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1 Einleitung
1.1 Motivation
In den letzten Jahren wurde die Softwareindustrie von einem neuartigen Pha¨no-
men, sogenannter offener Software, nachhaltig erschu¨ttert. Das konstituierende
Charakteristikum dieser Art von Software ist, daß die sie begleitende Lizenz ih-
ren Benutzern deutlich weitreichendere Rechte einra¨umt, als dieses u¨blicherweise
bei proprieta¨ren Lizenzen der Fall ist. Insbesondere ist es erlaubt, den Quelltext
der Software, der als ihre menschgerechte Repra¨sentation und somit als Tra¨ger
ihrer Architektur und der in ihr enthaltenen Ideen und Technologien gelten
kann, einsehen, modifizieren und ohne die Zahlung von Lizenzgebu¨hren unter
der gleichen Lizenz weitergeben zu du¨rfen.
Als Folge dieser Lizenzgestaltung tra¨gt der Vorgang der eigentlichen Entwick-
lung offener Software a¨ußerst eigenwillige Zu¨ge: In der Regel arbeiten in einem
offenen Softwareprojekt zahlreiche unabha¨ngige Programmierer – als Privatper-
sonen, Angestellte eines Unternehmens oder als Wissenschaftler – aus aller Welt
parallel an unterschiedlichen Aspekten des Programms. Sie koordinieren dabei
ihre Anstrengungen in einem scheinbar anarchischen Prozeß u¨ber die vom Inter-
net bereitgestellten Kommunikationsmo¨glichkeiten und erhalten fu¨r ihre Arbeit
keine unmittelbare moneta¨re Kompensation. In Anlehnung an das turbulente
Treiben auf einem orientalischen Basar bezeichnet Raymond (2001) dieses Vor-
gehen als die Basar-Methode der Softwareentwicklung, die er dem traditionellen
Ansatz gegenu¨berstellt, bei dem die Programmierer unter der Aufsicht eines
Baumeisters nach den strengen Vorgaben eines umfassenden Plans vorgehen,
und der von ihm deshalb Kathedralen-Methode genannt wird.
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Die wichtigste unmittelbare o¨konomische Implikation der oben beschriebenen
Lizenzgestaltung besteht darin, daß offene Software in der Regel kostenlos
erha¨ltlich ist: Aufgrund der genannten Rechte kann jeder als Anbieter einer
offenen Software in den Markt eintreten, ohne auch nur einen Teil der Entwick-
lungskosten tragen zu mu¨ssen. Des weiteren steht mit dem Internet eine hochef-
fiziente Infrastruktur zum Austausch digitaler Informationen zur Verfu¨gung; de
facto sind die fixen und variablen Kosten, die beim Vertrieb von Software u¨ber
das Internet anfallen, vernachla¨ssigbar gering. Selbstversta¨ndlich kann sich in
einer solchen Situation nur ein Gleichgewichtspreis in Ho¨he von Null etablieren.
In zahlreichen Ma¨rkten ist offene Software zu einem ernstzunehmenden Kon-
kurrenten proprieta¨rer Angebote herangewachsen. Prominente offene Software-
pakete wie das Betriebssystem GNU/Linux, der Web-Server Apache oder die
E-Mail-Verteilungssoftware Sendmail sind in einigen Teilma¨rkten sogar unan-
gefochtene Marktfu¨hrer.
Dieses ist nicht nur auf den offensichtlichen Lizenzkostenvorteil gegenu¨ber pro-
prieta¨rer Software zuru¨ckzufu¨hren, der – wie zahlreiche Studien und Beispiel-
kalkulationen belegen – fu¨r viele Nutzungsszenarien auch dann bestehen bleibt,
wenn man anstelle eines reinen Lizenzgebu¨hrenvergleichs eine umfassende Ana-
lyse aller mit dem Einsatz einer Software verbundenen Kosten, etwa fu¨r Inbe-
triebnahme, Schulung und Wartung, vornimmt. Empirische und auch theoreti-
sche Untersuchungen zeigen, daß offene Software auch anderen entscheidungs-
relevanten Qualita¨tskriterien wie etwa Funktionsvielfalt, Fehlerfreiheit, Sicher-
heit, Geschwindigkeit, Robustheit, Skalierbarkeit und Benutzerfreundlichkeit
durchaus gerecht wird.
Zahlreiche etablierte IT-Unternehmen haben inzwischen Teile ihrer Gescha¨fts-
strategie an offene Software angepaßt. So investieren Branchengro¨ßen wie IBM,
Sun und Hewlett-Packard signifikante Summen in die Weiterentwicklung be-
stehender offener Software und haben Hardwarelinien eingefu¨hrt, die dezidiert
fu¨r den Einsatz unter Linux konzipiert sind. Das Softwareunternehmen Netsca-
pe, inzwischen Teil des Medienkonzerns Time Warner, vero¨ffentlichte im Jahr
1998 seinen Web Browser Netscape Communicator, bis dahin eine proprieta¨re
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Software, unter einer offenen Lizenz; a¨hnliches unternahm Sun im Jahr 2000
mit StarOffice, einem Paket von Bu¨roanwendungen. Microsoft sieht offene Soft-
ware inzwischen als große Bedrohung fu¨r den langfristigen Erfolg der eigenen
Strategie an und reagiert mit einer Reihe von Gegenmaßnahmen.
Zudem sind in den letzten Jahren zahlreiche neue Unternehmen wie etwa Red
Hat und MySQL gegru¨ndet worden, in deren ureigenen Gescha¨ftskonzepten of-
fene Software eine zentrale Rolle einnimmt. Und selbst die o¨ffentliche Hand und
u¨berstaatliche Organisationen sind inzwischen auf offene Software aufmerksam
geworden. In teilweise hitzigen Debatten wird diskutiert, inwieweit der Staat
offene Software fo¨rdern sollte.
1.2 Forschungsrichtungen
Offensichtlich hat offene Software in der gesamten IT-Branche und ihrem Um-
feld bereits jetzt tiefgreifende Vera¨nderungen bewirkt; einige Analysten spre-
chen gar von einem disruptiven Pha¨nomen, welches sa¨mtliche Branchenspiel-
regeln zu redefinieren vermag. Es ist daher geboten, die o¨konomischen Impli-
kationen offener Software genau zu verstehen. Dabei lassen sich die folgenden
o¨konomischen Forschungsrichtungen abgrenzen:
• Die ersten Arbeiten befassen sich mit der Frage, welche Motive in Er-
mangelung von Lizenzgebu¨hren die Entwicklung offener Software bewir-
ken. Repra¨sentative Arbeiten dieser Richtung stammen von Gosh et al.
(2002), Lerner und Tirole (2002) sowie Lakhani und Wolf (2005).
• Darauf aufbauend analysiert eine gut entwickelte theoretische Literatur
die in der Basar-Methode der Softwareentwicklung angelegten Koordina-
tionsprobleme. Beispielhaft sind die Arbeiten von Johnson (2002), Myatt
und Wallace (2002) sowie Bitzer und Schro¨der (2005).
• Verschiedene industrieo¨konomisch gepra¨gte Arbeiten analysieren die Aus-
wirkungen offener Software auf Ma¨rkte und leiten daraus Gru¨nde fu¨r
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staatliches Eingreifen zugunsten oder gegen offene Software ab. Typische
Vertreter dieser Literatur sind Schmidt und Schnitzer (2003), Comino und
Manenti (2005) und Mustonen (2005).
• Schließlich wird versucht, aus der Basar-Methode Einsichten u¨ber neue
Organisationsstrukturen und kollektive Innovationsprozesse zu gewinnen.
Repra¨sentative Arbeiten dieser Richtung haben Harhoff, Henkel und von
Hippel (2003), von Hippel und von Krogh (2003) und Henkel (2004a)
vorgelegt.
Diese Arbeit erweitert die bestehende Literatur zur Koordinationsproblematik
und die zur Frage der Notwendigkeit staatlichen Handelns.
1.3 Aufbau dieser Arbeit
Zuna¨chst wird in Kapitel 2 das Pha¨nomen “Offene Software” in all jenen Fa-
cetten, die fu¨r den Gang dieser Untersuchung relevant sind, vorgestellt. Auf die
eingehende Beschreibung der eingangs bereits erwa¨hnten Lizenzgestaltung und
ihrer Implikationen folgen ein kurzer Abriß der Entstehungsgeschichte offener
Software und eine genaue Beschreibung der Strukturen, in denen diese Software
gegenwa¨rtig entwickelt und genutzt wird.
Kapitel 3 behandelt die Entwicklung offener Software. Nach einer kurzen U¨ber-
sicht u¨ber die empirisch relevanten Motive fu¨r die Beteiligung an offenen Soft-
wareprojekten werden einige ausgewa¨hlte Modelle zur Koordination vorgestellt.
Anschließend wird ein Modell dazu entwickelt, welche Bedingungen die Entste-
hung offener Software fo¨rdern. Dieses steht im Kontrast zur bisherigen For-
schung, die hauptsa¨chlich analysiert, wie und warum bereits als Institution
etablierte offene Softwareprojekte funktionieren, aber kaum erkla¨ren kann, wie
derartige Projekte “aus dem Nichts” entstehen. Relevant ist dieser Wechsel der
Perspektive in zweifacher Hinsicht: Zum einen erlaubt er Aussagen daru¨ber,
in welchen Bereichen noch mit der Entstehung offener Software zu rechnen ist.
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Zum anderen ermo¨glicht er aber auch Prognosen daru¨ber, welche derzeit existie-
renden offenen Softwareprojekte bleiben und welche sich als Modeerscheinung
ohne Dauer erweisen werden.
In Kapitel 4 wird im wesentlichen untersucht, ob ein Bedarf fu¨r staatliche Ein-
griffe in Ma¨rkte fu¨r Massensoftware zugunsten offener Software besteht. Anders
als in der bestehenden Literatur werden dabei in einem einheitlichen Modellrah-
men systematisch alle Spezifika von Softwarema¨rkten beru¨cksichtigt. Anschlie-
ßend wird zudem die Bedeutung offener Software in Ma¨rkten fu¨r Individual-
software diskutiert.
Schließlich werden in Kapitel 5 die Hauptergebnisse dieser Arbeit zusammen-
gefaßt und in ihrer Gesamtheit kritisch gewu¨rdigt.
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2 Grundlagen zu offener Software
Ziel dieses Kapitels ist es, alle fu¨r das Versta¨ndnis der weiteren Betrachtungen
erforderlichen Grundlagen zu offener Software darzulegen. Dazu wird zuna¨chst
formal definiert, was unter offener Software zu verstehen ist; anschließend wird
diese formale Definition u¨ber eine Darstellung der besonderen Kultur, die das
Konzept offener Software hervorgebracht hat, verbreitert und abgerundet. Es
folgt eine Beschreibung aller Gruppen und Institutionen, welche im Umfeld offe-
ner Software wesentliche Aufgaben wahrnehmen. Eine Diskussion der Spezifika
offener Software aus Entwickler- sowie aus Nutzersicht beschließt das Kapitel.
2.1 Begriffsdefinition
2.1.1 Offene Lizenzen
Das Konzept offener Software ist, obgleich gewachsen, klar definiert. Zu verdan-
ken ist dieses den intensiven Bemu¨hungen der Programmierer-Kultur, welche
die Idee hervorgebracht hat, schon fru¨hzeitig die wesentlichen Merkmale offener
Software herauszuarbeiten. Als maßgeblich gilt heutzutage der Merkmalskata-
log, welchen die gemeinnu¨tzige Open Source Initiative (OSI), aufbauend auf der
Free Software Definition und den Debian Free Software Guidelines,1 im Jahr
1998 mit der sogenannten Open Source Definition (OSD) vorgelegt hat. Dem-
nach gilt eine Software genau dann als offen, wenn die Lizenz, unter der diese
Software verbreitet wird, die folgenden vier Eigenschaften aufweist:
1Weitere Informationen zur Free Software Definition und zu den Debian Free
Software Guidelines finden sich unter www.fsf.org/philosophy/free-sw.html und
www.debian.org/social contract.hmtl.
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1. Uneingeschra¨nkte Weiterverbreitung Die Lizenz muß die uneingeschra¨nkte
Weiterverbreitung der Software gestatten. Insbesondere du¨rfen hierfu¨r kei-
ne Lizenzgebu¨hren erhoben werden.
2. Keine Diskriminierung Die Lizenz darf keine Bestimmungen enthalten, die
abha¨ngig vom Nutzer, dem Verwendungszweck oder dem technologischen
Einsatzumfeld sind.
3. Verfu¨gbarkeit des Quelltextes Die Lizenz muß vorschreiben, daß die Soft-
ware prinzipiell immer gemeinsam mit dem Quelltext, der als ihre mensch-
gerechte Repra¨sentation und somit als Tra¨ger ihrer Architektur und der in
ihr enthaltenen Ideen und Technologien angesehen werden kann, weiterge-
geben wird. Auf die gemeinsame Verbreitung von Software und Quelltext
darf nur dann verzichtet werden, wenn die Mo¨glichkeit besteht, den Quell-
text bei Interesse leicht zu beschaffen. Des weiteren muß der Quelltext in
einer Form vorliegen, welche seine Nutzung durch Menschen nicht behin-
dert.
4. Modifizierbarkeit des Quelltextes Schließlich muß es die Lizenz erlauben,
den Quelltext beliebig zu vera¨ndern und die so entstehende neue Software
wiederum unter derselben Lizenz zu verbreiten.
Zudem beinhaltet die OSD weitere Anforderungen minderer Bedeutung, die
dazu dienen, diverse rechtliche Schlupflo¨cher zu schließen.2 Das Wesen offener
Software wird aber durch die oben angegebenen vier Eigenschaften bereits ge-
nau erfaßt. Die Eigenschaften 1 und 2 charakterisieren offene Software aus der
Sicht eines einfachen Nutzers, welcher das Recht erha¨lt, die Software lizenz-
gebu¨hrenfrei in beliebiger Weise zu nutzen. Die Eigenschaften 3 und 4 cha-
rakterisieren offene Software hingegen aus der Sicht eines Softwareentwicklers,
welcher das Recht erha¨lt, die Software ohne Einschra¨nkungen zu studieren und
weiterzuentwickeln. Insbesondere dieses Recht auf freie Weiterentwicklung ist
2Der interessierte Leser sei auf Anhang A verwiesen, der die OSD im Volltext entha¨lt.
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ein zentrales Anliegen der Verfechter offener Software.3
Offensichtlich unterscheiden sich die Rechte, welche offene Lizenzen den Nutzern
einer Software geben, ganz wesentlich von den durch proprieta¨re Lizenzen ein-
gera¨umten. Diese verbieten im Regelfall die lizenzgebu¨hrenfreie Weiterverbrei-
tung der Software und enthalten diskriminierende Elemente (z.B. Studenten-
lizenzen). Des weiteren wird der Quelltext proprieta¨rer Software u¨blicherweise
als wichtiges Gescha¨ftsgeheimnis angesehen und dementsprechend nicht ver-
o¨ffentlicht; auch ist die Modifikation proprieta¨rer Software meistens untersagt.
Es existiert aber auch proprieta¨re Software, welche zumindest einige der oben
angegebenen Eigenschaften offener Software aufweist. Insofern sind die vier an-
gegebenen Anforderungen tatsa¨chlich alle notwendig.
Obgleich die OSD die grundlegenden Eigenschaften offener Software sehr klar
umreißt, bietet sie dennoch einen gewissen Gestaltungsspielraum. Innerhalb die-
ses Spielraums existiert eine Vielzahl verschiedener offener Lizenzen, die den
Zielen und Interessen ihrer Autoren in besonderer Weise Rechnung tragen.
Nachfolgend werden die maßgeblichen offenen Lizenzen und ihre Charakteri-
stika vorgestellt:
Die beiden a¨ltesten offenen Lizenzen wurden in den 80er Jahren von der ge-
meinnu¨tzigen Free Software Foundation (FSF) vorgelegt: die General Public
License (GPL) und die Lesser General Public License (LGPL).4 Beide Lizen-
zen stehen in besonders starkem Gegensatz zu proprieta¨ren. Daher werden sie
u¨blicherweise als Copyleft-Lizenzen bezeichnet, wobei der Begriff “Copyleft”
auf ein Wortspiel zuru¨ckgeht, welches den gebra¨uchlichen rechtlichen Hinweis
“Copyright – All rights reserved” zu “Copyleft – All rights reversed” verdreht.
Ein zentrales Element beider Lizenzen ist die Auflage, im Falle der Weiter-
verbreitung sa¨mtliche Modifikationen am Quelltext wiederum unter der GPL
bzw. der LGPL zuga¨nglich machen zu mu¨ssen. Es ist also nicht mo¨glich, ei-
3Eine umfassende Darstellung der Ziele, welche die OSD verfolgt, gibt Perens (1999), ihr
geistiger Vater.
4Ausfu¨hrliche Lizenztexte finden sich unter www.fsf.org/licenses/gpl.html bzw.
www.fsf.org/licenses/lgpl.html.
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ne Copyleft-Software zur Grundlage eines proprieta¨ren Produkts zu machen;
sie und alle ihre Weiterentwicklungen bleiben fu¨r immer offen. Des weiteren
darf Copyleft-Quelltext nicht mit Non-Copyleft-Quelltext kombiniert und in
ausfu¨hrbaren Bina¨rkode u¨bersetzt werden. Copyleft-Software ist somit sehr sy-
stematisch von anders lizenzierter Software abgeschottet. Die LGPL wurde aus-
dru¨cklich mit dem Ziel entworfen, diese Abschottung kontrolliert zu lockern. Sie
erlaubt anders als die GPL die Verbindung der lizenzierten Software mit Non-
Copyleft-Software auf bina¨rer Ebene (Verlinkung). Im wesentlichen erlaubt die-
se Lockerung, auf einem GPL-lizenzierten Betriebssystem (z.B. Linux) ein pro-
prieta¨res Anwendungsprogramm auszufu¨hren, indem beide lediglich u¨ber eine
LGPL-lizenzierte Zwischenschicht interagieren. Aus Nutzersicht kann also ein
GPL-lizenziertes Betriebssystem wie ein proprieta¨res verwendet werden.
Wichtige Non-Copyleft-Lizenzen sind die an der Universita¨t Berkeley entworfe-
ne Berkeley Software Distribution (BSD) sowie die vom Softwareunternehmen
Netscape entwickelten Mozilla Public License (MPL) und Netscape Public Li-
cense (NPL).5 Insbesondere die BSD erlegt dem Lizenznehmer sehr viel weniger
Pflichten auf als Copyleft-Lizenzen. So darf BSD-lizenzierte Software beliebig
mit anderer Software kombiniert und auch modifiziert und unter einer beliebigen
Lizenz weiterverbreitet werden. Die BSD kann also als sehr liberale offene Lizenz
bezeichnet werden. Die MPL beschreitet hingegen einen Mittelweg zwischen der
GPL und der BSD. Einerseits erlaubt sie wie die BSD die beliebige Verbindung
mit anderer Software; andererseits mu¨ssen Modifikationen wie bei der GPL offen
gelegt werden. Die NPL schließlich ist der Archetyp einer Lizenz, welche dem ur-
spru¨nglichen Inhaber der Eigentumsrechte an der Software, in diesem Fall dem
Unternehmen Netscape, exklusive Sonderrechte hinsichtlich der Modifikationen
des Quelltextes durch andere einra¨umt.6 Ansonsten entspricht sie der MPL.
Insgesamt also sind Non-Copyleft-Lizenzen der proprieta¨ren Verwertung offener
5Genaue Lizenztexte finden sich unter www.opensource.org/licenses/bsd-license.php,
www.mozilla.org/MPL/MPL-1.1.html bzw. www.mozilla.org/MPL/NPL-1.1.html.
6Aufgrund dieser Sonderrechte hat sich inzwischen die Rechtsauffassung durchgesetzt, die
NPL sei keine offene Lizenz. Sie wird hier wegen ihrer historischen Bedeutung angefu¨hrt.
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GPL LGPL BSD MPL NPL
Verbindung auf bina¨rer Ebene nur
mit Copyleft-Software erlaubt
√
Verbindung auf Quelltextebene nur
mit Copyleft-Software erlaubt
√ √
Modifikationen des Quelltextes
mu¨ssen zuga¨nglich gemacht werden
√ √ √ √
Sonderrechte fu¨r den urspru¨nglichen
Inhaber der Eigentumsrechte
√
Tabelle 2.1: Eigenschaften wichtiger offener Lizenzen
Software deutlich zugeneigter als Copyleft-Lizenzen; BSD-lizenzierte Software
darf sogar in jedweder Weise in ein proprieta¨res Produkt integriert werden.
Die wesentlichen Eigenschaften aller hier beschriebenen Lizenzen sind in Tabelle
2.1 zusammengestellt. Eine ausfu¨hrliche Diskussion der Lizenzen mit besonde-
rem Blick auf das deutsche Recht geben Jaeger und Metzger (2002).
Es ist schwierig, die empirische Bedeutung der hier genannten Lizenzen genau
zu erfassen. Einen Anhaltspunkt gibt Misanec (2001), der untersucht, mit wel-
cher Ha¨ufigkeit die verschiedenen Lizenzen in “SuSE Linux 7.2 Professional”,
einer beliebten Zusammenstellung von Software rund um das offene Betriebs-
system Linux, auftreten. Es zeigt sich, daß die GPL am ha¨ufigsten verwendet
wird; die LGPL und die BSD folgen mit weitem Abstand auf den Pla¨tzen 2
und 3. Ein a¨hnliches Bild erbringt die Untersuchung der Lizenzverteilung auf
SourceForge.net.7 Die genauen Zahlen sind in Tabelle 2.2 zusammengestellt. Es
sei aber angemerkt, daß die meisten hier nicht angegebenen Lizenzen eher der
7Die Internetseite SourceForge.net stellt den Entwicklern offener Software die fu¨r deren Ar-
beit erforderliche Infrastruktur zur Verfu¨gung. Sie wird vom Unternehmen VA Software
als Technologiedemonstration kostenfrei angeboten. Derzeit nutzen u¨ber 100.000 offene
Entwicklungsprojekte diese Infrastruktur.
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GPL LGPL BSD MPL
SuSE Linux 7.2 Professional 48 % 12 % 7 % k.A.
SourceForge.net (Januar 2005) 69 % 11 % 7 % 2 %
Tabelle 2.2: Verwendungsha¨ufigkeit wichtiger offener Lizenzen
BSD als der GPL entsprechen.8 Daher kann man davon ausgehen, daß die an
100 % fehlenden Lizenzen fast alle BSD-artiger Natur sind.
2.1.2 Abgrenzung von anderen Lizenzierungsarten
Es existieren einige weitere Arten der Lizenzierung von Software, welche auf-
grund gewisser A¨hnlichkeiten ha¨ufig mit offenen Lizenzen verwechselt werden.
Nachfolgend werden diese kurz dargestellt, um das Konzept offener Software
noch klarer herauszuarbeiten.
1. Public Domain Software Sogenannte Public Domain Software entsteht, wenn
ihr Urheber vollsta¨ndig auf seine Rechte verzichtet und die Software der
Allgemeinheit zur beliebigen Nutzung u¨berla¨ßt.9 Ein Urheber offener Soft-
ware nutzt hingegen seine Rechte ganz gezielt, um die weitere freie Ver-
wendung der von ihm geschaffenen Software in der gewu¨nschten Weise
sicherzustellen. Insofern ist Public Domain Software weder offen noch pro-
prieta¨r. Ein Beispiel fu¨r eine Public Domain Software ist BIND.10
2. Freeware Als Freeware wird proprieta¨re Software bezeichnet, die dem Nut-
zer kostenfrei u¨berlassen wird. Regelma¨ßig erha¨lt der Nutzer zudem das
8Prominente Beispiele sind die Apache Software License, die Artistic License und die MIT
License.
9Streng genommen ist der vollsta¨ndige Verzicht auf sein Urheberrecht anders als im amerika-
nischen Rechtsraum in Deutschland nicht mo¨glich. Die daraus erwachsenden Unterschiede
sind aber hier nicht relevant (vgl. Jaeger und Metzger, 2002).
10BIND za¨hlt zu den zentralen Bausteinen des Internet. Es besorgt die Zuordnung von Inter-
netadressen (z.B. www.uni-mannheim.de) zu physisch vorhandenen Servern.
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Recht, die Software in unvera¨nderter Form weiterzugeben. Einsicht in den
Quelltext wird dabei nicht gewa¨hrt. Zahlreiche Softwareunternehmen nut-
zen Freeware strategisch, sei es als Marketinginstrument oder im Rahmen
einer extremen Penetrationsstrategie in Ma¨rkten mit Netzwerkeffekten.
Ein Beispiel fu¨r eine Freeware ist der “Acrobat Reader” der Firma Ado-
be.
3. Shareware Shareware bezeichnet ein besonderes Marketing- und Vertriebs-
konzept fu¨r proprieta¨re Software. Dabei darf ein Nutzer die Software fu¨r
eine gewisse Probezeit kostenfrei nutzen. Will er aber die Software nach
Ablauf der Frist weiterhin verwenden, muß er Lizenzgebu¨hren entrichten.
Anderenfalls wird die weitere Nutzung oftmals technisch behindert oder
der Funktionsumfang der Software reduziert. Des weiteren darf Share-
ware u¨blicherweise frei weiterverbreitet werden. Die wohl erfolgreichste
Shareware aller Zeiten ist das Computerspiel Doom des Unternehmens
“id software”.
4. Shared Source Software Das Konzept der Shared Source Software wurde
im Jahr 2001 vom Softwareunternehmen Microsoft als direkte Antwort
auf offene Software vorgestellt. Ziel ist es, Microsoft die Vorteile offener
Software zu erschließen, ohne einen Verlust an geistigem Eigentum erlei-
den zu mu¨ssen. Im Fall von Shared Source Software erha¨lt der Nutzer
das Recht, den Quelltext der Software einzusehen und zu vera¨ndern. Al-
lerdings mu¨ssen diese A¨nderungen und alle Rechte daran an Microsoft
zuru¨ckgegeben werden. Des weiteren ist die Weiterverbreitung derartiger
Software untersagt.11 Die erste Shared Source Software ist das Betriebs-
system “Windows CE” von Microsoft.
Alle bislang vorgestellten Lizenzierungsarten fu¨r Software sind in Abbildung
2.1 kategorisiert zusammengefaßt. Als regula¨r wird dabei proprieta¨re Software
bezeichnet, welche nicht unter eine der obigen Lizenzierungsarten 2 bis 4 fa¨llt.
11Umfassende Informationen zu Shared Source Software bietet Microsoft unter der Adresse
www.microsoft.com/resources/sharedsource/default.mspx an.
27
Software
Public Domain offen proprieta¨r
Copyleft Non-Copyleft
• GPL
• LGPL
• BSD
• MPL
• NPL
• Freeware
• Shareware
• Shared Source
• regula¨r
Abbildung 2.1: Lizenzierungsarten fu¨r Software
2.2 Soziokulturelle Aspekte offener Software
2.2.1 Entstehungsgeschichte
Nachfolgend wird in Anlehnung an Moody (2001), Raymond (2001), Feller und
Fitzgerald (2002), Jaeger und Metzger (2002) sowie Fink (2003) die Entste-
hungsgeschichte offener Software geschildert. Es wird sich zeigen, daß offene
Software urspru¨nglich eine unmittelbare Reaktion auf proprieta¨re Software war,
die sich mit der Verbreitung des Internet zu einer neuen Form gemeinschaftli-
cher Softwareerstellung weiterentwickelt hat.
Bis in die spa¨ten 60er Jahre hinein wurde Software nicht als eigensta¨ndiges Gut,
sondern als reine Erga¨nzung zu der damals relativ teuren Hardware angesehen.
Standardisierte Massensoftware, wie heute allgemein gebra¨uchlich, wurde nicht
verwendet. Stattdessen war es die Aufgabe angestellter Programmierer, auf den
jeweiligen Einsatzbereich und die verfu¨gbare Hardware individuell angepaßte
Software zu erstellen. In der Folge entwickelte sich – von den Hardwareherstel-
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lern gefo¨rdert – ein reger Austausch von Programmen und Quelltextbaustei-
nen, der schließlich unter Programmierern eine allgemeine Kultur der Offenheit
entstehen ließ, die sogenannte “Hacker-Kultur”. Im Jahr 1969 aber wurde ge-
gen den damals dominanten Hardwarehersteller IBM ein Kartellverfahren ange-
strengt, in dessen Verlauf IBM die Bu¨ndelung von Hard- und Software aufgab.12
Der Weg fu¨r eine eigensta¨ndige Softwareindustrie war bereitet.
Im Jahre 1969 begann in den “Bell Labs”, einem vom Telekommunikations-
unternehmen AT&T betriebenen Forschungsinstitut, die Entwicklung des Be-
triebssystems Unix. Dieses Betriebssystem kann als das erste angesehen wer-
den, welches konsequent als leicht auf neue Systeme u¨bertragbare Zwischen-
schicht zwischen Hardware und einsatzspezifischer Anwendungssoftware kon-
zipiert wurde. Obgleich es somit einen technologischen Meilenstein darstellt,
wurde es zuna¨chst nicht kommerziell verwertet, da es AT&T aufgrund ord-
nungspolitischer Erwa¨gungen untersagt war, in anderen Ma¨rkten als dem fu¨r
Telefonie ta¨tig zu werden. Folglich wurde Unix von der oben beschriebenen
Hacker-Kultur schnell aufgegriffen und, insbesondere im akademischen Umfeld,
in vielfa¨ltiger Weise weiterentwickelt. Eine der besten und verbreitetsten Zu-
sammenstellungen von Software rund um Unix war die seit dem Jahr 1977
an der Universita¨t Berkeley betreute sogenannte Berkeley Software Distribu-
tion, auf die auch die im vorangegangenen Abschnitt vorgestellte BSD-Lizenz
zuru¨ckgeht. BSD-Unix war in vielfacher Hinsicht bereits das, was man heute
als ein offenes Softwareprojekt bezeichnet.
Der beinahe offene Charakter von Unix a¨nderte sich im Jahr 1984 mit der
Zerschlagung von AT&T. Der damit einhergehende Wegfall wettbewerbsrecht-
licher Beschra¨nkungen erlaubte AT&T die uneingeschra¨nkte kommerzielle Ver-
wertung von Unix. Da auch BSD-Unix an vielen Stellen Quelltext in der Urhe-
berschaft von AT&T enthielt, mußte nun jeder, der BSD-Unix nutzen wollte,
Lizenzgebu¨hren entrichten. Ein erst in den 90er Jahren beigelegter Rechtsstreit
mit AT&T setzte das BSD-Projekt weiter unter Druck. In Reaktion auf diese
12Das Verfahren wurde 1982 aufgrund einer vo¨llig vera¨nderten Situation eingestellt.
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Entwicklung und verschiedene weitere Reibungspunkte zwischen der Hacker-
Kultur und der erstarkenden Softwareindustrie initiierte Richard M. Stallman,
damals Wissenschaftler am MIT, das GNU-Projekt, dessen Ziel die Rekonstruk-
tion eines freien Unix-artigen Betriebssystems ohne Quelltext von AT&T war.
GNU stellt dabei, ga¨ngigem Hackerhumor entsprechend, ein rekursives Akro-
nym dar; es steht fu¨r “GNU’s not Unix” und greift somit die Probleme von
BSD-Unix unmittelbar auf. Im Jahr 1985 gru¨ndete Stallman des weiteren die
gemeinnu¨tzige Free Software Foundation, um dem GNU-Projekt eine Heimat zu
geben und seine Idee von freier Software allgemein zu fo¨rdern. Die FSF wieder-
um entwickelte im Jahr 1989 die GPL, um das GNU-Projekt langfristig vor der
Vereinnahmung durch Hersteller proprieta¨rer Software zu schu¨tzen. Das erste
wahre offene Softwareprojekt war geboren.
Die FSF um Stallman machte bei der Entwicklung des GNU-Betriebssystems
innerhalb der na¨chsten Jahre grundsa¨tzlich große Fortschritte und stellte na-
hezu alle Teile eines Unix-artigen Betriebssystems bereit. Eines aber mißlang:
die Entwicklung eines sogenannten Kernels, des Herzens eines jeden Betriebssy-
stems.13 Diese Lu¨cke fu¨llte, eher zufa¨llig als geplant, der finnische Student Linus
Torvalds, der 1991 zu Studienzwecken mit der Entwicklung eines rudimenta¨ren
eigenen Kernels namens Linux begann.14 Unter technologischen Gesichtspunk-
ten war Linux sicherlich nichts besonderes; als revolutiona¨r sollte sich aber
erweisen, daß Torvalds konsequent das Internet nutzte, um andere in die Wei-
terentwicklung seines Kernels einzubinden. Er stellte den gesamten Quelltext
im Netz zur Verfu¨gung und lud in der Newsgroup comp.os.minix, einem Dis-
kussionsforum fu¨r an der Entwicklung von Betriebssystemen Interessierte, zur
Mitarbeit an Linux ein.15 Die Resonanz auf diesen Aufruf war u¨berwa¨ltigend.
13Inzwischen liegt der von der FSF entwickelte Kernel namens HURD in einer lauffa¨higen
Version vor; na¨here Informationen finden sich unter www.gnu.org/software/hurd.
14Der Name “Linux” wurde offensichtlich aus der spielerischen Verquickung von Torvalds
Vornamen “Linus” und “Unix” gebildet.
15Der Originaltext dieses Aufrufs ist im Nachrichtenarchiv “Google Groups” unter
groups-beta.google.com/group/comp.os.minix/msg/b813d52cbc5a044b nachzulesen.
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Eine stetig wachsende Zahl an Programmierern begann, in vielfa¨ltiger Weise
zu Linux beizutragen, und bereits im Jahr 1994 konnte die erste stabile und
fu¨r den allgemeinen Einsatz taugliche Version von Linux vero¨ffentlicht werden.
In den na¨chsten Jahren wurden zahlreiche weitere offene Softwareprojekte, bei-
spielsweise Apache, KDE und GNOME,16 gegru¨ndet und nach dem Vorbild
von Linux in einem offenen, internetgestu¨tzten Prozeß vorangetrieben. Im Jahr
1997 schließlich vero¨ffentlichte Eric S. Raymond, selbst seit den 80er Jahren
in verschiedenen offenen Softwareprojekten aktiv, seinen einflußreichen Essay
“The Cathedral and the Bazaar”.17 In diesem analysiert er den im Rahmen
des Linux-Projekts erstmals erprobten offenen Entwicklungsprozeß und arbeitet
seine Vorteile gegenu¨ber den sta¨rker strukturierten, u¨blicherweise in Software-
unternehmen praktizierten Methoden heraus. Bildreich pra¨gt Raymond fu¨r die-
se beiden gegensa¨tzlichen Entwicklungsphilosophien die Bezeichungen Basar-
bzw. Kathedralenmethode. Es ist auf Raymonds Essay zuru¨ckzufu¨hren, daß
heute unter offener Software nicht nur eine Lizenzierungsart, sondern auch ein
Paradigma der Softwareentwicklung, eben die Basarmethode, verstanden wird.
Im Jahr 1998 gelang offener Software der Durchbruch in den Mainstream.
Angeregt durch “The Cathedral and the Bazaar” beschloß das Unternehmen
Netscape, sein bis dato proprieta¨res Produkt “Navigator” als offene Softwa-
re zu vero¨ffentlichen. Ziel war es, die Vorzu¨ge der Basar-Methode zu nutzen,
um den fu¨r die Unternehmensstrategie wichtigen Navigator im gegen Micro-
soft gefu¨hrten sogenannten Browser-Krieg wieder auf die Gewinnerstraße zu
fu¨hren.18 Um den spezifischen Problemen gerechtzuwerden, die sich aus der
U¨berfu¨hrung einer proprieta¨ren in eine offene Software ergeben, entwickelte
Netscape u¨berdies gemeinsam mit Schlu¨sselfiguren der Hacker-Kultur die MPL
und NPL. Von diesem Erfolg angespornt suchten die seitens der Hacker-Kultur
16Weitere Angaben zu diesen Projekten finden sich unter www.apache.org, www.kde.org
bzw. www.gnome.org.
17Eine aktualisierte Version dieses Essays ist in Raymond (2001) abgedruckt.
18Der Browser-Krieg ging fu¨r Netscape schnell verloren. Unter dem Dach des offenen Mozilla-
Projekts hat ihn der Navigator aber u¨berlebt.
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Jahr Ereignis
1969 Beginn der Entwicklung von Unix bei AT&T
1977 Gru¨ndung der Berkeley Software Distribution
1984 Zerschlagung von AT&T
1985 Gru¨ndung der Free Software Foundation (FSF)
1989 Einfu¨hrung der GPL
1991 Beginn der Entwicklung von Linux
1994 Vero¨ffentlichung der Version 1.0 von Linux
1997 Vero¨ffentlichung von “The Cathedral and the Bazaar”
1998 Netscape vero¨ffentlicht den Navigator unter einer offenen Lizenz
Pra¨gung des Begriffs “Open Source Software”
Gru¨ndung der Open Source Initiative (OSI)
2001 IBM investiert 1 Mrd. $ in Linux-Aktivita¨ten
Tabelle 2.3: Wichtige Ereignisse in der Entstehungsgeschichte offener Software
an der Offenlegung des Navigator Beteiligten nach Wegen, die Verwendung
offener Software und der Basar-Methode auch in anderen Bereichen der Soft-
wareindustrie zu propagieren. Da sie dem bis dahin gebra¨uchlichen Begriff “Free
Software” wirtschaftsfeindliche Konnotationen zuschrieben, pra¨gten sie die neu-
tralere Bezeichnung “Open Source Software” und gru¨ndeten als Lobby die ge-
meinnu¨tzige Open Source Initiative. Die Bemu¨hungen der OSI, offene Software
in der Industrie zu etablieren, bekamen bald unerwarteten Ru¨ckenwind. In inter-
nen Memos des Softwareunternehmens Microsoft, nach dem Tag ihres ungewoll-
ten Publikwerdens als Halloween-Dokumente bezeichnet, wird offene Software
als große Bedrohung fu¨r das Unternehmen identifiziert und die bemerkenswerte
Qualita¨t der mit der Basar-Methode entwickelten Software gelobt.19 Die Folge
dieses Ritterschlags war ein rasanter Anstieg des o¨ffentlichen Interesses. Im wei-
teren nahm auch die Akzeptanz offener Software in der Industrie stetig zu. Im
Januar 2001 schließlich ku¨ndigte IBM an, allein in jenem Jahr u¨ber 1 Mrd. $
19Die Halloween-Dokumente sind unter www.opensource.org/halloween/ einzusehen.
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in Linux-bezogene Aktivita¨ten zu investieren und die Unternehmensstrategie
entsprechend anzupassen (vgl. Wilcox, 2000). Offene Software war erwachsen
geworden.
2.2.2 Exemplarische offene Softwareprojekte
Wie gesehen haben Betriebssysteme bei der Entstehung offener Software eine
zentrale Rolle gespielt. Dennoch ist offene Software beileibe nicht nur in diesem
Bereich anzutreffen. Mertens et al. (2005) unterscheiden nach ihrem Verwen-
dungszweck vier Kategorien von Software,
• System- und Netzwerkmanagementsoftware, welche in erster Linie die tech-
nische Infrastruktur fu¨r die Ausfu¨hrung weiterer Software bereitstellt,
• Informationsmanagementsoftware, welche die Speicherung und Verwal-
tung großer Datenbesta¨nde besorgt,
• Anwendungssoftware, welche Endnutzern unmittelbar bei der Lo¨sung spe-
zifischer Aufgaben hilft,
• sowie Programmentwicklungssoftware und Middleware, welche der Ent-
wicklung neuer Software und der Verknu¨pfung mehrerer Programme zu
gro¨ßeren, anwendungsspezifischen Systemen dient.
Nachfolgend wird die Vielfalt offener Software anhand von vier Entwicklungs-
projekten illustriert, die jeweils einer der angegebenen Kategorien entstam-
men.20 Die Projekte sind so ausgewa¨hlt, daß mo¨glichst viele weitere Facetten
offener Software deutlich werden; Schwerpunkte der Darstellung bilden dabei
die Entstehungsgeschichte, die Organisationsstruktur sowie der Markterfolg21
der Software.
20Bru¨gge et al. (2004, S. 27) ordnen zahlreiche weitere offene Softwareprojekte in diese Kate-
gorien ein.
21Grundsa¨tzlich beziehen sich in dieser Arbeit alle angegebenen Marktanteile auf die Anzahl
an Installationen, da die moneta¨re Bewertung der Absatzzahlen offener Software durch das
Recht auf Weiterverbreitung ohne Lizenzgebu¨hren nicht sinnvoll ist.
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2.2.2.1 Linux-Kernel
Die Entstehung und die herausragende Bedeutung des in die Kategorie “System-
und Netzwerkmanagementsoftware” fallenden Linux-Kernels wurden bereits im
vorigen Abschnitt dargestellt. Nachfolgend wird in Anlehnung an Moon und
Sproull (2002) sowie Lee und Cole (2003) die informelle, prototypische Organi-
sationsstruktur des dazugeho¨rigen Entwicklungsprojekts beschrieben.
Das zentrale Kommunikationsinstrument des Projekts ist die sogenannte Linux
Kernel Mailing List (LKML), die im Prinzip wie eine große, strukturierte Pinn-
wand arbeitet und die grundsa¨tzlich jeder einsehen und nutzen darf. Allerdings
hat das Projekt fu¨r die Nutzung der LKML einige Regeln aufgestellt, deren
Mißachtung schlicht zu Nichtbeachtung fu¨hrt. Des weiteren steht in den soge-
nannten Linux Kernel Archives (LKA) permanent der Quelltext der aktuellen
Version des Linux-Kernels bereit.22 Ausgehend vom in den LKA vorgehaltenen
Quelltext kann jedermann auf der LKML Fehler (sogenannte Bugs) melden und
Fehlerkorrekturen bzw. Verbesserungen des Quelltextes (sogenannte Patches)
vorschlagen. Diese werden wiederum auf der LKML in einem transparenten
Prozeß ausgiebig begutachtet und weiter verbessert. Bei Gefallen wa¨hlt dann
ein mit Schreibrechten auf die LKA ausgestatteter sogenannter Maintainer auf
der Grundlage des Begutachtungsprozesses einen Patch zur Aufnahme in die
na¨chste Version von Linux auf. Alle Maintainer werden dabei aufgrund der be-
sonderen Qualita¨t ihrer Beitra¨ge in der Vergangenheit ernannt und sind fu¨r
einzelne Komponenten des Kernels zusta¨ndig. Die finale Entscheidung u¨ber die
Aufnahme eines Patches in den Kernel beha¨lt sich Torvalds als Projektleiter23
zwar vor, im Regelfall folgt er aber der Empfehlung der Maintainer. Schließlich
werden die LKA aktualisiert und der beschriebene Prozeß beginnt erneut. Des
weiteren legen Torvalds und die Maintainer die allgemeine Stoßrichtung des
Projekts fest und implementieren grundlegend neue Funktionen.
22Die Regeln fu¨r die Nutzung der LKML sind unter www.kernel.org/pub/linux/docs/lkml/,
die LKML selbst unter vger.kernel.org und die LKA unter www.kernel.org zu finden.
23Torvalds ha¨lt u¨berdies die Rechte am eingetragenen Markenzeichen “Linux”.
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Lee und Cole (2003) zeigen auf der Grundlage der LKA, daß in den Jahren
1995 bis 2000 durchschnittlich alle 5 Tage eine neue Entwicklungsversion von
Linux vero¨ffentlicht wurde. Des weiteren scha¨tzen sie anhand der LKML die
Anzahl derer, die in den unterschiedlichen Funktionen in demselben Zeitraum
zur Entwicklung des Kernels beigetragen haben. Neben Torvalds als einzigem
Projektleiter gab es 121 Maintainer, 2.605 Autoren von Patches sowie 1.562
Projektteilnehmer, die lediglich Bugs gemeldet haben.
Linux ist zweifelsfrei auch wirtschaftlich die bedeutendste offene Software.24
Bozman et al. (2004) geben den weltweiten Umsatz von Produkten, die ge-
meinsam mit Linux eingesetzt werden, fu¨r das Jahr 2004 mit 15 Mrd. $ an und
scha¨tzen, daß sich dieser Umsatz auf 35 Mrd. $ im Jahr 2008 erho¨hen wird.
Diese Zahlen spiegeln sich auch in den hohen Marktanteilen von Linux in eini-
gen Betriebssystemma¨rkten wider. So beziffert Gonsalves (2003) den Anteil von
Linux bei vorinstallierten Betriebssystemen auf neuen Servern im Jahr 2002 auf
23 %, wohingegen Windows 55 %, Unix 11 % und NetWare 10 % zukommen;
Bozman et al. (2004) sehen den Marktanteil von Linux auf Servern bei 20 %
im Jahr 2004 und prognostizieren ein Wachstum dieses Anteils auf 28 % im
Jahr 2008. Diese Angaben sind allerdings mit gewissen Meßungenauigkeiten
behaftet. Sehr exakt sind hingegen die folgenden Zahlen zur Verbreitung ver-
schiedener Betriebssysteme auf Webservern, da derartige Server zwangsla¨ufig
o¨ffentlich zuga¨nglich sind und mit technischen Mitteln genau analysiert werden
ko¨nnen. Demnach war im April 1999 Linux auf 31 %, Windows auf 24 %, Solaris
auf 17 % und BSD-Unix auf 15 % der o¨ffentlichen Webserver installiert.25 Laut
King (2002) soll sich der Anteil von Linux in diesem Teilmarkt auf 41 % im Jahr
2005 erho¨hen. Kaum Verbreitung gefunden hat Linux hingegen im Markt fu¨r
Desktop-PCs. Hier dominierte im Jahr 2002 nach Gonsalves (2003) Windows
mit 94 % Marktanteil vor Linux und “Mac OS” mit jeweils 3 %. Bozman et al.
24Der Linux-Kernel allein ist natu¨rlich kein marktfa¨higes Produkt. Insofern beziehen sich alle
folgenden Angaben auf das um den Kernel gebaute Betriebssystem.
25Die genaue technische Vorgehensweise, nach welcher diese Zahlen ermittelt wurden, ist unter
www.leb.net/hzo/ioscount angegeben.
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(2004) erwarten aber immerhin eine Verdopplung des Anteils von Linux auf 7
% im Jahr 2008. Insgesamt zeigt sich, daß Linux in Einsatzfeldern abseits der
Endnutzer ein ernstzunehmender Wettbewerber des proprieta¨ren Windows ist,
wa¨hrend es im Endnutzerbereich bisher kaum Verbreitung gefunden hat.
2.2.2.2 Apache
Die nach Linux profilierteste offene Software ist wohl der in die Kategorie “In-
formationsmanagementsoftware” einzuordnende Webserver Apache. Webserver
dienen der Bereitstellung von mittels eines Webbrowsers angeforderter Inter-
netseiten und haben somit eine zentrale Bedeutung fu¨r den Betrieb des World
Wide Web.
Apache geht auf einen fru¨hen, vom Forschungsinstitut NCSA entwickelten Web-
server zuru¨ck, dessen Quelltext frei verfu¨gbar war.26 Als das NCSA im Jahr
1994 die Entwicklung seines Webservers aufgab, u¨bernahmen einige Nutzer aus
reiner Notwendigkeit heraus die Pflege und Weiterentwicklung der Software.
Um diese Kerngruppe fru¨her Entwickler bildete sich bald eine Gemeinschaft,
deren Organisationsstruktur der des Linux-Projekts weitestgehend entsprach.
Im Jahr 1999 aber wurde diese Struktur anders als im Fall des Linux-Kernels
in der gemeinnu¨tzigen Apache Software Foundation (ASF) formalisiert. Alle
Projektteilnehmer geho¨ren einer von fu¨nf Hierarchieebenen an, vom einfachen
Nutzer, der lediglich Bugs melden und Verbesserungsvorschla¨ge unterbreiten
darf, bis hin zum ASF-Mitglied mit weitreichenden Entscheidungsbefugnissen.
Der Aufstieg innerhalb dieser Hierarchie erfolgt dabei gema¨ß der technischen
Fa¨higkeiten nach recht klar spezifizierten Regeln. ASF-Mitglied schließlich wird
eine natu¨rliche Person allein auf Vorschlag durch ein bestehendes Mitglied mit
anschließender Wahl. Die Gemeinschaft aller ASF-Mitglieder ist das oberste
Entscheidungsorgan des Projekts.27 Hier spiegelt sich die Tatsache wider, daß
Apache anders als Linux mehrere Gru¨nder hat und somit eine Formalisierung
26Unter www.apache.org/foundation/how-it-works.html sind genaue Informationen zu
Apache verfu¨gbar.
27Im Januar 2005 gab es laut www.apache.org/foundation/members.html 112 aktive ASF-
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der Entscheidungsprozesse erforderlich war. Des weiteren stellt die ASF eine
umfangreiche Infrastruktur fu¨r das Projekt bereit, nimmt als eigene Rechts-
perso¨nlichkeit Spenden entgegen, schu¨tzt die einzelnen Entwickler vor Rechts-
streitigkeiten und hu¨tet den Markennamen “Apache”.
Der Apache-Webserver ist seit Jahren unangefochtener Marktfu¨hrer. Im Januar
2005 wurde er auf 68 % aller o¨ffentlich zuga¨nglichen Server eingesetzt; Platz 2
belegte mit 21 % der proprieta¨re Webserver IIS von Microsoft.28
2.2.2.3 OpenOffice.org
Die Anwendungssoftware OpenOffice.org ist als vollwertige Kollektion von Bu¨ro-
programmen mit dem weitverbreiteten “Microsoft Office” vergleichbar. Die Wur-
zeln der Software reichen bis zum von der Firma StarDivision seit Mitte der 80er
Jahre entwickelten proprieta¨ren StarOffice zuru¨ck.29 Im Jahr 1999 wurde Star-
Division zur strategischen Abrundung des Produktportfolios vom Unternehmen
Sun aufgekauft. Ein Jahr spa¨ter vero¨ffentlichte Sun große Teile von StarOffi-
ce unter dem Namen “OpenOffice.org” als offene Software. Dabei erlaubt es
die Lizenzierung Sun, OpenOffice.org um proprieta¨re Elemente zu erweitern
und unter dem alten Namen StarOffice zu vertreiben. Des weiteren stellte Sun
eine technische Infrastrukur und eine formale, basisdemokratisch konzipierte
Organisationsstruktur bereit, um die schnelle Entstehung einer Entwicklerge-
meinschaft rund um den vero¨ffentlichten Quelltext zu fo¨rdern.
OpenOffice.org ist in zahlreiche Teilprojekte gegliedert, in denen jeweils die
eigentliche Entwicklung einer exakt spezifizierten Komponente des Gesamtsy-
Mitglieder. Davon waren 70 bei Informationstechnologieunternehmen angestellt, 24 freibe-
ruflich und 3 an Universita¨ten bescha¨ftigt. Die Affiliation der verbleibenden 15 Mitglieder
konnte nicht festgestellt werden.
28Diese Zahlen werden jeden Monat vollautomatisch vom Marktforschungsunternehmen Net-
craft ermittelt. Aktuelle Ergebnisse sind unter www.netcraft.com/Survey/Reports/ zu
finden.
29Die Entstehungsgeschichte von OpenOffice.org ist unter www.openoffice.org/about.html
nachzulesen.
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stems vorgenommen wird. Innerhalb eines jeden Teilprojekts existiert wie beim
Apache-Projekt eine formelle Hierarchie mit einem Projektleiter an der Spit-
ze.30 Der Projektleiter wird dabei von allen Teilprojektmitgliedern gewa¨hlt und
darf verdienten Entwicklern Schreibrechte auf den Quelltext des Teilprojekts
gewa¨hren. Das oberste Entscheidungsgremium des Projekts ist aber das soge-
nannte “Community Council”.31 Dieses Gremium legt die langfristige Strate-
gie von OpenOffice.org fest, vertritt das Projekt nach außen und fungiert als
Schiedsrichter bei Kompetenzstreitigkeiten innerhalb der Teilprojekte. Es um-
faßt neun, basisdemokratisch gewa¨hlte Miglieder aus verschiedenen Bereichen
des Gesamtprojekts, von denen mindestens zwei Angestellte von Sun sind.32
OpenOffice.org gilt als gelungene Symbiose zwischen einem Unternehmen und
einer offenen Entwicklergemeinschaft klassischer Pra¨gung.
Laut Thibodeau (2004) sah das Marktforschungsunternehmen Gartner Group
den gemeinsamen Marktanteil von OpenOffice.org und StarOffice im Jahr 2004
bei unter 5 %; klarer Marktfu¨hrer ist seit Jahren mit Marktanteilen weit u¨ber
90 % “Microsoft Office”.
2.2.2.4 Eclipse
Eine bekannte offene Software aus der Kategorie “Programmentwicklungssoft-
ware und Middleware” ist Eclipse. Diese Software wurde im Jahr 2001 als bereits
voll ausgereiftes Produkt von IBM unter eine offene Lizenz gestellt.33 Des wei-
teren gru¨ndete IBM mit einigen weitere Unternehmen ein Konsortium, welches
die Weiterentwicklung von Eclipse vorantreiben sollte. Drei Jahre spa¨ter wurde
30Genaue Angaben zu den Organisations- und Entscheidungsstrukturen der Teilprojekte sind
unter www.openoffice.org/dev docs/guidelines.html zu finden.
31Die Satzung dieses Gremiums steht unter council.openoffice.org/CouncilProposal.html.
32Sun rechtfertigt seinen besonderen Einfluß, indem es nach wie vor signifikante Bei-
tra¨ge zur Weiterentwicklung von OpenOffice.org leistet. So waren im Januar 2005 laut
projects.openoffice.org/accepted.html 23 von insgesamt 43 Entwicklern mit Leitungs-
funktion in technischen Teilprojekten bei Sun bescha¨ftigt.
33Die Geschichte von Eclipse wird unter www.eclipse.org/org/main.html beschrieben.
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dieses Konsortium in die gemeinnu¨tzige Eclipse Foundation umgewandelt. Den-
noch ist das Eclipse-Projekt im Kern nach wie vor ein reiner Zusammenschluß
von Unternehmen, wobei formal zwischen strategischen Entwicklern, strategi-
schen Nutzern und Anbietern komplementa¨rer Produkte unterschieden wird.
In der Folge wird das Eclipse-Projekt eher wie ein klassisches Konsortium denn
wie ein offenes Softwareprojekt gefu¨hrt.34 Zwar a¨hnelt es innerhalb seiner Teil-
projekte den oben beschriebenen offenen Entwicklungsprojekten sehr stark,
verfu¨gt also u¨ber eine frei zuga¨ngliche Entwicklerhierarchie und transparente
Prozesse. Die Teilprojektleitung wird aber letztlich immer vom obersten Ent-
scheidungsgremium, dem sogenannten “Board of Directors”, eingesetzt. Das
Board wiederum besteht in seiner großen Mehrheit aus Vertretern der Mit-
gliedsunternehmen, wobei die strategischen Entwickler und Nutzer ein beson-
deres Gewicht haben.35 Das Eclipse-Projekt wird somit anders als pure offene
Softwareprojekte nicht aus sich selbst heraus gefu¨hrt.
Auf der Basis einer Umfrage unter Entwicklern scha¨tzte der Softwarehersteller
QA Systems (2003) den Anteil von Eclipse am Markt fu¨r Java-Entwicklungs-
umgebungen im Jahr 2003 auf 45 % vor dem proprieta¨ren JBuilder mit 16 %.
2.2.3 Werte und Normen
Offensichtlich handelt es sich bei offener Software um ein gewachsenes Pha¨no-
men, dessenWesen nicht allein technische und lizenzrechtliche, sondern ganz we-
sentlich auch soziokulturelle Aspekte ausmachen. Nachfolgend werden die wich-
tigsten dieser Aspekte, na¨mlich die Werte und Normen, welche die reibungslose
Zusammenarbeit in offenen Softwareprojekten ermo¨glichen, kurz vorgestellt.
34Unter www.eclipse.org/org/documents/main.html ist die Organisation des Eclipse-Pro-
jekts sehr genau beschrieben.
35Im Januar 2005 waren laut www.eclipse.org/org/directors.html 10 von 13 Board-
Mitgliedern in der Eigenschaft als Repra¨sentanten eines strategischen Mitgliedsunterneh-
mens vertreten. U¨berdies waren die drei verbleibenden Board-Mitglieder alle bei einem
Mitgliedsunternehmen angestellt.
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Die eigentliche Entwicklungsarbeit wird im wesentlichen von drei ineinander-
greifenden Prinzipien bestimmt, denen des Meritokratismus, der Transparenz
und des offenen Zugangs:36 So ist der Einfluß von Entwicklern auf den offiziellen
Quelltext stets eng an deren bisherige Leistungen gekoppelt. Des weiteren wer-
den sa¨mtliche Beitra¨ge zum Projekt, von einer kleinen Anregung bis hin zu einer
umfangreichen Quelltexterweiterung, namentlich vero¨ffentlicht und in der Re-
gel auch dauerhaft archiviert. Und schließlich steht es jedermann frei, an einem
Projekt mitzuarbeiten und ho¨here Ra¨nge innerhalb der Entwicklerhierarchie zu
erklimmen.
Ein notwendige Bedingung fu¨r das Funktionieren einer Meritokratie ist die
Mo¨glichkeit des Einzelnen, Reputation aufzubauen und zu erhalten. Neben dem
Prinzip der Transparenz hat die Hacker-Kultur zu diesem Zweck laut Raymond
(2001) zahlreiche weitere Normen entwickelt; beispielsweise gilt es kulturell als
Kapitalverbrechen, den Namen eines ehemaligen Projektmitglieds aus einem
Projekt zu tilgen. Wiederholte Versto¨ße gegen diese Normen fu¨hren regelma¨ßig
zu sozialer A¨chtung oder gar zum Ausschluß aus einem Projekt.37
Bezroukov (1999) und Kelty (2001) vergleichen offene Softwareentwicklung mit
dem wissenschaftlichen Arbeitsprozeß und heben hervor, wie sehr sich beide
Vorgehensweisen in ihrer Betonung von Offenheit und transparenter Begut-
achtung durch Peers a¨hneln. In einer a¨hnlichen Betrachtung identifiziert Ed-
wards (2001) offene Entwicklungsprojekte als eine spezielle Auspra¨gung soge-
nannter epistemischer, also auf Erkenntniszuwachs zielender Gemeinschaften.
Demnach teilen Mitglieder an offenen Entwicklungsprojekten regelma¨ßig nor-
mative Grundu¨berzeugungen, Methodenkompetenz und Bewertungs- und Ver-
gleichskriterien fu¨r konkurrierende Lo¨sungen. Die Hacker-Szene kann ihre uni-
36Ausdru¨cklich als tragend werden diese Prinzipien etwa unter www.eclipse.org/org/
documents/Eclipse%20Development%20Process%202003 11 09%20FINAL.pdf im Rahmen
des Eclipse-Projekts anerkannt.
37Auch Versto¨ße gegen gewisse Umgangsformen, die den fu¨r die Kommunikation u¨ber das In-
ternet gebra¨uchlichen sogenannten “Netiquette” sehr a¨hnlich sind, werden nach Bergquist
und Ljungberg (2001) schnell bestraft.
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versita¨ren Wurzeln also nicht verleugnen.
Laut Bru¨gge et al. (2004) schu¨tzt der von den gemeinsamen Werten und Nor-
men induzierte starke Gemeinschaftssinn offene Softwareprojekte auch vor so-
genanntem Forking, das heißt, der Spaltung eines in zwei konkurrierende Pro-
jekte. Sprechen nicht wichtige Gru¨nde dafu¨r, gilt Forking in der Hacker-Kultur
u¨blicherweise als unerwu¨nscht, da es schnell zu einer Zersplitterung der Ent-
wicklungsanstrengungen und zu inkompatiblen Produkten fu¨hrt. Offene Lizen-
zen selbst behindern Forking offensichtlich nicht; rein rechtlich darf selbst ein
Außenstehender ohne Meriten innerhalb eines Projekts dessen Quelltext belie-
big modifizieren und als neue Variante der Software verbreiten. Faktisch wird
es ihm aber kaum mo¨glich sein, hinla¨ngliche Unterstu¨tzung fu¨r die unerla¨ßliche
Weiterentwicklung seiner Variante zu gewinnen. Raymond (2001) bezeichnet
offene Softwareentwicklung daher als theoretisch promiskuitiv, aber praktisch
puritanisch.38
Im Hinblick auf die eigentliche Zusammenarbeit verfu¨gt die Hacker-Kultur al-
so u¨ber eine Vielzahl gemeinsamer Werte und Normen. Eine Spaltung in zwei
Lager hat sich aber aus der Frage ergeben, warum Software offen sein sollte.39
Auf der einen Seite stehen die Pragmatiker, welche die technischen Vorteile der
Basar-Methode sowie offener Standards betonen. Sie haben den Begriff “Open
Source Software” gepra¨gt und befu¨rworten Kooperationen mit Unternehmen.
Auf der anderen Seite finden sich die Fundamentalisten, welche vornehmlich
freiheitliche Aspekte in den Vordergrund stellen. Sie ziehen die Bezeichnung
“Free Software” vor und stehen Kooperationen mit Unternehmen sehr kritisch
gegenu¨ber. Lakhani und Wolf (2005) rechnen auf der Grundlage einer umfang-
reichen Umfrage rund 20 % aller Entwickler offener Software dem fundamenta-
listischen Lager zu; Gosh et al. (2002) ermitteln hingegen einen Anteil von fast
50 %.
38Dennoch existieren einige prominente Beispiele fu¨r Forking, etwa der Zerfall von BSD-Unix
in FreeBSD, NetBSD und OpenBSD sowie die beiden Texteditoren “GNU Emacs” und
XEmacs.
39Raymond (1999) und Stallman (1999) stellen die Positionen beider Lager ausfu¨hrlich dar.
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2.3 Teilhaber an offenen Softwareprojekten
2.3.1 Entwickler
Die offensichtlichste Gruppe von Teilhabern an offenen Softwareprojekten bil-
den ihre Entwickler. Dabei umfaßt diese Gruppe allerdings nicht nur jene, wel-
che im engen Sinn programmieren, sondern auch die, welche ein Entwicklungs-
projekt auf andere Art durch ihren Arbeitseinsatz mittragen, beispielsweise
Designer, Tester und Autoren von Inhalten und Dokumentationsmaterial.
2.3.1.1 Einzelpersonen
Es ist sehr aufschlußreich, die Entwickler offener Software etwas genauer ken-
nenzulernen. Dazu werden in diesem Abschnitt einige vornehmlich soziodemo-
graphische Merkmale pra¨sentiert, welche Ru¨ckschlu¨sse auf das Qualifikations-
niveau und die geographische Herkunft der Entwickler sowie den Umfang der
geleisteten Arbeit und den Hauptanstoß dafu¨r zulassen. Die Grundlage der Dar-
stellung bilden mehrere Umfragen unter Entwicklern offener Software, die in
Tabelle 2.4 zusammengestellt sind. Die Umfragen lassen sich dabei in zwei
Klassen einteilen: Die Arbeiten von Jørgensen (2001b), Hars und Ou (2002),
Hertel et al. (2003) und Lakhani und Wolf (2005) konzentrieren sich auf wohl-
abgegrenzte Personenkreise. Dieses ermo¨glicht es den Autoren sicherzustellen,
daß es sich bei den Befragten tatsa¨chlich um Entwickler im oben angegebenen
Sinn handelt, begrenzt aber die Anzahl der Befragten mitunter erheblich. Die
Studien von Robles et al. (2001) und Gosh et al. (2002) ko¨nnen hingegen mit
weit mehr befragten Personen aufwarten, leiden aber unter dem Problem der
unscharfen Abgrenzung der Auskunftspersonen. Beide Studien haben ihre Da-
ten u¨ber Fragebo¨gen im Internet erhoben, die zwar an einschla¨gigen virtuellen
Orten beworben wurden, grundsa¨tzlich aber fu¨r jedermann zuga¨nglich waren.
Insofern ko¨nnen die Autoren nur hoffen, daß sich zumindest in der Mehrzahl
echte Entwickler beteiligt haben.
Zuna¨chst werden solche Merkmale diskutiert, welche Aussagen u¨ber das Quali-
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Autor(en) Beschreibung der Befragten Anzahl
Jørgensen (2001b) Entwickler von FreeBSD mit Schreibrech-
ten auf den offiziellen Quelltext
72
Robles et al. (2001) Leser der Internetseiten www.heise.de,
www.barrapunto.com und slashdot.org
5.478
Gosh et al. (2002) Teilnehmer an Diskussionsforen zu diver-
sen offenen Softwareprojekten
2.784
Hars und Ou (2002) Teilnehmer ausgewa¨hlter Diskussionsfo-
ren zur Entwicklung offener Software
79
Hertel et al. (2003) Entwickler des Linux-Kernels und Leser
der Linux Kernel Mailing List
141
Lakhani und Wolf (2005) Entwickler 287 verschiedener, auf Source-
Forge.net angesiedelter Projekte
684
Tabelle 2.4: Umfragen unter Entwicklern offener Software
fikationsniveau offener Softwareentwickler erlauben. Einen ersten Anhaltspunkt
bietet das Alter der Entwickler, welches in den Untersuchungen von Hertel et
al. (2003), Hars und Ou (2002) sowie Lakhani und Wolf (2005) durchschnittlich
30 Jahre, in denen von Gosh et al. (2002) und Robles et al. (2001) hingegen 27
Jahre betra¨gt.40 Des weiteren ko¨nnen im Falle dreier Studien auch Aussagen
u¨ber die Verteilung des Alters gemacht werden (vgl. Tabelle 2.5). Es zeigt sich,
daß die offene Softwarebewegung ganz wesentlich von Entwicklern zwischen 20
und 40 Jahren getragen wird.
Zudem zeigen Robles et al. (2001), Gosh et al. (2002) sowie Hars und Ou (2002),
daß Entwickler offener Software u¨berdurchschnittlich gut ausgebildet sind. So
haben nach den genannten Studien zwischen 70 % und 80 % der Befragten
mindestens einen Universita¨tsabschluß. Demgegenu¨ber verfu¨gen nach einer Un-
40Die Differenz von 3 Jahren ist wohl darauf zuru¨ckzufu¨hren, daß die drei erstgenannten
Untersuchungen nur solche Entwickler betrachten, die sich bereits einen gewissen Rang in
der fu¨r sie relevanten Hierarchie erarbeitet haben, wohingegen die beiden letztgenannten
auch untere Chargen einbeziehen.
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Alter† Robles et al. (2001) Hars und Ou (2002) Gosh et al. (2002)
10 - 19 10 % 4 % 10 %
20 - 29 62 % 50 % 60 %
30 - 39 23 % 35 % 22 %
40 - 49 4 % 10 % 6 %
≥ 50 1 % 1 % 2 %
†in Jahren
Tabelle 2.5: Umfragen unter Entwicklern offener Software
tersuchung der OECD (2004) nur 32 % der Bevo¨lkerung ihrer Mitgliedsstaaten
u¨ber einen universita¨ren Grad.
U¨berdies zielt die gute Ausbildung der meisten offenen Softwareentwickler ganz
deutlich auf eine berufliche Ta¨tigkeit mit starkem Bezug zur Informationstech-
nologie. Dieses zeigt die Untersuchung von Gosh et al. (2002), welche die Haupt-
ta¨tigkeit aller Befragten ermittelt (vgl. Tabelle 2.6). So arbeiten u¨ber 80 % aller
Entwickler entweder in einem IT-Unternehmen oder im einschla¨gigen univer-
sita¨ren Umfeld, sei es als Wissenschaftler oder als Studenten; immerhin 44,5 %
sind zudem als Softwareingenieure oder Programmierer ganz unmittelbar mit
professioneller Softwareentwicklung befaßt. Weitere Studien stu¨tzen diese Er-
gebnisse im Rahmen ihres begrenzten Auflo¨sungsvermo¨gens. Die von Hertel et
al. (2003) Befragten sind zu 72 % Angestellte, zu 23 % Studenten und zu 5 %
Arbeitslose; die von Robles et al. (2001) sind zu rund 80 % im IT-Umfeld ta¨tig.
Diese IT-bezogene Arbeit schla¨gt sich auch in der Programmiererfahrung der
Entwickler nieder: Sie betra¨gt laut Lakhani und Wolf (2005) im Durchschnitt
11,9 Jahre bei einer Standardabweichung von 7,0 Jahren.
Insgesamt zeigt sich klar, daß die Entwickler offener Software mehrheitlich hoch-
qualifizierte Profis sind. Das Bild vom pickligen Teenager, welcher in Ermange-
lung einer Freundin vereinsamt vor dem Computer hockt und offene Software
programmiert, ha¨lt einer eingehenden Betrachtung nicht stand.41
41Das Klischee entspricht nur insoweit der Realita¨t, als die Entwickler offener Software quasi
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Hauptta¨tigkeit mit IT-Bezug ohne IT-Bezug Gesamt
Ingenieur 33,3 % 3,2 % 36,5 %
Programmierer 11,2 % - 11,2 %
Berater 9,8 % 0,6 % 10,4 %
Kaufma¨nnischer Angestellter 3,5 % 0,3 % 3,8 %
Universita¨tswissenschaftler 5,0 % 4,3 % 9,3 %
Student 15,8 % 5,1 % 20,9 %
Sonstiges 5,2 % 2,7 % 7,9 %
Gesamt 83,8 % 16,2 % 100,0 %
Tabelle 2.6: Ta¨tigkeiten von Entwicklern offener Software (Gosh et al., 2002)
Des weiteren ist die fu¨r die Entwicklung offener Software aufgewendete Zeit
mitunter ganz erheblich. So reicht die durchschnittliche Arbeitszeit pro Woche
von 11,7 Stunden in der Studie von Gosh et al. (2002) u¨ber 11,8 und 12,4 bei
Robles et al. (2001) bzw. Hertel et al. (2003) bis zu 14,1 Stunden bei Lakhani
und Wolf (2005). Allerdings variiert der Zeiteinsatz unter den Entwicklern sehr
stark. Alle Untersuchungen zeigen u¨bereinstimmend, daß u¨ber 50 % der Betei-
ligten deutlich unter 10, knapp 10 % hingegen deutlich u¨ber 40 Stunden pro
Woche aufwenden. Dementsprechend konzentriert sich das Gros der insgesamt
geleisteten Arbeit nur auf einen kleinen Anteil der beteiligten Entwickler. Die-
ses ist auch aus Abbildung 2.2 ersichtlich, welche fu¨r die Untersuchungen von
Robles et al. (2001), Gosh et al. (2002) sowie Lakhani und Wolf (2005)42 die
Verteilung des Arbeitseinsatzes der Entwickler jeweils als Lorenz-Kurve zeigt.43
Die fu¨r alle drei Untersuchungen quasi identische, stark durchha¨ngende Form
aller Kurven zeigt deutlich die hohe Konzentration; entsprechend betragen die
alle ma¨nnlich sind. Ob sie keine Freundinnen haben, wurde hingegen bislang nicht erhoben.
42Fu¨r diese Untersuchung wurde zum Teil auch auf Lakhani et al. (2002) zuru¨ckgegriffen, da
diese fru¨heren Vero¨ffentlichung einige Rohdaten entha¨lt, die in Lakhani und Wolf (2005)
nicht angegeben werden.
43Da die zugrundeliegenden Daten nur in klassierter Form vorlagen, wurden die Lorenzkurven
unter der Annahme von Gleichverteilungen innerhalb der einzelnen Klassen ermittelt.
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Abbildung 2.2: Lorenz-Kurven zum Zeiteinsatz der Entwickler
Gini-Koeffizienten44 0,50, 0,58 bzw. 0,54.
Insgesamt erscheint es sinnvoll, die Entwickler nach ihrem Arbeitseinsatz ver-
einfachend in zwei Gruppen einzuteilen, peripha¨re Entwickler, die zeitlich nur
einen begrenzten Beitrag leisten, und Kernentwickler, welche die Entwicklung
offener Software wie einen Hauptberuf betreiben.45
Auch u¨ber die Herkunft der Entwickler liegen inzwischen Informationen vor.
Robles et al. (2001), Gosh et al. (2002) sowie Lakhani et al. (2002) haben etwa
die Nationalita¨t der Befragten ermittelt; die entsprechenden Ergebnisse sind in
aggregierter Form in Tabelle 2.7 angegeben. Offensichtlich vollzieht sich die Ent-
44Der Gini-Koeffizient entspricht dem Verha¨ltnis der Fla¨che, die von der Lorenz-Kurve und der
Winkelhalbierenden umschlossen wird, zu der Dreiecksfla¨che unterhalb der Winkelhalbie-
renden. Er liegt zwischen 0 und 1 und ist eines der gebra¨uchlichsten Konzentrationsmaße.
45Diese Unterscheidung ergibt sich gleichfalls, wenn man statt der bisherigen, inputorientier-
ten Perspektive eine outputorientierte einnimmt. So analysieren Koch und Schneider (2002)
u¨ber einen Zeitraum von knapp 3 Jahren fu¨r das GNOME-Projekt (www.gnome.org), wie
viele Zeilen Quelltext die einzelnen Entwickler jeweils beigetragen haben. Sie zeigen, daß
17 % der Entwickler 80 % des Quelltexts geschrieben haben. Sehr a¨hnliche Ergebnisse er-
halten Mockus, Fielding und Herbsleb (2000) bei einer Untersuchung des Apache-Projekts
sowie Gosh und Prakash (2000).
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Europa Nordamerika Rest der Welt
Robles et al. (2001) 55 % 35 % 10 %
Gosh et al. (2002) 73 % 14 % 13 %
Hertel et al. (2003) 37 % 48 % 15 %
Lakhani et al. (2002) 47 % 42 % 11 %
Tabelle 2.7: Nationalita¨t von Entwicklern offener Software
wicklung offener Software prima¨r in der westlichen Welt, also in Nordamerika
und in Europa.46 Dieses liegt in erster Linie sicherlich darin begru¨ndet, daß sich
derartiges Tun ohne ein gewisses Qualifikations- und Wohlstandsniveau nicht
denken la¨ßt. Das auffallende Fehlen japanischer Entwickler mag aber als In-
diz fu¨r die Bedeutung kultureller Faktoren bei der Entwicklung offene Software
gelten.
Im Hinblick auf die im na¨chsten Kapitel behandelte Frage, warum sich Ein-
zelpersonen an offenen Entwicklungsprojekten beteiligen, ist zudem relevant,
daß viele Entwickler nicht aus eigenem Antrieb, sondern ihren Beitrag auf Wei-
sung oder zumindest mit Billigung ihres Arbeitgebers wa¨hrend der Arbeitszeit
leisten. So werden 21 % der von Robles et al. (2001) Befragten fu¨r die Ent-
wicklung offener Software entlohnt, bei Jørgensen (2001b) sind es sogar 43 %.
A¨hnliche Ergebnisse erhalten Hertel et al. (2003): In ihrer Untersuchung werden
43 % der als Kernentwickler identifizierten Einzelpersonen zumindest gelegent-
lich bezahlt; zudem geht mit dieser Bezahlung ein ho¨herer Arbeitseinsatz ein-
her. Genauere Zahlen diesbezu¨glich geben Hars und Ou (2002). In ihrer Studie
werden zwar nur 16 % aller Entwickler bezahlt, diese haben aber 38 % aller
Arbeitsstunden geleistet. Bei Lakhani und Wolf (2005) stammen gar 53 % aller
Arbeitsstunden von dafu¨r direkt entlohnten Einzelpersonen.
46Die signifikanten Abweichungen zwischen den Studien bezu¨glich der Anteile an Entwicklern
aus Nordamerika und Europa erkla¨rt sich wohl teilweise aus dem Ursprung der Befragun-
gen. Die Untersuchungen von Robles et al. (2001), Gosh et al. (2002) und Hertel et al.
(2003) wurden an der TU Berlin, der Universita¨t Maastricht bzw. der Universita¨t Kiel
initiiert, die von Lakhani et al. (2002) am MIT.
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Die Entwicklung offener Software wird also keinesfalls nur von Einzelpersonen,
sondern mit gleichem Gewicht auch von Unternehmen getragen. Die Unterneh-
men, denen diesbezu¨glich eine besondere Bedeutung zukommt, werden nachfol-
gend kurz beschrieben.
2.3.1.2 Unternehmen
Zuna¨chst soll das Engagement der 20 laut dem Software Magazine (2004) um-
satzsta¨rksten47 Softwareunternehmen weltweit beleuchtet werden. Unter diesen
befinden sich breit aufgestellte IT-Unternehmen wie IBM und Hewlett-Packard,
vollkommen auf die Entwicklung von Software fokussierte Unternehmen wie Mi-
crosoft und SAP, Beratungsunternehmen wie CSC und Accenture sowie allge-
meine Technologiekonzerne wie Lockheed Martin. Recherchen auf den offiziellen
Internet-Seiten dieser Unternehmen lassen drei grundsa¨tzliche Reaktionen auf
offene Software erkennen (vgl. auch Tabelle 2.8):
• Einige haben offene Software erkennbar in ihre Strategie integriert und
setzen zum Teil erhebliche Mittel ein. So hat IBM allein im Jahr 2001
u¨ber 1 Mrd. $ in Linux investiert und unterstu¨tzt u¨ber 150 weitere Ent-
wicklungsprojekte in unterschiedlichster Form.48
• Weitere Unternehmen unterstu¨tzen offene Software hingegen eher oppor-
tunistisch, also dann, wenn es nur geringen Aufwand erfordert und den ei-
genen Zielen unmittelbar dient. Beispielsweise versucht Cisco, solche Ent-
wicklungsprojekte, welche die eigenen kommerziellen Produkte erga¨nzen,
durch die Bereitstellung einer Infrastruktur49 zu fo¨rdern und zu bu¨ndeln.
Eigene Ressourcen setzt Cisco hingegen nur sparsam ein.
47Die angegebenen Umsa¨tze umfassen die Gescha¨fte mit Lizenzen, der Entwicklung von Indi-
vidualsoftware und softwarebezogenen Dienstleistungen.
48Unter www.ibm.com/developerworks/opensource werden die Aktivita¨ten von IBM im Zu-
sammenhang mit offener Software genauer ausgefu¨hrt.
49Diese Infrastruktur ist unter cosi-nms.sourceforge.net erreichbar.
48
Rang Unternehmen Umsatz† Art und Umfang der Beteiligung‡
1 IBM 56.946 strategisch, sehr viele Projekte
2 Microsoft 32.190 -
3 EDS 20.000 -
4 Lockheed Martin 15.276 -
5 CSC 13.846 -
6 Accenture 13.397 opportunistisch, sehr wenige Projekte
7 Hewlett-Packard 10.165 strategisch, viele Projekte
8 Oracle 9.475 strategisch, viele Projekte
9 Hitachi 9.345 opportunistisch, wenige Projekte
10 SAP 8.779 strategisch, sehr wenige Projekte
11 Capgemini 7.224 -
12 NTT Data Corp 6.943 strategisch, wenige Projekte
13 Unisys 4.692 strategisch, wenige Projekte
14 Ingram Micro 4.520 -
15 SYNNEX 4.126 -
16 ACS 3.787 -
17 Sun Microsystems 3.641 strategisch, sehr viele Projekte
18 Getronics 3.353 -
19 Cisco Systems 3.209 opportunistisch, wenige Projekte
20 Atos Origin 3.035 -
†Mio. $ ‡Subjektive Einscha¨tzung
Tabelle 2.8: Beteiligung der gro¨ßten Softwareunternehmen an der Entwicklung
offener Software
• Schließlich untersu¨tzt die Ha¨lfte der betrachteten Unternehmen offene
Softwareentwicklung offiziell nicht.
Neben den großen, bereits etablierten Softwareunternehmen sind auch solche
Unternehmen zu nennen, die erst in Reaktion auf das Aufkommen offener
Software gegru¨ndet wurden. Ihre Gescha¨ftsmodelle sind dementsprechend fo-
kussiert und zielen u¨blicherweise darauf, die Verbreitung offener Software zu
fo¨rdern, um anschließend vom Verkauf komplementa¨rer Gu¨ter und Dienstlei-
stungen zu profitieren.50 Gegru¨ndet wurden diese Unternehmen meist in den
50Fink (2003) beschreibt dieses Gescha¨ftsmodell und seine Varianten ausfu¨hrlich.
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90er Jahren, finanziert werden sie mit Wagniskapital, welches von spezialisier-
ten Beteiligungsgesellschaften oder vermo¨genden Privatpersonen, sogenannten
“Business Angels”, bereitgestellt wird, und auf Aktienma¨rkten mit niedrigen
Zulassungshu¨rden, beispielsweise der amerikanischen NASDAQ. Die Umsa¨tze
u¨berschreiten selten 100 Mio. $ und sind ha¨ufig sogar so gering, daß die dau-
erhafte Existenz vieler Unternehmen kaum gesichert ist. Es erscheint daher
weder sinnvoll noch mo¨glich, hier sa¨mtliche Unternehmen dieser Kategorie auf-
zufu¨hren; vielmehr werden nachfolgend zwei repra¨sentative kurz vorgestellt.
Die bekannteste Firma mit einem auf offene Software gegru¨ndeten Gescha¨ftsmo-
dell ist wohl Red Hat.51 Die Grundlage dieses Unternehmens bildet die Distri-
bution “Red Hat Linux”, in welcher der bereits beschriebene Linux-Kernel mit
weiteren Programmen zu einem aus Konsumentensicht vollsta¨ndigen Betriebs-
system gebu¨ndelt wird.52 Die Distribution selbst ist zwar noch immer kostenlos
erha¨ltlich, verschafft Red Hat aber einen starken Markennamen, mittels dessen
das Unternehmen am Verkauf von Handbu¨chern, technischer Unterstu¨tzung und
umfassender, auf Linux basierender Problemlo¨sungen fu¨r Unternehmen verdie-
nen kann. Red Hat wurde im Jahr 1993 gegru¨ndet und hat im Gescha¨ftsjahr
2004 mit ca. 740 Mitarbeitern einen Umsatz von 125 Mio. $ erwirtschaftet.53
Seit 1999 ist das Unternehmen an der NASDAQ notiert und hatte im Mai 2005
eine Marktkapitalisierung von u¨ber 2 Mrd. $. Der scha¨rfste Konkurrent, das
deutsche Unternehmen SuSE, wurde Anfang 2005 von Novell, mit 1.105 Mio. $
auf Platz 42 der Rangliste des Software Magazine (2004), u¨bernommen.
Ein allein auf offene Software gegru¨ndetes Unternehmen neuerer Pra¨gung ist
MySQL, insbesondere bekannt durch seine gleichnamige Informationsmanage-
51Eine ausfu¨hrliche Darstellung dieses Unternehmens und seines Gescha¨ftsmodells gibt Young
(1999), einer seiner Gru¨nder.
52Wa¨hrend Betriebssysteme aus technischer Sicht recht eng abgegrenzte Aufgaben wahrneh-
men, erwarten Konsumenten heutzutage einen vielfa¨ltigen Funktionsumfang.
53Unter phx.corporate-ir.net/phoenix.zhtml?c=67156&p=irol-reportsannual liegt der
Jahresabschluß Red Hats fu¨r das Gescha¨ftsjahr 2004 vor.
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mentsoftware.54 Anders als Red Hat im Fall von Linux tra¨gt MySQL die Ent-
wicklung seines Kernprodukts im wesentlichen selbst; von der O¨ffnung seiner
Software verspricht sich das Unternehmen im wesentlichen die Unterstu¨tzung
der Entwicklergemeinschaft beim Testen und der Bereinigung von Fehlern so-
wie eine lebendige Peripherie, in der das allein wenig nu¨tzliche MySQL an
gro¨ßere Systeme angebunden wird. Aufgrund des hohen Eigenanteils bei der
Entwicklung kann MySQL nicht nur vom Verkauf komplementa¨rer Produkte
und Dienstleistungen, sondern auch von dem sogenannter dualer Lizenzen pro-
fitieren. Dabei stellt MySQL als Urheber den Quelltext sowohl unter der GPL
als auch unter einer proprieta¨ren Lizenz bereit. Fu¨r die letztgenannte Lizenz
sind zwar Gebu¨hren zu entrichten, dafu¨r erlaubt sie es dem Lizenznehmer, die
Software auf der Quelltextebene in ein proprieta¨res Produkt zu integrieren. My-
SQL bescha¨ftigte im Jahr 2004 mehr als 170 Mitarbeiter; Umsatz und Gewinn
sind unbekannt,55 da sich das Unternehmen in Privatbesitz befindet. Seit dem
Jahr 2001 wird es von mehreren Wagniskapitalgebern finanziert, namentlich
den Unternehmen “Benchmark Capital” und “Index Ventures” sowie diversen
Business Angels. Im Jahr 2004 hat das deutsche Unternehmen SAP Teile seiner
Informationsmanagementsoftware an MySQL abgetreten, wo diese unter der
Bezeichnung MaxDB als offene Software weiterentwickelt werden.
Einen etwas anderen Blickwinkel auf das Wirken von Unternehmen fu¨r die Ent-
wicklung offener Software nimmt Henkel (2004c) ein. Er beschra¨nkt sich mit ei-
ner empirischen Untersuchung auf die Entwicklung von Embedded-Linux, einer
besonders schlanken Variante des Linux-Kernels, welche fu¨r den Endbenutzer
vo¨llig unsichtbar in elektronischen Gera¨ten wie etwa Mobiltelefonen, Digital-
fernsehern und Waschmaschinen eingesetzt wird. Der Vorteil dieser verengten
Perspektive liegt darin, daß alle relevanten Unternehmen recht einfach zu iden-
tifizieren sind und daß zudem Einzelpersonen als Entwickler keine nennenswerte
Rolle spielen; es sind somit zwar genaue Aussagen mo¨glich, gleichzeitig man-
54Genaue Informationen zu MySQL finden sich unter www.mysql.com.
55Eine unzureichend anonymisierte Fallstudie Dahlanders (2004) legt nahe, daß MySQL im
Jahr 2002 etwa 5,3 Mio.e Umsatz und 1,6 Mio.e Verlust erwirtschaftet hat.
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gelt es ihnen aber an Allgemeingu¨ltigkeit. Fu¨r Embedded-Linux gilt nun laut
Henkel (2004c), daß 49 % der in Unternehmen verfaßten Quelltexte der Ent-
wicklergemeinschaft aktiv zuga¨nglich gemacht werden.56 Des weiteren wird die
Entscheidung zur Vero¨ffentlichung fast immer bewußt getroffen, da sie rund
80 % der untersuchten Unternehmen auf offizielle, vom Management definierte
Richtlinien gru¨nden.57
2.3.2 Nutzer
Selbstversta¨ndlich verwenden die meisten Nutzer offene Software in der gleichen
Weise wie proprieta¨re allein als Endprodukt und verzichten darauf, sich am Ent-
wicklungsprojekt zu beteiligen oder den Quelltext einzusehen (vgl. Hissam und
Weinstock, 2001). Einige jedoch liefern im Rahmen ihrer Mo¨glichkeiten freiwillig
einen Beitrag, etwa indem sie Handbu¨cher und Anleitungen verfassen oder als
Tester Programmfehler dokumentieren und Lo¨sungsvorschla¨ge unterbreiten.58
Gerade als Tester spielen Nutzer laut Raymond (2001) in vielen Entwicklungs-
projekten eine wichtige Rolle. Dieses la¨ßt sich etwa am Beispiel der offenen Soft-
ware “fetchmail” darstellen, einem kleinen, von Eric S. Raymond geschriebenen
56Eine Vero¨ffentlichungsquote von 49 % mag zwar zuna¨chst als hoch erscheinen, ist aber
tatsa¨chlich u¨berraschend gering, da ja der Linux-Kernel und somit auch alle seine Erweite-
rungen unter der GPL stehen, welche die Weitergabe einer Software ohne die dazugeho¨rigen
Quelltexte verbietet. Die genannte Vero¨ffentlichungsquote beschreibt daher den Anteil der
Quelltexte, die freiwillig und aktiv preisgegeben werden. Die u¨brigen Quelltexte werden
hingegen im Rahmen des lizenzrechtlich Erlaubten bestmo¨glich geheimgehalten, etwa in-
dem ihr Entwickler sie nur an seine Kunden weitergibt, die ihrerseits kein Interesse an
der Vero¨ffentlichung haben. Im Fall von Embedded-Linux besteht zudem die Mo¨glichkeit,
daß ein Hardwarehersteller seine Quelltextmodifikationen erst dann vero¨ffentlicht, wenn
er das dazugeho¨rige elektronische Gera¨t auf den Markt bringt. Da nun die Entwicklung
eines elekronischen Gera¨ts regelma¨ßig mehr Zeit erfordert als sein Lebenszyklus im Markt,
ermo¨glicht dieses Vorgehen eine sehr exklusive Nutzung der eigenen Modifikationen, die in
gewisser Hinsicht einer Nichtvero¨ffentlichung gleichkommt.
57Eine genaue Beschreibung der zugrundeliegenden Daten geben Henkel und Tins (2004).
58Mit der offenen Software Bugzilla existiert sogar ein System, welches die Einbindung von
Nutzern in die Fehlerbereinigung informationstechnisch unterstu¨tzt.
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fetchmail-6.2.5 (Wed Oct 15 18:39:22 EDT 2003), 23079 lines:
* Updated Spanish, Turkish, and German translation files.
* Matthew Gregan’s patch to handle garbage lengths from dbmail;
closes Debian bug #207919.
* Fix IMAP query so new-message count doesn’t include deleted messages.
* Man page typo fix, closes Debian bug #205892.
* OpenSSL cleanup patches from levinedl@acm.org.
* Benjamin Drieu’s patch to fix Debian bug #212240, no oversized-message
flushing if both "flush" and "limit" were specified.
* Benjamin Drieu’s patch for Debian bug #156592, incorrect handing of host/port
option.
* Smash all NULs out of headers right after the socket read.
* Dup-killer code now keys on an MD5 hash of the raw headers.
* Sunil Shetye’s patches to break up fetching of sizes and UIDLs.
There are 599 people on fetchmail-friends and 748 on fetchmail-announce.
Abbildung 2.3: Auszug aus der Datei “NEWS” von fetchmail 6.2.5
Programm, welches fu¨r Endanwender unsichtbar den Transport von E-Mails
besorgt und sich somit nur an technisch versierte Nutzer richtet.59 Abbildung
2.3 zeigt einen Auszug aus der Datei “NEWS”, welche gemeinsam mit dem
Quelltext verbreitet wird und wichtige Programmneuerungen benennt. Dieser
Auszug illustriert dreierlei: Erstens ist fetchmail mit 23.079 Zeilen Quelltext
ein kleines Programm, welches in der Tat mu¨helos von einer Einzelperson ent-
wickelt werden kann. Zweitens wird diese Einzelperson von 599 Abonnenten
der Mailing-Liste “fetchmail-friends”, die sich unter anderem der Diskussion
von Fehlern widmen, unterstu¨tzt. Und drittens mu¨ndet diese Unterstu¨tzung
auch in verwertbare Beitra¨ge, da fu¨nf von zehn der nennenswerten Neuerun-
gen in der aktuellen Version 6.2.5 von Nutzern eingereichte Patches sind, kleine
Quelltexta¨nderungen, die Fehler ausmerzen. Folglich ermo¨glicht also die Offen-
legung des Quelltextes eine Einbindung der Nutzer in den Entwicklungsprozeß,
die Anbietern proprieta¨rer Software in dieser Form verschlossen ist.
Lakhani und von Hippel (2003) untersuchen zudem anhand des Apache-Projekts,
wie Nutzer sich untereinander helfen, um das Fehlen einer fu¨r proprieta¨re Soft-
ware typischerweise vom Hersteller bereitgestellten Anwendungsunterstu¨tzung
zu kompensieren. Sie zeigen, daß die in elektronischen Nachrichtenforen orga-
nisierte wechselseitige Hilfe insgesamt gut funktioniert. Als Grund nennen sie,
59Unter www.catb.org/∼esr/fetchmail/ finden sich weitere Angaben zu fetchmail.
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daß die Forenbesucher 99 % der Gesamtzeit damit verbringen, die Beitra¨ge an-
derer zu lesen um zu lernen. Nur 1 % ihrer Zeit wenden sie dementsprechend
dafu¨r auf, anderen zu helfen; zudem benantworten sie nur solche Fragen, deren
Antwort ihnen sofort bekannt ist. Die individuellen Kosten fu¨r das Hilfesystem
Apaches sind also sehr gering; effektiv wird es durch eine hohe Besucherzahl,
effizient durch eine informationstechnische Umsetzung mit guten Such- und
Klassifizierungsfunktionen.60
2.3.3 Dachorganisationen
2.3.3.1 Projektspezifische Organisationen
Gerade große offene Entwicklungsprojekte werden, wie in Abschnitt 2.2.2 be-
reits gesehen, oft von projektspezifischen Dachorganisationen u¨berspannt. Diese
sind im Regelfall als gemeinnu¨tzige Stiftungen oder Vereine organisiert und neh-
men eine Reihe von Aufgaben wahr, welche die eigentliche Entwicklungsarbeit
unterstu¨tzen und erga¨nzen. Typische Aufgabenschwerpunkte sind61
• die organisatorische Unterstu¨tzung, insbesondere die Bereitstellung von
Infrastruktur und formalen Prozessen,
• die rechtliche Vertretung des Entwicklungsprojekts nach außen, insbeson-
dere die Sicherung von Markenrechten und der Schutz einzelner Entwickler
vor Rechtsstreitigkeiten,
• sowie die finanzielle Unterstu¨tzung, insbesondere die Entgegennahme von
Spenden und deren Nutzung gema¨ß der Ziele des Entwicklungsprojekts.
60Ein vergleichbares Ergebnis erhalten Constant, Sproull und Kiesler (1996) bei der Untersu-
chung eines firmeninternen, aber auf Freiwilligkeit basierenden Hilfesystems, welches denen
offener Entwicklungsprojekte strukturell sehr a¨hnlich ist.
61Wichtige projektspezifische Organisationen sind die Apache Software Foundation, die Eclip-
se Foundation, die Mozilla Foundation, die Python Software Foundation und die Perl Foun-
dation. Ausfu¨hrliche Darstellungen ihrer jeweiligen Ziele finden sich unter www.apache.org,
www.eclipse.org, www.mozilla.org, www.python.org bzw. www.perl.org.
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Projektspezifische Dachorganisationen u¨bernehmen also ganz gezielt jene Funk-
tionen, die ein informeller Zusammenschluß von Einzelnen nur unzureichend zu
tragen vermag.62
2.3.3.2 Lobbyorganisationen
Des weiteren existieren im Umfeld offener Software mit der OSI und der FSF
zwei Lobbyorganisationen, welche sich nicht nur um einzelne Projekte, sondern
um offene Software insgesamt bemu¨hen.
Die FSF ist allerdings keine reine Lobby. Sie fungiert zudem als Dachorganisa-
tion des in Abschnitt 2.2.1 beschriebenen GNU-Projekts und arbeitet in dieser
Funktion wie eben dargestellt. In ihrer Funktion als Lobby fu¨r freie Software63
konzentriert sie sich hingegen auf die soziale Bedeutung dieses Konzepts; ins-
besondere propagiert sie freie Software als informationstechnisches A¨quivalent
zu einer freien Gesellschaft (vgl. Stallman, 1999). Des weiteren gewa¨hrt die
FSF juristischen Beistand bei Versto¨ßen gegen die GPL, pflegt gemeinsam mit
der UNESCO ein Verzeichnis freier Software und bietet die Plattform Savan-
nah als kostenlos verfu¨gbare Infrastruktur fu¨r offene Entwicklungsprojekte. Die
fu¨r ihre Arbeit erforderlichen Mittel bezieht die FSF zu fast 70 % aus Spen-
den von Privatpersonen; weitere Mittel stammen von Sponsorunternehmen wie
etwa Google, Hewlett-Packard, IBM und Sun sowie aus dem Vertrieb freier
Software.64
Die OSI widmet sich hingegen ausschließlich der Lobbyarbeit. Ihr Ziel ist im
Kern die Sta¨rkung des Konzepts offener Software innerhalb der Softwareindu-
strie. Dafu¨r stu¨tzt sich die OSI im wesentlichen auf einen prominent besetzten
62Kleinere offene Softwareprojekte verfu¨gen meistens u¨ber keine formale Dachorganisation.
Als Infrastruktur ko¨nnen sie etwa die Technologiedemonstration SourceForge.net oder die
von der FSF unter savannah.nongnu.org bereitgestellte Plattform Savannah nutzen.
63Die FSF zieht die Bezeichnung “Free Software” der inzwischen gebra¨uchlicheren “Open
Source Software” vor und macht mit ihrem Wahlspruch “Free as in ’free speech’, not as in
’free beer’ !” sehr deutlich, wie sie diese Bezeichnung verstanden wissen will.
64Die FSF stellt sich unter www.fsf.org umfassend vor.
55
Vorstand. Alle seine Mitglieder sind zum einen tief in der Hacker-Kultur ver-
wurzelt, zum anderen aber auch seit langem in herausgehobenen Positionen in
der Industrie ta¨tig.65 Des weiteren verleiht die OSI solchen Lizenzen, welche mit
der OSD konform sind, das geschu¨tzte Zertifizierungszeichen “OSI Certified”.66
Insofern kann sie bis zu einem gewissen Grad kontrollieren, welche Software als
“Open Source Software” firmieren darf.
2.4 Offene Software aus Entwicklersicht
2.4.1 Entwicklungsprozeß
Kommerzielle Softwareentwicklung gilt allgemein als ein schwer steuerbares Un-
terfangen. Die Allgegenwart u¨berzogener Fristen und gesprengter Budgets hat
langja¨hrige Beobachter gar zu der Einscha¨tzung veranlaßt, die Industrie be-
finde sich in einer sogenannten Software-Krise. Als Hauptursache dieser Krise
werden die eingesetzten Entwicklungsprozesse angesehen. Insbesondere das ein-
flußreiche Wasserfallmodell steht in der Kritik, da es einen sehr starren Prozeß
vorschreibt: Auf die Analyse des Problems sollen der Entwurf einer Lo¨sung so-
wie die Implementierung der Lo¨sung in Quelltext folgen; abschließend sind Tests
durchzufu¨hren und Fehler zu beheben.67 Dieses sequentielle Vorgehen fu¨hrt ins-
besondere dazu, daß Fehler erst a¨ußerst spa¨t erkannt werden und dementspre-
chend schwer zu beheben sind. Daher sucht die Softwareindustrie intensiv nach
65Der Vorstand der OSI wird unter opensource.org/docs/board.php vorgestellt. Im Januar
2005 arbeiteten drei seiner fu¨nf Mitglieder bei großen Unternehmen mit einem strategischen
Interesse an offener Software, namentlich Ken Coar bei IBM, Danese Cooper bei Sun und
Michael Tiemann bei Red Hat.
66Unter opensource.org/docs/certification mark.php finden sich genaue Angaben zur
Zertifizierung.
67Die letzte Phase, in der die Software getestet, um Fehler bereinigt und gewartet wird,
verursacht u¨blicherweise die ho¨chsten Kosten. Laut Cusumano (1991) fallen sogar mehr
als 80 % aller Kosten erst nach der Implementierung an.
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alternativen Prozessen, welche die beschriebenen Probleme lindern ko¨nnen.68
Eine solche Alternative ist die innerhalb der meisten offenen Softwareprojekte
praktizierte Basar-Methode. Ihre wesentlichen Charakteristika werden nachfol-
gend in Anlehnung an Mockus, Fielding und Herbsleb (2000), Jørgensen (2001a)
und Edwards (2003) vorgestellt.
Im Zentrum der Basar-Methode steht der Quelltext, und zwar in doppeltem
Sinn. Zum einen beschreibt er jederzeit den aktuellen Entwicklungsstand der
Software. Zum anderen steht die Arbeit am Quelltext auch immer am Anfang
einer jeden Vera¨nderung oder Erweiterung der Software. Anders als im Was-
serfallmodell wird also auf eine formale Analyse- und Entwurfsphase ga¨nzlich
verzichtet und sofort mit der Implementierung begonnen. Anschließend wird
der neu geschriebene Quelltext zuna¨chst vero¨ffentlicht und begutachtet. Auf der
Grundlage dieser Begutachtung wa¨hlt ein hochrangiger, mit den entsprechenden
Rechten ausgestatteter Entwickler den Quelltext gegebenenfalls fu¨r die Aufnah-
me in die sogenannte Entwicklerversion der Software aus. Dabei hat er unbe-
dingt die Lauffa¨higkeit dieser Version sicherzustellen, damit sie parallel von
mo¨glichst vielen Projektmitgliedern getestet und um Fehler bereinigt werden
kann. Erst danach wird der Quelltext auch in die fu¨r den allta¨glichen Einsatz
geeignete stabile Version u¨bernommen. Werden hingegen im Verlauf Ma¨ngel
offenbar, so ist der Quelltext zu u¨berarbeiten und der gesamte Prozeß beginnt
erneut. Offensichtlich ist die Basar-Methode urspru¨nglich aus dem Bemu¨hen
entstanden, den Quelltext eines offenen Softwareprojekts vor unerwu¨nschten
A¨nderungen zu schu¨tzen.
Wie auch in Abbildung 2.4 dargestellt, sind die verschiedenen Aktivita¨ten inner-
halb der Basar-Methode nicht linear, sondern zyklisch angeordnet. Jede einzelne
Quelltextvera¨nderung durchla¨uft diesen Zyklus grundsa¨tzlich nach dem “Relea-
se, when ready”-Prinzip, welches besagt, daß externe Faktoren wie etwa Fristen
fu¨r die Entscheidung, ob die Vera¨nderung auf ihrem Weg in die stabile Version
68Das Wasserfallmodell geht auf Royce (1970) zuru¨ck; wichtige alternative Prozeßmodelle
werden von Boehm (1988), Jacobson, Booch und Rumbaugh (1999) sowie Jeffries et al.
(2000) beschrieben.
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Abbildung 2.4: Softwareentwicklung nach der Basar-Methode
die na¨chste Stufe erklimmt, keine Rolle spielen du¨rfen. Da aber u¨blicherweise
an vielen Stellen des Quelltextes gleichzeitig gearbeitet wird, gilt insgesamt das
”Release early, release often”-Prinzip, nach dem auch kleine Verbesserungen die
Vero¨ffentlichung einer neuen Version der Software rechtfertigen.
Eine Prozeßinnovation stellt die Basar-Methode deshalb dar, weil sie Software-
entwicklung erstmalig konsequent als einen inkrementellen Verbesserungsprozeß
begreift, welcher der durchga¨ngigen Qualita¨tskontrolle bedarf. So vermeidet sie
die Schwa¨che des Wasserfallmodells, Qualita¨tsprobleme erst sehr spa¨t erkennen
zu ko¨nnen. Selbstversta¨ndlich hat die Bazar-Methode auch Nachteile. Insbe-
sondere gilt sie laut McConnell (1999) aufgrund des Fehlens einer formalen
Analyse- und Entwurfsphase als untauglich, wenn wahrhaft neuartige Software
mit einer noch unklaren Architektur entwickelt werden soll.
2.4.2 Fu¨hrung und Entscheidungsgewalt
Die Basar-Methode bedarf, soll sie nicht ins Chaos fu¨hren, zweier Ordnungs-
kra¨fte: Fu¨hrung und Entscheidungsgewalt. Die Rolle der Fu¨hrung ist es, den
Bemu¨hungen der Projektmitglieder um Verbesserungen des Quelltextes eine
gemeinsame Richtung zu geben. Sie wird laut Lerner und Tirole (2002) im
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Regelfall von einem Projektgru¨nder wahrgenommen, welcher aufgrund des Feh-
lens jeglicher Sanktionsmechanismen u¨ber U¨berzeugungskraft und Charisma
im Sinne Max Webers verfu¨gen sollte. Des weiteren ist eine Gewalt erforderlich,
welche u¨ber die Aufnahme von Quelltext in die offiziellen Versionen der Softwa-
re befindet. Diese Gewalt kann grundsa¨tzlich eine von drei mo¨glichen Formen
annehmen (vgl. Fink, 2003):
• Innerhalb monarchisch organisierter Projekte geht alle Entscheidungsge-
walt prinzipiell von einer Person aus. Gerade bei gro¨ßeren Projekten wird
zudem oft eine Art Lehenswesen etabliert, bei dem der Monarch seine
Gewalt u¨ber Teile des Projekts widerruflich abtritt.69 Ein Beispiel fu¨r ein
derartiges Projekt ist Linux.
• In aristokratischen Projekten entscheidet eine wohldefinierte Gruppe im
Konsens. Des weiteren erhebt sie nach eigenem Ermessen weitere Projekt-
mitglieder in den Adelsstand. Ein Beispiel gibt das Apache-Projekt.
• Schließlich existieren noch demokratische Projekte, in welchen die Ent-
scheidungsgewalt mittels Wahlen auf Zeit u¨bertragen wird. Ein Beispiel
ist OpenOffice.org.
Zudem sind einige offene Softwareprojekte wie etwa Eclipse nicht vollkommen
souvera¨n, sondern werden zum Teil etwa von einem Unternehmen von außen
kontrolliert. Gerade in derartigen Fa¨llen verscha¨rft sich aber das Problem, daß
sich Fu¨hrung und Entscheidungsgewalt vor den freiwilligen Projektmitgliedern
stets erst legitimieren mu¨ssen, ganz erheblich.
Kogut und Metiu (2001) weisen zudem auf den Zusammenhang zwischen der
Entscheidungsstruktur und der Lizenzierungsart eines offenen Softwareprojekts
hin. Danach u¨berdauern in Projekten, welche eine Copyleft-Lizenz verwenden,
oftmals monarchische Strukturen, da die Lizenz zumindest davor schu¨tzt, daß
69Raymond (2001) beschreibt am Beispiel des FetchMail-Projekts, wie sich in monarchischen
Projekten die Regierungsu¨bergabe vollzieht.
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unzufriedene Splittergruppen den Quelltext in einem geschlossenen Prozeß wei-
terentwickeln. Projekte mit einer Non-Copyleft-Lizenz mu¨ssen sich, da sie u¨ber
keinen derartigen Schutz verfu¨gen, hingegen weit sta¨rker um Konsens bemu¨hen;
sie verfolgen daher eher aristokratische oder sogar demokratische Ansa¨tze.
2.4.3 Modulare Softwarearchitektur und Koordination
Software wird heutzutage u¨blicherweise nicht als Monolith, sondern als En-
semble zahlreicher wohldefinierter Bausteine entworfen. Die einzelnen Baustei-
ne, nachfolgend als Module bezeichnet,70 beinhalten jeweils nur einen Teil der
gesamten Funktionen der Software. Sie interagieren u¨ber exakt spezifizierte
Schnittstellen, welche das “Was” des Moduls beschreiben; das “Wie” ist hin-
gegen im Modulko¨rper verborgen. Im wesentlichen soll eine solche modulare
Softwarearchitektur die Software intellektuell beherrschbar machen und ihre
arbeitsteilige Entwicklung erleichtern.
Auch offene Software wird meist modular entwickelt. So ist etwa die Architektur
von Linux seiner Entstehungsgeschichte entsprechend eng an Unix angelehnt.
Dessen Aufbau wiederum beschreiben Kernighan und Pike (1984, S. viii) wie
folgt:
[. . .] at its heart is the idea that the power of a system comes mo-
re from the relationships among programs than from the programs
themselves. Many UNIX programs do quite trivial tasks in isolati-
on, but, combined with other programs, become general and useful
tools.
Feller und Fitzgerald (2002) untersuchen den Aufbau der offenen Softwarepro-
gramme Apache und Perl und stellen eine sehr ausgepra¨gte Modularisierung
fest. Robles (2004) sieht gar in der ho¨chstmo¨glichen Modularisierung ein ge-
meinsames Leitbild aller offenen Entwicklungsprojekte.
70Tatsa¨chlich existieren neben Modulen noch andere Arten von Bausteinen wie etwa Kompo-
nenten, Bibliotheken, Klassen, Programme und Prozeduren. Ihre Unterschiede sind aller-
dings im Rahmen dieser Arbeit belanglos.
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Ursache fu¨r dieses Leitbild sind wohl die erheblichen Vorteile, welche modulare
Architekturen bei der Entwicklung offener Software bieten: Erstens erleichtern
sie die Koordination innerhalb der Entwicklergemeinschaft; sobald die einzelnen
Module und ihre Schnittstellen definiert sind, ist der Kommunikationsbedarf
zwischen Entwicklern, die an verschiedenen Modulen arbeiten, nur noch gering
(vgl. Bonaccorsi und Rossi, 2003). Zweitens fo¨rdern sie die Wiederverwendung
offengelegten Quelltexts in anderen Zusammenha¨ngen und reduzieren somit die
Entwicklungskosten offener Software insgesamt (vgl. Raymond, 2001). Und drit-
tens ermo¨glichen sie die Parallelisierung der Entwicklungsbemu¨hungen, insbe-
sondere wa¨hrend der Fehlerbereinigung (vgl. Feller und Fitzgerald, 2002).71
Das genaue Versta¨ndnis modularer Softwarearchitekturen hilft auch, die bren-
nende Frage zu beantworten, wie die große Anzahl von Beteiligten72 an umfang-
reichen offenen Entwicklungsprojekten ihre Anstrengungen koordiniert und ein
funktionierendes Endprodukt erschafft. Tatsa¨chlich ist die Zahl derer, die an ein
und demselben Modul arbeiten, sehr gering. Die hohe Gesamtzahl entsteht erst
durch die Aggregation der Module. Des weiteren existieren aber auch viele klei-
ne, kaum bekannte offene Softwareprojekte, an denen sich entsprechend ihres
Umfangs nur wenige Entwickler beteiligen. So untersucht Krishnamurthy (2002)
100 Projekte, welche aufgrund ihrer geringen Gro¨ße keine eigene Infrastruktur
beno¨tigen, sondern sich der von SourceForge.net bedienen. Er stellt fest, daß
durchschnittlich vier Entwickler an einem Projekt arbeiten; der Median betra¨gt
sogar nur Eins. Gosh, Robles und Glott (2002) kommen bei einer Untersuchung
von rund 15.000 Entwicklungsprojekten zu vergleichbaren Ergebnissen.
71Die starke Parallelisierung wa¨hrend der Fehlerbereinigung, wie sie in fast allen offenen Ent-
wicklungsprojekten praktiziert wird, gilt als Schlu¨ssel zu hochwertiger Software. Ihr liegt
der innerhalb der Hacker-Kultur verbreitete Lehrsatz “Given enough eyeballs, all bugs are
shallow”, zu Ehren von Linus Torvalds auch als “Linus’ Law” bezeichnet, zugrunde (vgl.
Raymond, 2001).
72Fu¨r große Entwicklungsprojekte ist es im allgemeinen schwer, die Anzahl der beteiligten
Entwickler auch nur anna¨hernd zu bestimmen. Im Fall des Linux-Kernels etwa reichen
die Scha¨tzungen von 1.200 (McConnell, 1999) u¨ber 40.000 (Raymond, 2001) bis hin zu
mehreren Hunderttausend (Torvalds und Diamond, 2001).
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2.4.4 Entwicklungswerkzeuge
Softwareentwicklung erfordert wiederum spezielle Software, sogenannte Ent-
wicklungswerkzeuge. Gerade die Entwicklung dieser speziellen Software ist tra-
ditionell eine Doma¨ne der Hacker-Kultur. So hat die FSF bereits in den 80er
Jahren mit dem Compiler gcc und dem Quelltexteditor Emacs grundlegende
Entwicklungswerkzeuge bereitgestellt.73 Und von allen auf SourceForge.net be-
heimateten offenen Softwareprojekten zielten im Januar 2004 rund 34 % auf
die Bedu¨rfnisse von Entwicklern (vgl. Gutsche, 2004). Zudem existieren einige
offene Werkzeuge, welche gezielt die Entwicklung gema¨ß der Basar-Methode un-
terstu¨tzen; bekannte Beispiele sind das Fehlerverwaltungssystem Bugzilla und
das Quelltextverwaltungssystem CVS, welches Quelltexte, an denen mehrere
Entwickler parallel arbeiten, vollautomatisch vor Inkonsistenzen schu¨tzt.74
Aufgrund des breiten Angebots an offenen Werkzeugen kann sich offene Soft-
wareentwicklung weitgehend unabha¨ngig von proprieta¨rer Software vollziehen.
Diese Unabha¨ngigkeit wird auch ausdru¨cklich angestebt. Beispielsweise kon-
statiert Matthias Ettrich (2004, S. 186), ein prominenter Entwickler offener
Software:
Das Einsetzen nicht-freier Werkzeuge im Entwicklungsprozess wird
allgemein als Makel empfunden und nur in Ausnahmefa¨llen toleriert,
bei denen keine langfristigen Abha¨ngigkeiten geschaffen werden.
Eine Untersuchung der von Projekten auf SourceForge.net verwendeten Pro-
grammiersprachen stu¨tzt diese Aussage. So wurden im Februar 2005 fu¨r deut-
lich u¨ber 90 % aller Projekte solche Sprachen verwendet, fu¨r die offene Ent-
wicklungsumgebungen gut verfu¨gbar sind.75
73Genaue Angaben zu gcc und Emacs werden unter www.gnu.org bereitgestellt.
74Unter www.bugzilla.org und www.cvshome.org finden sich genaue Beschreibungen von
Bugzilla und CVS.
75Die am ha¨ufigsten eingesetzten Sprachen mit offenen Entwicklungsumgebungen sind C,
C#, C++, Java, JavaScript, Perl, PHP, SQL, Python und Unix-Skriptsprachen, die mit
proprieta¨ren sind Assembler, Delphi und Visual Basic.
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Im Regelfall liegen also nicht nur die Quelltexte offen, sondern auch die fu¨r ihre
Verarbeitung erforderlichen Werkzeuge. Das Recht auf Selbstbestimmung, wel-
ches offene Software ihren Nutzern grundsa¨tzlich einra¨umt, reicht folglich deut-
lich weiter, als es eine reine Betrachtung offener Lizenzbestimmungen vermuten
ließe. Des weiteren reduziert die Verwendung offener Entwicklungswerkzeuge
offensichtlich die Entwicklungskosten.
2.5 Offene Software aus Nutzersicht
2.5.1 Angebot
Das Angebot an offener Software ist zweifelsfrei umfangreich. Zwar ist es schwie-
rig, die Anzahl von offenen Softwareprojekten genau zu bestimmen; da aber im
Februar 2005 auf SourceForge.net knapp 100.000 Projekte registriert waren, von
denen rund 44 % mindestens im sogenannten Beta-Stadium, also grundsa¨tzlich
fu¨r die Verwendung durch Endnutzer geeignet waren, kann als untere Gren-
ze ein Angebot von 40.000 verschiedenen offenen Softwareprogrammen gelten.
Faktisch wird diese Zahl aufgrund der Tatsache, daß nicht alle Entwicklungspro-
jekte auf die Infrastruktur von SourceForge.net zuru¨ckgreifen, natu¨rlich noch
gro¨ßer sein.
Neben dem Umfang des Angebots ist des weiteren auch seine Struktur inter-
essant. Diese wird unter Verwendung der in Abschnitt 2.2.2 eingefu¨hrten Ka-
tegorien in Tabelle 2.9 beschrieben. Alle Angaben fußen dabei auf einer Sich-
tung der im Februar 2005 in den Verzeichnissen FreshMeat, SourceForge und
SourceWell katalogisierten sowie der in Red Hat Linux 6.0 enthaltenen offe-
nen Software.76 Demnach liegt der Schwerpunkt des Angebots auf Anwendun-
76Die drei fu¨r diese Analyse verwendeten Verzeichnisse finden sich unter www.freshmeat.net,
www.sourceforge.net und sourcewell.berlios.de, Angaben zu Red Hat Linux unter
www.redhat.com. Das als Vergleichsmaßstab dienende proprieta¨re Angebot entspricht dem
Katalogangebot des Ha¨ndlers SoftwareHouse unter www.softwarehouse.de. Die Zuord-
nung der jeweiligen Originalkategorien zu den hier verwendeten wird in Anhang B be-
schrieben.
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Kategorie FreshMeat Red Hat SourceForge SourceWell Gesamt Proprieta¨r
System 22,0 % 40,3 % 18,6 % 18,8 % 19,9 % 5,6 %
Netzwerkmanagement 24,3 % 0,0 % 28,0 % 28,5 % 26,5 % 13,6 %
Informationsmanagement 4,8 % 0,0 % 4,4 % 1,7 % 4,5 % 3,5 %
Anwendungen 32,1 % 32,9 % 34,7 % 31,2 % 33,7 % 67,3 %
Programmentwicklung 16,1 % 20,8 % 12,4 % 15,9 % 13,8 % 4,7 %
Sonstiges 0,8 % 6,1 % 1,9 % 4,0 % 1,5 % 5,3 %
Gesamt 36,5 % 0,3 % 61,6 % 1,6 % 100,0 % 100,0 %
Absolut 62.208 578 104.971 2.727 170.484 951
Tabelle 2.9: Struktur des Angebots an offener Software
gen, gefolgt von Netzwerkmanagement-, System-, Programmentwicklungs- und
schließlich Informationsmanagementsoftware (vgl. vorletzte Spalte von Tabel-
le 2.9).77 Das Besondere dieser Angebotsstruktur wird allerdings erst offenbar,
vergleicht man sie mit der proprieta¨rer Software (vgl. letzte Spalte von Tabelle
2.9). Dann zeigt sich, daß u¨berproportional viel offene Software auf die tech-
nischen Kategorien System-, Netzwerkmanagement-, Programmentwicklungs-
und Informationsmanagementsoftware entfa¨llt, wohingegen auch fu¨r technisch
unversierte Nutzer geeignete Anwendungen unterproportional ha¨ufig entwickelt
werden. Die Ursache fu¨r diese technikerlastige Angebotsstruktur ist, daß offe-
ne Software, wie im na¨chsten Kapitel ausfu¨hrlich dargelegt wird, oft fu¨r den
Eigenbedarf entwickelt wird.
Abgerundet wird dieses Bild von Gosh et al. (2002), die rund 2.800 Entwickler
offener Software nach ihrem Arbeitsschwerpunkt befragten. Die in Tabelle 2.10
angegebenen Ergebnisse dieser Studie decken sich fu¨r Netzwerkmanagement-
software und Anwendungen mit denen aus Tabelle 2.9. Des weiteren legen sie
nahe, daß die angebotenen Anwendungen den Bu¨ro- und den Heimbedarf in
gleichem Maße bedienen. Die anderen in Tabelle 2.10 verwendeten Kategori-
en ko¨nnen aufgrund lu¨ckenhafter Angaben den hier verwendeten leider nicht
zugeordnet werden.
77Man beachte, daß sich die jeweils von FreshMeat, SourceForge und SourceWell bereitgestell-
ten Angebote strukturell kaum unterscheiden. Lediglich das von Red Hat weicht deutlich
ab, vermutlich aber im wesentlichen deshalb, weil die verwendeten Originalkategorien keine
Unterscheidung von System- und Netzwerkmanagementsoftware erlauben.
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Kategorie Anteil
Netzwerkmanagement 26,9 %
Webdienste 22,7 %
Bu¨roanwendungen 17,8 %
Heimanwendungen 16,4 %
Sonstiges 16,3 %
Tabelle 2.10: Arbeitsschwerpunkte offener Softwareentwickler
2.5.2 Motive fu¨r die Nutzung
Die Entscheidung fu¨r oder gegen den Einsatz einer bestimmten Software wird
laut Bru¨gge et al. (2004) u¨blicherweise auf der Grundlage dreier Arten von
Kriterien gefa¨llt:
• Operative Kriterien erfassen, inwieweit die betrachtete Software den ge-
genwa¨rtigen Qualita¨tsanforderungen genu¨gt. Je nach Einsatzgebiet sind
dabei die Qualita¨tsdimensionen Zuverla¨ssigkeit, Geschwindigkeit, Sicher-
heit, Skalierbarkeit78 und Benutzerfreundlichkeit mehr oder weniger ent-
scheidungsrelevant.
• Strategische Kriterien blicken hingegen in die Zukunft, indem sie ihr Au-
genmerk auf Aspekte wie die Vermeidung von Lock-In auf einen Hersteller,
den Einfluß auf die Weiterentwicklung der Software sowie ihre allgemeine
Zukunftssicherheit legen.
• Schließlich beleuchten moneta¨re Kriterien die Kostenseite. Gerade im
Kontext dieser Arbeit ist es dabei wichtig anzumerken, daß die Kosten
u¨ber den gesamten Nutzungszeitraum einer Software nicht nur fu¨r Lizen-
zen, sondern auch fu¨r erforderliche Infrastruktur, Schulungen, Einfu¨hrungs-
und Anpassungsarbeiten sowie Wartung und Updates anfallen (vgl. Mer-
78Eine Software skaliert dann gut, wenn sie auch bei einem wachsenden Aufgabenumfang
reibungslos arbeitet.
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tens et al., 2005). Der aus der Lizenzgestaltung erwachsende Vorteil offe-
ner gegenu¨ber proprieta¨rer Software bezieht sich also nur auf einen Teil
aller entscheidungsrelevanten Kosten, die nachfolgend wie u¨blich als “To-
tal Cost of Ownership” (TCO) bezeichnet werden.
Nachfolgend werden diese Kriterien genauer diskutiert und ihre empirische Re-
levanz fu¨r die Nutzungsentscheidung beschrieben.
2.5.2.1 Kostenmotiv
Die Frage, ob der Lizenzkostenvorteil offener Software auch bei einer Betrach-
tung der TCO bestehen bleibt, ist pauschal nicht zu beantworten. Zwar exi-
stieren diverse vergleichende Studien,79 diese kommen aber zu uneinheitlichen
Ergebnissen, da sie jeweils solche Nutzungsszenarien zugrundelegen, die den je-
weiligen Auftraggebern genehme Ergebnisse sicherstellen. Kurz: Microsoft kann
nachweisen, daß fu¨r bestimmte Szenarien der Einsatz von Windows weniger
Kosten verursacht als der von Linux, wa¨hrend IBM durch die Wahl anderer
Szenarien dasselbe fu¨r Linux gelingt.
Eine unabha¨ngige vergleichende Kostenstudie hat die Unternehmensberatung
Unilog (2003) im Auftrag der Stadt Mu¨nchen durchgefu¨hrt.80 Anlaß war die
Erfordernis, die rund 15.000 Arbeitspla¨tze der Stadtverwaltung von a¨lteren
Versionen der Microsoft-Produkte Windows und Office entweder auf neuere
Versionen derselben Software oder aber auf eine Kombination von Linux und
OpenOffice.org umzustellen. Die wesentlichen Ergebnisse waren:
• Die TCO der Microsoft-Lo¨sung u¨ber den Planungszeitraum von fu¨nf Jah-
ren betragen 34,2 Mio.e, die der Linux-OpenOffice-Lo¨sung 45,8 Mio.e.
79Eine U¨bersicht u¨ber verschiedene vergleichende Kostenstudien geben Bru¨gge et al. (2004).
80Die Studie wurde gema¨ß vom Bundesministerium des Innern (2001) vorgegebener Empfeh-
lungen fu¨r die Durchfu¨hrung von Wirtschaftlichkeitsbetrachtungen beim Einsatz von IT
durchgefu¨hrt.
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• Die Kosten fu¨r die Migration bestehender Software, die Umstellung von
Formularen und Makros, Schulungen sowie die Einarbeitung betragen bei
der Microsoft-Lo¨sung 20,8 Mio.e, bei der Linux-OpenOffice-Lo¨sung 40,8
Mio.e. Daraus folgt, daß die durch einen Wechsel von Microsoft zu Linux
und OpenOffice anfallenden Wechselkosten rund 20 Mio.e betragen.
• Die TCO der Microsoft-Lo¨sung enthalten an Microsoft zu zahlende Li-
zenzgebu¨hren in Ho¨he von 7,3 Mio.e.
Offensichtlich wurden in diesem Fall die Lizenzkostenvorteile offener Software
durch die vergangenheitsbedingten Wechselkostennachteile zunichte gemacht.
Ohne diesen Nachteil wa¨re die auf offener Software basierende Lo¨sung allerdings
eben wegen des Fehlens von Lizenzgebu¨hren kostengu¨nstiger gewesen.81
2.5.2.2 Strategische und operative Motive
Unter strategischen Gesichtspunkten weist offene Software gegenu¨ber proprie-
ta¨rer inha¨rente Vorteile auf. Zwar kann auch ihr Einsatz zu hohen Wechselko-
sten und Lock-In fu¨hren, in Ermangelung von Exklusivrechten ist es aber nie-
mandem mo¨glich, diese Situation moneta¨r auszubeuten. Des weiteren erho¨ht
die Verfu¨gbarkeit des Quelltextes die Mo¨glichkeiten zur Einflußnahme auf die
Weiterentwicklung der Software sowie die Zukunftssicherheit.
Insbesondere der letztgenannte Aspekt ist in Anbetracht der Dynamik von Soft-
warema¨rkten hervorzuheben: Neue Produkte und auch Hersteller verbleiben oft
nur sehr kurz im Markt. So untersuchen Fosfuri und Giarratana (2004) die
Entwicklung von Eintritten in und Austritten aus dem noch jungen Markt fu¨r
Sicherheitssoftware. Ihre in Abbildung 2.5 dargestellten Ergebnisse legen nahe,
daß ein Großteil der in der 90er Jahren angebotenen Sicherheitssoftware in-
zwischen aufgrund des Austritts von Herstellern verwaist ist. Offensichtlich ist
81Da die Linux-OpenOffice-Lo¨sung aber hinsichtlich strategischer und operativer Kriterien
Vorteile aufwies, entschied die Stadt Mu¨nchen, die hohen Wechselkosten inkaufzunehmen
und auf offene Software umzustellen.
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Abbildung 2.5: Entwicklung von Ein- und Austritten in bzw. aus dem Markt
fu¨r Sicherheitssoftware (Fosfuri und Giarratana, 2004, S. 31)
offene Software vor einer derartigen Verwaisung in gewisser Hinsicht geschu¨tzt,
da sie bei Interesse von jedermann weiterentwickelt werden kann.
Ob offene Software gegenu¨ber proprieta¨rer auch operative Vorzu¨ge aufweist,
ist hingegen pauschal nicht zu beantworten. Zahlreiche Leistungsvergleiche82
legen nahe, daß hier keine systematischen Vor- und Nachteile existieren und
eine fallweise Betrachtung unerla¨ßlich ist. Im Rahmen dieser Arbeit wird daher
angenommen, beide Arten von Software seien operativ gleichwertig.
2.5.2.3 Empirische Bedeutung der Motive
Eine Untersuchung zur empirischen Bedeutung der oben diskutierten Motive fu¨r
die Nutzungsentscheidung von Unternehmen hat Mortali (2003) vorgelegt. Er
hat 62 fu¨r den Einsatz von IT verantwortliche Vorsta¨nde zu den wahrgenomme-
nen Vor- und Nachteilen offener Software gegenu¨ber proprieta¨rer befragt; Ta-
belle 2.11 gibt die jeweils wichtigsten wieder. Die Prozentangaben beziehen sich
82Eine umfangreiche Zusammenstellung von Leistungsvergleichen bezu¨glich verschiedener
operativer Kriterien findet sich in Wheeler (2005).
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Vorteile Nachteile
Geringere TCO 46 % Schlechter Support 40 %
Geringere Lizenzkosten 39 % Geringer Erprobungsgrad 19 %
Kein Lock-In 39 % Keine einschla¨gigen Fa¨higkeiten 18 %
Verfu¨gbarkeit des Quelltextes 25 % Keine etablierten Beurteilungskri-
terien
17 %
Mo¨glichkeit zur Weiterentwicklung 17 % Probleme mit der Integration und
Kompatibilita¨t
15 %
Nutzung offener Standards 16 % Umstellungskosten 14 %
Tabelle 2.11: Wahrgenommene Vor- und Nachteile offener Software
dabei auf den Anteil der Befragten, welche das jeweilige Motiv als inha¨renten
Vor- bzw. Nachteil ansehen, und zwar unabha¨ngig davon, ob ihr Unternehmen
aufgrund der spezifischen Situation tatsa¨chlich offene oder proprieta¨re Softwa-
re einsetzt. Die wichtigsten Vorteile offener Software liegen demnach im mo-
neta¨ren83 und strategischen Bereich, die wichtigsten Nachteile sind schlechter
Support, mangelnde Erfahrung und Wechselkosten.
Goode (2005) kommt in einer Umfrage unter 500 australischen Unternehmen
zu a¨hnlichen Ergebnissen. Demnach ist der Hauptgrund, offene Software nicht
einzusetzen, die geringe Relevanz fu¨r das unternehmensspezifische Anwendungs-
szenario, gefolgt vom Mangel an Support. Und auch Bru¨gge et al. (2004) ko¨nnen
auf der Grundlage fu¨nf weiterer, qualitativ ausgewerter Studien diese Ergebnis-
se weitestgehend besta¨tigen.
2.5.3 Markterfolg
Ein weiteres gutes Maß fu¨r die Bedeutung offener Software aus Nutzersicht ist
zweifelsfrei ihr Markterfolg, der sich, da offene Software selbst nicht mit Markt-
preisen bewertet werden kann, nicht anhand von Marktanteilen, sondern nur
u¨ber Nutzungsraten diskutieren la¨ßt. Allerdings sind auch solche Nutzungsra-
83Insgesamt bezeichnen 68 % der Befragten die Reduktion der TCO als ihre hauptsa¨chliche
Aufgabe. Der wahrgenommene Kostenvorteil offener Software ist also fu¨r die letztliche
Nutzungsentscheidung von herausragender Bedeutung.
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ten nur schwer zu ermitteln; die Verwendung offener Software hinterla¨ßt natur-
gema¨ß weniger “Spuren” als die proprieta¨rer.
Grundsa¨tzlich gelten Unternehmen und o¨ffentliche Einrichtungen als intensive-
re Nutzer als Privatpersonen (vgl. Feller und Fitzgerald, 2002). Eine Ursache
dafu¨r ist wohl, daß große Organisationen u¨blicherweise ein und dieselbe Soft-
wareausstattung auf sehr vielen Rechnern installieren, so daß der Lizenzkosten-
vorteil offener gegenu¨ber proprieta¨rer Software besonders zum Tragen kommt,
wohingegen einmalige Kosten an Bedeutung einbu¨ßen.
Verschiedene Studien haben sich deshalb ganz gezielt der Nutzung offener Soft-
ware durch Unternehmen und o¨ffentliche Einrichtungen angenommen: Wich-
mann (2002) befragte insgesamt 1.452 derartige Organisationen in Deutschland,
Großbritannien sowie in Schweden und ermittelte Nutzungsraten von 44 %,
32 % bzw. 18 %. Des weiteren stellt er fest, daß 54 % aller Organisationen, die
offene Software verwenden, deren Bedeutung fu¨r die eigene IT-Landschaft min-
destens als durchschnittlich einstufen. Fu¨r Großbritannien stu¨tzt Mortali (2002)
diese Ergebnisse mit einer Umfrage unter 76 mit IT betrauten Vorstandsmit-
gliedern, nach denen 37 % der Unternehmen bereits offene Software einsetzen
und weitere 12 % ihren Einsatz planen. Dabei liegt das Haupteinsatzfeld im
Bereich der Infrastruktur; direkt an den Arbeitspla¨tzen verwenden nur wenige
Unternehmen offene Software. D’Antoni (2004) beleuchtet den Einsatz offener
Software in den USA. Hier verwenden laut einer Umfrage unter 420 Unterneh-
men 60 % eine Mischung aus offener und proprieta¨rer Software, wohingegen
38 % prima¨r proprieta¨re und 2 % prima¨r offene Software einsetzen. Des wei-
teren ergibt sich, daß große Unternehmen intensivere Nutzer offener Software
sind als kleine.
Aus Nutzersicht spielt offene Software also bereits heute eine erhebliche Rolle,
die sich zudem wohl noch ausweiten wird.84 Diverse von Wheeler (2005) zu-
sammengestellte Studien, die nicht auf das Gesamtpha¨nomen, sondern auf den
84Laut Broersma (2004) erwartet das Marktforschungsinstitut IDC bis zum Jahr 2008 eine
Verdopplung der Nutzungsraten offener Software.
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Markterfolg offener Software in verschiedenen Teilma¨rkten abzielen, besta¨tigen
diese Sicht.
2.5.4 Unternehmensspezifische Nutzungformen
Des weiteren ergeben sich aus der Verfu¨gbarkeit der Quelltexte fu¨r Unterneh-
men zwei Nutzungsformen offener Software, die fu¨r proprieta¨re Software nicht
denkbar sind: die kostenfreie Verwertung offener Software bei der Produktent-
wicklung sowie ihre Anpassung an unternehmensspezifische Prozesse.
Laut Bru¨gge et al. (2004) vollzieht sich die Verwertung bei der Produktentwick-
lung grundsa¨tzlich in drei Phasen: der Identifikationsphase, in der eine geeignete
offene Software ermittelt wird, der Adaptionsphase, in der die offene Software
an die Eigenentwicklung angebunden wird, und der Modifikationsphase, in der
die offene Software an die eigenen Bedu¨rfnisse angepaßt wird. Zudem versu-
chen Unternehmen nach der Modifikationsphase regelma¨ßig, die Fu¨hrung des
Entwicklungsprojekts fu¨r die Aufnahme der Vera¨nderungen in den offiziellen
Quelltext zu gewinnen, um das zuku¨nftige Zusammenspiel von offener Soft-
ware und Eigenentwicklung reibungsloser zu gestalten. Das unternehmerische
Motiv fu¨r die eben vorgestellte Nutzung offener Software ist offensichtlich die
Reduktion von Kosten. Ein Beispiel gibt das Unternehmen Apple mit seinem
Betriebssystem “Mac OS X”, welches in Teilen auf BSD Unix basiert.85
Seltener vorzufinden ist hingegen die Anpassung an unternehmensspezifische
Prozesse. Dabei wird eine geeignete offene Software auf der Quelltextebene
an spezifische, von kommerziellen Produkten nicht befriedigte Informationsver-
arbeitungsbedu¨rfnisse angepaßt, um bestmo¨gliche Effizienz zu erzielen. Man be-
achte, daß fu¨r diese Nutzungsform die von Copyleft-Lizenzen auferlegte Pflicht
zur Offenlegung der Quelltexte irrelevant ist, da sie erst im Fall der Weiter-
verbreitung der Software wirksam wird. Ein Beispiel stellt die Suchmaschine
Google dar. Das unternehmerische Ru¨ckgrat dieses Unternehmens bildet of-
85Mehr Informationen zur Integration offener Software in Mac OS X finden sich unter
www.opendarwin.org.
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fensichtlich die Fa¨higkeit, eine gewaltige Menge von Daten hoher Spezifizita¨t
effizient verwalten und verteilen zu ko¨nnen;86 schlu¨sselfertige Produkte, die der-
artiges leisten, gibt es nicht zu kaufen. Daher verwendet Google laut Wagner
(2000, 2001) selbstentwickelte Software, der das bereits vorgestellte Linux zu-
grundeliegt.
2.6 Zwischenfazit
Obgleich offene Software insgesamt ein a¨ußerst vielfa¨ltiges Pha¨nomen darstellt,
stechen dennoch drei Aspekte deutlich hervor: Erstens ist die besondere Li-
zenzgestaltung zu nennen, die den Nutzern deutlich weitreichendere Rechte als
u¨blich einra¨umt und Lizenzgebu¨hren verbietet. Bemerkenswert ist zweitens aber
auch der schnelle, iterative Prozeß, in dem offene Software von meritokratisch
aufgebauten Gemeinschaften Freiwilliger weiterentwickelt wird. Und drittens ist
schließlich auch die historisch gewachsene Hacker-Kultur hervorzuheben, welche
die Entwicklung offener Software mit ihren speziellen Werten und Normen ganz
wesentlich tra¨gt. Wer das in dieser Arbeit behandelte Pha¨nomen umfassend
verstehen will, darf sicherlich keinen dieser Aspekte vernachla¨ssigen.
Des weiteren erweist sich das Bild von der Spielzeugsoftware, die von langhaa-
rigen Idealisten und pickligen Teenagern zusammengebastelt wird, als Mythos.
Offene Software wird professionell entwickelt, hat eine hohe Qualita¨t und wird
dementsprechend vielfa¨ltig eingesetzt.
86Laut Nielsen//NetRatings (2004) erreicht Google 47 % der europa¨ischen Internetnutzer,
welche, da sie u¨berdurchschnittlich aktiv sind, sogar 69 % aller Suchanfragen stellen.
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3 Entwicklung offener Software
In diesem Kapitel wird die Entwicklung offener Software aus o¨konomischer Sicht
analysiert. Dazu werden zuna¨chst verschiedene, vornehmlich empirische Arbei-
ten herangezogen, die erkla¨ren, welche Motive Entwickler zu einer Beteiligung
an offenen Softwareprojekten bewegen. Anschließend wird mithilfe ausgewa¨hlter
Modelle beleuchtet, wie diese Motive in bereits bestehenden offenen Entwick-
lungsgemeinschaften wirken und wie die innerhalb einer Gemeinschaft auftre-
tenden Koordinationsprobleme gelo¨st werden. Den Schwerpunkt dieses Kapitels
bildet aber Abschnitt 3.3. Er beinhaltet ein auf Gutsche (2005b) aufbauendes
Modell dazu, wie und unter welchen Voraussetzungen neue Entwicklungsge-
meinschaften entstehen ko¨nnen. Daraus wird abschließend abgeleitet, welche
Arten von Software o¨konomisch nachhaltig gema¨ß der offenen Basar-Methode
entwickelt werden ko¨nnen und welche eine Doma¨ne proprieta¨rer Softwareher-
steller bleiben werden.
3.1 Motive der Entwickler
3.1.1 Einzelpersonen
Einzelpersonen tragen, wie in Abschnitt 2.3 gesehen, in etwa die Ha¨lfte der
Entwicklungsanstrengungen. Ihre Motive werden im folgenden kategorisiert und
ihre empirische Relevanz beschrieben.
In der psychologischen Literatur wird grundsa¨tzlich zwischen zwei Gruppen
von Motiven fu¨r menschliches Handeln unterschieden: intrinsischen und extrin-
sischen Motive (vgl. etwa Ryan und Deci, 2000).
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Intrinsische Motive wirken dann, wenn eine Ta¨tigkeit inha¨rent befriedigend
ist und folglich auch ohne einen externen Anreiz gerne ausgefu¨hrt wird. Ins-
besondere in der Presse wird die Entwicklung offener Software ha¨ufig allein
auf intrinsische Motive zuru¨ckgefu¨hrt; genannt werden dabei am ha¨ufigsten
Altruismus, Spaß und ein gewisses politisches, antikapitalistisches Sendungs-
bewußtsein. Nachfolgend wird aber gezeigt, daß die alleinige Beru¨cksichtigung
intrinsischer Motive in die Irre fu¨hrt.
Extrinsische Motive fußen hingegen auf einem von außen gesetzten Anreiz. Ih-
nen wurde im Zusammenhang mit der Entwicklung offener Software zuna¨chst je-
de Bedeutung abgesprochen, da das einfachste extrinsische Motiv, die moneta¨re
Entlohnung, zu fehlen scheint. In Abschnitt 2.3 wurde aber bereits erla¨utert, daß
ein erheblicher Anteil der Entwickler offener Software fu¨r ihre Arbeit bezahlt
wird, so daß sich die Frage nach den Motiven zum Teil auf die beauftragen-
den Unternehmen verschiebt. Zudem treten bei genauerem Hinsehen zahlrei-
che weitere extrinsische Motive zutage: Lerner und Tirole (2002) etwa betonen
die Bedeutung von Karrieremotiven und nennen diesbezu¨glich den Aufbau von
Humankapital sowie Job-Market-Signaling. Raymond (2001) gibt als Praktiker
zwei weitere Motive an, die sich unmittelbar auf die Entwicklung und Nut-
zung einer offenen Software beziehen: die Befriedigung eines vom Markt nicht
adressierten Eigenbedarfs und die Reduktion von Entwicklungskosten durch die
Nutzung der als besonders effizient erachteten Basar-Methode. In der Literatur
werden noch weitere denkbare Motive genannt, die hier aufzuza¨hlen allerdings
mu¨ßig ist; eine gute Zusammenfassung geben Feller und Fitzgerald (2002).
Aufbauend auf diesen Voru¨berlegungen haben diverse Studien versucht, mittels
Umfragen die tatsa¨chlichen Motive von Entwicklern zu ermitteln. Die wichtig-
sten Ergebnisse werden nachfolgend zusammengefaßt. Dabei wurden alle zitier-
ten Studien bereits in Abschnitt 2.3 herangezogen; fu¨r Details u¨ber den Umfang
und den befragten Personenkreis sei daher auf Tabelle 2.4 verwiesen.
Hars und Ou (2002) untersuchen die Bedeutung von insgesamt acht Motiven:
dem Wunsch nach Selbstbestimmung, dem Wunsch nach Gemeinschaft und Al-
truismus (alle intrinsisch) sowie der Bildung von Humankapital, dem Wunsch
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Alle Bezahlt
Motiv relative Korrelation mit relative Korrelation mit
Ha¨ufigkeit Zeiteinsatz Ha¨ufigkeit Zeiteinsatz
Intrinsisch
Selbstbestimmung 80 % 0,07 62 % 0,22
Gemeinschaftsgefu¨hl 28 % 0,12 31 % -0,31
Altruismus 17 % 0,19 8 % -0,16
Extrinsisch
Humankapital 88 % 0,14 85 % 0,07
Externe Anerkennung 43 % -0,02 46 % -0,18
Eigenbedarf 39 % 0,30 39 % 0,33
Selbstvermarktung 37 % 0,32 69 % 0,42
Verkauf von Produkten 14 % 0,36 54 % 0,30
Tabelle 3.1: Motive von Entwicklern offener Software (Hars und Ou, 2002)
nach externer Anerkennung, der Befriedigung von Eigenbedarf, Selbstvermark-
tung und dem Verkauf von Produkten. Die Motive wurden in der Weise ope-
rationalisiert, daß die Befragten den Grad ihrer Zustimmung zu verschiedenen,
den Motiven zugeordneten Aussagen angeben mußten, und zwar auf einer Ska-
la von 1 (starke Ablehnung) bis 7 (starke Zustimmung). Tabelle 3.1 faßt die
Ergebnisse zusammen. Dabei gibt die relative Ha¨ufigkeit den Anteil der Be-
fragten mit einer Zustimmung von 6 oder 7 an und die Korrelation mit dem
Zeiteinsatz den Zusammenhang zwischen dem Grad der Zustimmung und der
durchschnittlichen wo¨chentlichen Arbeitszeit. Zudem sind alle Ergebnisse auch
fu¨r die Teilmenge derjenigen ausgewiesen, die fu¨r ihre Arbeit an offener Software
bezahlt werden.
Offensichtlich wirken extrinsische Motive grundsa¨tzlich deutlich sta¨rker als in-
trinsische, und zwar unabha¨ngig davon, ob man ihre Bedeutung an der relativen
Ha¨ufigkeit oder an der Korrelation mit dem Zeiteinsatz bemißt. Des weiteren
sind, wie zu erwarten war, bezahlte Entwickler sta¨rker extrinsisch motiviert als
Freiwillige. Aber auch das intrinsische Motiv der Selbstverwirklichung spielt
durchga¨ngig eine Rolle.
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Motiv Alle Klasse 1 Klasse 2 Klasse 3 Klasse 4
Intellektuelle Stimulation 45 % 41 % 45 % 69 % 12 %
Humankapital 41 % 20 % 43 % 72 % 19 %
Bezahlung 40 % 86 % 18 % 26 % 32 %
Beruflicher Eigenbedarf 34 % 91 % 8 % 12 % 28 %
Glaube an offene Software 33 % 12 % 22 % 42 % 64 %
Privater Eigenbedarf 30 % 11 % 100 % 0 % 2 %
Verpflichtung aus Nutzung 29 % 23 % 20 % 6 % 83 %
Teamarbeit 20 % 17 % 16 % 28 % 19 %
Beruflicher Status 18 % 25 % 6 % 22 % 18 %
Externe Anerkennung 11 % 14 % 8 % 11 % 13 %
Abneigung gegen proprieta¨re Software 11 % 11 % 8 % 9 % 19 %
Anteil an Grundgesamtheit 100 % 25 % 27 % 29 % 19 %
Tabelle 3.2: Motive von Entwicklern offener Software (Lakhani und Wolf, 2005)
Gosh et al. (2002) kommen zu vergleichbaren Ergebnissen. Des weiteren un-
tersuchen sie, inwieweit sich die Motive fu¨r den Eintritt in eine offene Ent-
wicklergemeinschaft von denen fu¨r den Verbleib in derselben unterscheiden. Sie
finden keine signifikanten Abweichungen, woraus folgt, daß die Entwickler alle
relevanten Anreize bereits ex ante gut zu erfassen vermo¨gen.
Die aggregierte Betrachtungsweise der beiden oben angefu¨hrten Studien verlei-
tet mo¨glicherweise zu der Ansicht, alle Entwickler seien grundsa¨tzlich a¨hnlich
motiviert. Daß diese Ansicht falsch ist, zeigen Lakhani und Wolf (2005) mit
einer differenzierteren Betrachtung. Als Grundlage dient ihnen eine Befragung,
bei der Entwickler verschiedener Projekte aus mehreren vorgegebenen Motiven
die drei mit der gro¨ßten Bedeutung auswa¨hlen sollten. Anschließend wurden die
Befragten anhand ihrer Antworten mittels einer Clusteranalyse1 in vier Motiv-
klassen eingeteilt. Die Ergebnisse sind in Tabelle 3.2 angegeben.
Eine griffige Charakterisierung der Klassen ergibt sich, wenn man jeweils dieje-
nigen Motive betrachtet, die von mehr als der Ha¨lfte aller Klassenangeho¨rigen
1Mittels einer Clusteranalyse wird eine Grundgesamtheit so in Klassen eingeteilt, daß jede
Klasse fu¨r sich genommen a¨hnliche Objekte entha¨lt, die Klassen zueinander aber mo¨glichst
una¨hnlich sind. Eine genaue Beschreibung dieser Methode geben etwa Backhaus et al.
(2005).
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genannt wurden: Demnach sind die in Klasse 1 enthaltenen Entwickler ins-
besondere durch beruflichen Eigenbedarf und die Bezahlung ihrer Mitarbeit
motiviert; man kann sie daher als Professionals bezeichnen. Fu¨r Klasse 2 liegt
der Fokus hingegen auf privatem Eigenbedarf; sie umfaßt also die Hobbyisten.
Die Entwickler aus Klasse 3 nennen mehrheitlich den Aufbau von Humankapi-
tal und die intellektuelle Stimulation; sie stellen sich somit als Lernende dar.
Die Entwickler aus Klasse 4 schließlich fu¨hlen sich durch die Nutzung offener
Software zur Mitarbeit verpflichtet und glauben an die moralische U¨berlegenheit
offener Software; hier sind offensichtlich die Gla¨ubigen versammelt, welche auch
den Kern der FSF bilden.
Die Motive der Entwickler sind erkennbar so divers, daß jede Analyse, die sich
auf eine Motivgruppe beschra¨nkt, Stu¨ckwerk bleiben muß. A¨hnlich sind sich
nahezu alle Motive aber darin, daß sie erst dann zu wirken beginnen, wenn
die Entwicklungsgemeinschaft eine gewisse Gro¨sse erreicht hat: Ein Unterneh-
men wird nur dann bereit sein, fu¨r die Arbeit an offener Software zu bezahlen,
wenn jene durch die Mitarbeit vieler markttauglich gemacht wurde. Eine fu¨r
den Eigenbedarf entwickelte spezielle Funktion wird erst dann nu¨tzlich, wenn
sie in ein gro¨ßeres Softwaresystem integriert werden kann, sonst ha¨ngt sie in
der Luft. Der Aufbau von Humankapital gelingt letztlich nur durch die Arbeit
in einem industriellen Maßstab und die regelma¨ßige Begutachtung der eigenen
Arbeit durch andere. Und auch Job-Market-Signaling erfordert etablierte Insti-
tutionen. Allein die Gla¨ubigen bedu¨rfen durch ihre vergleichsweise starke intrin-
sische Motivation nicht in dem Maße einer großen Entwicklungsgemeinschaft.
Aber auch ihr Hauptmotiv, das Gefu¨hl der aus der Nutzung offener Softwa-
re erwachsenden moralischen Verpflichtung, setzt die Existenz einer nutzbaren
Software voraus.2
Insgesamt wird deutlich, daß die Entwicklung offener Software aus o¨konomischer
Sicht im Kern keine Frage der Anreize sondern der Koordination beinhaltet.
Warum entwickeln Tausende von fa¨higen Programmierern offene Software? Weil
2Man kann dieses Motiv auch als Kooperation in einem wiederholten Spiel betrachten.
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es ihren Pra¨ferenzen entspricht! Wann aber gelingt Tausenden von Program-
mierern die Koordination auf die Entwicklung offener Software zum allseitigen
Nutzen? In Abschnitt 3.3 wird ein Modell entwickelt, welches genau diese Frage
beleuchtet.
3.1.2 Motive von Unternehmen
Wie in Kapitel 2 gesehen interessiert sich ein Unternehmen aus einem von drei
Gru¨nden fu¨r die Entwicklung offener Software: erstens, da es komplementa¨re
Produkte anbietet, zweitens, da es offene Software in eigene Produkte inte-
griert, oder drittens, da es die Software in unternehmensinternen Prozessen
einsetzt. Wiederum setzen alle drei Gru¨nde voraus, daß die offene Software von
einer ausreichend großen Entwicklergemeinschaft getragen wird und kommer-
ziell einsetzbar ist. Der fu¨r den Fortgang dieser Arbeit wichtigste Aspekt der
Motive von Unternehmen ist somit bereits etabliert; die nachfolgende Darstel-
lung wird dementsprechend kurz gehalten.
Die Entscheidung fu¨r oder gegen die Beteiligung an einem offenen Entwick-
lungsprojekt fa¨llen Unternehmen selbstversta¨ndlich auf der Grundlage einer
nu¨chternen Abwa¨gung von Kosten und Nutzen (vgl. Hawkins, 2004). Die dafu¨r
wichtigsten Kosten- und Nutzenkomponenten sind in Anlehnung an Feller und
Fitzgerald (2002), Bru¨gge et al. (2004) und Henkel (2004a) in Tabelle 3.3 zu-
sammengefaßt. Insgesamt stehen dem Hauptnachteil, daß mit den eigenen Bei-
tra¨gen selbst keine Lizenzumsa¨tze erzielt werden ko¨nnen, offenbar viele Vorteile
gegenu¨ber. Welche Seite u¨berwiegt, ist pauschal nicht zu sagen.3
Die Literatur zur empirischen Relevanz der in Tabelle 3.3 aufgefu¨hrten Motive
ist derzeit noch schmal. Laut einer von Bonaccorsi und Rossi (2005) durch-
gefu¨hrten Befragung von 146 italienischen Unternehmen ist das Hauptmotiv
die aus der Einbindung externer Entwickler resultierende Senkung der Kosten
fu¨r Forschung und Entwicklung, gefolgt von dem Wunsch, hochwertige offe-
3Behlendorf (1999) beschreibt eine beispielhafte Kosten-Nutzen-Abwa¨gung mit realistischen
Zahlen, welche zugunsten offener Software ausfa¨llt.
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Grund fu¨r Beteiligung Nutzenkomponenten Kostenkomponenten
Alle • externe Entwicklungsunterstu¨t-
zung und Kostenreduktion
• Standardsetzung
• Erho¨hte Programmierdisziplin
• Reputationsgewinn bei gutem
Quelltext
• Guter Ruf in OSS-Szene
• Besserer Zugriff auf potentielle
neue Mitarbeiter
• Verlust von Wettbewerbsvortei-
len
• Verlust der Kontrolle u¨ber gei-
stiges Eigentum
• Reputationsverlust bei schlech-
tem Quelltext
• Verletzungen von Schutzrech-
ten liegen offen
• Kosten fu¨r Kommunikation mit
externer Entwicklergemeinschaft
Verkauf von
Komplementen
• Erho¨hte Nachfrage nach Kom-
plement
• Verlust von Mo¨glichkeiten zum
Bundling
Integration in
eigene Produkte
• Nutzung von gema¨ß Copyleft li-
zensiertem Quelltext mo¨glich
• Schaffung von Kundennutzen
durch Offenlegung des Quelltexts
Verwendung in
internen Prozessen
• Geringere Abha¨ngigkeit von ex-
ternen Entwicklern
• Einsicht fu¨r Wettbewerber in
Gescha¨ftsprozesse
• Sichtbarwerden von Sicher-
heitslu¨cken
Tabelle 3.3: Potentielle Nutzen- und Kostenkomponenten bei der Beteiligung
eines Unternehmens an der Entwicklung offener Software
ne Software lizenzgebu¨hrenfrei in eigene Produkte integrieren zu ko¨nnen. Vie-
le Unternehmen behaupten des weiteren, sie wu¨rden sich auch aufgrund ihrer
U¨bereinstimmung mit den Werten der Hacker-Kultur beteiligen. Eine flankie-
rende Untersuchung des tatsa¨chlichen Verhaltens der befragten Unternehmen
entlarvt diese Aussage aber oft als reines Lippenbekenntnis.
Wa¨hrend die Studie von Bonaccorsi und Rossi (2005) Unternehmen jeder Co-
leur einbezieht, hat Henkel (2004c) eine enger abgegrenzte, aber auch pra¨zisere
Untersuchung vorgelegt. Er beschra¨nkt sich auf Hersteller von Hardware fu¨r
Embedded-Linux; die 137 befragten Unternehmen beteiligen sich also vornehm-
lich in ihrer Eigenschaft als Anbieter eines Komplements. Als wichtigste Motive
fu¨r ihre Beteiligung an der Entwicklung von Embedded-Linux nennen sie den
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von der GPL ausgeu¨bten Zwang,4 die Pflege des eigenen Rufs sowie die Senkung
der Kosten durch die externe Unterstu¨tzung bei Fehlerbereinigung, Weiterent-
wicklung und Wartung. Am unwichtigsten sind dagegen die Identifikation neuer
Mitarbeiter sowie die Setzung vorteilhafter Standards.
3.2 Modelle zur Entwicklung offener Software
3.2.1 Die Rolle der Befriedigung von Eigenbedarf
In den ersten formalen Modellen wurde die Entwicklung offener Software als
Form der privaten Bereitstellung o¨ffentlicher Gu¨ter aufgefaßt. Dabei fungieren
alle Spieler sowohl als Nutzer als auch als potentielle Entwickler einer offenen
Software. In ihrer Rolle als Entwickler ko¨nnen sie die Software verbessern, ha-
ben aber die dafu¨r anfallenden Kosten selbst zu tragen. In ihrer Rolle als Nutzer
profitieren sie aufgrund eines Eigenbedarfs sowohl von den eigenen Verbesse-
rungen als auch von denen der anderen Spieler.
Wa¨hrend die Interpretation von offener Software als o¨ffentlichem Gut aus Nut-
zersicht den Kern trifft, greift die implizierte alleinige Beru¨cksichtigung des
Motivs der Befriedigung von Eigenbedarf auf der Entwicklerseite wie gesehen
zu kurz. Dennoch werden nachfolgend zwei wichtige Modelle dieser Art kurz
vorgestellt.
3.2.1.1 Das Modell von Johnson (2002)
Johnson (2002) betrachtet ein statisches Spiel zwischen n ∈ N Spielern um die
Frage, wer eine allen bekannte mo¨gliche Erweiterung einer bestehenden offe-
nen Software entwickelt. Dabei hat jeder Spieler die Wahl zwischen den beiden
Aktionen, die Erweiterung selbst zu entwickeln oder nichts zu tun. In seiner
Rolle als Nutzer erha¨lt jeder Spieler i ∈ {1, . . . , n} die Auszahlung vi, falls die
Erweiterung von mindestens einem Spieler entwickelt wird. Des weiteren muß
4Bei Software, die unter keiner Copyleft-Lizenz steht, entfa¨llt dieser Zwang.
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jeder Spieler in seiner Rolle als Entwickler die Kosten ci tragen, wenn er sich
selbst zur Entwicklung der Erweiterung entschließt.
Die jeden Spieler charakterisierenden Tupel (ci, vi) stellen private Informa-
tionen dar; sie sind unabha¨ngige Realisationen der gema¨ß der Verteilungs-
funktion G verteilten Zufallsvariablen (c, v). Dabei habe G die Tra¨germenge
[cL, cH ] × [vL, vH ] mit cL > 0 und vH ≥ 0; des weiteren sei G stetig und
auf der gesamten Tra¨germenge streng monoton steigend. Zudem bezeichne F
die von G induzierte Verteilungsfunktion des Nutzen-Kosten-Verha¨ltnisses v/c,
d. h. F (q) = Pr{v/c < q}. Es gelte F (1) < 1, da sonst wegen Pr{v < c} = 1
niemals entwickelt wu¨rde.
Das geeignete Lo¨sungskonzept fu¨r dieses Spiel ist offensichtlich das des Baye-
sianischen Nash-Gleichgewichts. Zudem beschra¨nkt sich Johnson in seiner Ana-
lyse der Einfachheit halber auf symmetrische Gleichgewichte.5 Er zeigt, daß
ein eindeutiges Gleichgewicht existiert, welches durch drei Wahrscheinlichkei-
ten charakterisiert werden kann: die Wahrscheinlichkeit p∗n, mit der ein Spieler i
entwickelt, die Wahrscheinlichkeit pi∗n, mit der mindestens ein Spieler j 6= i ent-
wickelt,6 sowie die Wahrscheinlichkeit γ∗n, daß kein Spieler entwickelt. Fu¨r die
drei Wahrscheinlichkeiten gilt definitionsgema¨ß γ∗n = (1−p∗n)n = (1−p∗n)(1−pi∗n).
Johnson interessiert sich nun insbesondere fu¨r den Zusammenhang zwischen
der Anzahl der Spieler und den oben definierten Wahrscheinlichkeiten. Dieses
Interesse resultiert aus der U¨berlegung, daß eine Erho¨hung der Spieleranzahl
zum einen einen positiven Effekt auf die Entwicklung haben ko¨nnte, da schlicht
mehr potentielle Entwickler vorhanden sind, zum anderen aber auch einen ne-
gativen, da sich der Anreiz zum Trittbrettfahren erho¨ht. Nachfolgend werden
einige Resultate vorgestellt, die das Zusammenspiel dieser beiden gegenla¨ufigen
Effekte erhellen:7
5Alle Spieler verwenden also dieselbe auf ihre privaten Informationen konditionierte Strategie.
6Die Wahrscheinlichkeiten p∗n und pi
∗
n sind fu¨r alle Spieler wegen der Beschra¨nkung auf sym-
metrische Gleichgewichte gleich. Sie sind daher nicht indiziert.
7Johnson analysiert noch einige Modellvarianten, die aber aus Platzgru¨nden hier nicht vor-
gestellt werden.
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• Die fu¨r jeden Spieler i identische Wahrscheinlichkeit pi∗n dafu¨r, daß ei-
ner der anderen entwickelt, steigt in n. Da sich folglich der Nutzen des
Nichtstuns erho¨ht, steigt auch der Erwartungsnutzen jedes Spielers.
• Die Wahrscheinlichkeit p∗n, mit der ein Spieler selbst entwickelt, fa¨llt hin-
gegen. Dies ist Ausdruck klassischen Trittbrettfahrerverhaltens.
• Die Entwicklungswahrscheinlichkeit 1 − γ∗n kann abha¨ngig von F sowohl
zu- als auch abnehmen. Mit −1/((n − 1)e) existiert aber eine untere
Schranke fu¨r ihre Abnahme (1 − γ∗n+1) − (1 − γ∗n). Zudem konvergiert
diese Schranke fu¨r n→∞ gegen 0.
• Des weiteren konvergiert die Entwicklungswahrscheinlichkeit 1 − γ∗n fu¨r
n → ∞ gegen 1 − cL/vH > 0. Auch bei sehr vielen Spielern bricht die
Weiterentwicklung also nicht vollsta¨ndig zusammen.
• Die erwartete Anzahl der Spieler, welche die Erweiterung entwickeln, kon-
vergiert fu¨r n→∞ gegen ln(vH/cL). Trittbrettfahrten haben also den un-
erwarteten Nebeneffekt, die Zahl unno¨tiger Mehrfachentwicklungen und
somit auch die Gesamtkosten nach oben zu beschra¨nken.
Die Wirkung des Trittbrettfahrereffekts in einem Projekt mit vielen, nur durch
einen Eigenbedarf motivierten Entwicklern beschreibt das vorliegende Modell
zweifelsfrei sehr gut. Es weist aber im Licht von Kapitel 2 mehrere gravierende
Schwa¨chen auf:
Erstens beru¨cksichtigt es nur eines von vielen Motiven. Andere Motive, die ja oft
nicht auf den Nutzwert des Endergebnisses sondern auf den des Selbermachens
abzielen, ko¨nnten die Annahme cL < 0 rechtfertigen; die oben beschriebenen
Ergebnisse sind aber gegenu¨ber einer solchen A¨nderung der Annahmen nicht
robust. Zweitens erscheint die Beschra¨nkung auf symmetrische Gleichgewich-
te und identisch verteilte Nutzen und Kosten unangemessen. Dazu stelle man
sich etwa vor, das Modell beschreibe die Weiterentwicklung von OpenOffice.org
und Spieler 1 sei das Unternehmen Sun, der Initiator dieses Projekts. Unter
diesen Voraussetzungen gilt wohl fu¨r viele denkbare Programmerweiterungen
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Pr{v1 > c1} = 1; es ist dann ein naheliegendes asymmetrisches Gleichgewicht,
daß Sun immer entwickelt, und die anderen nie. Das vom vorliegenden Modell
erfaßte Koordinationsproblem ist also in der Realita¨t oft gar nicht vorhanden.
Drittens schließlich bietet das Modell keine Erkla¨rung fu¨r die eigentliche Frage,
wann und warum die Entwickler offener Software geistiges Eigentum verschen-
ken. Den Spielern im Modell bleibt aufgrund der vorgegebenen Aktionen keine
andere Wahl. Mag diese Einschra¨nkung im Fall von Copyleft-Lizenzen akzepta-
bel sein, so ist sie fu¨r Non-Copyleft-Lizenzen vo¨llig unangebracht. Die Entwick-
ler verfu¨gen dann na¨mlich u¨ber die Mo¨glichkeit, ihre Eigenentwicklung geheim-
zuhalten und an die anderen Spieler zu verkaufen. Machte man den Spielern
im vorliegenden Modell eine entsprechende Aktion verfu¨gbar, so wu¨rde diese
die des Verschenkens schwach dominieren, und zwar unabha¨ngig von der Mo-
dellierung des Markts fu¨r die Erweiterung. Insgesamt scheint das Modell von
Johnson daher am Kern der Sache vorbeizugehen.
3.2.1.2 Das Modell von Myatt und Wallace (2002)
Myatt und Wallace (2002) betrachten insgesamt vier eng verwandte statische
Spiele mit zwei Spielern8 und vollsta¨ndigen Informationen. Wiederum fungie-
ren beide Spieler sowohl als Nutzer als auch als Entwickler und haben die Wahl
zwischen den beiden Mo¨glichkeiten, nicht beizutragen (Aktion 0) oder aber bei-
zutragen (Aktion 1). Als Lo¨sungskonzept verwenden Myatt undWallace das des
Nash-Gleichgewichts in reinen Strategien; im Fall mehrerer derartiger Gleich-
gewichte fordern sie zusa¨tzlich Risikodominanz.9
Das erste Spiel entspricht im Kern dem von Johnson (2002) betrachteten,
entha¨lt also wiederum ein Trittbrettfahrerproblem. Beide Spieler erhalten als
Benutzer die hier gleiche Auszahlung v, falls mindestens einer von ihnen ent-
8Alle Ergebnisse gelten aber fu¨r n Spieler ganz analog.
9Myatt undWallace begru¨nden ihre Wahl von Risikodominanz als Selektionskriterium damit,
daß dieses Gleichgewichte wa¨hlt, die mit jenen eng verwandter Spiele mit unvollsta¨ndigen
Informationen korrespondieren.
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Trittbrettfahrerproblem
1 0 1 0
1 v − c1, v − c2 v − c1, v 1 v − c1/2, v − c2/2 −c1/2, 0
0 v, v − c2 0, 0 0 0,−c2/2 0, 0
(a) keine Integration (b) Integration
Problem positiver externer Effekte
1 0 1 0
1 2v − c1, 2v − c2 v − c1, v 1 2v − c1, 2v − c2 −c1, 0
0 v, v − c2 0, 0 0 0,−c2 0, 0
(c) keine Integration (d) Integration
Abbildung 3.1: Von Myatt und Wallace (2002) analysierte Spiele
wickelt. Die Kosten dafu¨r seien c1 > 0 bzw. c2 > 0; zudem gelte c1 < c2.
10 In
Abbildung 3.1 (a) ist dieses Spiel in Normalform dargestellt.11 Es gilt nun:
• Fu¨r c2 ≤ v sind zwar die Strategieprofile (1, 0) und (0, 1) beide Nash-
Gleichgewichte, aber nur (1, 0) ist risikodominant; fu¨r c1 ≤ v < c2 ist
(1, 0) sogar das einzige Gleichgewicht. In beiden Fa¨llen entwickelt folglich
ausschließlich der Spieler mit den geringeren Kosten!
• Fu¨r v < c1 entwickelt hingegen niemand. Dieses Ergebnis ist aber fu¨r
c1 < 2v ineffizient. Myatt und Wallace untersuchen nun, ob die Projekt-
leitung diese Ineffizienz durch eine A¨nderung der Spielregeln beseitigen
kann, indem sie die zu entwickelnde Erweiterung in zwei fu¨r sich genom-
men nutzlose Ha¨lften zerlegt und jedem Spieler die Mo¨glichkeit gibt, eine
Ha¨lfte zu entsprechend reduzierten Kosten zu entwickeln. Das Spiel nimmt
dann die in Abbildung 3.1 (b) dargestellte Form an. Es zeigt sich aber,
daß das Profil (1, 1) unter der gegebenen Einschra¨nkung v < c1 < 2v kein
risikodominantes Gleichgewicht ist. Die Zerlegung der Erweiterung mit
dem Zwang zur Integration ist also nicht zielfu¨hrend.
10Der relativ uninteressante Fall c1 = c2 wird in dieser Darstellung ausgeklammert, da dann
das Spiel symmetrisch wird und Risikodominanz als Selektionskriterium ausfa¨llt.
11Wie immer ist Spieler 1 der Zeilenspieler und Spieler 2 der Spaltenspieler.
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Des weiteren betrachten Myatt und Wallace eine Situation, in der jeder Spieler
eine ihm genau zugeordnete Erweiterung entwickeln kann, die auch vom jeweils
anderen Spieler gescha¨tzt wird. Der Fokus dieser Modellvariante liegt also auf
der Wirkung positiver externer Effekte. Das betrachtete Spiel findet sich in
Abbildung 3.1 (c); die wichtigsten Ergebnisse sind nachfolgend angegeben:
• Fu¨r jeden Spieler i ∈ {1, 2} ist es offensichtlich streng dominant beizu-
tragen, wenn v > ci gilt. Anderenfalls ist es schwach dominant, nicht
beizutragen.
• Das Verhalten der Spieler ist aufgrund der positiven externen Effekte nicht
effizient. Anders als im ersten betrachteten Spiel kann die Projektleitung
aber hier die Ineffizenz zumindest fu¨r bestimmte Parameterwerte beseiti-
gen, indem sie beide Erweiterungen wiederum so integriert, daß sie keinen
eigensta¨ndigen Nutzen haben. Es entsteht dann das in Abbildung 3.1 (d)
gezeigte Spiel, welches fu¨r c2 ≤ 2v die beiden Gleichgewichte (1, 1) und
(0, 0) aufweist. Gilt 2v > c1 + c2, dann ist (1, 1) risikodominant und die
Entwicklung erfolgt auf effizientem Niveau; fu¨r 2v < c1 + c2 bricht sie
hingegen vollkommen zusammen.
Das vorliegende Modell ist aus zwei Gru¨nden bemerkenswert: Erstens zeigt
es die Rolle asymmetrischen Verhaltens fu¨r die Lo¨sung von Trittbrettfahrer-
problemen, wenn gute Informationen u¨ber die beteiligten Entwickler vorliegen;
zweitens verdeutlicht es die Bedeutung der Interaktionsstruktur zwischen den
Spielern und ruft auch in Erinnerung, daß diese Struktur situativ vera¨ndert
werden kann.
Schwachpunkte des Modells sind wiederum die Beru¨cksichtigung nur eines Mo-
tivs sowie die artifizielle Einschra¨nkung der Strategiemenge, welche es den Spie-
lern nicht erlaubt, ihre Eigenentwicklungen zu verkaufen.
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3.2.2 Die Rolle von Karrieremotiven
Die zweite Welle formaler Modelle hat sich dem von Lerner und Tirole (2002)
gewiesenen Weg folgend der Rolle von Karrieremotiven zugewandt. Dabei wur-
den zwei grundsa¨tzlich verschiedene Ansa¨tze verfolgt: Einige Modelle erweitern
den im vorherigen Abschnitt vorgestellten Rahmen der privaten Bereitstellung
o¨ffentlicher Gu¨ter dahingehend, daß nicht nur das Endergebnis, sondern auch
das Entwickeln an sich einen eigensta¨ndigen Nutzen stiftet, der als Wert eines
positiven Signals an potentielle Arbeitgeber oder neuerworbenen Ko¨nnens in-
terpretiert werden kann. Andere Modelle blenden das Motiv der Befriedigung
von Eigenbedarf hingegen vollkommen aus und betrachten reinrassiges Job-
Market-Signaling a` la Spence (1973), erweitert um Eigenarten offener Software.
Nachfolgend wird fu¨r beide Ansa¨tze jeweils ein repra¨sentatives Modell vorge-
stellt.
3.2.2.1 Das Modell von Bitzer und Schro¨der (2005)
Auch Bitzer und Schro¨der (2005) betrachten ein Spiel zwischen n ∈ N Spielern,
in dem es um die Frage geht, wer eine von allen gescha¨tzte Erweiterung ent-
wickelt. Gegenu¨ber den bisher vorgestellten Modellen verfu¨gen die Spieler dabei
aber u¨ber eine sehr viel elaboriertere Strategiemenge: Konnten die Spieler bis-
lang nur sofort entwickeln oder aber nie, so ist eine reine Strategie in diesem
Spiel, zum Zeitpunkt t ∈ [0,∞) zu entwickeln, sollte dies bis dahin noch nicht
geschehen sein. Formal fu¨hrt diese Modellierung zu einem Zermu¨rbungskrieg in
stetiger Zeit.
Jeder Spieler i ist durch sechs allgemein bekannte Parameter charakterisiert:
den Nutzen vi ≥ 0, den er erha¨lt, solange die Erweiterung noch nicht verfu¨gbar
ist, den Nutzen ui ≥ vi, den er in seiner Rolle als Nutzer erha¨lt, sobald die
Erweiterung verfu¨gbar ist, den Karrierenutzen si ≥ 0, den ihm verbesserte
Karrieremo¨glichkeiten stiften, wenn er selbst entwickelt, seine Entwicklungsko-
sten ci ≥ 0, seine Diskontierungsrate ri ≥ 0 sowie den Zeithorizont Ti ≥ 0,
nach dessen U¨berschreitung der Spieler aus exogenen Gru¨nden aus dem Spiel
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ausscheidet. Dabei erfassen vi, ui und si jeweils die Gro¨ße eines Nutzenstroms,
der zwischen zwei Zeitpunkten t1 ≥ 0 und t2 ≥ t1 fließt und der z. B. fu¨r ui den
Gegenwartswert
∫ t2
t1
uie
−rit dt = (ui/ri)(e
−rit1 − e−rit2) aufweist.
Entwickelt nun zum Zeitpunkt t ein Spieler j 6= i die Erweiterung, so erha¨lt
Spieler i den Nutzen Fi(t) = (vi/ri)(1 − e−rit) + (ui/ri)(e−rit − e−riTi); ent-
wickelt hingegen Spieler i selbst, so stiftet ihm dies den Nutzen Di(t) = Fi(t)+
(si/ri)(e
−rit − e−riTi) − cie−rit. Entwickelt schließlich innerhalb des relevan-
ten Zeithorizonts niemand die Erweiterung, so erha¨lt Spieler i den Nutzen
Ri = (vi/ri)(1− e−riTi).
Bitzer und Schro¨der analysieren nun die Gleichgewichte dieses Spiels unter der
zusa¨tzlichen Annahme (si/ri)(1 − e−riTi) < ci < ((si + ui − vi)/ri)(1 − e−riTi)
fu¨r alle i. Wa¨ren na¨mlich die Entwicklungskosten ci im Vergleich zum Karrie-
renutzen si zu klein, so wu¨rde Spieler i die Erweiterung trivialerweise sofort
entwickeln, wa¨ren sie hingegen im Vergleich zum Karrierenutzen si und dem
durch die Erweiterung gestifteten Zusatznutzen ui−vi zu groß, so wu¨rde Spieler
i unter keinen Umsta¨nden entwickeln und ko¨nnte in der Analyse vernachla¨ssigt
werden. Fu¨r entsprechend beschra¨nkte Entwicklungskosten gilt nun:
• Fu¨r jeden Spieler i existiert ein kritischer Zeitpunkt t¯i = Ti − (1/ri) ·
ln ((ui − vi + si)/(ui − vi + si − rici)), ab dem er unter keinen Umsta¨nden
entwickelt. Dieser Zeitpunkt ergibt sich als Lo¨sung von Di(t) = Ri.
• Gilt t¯i 6= t¯j fu¨r alle i 6= j, so existiert ein eindeutiges teilspielperfektes
Gleichgewicht, in dem der Spieler mit dem gro¨ßten t¯i zum Zeitpunkt 0
entwickelt.
• Der die Erweiterung entwickelnde Spieler ist also tendenziell gekennzeich-
net durch einen hohen Nutzenzugewinn ui− vi, einen hohen Karrierenut-
zen si, einen langen Zeithorizont Ti, eine niedrige Diskontierungsrate ri
und niedrige Kosten ci.
Das Modell illustriert also, wie eine reichhaltige Strategiemenge das bisher be-
trachtete Koordinationsproblem zu lo¨sen hilft. Die Relevanz dieses Aspekts
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wird jedem Leser, der in seinem Leben bereits mit einer zweiten Person vor
einem schmalen, nur allein passierbaren Durchgang stand, aber eben auch nach
zuna¨chst erfolglosen Koordinationsbemu¨hungen nun nicht mehr dort steht, so-
fort einleuchten. Zudem benennt das Modell Eigenschaften, welche die Ent-
wickler offener Software neben einfachen Nutzenaspekten tendenziell auszeich-
nen sollten: Jugend, Geduld und Ko¨nnen. Daß diese theoretisch hergeleiteten
Eigenschaften den in Abschnitt 2.3 beschriebenen entsprechen, stu¨tzt das vor-
liegende Modell.
Wiederum ist es den Spielern allerdings nicht erlaubt, ihre Eigenentwicklungen
zu verkaufen. Zwar bietet der Karrierenutzen immerhin einen formalen Grund
dafu¨r, die Eigenentwicklung als offene Software zu verschenken. Da dieser Nut-
zen aber annahmegema¨ß nach oben durch die Entwicklungskosten beschra¨nkt
ist, die wiederum regelma¨ßig niedriger sind als die mit einer Software am Markt
erzielbaren Gewinne, sticht dieses Argument letztlich nicht.
3.2.2.2 Das Modell von Leppa¨ma¨ki und Mustonen (2004)
Leppa¨ma¨ki und Mustonen (2004) analysieren die Entwicklung offener Software
in einem klassischen Job-Market-Signaling-Modell,12 welches sie um die Be-
sonderheit erweitern, daß die Signalisierungsaktivita¨ten Auswirkungen auf die
Absatzma¨rkte potentieller Arbeitgeber haben. Die in dem Modell auftretenden
Akteure sind ein Entwickler, ein Softwareunternehmen und mehrere Endnutzer,
die anders als bisher keine potentiellen Entwickler sind.
Der Entwickler hat einen nur ihm bekannten Typ θ ∈ {1, 2},13 der ein Maß fu¨r
seine Fa¨higkeiten darstellt. Um nun dem Softwareunternehmen seine Fa¨higkeiten
zu signalisieren, kann er eine offene Software der Qualita¨t y ∈ [0, y¯] mit y¯ > 0
entwickeln; dabei entstehen dem Entwickler typabha¨ngige Kosten in Ho¨he von
12Weitere Job-Market-Signaling-Modelle stammen von Lee, Moisa und Weiß (2004) sowie von
Pru¨fer (2004).
13Allgemein bekannt sind lediglich die Wahrscheinlichkeiten Pr{θ = 2} = q und Pr{θ = 1} =
1− q mit q ∈ (0, 1).
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y/θ. Schließlich zahlt ihm das Softwareunternehmen in Kenntnis der von ihm
entwickelten offenen Software den Lohn w ≥ 0. Der Gesamtnutzen des Entwick-
lers betra¨gt dann u(w, y, θ) = w − y/θ.
Die urspru¨nglich allein als Signal entwickelte offene Software hat nun auf dem
Umweg u¨ber den Endnutzermarkt einen externen Effekt auf den zuku¨nftigen
Arbeitgeber, das Softwareunternehmen. Dieser Effekt ist positiv, wenn die of-
fene Software und das Angebot des Softwareunternehmens Komplemente sind;
im Fall von Substituten ist er hingegen negativ. Formal wird er durch den Pa-
rameter k erfaßt, der fu¨r k > 0 die Sta¨rke der Komplementarita¨t und fu¨r k < 0
die der Substituierbarkeit anzeigt. Unter der zusa¨tzlichen Annahme, daß der
Entwickler nach seiner Anstellung fu¨r das Unternehmen eine Software der Qua-
lita¨t θ entwickelt, beschreiben Leppa¨ma¨ki und Mustonen einen realistischen
Endnutzermarkt der Gro¨ße M > 0, auf dem das Unternehmen den Umsatz
R =M · (θ+ ky) erzielen kann. In Bezug auf den Arbeitsmarkt wird zudem an-
genommen, der Entwickler verfu¨ge u¨ber alle Verhandlungsmacht; sein Lohn w
entspricht dann bei Vernachla¨ssigung sonstiger Kosten dem erwarteten Umsatz.
Die Zeitstruktur des Modells entspricht der anderer Signaling-Modelle; des wei-
teren fokussieren Leppa¨ma¨ki und Mustonen ihre Analyse auf das Perfekte Baye-
sianische Trenngleichgewicht mit den geringsten Signalisierungskosten, welches
dem Intuitiven Kriterium genu¨gt. In diesem Gleichgewicht gilt:14
• Offene Software wird nur von Entwicklern mit dem Typ θ = 2 entwickelt.
Ihre Qualita¨t ist dann y∗(θ = 2) =M/(1−Mk).
• In einer Modellerweiterung verfu¨gt der Entwickler unabha¨ngig vom Typ
u¨ber eine alternative Anstellungsmo¨glichkeit mit dem Lohn w0 > M · (1+
q). Ga¨be es keine offene Software, so ha¨tte das Unternehmen also einen ne-
gativen Erwartungsgewinn, wenn es den Entwickler ungepru¨ft zum Lohn
w0 einstellte. Folglich hat das Unternehmen einen Anreiz, ein offenes Ent-
wicklungsprojekt zu begru¨nden, welches als Screening-Mechanismus die-
nen kann.
14Die vorgestellten Ergebnisse gelten unter der technischen Annahme k ≤ 1/(2M).
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Das vorliegende Modell illustriert also, wie Signaling-Erwa¨gungen kompetente
Einzelpersonen zur Entwicklung offener Software bewegen ko¨nnen. Die Beru¨ck-
sichtigung der geschilderten externen Effekte erlaubt u¨berdies Aussagen daru¨ber,
wie hoch die Qualita¨t der aus diesem Antrieb geschaffenen offenen Software
ist: sie sollte sowohl mit der Marktgro¨ße als auch mit dem Grad der Komple-
mentarita¨t zwischen offener und proprieta¨rer Software ansteigen. Des weiteren
zeigt das Modell, daß es fu¨r ein Unternehmen sinnvoll sein kann, ein offenes
Entwicklungsprojekt zu begru¨nden, wenn es so die Mo¨glichkeit zum Screening
potentieller Arbeitnehmer erha¨lt.
Leider greift die alleinige Beru¨cksichtigung des Signaling-Motivs wie gesehen
zu kurz. Des weiteren bleibt unklar, welche Resultate sich erga¨ben, wenn meh-
rere Entwickler und Unternehmen sowohl auf dem Arbeits- als auch auf dem
Endnutzermarkt konkurrierten.
3.2.3 Die Rolle von Unternehmen
In ju¨ngster Zeit wurden verschiedene theoretische Arbeiten zu den Motiven von
Unternehmen vero¨ffentlicht. Kein dem Verfasser dieser Arbeit bekanntes Modell
befaßt sich dabei explizit mit solchen Unternehmen, die zu einer offenen Softwa-
re komplementa¨rere Produkte anbieten. Eine Lu¨cke hinterla¨ßt das Fehlen einer
solchen Betrachtung allerdings nicht, da die Koordinationsprobleme zwischen
mehreren Anbietern von Komplementen mit den in Abschnitt 3.2.1 beschriebe-
nen identisch sind; spezielle Modelle sind daher nicht erforderlich. Nachfolgend
werden allerdings zwei Modelle vorgestellt, die weitere Gru¨nde dafu¨r offenlegen,
warum Unternehmen zur Entwicklung offener Software beitragen.15
3.2.3.1 Das Modell von Mustonen (2005)
Mustonen (2005) untersucht, warum sich ein Unternehmen an der Entwicklung
einer offenen Software beteiligen ko¨nnte, obwohl diese ein Substitut zu einem
15Auch Leppa¨ma¨ki und Mustonen (2004) benennen wie gesehen mit dem Screening potenti-
eller Mitarbeiter ein Motiv fu¨r die Beteiligung an offener Software.
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eigenen Produkt darstellt.
Dazu betrachtet er einen Markt, in dem ein Kontinuum von Konsumenten der
Masse 1 zwischen einer offenen und einer proprieta¨ren Software wa¨hlen kann.
Jeder Konsument wird charakterisiert durch seinen Typ θ, der auf dem Inter-
vall [0, 1] gleichverteilt sei. Dieser Typ entspricht dem Grundnutzen, den der
Konsument aus der offenen Software bezieht; des weiteren wird angenommen,
daß die proprieta¨re Software hochwertiger ist und der entsprechende Grund-
nutzen 2θ betra¨gt. Zusa¨tzlich zum Grundnutzen stiften beide Angebote einen
Netzwerknutzen.16 Bezeichnet x den erwarteten Marktanteil der proprieta¨ren
Software, κ ∈ {0, 1} den Kompatibilita¨tsgrad zwischen den beiden Angeboten
und v ≥ 0 ein Maß fu¨r die Sta¨rke des Netzwerkeffekts, dann betrage diese Nut-
zenkomponente fu¨r die proprieta¨re Software v ·(x+κ ·(1−x)) und fu¨r die offene
v·(1−x+κx).17 Des weiteren wird angenommen, die offene Entwicklungsgemein-
schaft stifte einen zusa¨tzlichen Nutzen in Ho¨he von β ≥ 0, auf den bei Inkompa-
tibilita¨t nur die Nutzer der offenen Software, bei Kompatibilita¨t hingegen alle
Nutzer Zugriff haben. Schließlich erhebe der Hersteller der proprieta¨ren Softwa-
re Lizengebu¨hren in Ho¨he von l ≥ 0. Ein Konsument von Typ θ bezieht also aus
der proprieta¨ren Software den Nutzen uP (θ, l, κ) = 2θ+v ·(x+κ·(1−x))+κβ−l
und aus der offenen den Nutzen uO(θ, κ) = θ + v · (1− x+ κx) + β.
Mustonen betrachtet wie in der Literatur zu Netzwerkeffekten u¨blich nur Nash-
Gleichgewichte, in denen die erwarteten Marktanteile den tatsa¨chlichen entspre-
chen. Unter den beiden Annahmen v < 1/3 und β < 1− v gilt dann:18
• Bei Kompatibilita¨t betra¨gt der Unternehmensgewinn G∗κ=1 = 1/4, bei
Inkompatibilita¨t hingegen G∗κ=0 = (1− v − β)2/(4 − 8v).
16In Abschnitt 4.2.1 wird die Rolle von Netzwerkeffekten in Softwarema¨rkten ausfu¨hrlich
beschrieben.
17In dem Modell erwirbt jeder Konsument genau eines der beiden Angebote.
18Tatsa¨chlich analysiert Mustonen sein Modell fu¨r einen gro¨ßeren Parameterraum, u¨bersieht
dabei aber, daß fu¨r starke Netzwerkeffekte (großes v) aufgrund des Tipping-Effekts mehrere
Gleichgewichte existieren. Der Haupteffekt seines Modells la¨ßt sich aber auch in dem hier
betrachteten, eingeschra¨nkten Parameterraum illustrieren.
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• Fu¨r β > 1 − v − √1− 2v gilt G∗κ=1 > G∗κ=0. Das Unternehmen hat al-
so einen Anreiz, Kompatibilita¨t herzustellen, wenn der von der offenen
Entwicklungsgemeinschaft gestiftete Zusatznutzen β hinreichend groß ist.
Ist nun Kompatibilita¨t am kostengu¨nstigsten durch eine Vera¨nderung der of-
fenen Software herzustellen und u¨bersteigt die Differenz G∗κ=1 − G∗κ=0 diese
Kosten, so wird sich das Unternehmen mit dem entsprechenden Ziel an der
Weiterentwicklung der substitutiven offenen Software beteiligen. Es ist das Ver-
dienst des vorliegenden Modells, diesen Effekt erstmalig beschrieben zu haben.
Leider krankt das Modell aber an zwei fragwu¨rdigen Annahmen: Erstens ist
zweifelhaft, ob die fu¨r das obige Ergebnis unverzichtbare Annahme, Nutzer ei-
ner proprieta¨ren Software ko¨nnten von Leistungen der Entwicklergemeinschaft
einer kompatiblen offenen Software profitieren, der Realita¨t entspricht; eine
u¨berzeugende Begru¨ndung gibt Mustonen jedenfalls nicht. U¨berdies ist zwei-
tens die Annahme vertikaler Produktdifferenzierung wenig allgemeingu¨ltig. Si-
cherlich existieren Beispiele fu¨r Ma¨rkte, in denen eine proprieta¨re einer offenen
Software qualitativ u¨berlegen ist. Fu¨r ein generisches Modell, welches den Wett-
bewerb zwischen diesen beiden Arten von Software grundsa¨tzlich beschreibt,
scheint aber im Licht von Abschnitt 2.5 die Annahme horizontaler Differenzie-
rung angemessener zu sein.
Tatsa¨chlich ist es aber leicht, das von Mustonen beschriebene Motiv auf der
Grundlage der in Abschnitt 4.2 beschriebenen Modellfamilie auch ohne die-
se beiden fragwu¨rdigen Annahmen zu replizieren: In Abschnitt 4.2.2 wird der
Wettbewerb zwischen einer offenen und einer proprieta¨ren Software unter der
Annahme horizontaler Differenzierung und ohne Netzwerkeffekte modelliert. Da
das Fehlen von Netzwerkeffekten formal mit dem Fall vollkommener Kompati-
bilita¨t identisch ist, kann man den dort hergeleiteten Unternehmensgewinn hier
als Gewinn des Unternehmens bei Kompatibilita¨t interpretieren; er ist dem-
nach G′κ=1 = t/8 mit t ≥ als Pra¨ferenzintensita¨t bezu¨glich der horizontalen
Differenzierung.19 In Abschnitt 4.2.3 wird dann gezeigt, daß der Gewinn des
19Der Gewinn ergibt sich, indem man in Gleichung (4.7) die beiden hier nicht relevanten
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Unternehmens bei Inkompatibilita¨t und schwachem Netzwerkeffekt (v < t) nur
G′κ=0 = (t− v)/8 betra¨gt. Der oben beschriebene Grund fu¨r die Beteiligung an
einem offenen Entwicklungsprojekt ist also wiederum gu¨ltig.
3.2.3.2 Das Modell von Henkel (2004b)
Henkel (2004b) betrachtet ein Modell mit zwei Unternehmen A und B, deren
Produkte in einem Qualita¨tswettbewerb stehen. Beide Unternehmen verwen-
den in ihrem jeweiligen Produkt eine offene Software, die um zwei Module mit
frei wa¨hlbarer Qualita¨t erweitert werden kann. Dabei ist Modul 1 fu¨r Unter-
nehmen A und Modul 2 fu¨r Unternehmen B relativ wichtiger. Bezeichnet qXi
das Qualita¨tsniveau, mit dem Modul i ∈ {1, 2} Unternehmen X ∈ {A,B} zur
Verfu¨gung steht, und ist a ∈ [0, 1] ein Maß fu¨r die Homogenita¨t des Bedarfs
der beiden Unternehmen bezu¨glich der zwei Module, dann sei die Gesamtqua-
lita¨t der Produkte von A und B gegeben durch QA = qA1 + aqA2 + qA1qA2
bzw. QB = aqB1 + qB2 + qB1qB2. Der Term qX1qX2 dru¨ckt dabei aus, daß es
sich um zwei komplementa¨re Module handelt.
Unternehmen X kann in die Entwicklung von Modul i den Betrag cXi inve-
stieren und so das Qualita¨tsniveau
√
cXi erzeugen. Des weiteren kann es diese
Entwicklung allgemein verfu¨gbar machen (gXi = 1) oder aber geheimhalten
(gXi = 0). Das von Unternehmen X letztendlich verwendete Modul i hat dann
die Qualita¨t qXi = max{√cXi, gY i · √cY i} mit Y 6= X. Die Gesamtkosten be-
tragen CX = cX1 + cX2.
Henkel verzichtet auf eine explizite Modellierung des Qualita¨tswettbewerbs.
Vereinfachend nimmt er an, der Gewinn der Unternehmen A und B betrage
GA = QA− cQB −CA bzw. GB = QB − cQA−CB . Dabei ist c ∈ [0, 1] ein Maß
fu¨r die Intensita¨t des Wettbewerbs zwischen den beiden Unternehmen.
Die Entscheidungen fallen in der folgenden Reihenfolge: Erst entscheiden beide
Unternehmen simultan u¨ber ihren Markteintritt. Dann legen sie verbindlich fest,
Politikvariablen z und s gleich Null setzt.
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ob sie ihre Eigenentwicklungen vero¨ffentlichen oder aber geheimhalten. Schließ-
lich treffen sie ihre Entwicklungsentscheidung. Das geeignete Lo¨sungskonzept
ist offensichtlich das teilspielperfekte Gleichgewicht. Es gilt nun:
• Fu¨r verha¨ltnisma¨ßig große Werte von a und c (z. B. fu¨r a = 0, 8 und c =
0, 7)20 existiert ein eindeutiges Gleichgewicht, in dem beide Unternehmen
in den Markt eintreten, ihre Entwicklungen vero¨ffentlichen und nur das
fu¨r sie wichtigere Modul entwickeln. Dieses Gleichgewicht beruht im Kern
darauf, daß es fu¨r die gegebenen Parameterwerte schlicht zu teuer ist,
beide Module zu entwickeln.
• Fu¨r verha¨ltnisma¨ßig kleine Werte von a und c (z. B. fu¨r a = 0, 2 und
c = 0, 2) existiert zusa¨tzlich zu dem eben beschriebenen kooperativen
Gleichgewicht ein weiteres, in dem beide Unternehmen in den Markt ein-
treten und ihre Entwicklungen geheimhalten. Das unerwartete kooperati-
ve Gleichgewicht begru¨ndet sich dabei wie folgt: Schert etwa Unternehmen
B einseitig aus der Entwicklungsgemeinschaft aus, so kann Unternehmen
A das von Unternehmen B in hoher Qualita¨t entwickelte Modul 2 nicht
mehr verwenden. Es wird also Modul 2 fortan in Eigenregie entwickeln,
allerdings zu einer deutlich geringeren Qualita¨t, da ihm Modul 2 fu¨r ein
kleines a sehr unwichtig ist. Da aber die beiden Module Komplemente
sind, verringert sich fu¨r Unternehmen A dann auch der Anreiz, Modul
1 in einer hohen Qualita¨t zu entwickeln. Unter diesem Qualita¨tsverlust
leidet auch Unternehmen B, welches Modul 1 ja von Unternehmen A
u¨bernimmt. Folglich sinken durch den Wechsel des Unternehmens B zu
einer Strategie der Geheimhaltung sowohl QA als auch QB ; ist nun die
Wettbewerbsintensita¨t c hinreichend klein, reduziert dies auch den Ge-
winn GB .
Das vorliegende Modell zeigt ganz ausgezeichnet, wie zwei Unternehmen unter
bestimmten Rahmenbedingungen eine fu¨r beide Seiten profitable Entwickler-
20Die genaue algebraische Beschreibung der erforderlichen Werte der Parameter a und c ist
umfangreich und kaum informativ; auf sie wird daher hier verzichtet.
94
gemeinschaft bilden ko¨nnen. Insbesondere der zuletzt beschriebene Fall zweier
Gleichgewichte ist dabei interessant: Im unkooperativen Gleichgewicht halten
beide Unternehmen ihre Eigenentwicklungen geheim; im kooperativen, Pareto-
dominanten Gleichgewicht entwickelt hingegen jedes Unternehmen das ihm
wichtigere Modul und stellt es dem anderen als offene Software zur Verfu¨gung.
Die Unternehmen spielen also ein Koordinationsspiel.
Allerdings behandelt das Modell einen zu kleinen Ausschnitt der Wirklichkeit,
um grundsa¨tzliche Aussagen u¨ber die Arbeitsweise offener Softwareprojekte zu
ermo¨glichen. Zudem bleibt unklar, wieso die Unternehmen ihre Eigenentwick-
lungen nicht wechselseitig lizenzieren.
3.3 Modell zur Entstehung offener Softwareprojekte
3.3.1 Grundidee
Die im vorigen Abschnitt vorgestellten Modelle illustrieren, wie verschiedenste
Motive ein offenes Softwareprojekt tragen, sobald dieses als Institution etabliert
ist. Sie erkla¨ren allerdings nicht, warum und unter welchen Voraussetzungen ein
offenes Softwareprojekt u¨berhaupt erst entsteht. So nehmen Johnson (2002),
Myatt und Wallace (2002) sowie Bitzer und Schro¨der (2005) den Entwicklern
allesamt die Option, Eigenentwicklungen zu verkaufen; gerechtfertigt ist diese
Einschra¨nkung aber eben nur dann, wenn diese Eigenentwicklung auf einer be-
reits vorhandenen unter einer Copyleft-Lizenz stehenden offenen Software auf-
baut. Auch Leppa¨ma¨ki und Mustonen (2004) setzen das Vorhandensein einer
hierarchischen Entwicklergemeinschaft mit etablierten Begutachtungsmechanis-
men implizit voraus. Schließlich erfordert Job-Market-Signaling eine anerkannte
Institution, die den Erwerb eines Signals fu¨r talentierte Individuen billig und fu¨r
untalentierte teuer macht, und es einem Arbeitgeber so erspart, die Fa¨higkeiten
eines potentiellen Arbeitnehmers selbst ermitteln zu mu¨ssen. Und Mustonen
(2005) und Henkel (2004b) nehmen in ihren Modellen sogar die Existenz einer
reifen, massenmarkttauglichen offenen Software an.
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Um die in der bestehenden Literatur vorhandene Lu¨cke zu fu¨llen, wird in dieser
Arbeit ein Modell entwickelt, welches die Entstehung offener Softwareprojekte
erkla¨rt. Das Modell beruht auf dem evolutiona¨ren Ansatz zur Entstehung von
Institutionen von Kandori, Mailath und Rob (1993) sowie Young (1993). Diese
postulieren eine Welt, in der Institutionen erst im Laufe der Zeit durch die wie-
derholte Interaktion vieler beschra¨nkt rationaler Individuen entstehen, anstatt
sich wie sonst u¨blich als Gleichgewichte von Spielen zwischen perfekt rationalen
homines oeconomici sofort zu etablieren.21 Relevant ist dieser Unterschied des-
halb, da er zu abweichenden Schlußfolgerungen fu¨hren kann. So schreibt Young
(1998, S. 4):
Neoclassical economics describes the way the world looks once the
dust has settled; we are interested in how the dust goes about sett-
ling. This is not an idle issue, since the business of settling may have
considerable bearing on how things look afterwards.
Das hier entwickelte Modell fußt ganz wesentlich auf Vorarbeiten von Eshel,
Samuelson und Shaked (1998), die den oben beschriebenen evolutiona¨ren An-
satz auf ein Modell zur privaten Bereitstellung o¨ffentlicher Gu¨ter anwenden.
Zwei Eigenschaften ihres Modells verdienen dabei besondere Aufmerksamkeit:
Erstens analysieren sie ein lokales Gut, d. h. nicht alle profitieren vom Bei-
trag eines bestimmten Spielers, sondern nur jene in einer geeignet definierten
Nachbarschaft dieses Spielers. Zweitens treffen alle Spieler ihre Entscheidun-
gen, indem sie besonders erfolgreiche Spieler in ihrer Nachbarschaft imitieren;
sie sind also ausgesprochen beschra¨nkt. Eshel et al. (1998) zeigen, daß unter
bestimmten Voraussetzungen fast alle Spieler zum o¨ffentlichen Gut beitragen.
Um verschiedene wichtige Spezifika offener Software angemessen beru¨cksichtigen
21Den Hauptgrund dafu¨r, die Annahme perfekt rationaler Spieler abzulehnen, liefert die ex-
perimentelle Spieltheorie. Sie hat auf vielfa¨ltige Weise belegt, daß sich echte Menschen nur
sehr selten vollkommen rational verhalten. Eine gute Einfu¨hrung in beschra¨nkte Rationa-
lita¨t und o¨konomisches Verhalten gibt Selten (1991).
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zu ko¨nnen, wird das Modell von Eshel et al. (1998) in mehrfacher Hinsicht mo-
difziert:
• Erstens liegt dem hier entwickelten Modell eine andere Auszahlungsstruk-
tur zugrunde, da es zwei Nutzenkomponenten beru¨cksichtigt, die nur bei
offener Software, nicht aber bei o¨ffentlichen Gu¨tern allgemein vorhanden
sind: So ist die Verfu¨gbarkeit des Quelltexts wertvoll an sich; beispiels-
weise kann man nur durch Einsicht in den Quelltext einer Software deren
Korrektheit und Sicherheit umfassend ermitteln, sie an eigene Bedu¨rfnisse
anpassen und von ihr lernen. Ceteris paribus ist also Software gerade fu¨r
technisch versierte Nutzer sehr viel wertvoller, wenn sie als o¨ffentliches
und nicht als privates Gut vorliegt.22 Zudem birgt offene Software einige
Nutzenkomponenten, auf die nur jene Zugriff erhalten, welche die Softwa-
re als o¨ffentliches Gut bereitstellen. Diese Nutzenkomponenten wurden in
Abschnitt 3.1 bereits umfassend diskutiert; bei aller Verschiedenheit ist
ihr einigendes Band, daß sie eine Entwicklergemeinschaft einer gewissen
Gro¨ße erfordern.
• Zweitens wird die von Eshel et al. (1998) betrachtete Nachbarschafts-
struktur verallgemeinert. Dieser Schritt ist notwendig, da diese Struktur
einen wichtigen Aspekt offener Softwareentwicklung beschreibt, der ohne
die Vera¨nderung zu starr erfaßt wu¨rde.
• Drittens wird schließlich das Entscheidungsverhalten der Spieler reichhal-
tiger modelliert als bei Eshel et al. (1998), um genauere Einsichten in den
Zusammenhang zwischen den Verhaltensannahmen und den Modellergeb-
nissen zu gewinnen.
Anders als die in Abschnitt 3.2 vorgestellten Arbeiten betrachtet das hier ent-
wickelte Modell ganz gezielt die Entscheidung dazwischen, eine selbst entwickel-
te Software unter einer offenen Lizenz zu verschenken oder unter einer pro-
prieta¨ren Lizenz zu verkaufen. Die vorgelagerte Frage, ob die Software u¨berhaupt
22Raymond (2001, S. 142) erla¨utert den Wert offenliegender Quelltexte ausfu¨hrlich.
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entwickelt werden soll, wird hingegen der Einfachheit halber nicht betrachtet.
Das Modell nimmt also implizit an, die individuell zu tragenden Entwicklungs-
kosten seien im Verha¨ltnis zur Zahlungsbereitschaft vernachla¨ssigbar gering.
Angemessen ist diese Vereinfachung aus drei Gru¨nden: Erstens werden viele
Entwickler – wie in Abschnitt 3.1 gezeigt – recht stark von intrinsischen Motiven
angetrieben. Wenn auch diese Motive in vielen Fa¨llen nicht ausreichen, um die
Beteiligung an offenen Entwicklergemeinschaften nachhaltig zu sichern, so wer-
den sie doch die individuellen Kosten dauerhaft reduzieren. Zweitens verfu¨gen
viele Entwickler – wie in Abschnitt 2.3 beschrieben – u¨ber eine universita¨re
Informatikausbildung. Da fu¨r die Entwicklung offener Software regelma¨ßig die-
selben frei verfu¨gbaren Werkzeuge verwendet werden wie in der universita¨ren
Lehre, finden viele Entwickler in offenen Softwareprojekten ein vertrautes Ar-
beitsumfeld vor; Lerner und Tirole (2002) sprechen in diesem Zusammenhang
vom Alumni-Effekt. Drittens sorgt die in Abschnitt 2.4.3 beschriebene Modula-
risierung dafu¨r, daß der einzelne nur einen kleinen Teil der gesamten Entwick-
lungslast zu tragen hat.
Das Modell beru¨cksichtigt den Aspekt der Modularisierung aber auch explizit
und behandelt in der Folge ein Koordinationsproblem, welches in subtiler Wei-
se von dem in den bisher vorgestellten Modellen abweicht. In jenen Modellen
erwa¨chst der Koordinationsbedarf aus der Frage, wer von mehreren potentiellen
Entwicklern ein ganz bestimmtes Modul verbessert; die Beitra¨ge der Spieler sind
also Substitute. In Abschnitt 2.4.3 wurde aber erla¨utert, daß an einem einzel-
nen Modul in der Realita¨t nur sehr wenige Entwickler arbeiten (Durchschnitt 4,
Median 1). Der entsprechende Koordinationsbedarf ist daher entweder gar nicht
vorhanden oder aber, da eine geringe Spielerzahl die Annahme guter Informa-
tionen rechtfertigt, wie von Myatt und Wallace (2002) und Bitzer und Schro¨der
(2005) gezeigt, leicht zu befriedigen. Im hier entwickelten Modell besteht das
Koordinationsproblem hingegen darin, ob Einzelentwickler bzw. kleine Teams
ihre Eigenentwicklungen proprieta¨r vermarkten oder aber gemeinsam zu einer
großen offenen Software wie etwa GNU/Linux verschmelzen; die Beitra¨ge der
Spieler sind also Komplemente.
98
3.3.2 Modellbeschreibung
3.3.2.1 Stufenspiel
Betrachtet wird eine endliche Menge I = {1, . . . , n} homogener Spieler, die
wiederum als Nutzer und als Entwickler fungieren. Im Stufenspiel wa¨hlt nun
jeder Spieler i eine Aktion ai ∈ {0, 1}; ai = 0 repra¨sentiert die Entscheidung,
die Eigenentwicklung unter einer proprieta¨ren Lizenz zu verkaufen, fu¨r ai =
1 verschenkt Spieler i sein Modul hingegen unter einer offenen Lizenz. Jeder
Spieler ist dabei genau einem Modul fest zugeordnet. Die Aktionen aller Spieler
werden im Aktionsprofil a = (a1, . . . , an) ∈ A = {0, 1}n zusammengefaßt.
Um die Beziehung der einzelnen Module zueinander zu erfassen, wird ange-
nommen, sie seien gleichfo¨rmig entlang eines Kreises angeordnet. Eine solche
Anordnung findet sich auch bei Bergstrom und Stark (1993), Ellison (1993)
sowie Eshel et al. (1998); ihr Vorteil besteht darin, daß sie keine Asymmetrien
erzeugt, wie sie etwa im Fall einer Geraden an den Ra¨ndern entstu¨nden. Jeder
Spieler i sei nun in eine Nachbarschaft N(i) = {i − r, . . . , i + r} ⊆ I mit dem
Radius r ≥ 1 eingebettet (vgl. Abbildung 3.2);23 es gelte n ≥ 2r+1, damit sich
die beiden Seiten einer Nachbarschaft nicht u¨berlappen.
Wie bereits angedeutet, erfaßt die Nachbarschaftsstruktur keine ra¨umlichen Be-
ziehungen. Vielmehr beschreibt sie die Tatsache, daß die Module aus Nutzersicht
einen unterschiedlich engen Bezug haben; so weisen etwa im Fall eines Betriebs-
systems wie GNU/Linux ein Treiber fu¨r eine Netzwerkkarte und die Implemen-
tierung eines Netzwerkprotokolls eine gro¨ßere Na¨he auf als eine Grafikbibliothek
und ein Dateisystem. Diese Interpretation der Nachbarschaftsstruktur erlaubt
die Annahme, alle Spieler inN(i) ha¨tten eine positive, auf 1 normierte Zahlungs-
bereitschaft fu¨r das von Spieler i entwickelte Modul, wohingegen alle anderen
Spieler dieses Modul nicht wertscha¨tzen. Wenn also Spieler i entscheidet, sein
Modul zu verkaufen, so wird er einen Preis in Ho¨he von 1 erheben und den
23Im Interesse einer u¨bersichtlichen Notation wird bei Spieler-Indizes i + r fu¨r [(i + r −
1) modulo n] + 1 und i − r fu¨r [(i − r + n − 1) modulo n] + 1 geschrieben. Betra¨gt al-
so beispielsweise n = 100, dann gilt 100 + 1 = 1 und 1− 1 = 100.
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Abbildung 3.2: Anordnung der Module und Nachbarschaftsstruktur
Umsatz 2r erzielen.24 Seine Kunden erhalten hingegen keinen positiven Nut-
zen, da ihre gesamte Zahlungsbereitschaft abgescho¨pft wird. Wenn sich Spieler
i hingegen dazu entschließt, sein Modul zu verschenken, erzielt er selbst keinen
Umsatz. Die anderen Spieler in seiner Nachbarschaft profitieren hingegen in
doppelter Hinsicht: Nicht nur ko¨nnen sie das Modul in bina¨rer Form kostenlos
verwenden, sondern sie haben zudem Zugriff auf den Quelltext. Jedem Spieler
in N(i) stifte Modul i daher den Nutzen 1 + v, wobei v ≥ 0 den Wert des
Quelltexts erfaßt.
Um die in Abschnitt 3.1 beschriebenen Motive zu beru¨cksichtigen, erhalten
alle Spieler, die sich an der Entwicklergemeinschaft beteiligen, exklusiv die
zusa¨tzliche Auszahlung s ≥ 0, wenn die Gro¨ße der Entwicklergemeinschaft
g(a) =
∑n
i=1 ai die kritische Schranke nˆ > 1 u¨bersteigt. Diese Schranke er-
gibt sich dabei als Anteil ζ ∈ (0, 1) von n gema¨ß nˆ = ⌊ζn⌋;25 ζ ist also ein Maß
dafu¨r, wie schwierig es ist, eine funktionierende offene Entwicklergemeinschaft
zu errichten. Zusammengefaßt stiftet die Mitarbeit in der Entwicklergemein-
schaft also den Nutzen
σ(a) =

 s wenn g(a) ≥ nˆ0 sonst . (3.1)
24Der Einfachheit halber wird angenommen, indifferente Spieler kauften das Modul.
25Die Schranke nˆ ergibt sich demnach als gro¨ßte natu¨rliche Zahl mit nˆ ≤ ζn.
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Die Nutzenfunktion jedes Spielers i lautet demnach
ui(a) = (1− ai) · 2r + ai · σ(a) + (1 + v) ·
∑
j∈N(i)\{i}
aj. (3.2)
Dabei erfaßt der Term (1−ai)2r den durch den Verkauf des Moduls erzielbaren
Umsatz, der Term aiσ(a) den Nutzen aus der Beteiligung an der Entwicklerge-
meinschaft und der Term (1 + v)
∑
aj den Nutzen aus den als offene Software
verfu¨gbaren Modulen anderer. Man beachte, daß die letzte Nutzenkomponente
unabha¨ngig von der Aktion des Spielers i ist. Sie wird sich dennoch als sehr
wichtig erweisen, sobald imitationales Verhalten analysiert wird. Des weiteren
beachte man, daß ui weder den Nutzen aus dem selbst entwickelten Modul noch
die Entwicklungskosten enthalten muß, da jeder Spieler aufgrund der Annah-
men immer entwickelt.
Wird dieses Spiel von perfekt rationalen Spielern bei simultaner Wahl der Aktio-
nen genau einmal gespielt, gilt es zwei Fa¨lle zu unterscheiden: Fu¨r s < 2r ist der
Verkauf von Modulen eine streng dominante Strategie und somit das Aktions-
profil z0 = (0, . . . , 0) ∈ A das einzige Nash-Gleichgewicht. Dieses Gleichgewicht
wird allerdings vom Aktionsprofil z1 = (1, . . . , 1) ∈ A Pareto-dominiert. Alle
Spieler wa¨ren bessergestellt, wenn jeder sein Modul als offene Software ver-
schenkte, da die Quelltexte zusa¨tzlichen Nutzen stiften. Die Spieler stehen also
vor einem klassischen sozialen Dilemma. Fu¨r s ≥ 2r sind hingegen sowohl z0
als auch z1 Nash-Gleichgewichte. Das Spiel wird zu einem klassichen Koordina-
tionsspiel, dessen Gleichgewichte nach dem Pareto-Kriterium geordnet werden
ko¨nnen. Der Parameter ζ kann in diesem Fall als Maß fu¨r die strategische Un-
sicherheit interpretiert werden.
3.3.2.2 Dynamik
Das Ziel des Modells ist es zu erkla¨ren, warum und unter welchen Vorausset-
zungen offene Softwareprojekte entstehen. Eine offensichtliche Antwort auf die
erste Frage erga¨be sich aus der Annahme perfekt rationaler Spieler und einer un-
endlichen Wiederholung des Spiels. Die geeignete Variante des Folk-Theorems
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fu¨r wiederholte Spiele besagte dann, daß ein teilspielperfektes Gleichgewicht
existiert, in dem alle Spieler in jeder Periode offene Software entwickeln.26
Dieses Vorgehen ist aber fu¨r die hier betrachtete Fragestellung aus mehreren
Gru¨nden unangemessen. Denn die Anwendung des Folk-Theorems erzeugt nicht
nur das oben beschriebene Gleichgewicht, sondern unendlich viele weitere ein-
schließlich eines solchen, in dem niemals offene Software entwickelt wird. Es
hilft daher nicht, die zweite, fu¨r die Praxis wichtigere Frage zu beantworten,
welche Voraussetzungen die Entstehung einer offenen Entwicklergemeinschaft
begu¨nstigen. Zudem beruhen viele vom Folk-Theorem beschriebene Gleichge-
wichte auf a¨ußerst sophistizierten Strategien und einem starkem Vertrauen in
die unendliche Wiederholung des Spiels; gerade in Fa¨llen mit sehr vielen Spie-
lern werden die aus dem Folk-Theorem abgeleiteten Aussagen der Realita¨t daher
kaum gerecht. In dieser Arbeit wird nun ein anderer Ansatz gewa¨hlt, der die
Selektion genau eines Gleichgewichts ermo¨glicht und so pra¨zisere Antworten auf
beide oben aufgeworfene Fragen gibt.
Auch in diesem Ansatz wird das oben beschriebene Stufenspiel in diskreten
Zeitperioden t ∈ {0, 1, 2, . . .} unendlich oft wiederholt;27 at = (at1, . . . , atn) be-
zeichnet das Aktionsprofil aller Agenten in Periode t. Formal wird nun ein ho-
mogener Markow-Prozeß (A,P ) mit der Menge aller mo¨glichen Aktionsprofile
A als Zustandsraum konstruiert.
Die Wahrscheinlichkeiten P = (paa′)A×A fu¨r den U¨bergang von einem Zustand
a zu einem Zustand a′ resultieren aus dem beschra¨nkt rationalen Verhalten der
Spieler. In jeder Periode verwendet jeder Spieler i dabei eine von j = 1, . . . ,m
Entscheidungsregeln mit einer Wahrscheinlichkeit µij > 0. Jede Entscheidungs-
regel dj ist eine Funktion, die den aktuellen Zustand a und die Identita¨t des
26Die fu¨r das gegebene Spiel passende Variante des Folk-Theorems beschreiben beispielsweise
Fudenberg und Tirole (1991, S. 150).
27Die Annahme wiederholter und friktionsfreier Interaktion ist nur zula¨ssig, wenn die Spieler
u¨ber einen kostengu¨nstigen und schnellen Kommunikationsmechanismus verfu¨gen. In der
Realita¨t offener Softwareentwicklung ist dieser Mechanismus wie gesehen das Internet.
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Spielers i auf die Aktion in der na¨chsten Periode abbildet, formal gilt also
at+1i = dj(a
t, i). (3.3)
Ein einfaches Beispiel fu¨r eine solche Entscheidungsregel ist, in der Folgeperiode
dieselbe Aktion wie in der aktuellen Periode zu verwenden. Diese Regel wird
nachfolgend Tra¨gheitsregel genannt und mit T (a, i) = ai bezeichnet.
Die Wahrscheinlichkeit p¯i(a
t+1
i |at), mit der Spieler i im Zustand at fu¨r die Fol-
geperiode die Aktion at+1i wa¨hlt, ist dann gegeben durch
p¯i(1|at) =
m∑
j=1
µijdj(a
t, i) und p¯i(0|at) =
m∑
j=1
µij(1− dj(at, i)). (3.4)
Unter der Annahme, daß alle Spieler ihre Entscheidung voneinander unabha¨ngig
treffen, betra¨gt die U¨bergangswahrscheinlichkeit von Zustand a zu Zustand a′
paa′ =
n∏
i=1
p¯i(a
′
i|a). (3.5)
Der so spezifizierte Markow-Prozeß wird nachfolgend mithilfe der folgenden
Konzepte analysiert: Eine Rekurrenzklasse ist eine Menge von Zusta¨nden Z ⊆ A
mit den zwei Eigenschaften, daß die Wahrscheinlichkeit, von einem Zustand
innerhalb von Z zu einem Zustand außerhalb von Z zu wechseln, Null be-
tra¨gt und daß die Wahrscheinlichkeit, innerhalb endlich vieler Schritte von je-
dem Zustand in Z zu jedem anderen Zustand in Z zu wechseln, echt positiv
ist. Ein Zustand z, der eine einelementige Rekurrenzklasse {z} bildet, heißt
absorbierend ; ein Zustand, der in keiner Rekurrenzklasse enthalten ist, heißt
transient. In der Tradition von Kandori, Mailath und Rob (1993) und Young
(1993) werden Rekurrenzklassen und absorbierende Zusta¨nde im folgenden als
kurzfristige Zustandsvorhersagen des Modells interpretiert. Man beachte, daß
u¨blicherweise mehrere Rekurrenzklassen existieren und daß die Wahrscheinlich-
keit, mit der ein Markow-Prozeß in eine Rekurrenzklasse findet, vom Startzu-
stand a0 abha¨ngt. Die kurzfristigen Vorhersagen sind dementsprechend vage.
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3.3.2.3 Perturbierte Dynamik
Eine plausible langfristige Modellvorhersage sollte sich zudem durch eine be-
sondere Stabilita¨t gegenu¨ber stochastischen Sto¨rungen auszeichnen. Daher wird
die oben beschriebene Dynamik nachfolgend um stochastisches Rauschen erwei-
tert. Es wird angenommen, jeder Spieler i wu¨rde sich nur mit der Wahrschein-
lichkeit 1 − ε einer der Entscheidungsregeln bedienen, und mit einer kleinen
Wahrscheinlichkeit ε > 0 seine Aktion zufa¨llig wa¨hlen. Die zufa¨llige Wahl der
Aktion wird nachfolgend Fehler genannt. Die Beru¨cksichtigung von Fehlern ist
aus zwei Gru¨nden sinnvoll: Erstens erscheint es realistisch anzunehmen, daß
Menschen bei der Anwendung von Entscheidungsregeln gelegentlich Fehler ma-
chen, sei es, da sie u¨ber fehlerhafte Daten verfu¨gen oder da sie korrekte Daten
falsch verarbeiten. Zweitens repra¨sentieren Fehler all jene entscheidungsrele-
vanten Einflu¨sse, die episodisch sind und deshalb nicht systematisch modelliert
werden sollten. Nachfolgend bezeichnen λi0 > 0 und λ
i
1 = 1− λi0 > 0 die Wahr-
scheinlichkeiten, mit der Spieler i sich im Fehlerfall fu¨r Aktion 0 bzw. Aktion
1 entscheidet. Es ist wichtig anzunehmen, daß die Wahrscheinlichkeiten ε, λi0
und λi1 alle echt positiv sind.
Die Wahrscheinlichkeit p¯εi (a
t+1
i |at), mit der Spieler i im Zustand at fu¨r die
Folgeperiode die Aktion at+1i wa¨hlt, ist nun gegeben durch
p¯εi (1|at) = (1− ε)
m∑
j=1
µijdj(a
t, i) + ελi1 (3.6)
und
p¯εi (0|at) = (1− ε)
m∑
j=1
µij(1− dj(at, i)) + ελi0. (3.7)
Die U¨bergangswahrscheinlichkeit von Zustand a zu Zustand a′ betra¨gt dement-
sprechend
pεaa′ =
n∏
i=1
p¯εi (a
′
i|a). (3.8)
Der resultierende Markow-Prozeß (A,P ε) wird perturbiert genannt. Er hat,
wie auch im Beweis zu Lemma 3.1 gezeigt wird, die erfreuliche Eigenschaft,
reduzibel zu sein, d. h. er hat genau eine Rekurrenzklasse, die den gesamten
104
Zustandsraum umfaßt. Die wichtigste Implikation dieser Eigenschaft besteht
darin, daß die relative Ha¨ufigkeitsverteilung (1/t) ·∑tτ=0 a0 · (P ε)τ , die angibt,
mit welcher Wahrscheinlichkeit sich der Markow-Prozeß fu¨r den Startzustand
a0 wa¨hrend der ersten t Perioden durchschnittlich in jedem Zustand befindet,
fu¨r t→∞ gegen eine Verteilung hε konvergiert, die unabha¨ngig von a0 ist. Wie
in der Literatur u¨blich, wird dann die ebenfalls von a0 unabha¨ngige Grenzver-
teilung h0 = limε→0 h
ε betrachtet, damit das stochastische Rauschen nicht die
Haupttriebkraft hinter den langfristigen Vorhersagen wird. Ein Zustand heißt
nun nach Young (1993) stochastisch stabil, wenn h0 ihn mit einer echt posi-
tiven Wahrscheinlichkeit belegt; stochastisch instabile Zusta¨nde sind demnach
langfristig bedeutungslos. Es kann gezeigt werden, daß jeder stochastisch sta-
bile Zustand in einer Rekurrenzklasse von (A,P ) enthalten ist, wa¨hrend nicht
alle rekurrenten Zusta¨nde auch stochastisch stabil sind. Die Einfu¨hrung stocha-
stischen Rauschens ermo¨glicht also deutlich scha¨rfere Aussagen u¨ber die lang-
fristigen Eigenschaften des Markow-Prozesses: Es existieren weniger “stabile”
Zusta¨nde, die zudem noch unabha¨ngig vom Startzustand sind. Zudem scheint
die Annahme von Fehlern die Realita¨tsna¨he des Modells zu erho¨hen.
Leider ist die Berechnung der Grenzverteilung h0 oft sehr schwierig. Es ist
aber mo¨glich, die stochastisch stabilen Zusta¨nde auch ohne Kenntnis dieser
Verteilung zu identifizieren, wenn (A,P ε) ein sogenannter regula¨r perturbierter
Markow-Prozeß von (A,P ) ist. Fu¨r das vorliegende Modell ist dieses tatsa¨chlich
der Fall:
Lemma 3.1 (A,P ε) ist ein regula¨r perturbierter Markow-Prozeß von (A,P ).
Young (1998, S. 55) hat dieselbe Aussage fu¨r ein Modell mit vergleichbar kon-
struiertem stochastischen Rauschen bewiesen. Der nachfolgende Beweis ist dem-
entsprechend eine geradlinige U¨bertragung seiner Argumentation:
Beweis Zuna¨chst ist eine zusa¨tzliche Definition erforderlich: Bezeichne Eaa′ =
{i : p¯i(a′i|a) = 0} die Menge aller Spieler, die bei einem direkten Zustands-
u¨bergang von a nach a′ einen Fehler machen mu¨ssen. Die Anzahl der fu¨r die-
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sen U¨bergang erforderlichen Fehler raa′ = |Eaa′ | heißt dann Widerstand dieses
U¨bergangs.
Der Beweis besteht aus drei Teilen, die mit den drei definitionsgema¨ßen Eigen-
schaften regula¨r perturbierter Markow-Prozesse korrespondieren:
1. Annahmegema¨ß sind λi0, λ
i
10 und ε echt positiv. Folglich sind auch p¯
ε
i (0|a)
und p¯εi (1|a) und letztlich auch die U¨bergangswahrscheinlichkeiten pεaa′
echt positiv. Beim perturbierten Markow-Prozeß (A,P ε) ist also jeder
Zustand a′ von jedem anderen Zustand a in nur einer Periode erreichbar;
der Prozeß ist wie gefordert irreduzibel.
2. Qua Konstruktion gilt lim
ε→0
p¯εi (a
′
i|a) = p¯i(a′i|a). Dann folgt wie gefordert
lim
ε→0
pεaa′ = lim
ε→0
n∏
i=1
p¯εi (a
′
i|a) =
n∏
i=1
p¯i(a
′
i|a) = paa′ .
3. Aus p¯εi (a
′
i|a) = ελia′
i
fu¨r alle i ∈ Eaa′ folgt
pεaa′ = ε
r
aa′

 ∏
i∈E
aa′
λia′
i



 ∏
i∈I\E
aa′
p¯εi (a
′
i|a)

 .
Dann ist
lim
ε→0
pεaa′
εraa′
=

 ∏
i∈E
aa′
λia′
i



 ∏
i∈I\E
aa′
p¯i(a
′
i|a)

 .
Dieser Grenzwert ist wie gefordert echt positiv, da λia′
i
> 0 und fu¨r alle
i ∈ I \ Eaa′ zudem p¯i(a′i|a) > 0 gilt.
Nachfolgend werden nun die kurz- und langfristigen Eigenschaften dieses Mo-
dells unter drei verschiedenen Verhaltensannahmen untersucht.
3.3.3 Modellanalyse
3.3.3.1 Beste-Antwort-Dynamik
In diesem Abschnitt wird die Beste-Antwort-Regel analysiert. Diese Regel be-
sagt, daß ein Spieler in der Erwartung, alle anderen wu¨rden ihre aktuelle Aktion
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beibehalten, eine beste Antwort gibt. Formal kann sie fu¨r das betrachtete Spiel
folgendermaßen formuliert werden:
B(a, i) =

 1
∑n
j=1 aj − ai + 1 ≥ nˆ and s > 2r
0 sonst
(3.9)
Offensichtlich ist Aktion 1 nur dann eine beste Antwort, wenn die fu¨r die Fol-
geperiode erwartete Gro¨ße der Entwicklergemeinschaft,
∑n
j=1 aj − ai + 1, die
kritische Schranke erreicht und der Gemeinschaftsnutzen s den durch einen
Verkauf des Moduls erzielbaren Umsatz von 2r u¨bersteigt.28
Des weiteren wird angenommen, daß die Spieler tra¨ge sind und nicht in je-
der Periode ihre Aktion u¨berdenken. Die Zahl der Entscheidungsregeln sei also
m = 2 und die verwendeten Regeln d1 = B und d2 = T . Dabei sei angemerkt,
daß sowohl die Nachbarschaftsstruktur als auch die Tra¨gheitsregel keinen Ein-
fluß auf die kurz- und langfristigen Eigenschaften der Beste-Antwort-Dynamik
haben. Hier werden sie lediglich zur Wahrung der Konsistenz mit den spa¨ter
betrachteten Dynamiken beru¨cksichtigt.
Bei der kurzfristigen Analyse dieser Dynamik sind zwei Fa¨lle zu unterschei-
den. Ist der Gemeinschaftsnutzen klein (s ≤ 2r), dann wird sich proprieta¨re
Software vollsta¨ndig durchsetzen; aufgrund der Beste-Antwort-Regel erkennen
alle Spieler schließlich, daß die Kooperation in einer offenen Entwicklergemein-
schaft eine dominierte Strategie ist. Ist der Gemeinschaftsnutzen hingegen so
groß (s > 2r), daß umfassende Kooperation auch individuell rational ist, dann
wird fast immer eines von zwei Regimen herrschen: Das bereits beschriebene
proprieta¨re Regime oder ein offenes, in dem die Entwicklergemeinschaft alle
Spieler umfaßt. Der folgende Satz pra¨zisiert diese Aussage:
Satz 3.1 Die unperturbierte Beste-Antwort-Dynamik hat immer den absorbie-
renden Zustand z0 = (0, . . . , 0). Gilt s > 2r, dann ist zudem z1 = (1, . . . , 1)
absorbierend. Alle anderen Zusta¨nde sind transient.
28Der Einfachheit halber wird angenommen, ein indifferenter Spieler wa¨hle Aktion 0.
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Beweis Im Zustand z0 kann Aktion 1 niemals eine beste Antwort sein, da
annahmegema¨ß nˆ > 1 gilt; folglich ist z0 immer absorbierend. Gilt s > 2r,
dann kann im Zustand z1 u¨berdies Aktion 0 niemals eine beste Antwort sein,
da nˆ ≤ n ist; ergo ist dann auch z1 absorbierend.
Alle anderen Zusta¨nde a mit 0 < g(a) < n sind hingegen transient: Gilt s ≤ 2r
oder g(a) < nˆ− 1, dann ist fu¨r alle Spieler i die beste Antwort B(a, i) = 0. Da
nun die Wahrscheinlichkeit, daß alle Spieler die Beste-Antwort-Regel tatsa¨chlich
benutzen, echt positiv ist, kann der Markow-Prozeß in nur einem Schritt von a
in den absorbierenden Zustand z0 u¨bergehen. Gilt hingegen s > 2r und g(a) ≥
nˆ−1, dann ist fu¨r alle Spieler imit ai = 0 die beste Antwort B(a, i) = 1. Da auch
die Wahrscheinlichkeit, daß alle Spieler mit ai = 0 die Beste-Antwort-Regel und
alle Spieler mit ai = 1 die Tra¨gheitsregel benutzen, echt positiv ist, kann der
Markow-Prozeß in nur einem Schritt von a in den absorbierenden Zustand z1
u¨bergehen.
Offensichtlich replizert Satz 3.1 die Nash-Gleichgewichte des Stufenspiels in der
Terminologie markowscher Prozesse. Genau deshalb kann im folgenden fu¨r den
relevanten Fall s > 2r das Konzept der stochastischen Stabilita¨t als Kriterium
fu¨r die Selektion von Gleichgewichten dienen:
Satz 3.2 Die stochastisch stabilen Zusta¨nde der perturbierten Beste-Antwort-
Dynamik sind
• fu¨r s ≤ 2r nur der Zustand z0 und
• fu¨r s > 2r der Zustand z0, genau dann wenn nˆ ≥ n/2 + 1 gilt, und der
Zustand z1, genau dann wenn nˆ ≤ n/2 + 1 gilt.
Beweis Fu¨r s ≤ 2r ist z0 laut Satz 3.1 der einzige in einer Rekurrenzklasse
der unperturbierten Beste-Antwort-Dynamik enthaltene Zustand; folglich ist er
auch der einzige stochastisch stabile Zustand.
Fu¨r s > 2r sind hingegen nach Satz 3.1 z0 und z1 die einzigen mo¨glichen
stochastisch stabilen Zusta¨nde. Lemma 3.1 ermo¨glicht nun die Anwendung ei-
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nes zentralen Resultats Youngs (1998, S. 56), nach dem stochastisch stabile
Zusta¨nde dadurch charakterisiert sind, daß sie Elemente von Rekurrenzklassen
mit minimalem stochastischen Potential sind. Fu¨r den hier vorliegenden Fall
zweier Rekurrenzklassen {z0} und {z1} entspricht das stochastische Potential
einer Klasse dabei der minimalen Anzahl von Fehlern, die erforderlich sind, um
sie von der anderen Klasse kommend zu erreichen.29
Die minimale Anzahl von Fehlern, die von {z0} in {z1} fu¨hrt, betra¨gt offensicht-
lich nˆ− 1. Erst dann wird Aktion 1 fu¨r alle verbleibenden Spieler i mit ai = 0
eine beste Antwort. Das stochastische Potential von {z1} ist also ρz1 = nˆ − 1.
In der Gegenrichtung sind hingegen n− nˆ+1 Fehler erforderlich, damit Aktion
0 fu¨r alle Spieler i mit ai = 1 eine beste Antwort wird. Das stochastische Po-
tential von {z0} ist also ρz0 = n − nˆ + 1. Ein einfacher Vergleich von ρz0 und
ρz1 erbringt nun den zweiten Teil der Satzaussage.
Satz 3.2 postuliert, die langfristige Existenz offener Entwicklergemeinschaften
sei an zwei Voraussetzungen geknu¨pft. Erstens mu¨ßten sie wie bereits bei der
kurzfristigen Betrachtung individuell rational sein (s > 2r). Zudem du¨rfe aber
auch das zu lo¨sende Koordinationsproblem nicht zu schwierig sein. Wa¨hrend
die erste Voraussetzung offensichtlich ist, verdient die zweite eine eingehendere
Diskussion.
Die im Satz genannte Bedingung fu¨r die stochastische Stabilita¨t von z1, nˆ ≤
n/2+1, entspricht wegen nˆ = ⌊ζn⌋ fu¨r großes n na¨herungsweise der einfacheren
Bedingung ζ < 1/2. D. h. ein großes, aus vielen Modulen bestehendes Software-
system wird langfristig nur unter einer offenen Lizenz angeboten, wenn es bereits
in halbfertigem Zustand nu¨tzlich ist. In der Realita¨t wird diese Voraussetzung
aber so gut wie nie erfu¨llt sein. Beispielsweise ist fu¨r ein Unternehmen, wel-
ches die Software wie bei Henkel (2004b) in eigenen Produkten verwenden will,
ein solches Stu¨ckwerk quasi wertlos. Bezu¨glich der langfristigen Verfu¨gbarkeit
offener Software stimmt Satz 3.2 also eher pessimistisch.
29Die allgemeine Definition des stochastischen Potentials beinhalten mehrere komplizierte
graphentheoretische Konzepte. Sie findet sich etwa bei Young (1998, S. 54 ff).
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Nachfolgend wird allerdings gezeigt, daß es nicht robust gegenu¨ber einer na-
heliegenden, minimalen Vera¨nderung der Verhaltensannahmen ist. Denn fu¨hrt
man wie bei Eshel et al. (1998) zusa¨tzlich imitationales Verhalten ein, a¨ndern
sich die langfristigen Eigenschaften des perturbierten Markow-Prozesses dra-
stisch. Dabei wird zuna¨chst eine reine Imitationsdynamik betrachtet, um die
so entstehenen Effekte in Reinkultur analysieren zu ko¨nnen. Abschließend wer-
den dann die Imitations- und die Beste-Antwort-Dynamik zu einer hybriden
Dynamik verschmolzen.
3.3.3.2 Imitationsdynamik
Die Beru¨cksichtigung imitationalen Verhaltens ist aus mehreren Gru¨nden an-
gebracht: Zuna¨chst einmal handelt es sich schlicht um eine naheliegende Ver-
haltensweise, wenn der Erfolg anderer sichtbar ist; faktisch ist Imitation sogar
diejenige Verhaltensregel, die alle Menschen nach ihrer Geburt als erste ver-
wenden. Zudem belegen diverse Laborexperimente wie etwa die von Pingle und
Day (1996) sowie Duffy und Feltovich (1999) die wichtige Rolle imitationalen
Verhaltens auch in o¨konomischen Entscheidungssituationen.30
Im Modell betrachtet jeder Spieler i wie bei Eshel et al. (1998) nur seine Nach-
barschaft N(i), da es fu¨r ihn schwierig sein sollte, das Nutzenniveau solcher
Spieler, mit denen er nicht interagiert, zu bestimmen. Dabei vergleicht der
Spieler die mit den beiden Aktionen 0 und 1 jeweils maximal erzielten Nut-
zenniveaus pi0(a, i) = maxj∈N(i) uj(a)(1 − aj) und pi1(a, i) = maxj∈N(i) uj(a)aj
und wa¨hlt seine Aktion fu¨r die Folgeperiode entsprechend.31 Formal lautet diese
30Eine U¨bersicht u¨ber die Literatur und eine mikroo¨konomische Herleitung imitationalen Ver-
haltens gibt Schlag (1998).
31Bei Eshel et al. (1998) vergleichen die Spieler die durchschnittlichen Nutzenniveaus. In
dieser Arbeit werden hingegen maximale Nutzenniveaus betrachtet, da dies die Analyse
fu¨r Nachbarschaften beliebiger Gro¨ße stark vereinfacht. Eshel et al. (1998) analysieren ihr
Modell nur fu¨r die Radien r = 1 und r = 2.
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Regel
I(a, i) =

 1 pi1(a, i) > pi0(a, i)0 sonst . (3.10)
Abweichend von Eshel et al. (1998) wird den Spielern wiederum Tra¨gheit un-
terstellt. Zum einen erscheint diese Annahme realita¨tsnah – warum sollten alle
Spieler ihre Aktionen stets im Gleichschritt anpassen? Zum anderen verhindert
sie auch permanentes Koordinationsversagen, welches zu einer zyklischen Ent-
wicklung des unperturbierten Markow-Prozesses fu¨hren kann und so die lang-
fristige Analyse kompliziert. Die Zahl der Entscheidungsregeln sei also m = 2
und die verwendeten Regeln d1 = I und d2 = T .
Fu¨r die kurzfristige Analyse erweist sich das nachfolgend angegebene Lemma
als hilfreich. Es besagt, daß in solchen absorbierenden Zusta¨nden, die beide
mo¨glichen Aktionen enthalten, die kooperative Aktion 1 nur in hinreichend
großen, zusammenha¨ngenden Gruppen auftreten kann. Derartige Gruppen von
Spielern, die alle dieselbe Aktion verwenden, werden als 1-Ketten bzw. 0-Ketten
bezeichnet; des weiteren heiße ein Zustand a /∈ {z0, z1} gemischt.
Lemma 3.2 In jedem gemischten absorbierenden Zustand der unperturbierten
Imitationsdynamik haben alle 1-Ketten mindestens die La¨nge 2r + 1.
Beweis Zuna¨chst wird gezeigt, daß kein gemischter absorbierender Zustand
eine 1-Kette mit einer La¨nge l ∈ {r + 1, . . . , 2r} enthalten kann. Anschließend
wird dieselbe Aussage fu¨r 1-Ketten mit einer La¨nge l ∈ {1, . . . , r} bewiesen.32
1. Sei a ∈ A ein gemischter Zustand mit einer 1-Kette der La¨nge l ∈ {r +
1, . . . , 2r}. Ein Teil dieses Zustands sieht dann folgendermaßen aus:33
32Alle Beweise zur Imitationsdynamik verwenden bestimmte geometrische Anordnungen von
Spielern auf dem Kreis, die nur mo¨glich sind, wenn n ein bestimmtes, geringes Vielfa-
ches von r u¨bersteigt; im Fall dieses Lemmas muß beispielsweise n > 3r gelten. Da aber
die Einfu¨hrung einer Nachbarschaftstruktur die Mu¨he u¨berhaupt nur dann wirklich lohnt,
wenn n deutlich gro¨ßer als r ist, wird dieser Aspekt im folgenden aus Gru¨nden der Ein-
fachheit vernachla¨ssigt.
33Diese Darstellung zeigt wie alle noch folgenden nur den relevanten Teil des Zustands als
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α
0
β
1 . . .
γ−r
1 . . .
β+r
1 . . .
γ
1︸ ︷︷ ︸
l
δ
0 . . .
Sei ohne Beschra¨nkung der Allgemeinheit uγ−r(a) ≥ uβ+r(a). Die beiden
benachbarten Spieler α und β teilen sich die Nachbarschaft Nˆ = N(α) ∩
N(β). Wegen β = α+1, γ = β+ l− 1 und l ≤ 2r ist auch Spieler γ− r in
Nˆ enthalten. Da nun uγ−r(a) ≥ uβ+r(a) und aγ−r = aβ+r = 1 gilt, wird
Spieler β nicht den Spieler β+r imitieren, sondern einen Spieler aus Nˆ .34
Imitierte auch α einen Spieler aus Nˆ , so wu¨rde entweder er oder β seine
Aktion a¨ndern. Der Zustand a kann also nur dann absorbierend sein, wenn
Spieler α− r Aktion 0 spielt und von α imitiert wird. Gerade das ist aber
nicht mo¨glich, wie der folgende Nutzenvergleich zeigt:
uα−r(a) = 2r + (1 + v)
(
α−r−1∑
i=α−2r
ai +
α∑
i=α−r+1
ai
)
≤ 2r + (1 + v)
(
r +
α∑
i=α−r+1
ai
)
= 2r + (1 + v)
(
r +
α−1∑
i=α−r
ai
)
= uα(a)
Folglich kann es mit einer echt positiven Wahrscheinlichkeit geschehen,
daß α und β beide einen Spieler aus Nˆ imitieren und in der na¨chsten
Periode dieselbe Aktion verwenden. Zustand a ist also nicht absorbierend.
2. Sei nun a ∈ A ein gemischter Zustand mit einer 1-Kette der La¨nge l ∈
{1, . . . , r}. Ein Teil dieses Zustands hat also die folgende Gestalt:
. . .
α
0
β
1 1 . . . 1 1︸ ︷︷ ︸
l
0 . . .
gerade Linie. Die griechischen Kleinbuchstaben u¨ber den Aktionen bezeichnen die Indizes
der Spieler; die geschweifte Klammer markiert eine Kette der La¨nge l.
34Die Beschreibung des Beweises wird leichter, wenn man ohne Beschra¨nkung der Allgemein-
heit unterstellt, die Spieler α und β wu¨rden bei gleichen Nutzenniveaus und Aktionen einen
Spieler aus Nˆ imitieren.
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Wiederum kann Zustand a nur dann absorbierend sein, wenn Spieler α−r
Aktion 0 spielt und von α imitiert wird oder Spieler β+ r Aktion 1 spielt
und von β imitiert wird. Wie sich allerdings zeigt, kann keine der beiden
Bedingungen je erfu¨llt sein.
Zunna¨chst wird der Fall betrachtet, daß Spieler α − r Aktion 0 spielt.
Verwenden nun alle Spieler zwischen α − r und α ebenfalls Aktion 0,
dann gilt uα−r+1(a) = uα−r(a) + (1 + v) (aβ − aα−2r) ≥ uα−r(a); Spieler
α wird also wegen α−r+1 ∈ Nˆ nicht α−r imitieren. Verwendet hingegen
ein Spieler zwischen α−r und α, nachfolgend mit γ bezeichnet, die Aktion
1, dann sieht ein Teil von Zustand a wie folgt aus:
. . .
α−r
0 . . .
γ
1 . . .
α
0
β
1 1 . . .
Imitiert nun α den Spieler α − r, dann kann γ seine derzeitige Aktion
langfristig nur dann beibehalten, wenn ein Spieler δ links von α − r mit
aδ = 1 und uδ(a) > uα−r(a) existiert. Wenn aber ein solcher Spieler δ
existiert, dann kann α − r seine derzeitige Aktion langfristig nur dann
beibehalten, wenn ein Spieler ε links von δ mit aε = 0 und uε(a) ≥ uδ(a)
existiert. Die folgende Darstellung veranschaulicht dies:
. . .
ε
0 . . .
δ
1 . . .
α−r
0 . . .
γ
1 . . .
α
0
β
1 1 . . .
Offensichtlich kann diese Kette von Stabilita¨tsbedingungen mit stetig stei-
genden Anforderungen an die Nutzenniveaus aufgrund der zirkula¨ren An-
ordnung der Spieler nicht ad infinitum fortgesetzt werden.
Eine analoge Argumentation erbringt, daß a auch dann nicht absorbierend
sein kann, wenn Spieler β + r Aktion 1 spielt und von β imitiert wird.
Lemma 3.2 ermo¨glicht es, nun die Rekurrenzklassen der unperturbierten Imi-
tationsdynamik zu bestimmen. Es wird sich zeigen, daß alle Rekurrenzklassen
aus jeweils einem absorbierenden Zustand bestehen. Zwei offensichtliche absor-
bierende Zusta¨nde sind z0 und z1. Abha¨ngig vom Wert des Quelltexts v und
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dem Gemeinschaftsnutzen s existieren mitunter aber noch zahlreiche gemisch-
te absorbierende Zusta¨nde: Deren wichtigste Eigenschaften sind in Abbildung
3.3 dargestellt;35 die Abbildung erschließt sich dabei am besten anhand zweier
Lesebeispiele:
• Sei (v, s) = (v1, s1) wie in der Abbildung angegeben. Dann ist ein ge-
mischter Zustand a mit g(a) ≥ nˆ genau dann absorbierend, wenn alle
in ihm enthaltenen 0-Ketten genau die La¨nge 2 und alle 1-Ketten wie
bereits bekannt mindestens die La¨nge 2r + 1 aufweisen. Des weiteren ist
ein gemischter Zustand a mit g(a) < nˆ genau dann absorbierend, wenn
alle in ihm enthaltenen 0-Ketten genau die La¨nge r− 1 und alle 1-Ketten
wiederum mindestens die La¨nge 2r + 1 aufweisen. Man beachte, daß der
Fall g(a) < nˆ formal mit dem Fall g(a) ≥ nˆ und s = 0 identisch ist,
dementsprechend erha¨lt man dann die La¨nge der 0-Ketten, indem man
vom Punkt (v1, s1) das Lot auf die v-Achse fa¨llt; die stabile La¨nge betra¨gt
r − 1.
• Sei nun (v, s) = (v2, s2). Dann existiert kein gemischter absorbierender
Zustand a mit g(a) ≥ nˆ. Nur Zusta¨nde a mit g(a) < nˆ sind absorbierend,
und zwar genau dann, wenn alle 0-Ketten mindestens die La¨nge r+1 und
alle 1-Ketten wiederum mindestens die La¨nge 2r + 1 aufweisen.
Der folgende Satz pra¨zisiert diese Ausfu¨hrungen:
Satz 3.3 Die unperturbierte Imitationsdynamik hat immer die absorbierenden
Zusta¨nde z0 und z1. Zusa¨tzlich sind noch alle Zusta¨nde a absorbierend, deren
1-Ketten mindestens die La¨nge 2r + 1 aufweisen und die eine der folgenden
Bedingungen erfu¨llen:36
35Man beachte, daß Abbildung 3.3 in der gegebenen Form nur fu¨r r ≥ 5 gu¨ltig ist. Um sie
an kleinere Werte von r anzupassen, mu¨ßte man einige der diagonal verlaufenden Geraden
entfernen.
36Fu¨r r = 1 sollte der in den Bedingungen 1 und 2 auftretende Term (r + 1)/(r − 1) als
∞ interpretiert werden; Bedingung 1 kann also niemals erfu¨llt sein, wa¨hrend sich die in
Bedingung 2 formulierte Anforderung an v zu 1 < v vereinfacht.
Abbildung 3.3: Gemischte absorbierende Zusta¨nde der unperturbierten Imita-
tionsdynamik mit g(a) ≥ nˆ
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1. g(a) < nˆ und (r+1)/(r−1) < v und alle 0-Ketten haben genau die La¨nge
lˆ0(r, v) = ⌊2r/(1 + v) + 2⌋ ∈ {2, . . . , r}
2. g(a) < nˆ und 1 < v ≤ (r+1)/(r− 1) und alle 0-Ketten haben mindestens
die La¨nge r + 1
3. g(a) ≥ nˆ und r + 1 − (r − 1)v < s ≤ 2r + 1 + v und alle 0-Ketten haben
genau die La¨nge lˆ1(r, v, s) = ⌊(2r − s)/(1 + v) + 2⌋ ∈ {1, . . . , r}
4. g(a) ≥ nˆ und r − rv < s ≤ r + 1 − (r − 1)v und alle 0-Ketten haben
mindestens die La¨nge r + 1
Alle anderen Zusta¨nde sind transient.
Beweis Die Zusta¨nde z0 und z1 sind fu¨r rein imitationales Verhalten tri-
vialerweise absorbierend. Des weiteren ist aus Lemma 3.2 bereits die erforder-
liche Mindestla¨nge der in gemischten absorbierenden Zusta¨nden enthaltenen
1-Ketten bekannt. Was verbleibt, ist damit die Berechnung der La¨ngen stabiler
0-Ketten:
Dazu betrachte man einen gemischten Zustand amit 1-Ketten der erforderlichen
La¨nge und einer 0-Kette der La¨nge l ≥ 1. Ausschnittsweise hat a also die
folgende Gestalt:
. . .
α
1
β
1 . . .
γ
1︸ ︷︷ ︸
r
δ
0 . . . 0︸ ︷︷ ︸
l
1 . . . 1 1 . . .
Zuna¨chst wird der Fall g(a) ≥ nˆ betrachtet. Da die 1-Ketten mindestens die
La¨nge 2r+1 haben, gilt dann uα(a) = 2r(1+ v)+ s, uβ(a) = (2r−1)(1+ v)+ s
und uδ(a) = (2r + 1−min{l, r + 1})(1 + v) + 2r.
Die 0-Kette ist genau dann stabil, wenn Spieler γ und Spieler δ bei der Ver-
wendung der Imitationsregel ihre jeweilige Aktion beide beibehalten.37 Spieler
37Wenn die Spieler am Rand einer Kette ihre Aktion beibehalten, dann wechseln Spieler in
ihrem Inneren offensichtlich ebenfalls nicht.
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γ wechselt genau dann nicht, wenn pi1(a, γ) = uα(a) > pi0(a, γ) = uδ(a) gilt;
diese Bedingung vereinfacht sich zu
min{l, r + 1} > 2r − s
1 + v
+ 1. (3.11)
Analog wechselt Spieler δ genau dann nicht, wenn pi1(a, δ) = uβ(a) ≤ pi0(a, δ) =
uδ(a) gilt, oder vereinfacht
min{l, r + 1} ≤ 2r − s
1 + v
+ 2. (3.12)
Fu¨r s > 2r + 1 + v hat Gleichung (3.12) keine Lo¨sung. Spieler δ wechselt
immer und selbst 0-Ketten der La¨nge 1 sind nicht stabil. In Abbildung 3.3
entspricht dies der dunkelgrauen Fla¨che oben links. Fu¨r r+ 1− (r − 1)v < s ≤
2r+1+ v haben die Gleichungen (3.11) und (3.12) genau eine Lo¨sung, na¨mlich
lˆ1(r, v, s) = ⌊(2r−s)/(1+v)+2⌋. In Abbildung 3.3 entspricht dies der hellgrauen
Fla¨che. Fu¨r r − rv < s ≤ r + 1 − (r − 1)v lo¨sen hingegen alle l ≥ r + 1 die
beiden Gleichungen. In Abbildung 3.3 entspricht dies der mittelgrauen Fla¨che.
Schließlich hat fu¨r s ≤ r− rv Gleichung (3.11) keine Lo¨sung. Spieler γ wechselt
immer und die 1-Ketten sind nicht stabil. In Abbildung 3.3 entspricht dies der
dunkelgrauen Fla¨che unten links.
Damit sind die im Satz unter 3 und 4 aufgefu¨hrten Bedingungen hergeleitet.
Fu¨r die Punkte 1 und 2 wiederhole man die obige Argumentation mit s = 0,
was a¨quivalent zu g(a) < nˆ ist.
Damit sind alle absorbierenden Zusta¨nde bekannt. Die Tatsache, daß keine
mehrelementigen Rekurrenzklassen existieren, folgt trivialerweise aus der An-
nahme tra¨gen Verhaltens.38
Unter der Imitationsdynamik kann also die Beteiligung an einer offenen Ent-
wicklergemeinschaft kurzfristig stabil sein, selbst wenn dies nicht individuell
rational ist. Zudem ist dieses Verhalten in den gemischten absorbierenden Zu-
sta¨nden fu¨r die meisten Werte von v und s u¨berraschend popula¨r. Denn im ge-
samten hellgrauen Bereich von Abbildung 3.3 haben alle 1-Ketten mindestens
38Eshel et al. (1998) diskutieren die Wirkung von Tra¨gheit ausfu¨hrlicher.
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die La¨nge 2r + 1 und alle 0-Ketten ho¨chstens die La¨nge r. Da aufgrund der
Kreisstruktur die Anzahl der 1-Ketten der der 0-Ketten entspricht, engagieren
sich dann u¨ber 2/3 der Gesamtpopulation in der Entwicklergemeinschaft.
Man ko¨nnte nun vermuten, zumindest fu¨r einen geringen Gemeinschaftsnutzen
s wa¨re diese kurzfristige Popularita¨t langfristig instabil. Denn ein Spieler, der
inmitten einer 1-Kette aufgrund eines Fehlers zur Aktion 0 wechselt, erha¨lt
einen sehr hohen Nutzen und wird daher imitiert, wa¨hrend ein Spieler, der
inmitten einer 0-Kette wegen eines Fehlers zur Aktion 1 wechselt, aufgrund
seines niedrigen Nutzens nicht imitiert werden wird. Fehler scheinen sich also
zugunsten von Aktion 0 auszuwirken. Der folgende Satz widerlegt aber diese
Intuition fu¨r einen Teil des Parameterraums sogar fu¨r s = 0:
Satz 3.4 Gilt v > 2r − 1, r > 1 und s = 0, dann ist z0 fu¨r hinreichend großes
n kein stochastisch stabiler Zustand der perturbierten Imitationsdynamik.
Beweis Der Beweis erfordert ein wenig zusa¨tzliche Notation: Offensichtlich ist
fu¨r jedes n die Anzahl der 0-Ketten, die in einem absorbierenden Zustand auf-
treten kann, nach oben beschra¨nkt; sei nachfolgend w(n) diese Schranke. Fu¨r
alle k ∈ {1, . . . , w(n)} bezeichne zudem Z(k) die Menge aller gemischten absor-
bierenden Zusta¨nde mit genau k 1- und 0-Ketten. Schließlich sei Z =
⋃w(n)
k=1 Z(k)
die Menge aller gemischten absorbierenden Zusta¨nde. Dem eigentlichen Beweis
gehen die dreier Hilfssa¨tze voran:
Hilfssatz 1 Mit nur einem Fehler kann ausgehend von z1 ein Zustand aus der
Menge Z(1) erreicht werden: Wenn im Zustand z1 ein Spieler aufgrund eines
Fehlers zur Aktion 0 wechselt, dann erha¨lt er wegen s = 0 den ho¨chstmo¨glichen
Nutzen. Es ist dann mo¨glich, daß ihn ein unmittelbarer Nachbar imitiert, wa¨h-
rend alle anderen Spieler tra¨ge sind. Das Ergebnis ist eine 1-Kette der La¨nge 2,
die wegen v > 2r − 1, r > 1 und s = 0 wie aus Abbildung 3.3 ersichtlich stabil
ist. Folglich wurde mit nur einem Fehler ein Zustand aus Z(1) erreicht. 
Hilfssatz 2 Die kleinste Anzahl an Fehlern, mit der ausgehend von z0 ein
Zustand aus der Menge Z(1) erreicht werden kann, betra¨gt r+2: Offensichtlich
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werden Spieler, die fa¨lschlicherweise von Aktion 0 zu Aktion 1 wechseln, am
ehesten imitiert, wenn sie eine 1-Kette bilden. Man nehme also an, im Zustand
z0 wechselten l ∈ N unmittelbar benachbarte Spieler aufgrund von Fehlern zur
Aktion 1. Das Ergebnis ist ein Zustand a der folgenden Gestalt:
. . . 0 . . .
α
0 1 . . . 1 . . . 1︸ ︷︷ ︸
l
0 . . . 0 . . .
Die 1-Kette kann genau dann wachsen, wenn Spieler α Aktion 1 imitiert. Dieses
ist genau dann der Fall, wenn
pi1(a, α) = min{l − 1, 2r − 1}(1 + v) > pi0(a, α) = min{l, r}(1 + v) + 2r (3.13)
gilt. Es ist nun leicht zu u¨berpru¨fen, daß fu¨r v > 2r − 1, r > 1 und s = 0 der
kleinste Wert fu¨r l, der Ungleichung (3.13) erfu¨llt, r + 2 ist. Wenn nun aber
eine 1-Kette der La¨nge r + 2 wachsen kann, so kann es eine la¨ngere 1-Kette
erst recht. Dieses Wachstum kann nun durch die Imitationsregel allein so lange
voranschreiten, bis die 0-Kette auf die stabile La¨nge 2 reduziert und somit ein
Zustand aus Z(1) erreicht wurde. 
Hilfssatz 3 Fu¨r jedes Paar gemischter absorbierender Zusta¨nde (z0, z¯) ∈ Z2
mit z0 6= z¯ existiert eine endliche Folge von w ∈ N absorbierenden Zusta¨nden
(z1, . . . , zw) ∈ Zw mit zw = z¯, so daß fu¨r alle f ∈ {1, . . . , w} genau ein Fehler
erforderlich ist, um zf ausgehend von zf−1 zu erreichen: Nachfolgend wird ein
Algorithmus dargestellt, mit dem die beschriebene Folge (z1, . . . , zw) in maximal
drei Schritten konstruiert werden kann. Selbstversta¨ndlich bricht der Algorith-
mus sofort ab, sobald z¯ erreicht wurde.
1. Der erste Schritt besteht in der Konstruktion des ersten Teils der Folge
(z1, . . . , zf ′), so daß zf ′ ∈ Z(1) ist. Gilt bereits z0 ∈ Z(1), so setze man
f ′ = 0 und gehe direkt zu Schritt 2. Anderenfalls setze man k0 so, daß
z0 ∈ Z(k0) ist und fixiere eine in z0 enthaltene 1-Kette. Ist die La¨nge
dieser 1-Kette gro¨ßer als 2r+1, so kann sie durch genau einen Fehler um
1 reduziert werden, indem der Spieler an ihrem rechten Rand fehlerhaft
zur Aktion 0 wechselt. Dieses fu¨hrt in einen transienten Zustand, da die
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resultierende 0-Kette zu lang ist. Allerdings kann diese 0-Kette wieder
auf die stabile La¨nge schrumpfen, indem der Spieler an ihrem rechten
Rand mit der Imitationsregel zu Aktion 1 wechselt. Nach endlich vielen
Wiederholungen dieses Vorgehens erha¨lt man schließlich eine Folge absor-
bierender Zusta¨nde, die durch jeweils einen Fehler getrennt sind und z0
mit einem absorbierenden Zustand verbinden, in dem die anfangs fixier-
te 1-Kette genau die La¨nge 2r + 1 hat. Von diesem Zustand kann man
wiederum mit nur einem Fehler des Spielers, der in der Mitte der fixier-
ten 1-Kette angesiedelt ist, einen absorbierenden Zustand in Z(k0 − 1)
erreichen. Denn wechselt dieser Spieler zur Aktion 0, so erha¨lt er wegen
s = 0 den gro¨ßtmo¨glichen Nutzen. Folglich ko¨nnen ihn alle Spieler in sei-
ner Nachbarschaft gleichzeitig imitieren, was die gesamte 1-Kette zersto¨rt.
Die resultierende 0-Kette ist natu¨rlich viel zu lang, kann aber allein durch
Imitation auf die stabile La¨nge schrumpfen, was in einem Zustand aus
Z(k0 − 1) endet. Die Wiederholung dieses Vorgehens mu¨ndet schließlich
in einen Zustand zf ′ ∈ Z(1).
2. Der na¨chste Schritt umfaßt die Konstruktion des zweiten Teils der Folge
(zf ′+1, . . . , zf ′′), so daß zf ′′ ∈ Z(1) und die Position der in zf ′′ enthaltenen
0-Kette der einer in z¯ enthaltenen entspricht. Sind die 0-Ketten bereits
gleich positioniert, so setze man f ′′ = f ′ und gehe direkt zu Schritt 3.
Anderenfalls kann man die in zf ′ enthaltene 0-Kette mit nur einem Feh-
ler um 1 nach rechts verschieben, in dem der Spieler an ihrem linken
Rand aufgrund eines Fehlers zur Aktion 1 wechselt. Dieses fu¨hrt in einen
transienten Zustand, da die resultierende 0-Kette zu kurz ist. Allerdings
kann sie wieder auf die stabile La¨nge wachsen, indem der Spieler am lin-
ken Rand der 1-Kette mit der Imitationsregel zu Aktion 0 wechselt. Der
resultierende Zustand ist wieder absorbierend. Die Wiederholung dieses
Vorgehens mu¨ndet schließlich u¨ber eine Folge von durch nur einen Fehler
getrennten absorbierenden Zusta¨nden in zf ′′ ∈ Z(1).
3. Der dritte Schritt besteht in der Konstruktion des letzten Teils der Folge
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(zf ′′+1, . . . , zw) mit zw = z¯. Hierfu¨r mu¨ssen noch all jene 0-Ketten, die
zwar in z¯ aber nicht in zf ′′ enthalten sind, hinzugefu¨gt werden. Jede dieser
0-Ketten kann mit nur einem Fehler eingefu¨gt werden, indem der Spieler
am linken Rand einer nur in z¯ enthaltenen 0-Kette aufgrund eines Fehlers
zur Aktion 0 wechselt. Diese 0-Kette kann nun allein durch Imitation
so lange nach rechts wachsen, bis sie die stabile La¨nge erreicht hat. Der
resultierende Zustand ist dann wieder absorbierend. Die Wiederholung
dieses Vorgehens fu¨hrt schließlich zum Zustand z¯. 
Aus den Hilfssa¨tzen 1 bis 3 folgt unmittelbar, daß das stochastische Potential je-
des gemischten absorbierenden Zustands nach oben durch r+2+|Z| beschra¨nkt
ist.39
Bezeichnet h(n) fu¨r alle n die minimale Anzahl von Fehlern, die erforderlich
ist, um z0 ausgehend von einem Zustand aus Z ∪ {z1} zu erreichen, so ist
das stochastische Potential von z0 nach unten offensichtlich durch |Z| + h(n)
beschra¨nkt. Da nun nach Young (1993) der Zustand z0 nicht stochastisch stabil
ist, wenn er nicht das kleinste stochastische Potential aufweist, genu¨gt es im
weiteren zu zeigen, daß fu¨r hinreichend großes n die Ungleichung h(n) > r + 2
gilt.
Offensichtlich muß in jeder 1-Kette eines Zustands aus Z mindestens ein Fehler
auftreten, um in den Attraktionsbereich von z0 zu gelangen. Wir ko¨nnen da-
her die weitere Betrachtung auf alle absorbierenden Zusta¨nde aus der Menge
Z ′ = {z1} ∪ ⋃min{r+2,w(n)}k=1 Z(k) beschra¨nken, da alle anderen gemischten ab-
sorbierenden Zusta¨nde mehr als r+2 1-Ketten enthalten und daher auch mehr
als r + 2 Fehler erforderlich sind.
Da nun die Anzahl der in den Zusta¨nden aus Z ′ enthaltenen 1-Ketten nach oben
beschra¨nkt ist, muß fu¨r n → ∞ die La¨nge mindestens einer 1-Kette ebenfalls
gegen ∞ divergieren. Da fu¨r v > 2r − 1, r > 1 und s = 0 nach Abbildung
3.3 die La¨nge der stabilen 0-Ketten 2 betra¨gt, kann ein Spieler, der inmitten
39Die Definition des stochastischen Potentials findet sich bei Young (1998, S. 54 ff).
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einer 1-Kette aufgrund eines Fehlers zur Aktion 0 wechselt, ho¨chstens 2r weitere
Spieler konvertieren. Das impliziert, daß die Anzahl der Fehler, die erforderlich
ist, um eine 1-Kette mit gegen ∞ divergierender La¨nge zu zersto¨ren, ebenfalls
gegen ∞ divergiert. Somit gilt h(n) > r + 2 fu¨r hinreichend großes n.
Satz 3.4 fußt auf dem Zusammenspiel zweier Effekte: Zwar tra¨gt Aktion 0 in-
mitten einer 1-Kette zuna¨chst einen vergleichsweise hohen Nutzen ein, sobald
aber auch nur ein Spieler diese Aktion imitiert, fa¨llt dieses Nutzenniveau fu¨r
v > 2r−1 und r > 1 so sehr ab, daß die Weiterverbreitung der Aktion 0 mittels
der Imitationsregel unmo¨glich ist. Die Nachbarschaftsstruktur bewirkt also, daß
unkooperatives Verhalten sich hauptsa¨chlich selbst scha¨digt und sehr schnell
nicht mehr imitiert wird. Die Verbreitung kooperativen Verhaltens wird hinge-
gen durch die Nachbarschaftsstruktur sogar gefo¨rdert, denn zusammenha¨ngende
Gruppen kooperativer Spieler unterstu¨tzen sich vornehmlich untereinander, wo-
durch die Verbreitung von Kooperation nicht die Grundlage ihres eigenen Er-
folgs zersto¨rt.
3.3.3.3 Hybride Dynamik
Im Hinblick auf die weitere Analyse besteht die Haupterkenntnis des vorhe-
rigen Abschnitts darin, daß imitationales Verhalten eine gewisse Asymmetrie
zugunsten kooperativen Verhaltens erzeugt. Diese Asymmetrie erscheint aller-
dings zu stark ausgepra¨gt, da Kooperation auch langfristig sogar dann auftritt,
wenn sie individuell irrational ist. Gerade langfristig sollten die Spieler aber
intellektuell in der Lage sein, dominante Strategien zu erkennen und zu ver-
wenden. In Reaktion darauf wird nun eine hybride Dynamik betrachtet, in der
die Spieler nicht nur imitieren, sondern auch beste Antworten geben und somit
die eben vermißte Fa¨higkeit zuru¨ckerlangen.40 Empirischen Ru¨ckhalt bekommt
40Eine Erweiterung des Modells von Eshel et al. (1998) mit einer a¨hnlichen Grundidee hat
Matros (2004) vorgelegt. Allerdings betrachtet er ein anderes Stufenspiel und endogenisiert
die Wahl der Entscheidungsregel in einer Weise, daß die Beste-Antwort-Regel keine echte
Wirkung entfalten kann, da sie von kooperativen Spielern sogar langfristig niemals benutzt
wird.
122
dieses Vorgehen von Huck, Normann und Oechssler (1999), die das Ergebnis
eines von ihnen durchgefu¨hrten Experiments wie folgt beschreiben:
If subjects have the necessary information to play best replies, most
do so, though adjustment to the best reply is almost always in-
complete. If subjects additionally have the necessary information to
“imitate the best”, at least a few subjects become pure imitators.
Sei also nun die Zahl der Entscheidungsregeln m = 3 und die verwendeten
Regeln d1 = I, d2 = B und d3 = T . Man beachte, daß alle nachfolgend be-
schriebenen Ergebnisse auch fu¨r den Fall gelten, daß die Imitationsregel nur mit
sehr kleiner Wahrscheinlichkeit verwendet wird (kleine µ11, . . . , µ
n
1 > 0). Inso-
fern kann die hybride Dynamik als eine minimale Variation der Beste-Antwort-
Dynamik gelten.
Die absorbierenden Zusta¨nde der unperturbierten hybriden Dynamik ergeben
sich unmittelbar aus denen der zwei vorangegangenen. Sie werden im folgenden
Satz benannt:
Satz 3.5 Die unperturbierte hybride Dynamik hat immer den absorbierenden
Zustand z0 = (0, . . . , 0). Gilt s > 2r, dann ist zudem z1 = (1, . . . , 1) absorbie-
rend. Alle anderen Zusta¨nde sind transient.
Beweis Offensichtlich ist ein Zustand unter der hybriden Dynamik genau dann
absorbierend, wenn er unter der Beste-Antwort- und unter der Imitationsdyna-
mik absorbierend ist. Dieser Satz folgt daher unmittelbar aus den Sa¨tzen 3.1
und 3.3.
Wa¨hrend die hybride Dynamik kurzfristig der Beste-Antwort-Dynamik gleicht,
unterscheiden sich die langfristigen Vorhersagen deutlich. Denn der Zustand
z1, in dem sich alle Spieler an der offenen Entwicklergemeinschaft beteiligen,
ist unter bestimmten Voraussetzungen selbst dann stabil, wenn die durch den
Parameter ζ gemessene strategische Unsicherheit sehr groß ist. Der folgende
Satz pra¨zisiert diese Aussage:
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Satz 3.6 Der Zustand z1 ist der einzige stochastisch stabile Zustand der per-
turbierten hybriden Dynamik, wenn s > 2r, r > 1 und v > (r + 1)/(r − 1) gilt
und n hinreichend groß ist.
Beweis Nach Satz 3.5 ist z1 fu¨r s ≤ 2r nicht absorbierend und somit erst
recht nicht stochastisch stabil. Die Bedingung s > 2r muß also zwingend erfu¨llt
sein. Gilt sie, so hat der unperturbierte Markow-Prozeß exakt die beiden Re-
kurrenzklassen {z0} und {z1}. Wie bereits im Beweis von Satz 3.2 entspricht
dann deren stochastisches Potential jeweils der Anzahl an Fehlern, die minde-
stens erforderlich ist, um die Rekurrenzklassen ausgehend von der anderen zu
erreichen. Nachfolgend wird eine obere Schranke fu¨r die minimale Fehlerzahl
bei einem Wechsel zu z1 und eine untere Schranke fu¨r die minimale Fehler-
zahl bei einem Wechsel zu z0 bestimmt. Anschließend wird gezeigt, daß die
letztgenannte Schranke fu¨r hinreichend großes n die erstgenannte u¨bersteigt.
Zuna¨chst wird der Wechsel von z0 nach z1 betrachtet. Hierbei nehme man an,
im Zustand z0 wechselten l ∈ N unmittelbar benachbarte Spieler aufgrund von
Fehlern zur Aktion 1. Das Ergebnis ist ein Zustand a der folgenden Gestalt:
. . . 0 . . .
α
0 1 . . . 1 . . . 1︸ ︷︷ ︸
l
0 . . . 0 . . .
Die 1-Kette kann genau dann wachsen, wenn Spieler α Aktion 1 imitiert. Dieses
ist sicher der Fall, wenn
pi1(a, α) ≥ min{l − 1, 2r − 1}(1 + v) > pi0(a, α) = min{l, r}(1 + v) + 2r (3.14)
gilt. Es ist nun leicht zu u¨berpru¨fen, daß fu¨r r > 1 und v > (r + 1)/(r − 1) der
kleinste Wert fu¨r l, der Ungleichung (3.14) erfu¨llt, l∗ =
⌊
r + 2r1+v + 2
⌋
ist. Wenn
nun aber eine 1-Kette der La¨nge l∗ wachsen kann, so kann es eine la¨ngere 1-Kette
erst recht. Dieses Wachstum kann nun durch die Imitationsregel allein so lange
voranschreiten, bis die 0-Kette auf die stabile La¨nge l′ geschrumpft ist, die wegen
r > 1 und v > (r+1)/(r−1) die Bedingung l′ < r+1 erfu¨llt. Zwar kann diese 0-
Kette nicht durch die Imitationsregel eliminiert werden, um den U¨bergang nach
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z1 zu vollenden. Fu¨r hinreichend großes n ist dieses aber mithilfe der Beste-
Antwort-Regel mo¨glich, da dann n − l′ ≥ n − r ≥ nˆ = ⌊ζn⌋ gilt und Aktion
1 den Gemeinschaftsnutzen s > 2r einbringt. Folglich erfu¨llt das stochastische
Potential von {z1}, nachfolgend mit ρz1 bezeichnet, fu¨r hinreichend großes n
die Ungleichung
ρz1 ≤ l∗ =
⌊
r +
2r
1 + v
+ 2
⌋
. (3.15)
Nun wird der Wechsel von z1 nach z0 analysiert. Aus dem Beweis von Satz
3.2 ist bekannt, daß n − nˆ + 1 Fehler erforderlich sind, um allein mittels der
Beste-Antwort-Dynamik zum Zustand z0 zu wechseln. Die entscheidende Frage
ist nun, ob imitationales Verhalten diese Anzahl verringern kann, und zwar mit-
tels eines Ansteckungseffekts, der dem im vorherigen Abschnitt beschriebenen
a¨hnelt. Nachfolgend wird daher die Rolle der Imitationsregel beim Wechsel zu
z0 fu¨r den Fall analysiert, daß die Entwicklergemeinschaft hinreichend groß ist
und Aktion 1 stets den Gemeinschaftsnutzen s eintra¨gt.
Ein Spieler i mit ai = 0 heiße isoliert, wenn der kleinste Abstand zwischen ihm
und einem anderen Spieler j 6= i mit aj = 0 gro¨ßer als 2r+1 ist.41 Er liegt dann
zwischen zwei 1-Ketten, deren La¨nge jeweils mindestens 2r + 1 betra¨gt. Offen-
sichtlich findet nun ein isolierter Spieler α, der fehlerhaft zur Aktion 0 wechselt,
keinen Nachahmer, da alle Spieler in seiner Nachbarschaft N(α) in ihrer Nach-
barschaft einen Spieler haben, der Aktion 1 verwendet und wegen s > 2r den
ho¨chstmo¨glichen Nutzen (1+v)2r+s erha¨lt. Daher du¨rfen zwei Spieler, die feh-
lerhaft zur Aktion 0 wechseln, nicht isoliert sein, um mo¨glicherweise Nachahmer
finden zu ko¨nnen. Folglich fu¨hren ausgehend von z1 zwei Fehler zu maximal
2r + 2 Spielern mit Aktion 0 und allgemein k Fehler zu maximal (k − 1)2r + k
Spielern, die Aktion 0 verwenden. Da diese (k−1)2r+k Spieler eine 1-Kette bil-
den, deren La¨nge die einer stabilen 1-Kette u¨bersteigt, werden sie keine weiteren
Nachahmer finden. Die verbleibenden Spieler mu¨ssen daher mittels der Beste-
Antwort-Regel zur Aktion 0 wechseln, um den Wechsel zu z0 zu vollenden. Die-
41Aufgrund der kreisfo¨rmigen Anordnung der Spieler ist der Abstand zwischen zwei Spielern
i, j ∈ I mit i ≤ j als min{j − i, n+ i− j} definiert.
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ses erfordert, daß der Gemeinschaftsnutzen s nicht mehr ausgezahlt wird, was
erst dann der Fall ist, wenn (k−1)2r+k > n− nˆ gilt. Die kleinste Fehleranzahl
k ∈ N, welche diese Ungleichung erfu¨llt, ist k∗ = ⌊(n− nˆ+ 2r)/(2r + 1) + 1⌋.
Das stochastische Potential von {z0}, nachfolgend mit ρz0 bezeichnet, erfu¨llt
damit fu¨r hinreichend großes n die Ungleichung
ρz0 ≥ k∗ =
⌊
n− ⌊ζn⌋+ 2r
2r + 1
+ 1
⌋
. (3.16)
Offensichtlich divergiert ρz0 nach Ungleichung (3.16) fu¨r n→∞ ebenfalls gegen
∞, wohingegen ρz1 nach Ungleichung (3.15) nach oben beschra¨nkt ist. Folglich
ist z1 fu¨r hinreichend großes n der einzige stochastisch stabile Zustand.
Wie bereits in Abschnitt 3.3.3.2 entfaltet also Imitation unter bestimmten Vor-
aussetzungen mehr Schubkraft beim U¨bergang von z0 nach z1 als vice versa. Da-
bei macht die Bedingung s > 2r den Zustand z1 gegenu¨ber der Beste-Antwort-
Regel robust. Die Bedingungen r > 1 und v > (r+1)/(r− 1) stellen zusammen
sicher, daß eine hinreichend lange 1-Kette Nachahmer findet, selbst wenn die-
ses voru¨bergehend irrational ist. Und schließlich gibt die Forderung nach einem
hinreichend großen n der durch die Imitationsregel eingefu¨hrten Asymmetrie
zugunsten kooperativen Verhaltens gro¨ßeres Gewicht.
Satz 3.6 beschreibt das zentrale Ergebnis des vorliegenden Modells. Es scheint
daher angebracht, seine Robustheit gegenu¨ber Vera¨nderungen der Modellan-
nahmen zu diskutieren. So mag man einwenden, die Spezifikation des Gemein-
schaftnutzens σ(a) sei zu simpel oder sogar kontrafaktisch, da einige Motive
fu¨r die Beteiligung an offenen Softwareprojekten (z. B. Job-Market-Signaling)
mo¨glicherweise an Kraft verlieren, sobald die Gemeinschaft zu groß wird. Es
wa¨re dann angemessener, diese Nutzenkomponente durch eine allgemeine Funk-
tion σ′ : [0, 1]→ R der relativen Gemeinschaftsgro¨ße g(a)/n zu beschreiben, die
erst monoton steigt und dann monoton fa¨llt. Diese allgemeinere Beschreibung
kann aber leicht auf die hier betrachtete abgebildet werden, indem s = σ′(1) und
ζ = min{z ∈ (0, 1) : σ′(y) > s fu¨r alle y ≥ z} gesetzt wird. Die die langfristige
Stabilita¨t von z1 sichernde Anforderung ist allein, daß der Gemeinschaftsnutzen
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eine untere Schranke s > 2r u¨bersteigt, sobald die Gemeinschaft eine gewisse
relative Gro¨ße ζ < 1 erreicht hat.
U¨berdies ist auch eine alternative Modellierung der Tra¨gheit denkbar. Einerseits
ko¨nnte etwa in jeder Periode genau ein Spieler seine Aktion u¨berpru¨fen. Die-
ses wu¨rde insbesondere den gleichzeitigen Wechsel vieler Spieler mittels einer
Entscheidungsregel unterbinden; stattdessen mu¨ßten die Spieler hintereinander
und in einer jeweils vera¨nderten Situation wechseln. Andererseits ko¨nnte aber
auch Tra¨gheit u¨berhaupt keine Rolle spielen. Es ist aber leicht zu zeigen, daß
Satz 3.6 fu¨r beide Alternativen ebenfalls gilt.
Bergin und Lipman (1996) kritisieren das Konzept stochastischer Stabilita¨t ganz
grundsa¨tzlich. Die alleinige Beru¨cksichtigung der Anzahl der erforderlichen Feh-
ler fu¨r U¨berga¨nge zwischen Rekurrenzklassen greife zu kurz. Denn sobald die
Wahrscheinlichkeiten, mit der diese Fehler auftreten, fu¨r ε → 0 verschieden
schnell gegen Null konvergieren, vera¨ndern sich die langfristigen Eigenschaften
der perturbierten Markow-Prozesse erheblich. Allerdings gibt es keinen Grund,
warum die Fehlerwahrscheinlichkeiten im hier vorliegenden Modell verschiede-
ne Konvergenzraten aufweisen sollten. Zudem zeigen van Damme und Weibull
(2002), wie die Konvergenzraten sinnvoll endogenisiert werden ko¨nnen, um das
Konzept stochastischer Stabilita¨t zu rehabilitieren.
Eine andere offensichtliche Schwa¨che der hier verwendeten Methoden liegt dar-
in, daß alle Ergebnisse nur auf unendlich lange Sicht gelten. Es ist daher schwie-
rig einzuscha¨tzen, inwiefern diese Ergebnisse bereits innerhalb nach menschli-
chem Maßstab relevanter Zeitspannen Geltung haben. Es ist aber allgemein
bekannt, daß lokale Interaktionsstrukturen die Konvergenzgeschwindigkeit sol-
cher Modelle wie dem hier beschriebenen drastisch erho¨hen (vgl. etwa Ellison,
1993). Insofern sollte dieser allgemeinen Schwa¨che hier allenfalls geringe Bedeu-
tung zukommen.
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3.3.4 Schlußfolgerungen
Das Hauptanliegen des hier entwickelten Modells besteht in der Kla¨rung der
Frage, unter welchen Voraussetzungen sich offene Entwicklergemeinschaften
nachhaltig und zuverla¨ssig etablieren ko¨nnen. Satz 3.6 benennt diesbezu¨glich
vier hinreichende Bedingungen:
• Der Nutzen aus der Beteiligung an einer großen, funktionierenden offenen
Entwicklergemeinschaft muß den aus dem Verkauf der einzelner Module
u¨bersteigen (s > 2r). Anderenfalls bricht die Kooperation aufgrund von
Eigeninteressen zusammen.
• Die Kopplung zwischen den Modulen muß hinreichend stark sein(r > 1).
Die einzelnen Bausteine der Software du¨rfen also nicht lose nebeneinander
stehen, sondern mu¨ssen ein zusammenha¨ngendes Softwaresystem bilden.
• Die Verfu¨gbarkeit der Quelltexte muß hinreichend wertvoll sein(v > (r +
1)/(r−1)). Offensichtlich ist diese Bedingung tendenziell eher bei Software
fu¨r technisch versierte Nutzer erfu¨llt.
• Die Software muß hinreichend stark modularisiert sein (großes n). Ein-
zelnen darf also keine zu große Bedeutung zukommen, damit diese ein
kooperatives Regime nicht quasi im Alleingang absetzen ko¨nnen.
Zudem kann das Modell nur dann als ada¨quate Beschreibung der Realita¨t gel-
ten, wenn die zwei folgenden Voraussetzungen erfu¨llt sind:
• Die Software besteht aus wohldefinierten Modulen mit einer klaren Auf-
gabenverteilung. Dieses ist insbesondere in reifen Softwarekategorien ge-
geben.
• Es existiert ein effizienter Kommunikationsmechanismus, der den Ent-
wicklern wiederholte und friktionsfreie Interaktion ermo¨glicht. Im Fall of-
fener Softwareentwicklung ist dieser Mechanismus natu¨rlich das Internet.
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All diese Bedingungen werden in der Realita¨t von erfolgreichen offenen Softwa-
reprojekten regelma¨ßig erfu¨llt. Sollte man also erwarten, daß offene Entwickler-
gemeinschaften in Zukunft wahrlich innovative, aber auch kleine und monolithi-
sche Software fu¨r technisch inkompetente Nutzer hervorbringen? Wahrschein-
lich nicht! Sollte man hingegen erwarten, daß das Betriebssystem GNU/Linux,
Ergebnis der Bestrebungen Tausender von IT-Profis, das wohlbekannte, hoch-
modulare Unix zu reproduzieren, seine Erfolgsgeschichte fortschreibt. Im Licht
des hier vorgestellten Modells ist die Antwort “Ja”!
3.4 Zwischenfazit
Entgegen der popula¨ren Ansicht, offene Software sei im wesentlichen das Er-
gebnis altruistischen Strebens, kann man ihre Entwicklung auf handfeste o¨kono-
mische Motive zuru¨ckfu¨hren. Diese sind allerdings derartig vielfa¨ltig, daß eine
auf ein Motiv beschra¨nkte Betrachtung die Funktionsweise einer offenen Ent-
wicklergemeinschaft nur begrenzt zu erfassen vermag. Ein Ansatzpunkt fu¨r ei-
ne umfassendere Analyse erwa¨chst aber aus der Beobachtung, daß alle Motive
nur wirksam sind, wenn die Entwicklergemeinschaft eine gewisse Mindestgro¨ße
erreicht hat. Offene Softwareentwicklung stellt sich dann in erster Linie als Ko-
ordinationsproblem zwischen vielen Akteuren dar. Eine genaue Analyse dieses
Koordinationsproblems ermo¨glicht Aussagen daru¨ber, unter welchen Vorausset-
zungen sich offene Software langfristig etablieren kann.
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4 Offene Software und staatliches
Handeln
Auch in der politischen Arena hat offene Software in vielfa¨ltiger Weise fu¨r
Aufsehen gesorgt. Weltweit sind auf multinationaler, nationaler und regiona-
ler Ebene zahlreiche staatliche Initiativen und Gesetzesvorhaben vorgelegt oder
bereits umgesetzt worden, die offene Software in verschiedenster Weise fo¨rdern
sollen. Die Motive sind dabei vielfa¨ltig. So wird beispielsweise argumentiert,
offene Software sei proprieta¨rer technisch u¨berlegen oder geeignet, monopoli-
stische Marktstrukturen aufzubrechen und den Wettbewerb zu fo¨rdern. Andere
sehen offene Software als regelrechten Innovationsmotor. Ob offene Software aus
diesen und anderen Motiven heraus u¨berhaupt staatlich gefo¨rdert werden soll-
te und wie dieses gegebenenfalls zu geschehen habe, ist allerdings umstritten.
Handfeste wirtschaftliche Interessen auf der einen und ein fast schon missiona-
rischer Eifer auf der anderen Seite haben dieser Debatte zudem einen bisweilen
recht schrillen Ton gegeben. So a¨ußerte sich Jim Allchin, Vizepra¨sident von
Microsoft, o¨ffentlich wie folgt (zitiert nach O’Reilly, 2001):
I can’t imagine something that could be worse than this for the
software business and the intellectual-property business. [. . .] I’m
an American, I believe in the American Way. I worry if the govern-
ment encourages open source, and I don’t think we’ve done enough
education of policy makers to understand the threat.
Auf der anderen Seite empfiehlt das President’s Information Technology Advi-
sory Committee (2000) unter der Leitung von Irving Wladawsky-Berger, dem
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Vizepra¨sidenten fu¨r Technologie und Strategie von IBM und langja¨hrigem Ver-
fechter offener Software:
First, the Federal government should aggressively encourage the de-
velopment of open source software for high end computing. [. . .] Se-
cond, a “level playing field” must be created within the government
procurement process to facilitate open source development.
Auch in der deutschen Parteienlandschaft hat sich diese Debatte niedergeschla-
gen. Welch vielfa¨ltige Positionen dabei vertreten werden, belegen die folgenden
Zitate. So heißt es in einem Antrag von Mitgliedern der Bundestagsfraktionen
von SPD und Bu¨ndnis 90/Die Gru¨nen (2001):
Der Deutsche Bundestag begru¨ßt die Fo¨rderung von Open-Source-
Produkten und fordert die Einfu¨hrung von unter Open-Source-Lizenz
erstellten Produkten in der Bundesverwaltung, vor allem in sicher-
heitsrelevanten Bereichen.
In einem Beschluß des Bundesvorstands der CDU (2002) wird die folgende,
vermutlich u¨berraschende Haltung formuliert:
Zur Fo¨rderung von Open-Source-Software sollten o¨ffentliche Stellen
nur Software verwenden, deren Quellcode frei zuga¨nglich ist, soweit
solche Software verfu¨gbar ist.
Die Bundestagsfraktion der FDP (2002) steht einer staatlichen Fo¨rderung offe-
ner Software hingegen eher ablehnend gegenu¨ber:
Auch die FDP-Fraktion begru¨ßt grundsa¨tzlich den Einsatz von Open-
Source Produkten in der Verwaltung. [. . .] Was wir kritisieren, sind
Linux-Anwendungen, die sich u¨ber die objektiv nachpru¨fbaren Kri-
terien Bedienerfreundlichkeit, Stabilita¨t und Kosten hinwegsetzen,
um politisch erwu¨nschte Signalwirkungen zu erreichen.
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Und schließlich a¨ußert sich die Bundestagsfraktion der PDS (2001) mit vertrau-
tem Klang wie folgt:
Die PDS setzt sich fu¨r Open Source Software und gegen Software-
patente ein. Die Offenlegung der Quellcodes ermo¨glicht eine Verge-
sellschaftung der Programme und damit ihre stetige Verbesserung
und Verbreitung.
In diesem Kapitel soll versucht werden, die oben skizzierte Debatte zu struk-
turieren und zu versachlichen. Dazu werden zuna¨chst die Maßnahmen und In-
strumente, mit denen die o¨ffentliche Hand offene Software fo¨rdern kann, be-
schrieben. Anschließend werden die o¨konomischen Auswirkungen staatlichen
Handelns auf Ma¨rkte fu¨r Software analysiert, wobei der Schwerpunkt auf sol-
che fu¨r Massensoftware gelegt wird. Es folgt eine Untersuchung der Bedeutung
offener Software fu¨r die Entwicklung von Individualsoftware. Schließlich werden
sa¨mtliche Zwischenergebnisse kritisch gewu¨rdigt und einige Empfehlungen fu¨r
staatliches Handeln in bezug auf offene Software gegeben.
4.1 Maßnahmen und Instrumente
Die bislang weltweit diskutierten oder implementierten Maßnahmen und Instru-
mente zur Fo¨rderung offener Software sind tatsa¨chlich a¨ußerst vielfa¨ltig, lassen
sich aber dennoch im wesentlichen in vier Gruppen einteilen: nachfrageseiti-
ge Fo¨rderung, angebotsseitige Fo¨rderung, Information und Beratung sowie die
Schaffung eines neutralen Wettbewerbsumfelds.
4.1.1 Nachfrageseitige Fo¨rderung
Selbstversta¨ndlich tritt die o¨ffentliche Hand auch als Nachfrager nach Soft-
ware auf und kann offene Software somit u¨ber deren Nutzung in o¨ffentlichen
Einrichtungen fo¨rdern, indem sie diese verwendet.1 Von einem Instrument zur
1Nach Angaben des Statistischen Bundesamts waren im Jahr 2002 knapp 15 % aller abha¨ngig
Bescha¨ftigten im o¨ffentlichen Dienst ta¨tig. Unterstellt man, daß sich die Nachfrage nach
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Fo¨rderung kann allerdings erst dann gesprochen werden, wenn die Entscheidung
fu¨r offene Software nicht allein auf der Grundlage einer neutralen Abwa¨gung
von Kosten und Nutzen erfolgt, sondern aufgrund eines artikulierten politischen
Willens auch in solchen Fa¨llen, in denen allein unter Kosten-Nutzen-Aspekten
einer proprieta¨ren Software der Vorzug ha¨tte gegeben werden mu¨ssen. Schwach
ausgestaltet fordert dieses Instrument von o¨ffentlichen Einrichtungen, offener
Software den Vorzug vor proprieta¨rer Software zu geben, wenn diese im Prinzip
gleichwertig sind. Stark ausgestaltet erzwingt es hingegen, offene Software einzu-
setzen, wenn sie verfu¨gbar ist. In der letztgenannten Ausgestaltung wurde dieses
Instrument zwar von den gesetzgebenden Organen vieler La¨nder diskutiert, al-
lerdings nie beschlossen (vgl. Center for Strategic and International Studies,
2004); in der erstgenannten Ausgestaltung wird es jedoch in mehreren La¨ndern
genutzt, beispielsweise in Brasilien und Malaysia (vgl. Heise-Newsticker, 2003a,
2004).
Des weiteren kann ein Staat die Nachfrage nach offener Software stimulieren,
indem er ihre Nutzung finanziell subventioniert. Außer Singapur verfolgt aller-
dings kein Land eine derartige Politik (vgl. Hahn, 2002) .
In Deutschland wurde die Fo¨rderung offener Software durch eine Sta¨rkung der
Nachfrage zwar diskutiert, etwa im Deutschen Bundestag (2001), aber schließ-
lich verworfen.
4.1.2 Angebotsseitige Fo¨rderung
Angebotsseitig kann die o¨ffentliche Hand offene Software fo¨rdern, indem sie
deren Entwicklung unterstu¨tzt. Dieses kann auf drei Arten geschehen.
Erstens kann die Weiterentwicklung bereits vorhandener offener Software gefo¨r-
dert werden, etwa durch die Zahlung von Subventionen an deren Entwickler.
Ein praktisches Problem bei der Anwendung dieses Instruments kann in einer
Software pro Arbeitnehmer im o¨ffentlichen nicht wesentlich von der im privaten Sektor
unterscheidet, erha¨lt man eine Vorstellung davon, u¨ber welchen Anteil der gesamten Nach-
frage nach Software die o¨ffentliche Hand gebietet.
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starken Fragmentierung der Entwicklergemeinschaft bestehen, die es eventuell
unmo¨glich macht, einen geeigneten Adressaten fu¨r die Subventionen zu iden-
tifizieren. Alternativ ko¨nnen sich allerdings auch o¨ffentliche Einrichtungen, die
u¨ber Bescha¨ftigte mit entsprechenden Fachkenntnissen verfu¨gen, unmittelbar
an der Entwicklung beteiligen. Neben zahlreichen anderen La¨ndern engagiert
sich auch Deutschland in dieser Weise fu¨r offene Software; beispielsweise betei-
ligt sich das Bundesministerium des Innern (2002) an der Entwicklung offener
Sicherheitssoftware.
Das eben beschriebene Vorgehen steigernd kann die o¨ffentliche Hand zweitens
die Entwicklung offener Software initiieren und dann maßgeblich vorantreiben.
Den Anstoß dafu¨r gibt ha¨ufig der Eigenbedarf einer o¨ffentlichen Einrichtung,
der in Ermangelung geeigneter Massensoftware nur mit Individualsoftware be-
friedigt werden kann. Die so entstehende Software wird dann unter eine offe-
ne Lizenz gestellt, um sie der Allgemeinheit so nutzbringend wie mo¨glich zur
Verfu¨gung zu stellen. Gelegentlich sind bei dieser recht aggressiven Form an-
gebotsseitiger Fo¨rderung sicherlich auch industriepolitische Motive von Bedeu-
tung. Ein Beispiel fu¨r diese Politik ist die Kooperation Chinas, Japans und
Su¨dkoreas bei der Entwicklung einer “asiatischen” Linux-Variante (vgl. Heise-
Newsticker, 2003b).
Zudem entwickelt die o¨ffentliche Hand Software, da sie etwa an Universita¨ten
entsprechende Grundlagenforschung betreibt. Indem sie vorschreibt, die Ergeb-
nisse dieser Forschung als offene Software2 zu vero¨ffentlichen, verfu¨gt sie u¨ber
eine dritte Mo¨glichkeit der angebotsseitigen Fo¨rderung.
4.1.3 Information und Beratung
Des weiteren kann der Staat offene Software mit Hilfe von Informations- und
Beratungsangeboten fo¨rdern. Die zu beobachtende Bandbreite derartiger Ange-
2In der Literatur besteht weitgehend Einigkeit daru¨ber, daß die Ergebnisse o¨ffentlich fi-
nanzierter Forschung nicht unter eine Copyleft-Lizenz gestellt werden sollten, um eine
mo¨glichst weitreichende und somit auch kommerzielle Weiterverwendung der Software
nicht zu behindern (vgl. etwa Evans, 2002; Smith, 2002; Schmidt und Schnitzer, 2003).
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bote ist dabei erheblich und reicht von Initiativen, die beinahe den Charakter
von Werbekampagnen aufweisen, bis zur Bereitstellung umfangreicher Leitfa¨den
mit ausfu¨hrlichen Anleitungen zum konkreten Einsatz offener Software.
Wie eine umfangreiche Untersuchung des Center for Strategic and Internatio-
nal Studies (2004) zeigt, werden derartige Maßnahmen in zahlreichen La¨ndern
weltweit und auch in Deutschland intensiv und sehr ha¨ufig eingesetzt.
4.1.4 Schaffung eines neutralen Wettbewerbsumfelds
Schließlich kann die o¨ffentliche Hand Rahmenbedingungen schaffen, die den
Besonderheiten offener Software Rechnung tragen und so einen unverzerrten
Wettbewerb mit proprieta¨rer Software ermo¨glichen. Drei Bereiche sind dabei
hervorzuheben:
Eine hitzige Debatte ist um die Frage entbrannt, ob die Patentierbarkeit von Al-
gorithmen und Datenstrukturen, die ja den Kern jeder Art von Software bilden,
eine systematische, gesamtgesellschaftlich unerwu¨nschte Benachteiligung offe-
ner Software gegenu¨ber proprieta¨rer zur Folge hat. Im wesentlichen werden zwei
mo¨gliche Asymmetrien genannt, die beide daraus erwachsen, daß die Durchset-
zung eigener Rechte gegen eine finanziell deutlich sta¨rkere Partei schwierig ist
(vgl. Richter, 2003). Erstens wird befu¨rchtet, die Entwickler offener Software
ko¨nnten sich nicht gegen die Patentierung ihrer eigenen, offen gelegten Entwick-
lungen durch finanzkra¨ftige Unternehmen mit entsprechenden Rechtsabteilun-
gen wehren; zweitens sei es Unternehmen durch zwar nicht gerichtsfeste aber
zahlreiche Patente auf Trivialita¨ten3 mo¨glich, die Entwicklung konkurrierender
offener Software faktisch zu unterbinden. Des weiteren wird ha¨ufig argumen-
tiert, offene Lizenzen und Softwarepatente seien juristisch inkompatibel.
Man kann nun argumentieren, Patente seien ein derartig wichtiges Instrument
zur Verso¨hnung privater und gesamtgesellschaftlicher Innovationsanreize, daß
mo¨gliche negative Effekte auf die Entwicklung offener Software vernachla¨ssigt
werden ko¨nnen. Andererseits wird gerade diese Wirkung von Patenten speziell
3Man spricht in diesem Zusammenhang auch von Patentdickichten.
im Fall von Software zunehmend bestritten: Da die Softwareindustrie durch
inkrementelle und komplementa¨re Innovationen sowie eine sehr hohe Rate der
Wiederverwendung von Quelltexten gekennzeichnet sei, wu¨rden Patente sich
insgesamt eher innovationshemmend auswirken.4 Insgesamt geht die Frage, ob
Software patentierbar sein sollte, also u¨ber das Thema “Offene Software” weit
hinaus. Sie soll daher im Rahmen dieser Arbeit nicht weiter diskutiert werden.
Eine weitere Verzerrung wider offene Software kann aus Zertifizierungserfor-
dernissen bei der Vergabe o¨ffentlicher Auftra¨ge entstehen. Gerade fu¨r solche
Anwendungsfelder, in denen Stabilita¨t und Sicherheit der eingesetzten Softwa-
re ho¨chsten Maßsta¨ben genu¨gen mu¨ssen, ziehen o¨ffentliche Einrichtungen re-
gelma¨ßig nur Angebote in Betracht, denen eben jene Qualita¨tsmerkmale nach
umfangreichen Tests von unabha¨ngigen oder auch staatlichen Zertifizierungs-
stellen bescheinigt werden. Sind nun die teilweise erheblichen Kosten der Zer-
tifizierung vom Anbieter zu tragen, kann dieses allein den Ausschluß offener
Software von der Vergabe bedeuten.5 Es mag daher sinnvoll sein, die Richtlini-
en fu¨r die Vergabe von o¨ffentlichen Auftra¨gen entsprechend anzupassen.
Zudem werfen Lizenzen fu¨r offene Software aufgrund ihrer unkonventionellen
Nutzung des Urheberrechts zahlreiche juristische Fragen etwa in den Bereichen
des Patent-, Marken-, Wettbewerbs- und des Vertragsrechts auf.6 Die daraus fu¨r
Entwickler und Anwender gleichermaßen erwachsende Rechtsunsicherheit stellt
zweifelsohne ein Hemmnis fu¨r den Erfolg offener Software dar, kann aber vom
Gesetzgeber und der Rechtsprechung erheblich vermindert werden.
4Eine theoretische sowie eine empirische Untersuchung mit diesem Ergebnis sowie U¨berblicke
u¨ber die entsprechende Literatur finden sich bei Bessen und Maskin (2000) bzw. Bessen
und Hunt (2004).
5Wird die jeweilige offene Software hingegen von hinreichend finanzkra¨ftigen Unternehmen
getragen, verliert dieses Problem an Bedeutung. So haben IBM und SuSE die von ihnen
angebotene Variante von Linux EAL2-zertifizieren lassen, um den Weg fu¨r die Migrati-
on der Stadt Mu¨nchen auf eben dieses Betriebssystem freizumachen; die Kosten fu¨r eine
derartige Zertifizierung betragen ca. 400.000e (vgl. Shankland, 2003).
6Fu¨r das deutsche Recht beschreiben und analysieren Jaeger und Metzger (2002) diese Fragen
sehr ausfu¨hrlich.
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4.2 Ma¨rkte fu¨r Massensoftware
In diesem Abschnitt wird die Wirkung der oben beschriebenen Maßnahmen und
Instrumente auf Ma¨rkte fu¨r Massensoftware7 behandelt. Unter Massensoftware
soll dabei solche Software verstanden werden, die ohne individuelle Anpassun-
gen von zahlreichen Konsumenten verwendet wird; Beispiele wie etwa Microsoft
Windows und Office du¨rften jedem aus der eigenen Nutzung bestens vertraut
sein.
Die Analyse folgt dabei dem u¨blichen industrieo¨konomischen Vorgehen. Zu-
na¨chst werden der betrachtete Markt, in diesem Fall also der Markt fu¨r Mas-
sensoftware, sowie die Mo¨glichkeiten staatlicher Einflußnahme in ein geeignetes
Modell u¨bertragen und das Partialmarktgleichgewicht8 bestimmt. Dann wird in
einer komparativ-statischen Analyse die Wirkung staatlicher Eingriffe auf die
gleichgewichtige Produzenten- und Konsumentenrente sowie die gesamtgesell-
schaftliche Wohlfahrt bestimmt.
4.2.1 Eigenschaften von Ma¨rkten fu¨r Massensoftware
Die folgende Analyse muß den besonderen Eigenschaften von Ma¨rkten fu¨r Mas-
sensoftware Rechnung tragen. Diese ergeben sich aus der einzigartigen Doppel-
rolle von Software, sowohl ein Informationsgut als auch eine Informationstech-
nologie zu sein.
Nach Varian (1998) sind bei Ma¨rkten fu¨r Informationsgu¨ter drei Aspekte her-
vorzuheben: Skaleneffekte in der Produktion, Freira¨ume bezu¨glich der Gestal-
tung von Rivalita¨t und Ausschließbarkeit im Konsum sowie der Erfahrungsgut-
charakter der gehandelten Gu¨ter.
Erhebliche Skaleneffekte entstehen, da die Produktion von Informationen u¨bli-
cherweise teuer, ihre Reproduktion hingegen billig ist. Die digitale Revolution
7Branchenu¨bliche Bezeichnungen fu¨r derartige Software sind auch in Deutschland “packaged
software”, “shrink-wrapped software” und “commercial-off-the-shelf (COTS) software”.
8Existieren multiple Gleichgewichte, so mu¨ssen sie selbstversta¨ndlich alle betrachtet werden.
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um das Internet hat diesen Effekt noch versta¨rkt. So kann die Entwicklung einer
komplexen Software leicht Fixkosten in Millionen- oder gar Milliardenho¨he ver-
ursachen, wa¨hrend ihre Verbreitung u¨ber das Internet nur wenige Cent kostet.
Der Aspekt, daß insbesondere Software in den beiden Dimensionen der Riva-
lita¨t und Ausschließbarkeit u¨ber entsprechende Lizenzvereinbarungen sehr frei
positioniert werden kann, wurde bereits am Anfang dieser Arbeit eingehend
diskutiert. Offene Software ist ein o¨ffentliches, proprieta¨re Software ein privates
Gut.
Ein sogenanntes Erfahrungsgut ist nach Nelson (1970) dadurch gekennzeichnet,
daß ein Konsument dessen Wert erst kennt, nachdem er es benutzt hat. Handelt
es sich bei diesem Gut um Informationen, spitzt sich dieser Aspekt zum “Infor-
mationsparadoxon” zu, dem zufolge ein Konsument seine Zahlungsbereitschaft
fu¨r Informationen erst nach deren Offenbarung festlegen kann, dann aber nur
schwer zur Zahlung zu bewegen ist (vgl. Arrow, 1962). Fu¨r offene Software lo¨st
sich dieses Paradoxon auf; von Herstellern proprieta¨rer Software kann es et-
wa u¨ber den Aufbau einer reputierlichen Marke oder die kostenlose Abgabe im
Funktionsumfang reduzierter Versionen zu Demonstrationszwecken im Regelfall
gut kontrolliert werden. Daher werden Effekte, die aus dem Erfahrungsgutcha-
rakter von Software erwachsen, nachfolgend vernachla¨ssigt.
Des weiteren weisen Ma¨rkte fu¨r Massensoftware regelma¨ßig all jene Merkma-
le auf, die solchen fu¨r Informationstechnologien ganz allgemein zu eigen sind;
Shapiro and Varian (1999) heben in diesem Zusammenhang Netzwerkeffekte,
Wechselkosten und Systemwettbewerb hervor.
Sogenannte Netzwerkeffekte liegen vor, wenn der Nutzen, den ein Gut einem
Konsumenten stiftet, umso gro¨ßer ist, je mehr weitere Konsumenten sich fu¨r
eben jenes Gut entschieden haben. Ein Paradebeispiel ist der Markt fu¨r soge-
nannte Instant Messenger Software, die es ihren Nutzern ermo¨glicht, in Echtzeit
zu kommunizieren und Daten auszutauschen. Es ist offensichtlich, daß der Nut-
zen einer derartigen Software quasi ausschließlich von der Anzahl der potenti-
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ellen Kommunikationspartner abha¨ngt.9 Die Literatur zu Netzwerkeffekten ist
inzwischen außerordentlich vielfa¨ltig. Auf der einen Seite haben Katz und Sha-
piro (1985) sowie Farrell und Saloner (1985) aufbauend auf eine fru¨he Arbeit
von Rohlfs (1974) eine Lawine theoretischer Arbeiten ausgelo¨st, die verschie-
dene aus Netzwerkeffekten erwachsende Pha¨nomene untersuchen, beispielsweise
das Problem der kritischen Masse an Konsumenten bei der Markteinfu¨hrung ei-
nes neuen Netzwerkgutes, die Multiplizita¨t von Marktgleichgewichten bei star-
ken Netzwerkeffekten sowie die daraus resultierenden Fragen nach Koordina-
tion und Effizienz, die Kompatibilita¨t zwischen konkurrierenden Netzwerken
sowie die Bedeutung einer installierten Basis und der daraus resultierenden
Pfadabha¨ngigkeiten bei der Diffusion von Netzwerkgu¨tern. Eine gute U¨bersicht
u¨ber diese Literatur vermitteln Katz und Shapiro (1994), Economides (1996),
Shy (2001) und Gandal (2002). Auf der anderen Seite versuchen empirische
Arbeiten, die Existenz von Netzwerkeffekten nachzuweisen und ihre Ho¨he ins-
besondere fu¨r die Bestimmung hedonischer Preisindizes zu scha¨tzen. Gandal
(1994), Brynjolfsson und Kemerer (1996), Gro¨hn (1999) sowie Yasaki und Mura-
kami (2003) untersuchen dabei diverse Ma¨rkte fu¨r Massensoftware und finden
klare Hinweise fu¨r die Existenz von Netzwerkeffekten.
Sogenannte Wechselkosten entstehen einem Konsumenten, wenn er den Anbie-
ter eines Gutes wechselt. Ein Beispiel gibt jeder Markt fu¨r Bu¨rosoftware. So
muß ein Konsument etwa beim Wechsel einer Textverarbeitung seine bestehen-
den Dateien konvertieren und eine neue Benutzerschnittstelle erlernen; beides
verursacht offensichtlich Kosten, die schnell erheblich werden ko¨nnen, wenn in
einer gro¨ßeren Organisation mehrere tausend Arbeitspla¨tze umzustellen sind.
Wechselkosten in ausreichender Ho¨he ko¨nnen dazu fu¨hren, daß einem Konsu-
menten der Wechsel des Anbieters faktisch unmo¨glich ist; man bezeichnet die-
9Netzwerkeffekte waren auch die Ursache fu¨r den legenda¨ren “Instant Messenger War” zwi-
schen America Online, Microsoft und Yahoo, in dem die Kontrahenten in einer Serie tech-
nischer Mano¨ver wechselseitig versuchten, ihre Netzwerke gegen den Zugriff von außen
abzuschotten und gleichzeitig ihre Kunden an die Netzwerke der Wettbewerber anzubin-
den (vgl. Wong und Junnarkar, 1999).
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ses Pha¨nomen auch als Lock-In. Die Mo¨glichkeit des Lock-In von Konsumenten
fu¨hrt unmittelbar zu dem unternehmerischen Abwa¨gungsproblem, welches den
Kern jeder Analyse von Wechselkosten bildet. Es besteht darin, daß ein Unter-
nehmen einerseits einen hohen Preis setzten mo¨chte, um vom Lock-In bereits
gewonnener Kunden zu profitieren, andererseits aber durch niedrige Preise eine
große Zahl an Neukunden zu gewinnen wu¨nscht. Wie dieses Abwa¨gungsproblem
gelo¨st wird und welche Auswirkungen es auf das Preisniveau, die Wettbewerbs-
intensita¨t und die Struktur eines Marktes hat, untersucht eine gut entwickelte
Literatur; eine U¨bersicht gibt Klemperer (1995). Die einzige empirische Arbeit,
welche zumindest Indizien fu¨r die Existenz signifikanter Wechselkosten in einem
Markt fu¨r Massensoftware findet, stammt von Yasaki und Murakami (2003). Sie
finden einige Regelma¨ßigkeiten, die sich durch Wechselkosten erkla¨ren lassen.
Zudem hat das Marktforschungsunternehmen Yankee Group (2004) in einer
Umfrage unter 1.000 Unternehmen ermittelt, daß 90 % der Unternehmen mit
mehr als 10.000 Arbeitspla¨tzen aufgrund prohibitiv hoher Wechselkosten nicht
von Windows auf Linux umsteigen werden.
Systemwettbewerb liegt vor, wenn ein Konsument auf mehreren Ma¨rkten fu¨r
komplementa¨re Gu¨ter, im folgenden Systemkomponenten genannt, agiert und
Einschra¨nkungen bezu¨glich der Kombinierbarkeit verschiedener Komponenten
zu einem Gesamtsystem bestehen. Ein Beispiel bilden gemeinschaftlich die Ma¨rk-
te fu¨r Betriebssysteme und fu¨r Anwendungssoftware. Jeder Konsument ist letzt-
lich an einem Gesamtsystem bestehend aus einem Betriebssystem und mehre-
ren Anwendungen interessiert, kann aber, wenn er sich etwa fu¨r das Betriebs-
system Linux entscheidet, keine Anwendungen benutzen, welche fu¨r Windows
entwickelt wurden. Die so entstehenden Wechselbeziehungen zwischen Ma¨rkten
werden in der Literatur ausfu¨hrlich, aber auch uneinheitlich analysiert. Her-
vorzuheben sind der auf Matutes und Regibeau (1988) und Economides (1989)
zuru¨ckgehende Mix-and-Match-Ansatz, welcher die Wechselbeziehung zwischen
Systemkomponenten direkt modelliert und insbesondere Kompatibilita¨tsfragen
behandelt, und die maßgeblich von Caillaud und Jullien (2001, 2003) und Ro-
chet und Tirole (2002, 2003) initiierte Literatur zu zweiseitigen Ma¨rkten, die
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sich unter anderem damit befaßt, welche Strategie der Anbieter einer System-
komponente von zentraler Bedeutung sowohl gegenu¨ber dem Konsumenten als
auch den Anbietern anderer, komplementa¨rer Systemkomponenten verfolgen
sollte.
Es ist a¨ußerst schwierig, alle in diesem Abschnitt beschriebenen Eigenschaften
von Ma¨rkten fu¨r Massensoftware in einem einzigen Modell zu erfassen. Daher
wird in dieser Arbeit der Weg gewa¨hlt, ein einfaches Modell als vereinheitli-
chende Grundlage zu nehmen und es anschließend in die oben vorgegebenen
Richtungen zu erweitern. Eine Zusammenfassung aller Ergebnisse findet sich in
Gutsche (2005a).
4.2.2 Grundmodell
Nachfolgend wird der Wettbewerb zwischen einer proprieta¨ren und einer offe-
nen Software in einem Massenmarkt mit Hilfe eines Modells horizontaler Pro-
duktdifferenzierung a` la Hotelling (1929) beschrieben. Zugrundegelegt wird wie
u¨blich ein Kontinuum von Konsumenten, deren Typ θ auf dem Intervall [0, 1]
gleichverteilt sei. Die proprieta¨re und die offene Software haben die Positio-
nen 0 bzw. 1. Diese Positionen werden als fix angenommen, sind also anders
als in der Literatur zur Produktpositionierung nicht Gegenstand strategischer
Erwa¨gungen. Diese Annahme ist sinnvoll, da der Wettbewerb zwischen zwei
Computerprogrammen untersucht werden soll, die sich allein in der Art der Li-
zenzierung unterscheiden, ansonsten aber vollkommen gleichartig sind.10 Wa¨ren
die konkurrierenden Programme hingegen in weiteren Dimensionen horizon-
tal oder auch vertikal differenziert, wu¨rden mo¨glicherweise weitere Effekte, die
ausdru¨cklich nicht betrachtet werden sollen, die Ergebnisse u¨berlagern. Die Po-
sitionierung erfaßt also den beiden Lizenzierungsarten jeweils immanente Ei-
genschaften und ist in dem Sinne tautologisch, daß die proprieta¨re Software
die Position 0 hat, weil sie proprieta¨r ist; gleiches gilt fu¨r die offene Software
10Zudem hat diese Annahme den erfreulichen Nebeneffekt, daß sie unstetige Gewinnfunktio-
nen, wie sie d’Aspremont, Gabszewicz und Thisse (1979) beschreiben, vermeidet.
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und Position 1. Ein Konsument nahe 1 scha¨tzt dann etwa die Verfu¨gbarkeit
des Quellcodes oder die Herstellerunabha¨ngigkeit besonders hoch, wa¨hrend ein
Konsument nahe 0 beispielsweise besonders großen Wert auf die Haftung eines
Herstellers fu¨r grobe Fahrla¨ssigkeiten legt. Die Annahme der Gleichverteilung
der Konsumententypen zwischen beiden Polen dient allein der Vereinfachung
der Analyse; de facto wird gegenwa¨rtig in nahezu allen Ma¨rkten fu¨r Massen-
software die Verteilung zugunsten proprieta¨rer Software asymmetrisch sein.
Ebenfalls zur Vermeidung von Verzerrungen wird des weiteren fu¨r beide Wett-
bewerber die gleiche Kostenstruktur angenommen, na¨mlich identische konstante
Grenzkosten, die ohne Beschra¨nkung der Allgemeinheit auf 0 normiert werden,
und fixe Entwicklungskosten, die unwiederbringlich verloren sind und damit
vernachla¨ssigt werden ko¨nnen. Die offene Software kann als o¨ffentliches Gut
lizenzgebu¨hrenfrei verwendet werden, wohingegen fu¨r die proprieta¨re Software
einheitliche Lizenzgebu¨hren in Ho¨he von l zu entrichten sind. Der Hersteller
der proprieta¨ren Software kann also aufgrund asymmetrischer Informationen
nicht preisdiskriminieren. Alle weiteren bei den Konsumenten fu¨r den Einsatz
eines der beiden Programme anfallenden Kosten seien wiederum identisch und
bereits im Grundnutzen b enthalten; wie u¨blich sei der Grundnutzen so groß,
daß alle Konsumenten eines der beiden Programme kaufen.
Erwirbt nun ein Konsument vom Typ θ die proprieta¨re Software fu¨r Lizenz-
gebu¨hren in Ho¨he von l, so sei sein Nutzen gegeben durch
uP (θ, l) = b− t · θ − l (4.1)
mit t als Pra¨ferenzintensita¨t bezu¨glich der durch die verschiedenen Lizenzie-
rungsmodelle bedingten horizontalen Differenzierung; kauft er hingegen die of-
fene Software, so sei sein Nutzen gegeben durch
uO(θ) = b− t · (1− θ). (4.2)
Die staatliche Fo¨rderung offener Software kann in diesem Modell formal als
ein Zusatznutzen s ≥ 0 abgebildet werden, den ein Konsument bei der Nut-
zung offener Software erha¨lt. Ursa¨chlich fu¨r diesen Zusatznutzen ko¨nnen dabei
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verschiedene Maßnahmen von Informations- und Beratungsangeboten u¨ber die
Weiterentwicklung der offenen Software bis hin zu direkten Subventionen sein.
Somit wird fu¨r den Rest dieses Abschnitts die Nutzenfunktion (4.2) wie folgt
modifiziert:
uO(θ) = b− t · (1− θ) + s. (4.3)
Dabei wird s < t angenommen, damit der staatlich geschaffene Zusatznutzen
nicht zu einer vollsta¨ndigen Verdra¨ngung der proprieta¨ren Software vom Markt
fu¨hrt.11
Des weiteren wird die zwangsweise Adoption offener Software durch o¨ffentliche
Einrichtungen in der Weise modelliert, daß einem Anteil z ∈ [0, 1] aller Konsu-
menten die Nutzung offener Software vorgeschrieben wird und nur noch der ver-
bleibende Anteil 1− z seine Kaufentscheidung u¨ber eine Abwa¨gung von Kosten
und Nutzen treffen kann. In beiden Gruppen seien die Typen der Konsumenten
wiederum gleichverteilt. Es wird also angenommen, daß der Staat den Zwang
aufgrund asymmetrischer Informationen nicht typabha¨ngig ausu¨bt; er hat also
keine besseren Informationen als der Hersteller der proprieta¨ren Software.
Der Typ des Konsumenten, der zwischen den beiden Angeboten indifferent ist,
ergibt sich aus der Gleichsetzung von (4.1) und (4.3) als
θ¯(l) =
t− l − s
2t
. (4.4)
Alle Konsumenten, die in ihrer Wahl nicht eingeschra¨nkt sind und deren Typ
θ < θ¯(l) ist, kaufen dann die proprieta¨re Software und alle anderen die offe-
ne. Beru¨cksichtigt man, daß die Nachfrage auf das Einheitsintervall beschra¨nkt
ist, so erha¨lt man die in Abbildung 4.1 dargestellte Nachfragefunktion d; der
Hersteller der proprieta¨ren Software hat also fu¨r l ∈ [−t− s, t− s] den Absatz
d(l) = (1− z)θ¯(l) und den Gewinn G(l) = l · d(l). Diesen maximieren, wie man
leicht nachpru¨ft, Lizenzgebu¨hren in Ho¨he von
l∗ =
t− s
2
. (4.5)
11Fu¨r s ≥ t pra¨ferieren alle Konsumenten die offene Software selbst dann, wenn der Hersteller
der proprieta¨ren Software Lizenzgebu¨hren in Ho¨he von 0 erhebt.
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1− z
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Abbildung 4.1: Nachfragefunktion im Grundmodell
Daraus resultieren der gleichgewichtige indifferente Konsument
θ∗ = θ¯(l∗) =
t− s
4t
(4.6)
und der Gleichgewichtsgewinn
G∗ = G(l∗) =
(1− z)(t− s)2
8t
. (4.7)
Wie zu erwarten war, schma¨lern wegen
∂G∗
∂z
=
−(t− s)2
8t
< 0 und
∂G∗
∂s
=
−(1− z)(t− s)
4t
< 0 (4.8)
beide Instrumente den Gewinn des Herstellers der proprieta¨ren Software.
Des weiteren ergibt sich im Gleichgewicht eine Konsumentenrente in Ho¨he von
K∗ = (1− z)
(∫ θ∗
0
uP (θ, l
∗) dθ +
∫ 1
θ∗
uO(θ) dθ
)
+ z
∫ 1
0
uO(θ) dθ. (4.9)
Dabei erfaßt das erste Integral die Ka¨ufer der proprieta¨ren Software, das zweite
die freiwilligen und das dritte die zum Erwerb gezwungenen Ka¨ufer der offenen
Software. Einfache Umformungen erbringen
K∗ = b− t
2
+ s+
(1− z)(t− s)2
16t
. (4.10)
Die erzwungene Nutzung offener Software verringert, wie
∂K∗
∂z
=
−(t− s)2
16t
< 0 (4.11)
zeigt, die Konsumentenrente, die Schaffung eines Zusatznutzens erho¨ht sie hin-
gegen wegen
∂K∗
∂s
=
(7 + z)t+ (1− z)s
8t
> 0. (4.12)
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Dabei setzt sich dieser positive Nettoeffekt aus drei Komponenten zusammen:
Erstens profitieren die Ka¨ufer der offenen Software ganz unmittelbar vom Zu-
satznutzen und zweitens haben die Ka¨ufer der proprieta¨ren Software eine ge-
ringere Lizenzgebu¨hr l∗ zu entrichten; drittens tragen aber die Konsumenten,
welche sich nur aufgrund des Zusatznutzens fu¨r die offene Software entschieden
haben, zusa¨tzliche Transportkosten.12
Um abschließend beurteilen zu ko¨nnen, ob die Schaffung eines Zusatznutzens
gesamtgesellschaftlich wu¨nschenswert ist, mu¨ssen noch die dadurch entstehen-
den Kosten beru¨cksichtigt werden. Hier sollen zwei extreme Fa¨lle unterschieden
werden. Zum einen sei der Zusatznutzen kostenlos, also etwa das Ergebnis eines
Informationsangebots, welches im Vergleich zur Marktgro¨ße keinen nennens-
werten Aufwand erfordert. Zum anderen kann der Zusatznutzen aber auch eine
direkte Subvention der Konsumenten darstellen; die Kosten sind dann
T ∗ = ((1− z)(1− θ∗) + z) s (4.13)
mit
∂T ∗
∂s
= (1− z)3t+ 2s
4t
+ z. (4.14)
Nachfolgend wird vereinfachend angenommen, daß der Staat diese Kosten u¨ber
eine Kopfsteuer vollsta¨ndig auf die Konsumenten abwa¨lzt.
Neben einer Fallunterscheidung bezu¨glich der Kosten ist es des weiteren sinn-
voll, auch im Hinblick auf die Nationalita¨t des Herstellers der proprieta¨ren
Software zu unterscheiden. Handelt es sich na¨mlich um ein inla¨ndisches Unter-
nehmen, so ist sein Gewinn zweifelsfrei Bestandteil der fu¨r die staatliche Ent-
scheidung relevanten Wohlfahrt; handelt es sich hingegen um ein ausla¨ndisches
Unternehmen, so mag sein Gewinn irrelevant sein. Insgesamt ergeben sich also
vier Fa¨lle, fu¨r welche die jeweils relevante Wohlfahrt in der folgenden Matrix
dargestellt ist:
12Auch wenn die Bezeichnung “Transportkosten” nur fu¨r die ra¨umliche Interpretation hori-
zontaler Produktdifferenzierung wirklich trifft, wird sie nachfolgend auch fu¨r die Kosten
verwendet, welche Konsumenten dadurch entstehen, daß sie nicht ihr Idealprodukt erhal-
ten, sondern auf eines der beiden Angebote an den Randpunkten des Einheitsintervalls
zuru¨ckgreifen mu¨ssen.
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Inla¨ndisches Unternehmen Ausla¨ndisches Unternehmen
Kosten 0 G∗ +K∗ K∗
Kosten T ∗ G∗ +K∗ − T ∗ K∗ − T ∗
Differenziert man nun jeweils nach s und untersucht das Vorzeichen, so erha¨lt
man:
Inla¨ndisches Unternehmen Ausla¨ndisches Unternehmen
Kosten 0 ∂G
∗
∂s +
∂K∗
∂s > 0
∂K∗
∂s > 0
Kosten T ∗ ∂G
∗
∂s +
∂K∗
∂s − ∂T
∗
∂s < 0
∂K∗
∂s − ∂T
∗
∂s > 0 ⇐⇒ s < t/3
Es zeigt sich also, daß die Schaffung eines Zusatznutzens immer wu¨nschenswert
ist, wenn die Kosten dafu¨r 0 betragen. Vielfa¨ltiger ist hingegen der Fall von
Kosten in Ho¨he von T ∗. Hier gilt:
Satz 4.1 Im Grundmodell bewirkt eine per Kopfsteuer finanzierte Subvention
der Nutzung offener Software in Ho¨he von s > 0
• eine Erho¨hung der Konsumentenrente K∗ dann und nur dann, wenn die
Bedingung s < t/3 erfu¨llt ist,
• sowie eine Verringerung der Summe von Konsumentenrente und Unter-
nehmensgewinn K∗ +G∗.
Ist also der Hersteller der proprieta¨ren Software ein inla¨ndisches Unternehmen,
so haben Subventionen einen negativen Einfluß auf die Wohlfahrt. Die Ursache
hierfu¨r liegt darin, daß in diesem Fall sowohl die Subventionen als auch die Li-
zenzgebu¨hren wohlfahrtsneutrale Transfers darstellen und somit das einzige Ziel
staatlichen Handelns die Verringerung der Transportkosten sein kann. Diesem
Ziel wird allerdings die Fo¨rderung offener Software nicht gerecht. In Abwesen-
heit aller staatlichen Eingriffe hat der indifferente Konsument im Gleichgewicht
gema¨ß Gleichung (4.6) den Typ 1/4. Es kommt also allein unter dem Aspekt mi-
nimaler Transportkosten bereits ohne staatliche Eingriffe zu einer U¨beradoption
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der offenen Software, da sie als lizenzgebu¨hrenfreies Angebot auch solche Kon-
sumenten fu¨r sich gewinnt, deren Transportkosten beim Kauf der proprieta¨ren
Software geringer gewesen wa¨ren. Die Schaffung eines zusa¨tzlichen Anreizes zur
Adoption der offenen Software verscha¨rft dieses Problem noch.
Ist hingegen der Hersteller der proprieta¨ren Software ein ausla¨ndisches Unter-
nehmen, so ist die Subventionierung der Nutzung offener Software bis zu einem
gewissen Grade sinnvoll, wenn die Gewinne von Ausla¨ndern aus politischen
Gru¨nden ignoriert werden. Allerdings muß der Eingriff auch dann maßvoll sein.
Dieses ist dadurch zu erkla¨ren, daß die Subventionen in diesem Fall zwei ge-
genla¨ufige Effekte bewirken. Zum einen profitieren alle Ka¨ufer der proprieta¨ren
Software von sinkenden Lizenzgebu¨hren; dieser Effekt wird offensichtlich mit
steigenden Subventionen immer schwa¨cher, da sich die Zahl der Ka¨ufer der pro-
prieta¨ren Software verringert. Zum anderen aber haben die Nutzer der offenen
Software steigende Transportkosten zu tragen; dieser Effekt wird offensichtlich
immer sta¨rker, da sukzessive Konsumenten mit einem immer niedrigeren Typ
die offene Software wa¨hlen. Fu¨r s > t/3 dominiert der letztgenannte, negative
Effekt den erstgenannten.
Die Beurteilung der erzwungenen Adoption offener Software fa¨llt hingegen ein-
deutig aus. Wie die Ungleichungen (4.8) und (4.11) zeigen, reduziert diese
Maßnahme sowohl den Gewinn als auch die Konsumentenrente und ist somit
eine ungeeignete Form staatlicher Einflußnahme auf den betrachteten Markt.
Ursa¨chlich dafu¨r ist die krude Art, mit der die erzwungene Adoption die Markt-
anteile steuert: Ohne Ansehen ihres Typs werden Konsumenten zur Adoption
gezwungen, bis die gewu¨nschte Vera¨nderung der Marktanteile zugunsten der
offenen Software hergestellt ist. Die Schaffung von Zusatznutzen ist demge-
genu¨ber selbst in ihrer Ausgestaltung als Subvention vorzuziehen, da sie diesel-
ben Marktanteile durch eine Verschiebung des indifferenten Konsumenten und
somit zu geringeren Transportkosten erreicht. Daher wird die erzwungene Ad-
option im folgenden nicht mehr betrachtet. Des weiteren wird die Schaffung von
Zusatznutzen nachfolgend immer als kopfsteuerfinanzierte Subvention interpre-
tiert, um die Analyse auf den wie gesehen reichhaltigeren Fall zu fokussieren.
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4.2.3 Modell mit Netzwerkeffekten
In diesem Abschnitt wird das eben vorgestellte Grundmodell um (direkte) Netz-
werkeffekte erweitert, indem die Nutzenfunktionen der Konsumenten jeweils um
einen zusa¨tzlichen Summanden zu
uP (θ, l, x) = b−t·θ+v ·x−l und uO(θ, x) = b−t·(1−θ)+v ·(1−x)+s (4.15)
erga¨nzt werden. Dabei erfassen die Terme v · x und v · (1 − x) den erwarteten
Nutzenbeitrag der zur proprieta¨ren bzw. zur offenen Software geho¨renden Kon-
sumentennetzwerke mit v ≥ 0 als Maß fu¨r die Sta¨rke des Netzwerkeffekts und
x ∈ [0, 1] als erwarteter Gro¨ße des Netzwerks der proprieta¨ren Software.
Die in dieser Spezifikation implizierte Annahme identischer Erwartungen un-
ter allen Konsumenten ist mo¨glich, da die nachfolgende Analyse fu¨r rationale
Erwartungen durchgefu¨hrt wird und somit im Gleichgewicht die Erwartungen
aller Konsumenten der eindeutigen tatsa¨chlichen Netzwerkgro¨ße entsprechen
mu¨ssen. Bezeichnet θˆ(l, x) die tatsa¨chliche Netzwerkgro¨ße fu¨r Lizenzgebu¨hren
in Ho¨he von l und eine erwartete Netzwerkgro¨ße von x, so bedeutet dieses for-
mal, daß eine mit der Annahme rationaler Erwartungen konsistente tatsa¨chliche
Netzwerkgro¨ße, nachfolgend mit θ¯(l) bezeichnet, die Gleichung θˆ(l, θ¯(l)) = θ¯(l)
erfu¨llt. Es wird sich zeigen, daß θ¯(l) nicht immer eindeutig bestimmt ist, je
nachdem, ob schwache (v < t) oder starke (v ≥ t) Netzwerkeffekte vorliegen.
Formal ist θ¯ also keine Funktion, sondern eine Korrespondenz mit der Potenz-
menge von [0, 1] als Wertebereich. Sie gibt alle mit rationaler Erwartungsbildung
konsistenten Nachfragen nach der proprieta¨ren Software in Abha¨ngigkeit von
den Lizenzgebu¨hren an und wird daher nachfolgend Nachfragekorrespondenz
genannt.
Bei der Herleitung der Nachfragekorrespondenz sind drei Fa¨lle zu untersuchen.
Erstens muß festgestellt werden, fu¨r welche Lizenzgebu¨hren l die Randlo¨sung
1 ∈ θ¯(l) ist. Offensichtlich liegt diese Randlo¨sung fu¨r alle l vor, welche die
Ungleichung uP (1, l, 1) ≥ uO(1, 1) erfu¨llen, da dann bei einer erwarteten Netz-
werkgro¨ße von x = 1 auch der Konsument mit dem Typ θ = 1 die proprieta¨re
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Abbildung 4.2: Nachfragekorrespondenz bei rationalen Erwartungen im Modell
mit Netzwerkeffekten
Software der offenen vorzieht. Es ist leicht zu zeigen, daß diese Ungleichung
fu¨r alle l ≤ v − t − s erfu¨llt ist. Zweitens kann analog ermittelt werden, daß
fu¨r alle l ≥ t − v − s die Randlo¨sung 0 ∈ θ¯(l) ist. Schließlich ist drittens noch
zu untersuchen, fu¨r welche l eine innere Lo¨sung θ′ ∈ (0, 1) ∩ θ¯(l) vorliegt und
wie sie gegebenenfalls lautet. Offensichtlich ist eine solche innere Lo¨sung durch
zwei Merkmale gekennzeichnet. Zum einen muß die erwartete Netzwerkgro¨ße
der tatsa¨chlichen entsprechen, also x = θ′ gelten, und zum anderen muß der
Konsument vom Typ θ′ zwischen beiden Angeboten indifferent sein. Fu¨r jedes
l entspricht also die Gesamtheit aller inneren Lo¨sungen der Lo¨sungsmenge der
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Gleichung
uP (θ
′, l, θ′) = uF (θ
′, θ′)
⇐⇒ b− t · θ′ + v · θ′ − l = b− t · (1− θ′) + v · (1− θ′) + s.
(4.16)
Ist v < t, so hat Gleichung (4.16) fu¨r alle l ∈ (v − t − s, t − v − s) genau eine
Lo¨sung, na¨mlich
θ′ =
(t− v)− l − s
2(t− v) ; (4.17)
ist v = t, so sind fu¨r l = −s alle θ′ ∈ (0, 1) Lo¨sungen; ist schließlich v > t, so
existiert fu¨r alle l ∈ (t− v− s, v− t− s) genau eine Lo¨sung, die wiederum durch
Gleichung (4.17) gegeben ist. Weitere Lo¨sungen gibt es nicht. Insgesamt zeigt
sich also, daß die Nachfragekorrespondenz in Abha¨ngigkeit von t und v dreierlei
Gestalt annimmt, wie in Abbildung 4.2 dargestellt.
4.2.3.1 Schwache Netzwerkeffekte
Ein Vergleich der Nachfragekorrespondenz fu¨r im Vergleich zur horizontalen
Produktdifferenzierung schwache Netzwerkeffekte (v < t) (vgl. Abbildung 4.2
(a)) mit der Nachfragefunktion im Grundmodell (vgl. Abbildung 4.1) zeigt, daß
in diesem Fall beide Modelle qualitativ identisch sind. Schwache Netzwerkeffekte
erho¨hen lediglich die Wettbewerbsintensita¨t, da sie die effektive Pra¨ferenzinten-
sita¨t von t auf t−v > 0 reduzieren.13 Grundsa¨tzlich gelten aber alle in Abschnitt
4.2.2 getroffenen Aussagen analog.
4.2.3.2 Starke Netzwerkeffekte
Starke Netzwerkeffekte (v ≥ t) fu¨hren hingegen zu einem fundamental anderen
Marktgeschehen, in dem die Erwartungen bezu¨glich der Netzwerkgro¨ße von ent-
scheidender Bedeutung sind. Sehr anschaulich illustriert dieses Abbildung 4.2
(c). Fu¨r jede Lizenzgebu¨hr l ∈ [t−v−s, v−t−s] ist die mit der Annahme ratio-
naler Erwartungen konsistente Nachfrage nach der proprieta¨ren Software nicht
13Die Abweichung in der maximalen Nachfrage ist allein auf das Fehlen der erzwungenen
Adoption im Modell mit Netzwerkeffekten zuru¨ckzufu¨hren.
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eindeutig bestimmt. Erwarten etwa alle Konsumenten, daß sich die proprieta¨re
Software durchsetzen wird, so kaufen sie diese eben auch und ihre Erwartun-
gen werden erfu¨llt. Ganz analog kann sich aber auch die Erwartung eines von
der offenen Software dominierten Marktes erfu¨llen. Weiterhin ist die Erwartung
eines geteilten Marktes rational.
Offensichtlich ist das Maximierungskalku¨l des Herstellers der proprieta¨ren Soft-
ware ganz entscheidend davon abha¨ngig, welche Nachfrage sich fu¨r eine be-
stimmte Lizenzgebu¨hr tatsa¨chlich einstellt. Im weiteren sollen diesbezu¨glich
zwei polare Regimes unterschieden werden. Im sogenannten offenen Regime
sei die tatsa¨chliche Nachfrage du(l) = min{θ¯(l)}, im proprieta¨ren hingegen
do(l) = max{θ¯(l)}. Es gilt nun:
Satz 4.2 Im Modell mit starken Netzwerkeffekten (v ≥ t) bewirkt eine per
Kopfsteuer finanzierte Subvention der Nutzung offener Software in Ho¨he von
s > 0
• im offenen Regime nichts
• und im proprieta¨ren Regime eine Erho¨hung der Konsumentenrente.
Denn im offenen Regime kann, wie Abbildung 4.2 (b-c) zeigt, der Hersteller der
proprieta¨ren Software selbst fu¨r Lizenzgebu¨hren in Ho¨he von 0 keine Nachfrage
auf sich ziehen. Sein Marktanteil im Gleichgewicht ist daher 0. Die offene Soft-
ware wird hingegen von allen Konsumenten verwendet und bedarf somit keiner-
lei Fo¨rderung durch die o¨ffentliche Hand; insbesondere ist ihre per Kopfsteuer
finanzierte Subventionierung in diesem Fall vollkommen ohne Wirkung. Im pro-
prieta¨ren Regime wird der Hersteller hingegen im Gleichgewicht fu¨r s ≤ v − t
Lizenzgebu¨hren in Ho¨he von l∗ = v − t − s erheben und den gesamten Markt
bedienen. Die Subventionierung offener Software hat dann zuna¨chst lediglich
den Effekt, eine Verringerung der Lizenzgebu¨hren zu erzwingen und so Ren-
ten vom Hersteller zu den Konsumenten zu verschieben. Ist der Hersteller der
proprieta¨ren Software ein inla¨ndisches Unternehmen, hat dieses allerdings keine
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Auswirkung auf die Wohlfahrt; handelt es sich hingegen um ein ausla¨ndisches
Unternehmen, so mag die Verlagerung von Renten politisch gewu¨nscht sein.
Fu¨r s > v − t zieht sich der Hersteller der proprieta¨ren Software u¨berdies auch
im fu¨r ihn grundsa¨tzlich vorteilhaften Regime aus dem Markt zuru¨ck; es gelten
dann die Aussagen zum offenen Regime. Insgesamt geben Netzwerkeffekte also
gegenu¨ber dem Grundmodell kein zusa¨tzliches Motiv fu¨r staatliches Handeln.
Das Modell zeigt aber, welch zentrale strategische Bedeutung der Beeinflussung
der Erwartungen der Konsumenten bezu¨glich des Markterfolgs zukommt. Vor
diesem Hintergrund sind auch die Vorwu¨rfe einiger Verfechter offener Software
zu sehen, Microsoft bediene sich im Wettbewerb unredlicher FUD-Taktiken.
Das von Raymond (1996) herausgegebene “New Hacker’s Dictionary” definiert
FUD wie folgt:
Defined by Gene Amdahl after he left IBM to found his own compa-
ny: “FUD is the fear, uncertainty, and doubt that IBM sales people
instill in the minds of potential customers who might be conside-
ring Amdahl products.” The idea, of course, was to persuade them
to go with safe IBM gear rather than with competitors’ equipment.
[. . .] After 1990 the term FUD was associated increasingly frequent-
ly with Microsoft, and has become generalized to refer to any kind
of disinformation used as a competitive weapon.
Gelingt es dem Hersteller einer proprieta¨ren Software, die bei starken Netz-
werkeffekten im Wettbewerb mit einer gleichwertigen offenen Software steht,
bei den Konsumenten mittels FUD-Taktiken Zweifel an der konkurrierenden
Software zu wecken, so kann er am Markt erfolgreich agieren. Erwarten die
Konsumenten hingegen, daß sich die offene Software durchsetzen wird, so wird
es fu¨r den Hersteller a¨ußerst schwierig, einen akzeptablen Gewinn zu erzielen.
Gesamtgesellschaftlich ist der Einsatz von FUD-Taktiken allerdings nur dann
problematisch, wenn das proprieta¨re Regime unter Wohlfahrtsaspekten hinter
dem offenen zuru¨ckbleibt. In diesem Modell ist das aus Symmetriegru¨nden nicht
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Abbildung 4.3: Nachfragefunktion im Modell mit Wechselkosten und Lock-In
der Fall; stiftet aber die offene Software etwa einen gro¨ßeren Grundnutzen, so
mindern FUD-Taktiken die Wohlfahrt.
4.2.4 Modell mit Wechselkosten und Lock-In
In diesem Abschnitt wird das in Abschnitt 4.2.2 vorgestellte Grundmodell um
Wechselkosten erweitert. Diese werden allerdings nur implizit modelliert, indem
zusa¨tzlich zu den auf dem Einheitsintervall gleichverteilten weitere Konsumen-
ten mit der Masse L > 0 eingefu¨hrt werden, die sich in einer nicht explizit
modellierten Vergangenheit fu¨r eine a¨ltere Version der proprieta¨ren Software
entschieden haben und nun aufgrund prohibitiv hoher Wechselkosten nicht zur
offenen Software wechseln ko¨nnen. Stattdessen stehen sie lediglich vor der Wahl,
auf die aktuelle Version der proprieta¨ren Software umzusteigen, was einen Nut-
zen in Ho¨he von b− l stiften soll, oder bei einem Nutzen in Ho¨he von 0 den Sta-
tus Quo beizubehalten. Die Nachfrage dieser an den Hersteller der proprieta¨ren
Software gebundenen Konsumenten betra¨gt also L fu¨r l ≤ b und 0 fu¨r l > b. Da
die Nachfrage der ungebundenen Konsumenten der im Grundmodell entspricht
und somit fu¨r l ∈ [−t − s, t − s] wiederum durch Gleichung (4.4) beschrieben
wird, ergibt sich die in Abbildung 4.3 dargestellte Nachfragefunktion d.
Offensichtlich gibt diese Nachfragefunktion einem seinen Gewinn G(l) = l · d(l)
maximierenden Hersteller grundsa¨tzlich zwei Optionen. Zum einen kann er zu
Lizenzgebu¨hren in Ho¨he von l∗L = b ausschließlich die an ihn gebundenen Kon-
sumenten bedienen und so den Gewinn G∗L = bL erzielen. Da aber das Modell
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das Problem der Abwa¨gung zwischen der Gewinnung von Neukunden und der
Wertabscho¨pfung von Altkunden erfassen soll, welches ja, wie in Abschnitt 4.2.1
dargestellt, die Preisfindung bei Wechselkosten entscheidend pra¨gt, ist die At-
traktivita¨t dieser Option zu begrenzen; dazu wird im weiteren L < 1/2 und
b = t angenommen.14
Zum anderen kann der Hersteller sowohl die gebundenen als auch einen Teil der
ungebundenen Konsumenten bedienen, indem er Lizenzgebu¨hren in Ho¨he von
l ∈ (−t− s, t− s) erhebt; die Nachfrage betra¨gt dann d(l) = L+ (t− s− l)/2t.
Lizenzgebu¨hren, welche den Gewinn G(l) = l ·d(l) zumindest lokal maximieren,
existieren in diesem Intervall nur fu¨r s < s′(L) = t− 2tL; sie genu¨gen dann der
notwendigen Bedingung ∂G/∂l = (t− s− l)/2t+ L− l/2t = 0 und betragen
l∗L+1 =
t− s
2
+ tL mit G∗L+1 = G(l
∗
L+1) =
(t− s+ 2tL)2
8t
. (4.18)
Fu¨r s ≥ s′(L) existiert hingegen kein lokales Gewinnmaximum, in dem der
Hersteller auch Teile der ungebundenen Konsumenten bedient, da dann die
Subventionen fu¨r die offene Software zu hoch sind. Das impliziert, daß der
Hersteller in diesem Fall die Lizenzgebu¨hren l∗L setzt und nur an die gebundenen
Kunden verkauft.
Fu¨r s < s′(L) ergibt sich das globale Gewinnmaximum hingegen aus dem Ver-
gleich von G∗L und G
∗
L+1. Einige leichte Umformungen erbringen
G∗L+1 ≥ G∗L ⇐⇒ s ≤ s¯(L) = t ·
(
1 + 2L−
√
8L
)
. (4.19)
Man beachte, daß die Schranke s¯(L), bei deren U¨berschreitung der Herstel-
ler der proprieta¨ren Software als Ergebnis des obigen Gewinnvergleichs die Li-
zenzgebu¨hren l∗L setzt, niedriger ist als die Schranke s
′(L), ab der im Intervall
(−t− s, t− s) kein lokales Maximum mehr existiert; s′(L) ist also fu¨r die Fest-
legung der optimalen Lizenzgebu¨hren nicht relevant.
14Die Begrenzung des Grundnutzens fu¨hrt dabei nicht dazu, daß einige Konsumenten keines
der beiden Angebote verwenden, da die offene Software fu¨r b = t selbst dem Konsumenten
mit θ = 0 einen positiven Nutzen stiftet.
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Insgesamt mu¨ssen also im Gleichgewicht bezu¨glich der Lizenzgebu¨hr l∗, dem
Gewinn G∗ und dem Marktanteil der proprieta¨ren Software bei den ungebun-
denen Konsumenten θ∗ zwei Fa¨lle unterschieden werden. Fu¨r s ≤ s¯(L) ist15
l∗ =
t− s
2
+ tL, G∗ =
(t− s+ 2tL)2
8t
und θ∗ =
t− s− 2tL
4t
; (4.20)
fu¨r s > s¯(L) betra¨gt hingegen
l∗ = t, G∗ = tL und θ∗ = 0. (4.21)
Des weiteren ergibt sich im Gleichgewicht eine Konsumentenrente in Ho¨he von
K∗ =
∫ θ∗
0
uP (θ, l
∗) dθ + L · (t− l∗) +
∫ 1
θ∗
uO(θ) dθ − (1− θ∗)s. (4.22)
Dabei erfassen der erste und der zweite Summand die ungebundenen bzw. ge-
bundenen Ka¨ufer der proprieta¨ren Software, der dritte Summand die Nutzer der
offenen Software und der vierte die Kosten fu¨r die Subvention.16 Fu¨r s ≤ s¯(L)
erbringen einfache Umformungen
K∗(s) =
L · (t− 2tL+ s) + t
2
+
(t− s− 2tL)(t+ 3s− 2tL)
16t
, (4.23)
fu¨r s > s¯(L) hingegen
K∗(s) =
t
2
. (4.24)
Im Grundmodell wurde gezeigt, daß eine u¨ber eine Kopfsteuer finanzierte maß-
volle Subventionierung (s < t/3) offener Software die Konsumentenrente erho¨ht.
Nachfolgend wird analysiert, wie dieses Ergebnis von der Existenz durch Wech-
selkosten gebundener Konsumenten beeinflußt wird.
Grundsa¨tzlich erho¨hen auch in dieser Modellvariante maßvolle Subventionen die
Konsumentenrente, da sie den Hersteller der proprieta¨ren Software wiederum zu
Preissenkungen bewegen. Blendet man fu¨r einen Moment den Umstand aus, daß
15Dabei wird angenommen, daß der Hersteller der proprieta¨ren Software bei gleichem Gewinn
einen ho¨heren Absatz pra¨feriert.
16Anders als im Grundmodell wird hier der Zusatznutzen s immer als u¨ber eine Kopfsteuer
finanzierte Subvention gesehen. Es ist daher sinnvoll, das Kopfsteueraufkommen unmittel-
bar in die Konsumentenrente einzubeziehen.
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Abbildung 4.4: Obere Schranke fu¨r Subventionen im Modell mit Wechselkosten
der Hersteller fu¨r s > s¯(L) nur noch die gebundenen Konsumenten bedient, so
ist die Konsumentenrente durch Gleichung (4.23) gegeben. Partielles Ableiten
nach s erbringt
∂K∗
∂s
=
t+ 2tL− 3s
8t
. (4.25)
Offensichtlich ist dieser Term fu¨r alle s ≤ sˆ(L) = (t + 2tL)/3 positiv; Subven-
tionen bis zu dieser oberen Schranke erho¨hen also aufgrund ihrer preissenken-
den Wirkung die Konsumentenrente, solange der Hersteller auch ungebundene
Konsumenten bedient. Nun wird aber der Hersteller wie gezeigt fu¨r s > s¯(L)
seine Lizenzgebu¨hren schlagartig auf t erho¨hen. Die Konsumentenrente verrin-
gert sich dadurch nach Gleichung (4.24) auf t/2 und liegt dann, wie man leicht
nachpru¨ft, sogar unterhalb von K∗(0). Folglich gilt:
Satz 4.3 Im Modell mit Wechselkosten und Lock-In erho¨hen per Kopfsteuer
finanzierte Subvention der Nutzung offener Software in Ho¨he von s > 0 die
Konsumentenrente dann und nur dann, wenn gilt:
s ≤ s∗(L) = min{sˆ(L), s¯(L)}.
Der Verlauf der oberen Schranke s∗(L) ist in Abbildung 4.4 dargestellt; L′ ≈
0, 07 ergibt sich dabei als Lo¨sung von sˆ(L) = s¯(L).
Offensichtlich hat die Anzahl gebundener Konsumenten L mitunter einen er-
heblichen Einfluß darauf, bis zu welcher Ho¨he s∗(L) Subventionen die Konsu-
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mentenrente erho¨hen. Fu¨r L ≤ L′ steigt dabei s∗(L), da immer mehr Kon-
sumenten von den Preissenkungen profitieren und so die negative, transport-
kostenerho¨hende Wirkung der Subventionen wirksamer kompensiert wird. Fu¨r
L ≥ L′ fa¨llt s∗(L) hingegen mit wachsendem L, da fu¨r den Hersteller die Opti-
on, nur noch die gebundenen Konsumenten zu bedienen, zunehmend attraktiver
wird. Sollte also die o¨ffentliche Hand das Ziel verfolgen, u¨ber eine Subvention
offener Software die Konsumentenrente zu steigern, muß sie Wechselkosten und
gebundene Konsumenten unbedingt beru¨cksichtigen. Anderenfalls besteht die
Gefahr, daß sogar kleinste Subventionen einen kontraproduktiven Effekt haben.
4.2.5 Modell mit Systemwettbewerb
In diesem Abschnitt wird das Grundmodell um den in Abschnitt 4.2.1 be-
schriebenen Systemwettbewerb erweitert. Obgleich ein derartiger Wettbewerb
vielfa¨ltige Formen annehmen kann, ist er grundsa¨tzlich immer dadurch gekenn-
zeichnet, daß die Konsumenten mehrere komplementa¨re Komponenten erwer-
ben und zu einem Gesamtsystem kombinieren mu¨ssen. Um diesen Aspekt im
vorliegenden Fall abzubilden, wird angenommen, die offene und die proprieta¨re
Software aus dem Grundmodell bildeten als Betriebssysteme den unverzicht-
baren Kern eines Softwaresystems, welches daru¨berhinaus aus verschiedenen,
gema¨ß individueller Pra¨ferenzen ausgewa¨hlten Anwendungen bestehe. Dabei
seien die beiden konkurrierenden Betriebssysteme inkompatibel, d. h. Anwen-
dungen, welche fu¨r das eine Betriebssystem entwickelt wurden, ko¨nnen auf dem
anderen nicht eingesetzt werden. Ein Beispiel fu¨r eine derartige Konstellation
ist der Wettbewerb zwischen den Betriebssystemen Windows und Linux; das
Spektrum mo¨glicher Anwendungen reicht dann von Textverarbeitungen und
Tabellenkalkulationen u¨ber Computerspiele bis hin zu E-Mail- und Web-Server-
Software, wobei der Schwerpunkt davon abha¨ngt, welches Segment des Marktes
fu¨r Betriebssysteme betrachtet wird.
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4.2.5.1 Der Markt fu¨r Anwendungen
Zuna¨chst soll der Markt fu¨r Anwendungen beschrieben werden: In ihm existie-
re ein Kontinuum von Entwicklern, die jeweils als Monopolist eine spezifische
Anwendung entwickeln und anbieten ko¨nnen. Fu¨r jede dieser Anwendungen
haben die Konsumenten unabha¨ngig von ihrem Typ θ, welcher ja lediglich die
Pra¨ferenzen im Markt fu¨r Betriebssysteme charakterisiert, eine zufa¨llige Zah-
lungsbereitschaft ω; diese sei auf dem Intervall [0, z] mit z > 0 als maximaler
Zahlungsbereitschaft gleichverteilt. Erwartet also ein Anwendungsentwickler,
daß x ∈ [0, 1] Konsumenten das proprieta¨re Betriebssystem erwerben, sieht er
sich der Nachfragefunktion dP (pP ) = (1−pP /z)xmit pP als Preis seiner Anwen-
dung fu¨r das proprieta¨re Betriebssystem gegenu¨ber. Er maximiert dann seinen
Umsatz pP · dP (pP ),17 indem er den Anwendungspreis auf p∗P = z/2 setzt und
erzielt so den maximalen Umsatz (z/4)x; analog erha¨lt man fu¨r Anwendungen,
die fu¨r das offene Betriebssystem entwickelt werden, ebenfalls den optimalen
Preis p∗O = z/2 und den maximalen Umsatz (z/4)(1 − x).
Die Frage, ob und fu¨r welche Betriebssysteme ein Anwendungsentwickler u¨ber-
haupt anbietet, ha¨ngt natu¨rlich zusa¨tzlich von seinen fixen Entwicklungskosten
ab. Hier wird angenommen, daß jeder Entwickler durch Fixkosten f ≥ 0 charak-
terisiert sei, welche sowohl bei der Entwicklung fu¨r das proprieta¨re als auch fu¨r
das offene Betriebssystem anfallen. Des weiteren soll es keine Verbundvorteile
geben; wird also eine Anwendung fu¨r beide Betriebssysteme entwickelt, so ent-
stehen dadurch Kosten in Ho¨he von 2f . Zudem fo¨rdere die o¨ffentliche Hand die
Entwicklung von Anwendungen fu¨r das offene Betriebssystem mit Subventionen
in Ho¨he von sa ≥ 0. Der Gewinn eines Entwicklers mit Fixkosten f und Erwar-
tungen x bei Entwicklung fu¨r das proprieta¨re und das offene Betriebssystem ist
also gegeben durch
gP (f, x) = (z/4)x − f bzw. gO(f, x) = (z/4)(1 − x) + sa − f. (4.26)
Selbstversta¨ndlich werden nur solche Anwendungen entwickelt, mit denen ein
17Wiederum werden Grenzkosten in Ho¨he von 0 angenommen.
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positiver Gewinn erzielt werden kann. Es wird nun angenommen, die Masse
der Entwickler mit Entwicklungskosten kleiner oder gleich f betrage ebenfalls
f ; besteht also beispielsweise die Erwartung, mit einer Anwendung fu¨r ein be-
stimmtes Betriebssystem lasse sich ein Umsatz in Ho¨he von zwei Geldeinheiten
erzielen, so werden insgesamt auch zwei Anwendungen entwickelt. Und allge-
mein ergibt sich das Anwendungsangebot fu¨r das proprieta¨re und das offene Be-
triebssystem bei Erwartungen x als Lo¨sung von gP (f, x) = 0 bzw. gO(f, x) = 0.
Es betra¨gt
fP = (z/4)x und fO = (z/4)(1 − x) + sa. (4.27)
4.2.5.2 Der Markt fu¨r Betriebssysteme
Bei inkompatiblen Betriebssystemen ist das Anwendungsangebot auch fu¨r die
Kaufentscheidung in diesem Markt relevant. Da die Zahlungsbereitschaft jedes
Konsumenten fu¨r jede Anwendung durch eine auf dem Intervall [0, z] gleichver-
teilte Zufallsvariable beschrieben wird, stiftet eine Anwendung mit einem Preis
in Ho¨he von z/2 einem Konsumenten einen erwarteten Nutzen in Ho¨he von∫ z
z/2
1
z
(ω − z/2) dω = z/8. (4.28)
Dabei umfassen die Integrationsgrenzen all jene Zahlungsbereitschaften ω, fu¨r
die eine zum Preis z/2 angebotene Anwendung tatsa¨chlich erworben wird und
den Nettonutzen ω − z/2 stiftet.
Die Entscheidung, eine Anwendung zu entwickeln, hat einen langfristigeren
Charakter als eine Konsumentscheidung und geht dieser somit zeitlich voran;
das Angebot an Anwendungen sei den Konsumenten bei ihrer Kaufentschei-
dung im Markt fu¨r Betriebssysteme daher bekannt. Die Nutzenfunktionen der
Konsumenten die beiden Betriebssysteme betreffend sind folglich
uP (θ, l, fP ) = b− t · θ + (z/8) · fP − l (4.29)
und
uO(θ, fO) = b− t · (1− θ) + (z/8) · fO + sk. (4.30)
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Dabei erfassen die Terme (z/8) · fP und (z/8) · fO den Nutzenbeitrag des fu¨r
das proprieta¨re bzw. das offene Betriebssystem vorhandenen Angebots an An-
wendungen und sk die an die Konsumenten fu¨r die Nutzung des offenen Be-
triebssystems gezahlten Subventionen.
Einsetzen des durch die Gleichungen (4.27) gegebenen Anwendungsangebots in
die Nutzenfunktionen (4.29) und (4.30) erbringt
uP (θ, l, x) = b− t · θ + (z2/32)x − l (4.31)
und
uO(θ, x) = b− t · (1− θ) + (z2/32)(1 − x) + (z/8)sa + sk. (4.32)
4.2.5.3 Analyse und Ergebnisse
Es ist leicht zu sehen, daß diese Nutzenfunktionen und die in Gleichung (4.15)
fu¨r das Modell mit Netzwerkeffekten angegebenen qualitativ identisch sind. Der
Markt fu¨r Anwendungen induziert also in dem fu¨r Betriebssysteme indirekte
Netzwerkeffekte der Sta¨rke v = z2/32; des weiteren betragen die effektiven
Subventionen fu¨r die Nutzer des freien Betriebssystems s = (z/8)sa + sk. Un-
terstellt man wiederum, daß im Gleichgewicht der erwartete Marktanteil x der
freien Software dem tatsa¨chlichen θ∗ entspricht, la¨ßt sich dieses folglich wie in
Abschnitt 4.2.3 ermitteln. Des weiteren ergibt sich aus den Gleichungen (4.27)
und x = θ∗ das gleichgewichtige Anwendungsangebot
f∗P = (z/4)θ
∗ und f∗O = (z/4)(1 − θ∗) + sa. (4.33)
Wa¨hrend die Herleitung des Gleichgewichts des in diesem Abschnitt pra¨sen-
tierten Modells keiner erneuten Darstellung bedarf, wird die Analyse des Ein-
flusses von Subventionen auf die Wohlfahrt aus zwei Gru¨nden weiter vertieft.
Erstens sind nun auch die auf dem Markt fu¨r Anwendungen erzielten Produzen-
tenrenten zu beru¨cksichtigen und zweitens existiert in diesem Modell mit der
Subventionierung der Anwendungsentwickler ein neues, angebotsseitiges Instru-
ment, welches im Modell mit direkten Netzwerkeffekten nicht darstellbar war.
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Hier offenbart sich die Schwa¨che zahlreicher Arbeiten zu Netzwerkeffekten, zwi-
schen direkten und indirekten Netzwerkeffekten zwar verbal zu unterscheiden,
sie jedoch formal vollkommen identisch zu behandeln.
Die gesamtgesellschaftliche Wohlfahrt beinhaltet in dieser Modellvariante drei
Komponenten, die Konsumentenrente K∗, den Gewinn des Herstellers des pro-
prieta¨ren Betriebssystems G∗ sowie den Gesamtgewinn der Anwendungsent-
wickler A∗. Sie betra¨gt fu¨r eine gleichgewichtige Lizenzgebu¨hr in Ho¨he von l∗,
einen gleichgewichtigen Marktanteil der proprieta¨ren Software in Ho¨he von θ∗,
und gleichgewichtige Anwendungsangebote in Ho¨he von f∗P und f
∗
O
W ∗ =
∫ θ∗
0
uP (θ, l
∗, θ∗) dθ +
∫ 1
θ∗
uO(θ, θ
∗)− sk dθ︸ ︷︷ ︸
K∗
+ l∗θ∗︸︷︷︸
G∗
+
∫ f∗
P
0
gP (f, θ
∗) df +
∫ f∗
O
0
gO(f, θ
∗)− sa df︸ ︷︷ ︸
A∗
.
(4.34)
Da l∗, f∗P und f
∗
O allesamt Funktionen von θ
∗ sind, ergibt sich nach einigen
Umformungen
W ∗ =
[
z2/8− t] θ∗2 + [−z2/8− (z/8)sa + t] θ∗
+
[
b+ z2/16 + (z/8)sa − (1/2)s2a − t/2
]
.
(4.35)
Zuna¨chst wird der Fall starker Netzwerkeffekte (z2/32 ≥ t) untersucht. Gema¨ß
der Analyse in Abschnitt 4.2.3 ko¨nnen fu¨r diesen Fall zwei alternative Regimes
unterschieden werden: ein offenes, in welchem entsprechende Erwartungen der
Konsumenten die vollsta¨ndige Verdra¨ngung des proprieta¨ren Systems bewirken,
und – mit entgegengesetztem Ergebnis – ein proprieta¨res Regime.
Im offenen Regime betra¨gt θ∗ = 0 und somit nach Gleichung (4.35) die Wohl-
fahrt
W ∗OR = b+ z
2/16 + (z/8)sa − (1/2)s2a − t/2. (4.36)
Man erkennt, daß die Subventionierung der Konsumenten keinen Einfluß auf die
Wohlfahrt hat, da sie in einem Zustand, in dem ohnehin schon alle Konsumenten
das offene System wa¨hlen, keine allokative Wirkung entfaltet. Ein anderes Bild
ergibt sich hinsichtlich der Subventionierung der Anwendungsentwickler. Hier
gilt:
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Satz 4.4 Im Modell mit Systemwettbewerb existiert fu¨r z2/32 ≥ t ein Gleich-
gewicht, in dem alle Konsumenten das offene Betriebssystem wa¨hlen. In diesem
Gleichgewicht erho¨ht eine per Kopfsteuer finanzierte Subvention der Entwick-
lung von Anwendungen fu¨r das offene Betriebssystem in Ho¨he von sa > 0 die
Wohlfahrt dann und nur dann, wenn gilt:
∂W ∗OR/∂sa = z/8− sa > 0 ⇐⇒ sa < z/8.
Die Ursache hierfu¨r liegt allerdings nicht in einem Spezifikum offener Software
begru¨ndet, sondern in einer Unvollkommenheit des Marktes fu¨r Anwendungs-
software. Diese besteht im gegebenen Modell darin, daß die jeweils als Mo-
nopolist agierenden Anwendungsentwickler sich die Zahlungsbereitschaft ihrer
Kunden nicht vollsta¨ndig aneignen ko¨nnen. Daraus resultiert ein unter Wohl-
fahrtsaspekten zu geringes Anwendungsangebot, welches aber Subventionen zu
erho¨hen vermo¨gen.
Im proprieta¨ren Regime18 betra¨gt hingegen θ∗ = 1 und somit nach Gleichung
(4.35) die Wohlfahrt
W ∗PR = b+ z
2/16 − (1/2)s2a − t/2. (4.37)
Wiederum hat die Subventionierung der Konsumenten keine Wirkung, wohinge-
gen die der Anwendungsentwickler wegen ∂W ∗PR/∂sa = −sa ≤ 0 die Wohlfahrt
reduziert. Die Ursache hierfu¨r liegt darin, daß im proprieta¨ren Regime kein
Konsument Anwendungen fu¨r das offene System erwirbt und deren Entwick-
lung somit Kosten verursacht, ohne Nutzen zu stiften. Des weiteren sei darauf
hingewiesen, daß die Subventionierung der Entwicklung von Anwendungen fu¨r
das proprieta¨re System in diesem Regime aus Symmetriegru¨nden denselben
positiven Wohlfahrtseffekt hat wie fu¨r den Fall des offenen Regimes bereits
beschrieben.
Nun wird der Fall schwacher Netzwerkeffekte (z2/32 < t) untersucht. In Ab-
schnitt 4.2.3 wurde gezeigt, daß dieser Fall prinzipiell dem Grundmodell ent-
18In Abschnitt 4.2.3 wurde gezeigt, daß dieses Regime nur dann existieren kann, wenn die
effektiven Subventionen hinreichend klein sind ((z/8)sa + sk ≤ z
2/32− t).
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spricht. Man erha¨lt also den gleichgewichtigen Marktanteil der proprieta¨ren
Software θ∗, indem man in Gleichung (4.6) die Pra¨ferenzintensita¨t t durch die
effektive Pra¨ferenzintensita¨t t−z2/32 und die Subventionen s durch (z/8)sa+sk
ersetzt; er lautet
θ∗ =
32t− z2 − 4zsa − 32sk
128t− 4z2 . (4.38)
Durch Einsetzen von Gleichung (4.38) in Gleichung (4.35) erha¨lt man des wei-
teren die Wohlfahrt
W ∗SW =
[
z2/8− t] (32t−z2−4zsa−32sk
128t−4z2
)2
+
[−z2/8− (z/8)sa + t] ( 32t−z2−4zsa−32sk128t−4z2 )
+
[
b+ z2/16 + (z/8)sa − (1/2)s2a − t/2
]
.
(4.39)
Es ist schwierig, den allgemeinen Zusammenhang zwischen den Subventionen
sa und sk und der Wohlfahrt festzustellen. Jedoch kann anhand der Vorzeichen
der partiellen Ableitungen von W ∗SW nach sa und sk fu¨r sa = sk = 0 immerhin
ermittelt werden, ob geringfu¨gige Subventionen die Wohlfahrt steigern ko¨nnen.
Es zeigt sich, daß wegen
∂W ∗SW
∂sa
∣∣∣∣
sa=0,sk=0
=
z · (80t − z2)
32 · (32t− z2) > 0 (4.40)
die Subventionierung der Anwendungsentwickler sinnvoll ist. Die Ursache dafu¨r
entspricht der bereits fu¨r den Fall starker Netzwerkeffekte beschriebenen. Der
Wohlfahrtseffekt der Subventionierung von Konsumenten ist hingegen u¨berra-
schend. Bislang hat dieses Instrument die Wohlfahrt aufgrund seiner allein die
Transportkosten erho¨henden Wirkung immer reduziert. Im Modell mit System-
wettbewerb gilt hingegen:
Satz 4.5 Im Modell mit Systemwettbewerb existiert fu¨r z2/32 < t ein eindeu-
tiges Gleichgewicht, in dem sich das offene und das proprieta¨re Betriebssystem
den Markt teilen. In diesem Gleichgewicht erho¨ht eine hinreichend kleine per
Kopfsteuer finanzierte Subvention der Nutzung offener Software in Ho¨he von
sk > 0 die Wohlfahrt dann und nur dann, wenn gilt:
∂W ∗SW
∂sk
∣∣∣∣
sa=0,sk=0
=
z2 − 8t
2(32t− z2) > 0 ⇐⇒ z
2 > 8t.
164
Die maßvolle Subventionierung der Konsumenten vermag also die Wohlfahrt zu
erho¨hen, wenn die maximale Zahlungsbereitschaft fu¨r Anwendungen z relativ
zur Pra¨ferenzintensita¨t t hinreichend groß ist. Zwar erho¨ht die Subventionierung
der Konsumenten nach wie vor die Transportkosten im Markt fu¨r Betriebssy-
steme und mindert so die Wohlfahrt. Diese Minderung wird allerdings unter
gewissen Umsta¨nden durch einen Effekt im Markt fu¨r Anwendungssoftware
ausgeglichen. Es ist leicht zu zeigen, daß der in Gleichung (4.38) angegebe-
ne Marktanteil des proprieta¨ren Systems θ∗ < 1/2 ist. Somit u¨bersteigt nach
Gleichung (4.33) das Anwendungsangebot fu¨r das offene System dasjenige fu¨r
das proprieta¨re. Aus Gleichung (4.26) ist ersichtlich, daß der Gewinn eines An-
wendungsanbieters fu¨r das proprieta¨re System im gleichen Maße sinkt, wie der
eines Anwendungsanbieters fu¨r das offene System steigt, wenn Konsumenten
vom proprieta¨ren zum offenen System wechseln. Da es aber mehr Anwendungs-
anbieter fu¨r das offene System gibt, bewirkt der durch die Subventionierung
induzierte Wechsel von Konsumenten zum offenen System eine Steigerung der
aggregierten Gewinne der Anwendungsentwickler. Fu¨r großes z fa¨llt diese Ge-
winnsteigerung besonders hoch aus; fu¨r z2 > 8t schließlich vermag sie die durch
die Subventionen bewirkte Steigerung der Transportkosten zu kompensieren.
Es sei aber angemerkt, daß die positive Gesamtwirkung der Subventionierung
von Konsumenten in hohem Maße von der Struktur des Marktes fu¨r Anwen-
dungssoftware abha¨ngt. Des weiteren spielen die Spezifika offener Software nur
insoweit eine Rolle, als daß das Fehlen von Lizenzgebu¨hren die aus Sicht der
Anwendungsanbieter erfreuliche Konzentration der Konsumenten auf eines der
konkurrierenden Betriebssysteme begu¨nstigt.
4.2.6 Verwandte Arbeiten
Arbeiten von Schmidt und Schnitzer (2003) sowie Comino und Manenti (2005)
beinhalten Modelle, die den oben pra¨sentierten formal a¨hnlich sind, aber ande-
re Aspekte der staatlichen Fo¨rderung offener Software adressieren. Sie werden
nachfolgend kurz beschrieben.
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Schmidt und Schnitzer (2003) analysieren mit Hilfe eines Modells, welches dem
in Abschnitt 4.2.4 vorgestellten mit Wechselkosten gleicht, die Wirkung erzwun-
gener Nutzung offener Software durch o¨ffentliche Einrichtungen. Sie zeigen, daß
ein derartiger Zwang alle Marktteilnehmer schlechter stellt. Des weiteren un-
tersuchen sie den Einfluß dieser Maßnahme auf die Anreize des Herstellers der
proprieta¨ren Software, den Grundnutzen zu erho¨hen, und kommen zu dem Er-
gebnis, daß diese Anreize schwinden. Die Wirkung von Zwang ist also wieder
negativ. In einem informellen Teil diskutieren Schmidt und Schnitzer (2003)
zudem diverse weitere Aspekte eines staatlichen Eingreifens in Softwarema¨rkte
zugunsten offener Software. Insgesamt beurteilen sie derartige Maßnahmen als
nicht empfehlenswert.
Comino undManenti (2005) erweitern das in Abschnitt 4.2.2 behandelte Grund-
modell um sogenannte uninformierte Konsumenten, die nicht um die Existenz
offener Software wissen. Diese Konsumenten kaufen die proprieta¨re Software,
wenn sie dadurch einen positiven Nutzen erhalten; anderenfalls verwenden sie
schlicht keine Software. Comino und Manenti (2005) zeigen nun, daß die er-
zwungene Nutzung offener Software die Wohlfahrt erho¨ht, wenn hinreichend
viele uninformierte Konsumenten existieren. Des weiteren erho¨hen die Wohl-
fahrt auch alle Maßnahmen, welche die Anzahl uninformierter Konsumenten
verringern und keine Kosten verursachen. Subventionen entfalten hingegen im-
mer eine negative Wirkung. Zudem analysieren Comino und Manenti (2005) ihr
Modell auch fu¨r Netzwerkeffekte, ko¨nnen aber leider nur numerische Ergebnis-
se vorweisen. Jene legen nahe, daß Maßnahmen, die ein Tipping des Marktes
in ein offenes Regime bewirken, die Wohlfahrt erho¨hen. Ob aber der Staat im
Wettbewerb konkurrierender Softwareprodukte um den Markt den Gewinner
wa¨hlen sollte, muß bezweifelt werden.
4.3 Ma¨rkte fu¨r Individualsoftware
In diesem Abschnitt wird die Rolle offener Software in Ma¨rkten fu¨r Individual-
software analysiert. Unter Individualsoftware soll dabei solche Software verstan-
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Jahr
Art 1997 1998 1999 2000 2001 2002 2003 2004
Massensoftware 40† 48 53 57 56 59 59 60
Auftragsentwicklungen 47 55 64 74 72 61 58 57
Eigenentwicklungen 42 45 61 72 75 74 80 88
Gesamt 128 147 178 203 203 194 196 205
†alle Angaben in Mrd. $
Tabelle 4.1: Softwareinvestitionen in den USA von 1997 bis 2004
den werden, die speziell auf die Bedu¨rfnisse eines Nutzers zugeschnitten wird
und die einen Funktionsumfang bereitstellt, der u¨ber den von Massensoftware
hinausgeht. Entwickelt wird derartige Software entweder hausintern oder durch
die Vergabe von Auftra¨gen an entsprechende Dienstleistungsunternehmen.
Da Individualsoftware o¨ffentlich kaum in Erscheinung tritt, wird ihre Bedeu-
tung chronisch unterscha¨tzt. Tatsa¨chlich kommt ihr aber ein weit ho¨herer Rang
zu als Massensoftware. Tabelle 4.1 zeigt auf der Grundlage von Angaben des
Bureau of Economic Analysis (2005) fu¨r den Zeitraum von 1997 bis 2004 die
Softwareinvestitionen in den USA in Massen- und Individualsoftware, wobei
im letzten Fall noch zwischen Auftrags- und Eigenentwicklungen unterschie-
den wird; offensichtlich sind durchga¨ngig rund 70 % aller Investitionen in die
Entwicklung von Individualsoftware geflossen.
Die Bedeutung von Individualsoftware erwa¨chst daraus, daß der Konfigurier-
barkeit von Massensoftware aufgrund sehr schnell anwachsender Komplexita¨ts-
kosten fu¨r das Testen und die Fehlerbereinigung enge Grenzen gesetzt sind.
Beispielsweise existieren fu¨r eine Software, die ihren Nutzern 50 Einstellungs-
mo¨glichkeiten mit jeweils nur zwei Optionen bietet, bereits u¨ber eine Billiarde
verschiedene Konfigurationen. Selbst der bescheidene Anspruch, immerhin der
u¨berwiegende Teil all dieser Konfigurationen solle fehlerfrei arbeiten, ist bereits
a¨ußerst schwer umzusetzen. So hat Microsoft, der Prototyp eines Herstellers
von Massensoftware, laut Cusumano und Selby (1995) im Jahr 1995 rund 3.900
Softwareingenieure bescha¨ftigt, die ausschließlich mit Tests und der Bearbei-
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tung von Kundenwu¨nschen betraut waren, und nur rund 1.850 echte Entwickler,
welche wiederum circa 50 % ihrer Arbeitszeit mit der Bereinigung von Fehlern
verbrachten. Microsoft muß also fu¨r die Beherrschung der Komplexita¨t seiner
Produkte sehr viel mehr Ressourcen aufwenden als fu¨r die Entwicklung neuer
Funktionen.
4.3.1 Wichtige Aspekte der Entwicklung von Individualsoftware
Wie gesehen wird Individualsoftware ha¨ufig auf der Grundlage frei ausgehan-
delter Vertra¨ge als Auftragsarbeit entwickelt. Der Abschluß derartiger Vertra¨ge
ist aber mitunter nicht trivial. So argumentiert Bessen (2005), es sei unmo¨glich,
einen vollsta¨ndigen Vertrag u¨ber die Entwicklung einer Individualsoftware zu
verfassen, da deren einzige eindeutige Beschreibung ihr Quelltext sei. Der Ver-
tragsgegenstand ist also ex ante allenfalls unscharf beschreibbar. Anhand ei-
nes geeigneten Modells demonstriert Bessen (2005), wie dieses Problem unvoll-
sta¨ndiger Vertra¨ge in eine ineffiziente Entwicklung mu¨nden kann.
Des weiteren ko¨nnen asymmetrische Informationen u¨ber die Kosten und Zah-
lungsbereitschaften ex post ineffiziente Verhandlungsergebnisse bewirken. Eine
ausfu¨hrliche U¨bersicht u¨ber die entsprechende Literatur, die sich unvera¨ndert
auf die hier behandelte Situation u¨bertragen la¨ßt, geben Ausubel, Cramton und
Deneckere (2002); ein zentrales Ergebnis besteht darin, daß Ex-Post-Effizienz
dann und nur dann erreicht werden kann, wenn ein Vertragsabschluß mit Si-
cherheit wu¨nschenswert und dies zudem Common Knowledge ist.
Ein weiteres Hindernis fu¨r die Auftragsentwicklung erwa¨chst aus der sogenann-
ten Sticky Information.19 Den Ausgangspunkt bildet die Tatsache, daß die Ent-
wicklung einer Individualsoftware zwei Arten von Wissen erfordert: solches um
die Bedu¨rfnisse des Nutzers und solches u¨ber technische Methoden und Verfah-
ren zur Befriedigung dieser Bedu¨rfnisse. U¨ber die erstgenannte Art von Wissen,
im weiteren als Anwendungswissen bezeichnet, verfu¨gt offensichtlich in erster
Linie der potentielle Nutzer; die zweitgenannte Art, das sogenannte Methoden-
19Von Hippel (1998) stellt die Idee der Sticky Information umfassend vor.
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wissen, ist hingegen vornehmlich beim Softwareentwickler zu finden. Bei der
Auftragsentwicklung werden Anwendungs- und Methodenwissen beim externen
Entwickler zusammengezogen. Dieser Informationstransfer induziert aber Ko-
sten, weil es regelma¨ßig schwer vermittelbares Wissen, eben Sticky Information,
zu transferieren gilt. Von Hippel (1998) argumentiert nun, Sticky Information
ko¨nne zu einer Verschiebung des wirtschaftlichsten Orts fu¨r die Entwicklung
der Software zum Nutzer fu¨hren, wenn das Methoden- leichter als das Anwen-
dungswissen zu u¨bertragen ist.
Die genannten Schwierigkeiten bei der Auftragsentwicklung erkla¨ren den u¨ber-
raschend hohen Anteil von Eigenentwicklungen an den Softwareinvestitionen in
Tabelle 4.1. Es wa¨re allerdings falsch zu glauben, Eigenentwicklungen mu¨ßten
ohne externe Hilfe gleichsam bei Null beginnen. Vielmehr existieren in vielen
Einsatzfeldern Produkte, die bestimmte Basisfunktionen bereitstellen und u¨ber
eine exakt spezifizierte Schnittstelle, nachfolgend technisch ungenau als “Appli-
cation Programming Interface” (API) bezeichnet, um die individuell beno¨tigten
Funktionen erweitert werden ko¨nnen.20 Bessen (2005) merkt an, daß die Nut-
zung offener Software fu¨r Eigenentwicklungen o¨konomisch der Verwendung eines
kostenlosen APIs gleicht (vgl. auch Abschnitt 2.5.4).
4.3.2 Modellbeschreibung
Betrachtet wird eine Modellwelt, in der Individualsoftware aus zwei Komponen-
ten besteht: einer Basiskomponente, die allgemein gebra¨uchliche, auch in Mas-
sensoftware vorhandene Funktionen umfaßt, und einer Erweiterungskomponen-
te, die jeweils individuelle Anforderungen adressiert.21 Beide Funktionsbereiche
sind fu¨r sich genommen vo¨llig nutzlos; die Verwendung einer Massensoftware
kommt daher nicht in Frage. Formal sei jede Individualsoftware charakterisiert
20Die Unternehmenssoftware SAP R/3 beschreitet einen solchen Weg.
21Beispielsweise beno¨tigt das Internet-Auktionshaus eBay zum einen Basisfunktionen wie eine
Angebots- und eine Nutzerverwaltung, die in jeder standardisierten Webshop-Software
vorhanden sind, zum anderen aber auch ganz spezifische Erweiterungsfunktionen, die das
firmeneigene Auktionsmodell implementieren.
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durch die Qualita¨tsniveaus b ∈ [0, 1] und e ∈ [0, 1] der Basis- bzw. der Erwei-
terungskomponente. Man beachte, daß eine in der Qualita¨t b vorliegende Ba-
siskomponente in jede Individualsoftware integriert werden kann, wa¨hrend eine
in der Qualita¨t e vorliegende Erweiterungskomponente an genau einen Nutzer
gebunden ist.
Des weiteren existiere ein Kontinuum von Nutzern der Masse 1. Dabei sei jeder
Nutzer durch einen Typ θ beschrieben, der auf dem Einheitsintervall gleichver-
teilt sei. Eine Individualsoftware der Qualita¨t (b, e) stifte diesem Nutzer den
Nutzen
u(θ, b, e) = θ · (b+ e). (4.41)
Der Typ θ ist also ein Maß fu¨r die Zahlungsbereitschaft eines Nutzers.
Mit Hilfe des Modells soll untersucht werden, wie sich die Unterschiede in der
Ausgestaltung der geistigen Eigentumsrechte zwischen proprieta¨rer und offener
Software auf die Effizienz der Entwicklung von Individualsoftware auswirken.
Ausdru¨cklich ausgeklammert werden sollen hingegen all jene offensichtlichen
Effekte, die aus abweichenden Kostenfunktionen resultieren. Die Kosten fu¨r die
Entwicklung einer Komponente der Qualita¨t q betragen daher c(q) = q2/2, und
zwar unabha¨ngig davon, wer die Entwicklungsarbeit leistet.
4.3.3 Modellanalyse
4.3.3.1 Eigenentwicklung
Selbstversta¨ndlich verfu¨gt jeder Nutzer θ u¨ber die Mo¨glichkeit, die von ihm
beno¨tigte Software in Eigenregie zu entwickeln. Er maximiert dann seinen Nut-
zen abzu¨glich der von ihm selbst zu tragenden Kosten
UE(θ, b, e) = u(θ, b, e)− c(b) − c(e) = θ · (b+ e)− b2/2− e2/2, (4.42)
indem er die Qualita¨tsniveaus b∗E(θ) = θ und e
∗
E(θ) = θ wa¨hlt, und erreicht so
das Nutzenniveau U∗E(θ) = θ
2. Dieses Nutzenniveau ist nachfolgend hauptsa¨ch-
lich deshalb von Belang, da es als Drohpunkt wa¨hrend Vertragsverhandlungen
bei der Auftragsentwicklung dienen kann.
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Ist Eigenentwicklung die einzige Mo¨glichkeit, die beno¨tigte Individualsoftware
zu erlangen, betra¨gt die Wohlfahrt
W ∗E =
∫ 1
0
U∗E(θ) dθ = 1/3. (4.43)
Ein Quell der Ineffizienz ist dabei die redundante Entwicklung der Basiskom-
ponente.
4.3.3.2 Auftragsentwicklung
Es gebe nun neben den Nutzern ein Unternehmen, welches u¨ber Exklusivrechte
an einer Basiskomponente der Qualita¨t bA = 1 verfu¨ge. Woher diese Basiskom-
ponente stammt, liegt dabei außerhalb des Modellrahmens; mo¨glicherweise ist
sie das Nebenprodukt einer Beta¨tigung des Unternehmens in einem Markt fu¨r
Massensoftware und soll nun als Grundlage fu¨r ein zusa¨tzliches Gescha¨ft mit
Auftragsentwicklungen dienen. Man beachte, daß dem Unternehmen den Ein-
stieg in die Auftragsentwicklung annahmegema¨ß kein Kostenvorteil ermo¨glicht,
sondern die exklusiven Rechte an der Basiskomponente.
Wie bereits diskutiert gehen der eigentlichen Auftragsentwicklung zwingend
bilaterale Verhandlungen voraus. Es ist aber nicht sinnvoll, diese Verhand-
lungen explizit zu modellieren. Vielmehr wird die von Kalai (1977) vorge-
schlagene asymmetrische Nash-Verhandlungslo¨sung verwendet, da sie mit den
Gleichgewichten zahlreicher nicht-kooperativer Verhandlungsspiele korrespon-
diert. Sie postuliert, daß ein Verhandlungsergebnis sich durch individuelle Ra-
tionalita¨t, Pareto-Effizienz, Unabha¨ngigkeit von a¨quivalenten Nutzentransfor-
mationen und Unabha¨ngigkeit von irrelevanten Alternativen auszeichnet.
Da das Verhandlungsergebnis Pareto-effizient ist, maximiert es zwingend den
gemeinsamen Nutzen
UA(θ, e) = u(θ, bA, e)− c(e) = θ · (1 + e)− e2/2. (4.44)
Die Verhandlungen werden also immer zum effizienten Qualita¨tsniveau e∗A(θ) =
θ und dem Gesamtnutzen U∗A(θ) = θ + θ
2/2 fu¨hren. Es gilt nun, die gesamte
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Verhandlungsmasse U∗A(θ) in der Form von Gewinn g und Konsumentenrente
k auf die Verhandlungspartner aufzuteilen. Wie diese Aufteilung erfolgt, ha¨ngt
im Fall der asymmetrischen Nash-Verhandlungslo¨sung von einem weiteren Pa-
rameter m ∈ [0, 1] ab, der die Verhandlungsmacht des Softwareunternehmens
gegenu¨ber den Nutzern beschreibt. Dabei liegt fu¨r m = 0 alle Macht bei den
Nutzern und fu¨r m = 1 beim Unternehmen; fu¨r m = 1/2 ist sie hingegen
symmetrisch verteilt. Einen weiteren Einfluß hat, daß jeder Nutzer bei einem
Scheitern der Verhandlungen auf dem Weg der Eigenentwicklung das Nutzen-
niveau U∗E(θ) erreichen kann. Das eindeutige Verhandlungsergebnis ergibt sich
nun nach Kalai (1977) als Lo¨sung des folgenden Maximierungsproblems:
max
g,k
gm · (k − U∗E(θ))1−m
u.d.N. g + k = U∗A(θ)
(4.45)
Es lautet, wie leicht zu zeigen ist, g∗(θ) = −m · U∗E(θ) +m · U∗A(θ) = m · (θ −
θ2/2) und k∗(θ) = m · U∗E(θ) + (1 − m) · U∗A(θ) = θ + θ2/2 − m · (θ − θ2/2).
Offensichtlich teilen die beiden Verhandlungspartner den durch ihre Einigung
erzeugten Mehrwert U∗A(θ)−U∗E(θ) = θ−θ2/2 gema¨ß ihrer Verhandlungsmacht.
Das Unternehmen bedient alle Nutzer und erzielt den Gewinn
G∗A(m) =
∫ 1
0
g∗(θ) dθ = m/3 (4.46)
und die Wohlfahrt erreicht den sozial optimalen Wert
W ∗A =
∫ 1
0
U∗A(θ) dθ = 2/3. (4.47)
Alle Nutzer erhalten nach effizienten Verhandlungen Zugriff auf die qualitativ
hochwertige Basiskomponente des Unternehmens sowie eine individuelle Erwei-
terungskomponente sozial effizienter Qualita¨t.
4.3.3.3 API-unterstu¨tzte Eigenentwicklung
Auch wenn Auftragsentwicklung in Abwesenheit asymmetrischer Informatio-
nen und unvollsta¨ndiger Vertra¨ge effizient ist, erzielt das Unternehmen nach
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Gleichung (4.46) nur einen mageren Gewinn, wenn es u¨ber wenig Verhand-
lungsmacht gegenu¨ber den Nutzern verfu¨gt.22 Es mag sich daher entschließen,
seine exklusive Basiskomponente nicht im Rahmen von Auftragsentwicklungen
anzubieten, sondern als Grundlage fu¨r API-unterstu¨tzte Eigenentwicklungen.
Dazu modifiziert das Unternehmen die Basiskomponente so, daß sie jeder Nut-
zer in Eigenregie an seine spezifischen Bedu¨rfnisse anpassen kann, und verkauft
sie dann fu¨r Lizenzgebu¨hren in Ho¨he von l ≥ 0. Vereinfachend wird dabei jede
Mo¨glichkeit zur Preisdiskriminierung ausgeschlossen.
Erwirbt ein Nutzer das API, so wird er seinen Nutzen
UAPI(θ, e, l) = u(θ, bA, e)− c(e) − l = θ · (1 + e)− e2/2− l (4.48)
maximieren, indem er das Qualita¨tsniveau e∗API(θ) = θ wa¨hlt, und so das Nut-
zenniveau U∗API(θ, l) = θ+θ
2/2− l erreichen. Da aber weiterhin die Mo¨glichkeit
der Eigenentwicklung besteht, werden nur all jene Nutzer das API tatsa¨chlich
kaufen, fu¨r die U∗API(θ, l) ≥ U∗E(θ) gilt. Es ist leicht zu u¨berpru¨fen, daß dies
alle Nutzer aus dem Intervall [θ¯(l), 1] mit θ¯(l) = 1 −√1− 2l als indifferentem
Nutzer sind.23
Das Unternehmen maximiert dann seinen Gewinn GAPI(l) = l · (1 − θ¯(l)) =
l · √1− 2l, indem es Lizenzgebu¨hren in Ho¨he von l∗ = 1/3 erhebt. Daraus
resultieren auch der gleichgewichtige indifferente Konsument θ∗ = θ¯(l∗) = 1 −√
1/3 ≈ 0, 42 und der Gleichgewichtsgewinn G∗API = GAPI(l∗) =
√
1/27 ≈
0, 19.
Die Wohlfahrt betra¨gt
W ∗API =
∫ θ∗
0
U∗E(θ) dθ +
∫ 1
θ∗
U∗API(θ, l
∗) dθ +G∗API ≈ 0, 59. (4.49)
22Fu¨r die asymmetrische Nash-Verhandlungslo¨sung ist die Verhandlungsmacht ein exogener
Parameter. Die nicht-kooperative Spieltheorie hat aber mehrere mo¨gliche Bestimmungs-
gro¨ßen identifizert, etwa die relative Ungeduld und Informiertheit der Verhandlungspar-
teien.
23Der indifferente Nutzer θ¯(l) ergibt sich nur fu¨r l ∈ [0, 1/2] als einzige Lo¨sung der Gleichung
U∗API(θ, l) = U
∗
E(θ) im Intervall [0, 1]. Fu¨r l /∈ [0, 1/2] existiert hingegen kein indifferenter
Konsument und alle Nutzer entscheiden sich fu¨r dieselbe Option.
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Dabei erfaßt das erste Integral die Konsumentenrente all jener Nutzer, die echte
Eigenentwicklung betreiben, und das zweite Integral die Konsumentenrente der
Ka¨ufer des API. Man beachte, daß W ∗API < W
∗
A ist, da nicht alle die qualitativ
hochwertige Basiskomponente nutzen ko¨nnen.
4.3.3.4 Offene Software
Liegt die Basiskomponente der Qualita¨t bA = 1 hingegen als offene Software
vor, so kann sie von allen Nutzern quasi als kostenloses API genutzt werden.
Die Wohlfahrt erreicht dann wieder den sozial optimalen Wert
W ∗O =
∫ 1
0
U∗API(θ, 0) dθ = 2/3. (4.50)
4.3.4 Schlußfolgerungen
Das Modell kommt zu zwei wesentlichen Ergebnissen: Erstens ist es immer
wu¨nschenswert, wenn eine fu¨r einen Massenmarkt entwickelte, qualitativ hoch-
wertige Basiskomponente auch fu¨r die Entwicklung von Individualsoftware zur
Verfu¨gung steht, und zwar unabha¨ngig davon, wie die Eigentumsrechte an die-
ser Komponente ausgestaltet sind und in welcher Form sie den Nutzern be-
reitgestellt wird. Redundante Entwicklungsarbeit und die Verwendung minder-
wertiger Basiskomponenten werden eingeschra¨nkt. Der folgende Satz faßt diese
Aussage zusammen:
Satz 4.6 Die Verfu¨gbarkeit einer hochwertigen Basiskomponente fu¨r die Ent-
wicklung von Individualsoftware wirkt in jedem Fall wohlfahrtssteigernd, da gilt:
W ∗E < min{W ∗API ,W ∗A,W ∗O}.
Zweitens zeigt sich, daß ein Unternehmen eine von ihm kontrollierte Basiskom-
ponente unter gewissen Bedingungen ineffizent verbreitet, selbst wenn effiziente
Vertra¨ge mo¨glich sind. Denn es gilt:
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Satz 4.7 Liegen die Eigentumsrechte fu¨r die Basiskomponente bei einem Un-
ternehmen, so wird dieses bei einer hinreichend geringen Verhandlungsmacht
m die Basiskomponente wegen G∗API > G
∗
A(m) nicht effizient auf dem Weg der
Auftragsentwicklung anbieten, sondern ineffizient als API. Im Fall offener Soft-
ware findet die Basiskomponente hingegen immer eine effiziente Verbreitung.
Die schiere Existenz offener Software hat also eine gesamtgesellschaftlich wu¨n-
schenswerte Wirkung auf Ma¨rkte fu¨r Individualsoftware. Dieser Umstand sollte
bei staatlichen Maßnahmen mit einem Bezug zu offener Software angemessen
beru¨cksichtigt werden.
4.4 Zwischenfazit
Im Wettbewerb zwischen proprieta¨rer und offener Massensoftware konnte kein
Marktversagen festgestellt werden, welches ein direktes Eingreifen des Staates
in das Marktgeschehen zugunsten offener Software durch Subventionen oder
Zwang rechtfertigt. Allenfalls dann, wenn die proprieta¨re Softwareindustrie im
Ausland angesiedelt ist, mo¨gen derartige Instrumente zur Verlagerung von Ren-
ten ins Inland dienen. Fu¨r ein Land wie Deutschland, welches sich politisch
dem Freihandel verpflichtet fu¨hlt, ist ein derartiges Vorgehen aber sicherlich
undenkbar. Dennoch ist das Aufkommen offener Software gesamtgesellschaft-
lich erfreulich, da sie den Wettbewerb bereichert und mo¨gliche Ineffizienzen bei
der quantitativ bedeutsamen Entwicklung von Individualsoftware zu mildern
hilft. Insgesamt sollte der Staat sich daher darauf beschra¨nken, einen geeig-
neten Rahmen fu¨r den ungehinderten Wettbewerb zwischen proprieta¨rer und
offener Software abzustecken. Direkte Eingriffe sind hingegen abzulehnen.
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5 Schlußbetrachtung
In diesem Kapitel werden zuna¨chst die Hauptergebnisse der vorliegenden Arbeit
zusammengefaßt. Anschließend werden einige interessante Fragestellungen fu¨r
weiterfu¨hrende Forschungen vorgestellt.
5.1 Zusammenfassung der Hauptergebnisse
Insgesamt erweist sich offene Software als ein a¨ußerst vielfa¨ltiges Pha¨nomen,
bei dem insbesondere die einzigartige Nutzung geistiger Eigentumsrechte und
der offene Entwicklungsprozeß hervorstechen. Bemerkenswert ist ihre Entwick-
lung deshalb, weil diese trotz der fundamentalen Andersartigkeit gegenu¨ber
proprieta¨rer Softwareentwicklung regelma¨ßig vollwertige, konkurrenzfa¨hige Pro-
dukte hervorbringt.
Anders, als es zuna¨chst den Anschein hat, gru¨ndet sich der Erfolg offener Soft-
wareentwicklung dabei auf eine Vielzahl handfester o¨konomischer Motive. Die
entscheidende Frage ist dann, unter welchen Voraussetzungen es den teilweise
sehr viele Mitglieder umfassenden Entwicklergemeinschaften gelingt, ihr Han-
deln zu koordinieren und eine offene Software auch langfristig zuverla¨ssig be-
reitzustellen. Mittels eines geeigneten Modells wurden in Kapitel 3 mehrere
hinreichende Bedingungen fu¨r die Nachhaltigkeit eines offenen Softwareprojekts
herausgearbeitet: Besteht die Software aus vielen, wohldefinierten Modulen, hat
sie technisch versierte Nutzer, fu¨r welche die Verfu¨gbarkeit der Quelltexte ent-
sprechend wertvoll ist, und zahlt sich erfolgreiche Koordination auch fu¨r die
einzelnen Entwickler aus, dann kann die Existenz eines offenen Entwicklungs-
projekts auch langfristig als gesichert gelten.
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Entsprechende Debatten in der politischen Arena werfen zudem die Frage auf,
ob und, wenn ja, wie die o¨ffentliche Hand zugunsten offener Software in das
Marktgeschehen eingreifen sollte. Im Fall von Massensoftware zeigt sich, daß
keine Eigenschaft entsprechender Ma¨rkte zu einem korrekturbedu¨rftigen Markt-
versagen im Wettbewerb zwischen offener und proprieta¨rer Software fu¨hrt. Im
quantitativ bedeutsameren Fall von Individualsoftware sind sinnvolle staatliche
Maßnahmen zudem ganz grundsa¨tzlich kaum vorstellbar, da hier entweder in
Eigenregie und somit abseits von Ma¨rkten entwickelt wird, oder aber auf der
Grundlage frei gestalteter Vertra¨ge als Auftragsarbeit. Dennoch ist das Auf-
kommen offener Software an sich zu begru¨ßen, da sie den Wettbewerb inten-
siviert und die effiziente Entwicklung von Individualsoftware begu¨nstigt. Ins-
gesamt scheint es geraten, auf eine aktive Fo¨rderung offener Software zu ver-
zichten, aber durch eine geeignete Gestaltung der Rahmenbedingungen einen
freien Wettbewerb sicherzustellen. Beide Arten von Software haben spezifische
Sta¨rken und Schwa¨chen, so daß sie auf lange Sicht koexistieren werden. Die von
einigen Beobachtern prophezeite Revolution der Softwareindustrie fa¨llt aus.
5.2 Ausblick
Der vielversprechendste Gegenstand weiterfu¨hrender Untersuchungen ist die
Mikrostruktur offener Softwareprojekte, die zwischen den verschiedenen Pro-
jekten sta¨rker variiert, als dies von allen bislang vorgelegten Modellen erfaßt
wird. Wie die Wahl der offenen Lizenz, die Organisationsstruktur und die Aus-
gestaltung von Fu¨hrung und Entscheidungsgewalt ineinandergreifen und auf
verschiedene Arten von Entwicklern und Konsumenten wirken, ist aber in vie-
lerlei Hinsicht relevant. Wie etwa soll der Gru¨nder eines Entwicklungsprojekts
die Mikrostruktur gestalten, damit das Projekt seinen Zielen dient? Wie steht
es um die langfristige Vertra¨glichkeit kommerzieller und nicht-kommerzieller
Interessen? Und welche Wechselwirkungen existieren zwischen dem Erfolg einer
offenen Software in Massenma¨rkten und ihrer zuku¨nftigen Entwicklung? Ein
besseres Versta¨ndnis gerade der letztgenannten Frage wu¨rde es ermo¨glichen,
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die in Kapitel 3 vorgestellten Modelle zur Entwicklung offener Software und
die in Kapitel 4 behandelten zu ihrer Nutzung besser als bisher zu verknu¨pfen
und so ein umfassenderes Bild der o¨konomischen Aspekte offener Software zu
erlangen.
Des weiteren ist offene Software im Hinblick auf neue Unternehmensstrategien
zu untersuchen. So kann sie als eine besonders glaubhafte Form der Selbstver-
pflichtung gegenu¨ber Konsumenten, einen Lock-In nicht auszunutzen, als Ge-
staltungsmittel einer Kooperation mehrerer Unternehmen und als Ansatz zur
Einfu¨hrung offener Standards eingesetzt werden. Ob und wann diese Verwen-
dungen offener Software traditionellen strategischen Mitteln wie etwa Entwick-
lungskonsortien, Patentpools und Standardisierungsorganisationen vorzuziehen
sind, ist derzeit nur unbefriedigend gekla¨rt.
Grundsa¨tzlicherer Natur ist die Frage, ob die Prinzipien offener Softwareent-
wicklung auf andere Industriezweige u¨bertragbar sind. So wird derzeit dis-
kutiert, auch Hardware in einem offenen Prozeß zu entwickeln, indem etwa
die Schaltkreis-Layouts von Mikroprozessoren unter geeignet modifizierten of-
fenen Lizenzen vero¨ffentlicht werden. Ein solches Vorgehen wa¨re grundsa¨tzlich
mo¨glich, da auch die exakte Spezifikation von Hardware sehr einfach eindeu-
tig und verlustfrei zuga¨nglich gemacht und auch vera¨ndert werden kann. Als
unu¨berwindbares Hindernis mag sich aber erweisen, daß die Umsetzung der lo-
gischen Produktspezifikation in ein nutzbares Produkt bei Hardware kostspie-
liger Fertigungsanlagen bedarf, wa¨hrend im Fall von Software lediglich preis-
werte oder gar kostenlos verfu¨gbare Entwicklungswerkzeuge erforderlich sind.
A¨hnliche U¨berlegungen und potentielle Schwierigkeiten findet man auch im Be-
reich der Biotechnologie und Genforschung. Es ist daher interessant zu kla¨ren,
welche Charakteristika von Software tatsa¨chlich notwendige Voraussetzungen
fu¨r eine erfolgreiche Produktentwicklung a` la offener Software sind.
Des weiteren verspricht die eingehendere Untersuchung offener Softwareentwick-
lung Einsichten dazu, wie die vielbeschworenen Wissensgesellschaften der Zu-
kunft ihre gewerblichen Schutz- und Urheberrechte ausgestalten sollten. Das
eine Extrem bilden starke Rechte, welche einem Urheber die vollkommene Kon-
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trolle u¨ber die Verwendung seines geistigen Eigentums ermo¨glichen, aber auch
zuku¨nftige Innovationen behindern, das andere hingegen die vollkommene Recht-
losigkeit und der damit einhergehende Wegfall fast aller Innovationsanreize. In-
wieweit offene Software, die ja einen neuartigen Mittelweg zwischen diesen bei-
den Extremen aufzeigt, diesbezu¨glich ein Vorbild darstellt, gilt es zu ergru¨nden.
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A Die Open Source Definition (OSD)
Nachfolgend ist die Open Source Definition (OSD) in der Version 1.9 angegeben.
Diese, derzeit aktuelle Version sowie eine Liste konkreter Lizenzen, welche der
OSD genu¨gen, finden sich unter www.opensource.org.
The Open Source Definition Introduction Open source doesn’t just mean ac-
cess to the source code. The distribution terms of open-source software
must comply with the following criteria:
1. Free Redistribution The license shall not restrict any party from selling or
giving away the software as a component of an aggregate software dis-
tribution containing programs from several different sources. The license
shall not require a royalty or other fee for such sale.
2. Source Code The program must include source code, and must allow distri-
bution in source code as well as compiled form. Where some form of a pro-
duct is not distributed with source code, there must be a well-publicized
means of obtaining the source code for no more than a reasonable repro-
duction cost – preferably, downloading via the Internet without charge.
The source code must be the preferred form in which a programmer would
modify the program. Deliberately obfuscated source code is not allowed.
Intermediate forms such as the output of a preprocessor or translator are
not allowed.
3. Derived Works The license must allow modifications and derived works, and
must allow them to be distributed under the same terms as the license of
the original software.
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4. Integrity of The Author’s Source Code The license may restrict source-code
from being distributed in modified form only if the license allows the dis-
tribution of “patch files” with the source code for the purpose of modifying
the program at build time. The license must explicitly permit distribution
of software built from modified source code. The license may require de-
rived works to carry a different name or version number from the original
software.
5. No Discrimination Against Persons or Groups The license must not discri-
minate against any person or group of persons.
6. No Discrimination Against Fields of Endeavor The license must not restrict
anyone from making use of the program in a specific field of endeavor. For
example, it may not restrict the program from being used in a business,
or from being used for genetic research.
7. Distribution of License The rights attached to the program must apply to
all to whom the program is redistributed without the need for execution
of an additional license by those parties.
8. License Must Not Be Specific to a Product The rights attached to the pro-
gram must not depend on the program’s being part of a particular software
distribution. If the program is extracted from that distribution and used
or distributed within the terms of the program’s license, all parties to
whom the program is redistributed should have the same rights as those
that are granted in conjunction with the original software distribution.
9. License Must Not Restrict Other Software The license must not place re-
strictions on other software that is distributed along with the licensed
software. For example, the license must not insist that all other programs
distributed on the same medium must be open-source software.
10. License Must Be Technology-Neutral No provision of the license may be
predicated on any individual technology or style of interface.
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B Angebotsstruktur offener Software
Nachfolgend wird die Datengrundlage fu¨r die in Tabelle 2.9 beschriebene Struk-
tur des Angebots an offener Software angegeben:
Quelle Originalkategorie Anzahl Kategorie
FreshMeat Adaptive Technologies 42 Sonstiges
FreshMeat Artistic Software 142 Anwendungen
FreshMeat Communications 5436 Netzwerkmanagement
FreshMeat Database 1902 Informationsmanagement
FreshMeat Desktop Environment 2225 System
FreshMeat Documentation 155 Sonstiges
FreshMeat Education 830 Anwendungen
FreshMeat freshmeat.net 28 Sonstiges
FreshMeat Games/Entertainment 2548 Anwendungen
FreshMeat Home Automation 71 Anwendungen
FreshMeat Information Management 1073 Informationsmanagement
FreshMeat Internet 9653 Netzwerkmanagement
FreshMeat Multimedia 5867 Anwendungen
FreshMeat Office/Business 1896 Anwendungen
FreshMeat Other/Nonlisted Topic 252 Sonstiges
FreshMeat Printing 221 System
FreshMeat Religion 47 Sonstiges
FreshMeat Scientific/Engineering 2530 Anwendungen
FreshMeat Security 1510 System
FreshMeat Software Development 9990 Programmentwicklung
FreshMeat System 9714 System
FreshMeat Terminals 304 Anwendungen
FreshMeat Text Editors 615 Anwendungen
FreshMeat Text Processing 2231 Anwendungen
FreshMeat Utilities 2926 Anwendungen
SourceForge Communications 11155 Netzwerkmanagement
SourceForge Database 4640 Informationsmanagement
SourceForge Desktop Environment 2422 System
SourceForge Education 2400 Anwendungen
SourceForge Formats and Protocols 144 Sonstiges
SourceForge Games/Entertainment 10456 Anwendungen
SourceForge Internet 18206 Netzwerkmanagement
SourceForge Multimedia 9315 Anwendungen
SourceForge Office/Business 3875 Anwendungen
SourceForge Other/Nonlisted Topic 1825 Sonstiges
SourceForge Printing 350 System
SourceForge Religion and Philosophy 216 Anwendungen
SourceForge Scientific/Engineering 7387 Anwendungen
SourceForge Security 2004 System
SourceForge Sociology 293 Anwendungen
SourceForge Software Development 13065 Programmentwicklung
SourceForge System 14700 System
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Quelle Originalkategorie Anzahl Kategorie
SourceForge Terminals 464 Anwendungen
SourceForge Text Editors 2054 Anwendungen
RedHat System Environment 177 System
RedHat Applications 162 Anwendungen
RedHat Development 120 Programmentwicklung
RedHat User Interface 56 System
RedHat Documentation 35 Sonstiges
RedHat Amusements 28 Anwendungen
SourceWell Console-Backup 43 System
SourceWell Console-CD or DVD Writing 11 Anwendungen
SourceWell Console-Databases 23 Informationsmanagement
SourceWell Console-Document Processing 20 Anwendungen
SourceWell Console-Editors 21 Anwendungen
SourceWell Console-Emulators 8 System
SourceWell Console-File & Disk Management 35 System
SourceWell Console-Games 21 Anwendungen
SourceWell Console-Graphics 7 Anwendungen
SourceWell Console-Image Processing 2 Anwendungen
SourceWell Console-Kernel Drivers & Modules 24 System
SourceWell Console-Miscellaneous 14 Sonstiges
SourceWell Console-Multimedia 14 Anwendungen
SourceWell Console-Operating Systems 107 System
SourceWell Console-Personal Tools 8 Anwendungen
SourceWell Console-Printing 3 System
SourceWell Console-Science & Mathematic 9 Anwendungen
SourceWell Console-Security 12 System
SourceWell Console-Shells 6 System
SourceWell Console-Sound 19 System
SourceWell Console-Utilities 84 System
SourceWell Console-Video 10 System
SourceWell Development-Application & Software Deve-
lopment
38 Programmentwicklung
SourceWell Development-Compiler 11 Programmentwicklung
SourceWell Development-Database 8 Programmentwicklung
SourceWell Development-Debugging 10 Programmentwicklung
SourceWell Development-Documentation 2 Sonstiges
SourceWell Development-IDE 10 Programmentwicklung
SourceWell Development-Interpreter 10 Programmentwicklung
SourceWell Development-Languages 23 Programmentwicklung
SourceWell Development-Libraries & Classes 78 Programmentwicklung
SourceWell Development-Miscellaneous 16 Sonstiges
SourceWell Development-Revision Control 26 Programmentwicklung
SourceWell Development-Translator 0 Programmentwicklung
SourceWell Development-Utilities 30 Programmentwicklung
SourceWell GNOME-Applications 89 Anwendungen
SourceWell GNOME-CD or DVD Writing 0 Anwendungen
SourceWell GNOME-Core 19 System
SourceWell GNOME-Databases 5 Informationsmanagement
SourceWell GNOME-Desktop 6 System
SourceWell GNOME-Development 89 Programmentwicklung
SourceWell GNOME-Games 19 Anwendungen
SourceWell GNOME-Graphics 14 Anwendungen
SourceWell GNOME-Miscellaneous 20 Sonstiges
SourceWell GNOME-Multimedia 15 Anwendungen
SourceWell GNOME-Networking 66 Netzwerkmanagement
SourceWell GNOME-Office 2 Anwendungen
SourceWell GNOME-Sound 23 Anwendungen
SourceWell GNOME-System Utilities 27 System
SourceWell GNOME-Utilities 16 Anwendungen
SourceWell GNOME-Video 6 Anwendungen
SourceWell KDE-Applications 87 Anwendungen
SourceWell KDE-CD or DVD Writing 9 Anwendungen
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Quelle Originalkategorie Anzahl Kategorie
SourceWell KDE-Chat 3 Anwendungen
SourceWell KDE-Core 23 System
SourceWell KDE-Databases 8 Informationsmanagement
SourceWell KDE-Desktop 10 System
SourceWell KDE-Development 54 Programmentwicklung
SourceWell KDE-Education 14 Anwendungen
SourceWell KDE-Games 37 Anwendungen
SourceWell KDE-Graphics 22 Anwendungen
SourceWell KDE-Miscellaneous 12 Sonstiges
SourceWell KDE-Multimedia 15 Anwendungen
SourceWell KDE-Networking 99 Netzwerkmanagement
SourceWell KDE-Office 24 Anwendungen
SourceWell KDE-Sound 33 Anwendungen
SourceWell KDE-System Utilities 30 System
SourceWell KDE-Utilities 47 Anwendungen
SourceWell KDE-Video 7 Anwendungen
SourceWell Networking-Administration 37 Netzwerkmanagement
SourceWell Networking-CGI 9 Netzwerkmanagement
SourceWell Networking-Chat 27 Netzwerkmanagement
SourceWell Networking-Clients 6 Anwendungen
SourceWell Networking-Cluster 7 Netzwerkmanagement
SourceWell Networking-Conferencing 6 Netzwerkmanagement
SourceWell Networking-Content Management System 35 Netzwerkmanagement
SourceWell Networking-Cooperative Work 20 Netzwerkmanagement
SourceWell Networking-Customer Relationship Manage-
ment
1 Netzwerkmanagement
SourceWell Networking-Directory 7 Netzwerkmanagement
SourceWell Networking-E-Commerce & E-Business 15 Netzwerkmanagement
SourceWell Networking-E-Mail 55 Netzwerkmanagement
SourceWell Networking-Fax 2 Netzwerkmanagement
SourceWell Networking-File Sharing 4 Netzwerkmanagement
SourceWell Networking-File Transfer 29 Netzwerkmanagement
SourceWell Networking-Financial 3 Netzwerkmanagement
SourceWell Networking-HTML Tool 22 Netzwerkmanagement
SourceWell Networking-IP Telephony 1 Netzwerkmanagement
SourceWell Networking-Log Analyzers 9 Netzwerkmanagement
SourceWell Networking-Middleware 11 Netzwerkmanagement
SourceWell Networking-Mirroring 13 Netzwerkmanagement
SourceWell Networking-Miscellaneous 28 Sonstiges
SourceWell Networking-Monitoring 29 Netzwerkmanagement
SourceWell Networking-News 8 Netzwerkmanagement
SourceWell Networking-Peer-to-Peer 18 Netzwerkmanagement
SourceWell Networking-PHP 112 Netzwerkmanagement
SourceWell Networking-Printing 2 Netzwerkmanagement
SourceWell Networking-Proxy Server 7 Netzwerkmanagement
SourceWell Networking-Remote Control 7 Netzwerkmanagement
SourceWell Networking-Remote Login 4 Netzwerkmanagement
SourceWell Networking-Router,Firewall and Security 15 Netzwerkmanagement
SourceWell Networking-Search Engine 17 Netzwerkmanagement
SourceWell Networking-Servers 26 Netzwerkmanagement
SourceWell Networking-SMS & WAP 10 Netzwerkmanagement
SourceWell Networking-Sound 6 Netzwerkmanagement
SourceWell Networking-Unified Messaging 2 Netzwerkmanagement
SourceWell Networking-Video 5 Netzwerkmanagement
SourceWell Networking-Web Application 34 Anwendungen
SourceWell Networking-Web Browser 24 Anwendungen
SourceWell Networking-Web Browser Plug-ins 8 Anwendungen
SourceWell Networking-Web Development 38 Programmentwicklung
SourceWell Networking-Web Server 21 Netzwerkmanagement
SourceWell Networking-XML Tool 9 Netzwerkmanagement
SourceWell X11-Backup 0 System
SourceWell X11-CD or DVD Writing 0 Anwendungen
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Quelle Originalkategorie Anzahl Kategorie
SourceWell X11-Databases 9 Informationsmanagement
SourceWell X11-Desktop, File & Disk Managers 8 Anwendungen
SourceWell X11-Document Processing 7 Anwendungen
SourceWell X11-Editors 10 Anwendungen
SourceWell X11-Emulators 4 System
SourceWell X11-Financial 6 Anwendungen
SourceWell X11-Games 20 Anwendungen
SourceWell X11-Graphics 26 Anwendungen
SourceWell X11-GUI Builder 1 Programmentwicklung
SourceWell X11-Image Processing 6 Anwendungen
SourceWell X11-Java 7 Programmentwicklung
SourceWell X11-Miscellaneous 18 Sonstiges
SourceWell X11-Multimedia 16 Anwendungen
SourceWell X11-Office 9 Anwendungen
SourceWell X11-Personal Desktop Tools 35 Anwendungen
SourceWell X11-Science & Mathematic 11 Anwendungen
SourceWell X11-Server 1 System
SourceWell X11-Sound 18 Anwendungen
SourceWell X11-System 7 System
SourceWell X11-System Utilities 14 System
SourceWell X11-Video 11 Anwendungen
SourceWell X11-Window Manager 21 System
SoftwareHouse Backup 25 System
SoftwareHouse Betriebssysteme 13 System
SoftwareHouse Bibliographie 5 Anwendungen
SoftwareHouse Bu¨cher 65 Sonstiges
SoftwareHouse Buchhaltung 15 Anwendungen
SoftwareHouse Bu¨roapplikationen 131 Anwendungen
SoftwareHouse CAD 7 Anwendungen
SoftwareHouse CD Brenner 12 Anwendungen
SoftwareHouse Chemie 6 Anwendungen
SoftwareHouse Components 4 Programmentwicklung
SoftwareHouse Datenanalyse und Visualisierung 14 Anwendungen
SoftwareHouse Datenbanken 24 Informationsmanagement
SoftwareHouse E-Mail/Groupware 25 Anwendungen
SoftwareHouse eBusiness 26 Informationsmanagement
SoftwareHouse Edutainment 4 Anwendungen
SoftwareHouse Finanzen 14 Anwendungen
SoftwareHouse Grafik 140 Anwendungen
SoftwareHouse Grafik Plugins 13 Anwendungen
SoftwareHouse Heim & Hobby 48 Anwendungen
SoftwareHouse Internet 123 Netzwerkmanagement
SoftwareHouse Kommunikation 39 Anwendungen
SoftwareHouse Mathematik 22 Anwendungen
SoftwareHouse Multimedia 27 Anwendungen
SoftwareHouse Musik 37 Anwendungen
SoftwareHouse Nachschlagewerke 25 Anwendungen
SoftwareHouse Netzwerk 69 Netzwerkmanagement
SoftwareHouse Projektmanagement 4 Anwendungen
SoftwareHouse Reisen 15 Anwendungen
SoftwareHouse Software fu¨r Kinder 1 Anwendungen
SoftwareHouse Software Management 6 System
SoftwareHouse Softwareentwicklung 62 Programmentwicklung
SoftwareHouse Sprachen 26 Anwendungen
SoftwareHouse Statistik 8 Anwendungen
SoftwareHouse Texterkennung (OCR) 15 Anwendungen
SoftwareHouse Tools 227 Anwendungen
SoftwareHouse Unterhaltung 2 Anwendungen
SoftwareHouse Verschiedenes 10 Sonstiges
SoftwareHouse Virenscanner 35 System
SoftwareHouse Web Design 51 Anwendungen
SoftwareHouse Wissenschaft 18 Anwendungen
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