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ABSTRAK 
 
Perusahaan adalah tempat terjadinya kegiatan produksi dan berkumpulnya semua 
faktor produksi. Produksi barang dalam jumlah yang banyak dan terjual hanya 
beberapa serta jumlah barang yang disediakan yang kurang juga akan berdampak 
terhadap biaya produksi yang sangat memakan biaya dan perusahaan akan mengalami 
kerugian. Oleh karena itu diperlukannya metode Elman Recurrent Neural Network 
(ERNN) yang mampu melakukan prediksi terhadap jumlah produksi barang Ekaputra 
foods agar dapat menimalisir terjadinya kerugian. Variabel yang digunakan untuk 
penelitian ini yaitu biaya produksi, jumlah produksi, stok barang, persediaan bahan 
baku, pendapatan, dan penjualan. Jumlah data yang digunakan yaitu 96 data  pada 
tahun 2011 sampai tahun 2018. Parameter yang digunakan yaitu epoch 300, learning 
rate 0,1 sampai 0,9 dengan arsitekur 5 neuron input layer dan 6 neuron hidden layer 
dan 1 output. Hasil pengujian MAPE nilai terkecil pada learning 0,5 pada pembagian 
70% data latih dan 30% data uji yaitu 0,21473. Dengan demikian, dapat disimpulkan 
bahwa metode ERNN dapat diterapkan untuk prediksi jumlah produksi pada Ekaputra 
Foods untuk bulan berikutnya.  
Kata kunci: Elman Recurrent Neural Network, Jaringan Syaraf Tiruan, Jumlah 
Produksi, MAPE, Prediksi 
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ABSTRACT 
 
The company is the place where production activities and the gathering of all 
production factors. The production of goods in many quantities and sold only a few 
and the amount of goods provided that will also affect the cost of production is very 
cost-consuming and the company will suffer losses. Therefore, the method of Elman 
Recurrent Neural Network (ERNN) is able to predict the amount of production of 
goods Ekaputra foods in order to reduce the occurrence of losses. The variables used 
for this study were production costs, production quantities, stock items, raw material 
supplies, revenues, and sales. The amount of data used is 96 data in the year 2011 to 
2018. The parameters used are epoch 300, learning rate 0.1 to 0.9 with the 
architecture of 5 neurons input layer and 6 neuron hidden layer and 1 output. MAPE 
test Results The smallest value on learning 0.5 on data sharing 70%: 30% ie 0.21473. 
Thus, it can be concluded that the ERNN method can be applied to predict the 
amount of production at Ekaputra Foods for the next month. 
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Tabel Notasi Flow Chart 
SIMBOL NAMA KETERANGAN 
 
Terminator 
Menyatakan permulaan (awal) atau 
akhir dari suatu program. 
 
Process 
Menyatakan suatu tindakan (proses) 
yang dilakukan oleh komputer. 
 
Decision 
Menunjukkan suatu kondisi tertentu 
yang akan menghasilkan dua 
kemungkinan jawaban: Ya (Yes) / 
Tidak (No). 
 Flow Line Menunjukkan arus/aliran dari proses. 
 
Tabel Notasi Use Case Diagram 
SIMBOL NAMA KETERANGAN 
 
Actor 
Menspesifikasikan himpunan peran 
yang pengguna mainkan ketika 
berinteraksi dengan use case. 
 Include 
Menspesifikasikan bahwa use case 
sumber secara eksplisit. 
 Association 
Menghubungkan antara objek satu 
dengan objek lainnya. 
 
System Boundary 






Deskripsi dari urutan aksi-aksi yang 
ditampilkan sistem yang 
menghasilkan suatu hasil yang 
terukur bagi suatu actor. 
 
Tabel Notasi Sequence Diagram 
SIMBOL NAMA KETERANGAN 
 
Actor 
Menggambarkan orang yang sedang 
berinterkasi dengan sistem. 
 
Entity Class 
Menggambarkan hubungan kegiatan 
yang akan dilakukan. 
 
Boundary Class 




Menggambarkan penghubung antara 
boundary dengan tabel. 
 
Life Line 
Menggambarkan tempat mulai dan 
berakhirnya sebuah Message. 
 
A Message Mengambarkan pengiriman pesan. 
 
Tabel Notasi Class Diagram 






Class adalah blok-blok pembangun 
pada pemrograman berorientasi 
objek. Sebuah class digambarkan 
sebagai sebuah kotak yang terbagi 
atas 3 bagian. Bagian atas adalah 
bagian nama dari class. Bagian 
tengah mendefinisikan property / 
atribut class. Bagian akhir 


































1.1 Latar  Belakang 
Perkembangan kemajuan teknologi informasi dan komunikasi dan persaingan 
bisnis dalam dunia industri semakin ketat. Kesuksesan perusahaan dalam 
mempertahankan bisnisnya tidak terlepas dari peran perusahaan dalam menjalankan 
strategi produksi barangnya sehingga dapat memenuhi permintaan dari pelanggan 
semaksimal mungkin (Pakaja, Agus Naba, & Purwanto, 2012). Perusahaan yang 
mampu mengendalikan dan mengelola produksi dengan baik akan dapat memenuhi 
kebutuhan pelanggan dan tentu saja dapat menjaga kelangsungan bisnisnya dalam 
dunia industri saat ini dan akan mendapatkkan keuntungan. Kesuksesan perusahaan 
dalam mempertahankan bisnis serta mampu mengendalikan dan mengelola produksi 
maka akan mendapatkan keuntungan.  
Perusahaan adalah tempat terjadinya kegiatan produksi dan berkumpulnya 
semua faktor produksi. Ekaputra foods merupakan perusahaan yang memproduksi 
dan memasarkan produk bahan makanan dan minuman seperti Frozen Foods, Chilled 
Foods, Dry Foods, Pastry, Coffe, Tea dan Beverages. Perusahaan ini berlokasi di Jl. 
Garuda Sakti Km. 5, Komplek Pergudangan Global Mas, Pekanbaru Riau. Ekaputra 
foods merupakan tempat untuk mendapatkan informasi tentang barang khususnya 
kategori barang frozen foods dengan mudah dan cepat, serta dapat melakukan 
interaksi dengan pelanggan, serta dapat melakukan transaksi pemesanan barang yang 
ingin dibeli. 
Persediaan merupakan suatu hal yang penting bagi perusahaan untuk 
melakukan proses bisnis agar efektif sesuai dengan tujuan yang hendak dicapai, hal 
ini juga dapat dijadikan penentuan keuntungan bagi perusahaan yang dapat dinilai 





barang, dengan persediaan yang baik pada suatu perusahaan akan mendapatkan 
keuntungan yang optimal (Dwi, Ramuna, & Mahmudy, 2015). Salah satu contohnya 
adalah persediaan bahan baku, persediaan bahan baku yang dilakukan oleh Ekaputra 
foods adalah dengan memesan bahan baku kepada supplier. Dalam menentukan 
jumlah produksi yang tepat dapat menimalisir kerugian karena produksi yang 
berlebih atau produksi yang terlalu banyak. 
Perencanaan dan strategi penjualan sangat diperlukan untuk menentukan 
tingkat produksi dengan tujuan untuk mengoptimalkan pendapatan. Berdasarkan hasil 
wawancara pada 22 Maret 2019 dengan Bapak Machfuzi Putra sebagai kepala gudang 
menyatakan bahwa kerugian yang disebabkan dalam menentukan jumlah barang yang 
harus disediakan oleh Ekaputra foods adalah apabila memesan bahan baku kemudian 
diproduksi dalam jumlah terlalu banyak dan ternyata penjualan barang tersebut terjual 
hanya beberapa barang saja dan tidak sesuai dengan target penjualan. 
 Strategi penjualan yang diterapkan Ekaputra foods memasarkan menggunakan 
website e-commerce dengan jumlah tertentu juga menerima pesanan dari konsumen 
yang ingin memesan barang tertentu, namun masih terdapat kendala dalam persediaan 
barang dalam pemasaran yang telah ditetapkan. Terkadang jumlah stok barang dan 
persediaan bahan baku yang telah ditetapkan untuk pemasaran mengalami 
kekurangan, hal ini dikarenakan permintaan konsumen yang kadang berubah-ubah 
dan jumlah barang yang disediakan yang kurang dan hal ini tentunya juga akan 
berdampak terhadap biaya produksi yang sangat memakan biaya dan perusahaan akan 
mengalami kerugian. Perhitungan prediksi yang kurang matematis menyebabkan 
produksi yang dilakukan kurang efisien dan akan menghambat proses produksi 
barang.  
Oleh karena itu, pada penelitian ini akan melakukan prediksi untuk jumlah 
produksi barang pada ekaputra foods menggunakan suatu metode yang dapat 
memprediksi jumlah produksi barang yaitu menggunakan teori jaringan syaraf tiruan 
dengan metode Elman Recurrent Neural Network (ERNN). ERNN merupakan sebuah 





kemudian digunakan untuk menghasilkan output baru (Primabaraka, Asfani, Made, & 
Negara, 2016). Metode ERNN dipilih sebagai metode dalam penelitian ini karena 
terdapat feedback di hidden layer yang dapat membuat iterasi dan kecepatan update 
parameter jauh lebih cepat dalam hal prediksi (Aan, Permana, & Prijodiprodjo, 2014). 
ERNN mempunyai struktur dan algoritma pelatihan yang lebih kompleks 
dibandingkan feed-forward neural network. Perbedaan utama dari pembaharuan feed 
forward, yaitu adanya tambahan layar context neuron yang menyediakan pola hidden 
unit agar dapat diumpan balik ke dirinya sendiri sehingga menjadikan proses iterasi 
menjadi lebih cepat. Pada recurrent neural network, output dari network digunakan 
kembali sebagai input network (Radjabaycolle & Pulungan, 2016). Elman Recurrent 
Neural Network dapat melakukan pemodelan yang lebih baik dari jaringan syaraf 
tiruan biasa karena lebih dinamis dibandingkan Jaringan syaraf tiruan umpan maju 
(feed forward) (Julian Talahatu, 2015). Elman Recurrent Neural Network merupakan 
sebuah jaringan yang mempunyai struktur dan algoritma pelatihan yang lebih 
kompleks yang dapat melakukan pemodelan yang lebih dinamis dibandingkan feed 
forward. 
Penelitian penerapan menggunakan metode Elman Recurrent Neural Network 
juga telah banyak dilakukan seperti Jefri Radjabaycolle dengan judul penelitian 
Prediksi Penggunaan Bandwidth menggunakan Elman Recurrent Neural Network 
yang menggunakan vektor input adalah windows size  yang menggunakan target error 
0.001 yang menghasilkan nilai MSE terkecil yaitu pada windows size 11 dengan nilai 
0.002833 kemudian menggunakan 13 neuron pada hidden layer yang menghasilkan 
nilai error paling optimal sebesar 0.003725  (Radjabaycolle & Pulungan, 2016). 
Kemudian Shabrina Nanggal dengan judul penelitian Analisis dan implementasi 
Elman Recurrent Neural Network  untuk prediksi harga komoditas pertanian. 
Menggunakan data historis mingguan harga bawang merah dan cabai merah dan 
curah hujan yang menghaasilkan prediksi dengan akurasi untuk  harga bawang merah 
diatas 75% dan harga cabai merah dibawah 75% (Nanggala, Saepudin, & Nhita, 





Network dengan studi kasus yang berbeda yang menghasilkan akurasi yang sudah 
baik dengan melakukan pelatihan dan pengujian yang menunjukkan bahwa Elman 
Recurrent Neural Network baik untuk dilakukan untuk kasus prediksi. 
Berdasarkan pada penelitian yang telah dilakukan penulis ingin melakukan 
penelitian memprediksi tingkat produksi barang pada ekaputra foods. Untuk dapat 
melakukan prediksi terhadap jumlah produksi barang, dibutuhkan data historis yang 
dapat menunjukkan pola kejadian di masa lampau (Nanggala et al., 2016). Pada 
penelitian ini, data historis yang digunakan adalah data produksi dari barang pada 
ekaputra foods dengan menggunakan metode Elman Recurrent Neural Network yang 
dapat menghasilkan prediksi jumlah produksi untuk bulan berikutnya. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang masalah yang telah diuraikan diatas, maka dapat 
diperoleh suatu rumusan masalah adalah sebagai berikut: 
1. Bagaimana menerapkan Jaringan Syaraf Tiruan untuk memprediksi jumlah 
produksi barang dengan menggunakan metode Elman Recurrent Neural 
Network. 
2. Bagaimana mengetahui tingkat error dalam memprediksi penggunaan metode 
Elman Recurrent Neural Network (ERNN) pada kasus jumlah produksi. 
1.3 Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut: 
1. Penelitian yang dilakukan hanya untuk memprediksi kategori barang frozen 
foods. 
2. Data produksi yang digunakan adalah tahun 2011 sampai 2018 
3. Variabel input yang digunakan adalah biaya produksi, stok barang, persediaan 
bahan baku,  pendapatan, dan penjualan.  






1.4 Tujuan Penelitian 
Penelitian dilakukan karena adanya suatu tujuan. Adapun tujuan yang ingin 
dicapai dari penelitian ini adalah sebagai berikut: 
1. Menerapkan metode Elman Recurrent Neural Network untuk memprediksi 
tingkat produksi barang pada ekaputra foods  
2. Mengetahui tingkat error dalam memprediksi penggunaaan metode Elman 
Recurrent Neural Network (ERNN). 
1.5 Sistematika Penulisan 
Untuk memudahkan dalam memahami laporan penulisan tugas akhir maka 
dibuat rencana susunan laporan dengan sistematika penulisan sebagai berikut: 
BAB I PENDAHULUAN 
Bab ini berisi tentang deskripsi umum penelitian yang meliputi latar belakang, 
rumusan masalah, tujuan tugas akhir ini, batasan masalah, sistematika penulisan 
laporan. 
BAB II LANDASAN TEORI 
Bab ini menjelaskan teori-teori yang mendukung penelitian yang berhubungan 
dengan penelitian meliputi teori umum seperi prediksi atau peramalan, Jaringan 
Syaraf Tiruan, Elman Recurrent Neural Network. Fungsi Aktivasi, dan 
Denormalisasi. 
BAB III  METODOLOGI PENELITIAN 
Bab ini menjelaskan tentang metodologi yang digunakan dalam penelitian, 
mulai dari perumusan masalah, teknik pengumpulan data, analisa, perancangan, 
implementasi serta pengujian sistem. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini beirisi penjelasan tentang analisa serta analisa proses yang dilakukan 
dalam penelitian ini menggunakan Elman Recurrent Neural Network. dari analisa 






BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini menguraikan mengenai implementasi yang dilakukan dalam 
penelitian, yaitu menerapkan Elman Recurrent Neural Network.untuk memprediksi 
tingkat penjualan barang. 
BAB VI PENUTUP 
Bab ini berisi penjelasan mengenai kesimpulan yang didapatkan dari hasil 










2.1 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan merupakan salah satu representasi buatan dari otak 
manusia yang mencoba untuk mensimulasikan proses pembelajaran pada otak 
manusia (Mistianingsih, Barong, Unmul, Kelua, & Samarinda, 2010). Jaringan 
syaraf tiruan dapat mencari pola dan hubungan antara data masukan dan hasil 
keluaran meskipun ukuran data yang diproses berukuran besar (Talahatu, 
Benarkah, & Jimmy, 2015). 
Jaringan syaraf tiruan merupakan suatu metode untuk memproses informasi 
yang terinspirasi dari proses bagaimana cara jaringan syaraf manusia bekerja. 
Jaringan syaraf tiruan mempunyai kemampuan untuk menghasilkan suatu hasil 
dari pola data yang telah diberikan (Salim, Budhi, & Pasila, 2015) . 
Jaringan Syaraf Tiruan merupakan model pemroes informasi yang 
menyerupai jaringan syaraf biologis manusia sehingga dapat melakukan proses 
pembelajaran dan mengenali pola, JST dapat menyelesaikan permasalahan yang 
tidak terstruktur, dapat belajar dari pengalaman, mampu melakukan ekstraksi 
terhadap suatu pola tertentu, mampu melakukan pemilihan terhadap suatu input 
data kedalam kategori tertentu, memiliki kemampuan mengolah data yang tidak 
memiliki target, serta dapat memberikan jawaban yang terbaik. 
Proses pelatihan pada Jaringan Syaraf Tiruan, hal yang ingin dicapai adalah 
untuk mendapatkan keseimbangan antara kemampuan memorisasi dan 
generalisasi. Kemampuan memorisasi merupakan kemampuan JST dalam 
memperoleh dan mengambil kembali sebuah pola yang sudah dipelajari secara 
sempurna. Kemampuan generalisasi merupakan kemampuan JST dalam 
menghasilkan respon yang dapat diterima berdasarkan pola-pola yang sudah 
didapatkan sebelumnya. Jika diinputkan informasi baru kedalam JST, maka JST 
masih tetap untuk memberikan respon yang baik dan memberikan nilai yang 




JST dibentuk untuk menyelesaikan suatu masalah dengan pengenalan pola atau 
klasifikasi karena proses pembelajaran (Lestari, 2017). 
Penerapan Jaringan Syaraf Tiruan memiliki kelebihan dan kekurangan. 
Adapun kelebihan dari JST adalah sebagai berikut: 
1. Mampu melakukan pembelajaran untuk pekerjaan berdasarkan pengalaman 
awal yang dimiliki atau untuk pelatihan berdasarkan data yang diberikan. 
2. Mampu melakukan proses perhitungan secara paralel sehingga dapat 
diperoleh keuntungan dari kemampuan yang berdasarkan perangkat keras 
yang telah dirancang dan diproduksi secara khusus. 
3. Mampu menciptakan suatu pola pengetahuan melalui pengetahuan diri atau 
kemampuan belajar. 
4. Mampu melakukan generalisasi dan ekstraksi dari  suatu pola data tertentu. 
Jaringan Syaraf Tiruan juga mampu untuk: 
1. Klasifikasi, memilih suatu input  data ke dalam kategori tertentu yang 
sudah ditetapkan. 
2. Asosiasi, menggambarkan suatu objek secara  keseluruhan hanya dengan 
bagian dari objek lain. 
3. Self Organizing, kemampuan untuk mengolah data-data input tanpa 
mempunyai target. 
4. Optimasi, menemukan suatu jawaban terbaik sehingga  mampu  
meminimalisasi fungsi biaya. 
Sedangkan untuk kekurangan atau kelemahan dari Jaringan Syaraf Tiruan 
adalah sebagai berikut: 
1. Kurang mampu untuk melakukan operasi-operasi numerik dengan presisi 
tinggi. 
2. Kurang efisien untuk melakukan perhitungan operasi algoritma aritmatik, 
operasi logika, dan simbolis. 
3. Lamanya proses training yang mungkin terjadi dalam waktu yang sangat lama 




2.2 Elman Recurrent Neural Network (ERNN) 
Elman Recurrent Neural Network (ERNN) pertama kali dikembangkan oleh 
Jeff Elman pada tahun 1990 (Juanda & Rohmawati, 2018). ERNN merupakan 
salah satu metode jaringan syaraf tiruan yang memiliki struktur terdiri dari input, 
hidden, konteks, dan output layer. Konteks layer akan digunakan untuk 
menyimpan data dari hidden layer yang nantinya akan digunakan bersama dengan 
input dalam perhitungan fungsi training untuk mempercepat hasil perolehan data 
hasil training yang akurat (Salim et al., 2015). 
Elman Recurrent Neural Network (ERNN) merupakan salah satu jenis 
jaringan berulang yang memiliki lapisan context yang akan direferensikan. Dalam 
penerapan ERNN akan dilakukan pelathan yang akan diawasi (supervised) dengan 
menggunakan algoritma Backpropagation berdasarkan masukan atau inputan dan 
target yang diinputkan. 
ERNN terdiri atas satu atau lebih hidden layer. Lapisan pertama memiliki 
bobot-bobot yang diperoleh dari lapisan input, setiap lapisan akan menerima 
bobot dari lapisan sebelumnya. ERNN terdapat beberapa paramaeter yang 
berpengaruh dalam proses pelatihan, yaitu  inisialisasi bobot, jenis inputan, 
jumlah hidden layer, dan tingkat pembelajaran. Jika terjadi kesalahan dalam 
menentukan parameter maka akan mengakibatkan waktu yang lama untuk proses 
tersebut. Berikut ini tabel 2.1 merupakan kelebihan dan kelemahan dari Elman 
Recurrent Neural Network (ERNN) sebagai berikut: 
Tabel 2.1 Kelebihan dan Kelemahan ERNN 
Variabel Kelebihan Kelemahan 
Struktur 1. Dengan adanya context 
unit yang disebut 
sebagai memory mode 






2. Terdapat feedback di 
hidden layer yang dapat 
membuat kecepatan 
Waktu yang digunakan 
lambat dikarenakan akibat 
proses umpan balik dari 
output ke titik input 





update parameter jauh 
lebih cepat dalam hal 
prediksi (Aan et al., 
2014). 
3. Dapat melakukan 
mapping antara data 
input dan ouput (Julian 
Talahatu, 2015) 
Iterasi Dapat membuat iterasi jauh 
lebih cepat sehingga 
memudahkan proses 




2.3.1 Algoritma Elman Recurrent Neural Network 
Langkah-langkah untuk melakukan pengerjaan Elman Recurrent Neural 
Network adalah sebagai berikut (Maulida, 2011): 
1. Memberikan nilai inisialisasi bobot antara input hidden layer dan hidden 
output layer, maksimal epoch, learning rate dan tolernsi error. 
2. Setiap unit input xi akan menerima sinyal input dan kemudian sinyal input 
akan dikirimkan kepada seluruh unit yang terdapat pada hidden layer. 
3. Setiap unit hidden layer netj(t) akan ditambahkan dengan nilai inputan xi 
yang akan dikalikan dengan vij dan dikombinasikan dengan context layer 
yh(t-1) yang dikalikan bobot uji dan dijumlahkan dengan bias   dengan 
persamaan 2.1 menentukan nilai hidden layer. 





 ........................... (2.1) 
Keterangan: 
   : input dari data ke-1 sampai ke-n 
    : bobot dari input ke hidden layer 
   : hasil copy dari hideen layer waktu ke (t-1) 
    : bobot dari context ke hidden layer 
  : bias 




m : jumlah node hidden 
i  : node input 
h  : node context 
Untuk fungsi pengaktif neuron (aktivasi) yang digunakan adalh 
sigmoid biner dengan persamaan 2.2 fungsi aktivasi sigmoid biner dan  
persamaan 2.3 turunan fungsi aktivsi. 
   ( )    (     ( )) ............................................................................ (2.2)  
 (    )   
 
        
 ............................................................................... (2.3) 
Keterangan: 
   : hasil fungsi netj 
4. Setiap unit yang terdapat pada    akan ditambahkan dengan nilai keluaran 
pada hidden layer    yang dikalikan dengan bobot     kemudian 
dijumlahkan dengan bias bagian hidden layer agar mendapatkan keluaran, 
maka      akan dilakukan perhitungan dalam fungsi pengaktif menjadi    
dengan persamaan 2.4 Menghitung nilai net dan persamaan 2.5 Perhitungan 
net(t) (keluaran hidden layer 
     ( )  ∑   ( )        
 
  ............................................................ (2.4) 
(  ( )   (    ( )) ............................................................................ (2.5) 
 
Keterangan: 
   = hasil fungsi netj 
    = bobot dari hidden ke output layer 
   = bias 
   = hasil fungsi netk 
 (    ( ))= fungsi netk(t) 
5. Setiap unit output akan menerima pola target     sesuai dengan pola 
masukkan pada saat proses pelatiham dan akan dihitung nilai errornya dan 
dilakukan perbaikan terhadap nilai bobot. 
Proses perhitungan nilai error dalam turunan fungsi pengaktif dengan 




     (    )(       ) ................................................................... (2.6) 
Keterangan: 
  (    )= fungsi turunan  (    ) 
   = target 
    = hasil fungsi (    ) 
Persamaan 2.7 Perhitungan perbaikan nilai bobot 
            ................................................................................... (2.7) 
Keterangan: 
     = perbaikan nilai bobot dari hidden ke output layer 
  = konstanta learning rate 
Persamaan 2.8 Perhitungan perbaikan nilai kolerasi 
    =      .......................................................................................... (2.8) 
Keterangan:  
    = hasil perbaikan nilai bias 
Dan nilai     yang diperoleh akan digunakan pada semua unit layer 
sebelumnya. 
6. Setiap output yang menghubungkan antara unit output dan unit hidden  
layer akan dikalikan dengan    dan dijumlahkan sebagai masukan unit 
yang selanjutnya dengan persamaan 2.9 Hitung kesalahan pada lintasan j 
        ∑         ............................................................................. (2.9) 
Keterangan: 
Kemudian dikalikan dengan turunan fungsi aktivasi untuk memperoleh 
galat persamaan 2.10 Galat 
             (    ) ........................................................................... (2.10) 
Keterangan: 
  (    )  = fungsi turunan       
Kemudian langkah selanjutnya persamaan 2.11 Perhitungan perbaikan 
nilai bobot 





       hasil perbaikan nilai bobot 
Persamaan 2.12 Hitung perbaikan nilai korelasi 
         .......................................................................................... (2.12) 
Keterangan: 
    = hasil perbaikan nilai bias 
7. Setiap unit output akan dilakukan persamaan 2.13 perbaikan terhadap nilai 
bobot dan biasnya 
   (    )      (    )          .................................................  (2.13) 
Keterangan: 
   (    ) = nilai bobot baru dari input ke hidden layer 
   (    ) = nilai bobot lama dari input ke hidden layer 
Tiap unit hidden layer juga dilakukan persamaan 2.14 perbaikan nilai 
bobot dan biasnya 
   (    )      (    )          ................................................... (2.14) 
Keterangan: 
   (    ) = nilai bobot baru dari hidden ke output layer 
   (    ) = nilai bobot lama dari hidden ke output layer 
8. Setiap output akan dibandingkan dengan target    yang diinginkan, agar 
memperoleh nilai error persamaan 2.15 nilai error (E) keseluruhan 
 ( )   
 
 
∑ (  
 
       ) .................................................................... (2.15) 
Keterangan: 
 ( ) = hasil nilai error keseluruhan 
9. Lakukan pengujian kondisi pemberhentian (akhir iterasi) 
Proses pelatihan yang dikatakan berhasil apabila nilai error pada saat 
proses iterasi pelatihan nilainya selalu mengecil hinga diperoleh nilai 
bobot yang baik pada setiap neuron unntuk data pelatihan yang diberikan. 
Sedangkan proses pelatihan yang dikatakan tidak berhasil apablia nilai 





2.3.2 Fungsi Aktivasi 
Fungsi aktivasi adalah fungsi untuk menentukan nilai keluaran 
berdasarkan nilai total masukan. Fungsi aktivasi merupakan fungsi yang 
digunakan pada jaringan syaraf tiruan untuk mengaktifkan atau tidak 
mengaktifkan neuron. Setiap input akan menerima informasi pada jaringan syaraf 
tiruan. Fungsi aktivasi yang digunakan ERNN, yaitu fungsi sigmoid biner untuk 
input ke hidden dan fungsi aktivasi sigmoid bipolar untuk hidden ke output. 
1. Fungsi Sigmoid biner 
Fungsi aktivasi sigmoid biner memiliki nilai output yang berada pada 
range 0 sampai 1, dengan persamaan 2.16 fungsi aktivasi sigmoid biner. 
   ( )  
 
     
  ........................................................................... (2.16) 
 Persamaan 2.17 turunan fungsi aktivasi sigmoid biner 
     ( )   ( )    ( )   .......................................................... (2.17) 
2. Fungsi Sigmoid bipolar 
Fungsi sigmod bipolar hampir sama dengan fungsi sigmois biner (Walid, 
2019). Nilai output dari fungsi ini mempunyai range antara 1 sampai -1, 
dengan persamaan 2.18 fungsi sigmod bipolar 
   ( )  
     
     
 .............................................................................. (2.18) 
Persamaan 2.19 Turunan fungsi aktivasi sigmoid bipolar 
    ( )   
    ( )     ( ) 
 
  ............................................................. (2.19) 
3. Fungsi Identitas (Purelin) 
Fungsi identitas digunakan apabila kita menginginkan ouput jaringan 
berupa sembarang bilangan real (bukan hanya pada interval [0,1] atau [-1,1].   
2.3 Pengertian Prediksi 
Prediksi adalah proses memperkirakan berapa kebutuhan yang akan 
diperkirakan untuk dimasa yang akan datang yang meliputi kebutuhan dalam 
ukuran kuantitas, kualitas, waktu dan lokasi yang dibutuhkan dalam rangka 
memenuhi permintaan barang atau jasa. Prediksi permintaan merupakan tingkat 
permintaan barang-barang yang diharapkan bisa terealisasi untuk jangka waktu 




proses perkiraan untuk dimasa yang akan datang yang diharapkan bisa terealisasi 
untuk jangka waktu tertentu. 
Prediksi merupakan suatu usaha menduga sesuatu akan terjadi di waktu 
yang mendatang dengan memanfaatkan berbagai informasi yang berkaitan pada 
waktu-waktu sebelumnya atau data historis melalui suatu metode ilmiah 
(Fardhani, Insani, Simanjuntak, & Wanto, 2018). Prediksi merupakan perkiraan 
yang akan terjadi pada masa depan secara terstruktur atas dasar data yang 
berhubungan pada masa yang telah berlalu, sehingga dengan demikian metode 
prediksi diharapkan dapat memberikan objektivitas yang lebih besar. Selain itu, 
prediksi dapat memberikan proses yang teratur dan terarah, dengan demikian 
dapat memungkinkan penggunaan teknik penganalisaan yang lebih maju 
(Radjabaycolle & Pulungan, 2016). 
Berdasarkan sifatnya, prediksi dibedakan atas dua macam yaitu: 
1) Prediksi kualitatif, prediksi yang didasarkan atas pendapat oleh suatu pihak, 
serta datanya tidak bisa direpresentasikan secara tegas menjadi suatua angka 
atau nilai. Prediksi ini berdasarkan pemikiran, pendapat, pengetahuan, 
pengalaman. 
2) Prediksi kuantitatif, prediksi yang didasarkan pada data kuantitatif masal 
lalu atau data historis dan dapat dibuat dalam bentuk angka biasa atau data 
time series. 
Proses prediksi yang dilakukan pada Ekaputra foods menggunakan beberapa 
variabel input yaitu, biaya produksi, jumlah produksi, persediaan bahan baku, 
stok barang, pendapatan, dan penjualan. Variabel diperoleh dengan cara 
melakukan wawancara, pada Ekaputra foods. Selain wawancara cara menentukan 
variabel juga merujuk kepada penelitian-penelitian mengenai prediksi jumlah 
produksi, pada penelitian Firman Aldyanto yang memprediksi jumlah produksi 
roti menggunakan variabel stok barang dengan jumlah produksi (Aldyanto, 2016). 
Kemudian pada penelitian Much Djunaidi yang menggunakan variabel jumlah 
penjualan dengan jumlah persediaan bahan baku (Djunaidi, 2005). 
1. Biaya produksi, merupakan biaya yang digunakan untuk proses produksi. 




3. Stok barang, merupakan persediaa barang yang ada pada gudang. 
4. Persediaan bahan baku, merupakan persediaan bahan baku yang digunakan 
untuk diproduksi. 
5. Pendapatan, merupakan pendapatan dari penjualan barang. 
6. Penjualan  
2.4 Normalisasi 
Normalisasi adalah proses transformasi nilai menjadi kisaran 0 dan 1. 
Normalisasi merupakan proses penskalaa nilai atribut dari data sehingga bisa jatuh 
pada range tertentu. Tujuan dari normalisasi data adalah untuk mendapatkan data 
dengan ukuran yang lebih kecil, mewakili data asli tanpa menghilangkan 
karakteristik dari data itu sendiri. Normalisasi data merupakan sebuah proses yang 
pengerjaannya dilakukan  sebelum masuk ke proses pelatihan. Berikut merupakan 
persamaan 2.20 normalisasi. 
    
      ( )
   ( )    ( )
  ....................................................................................... (2.20) 
Keterangan: 
     = nilai sesudah dinormalisasi 
    = nilai sebelum dinormalisasi 
    ( ) = nilai minimum 
max(X) = nilai maksimum 
Setelah diperoleh hasil normalisasi, maka dilakukan perhitungan 
menggunakan algoritma Elman recurrent Neural Network (ERNN). Hasil output 
dari penggunaan algoritma ERNN yaitu berupa bobot. Hasil tersebut akan 
dilakukan proses denormalisasi menggunakan persamaan 2.21 denormalisasi 
    (       )        ....................................................................... (2.21) 
Keterangan: 
     = nilai sesudah didenormalisasi 




2.5 Mean Absolute Percentage Error (MAPE) 
MAPE merupakan cara yang digunakan untuk mengukur tingkat kesalahan 
dan error pada sebuah model predksi. Nilai MAPE diperoleh dari pembagian hasil 
kesalahan absolute dengan nilai observasi pada setiap periode, semakin kecil nilai 
MAPE maka semakin akurat hasil prediksi yang dilakukan dengan persamaan 
2.22 Mean Absolute Percentage Error (MAPE). 




         
      
|          ................................................... (2.22) 
Keterangan:  
       = nilai aktual pada waktu ke-t 
    = nilai dugaan pada waktu ke-t 
   = jumlah data 
2.6 Penelitian Terkait 
Penelitian terkait dapat dilihat pada tabel 2.2 berikut ini: 
Tabel 2.2 Penelitian Terkait  
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Metodologi penelitian merupakan tahapan-tahapan yang akan dilakukan selama 
penelitian. Metodologi penelitian diperlukan agar penelitian yang dilakukan 
mendapatkan tujuan yang diinginkan. Adapun tahapan-tahapan yang dilakukan dalam 






Analisa dan Perancangan Sistem:
1. Analisa Kebutuhan Data
1) Inputan Data














    Gambar 3.1 Tahapan Metodologi Penelitian 
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 Berdasarkan alur diatas metodologi penelitian dalam pengerjaan proposal ini 
meliputi lima tahapan, yaitu: 
3.1 Studi Pustaka 
Studi pustaka merupakan tahapan mendapatkan dan mengumpulkan data dan 
informasi yang dibutuhkan dalam proses penelitian. Kegiatan untuk mengumpulkan 
informasi yang berhubungan dengan topik atau masalah yang menjadi objek pada 
penelitian ini, informasi tersebut dapat diperoleh dari buku-buku, jurnal, karya ilmiah, 
skripsi. Dengan melakukan studi pustaka, peneliti dapat memanfaatkan semua 
informaasi dan pemikiran-pemikiran yang berkaitan serta relevan dengan 
penelitiannya.  
3.2 Pengumpulan Data 
Tahapan pengumpulan data merupakan tahapan-tahapan yang bertujuan dalam 
memperoleh data-data. Pada tahapan pengumpulan data juga berguna untuk 
mengumpulkan semua kebutuhan data yang akan diproses nantinya menggunakan 
metode ERNN. Adapun tahapan pengumpulan data yang dilakukan adalah sebagai 
berikut: 
1. Wawancara 
Melakukan studi lapangan berdasarkan topik penelitian yang ingin 
dilakukan dan untuk memdapatkan informasi serta data yang dibutuhkan 
melalui wawancara kepada pihak perusahaan Ekaputra foods. Wawancara 
dilakukan langsung dengan Bapak Machfuzi Putra selaku kepala gudang. 
2. Observasi 
Tahap ini melakukan pengamatan langsung terhadap barang-barang baik 




3.3 Selection Data 
Selection data merupakan proses meminimalkan jumlah data yang digunakan 
untuk proses  mining dengan tetap mempresentasikan data aslinya. Selection data 
dilakukan karena pada penelitian ini tidak menggunakan variabel bulan sedangkan 
pada data awal yang didapatkan dari Ekaputra foods terdapat variabel bulan. Setelah 
melakukan selection data maka variabel yang digunakan dalam peneltian ini adalah 
biaya produksi, jumlah produksi, stok barang, persediaan bahan baku, pendapatan, 
dan penjualan. 
3.4 Analisa dan Perancangan Sistem 
Tahap analisa merupakan tahapan analisa terhadap permasalahan yang 
berhubungan dengan penelitian. Analisa diperlukkan agar keputusan yang diambil 
sesuai dengan tujuan.  
3.4.1 Analisa Kebutuhan Data 
Tahapan analisa kebutuhan data yang akan dilakukan dalam penerapan 
metode Elman recurrent neural network (ERNN) untuk memprediksi jumlah 
produksi barang pada ekaputra foods adalah inputan data yang merupakan tahapan 
awal yang akan dilakukan pada analisa proses. Setelah dilakukan analisa kebutuan 
data yang terlebih melakukan selection data selanjutnya melakukan inputan data 
kedalam databse sebanyak 96 data dengan cara sebagai berikut: 
1. Mengkonversi file excel format .xlsx ke dalam bentu .csv. Caranya dengan 





Gambar 3.2 Proses Menyimpan file menjadi format .csv 
2. Buat tabel data_produksi pada database yang akan digunakan. Tabel data 
produksi ini harus berisikan field id_produksi dengan type int (integer) dan 
length/values (jumlah angka) sebanyak 3, kemudian field initial type varchar 
length/values 2, data type int dengan values 2 dan nilai type varchar dengan 
values 10 seperti pada gambar 3.3 berikut. 
 
Gambar 3.3 Membuat tabel data_produksi pada database 
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3. Setelah disimpan, pilih tabel data_produksi → import → Browse (pilih file 
data produksi .csv) → go, dapat dilihat pada gambar 3.4 berikut. 
 
Gambar 3.4 Proses Import file .csv 
4. Setelah proses selesai, maka akan menmapilkan data yang telah di import 
dapat dilihat pada gambar 3.5 berikut. 
 





3.4.2 Analisa Metode Elman Recurrent Neural Network (ERNN) 
Proses metode Elman Recurrent Neural Network dilakukan setelah terjadinya 
proses data inputan dan proses normalisasi. Langkah awal yang dilakukan dalam 
melakukan pencarian menggunakan metode Elman Recurrent Neural Network yaitu 
untuk menentukan parameter awal yaitu epoch, learning rate, bobot awal dari input 
menuju hidden dan bobot awal dari hidden menuju ouput. Setelah parameter awal 
ditentukan, maka perhitungan metode Elman Recurrent Neural Network akan 
dilakukan menggunakan persaman (2.1) hingga persamaan (2.15). Tahapan alur 
untuk metode Elman Recurrent Neural Network untuk proses pembelajaran terdapat 




Gambar 3.6 Proses Pembelajaran ERNN 
Berikut merupakan penjelasan alur dari proses pembelajaran metode Elman 
Recurrent Neural Network: 
1) Tahap pertama yang dilakukan pada alur metode metode Elman Recurrent 
Neural Network adalah menetukan terlebih dahulu jumlah hidden layer, nilai 
learning rate, max error, dan max epoch dengan menggunakan data yang 
sudah dinormalisasikan sebelumnya. 
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2) Tahap kedua adalah dengan menginputkan data latih yang berisi nilai input 
dan ouput yang merupakan dari data historis produksi ekaputra foods 
digunakan sebagai yang polanya akan dilakukan sebagai pelatihan. 
3) Inisialisasi bobot awal 
Merupakan pemberian nilai bobot v dan bobot w  serta nilai bias secara 
sembarang dari bilangan yang kecil. 
4) Proses ERNN dari input layer sampai output layer 
Proses tersebut menggunakan persaman (2.1) dan (2.14). Fungsi aktivasi yang 
digunakan  dari input layer sampai hidden layer adalah sigmoid biner.  
5) Tahap selanjutya cek kondisi berhenti. Jika nilai epoch kecil dari max epoch 
maka proses pelatihan akan berhenti. Jika sebaliknya kondisi belum berhenti, 
maka proses pembelajaran akan terus dilakukan. 
6) Mendapatkan output berupa nilai bobot v dan w yang baru. 
Tahapan alur untuk metode Elman Recurrent Neural Network untuk proses 




Gambar 3.7 Proses pengujian ERNN 
3.4.3 Analisa Sistem 
Tahapan Analisa sistem merupakan alur dari sistem yang ingin dibangun agar 
dapat menjadi sebuah informasi. Pada penelitian ini menggunakan Unified Modeling 
Languange (UML). Diagram yang digunakan untuk menganalisa sistem adalah use 
case diagram, use case description, activity diagram ,sequence diagram, dan class 
diagram. 
3.5 Perancangan 
Tahap perancangan merupakan tahapan terhadap sistem akan ingin dibangun, 
agar pengguna paham pada saat melakukan atau mengimplementasikan terhadap 
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sistem tersebut. Tahap ini dibagi menjadi tiga bagian, yaitu perancangan database 
dan perancangan antarmuka. 
3.6 Implementasi dan Pengujian 
3.6.1 Implementasi 
Implementasi merupakan tahapan untuk uji coba terhadap sistem yang 
dibangun. Dalam melakukan penerapan pembuatan sistem, dibutuhkan perangkat 
keras dan perangkat lunak. Perangkat keras yang digunakan yaitu: 
1. Processor : Intel(R) Celeron(R) CPU N2840 @2.16GHz 2.GHz 
2. Memory : 2.00 GB 
Sedangkan untuk perangkat lunak, yaitu: 
1. Bahasa Pemrograman : PHP 
2. DBMS   : MySQL 
3.6.2 Pengujian 
Pengujian merupakan tahapan untuk mengetahui bagaimana kinerja apakah 
sistem yang telah dibangun telah sesuai dengan keinginan dan kebutuhan pengguna. 
berikut ini adalah teknik yang dilakukan untuk pengujian baik untuk pengujian sistem 
dan pengujian untuk metode.  
1. Whitebox 
Pengujian whitebox merupakan pengujian yang didasarkan pada pengecekan 
tehadap detail perancangan, menggunakan struktur kontrol dari desain 
program secara prosedural untuk membagi pengujian ke dalam bebrapa kasus 
pengujian. 
2. Blackbox 
Pengujian blackbox dilakukan dengan tujuan untuk mengetahui dan 
menemukan kesalahan yang terdapat pada fungsi-fungsi  yang tidak sesuai 
dengan proses yang diinginkan pada sistem 
3. Mean Absolute Percentage Errror (MAPE) 
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Pengujian MSE dilakukan untuk mengukur tingkat kesalahan dan error pada 
sebuah prediksi. 
3.7 Kesimpulan dan Saran 
Tahap kesimpulan merupakan tahapan yang berisikan tentang hasil yang 
didapatkan berdasarkan pengujian yang telah dilakukan dan menghitung tingkat error 
metode ERNN, sedangkan untuk saran merupakan saran-saran yang berisikan tentang 
pengembangan terhadap sistem yang telah dibangun. 
 
  
BAB IV  
ANALISA DAN PERANCANGAN 
 
4.1 Analisa 
Metode Elman Recurrent Neural Network (ERNN) digunakan untuk membantu 
dalam menentukan jumlah produksi barang. Adapun tahapan-tahapan dalam 
menerapkan metode ERNN yaitu input data, normalisasi data dan metode ERNN. 
4.1.1 Analisa Kebutuhan Data 
Analisa inputan data adalah suatu analisa yang dilakukan terhadap data-data 
yang dimasukkan kedalam sistem dengan tujuan untuk mendapatkan pemahaman 
sistem secara keseluruhan. Data yang digunakan sebanyak 96 data produksi perbulan 
selama delapan tahun. Variable yang digunakan ada 5 yaitu, biaya produksi (X0), 
stok barang (X1), persediaan bahan baku (X2), pendapatan (X3), dan penjualan (X4), 
dan jumlah produksi (Y).  
Tabel 4.1 berikut ini merupakan tabel data yang digunakan pada penelitian ini. 









1 20212024 10253 8343 17723679 8256 
2 19115131 9867 7025 16902180 7207 
... ... ... ... ... ... 
62 22213173 3570 2691 15474674 1492 
63 27916329 7483 2763 21557557 6745 
64 28933799 3123 2912 19855681 4523 
... ... ... ... ... ... 
94 17851654 7764 3696 11276637 6983 
95 22453283 7327 3766 15754332 8564 
96 25743271 8554 3545 20546843 5345 
Tabel diatas merupakan data produksi froozen foods. Keseluruhan data 
berjumlah 96 data, dari data tersebut terdapat pembagian data latih 70%, 80%, 90%. 
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Data latih dengan persentasi 70% berjumlah 67 data, persentasi 80% berjumlah 77 
data, dan persentasi 90% berjumlah 86 data. 
4.1.1.1 Pembagian data 
Penelitian prediksi jumlah produksi barang menggunakan Elman Recurrent 
Neural Network (ERNN) ini pembagian data dilakukan dengan membagi data latih 
(training) dan data uji (testing). Pembagian data latih dan data uji digunakan untuk 
mengetahui tingkat error yang akurat, maka dilakukan perhitugan berdasarkan data 
latih dan data uji yang berbeda-beda. Pembagian data yang dilakukan adalah 90:10, 
80:20 dan 70:30 
4.1.1.2 Data Latih 
Pelatihan dan pengujian data dibagi ke dalam tiga kali percobaan, 70% 80% 
90%. Data latih yang akan dilatih dengan metode ERNN ini akan dijadikan acuan 
dalam mengetahui pola prediksi jumlah produksi barang froozen foods. Berikut tabel  
data produksi frozen foods 90% data latih. 
Tabel 4.2 Pembagian 90% Data Latih 
Data X0 X1 X2 X3 X4 Y 
1 20212024 10253 8343 17723679 8256 9957 
2 19115131 9867 7025 16902180 7207 8598 
3 19530937 9778 8201 16724599 8476 9505 
4 19232356 10837 9153 16099147 9820 9573 
5 18476031 10365 8436 15232181 8964 9042 
... ... ... ... ... ... ... 
84 29098396 7950 5495 21547122 6859 7569 
85 23511563 8466 4955 19133644 5675 5794 
86 21643285 7894 3724 17353234 5779 6804 
 
4.1.1.3 Data Uji 
Pembagian data uji dibagi kedalam tiga kali percobaan yaitu 30%, 20%, dan 
10%. Data uji dengan persentasi 30% berjumlah 29, data uji dengan persentasi 20% 
berjumlah 19, dan data uji dengan persentasi 10% berjumlah 10. Nilai data uji didapat 
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dari sisa pembagian dari data latih yang akan digunakan pada proses pengujian. Tabel 
4.3 berikut merupakan 10% data uji. 
Tabel 4.3 Pembagian Data 10% Uji 
Data X0 X1 X2 X3 X4 Y 
1 23275823 6247 1276 17986022 4859 6867 
2 24398525 7963 2412 17677558 5943 6970 
3 23658779 7221 3754 16907580 6698 6795 
4 25300870 8048 3752 16778244 9876 9959 
5 20064233 8648 3547 15126345 6367 6498 
... ... ... ... ... ... ... 
9 22453282 7327 3766 15754332 8564 8609 
10 25743271 8554 3545 20546843 5345 7494 
4.1.2 Analisa Metode Elman Recurrent Neural Network (ERNN) 
Analisa metode Elman Recurrent Neural Network (ERNN) dimulai dengan 
normalisasi data inputan, setelah melakukan proses tersebut kemudian melakukan 
proses perhitungan dengan menggunakan metode ERNN, penggunaan metode ini 
bertujuan untuk menghitung prediksi jumlah produksi barang frozen foods untuk 
bulan kedepannya. Proses prediksi dilakukan setelah mendapatkan hasil pengujian 
dengan akurasi terbaik. 
Berdasarkan variable masukan dan target yang ingin dicapai makan dapat 
digambarkan arsitektur Jaringan Syaraf Tiruan ERNN, dapat dilihat pada gambar 4.1 
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Gambar 4.1 Arsitektur ERNN Prediksi Jumlah Produksi 
Keterangan Gambar 4.1: 
1. Data inputan merupakan data yang diperoleh dari informasi produksi frozen foods 
selama delapan tahun terakhir. Jumlah inputan yang digunakan adalah lima yaitu, 
biaya produksi (X0), stok barang (X1), persediaan bahan baku (X2), pendapatan 
(X3), dan penjualan (X4).  
2. Nilai inputan tersebut akan dinormalisasikan terlebih dahulu kemudian akan 
ditransfer dari input layer menuju hidden layer menggunakan fungi aktivasi 
sigmoid biner.  
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3. Setelah itu dari hidden layer menuju context layer dan kembali lagi menuju hidden 
layer, neuron pada hidden layer pada gambar arsitektur diataskan disimbolkan 
netj, dan untuk context layer (yh). 
4. Gambar diatas terlihat hidden layer terdapat 5 neuron yang disimbolkan dengan 
netj, jumlah hidden layer input dan ouput didapat dari 2.Ɩ = 2. 5 = 10 maka neuron 
berada pada hidden layer 5 sampai 10, pada penelitian ini dipilih hanya 6 neuron 
begitu juga context layer juga terdapat 6 neuron. 
5. Bobot keluaran yang diperoleh dari hidden layer akan diteruskan menuju output 
layer yang disimbolkan huruf Y. 
4.1.2.1 Perhitungan Manual  
Berikut flowchart pelatihan dan pengujian metode Elman Recurrent Neural 
Network dapat dilihat pada gambar 4.2 
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Gambar 4.2 Flowchart Pelatihan dan Pengujian 
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4.1.2.2 Proses Pelatihan 
Perhitungan ini menggunakan data latih ke 1 pada pembagian data latih 90% 
dengan kondisi berhenti berdasarkan toleransi error dan jumlah epoch yang 
ditentukan. 
Epoch 1 
Langkah 1:  Tentukan  learning rate, toleransi error, hidden layer dan max epoch 
Berikut merupakan perhitungan data latih yang ditentukan pada penelitian ini: 
Epoch = 300 
Learning rate (α) = 0,5 
Toleransi Error = 0,0001 
Hidden Layer = 6  
Langkah 2: Normalisasi Data 
 Berikut perhitungan normalisasi data 1 berdasarkan tabel 4.2 pada pembagian 
data latih 90% menggunakan persamaan 2.20 maka dilakukan perhitungan sebagai 
berikut: 
Data 1                                                           
   
                 
                 
        
   
          
          
        
   
         
          
        
   
                 
                 
        
   
         
         
        
Setelah dilakukan normalisasi maka diperoleh hasil normalisasi berdasarkan 
data pada tabel 4.2. berikut tabel 4.4 merupakan hasil normalisasi data latih 90%. 
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Tabel 4.4 Normalisasi Data Latih 90% 
                    Y 
                0,7893 0,4661 0,8065 0,9317 
2 0,2176 0,7107 0,6475 0,4122 0,6814 0,7812 
3 0,2408 0,7024 0,7740 0,4006 0,8327 0,8817 
4 0,2241 0,8010 0,8765 0,3595 0,9930 1,0000 
... ... ... ... ... ... ... 
84 0,7750 0,5322 0,4829 0,7171 0,6399 0,5896 
85 0,4631 0,5802 0,4248 0,5587 0,4987 0,4705 
86 0,3588 0,5270 0,2923 0,4418 0,5111 0,4716 
 
Langkah 3 : Inisialisasi Bobot Awal 
 Yaitu memberi nilai awal secara acak sembarang nilai untuk seluruh bobot 
awal ke hidden dan bobot ke hidden output. Berikut ini merupakan nilai bobot awal 
yang telah ditentukan pada penelitian ini: 
Bobot awal input ke hidden: 
V01 = 0,2 V11 = 0,3 V21 = 0,5 V31 = 0,4 V41 = 0,3 V51 = 0,6 
V02 = 0,3 V12 = 0,4 V22 = 0,4 V32 = 0,4 V42 = 0,6 V52 = 0,4 
V03 = 0,5 V13 = 0,4 V23 = 0,6 V33 = 0,5 V43 = 0,5 V53 = 0,2 
V04 = 0,4 V14 = 0,3 V24 = 0,5 V34 = 0,6 V44 = 0,2 V54 = 0,6 
V05 = 0,4 V15 = 0,5 V25 = 0,4 V35 = 0,3 V45 = 0,4 V55 = 0,5 
V06 = 0,2 V16 = 0,3 V26 = 0,4 V36 = 0,5 V46 = 0,5 V56 = 0,3 
Bobot awal hidden ke output: 
w1 = 0,5 w2 = 0,3 w3 = 0,5 w4= 0,5 w5 = 0,4, w6 = 0,6 
Bias hidden ke ouput: 
w0 = 0,4 
Langkah 4: Hitung semua sinyal input ke hidden 
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 Melakukan persamaan 2.1 dimana tiap unit hidden layer ditambah dengan 
input (dari hasil normalisasi pada tabel 4.3) yang dikali dengan bobot kemudian 
dikombinasikan dengan context layer yang dikali dengan bobot dan dijumlah dengan 
bias. 
     (0,278845x0,3)+(0,746624x0,5)+(0,789326x0,4)+(0,466142x0,3)+(0,896468x
0,6)+(1,396431x0,3)+(1,396431x0,5)+(1,396431x0,4)+(1,396432x0,3)+(1,396431x0,
6)+0,2 = 4,528935 
Setelah dilakukan perhitungan diatas maka diperoleh hasil      sampai      
pada data 1. Berikut hasil persamaan 2.1 dapat dilihat pada tabel 4.5 
Tabel 4.5 Hasil Perhitungan Sinyal Input Ke Hidden pada Data ke-1 
Hasil perhitungan net 
     4,52889 
     4,55023 
     4,81534 
     5,22458 
     4,32068 
     3,95595 
 
Langkah 5: Fungsi Pengaktif Neuron 
 Melakukan persamaan 2.3 yang menggunakan fungsi aktivasi sigmoid biner. 
Pada perhitungan ini menggunakan nilai       sampai     . 
 (    )   
 
            
  0,989323 
Berikut ini tabel 4.6 untuk fungsi pengaktif neuron dengan menggunakan 
fungsi aktivasi sigmoid biner. 
Tabel 4.6 Hasil Perhitungan Keluaran Lapisan Unit j pada Data ke-1 
Persamaan Hasil 
 (    ) 0,989323 
 (    ) 0,989546 
 (    ) 0,991961 
 (    ) 0,994646 
 (    ) 0,986877 
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 (    ) 0,981219 
 
Langkah 6:  Unit k (    ( )) 
 Hitung semua sinyal yang masuk ke unit ke k dengan lakukan persamaan 2.4 
dengan nilai keluaran hidden layer dari nilai  (    ) sampai  (    ) yang dikali 
bobot     (hasil nilai bobot awal ke hidden ouput)dan dijumlah dengan bias bagian 
hidden layer. 
    ( )=(0,989323x0,5)+(0,989546x0,3)+(0,991961x0,5)+(0,994646x0,5)+(0,98687
7x0,4)+(0,981219x0,6)+0,4 = 3,168311 
Setelah dilakukan perhitungan tersebut diperoleh hasil     ( ). Kemudian 
melakukan persamaan 2.5 untuk mendapatkan keluaran dengan menggunakan fungsi 
aktivasi sigmoid biner, maka      dihitung dalam fungsi pengaktif menjadi   . 
  ( ) = 
 
           
 0,959624 
Langkah 7: Hitung nilai error 
 Lakukan dengan persamaan 2.6 dengan tiap unit output menerima pola target 
   sesuai dengan pola masukan saat pelatihan dan dihitung errornya. 
    0,959624 (3,168311-0,959624) (0,9977-0,959624) = 0,080725 
     Kemudian setelah memperoleh hasil    kemudian hitung perbaikan nilai 
bobot dengan hasil error dikalikan dengan learning rate yang telah ditentukan yaitu 
0,5 berdasarkan persamaan 2.7 
     0,5 (0,080725) (0,989323) = 0,039931 
Berikut hasil perbaikan bobot dapat dilihat pada tabel 4.7: 
Tabel 4.7 Hasil Perhitungan Perbaikan Bobot Data ke-1 
Persamaan Hasil 
    0,039931 
    0,039940 
     0,040038 
    0,040146 
     0,039833 
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    0,039604 
 
Langkah 8: Perbaikan Nilai Bias 
 Lakukan persamaan 2.8 untuk menghitung perbaikan nilai bias. 
    0,5 (0,080725) = 0,040362 
Langkah 9:  Hitung Kesalahan pada Lintasan j 
Lakukan persamaan 2.9 dengan tiap bobot yang menghubungkan unit output 
dengan hidden layer dan dijumlahkan sebagai masukan unit berikutnya.  
       0,5 (0,080725) = 0,040362 
Berikut ini merupakan hasil perhitungan kesalahan pada lintasan j pada data 
ke-1 dapat dilihat pada tabel 4.8 
Tabel 4.8 Hasil Perhitungan Kesalahan Pada Lintasan j Pada Data Ke-1 
Persamaan Hasil 
       0,040362 
       0,024217 
       0,040362 
       0,040362 
       0,032290 
       0,048435 
 
Langkah 10: Hitung Galat 
Setelah didapat hasil penjumlahan error, lalu mencari galat menggunakan 
fungsi aktivasi sigmoid biner dengan persamaan 2.10 
   (        )  (
 
            
)  (  (
 
            
) = 0,007975 
Hasil dari menghitung galat dapat dilihat pada tabel 4.9 











Langkah 11:  Hitung Koreksi Bobot 
Setelah nilai galat diperoleh. Hitung koreksi bobot dengan hasil nilai galat 
dikali dengan learning rate dan dikali data berdasarkan persamaan 2.11 
     0,5 (0,007975) (0,278845) = 0,001112 
    = 0,5 (0,007975) (0,746624) = 0,002977 
     0,5 (0,007975) (0,789326) = 0,003147 
     0,5 (0,007975) (0,466142) = 0,001859 
     0,5 (0,007975) (0,806486) = 0,003216 
Berikut hasil perhitungan koreksi bobot dapat dilihat pada tabel 4.10 berikut: 
Tabel 4.10 Hasil Perhitungan Koreksi Bobot pada Data ke-1 
                  
1 0,001112 0,002977 0,003147 0,001859 0,003216 
2 0,000667 0,001786 0,001888 0,001115 0,001929 
3 0,001111 0,002973 0,003144 0,001856 0,003212 
4 0,001109 0,002970 0,003140 0,001854 0,003208 
5 0,000890 0,002384 0,002521 0,001489 0,002576 
6 0,001339 0,003586 0,003791 0,002239 0,003873 
 
Setelah memperoleh hasil koreksi bobot kemudian hitung koreksi nilai bias 
dengan hasil galat dikali nilai learning rate yang telah ditentukan menggunakan 
persamaan 2.12 
     0,5 (0,007975) = 0,003987 
Berikut hasil perhitungan perbaikan nilai bias dapat dilihat pada tabel 4.11 
Tabel 4.11 Hasil Perhitungan Koreksi Nilai Bias pada Data ke-1 
Persamaan Hasil 
     0,003987 
     0,002392 
     0,003983 
     0,003978 
     0,003193 
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     0,004803 
 
Langkah 12: Perbaikan bobot dan bias untuk setiap output 
Menghitung nilai bobot wk= hidden ke output baru dan bias w0 = Ɵk dengan 
hasil nilai perbaikan bobot w dan bias dijumlahkan dengan nilai bobot w dan bias 
awal berdasarkan persamaan 2.13 
  (    )   0,4 + 0,040362 = 0,440362 
  (    )   0,5 + 0,039931 = 0,539931 
Berikut hasil perhitungan perbaikan bobot dan bias untuk setiap output dapat 
dilihat pada tabel 4.12 
Tabel 4.12 Hasil Perhitungan Nilai Bobot Output pada Data Ke-1 
Persamaan Hasil 
  (    ) 0,440362 
  (    ) 0,539931 
  (    ) 0,339940 
  (    ) 0,540038 
  (    ) 0,540146 
  (    ) 0,439833 
  (    ) 0,639604 
 
Selanjutnya lakukan persamaan 2.14 dengan tiap unit hidden layer diperbaiki 
bobot dan biasnya dengan nilai     (    ) diperoleh dari langkah 3 yaitu nilai awal 
bobot ke hidden dan nilai        
   (    )  0,2 + 0,003987 = 0,203987 
   (    )  0,3 + 0,001112 = 0,301112 
   (    )  0,5 + 0,002977 = 0,502977 
   (    )  0,4 + 0,003147 = 0,403147 
   (    )  0,3 + 0,001859 = 0,301859 
   (    )  0,6 + 0,003216 = 0,603216 
Berikut juga untuk bobot baru v seterusnya, hasil bobot baru v dapat dilihat 
pada tabel 4.13 
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Tabel 4.13 Hasil Perhitungan Perbaikan Nilai Bobot Hidden pada Data ke-1 
No    (    )   (    )   (    )   (    )   (    )   (    ) 
1 0,203987 0,301112 0,502977 0,403147 0,301859 0,603216 
2 0,302392 0,400667 0,401786 0,401888 0,601115 0,401929 
3 0,503983 0,401111 0,602973 0,503144 0,501856 0,203212 
4 0,403978 0,301109 0,502970 0,603140 0,201854 0,603208 
5 0,403193 0,500890 0,403586 0,302521 0,401489 0,502576 
6 0,204803 0,301339 0,403586 0,503791 0,502239 0,303873 
 
Perhitungan terus dilakukan sampai memenuhi syarat kondisi berhenti, epoch 
dan errornya. Setelah didapat nilai bobot v baru dan w baru pada data ke 1, lalu 
perhitungan dilanjutkan ke data ke 2 sampai data 86 pada epoch 1. Berikut 
perhitungan data ke 86: 
Data ke-86 
                                                  
Epoch 1 
Data ke 86 didapat dari normalisasi data ke 86 pada tabel 4.4. Nilai bobot v dan 
bobot w untuk data 86 didapat dari hasil nilai bobot v dan bobot w baru pada 
perhitungan data ke 85.  
Bobot awal input ke hidden: 
V01 = 0,1713 V11 = 0,2930 V21 = 0,4814 V31 = 0,3830 V41 = 0,2872 V51 = 0,5823 
V02 = 0,2857 V12 = 0,3967 V22 = 0,3902 V32 = 0,3908 V42 = 0,5939 V52 = 0,3902 
V03 = 0,4714 V13 = 0,3931 V23 = 0,5815 V33 = 0,4831 V43 = 0,4873 V53 = 0,1824 
V04 = 0,3715 V14 = 0,2931 V24 = 0,4815 V34 = 0,5831 V44 = 0,1873 V54 = 0,5824 
V05 = 0,3784 V15 = 0,4948 V25 = 0,3858 V35 = 0,2869 V45 = 0,3905 V55 = 0,4863 
V06 = 0,1638 V16 = 0,2911 V26 = 0,3768 V36 = 0,4798 V46 = 0,4838 V56 = 0,2782 
Bobot awal hidden ke output: 
w1 = 0,1485 w2 = -0,0531 w3 = 0,1454  w4= 0,1442 w5 = 0,0487 w6 = 0,2536 
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Bias hidden ke ouput: 
w0 = 0,0396 
Kemudian lakukan perhitungan yang sama dengan data ke-1 
Langkah 4: Hitung semua sinyal input ke hidden 
 Melakukan persamaan 2.1 dimana tiap unit hidden layer ditambah dengan 
input (dari hasil normalisasi pada tabel 4.3) yang dikali dengan bobot kemudian 
dikombinasikan dengan context layer yang dikali dengan bobot dan dijumlah dengan 
bias. 




Berikut hasil perhitungan input ke hidden pada data ke-86 dapat dilihat pada tabel 
4.14 
Tabel 4.14 Hasil Perhitungan Input ke Hidden pada Data ke-86 
Hasil perhitungan net 
     2,882301 
     3,208125 
     3,278153 
     3,217816 
     3,075776 
     2,488750 
 
Langkah 5:  Setelah nilai input ke hidden didapat, lalu menghitung nilai keluaran 
pada lapisan unit j dengan fungsi aktivasi sigmoid biner menggunakan persamaan 
(2.4) 
 (    )   
 
             
  0,946965 
Berikut hasil perhitungan keluaran lapisan unit j pada data ke 86 dapat dilihat 
pada tabel 4.15 
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Tabel 4.15 Hasil Perhitungan Keluaran Lapisan Unit j Pada Data ke 86 
Persamaan Hasil 
 (    ) 0,946965 
 (    ) 0,961139 
 (    ) 0,963672 
 (    ) 0,961499 
 (    ) 0,955882 
 (    ) 0,923349 
 
Langkah 6:  Unit k (    ( )) 
 Hitung semua sinyal yang masuk ke unit ke k dengan lakukan persamaan 2.4 
dengan nilai keluaran hidden layer dari nilai  (    ) sampai  (    ) yang dikali 
bobot     (hasil nilai bobot awal ke hidden ouput)dan dijumlah dengan bias bagian 
hidden layer. 
     (0,148562x0,946965)+(-0,0531574x0,961139)+(0,145481x0,963672)+ 
(0,144981x0,961499)+(0,048751x0,955882)+(0,253686x0,923349) = 0,689655  
Setelah dilakukan perhitungan tersebut diperoleh hasil     ( ). Kemudian 
melakukan persamaan 2.5 untuk mendapatkan keluaran dengan menggunakan fungsi 
aktivasi sigmoid biner, maka      dihitung dalam fungsi pengaktif menjadi   . 
  ( )   
 
            
 0,665890 
Langkah 7: Hitung nilai error 
 Lakukan dengan persamaan 2.6 dengan tiap unit output menerima pola target 
   sesuai dengan pola masukan saat pelatihan dan dihitung errornya. 
    0,665890 (0,689655 – 0,665890) (0,573121 – 0,665890) = -0,00146 
Kemudian setelah memperoleh hasil    kemudian hitung perbaikan nilai bobot 
dengan hasil error dikalikan dengan learning rate yang telah ditentukan yaitu 0,5 
berdasarkan persamaan 2.7 
     0,5 x (-0,001468) x 0,946965 = -0,000695 
Berikut hasil perhitungan perbaikan nilai bobot pada data ke-86 dapat dilihat 
pada tabel 4.16 
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Tabel 4.16 Hasil Perhitungan Perbaikan Nilai Bobot pada Data ke-86 
Persamaan Hasil 
    -0,000695 
    -0,000705 
    -0,000707 
    -0,000706 
    -0,000702 
    -0,000678 
 
Langkah 8: Perbaikan Nilai Bias 
 Lakukan persamaan 2.8 untuk menghitung perbaikan nilai bias. 
    0,5 x (-0,001468) = -0,000734 
Langkah 9:  Hitung Kesalahan pada Lintasan j 
Lakukan persamaan 2.9 dengan tiap bobot yang menghubungkan unit output 
dengan hidden layer dan dijumlahkan sebagai masukan unit berikutnya.  
       = 0,148562 x (-0,001468) = -0,000218 
Berikut hasil perhitungan kesalahan pada lintasan j pada data ke-86 dapat dilihat 
pada tabel 4.17 
Tabel 4.17 Hasil Perhitungan Kesalahan Pada Lintasan J Pada Data Ke-86 
Persamaan Hasil 
       -0,000218 
       0,000078 
       -0,000214 
       -0,000213 
       -0,000072 
       -0,000372 
 
Langkah 10: Hitung Galat 
Setelah didapat hasil penjumlahan error, lalu mencari galat menggunakan 
fungsi aktivasi sigmoid biner dengan persamaan 2.10 
   (         )  (
 
            
)  (  (
 
            
) = -0,000044 
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Berikut hasil perhitungan perbaikan kesalahan pada data ke-86 dapat dilihat pada 
tabel 4.18 









Langkah 11:  Hitung Koreksi Bobot 
Setelah nilai galat diperoleh. Hitung koreksi bobot dengan hasil nilai galat 
dikali dengan learning rate dan dikali data berdasarkan persamaan 2.11 
     0,5 (-0,000044) (0,358757) = -0,000008 
     0,5 (0,000016) (0,358757) = 0,000003 
Berikut hasil perhitungan koreksi bobot pada data ke-86 dapat dilihat pada 
gambar 4.19 
Tabel 4.19 hasil perhitungan koreksi bobot pada data ke-86 
No    (    )   (    )   (    )   (    )   (    ) 
1 -0,000008 -0,000012 -0,000006 -0,000010 -0,000011 
2 0,000003 0,000004 0,000002 0,000003 0,000004 
3 -0,000008 -0,000011 -0,000006 -0,000009 -0,000011 
4 -0,000008 -0,000011 -0,000006 -0,000009 -0,000011 
5 -0,000003 0,000004 -0,000002 -0,000003 -0,000004 
6 -0,000014 -0,000020 -0,000011 -0,000017 -0,000019 
 
Setelah memperoleh hasil koreksi bobot kemudian hitung koreksi nilai bias 
dengan hasil galat dikali nilai learning rate yang telah ditentukan menggunakan 
persamaan 2.12 
     0,5 (-0,000044) = -0,000022 
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Berikut hasil perhitungan koreksi nilai bias pada data ke-86 dapat dilihat pada 
tabel 4.20 
Tabel 4.20 Hasil Perhitungan Koreksi Nilai Bias Pada Data Ke-86 
Persamaan Hasil 
     -0,000022 
     0,000008 
     -0,000021 
     -0,000021 
     -0,000007 
     -0,000038 
 
Langkah 12: Perbaikan bobot dan bias untuk setiap output 
Menghitung nilai bobot wk= hidden ke output baru dan bias w0 = Ɵk dengan 
hasil nilai perbaikan bobot w dan bias dijumlahkan dengan nilai bobot w dan bias 
awal berdasarkan persamaan 2.13 
  (    )   0,039626 + (-0,000734) = 0,038892 
Berikut hasil perhitungan perbaikan nilai bobot output pada data ke-86 dapat 
dilihat pada tabel 4.21 
Tabel 4.21 Hasil Perhitungan Perbaikan Nilai Bobot Output Pada Data Ke-86 
Persamaan Hasil 
  (    ) 0,038892 
  (    ) 0,147867 
  (    ) -0,053862 
  (    ) 0,144773 
  (    ) 0,144276 
  (    ) 0,048050 
  (    ) 0,253008 
 
Selanjutnya lakukan persamaan 2.14 dengan tiap unit hidden layer diperbaiki 
bobot dan biasnya dengan nilai     (    ) diperoleh dari langkah 3 yaitu nilai awal 
bobot ke hidden dan nilai        
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   (    )   (-0,000022) + 0,171386 = 0,171364 
Berikut juga untuk bobot baru v seterusnya, hasil bobot baru v dapat dilihat pada 
tabel 4.22 
Tabel 4.22 Hasil Perhitungan Perbaikan Nilai Bobot Hidden pada Data ke-86 
No    (    )   (    )   (    )   (    )   (    )   (    ) 
1 0,171364 0,293057 0,481451 0,383060 0,287314 0,582399 
2 0,285746 0,396786 0,390292 0,390867 0,593916 0,390290 
3 0,471505 0,393105 0,581539 0,483134 0,487389 0,182474 
4 0,371563 0,293114 0,481571 0,583166 0,187409 0,582505 
5 0,378501 0,494904 0,385840 0,286932 0,390588 0,486324 
6 0,163868 0,291103 0,376854 0,479007 0,483871 0,278300 
 
Langkah 13:  Hitung Error 
Menghitung nilai error, dengan nilai normalisasi target dikurang dengan hasil 
fungsi aktivasi net menggunakan persamaan 2.15 
Error = 2,26325 
Setelah jumlah nilai error pada epoch 1 didapat, maka nilai error digunakan 
sebagai toleransi error. Apabila nilai error belum mencapai kurang atau sama dengan 
toleransi error 0,0001, maka sistem akan dilanjutkan ke epoch 2 hingga max epoch 
300. Pada perhitungan ini kondisi berhenti pada epoch yang ke-300 sehingga 
diperoleh nilai bobot v baru dan bobot w baru. Nilai bobot v dan w baru diperoleh 
berdasarkan hasil perhitungan pada pelatihan. Berikut tabel 4.23 dan tabel 4.24 
merupakan nilai bobot v dan w baru. 
Hasil perhitungan bobot W baru dapat dilihat pada tabel 4.23:  
Tabel 4.23 Bobot W Baru Epoch 300 
Persamaan Hasil 
  (    ) 0,005379 
  (    ) 0,032478 
  (    ) 0,217433 
  (    ) 0,106157 
  (    ) 0,056444 
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  (    ) 0,157408 
  (    ) 0,129895 
 
Hasil perhitungan bobot V baru dapat dilihat pada tabel 4.24:  
Tabel 4.24 Bobot V baru Epoch 300 
No    (    )   (    )   (    )   (    )   (    )   (    ) 
1 0,021281 0,162225 0,587262 0,655605 0,159974 0,923153 
2 0,137743 0,309490 0,395552 0,457583 0,503262 0,466818 
3 0,322990 0,270284 0,674352 0,724175 0,367834 0,483404 
4 0,222491 0,167424 0,578513 0,834909 0,064864 0,897115 
5 0,229376 0,377967 0,459821 0,493727 0,275773 0,739512 
6 0,014200 0,097999 0,629753 1,051263 0,308390 0,987082 
 
4.1.2.3 Proses Pengujian Data 
Setelah selesai proses pelatihan yang menghasilkan bobot v baru dan bobot 
w baru yang akan digunakan untuk diproses perhitungan pengujian. Proses pengujian 
yang dilakukan pada penelitian adalah 10%, 20%, dan 30%. Selanjutnya proses 
pengujian berikut perhitungan pada data uji 10% data uji pertama. 
Pertama lakukan normalisasi dengan menggunakan perhitungan yang sama 
pada langkah ke 2 pada proses pelatihan dan diperoleh hasil normalisasi variabel data 
masukan:  
                                                               
Berikut hasil normalisasi data pembagian 10% data uji dapat dilihat pada tabel 
4.25 
Tabel 4.25 Normalisasi Data Pembagian 10% Data Uji 
                    Y 
1                                    0,5816 
2                                    0,5955 
3                                    0,5719 
...               ... 
...               ... 
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9                                    0,8162 
10                                    0,6660 
 
Langkah perhitungan pengujian dimulai dari langkah 5 sampai langkah 7 pada 
proses pelatihan tetapi dalam proses pengujian menggunakan bobot v dan w yang 
baru. 
Langkah 4: Hitung semua sinyal input ke hidden 
  Melakukan persamaan 2.1 dimana tiap unit hidden layer ditambah 
dengan input (dari hasil normalisasi pada tabel 4.3) yang dikali dengan bobot 
kemudian dikombinasikan dengan context layer yang dikali dengan bobot dan 
dijumlah dengan bias. 
     0,021281+(0,147058x0,162225)+(0,514852x0,587262)+(0,289326x0,655605)
+(0,043026x0,159974)+(0,6547040x0,923153)+(1,12768x0,162225)+(1,127168x0,5
87262)+ )+(1,127168x0,655605)+ )+(1,127168x0,159974)+ )+(1,127168x0,923153) 
= 3,953091  
Pada perhitungan persamaan 2.2 nilai bobot yang digunakan yaitu bobot v 
baru yang terdapat pada tabel 4.13. berikut  hasil perhitungan pengujian semua sinyal 
input ke hidden dapat dilihat pada tabel 4.26 berikut. 
Tabel 4.26 Hasil Perhitungan Pengujian Semua Sinyal Input Ke Hidden 
Hasil perhitungan net 
     3,953091 
     2,358316 
     3,592324 
     4,311501 
     3,345910 
     5,320464 
Langkah 5:  Fungsi Pengaktif Neuron  
Kemudian menghitung nilai keluaran pada lapisan unit j dengan fungsi 
aktivasi sigmoid biner menggunakan persamaan 2.3 
 (    )   
 
        
 
 
            
 0,981166 
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Hasil persamaan 2.3 dapat dilihat pada tabel 4.27 berikut ini 
Tabel 4.27 Hasil Nilai Keluaran Pada Lapisan Unit J 
Persamaan Hasil 
 (    ) 0,981166 
 (    ) 0,913593 
 (    ) 0,973204 
 (    ) 0,986764 
 (    ) 0,965971 
 (    ) 0,995133 
 
Langkah 6: Hitung unit k 
  Perhitungan persamaan 2.4 merupakan hasil penjumlahan antara hasil 
kali nilai bobot w baru dan nilai    kemudian ditambah bias. Kemudian diperoleh 
hasil output yang termasuk dalam fungsi aktivasi purelin. 
    ( )  (0,032478x0,981166)+(0,217433x0,913593)+(0,106157x0,973204)+(0,05
6444x0,986764)+(0,157408x0,965971)+(0,129895x0,995133)+0,005379 = 0,676214 
  Setelah diperoleh hasil ouputnya kemudian lakukan persamaan 2.21 yaitu 
denormalisasi untuk mengembalikan ke nilai aslinya dengan rumus: 
   0,676214 (9974 – 2548) + 2548 = 7569 
Target = 6990 
4.2 Analisa Sistem  
Tahap analisa sistem adalah tahap untuk membuat rancangan sistem prediksi 
jumlah produksi froozen foods menggunakan metode Elman Recurrent Neural 
Network. Model perancangan pada tahap ini menggunakan model perancangan 
Unified Modeling Languange (UML). UML adalah bahasa pemodelan untuk sistem 
atau perangkat lunak yang berparadigma berorientasi objek. Adapun diagran yang 
digunakan dalam UML yaitu use case diagram, sequence diagram, dan class 
diagram. 
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4.2.1 Flowchart 
Flowchart merupakan gambaran dari sebuah sistem yang menjelaskan tentang 
proses berjalannya data sesuai kebutuhan sistem. Dengan menggunakan flowchart 
akan memudahkan untuk mengerti alur dari suatu program. Berikut merupakan 
flowchart alur sistem prediksi jumlah produksi frozen foods dapat dilihat pada 
gambar 4.3 berikut. 


































































Gambar 4.3 Flowchart Sistem 
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4.2.2 Use Case Diagram 
Use case diagram berfungsi untuk mendeskripsikan interaksi antara satu atau 
banyak akttor ke dalam sistem yang akan dibuat. Use case diagram juga berguna 
untuk mengetahui apa saja yang ada dalam sebuah sistem. Berikut merupakan 
gambaran sistem dalam bentuk use case diagram terlihat pada gambar 4.4 
 
Gambar 4.4 Use Case Diagram 
4.2.3 Use Case Description 
Use Case Description berfungsi untuk menjelaskan bagian-bagian dari use 
case diagram. Berikut adalah use case description dari use case diagram.. 
1. Use Case Description Login 
Use case description dari proses melakukan login oleh pengguna dijelaskan 
pada tabel 4.28 berikut. 
    IV-27 
 
Tabel 4.28 Use Case Description Login 
Use Case Name Melakukan Login Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 




3. Klik tombol login 
 
1.1 Menampilkan halaman 
form login 
2.1 Memvalidasi username 
dan password. 
3.1 Menampilkan halaman 
utama. 
Alternative flow 
Jika username dan password tidak valid, maka sistem akan 




Data Output Pengguna berhasil masuk ke halaman index. 
 
2. Mengelola Data Pengguna  
Use case description dari proses mengelola data pengguna dijelaskan pada 
tabel 4.29 berikut ini. 
Tabel 4.29 Use Case Description Proses Mengelola Data Pengguna 
Use Case Name 
Mengelola Data Pengguna 
(tambah data) Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu data 
pengguna 
2. Klik tombol tambah 
data pengguna 
3. Menginputkan data 
pengguna baru 
4. Klik tombol simpan. 
1.1 Menampilkan halaman 
data pengguna 
2.1 Menampilkan form 
tambah data. 
4.1 Memvalidasi data dan 
menyimpan data baru ke 
database. 
Alternative flow - 
Data input Data pengguna 
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Data Output Data informasi pengguna telah tersimpan ke dalam database 
 
3. Mengelola Data Produksi  
Use case description dari proses mengelola data produksi dijelaskan pada 
tabel 4.30 berikut ini. 
Tabel 4.30 Use Case Description Proses Mengelola Data Produksi 
Use Case Name 
Mengelola data produksi 
(tambah data) Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu data 
produksi 
2. Klik tombol tambah 
data 
3. Menginputkan data 
produksi baru 
4. Klik tombol simpan. 
1.1 Menampilkan halaman 
data produksi 
2.1 Menampilkan halaman 
form tambah data. 
4.1 Memvalidasi data dan 
menyimpan data baru ke 
database. 
Alternative flow - 
Data input Data produksi 
Data Output Data informasi produksi tersimpan ke dalam  database. 
 
4. Mengelola Bobot V Awal 
Use case description dari proses mengelola bobot v awal dijelaskan pada tabel 
4.31 berikut ini. 
Tabel 4.31 Use Case Description Proses Mengelola Bobot V Awal 
Use Case Name 
Mengelola data bobot v awal 
(tambah data) Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event Actor System Response 
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1. Klik menu data 
bobot v awal 
2. Klik tombol tambah 
data 
3. Menginputkan data 
bobot v awal baru 
4. Klik tombol simpan. 
1.1 Menampilkan halaman 
data bobot v awal 
2.1 Menampilkan halaman 
form tambah data. 
4.1 Memvalidasi data dan 
menyimpan data baru ke 
database. 
Alternative flow - 
Data input Data bobot v awal 
Data Output Data informasi bobot v tersimpan ke dalam  database. 
 
5. Mengelola Bobot W Awal  
Use case description dari proses mengelola bobot w oleh Admin dijelaskan 
pada tabel 4.32 berikut ini. 
Tabel 4.32 Use Case Description Proses Mengelola Bobot W Awal 
Use Case Name 
Mengelola data bobot w awal 
(tambah data) Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu data 
bobot w awal 
2. Klik tombol tambah 
data 
3. Menginputkan data 
bobot w awal baru 
4. Klik tombol simpan. 
1.1 Menampilkan halaman 
data bobot w awal 
2.1 Menampilkan halaman 
form tambah data. 
4.1 Memvalidasi data dan 
menyimpan data baru ke 
database. 
Alternative flow - 
Data input Data bobot w awal 
Data Output Data informasi bobot w tersimpan ke dalam  database. 
 
6. Mengelola Data Pengujian 
Use case description dari proses mengelola data pengujian dijelaskan pada tabel 
4.33 berikut ini. 
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Tabel 4.33 Use Case Description Proses Mengelola Data Pengujian 
Use Case Name Mengelola data pengujian Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu data 
pengujian 
2. Klik  pembagian data 
latih dan data uji 
3. Memilih salah satu 
persentasi data latih 




1.1 Menampilkan halaman 
data pengujian 
(pembagian data latih 
dan data uji, 
transformasi data) 
2.1 Menampilkan pilihan 
persentasi data latih 
4.1 Menampilkan data latih 
yang telah dipilih 
Alternative flow - 
Data input - 
Data Output Pembagian data yang dipilih 
 
7. Mengelola Pelatihan 
Use case description dari proses mengelola pelatihan dijelaskan pada tabel 4.34 
berikut ini. 
Tabel 4.34 Use Case Description Proses Mengelola Pelatihan 
Use Case Name Mengelola Pelatihan data Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu pelatihan 
2. Menginputkan learning 
rate, jumlah epoch dan 
toleransi error. 
3. Klik tombol proses. 
1.1 Menampilkan halaman 
form pelatihan data 
3.1 Memvalidasi data dan 
menampilkan hasil 
pelatihan data. 
Alternative flow - 
Data input Epoch, Learning rate, toleransi error 
Data Output Data Pelatihan 
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8. Mengelola Pengujian Data 
Use case description dari proses mengelola pengujian data oleh Admin 
dijelaskan pada tabel 4.35 berikut ini. 
Tabel 4.35 Use Case Description Proses Mengelola Pengujian 
Use Case Name Mengelola pengujian data Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu pengujian 
2. Memilih data yang 
akan di uji 
berdasarkan 
pembagian data 
3. Klik tombol proses 
1.1 Menampilkan halaman 
form pengujian 
3.1 Menampilkan halaman 
pengujian data yang tela 
dipilih 
Alternative flow - 
Data input - 
Data Output Hasil pengujian berdasarkan pembagian data yang dipilih 
 
9. Mengelola Prediksi 
Use case description dari proses mengelola prediksi oleh Admin dijelaskan 
pada tabel 4.36 berikut ini. 
Tabel 4.36 Use Case Description Proses Mengelola Prediksi 
Use Case Name Mengelola prediksi Priority: High 
Actor Admin  
Pre-condition Login 
Flow of event 
Actor System Response 
1. Klik menu prediksi 
2. Menginputkan data 
berdasarkan variabel 
1.1 Menampilkan halaman 
form prediksi 
2.1 Menampilkan halaman 
prediksi 
 
Alternative flow - 
Data input Data berdasarkan variabel pada penelitian 
Data Output Hasil prediksi 
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4.2.4 Activity Diagram 
Activity Diagram merupakan sebuah gambaran alir aktivitas dalam sistem 
yang sedang dirancang yang digunakan untuk menjelaskan tentang gambaran proses-
proses dan jalur-jalur akivitas secara umum. 
1. Activity Diagram Login 
Activity diagram login merupakan gambaran yang menjelaskan proses awal 
yang dilakukan user ketika masuk ke sistem dimana user melakukan login terlebih 
dahulu. Activity diagram login dapat dilihat pada gambar 4.5 berikut: 
 
Gambar 4.5 Activity Diagram Login 
2. Activity Diagram Mengelola Data Pengguna 
Activity diagram yang menjelaskan proses user mengelola data pengguna 
Activity diagram mengelola data pengguna dapat dilihat pada gambar 4.6 berikut: 
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Gambar 4.6 Activity Diagram Mengelola Data Pengguna 
3. Activity Diagram Mengelola Data Produksi  
Activity diagram yang menjelaskan proses user mengelola data produksi. 
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Gambar 4.7 Activity Diagram Mengelola Data Produksi 
4. Activity Diagram Mengelola Bobot V Awal  
Activity diagram bobot v adalah proses activity diagram dalam penentuan 
bobot v yang digunakan untuk melakukan proses pelatihan dalam perhitungan data 
yang akan diprediksi. Activity diagram bobot v dapat dilihat pada gambar 4.8 
berikut: 
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Gambar 4.8 Activity Diagram Mengelola Bobot V Awal 
5. Activity Diagram Mengelola Bobot W Awal  
Activity diagram bobot w adalah proses activity diagram dalam penentuan 
bobot w yang digunakan untuk melakukan proses pelatihan dalam perhitungan 
data yang akan diprediksi. Activity diagram bobot w dapat dilihat pada gambar 4.9 
berikut: 
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Gambar 4.9 Activity Diagram Mengelola Bobot W Awal 
6. Activity Diagram  Data Pengujian  
Activity diagram data pengujian adalah proses yang dilakukan terlebih dahulu 
untuk melakukan pembagian data yang akan dilakukan pada saat pelatihan dan 
pengujian. Activity diagram data pengujian dapat dilihat pada gambar 4.10 berikut: 
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Gambar 4.10 Activity Diagram Data Pengujian 
7. Activity Diagram Pelatihan Data  
Activity diagram pelatihan adalah activity diagram yang menjelaskan proses 
dimana user dapat mengelola data latih dan menghitung data produksi hemato 
sosis sapi. Activity diagram pelatihan dapat dilihat pada gambar 4.11 berikut: 
 
Gambar 4.11 Activity Diagram Pelatihan Data 
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8. Activity Diagram Pengujian Data  
Activity diagram pengujian adalah activity diagram yang berfungsi untuk 
menjalankan proses data uji dengan menginputkan data terlebih dahulu. Activity 
diagram pengujian dapat dilihat pada gambar 4.12 berikut: 
 
Gambar 4.12 Activity Diagram Pengujian Data 
9. Activity Diagram Prediksi 
Activity diagram prediksi adalah proses yang menjelaskan user untuk 
melakukan prediksi perhitungan data produksi menggunakan metode ERNN. 
Activity diagram dapat dilihat pada gambar 4.13 berikut: 
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Gambar 4.13 Activity Diagram Prediksi 
4.2.5 Sequence Diagram 
Sequence diagram adalah gambaran interaksi antar objek di dalam dan 
disekitar sistem yang digunakan untuk menggambarkan skenario atau rangkaian 
langkah-langkah yang dilakukan sebagai sebuah proses untuk menghasilkan output 
tertentu. Sequence diagram adalah interaksi dari objek yang disusun dalam suatu 
urutan waktu atau kejadian tertentu dalam suatu proses, dapat digambarkan dengan 
sequence diagram. 
1. Sequence Diagram Login 
Berikut ini merupakan sequence diagram login dapat dilihat pada gambar 4.14 
sebagai berikut: 
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Gambar 4.14 Sequence Diagram Login 
2. Sequence Diagram Mengelola Data Pengguna 
Berikut ini merupakan sequence diagram data  pengguna dapat dilihat pada 
gambar 4.15 sebagai berikut: 
 
Gambar 4.15 Sequence Diagram Mengelola Data Pengguna 
3. Sequence Diagram Mengelola Data Produksi  
Berikut ini merupakan sequence diagram data produksi dapat dilihat pada 
gambar 4.16 sebagai berikut: 
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Gambar 4.16 Sequence Diagram Mengelola Data Produksi 
4. Sequence Diagram Bobot V Awal 
Sequence diagram bobot v merupakan sebuah gambaran cara kerja sistem 
dalam melakukan proses penentuan bobot v. Berikut ini merupakan sequence 
diagram bobot v dapat dilihat pada gambar 4.17 sebagai berikut: 
 
Gambar 4.17 Sequence Diagram Bobot V Awal 
5. Sequence Diagram Bobot W Awal 
Sequence diagram bobot w merupakan sebuah gambaran cara kerja sistem 
dalam melakukan proses penentuan bobot w Berikut ini merupakan sequence 
diagram bobot w dapat dilihat pada gambar 4.18 sebagai berikut: 
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Gambar 4.18 Sequence Diagram Bobot W Awal 
6. Sequence Diagram Data Pengujian 
Berikut ini merupakan sequence diagram data pengujiandapat dilihat pada 
gambar 4.19 sebagai berikut: 
 
Gambar 4.19 Sequence Diagram Data Pengujian 
7. Sequence Diagram Pelatihan Data 
Berikut ini merupakan sequence diagram pelatihan data dapat dilihat pada 
gambar 4.20 sebagai berikut: 
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Gambar 4.20 Sequence Diagram Pelatihan Data 
8. Sequence Diagram Prediksi 
Berikut ini merupakan sequence diagram prediksi dapat dilihat pada gambar 
4.21 sebagai berikut: 
 
Gambar 4.21 Sequence Diagram Prediksi 
4.2.6 Class Diagram 
Class diagram adalah suatu gambaran struktur dan deskripsi class dan objek 
serta hubungan satu sama lain. Class diagram merupakan sebuah spesifikasi yang 
menghasilkan sebuah objek serta dimana masing-masing class telah dilengkapi 
dengan atribut dan operasi-operasi yang di perlukan. Class diagram dapat dilihat pada 
gambar 4.22 berikut: 
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Gambar 4.22 Class Diagram 
4.3 Perancangan Sistem  
Perancangan sistem merupakan gambaran dari sistem yang berupa perancangan 
database dan rancangan antarmuka. 
4.3.1  Perancangan Database 
 Perancangan database adalah perancangan basis data yang akan digunakan 
pada sistem. Perancangan ini bertujuan agar tiap field data yang dimiliki relasi dapat 
terhubung pada tabel di database. 
1. Tabel Pengguna 
Tabel pengguna adalah tabel yang menyimpan data dari pengguna sistem 
yang bertugas untuk mengelola sistem. Berikut ini tabel 4.37 perancangan tabel 
pengguna. 
Tabel 4.37 Perancangan Database Tabel Pengguna 
Nama Field Type data Length Deskripsi Keterangan 
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id_pengguna Int 11 Id pengguna Primary key 
Nama Varchar 100 Nama  
Username Varchar 20 Username  
password  Varchar 100 Password  
Level Varchar 10 Level  
 
2. Tabel Variable 
Tabel variable merupakan tabel yang menyimpan informasi variable data 
produksi yang akan digunakan dalam proses pelatihan dan pengujian. Berikut 
tabel variable dapat dilihat pada tabel 4.38 
Tabel 4.38 Perancangan Database Tabel Variable 
Nama Field Type data Length Deskripsi Keterangan 
Initial Varchar 2 Inisial variable Primary key 




pendapatan dan target 
 
 
3. Tabel Data Produksi 
Tabel data produksi merupakan tabel yang berisi semua informasi mengenai 
data produksi yang akan digunakan sebagai data latih dalam pelatihan. Berikut 
tabel data dapat dilihat pada tabel 4.39 
Tabel 4.39 Perancangan Database Tabel Data Produksi 
Nama Field Type data Length Deskripsi Keterangan 
id_produksi Int 3 Id produksi Primary key 
Initial Varchar 2 Initial data produksi Foreign key 
Data Int 3 Nomor data  
Nilai  Varchar 10 Nilai produksi  
 
4. Tabel Bobot V Awal 
Tabel bobot v merupakan tabel yang menyimpan bobot awal menuju hidden 
yang diberikan nilai random yang kemudian akan diteruskan ke context layer 
dengan nilai yang sama. Berikut tabel bobot_v dapat dilihat pada tabel 4.40 
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Tabel 4.40 Perancangan Database Tabel Bobot V Awal 
Nama Field Type data Length Deskripsi Keterangan 
id_bv_awal Int 3 Id bobot v awal Primary key 
v0 Double  Nilai v0  
v1 Double  Nilai v1  
v2  Double  Nilai v2  
v3 Double  Nilai v3  
v4 Double  Nilai v4  
v5 Double  Nilai v5  
v6 Double  Nilai v6  
 
5. Tabel Bobot W Awal 
Tabel bobot w merupakan bobot awal dari hidden layer yang telah disimpan 
menuju ke output layer. Berikut tabel bobot_w dapat dilihat pada tabel 4.41 
Tabel 4.41 Perancangan Database Tabel Bobot W Awal 
Nama Field Type data Length Deskripsi Keterangan 
id_bw_awal Int 3 Id bobot w awal Primary key 
w0 Double  Nilai w0  
w1 Double  Nilai w1  
w2  Double  Nilai w2  
w3 Double  Nilai w3  
w4 Double  Nilai w4  
w5 Double  Nilai w5  
w6 Double  Nilai w6  
 
6. Tabel Data Latih 
Tabel data latih adalah tabel yang berisi informasi mengenai data latih yang 
akan digunakan dalam proses perhitungan. Berikut tabel data_latih dapat dilihat 
pada tabel 4.42 
Tabel 4.42 Perancangan Database Tabel Data Latih 
Nama Field Type data Length Deskripsi Keterangan 
id_latih Int 3 Id data latih Primary key 




pembagian Varchar 6 Persentasi data latih 
yang digunakan 
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7. Tabel Data Uji 
Tabel data uji adalah tabel yang berisi informasi mengenai data uji yang 
akan diprediksi jumlah produksinya. Berikut tabel data_uji dapat dilihat pada 
tabel 4.43 
Tabel 4.43 Perancangan Database Tabel Data Uji 
Nama Field Type data Length Deskripsi Keterangan 
id_uji Int 3 Id data uji Primary key 
Data Int 3 Data uji yang akan 
diprediksi 
Foreign key 
Prediksi Varchar 20 Hasil pengujian  




8. Tabel Bobot V Baru 
Tabel bobot v baru  adalah tabel yang berisikan nilai bobot v yang akan 
digunakan untuk proses pengujian. Berikut tabel bobot_v_baru dapat dilihat pada 
tabel 4.44 
Tabel 4.44 Perancangan Database Tabel Bobot V Baru 
Nama Field Type data Length Deskripsi Keterangan 
id_bv_baru Int 3 Id bobot v baru Primary key 
v0 Double  Nilai v0  
v1 Double  Nilai v1  
v2  Double  Nilai v2  
v3 Double  Nilai v3  
v4 Double  Nilai v4  
v5 Double  Nilai v5  
v6 Double  Nilai v6  
 
9. Tabel Bobot W Baru 
Tabel bobot w baru  adalah tabel yang berisi informasi mengenai bobot w 
baru yang akan digunakan untuk proses pengujian. Berikut tabel bobot_w_baru 
dapat dilihat pada tabel 4.45 
Tabel 4.45 Perancangan Database Tabel Bobot W Baru 
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Nama Field Type data Length Deskripsi Keterangan 
id_bw_baru Int 3 Id bobot w baru Primary key 
w0 Double  Nilai w0  
w1 Double  Nilai w1  
w2  Double  Nilai w2  
w3 Double  Nilai w3  
w4 Double  Nilai w4  
w5 Double  Nilai w5  
w6 Double  Nilai w6  
 
4.3.2 Perancangan Antarmuka (Interface) 
Interface sistem merupakan tampilan sistem yang digunakan untuk membuat 
komunikasi yang lebih mudah konsisten antara sistem dengan penggunanya. 
Beberapa hal yang diperlukan dalam pembuatan sistem yaitu tampilan yang baik dan 
mudah dimengerti oleh pengguna. 
4.3.2.1 Rancangan Antarmuka Login 
Menu login adalah tampilan awal saat pertama kali sistem dijalankan. Menu 
login digunakan untuk mengisi data pengguna agar bisa mengakses sistem. Berikut 
gambar 4.23 rancangan antarmuka login 
 
Gambar 4.23 Rancangan Antarmuka Login 
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4.3.2.2 Rancangan Antarmuka Menu Utama 
Rancangan antarmuka menu utama merupakan tampilan yang muncul ketika 
pengguna berhasil login. Tampilan menu utama dapat dilihat pada gambar 4.24 
berikut. 
 
Gambar 4.24 Rancangan Antarmuka Menu Utama 
4.3.2.3 Rancangan Menu Data Pengguna 
Menu data pengguna merupakan menu yang berfungsi untuk mengelola data 
pengguna agar bisa login ke sistem. Tampilan antarmukan menu data pengguna dapat 
dilihat pada gambar 4.25. 
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Gambar 4.25 Rancangan Menu Data Pengguna 
4.3.2.4 Rancangan Menu Data Variabel 
Menu data variabel berfungsi untuk menampilkan semua variabel yang 
digunakan pada penelitian ini. Tampilan menu data variabel dapat dilihat pada 
gambar 4.26.  
 
Gambar 4.26 Rancangan Menu Data Variabel 
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4.3.2.5 Rancangan Menu Data Produksi 
Menu data produksi berfungsi untuk data produksi. Tampilan menu data 
produksi dapat dilihat pada gambar 4.27 
 
Gambar 4.27 Rancangan Menu Data Produksi 
4.3.2.6 Rancangan Menu Bobot V Awal 
Menu bobot v awal berisi data bobot v seperti v0,v1,v2,v3,v4 dan v5. 
Tampilan menu bobot v awal dapat dilihat pada gambar 4.28 
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Gambar 4.28 Rancangan Menu Bobot V Awal 
4.3.2.7 Rancangan Menu Bobot W Awal 
Menu bobot w awal berisi data bobot w seperti w0,w1,w2,w3,w4 dan w5. 
Tampilan menu bobot w awal dapat dilihat pada gambar 4.29 
 
Gambar 4.29 Rancangan Menu Bobot W Awal 
    IV-53 
 
4.3.2.8 Rancangan Menu Pelatihan 
Menu pelatihan data terdapat inputan berupa epoch, learning rate, dan 
toleransi error yang digunakan dalam perhitungan. Tampilan menu pelatihan dapat 
dilihat pada gambar 4.30 
 
Gambar 4.30 Rancangan Menu Pelatihan 
4.3.2.9 Rancangan Menu Pengujian 
Menu pengujian berisikan data masukan berupa variable yang digunakan 
yang kemudian dilakukan denormalisasi. Tampilan menu pengujian dapat dilihat 
pada gambar 4.31 
    IV-54 
 
 
Gambar 4.31 Rancangan Menu Pengujian 
4.3.2.10 Rancangan Menu Prediksi 
Menu prediksi berisikan data masukan berupa variable yang digunakan 
untuk melakukan prediksi dengan menginputkan data variabel secara manual. 
Tampilan menu prediksi dapat dilihat pada gambar 4.32 
 





Kesimpulan menggunakan metode Elman Recurrent Neural Network untuk 
prediksi jumlah produksi barang pada Ekaputra Foods adalah sebagai berikut: 
1. Penerapan Jaringan Syaraf Tiruan dengan metode Elman Recurrent Neural 
Network yang dilakukan dengan cara menggunakan tiga kali percobaan data 
latih dan data uji yaitu 70%:30%, 80%:20% dan 90%:10% dan 6 neuron hidden 
layer dengan learning rate dari 0,1 sampai 0,9 dapat berjalan serta dapat 
memprediksi jumlah produksi barang. 
2. Pengujian MAPE dilakukan dengan 300 epoch dengan nilai learning rate 0,1 
sampai 0,9. Pembagian data dilakukan sebanyak tiga kali percobaan yaitu 70% 
data latih dan 30% data uji yang menghasilkan nilai MAPE terkecil sebesar 
0,21473 dan data uji 80% data latih dan 20% data uji yang menghasilkan nilai 
MAPE terkecil sebesar 0,24112 dengan learning rate yang sama yaitu 0,5 dan 
90% data latih dan 10% data uji yang menghasilkan nilai MAPE terkecil 
sebesar 1,20070 pada learning rate yaitu 0,9. 
3. Pengujian MAPE terkecil pada pembagian data 70% data latih dan 30% data uji 
dengan nilai 0,21473 learning rate 0,5. Semakin kecil hasil keluaran nilai 
learning rate, maka semakin kecil nilai MAPE yang dihasilkan. 
4. Penelitian ini berpengaruh pada nilai MAPE yang semakin sedikit apabila data 
uji memiliki jumlah yang banyak.  
6.2 Saran 
Saran-saran yang dapat diberikan untuk membangun sistem kedepan agar lebih 
baik adalah sebagai berikut: 
1. Data diperbanyak dan parameter yang berbeda guna untuk mendapatkan nilai 
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Tabel-tabel data produksi tahun 2011- tahun 2018 yang digunakan untuk proses 
prediksi jumlah produksi pada Ekaputra foods adalah sebagai berikut: 
Tabel B.1 Data Produksi Tahun 2011-2018 
No X0 X1 X2 X3 X4 Y 
Data 1 20212024 10253 8343 17723679 8256 9957 
Data 2 19115131 9867 7025 16902180 7207 8598 
Data 3 19530937 9778 8201 16724599 8476 9505 
Data 4 19232356 10837 9153 16099147 9820 9573 
Data 5 18476031 10365 8436 15232181 8964 9042 
Data 6 18720167 11345 7021 16782392 9098 9373 
Data 7 20612362 10274 7113 18906120 8236 8549 
Data 8 19156605 8658 8421 17263592 7873 7953 
Data 9 19945675 8209 8252 18920174 6678 6923 
Data 10 18367851 9736 7015 15689154 6617 6995 
Data 11 19554576 10786 9300 17989185 9778 9852 
Data 12 24904353 12974 10301 20976179 9574 9849 
Data 13 23511528 8373 4987 19133621 5676 5893 
Data 14 21643211 7902 1007 17353262 5990 6248 
Data 15 23278434 6753 1276 17986032 4876 5058 
Data 16 24398525 7114 2420 17677095 5854 5943 
Data 17 23658779 7929 3731 16907538 6497 6593 
Data 18 25300870 8186 3789 16778229 9876 9974 
Data 19 20064233 8835 3585 15126921 6301 6395 
Data 20 27658847 7512 4189 16377446 5721 5993 
Data 21 15217768 8205 4922 10621046 7902 7957 
Data 22 17851654 7630 3617 11276634 6863 6949 
Data 23 22453282 7455 3778 15754326 8534 8679 
Data 24 25743271 9560 3574 20546865 5323 5478 
Data 25 21204115 8232 4176 18242061 5679 5688 
Data 26 23133032 8386 3684 18964021 5494 5599 
Data 27 23123120 7632 3930 17976726 6872 6995 
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Data 28 24213121 7865 3533 18908647 6234 6394 
Data 29 23303342 7765 3497 16976435 6348 6594 
Data 30 25678768 5523 3729 17875724 6423 6533 
Data 31 25623436 8975 4275 19765680 6748 6834 
Data 32 22456785 6964 3884 15987612 7349 7411 
Data 33 23462354 5987 3729 16986008 4924 5052 
Data 34 23456421 8076 3976 19567923 8932 8942 
Data 35 27252465 6468 4062 17898789 5233 5391 
Data 36 29547658 6578 3826 13456706 3492 3547 
Data 37 21325671 6976 3424 18499742 4328 4496 
Data 38 23355382 6798 3096 18037841 6776 6894 
Data 39 29649283 4567 2935 17904773 6342 6482 
Data 40 19517061 8978 3123 15584580 8959 8974 
Data 41 21588342 9245 2677 18756457 5677 5789 
Data 42 27215401 8643 3274 13562656 7809 7849 
Data 43 26759149 7986 2574 10858287 8786 8739 
Data 44 22621055 8889 2437 12482595 6749 6799 
Data 45 27262343 9898 1894 18587818 6893 6979 
Data 46 28638806 8867 2089 25858110 7870 7889 
Data 47 26720371 7797 2662 17757790 5950 6052 
Data 48 29152738 6879 5221 15501525 9693 9697 
Data 49 24920451 6574 2867 15422558 3923 4094 
Data 50 26278154 9879 2638 23758570 5689 5795 
Data 51 29638276 7904 2849 21058789 9879 9893 
Data 52 25127897 6965 3017 21455782 4983 5043 
Data 53 25984200 2235 3288 17932525 2752 2794 
Data 54 27267699 5285 2975 18959257 5928 5972 
Data 55 26766020 2526 2621 19967881 5092 5194 
Data 56 22213176 3467 3062 15312349 6989 6991 
Data 57 27913294 6809 2425 16683962 9656 9690 
Data 58 28938263 5487 3442 17959812 9698 9974 
Data 59 32812181 5982 3603 17535509 6585 6624 
Data 60 29727610 6948 4315 19823958 9845 9893 
Data 61 26180354 5677 2998 18685925 2758 2799 
Data 62 22213173 3570 2691 15474674 1492 2548 
Data 63 27916329 7483 2763 21557557 6745 6794 









Tabel B.2 Normalisasi Data 
No X0 X1 X2 X3 X4 Target 
Data 1 0,2788 0,7466 0,7893 0,4661 0,8065 0,9977 
Data 2 0,2176 0,7107 0,6475 0,4122 0,6814 0,8147 
Data 3 0,2408 0,7024 0,7740 0,4006 0,8327 0,9368 
Data 4 0,2241 0,8010 0,8765 0,3595 0,9930 0,9460 
Data 5 0,1819 0,7571 0,7993 0,3026 0,8909 0,8745 
Data 6 0,1956 0,8483 0,6471 0,4044 0,9069 0,9191 
Data 7 0,3012 0,7486 0,6570 0,5437 0,8041 0,8081 
Data 8 0,2199 0,5981 0,7977 0,4359 0,7608 0,7278 
Data 9 0,2640 0,5563 0,7795 0,5447 0,6183 0,5891 
Data 10 0,1759 0,6985 0,6464 0,3326 0,6111 0,5988 
Data 11 0,2421 0,7963 0,8923 0,4836 0,9880 0,9836 
Data 12 0,5408 1,0000 1,0000 0,6796 0,9636 0,9832 
Data 13 0,4631 0,5716 0,4282 0,5587 0,4989 0,4504 
Data 14 0,3588 0,5277 0,0000 0,4418 0,5363 0,4982 
Data 15 0,4501 0,4207 0,0289 0,4834 0,4035 0,3380 
Data 16 0,5126 0,4543 0,1520 0,4631 0,5201 0,4572 
Data 17 0,4713 0,5302 0,2931 0,4126 0,5968 0,5447 
Data 18 0,5630 0,5541 0,2993 0,4041 0,9996 1,0000 
Data 19 0,2706 0,6146 0,2774 0,2957 0,5734 0,5180 
Data 20 0,6946 0,4914 0,3424 0,3778 0,5042 0,4639 
Data 21 0,0000 0,5559 0,4212 0,0000 0,7643 0,7284 
Data 22 0,1471 0,5024 0,2808 0,0430 0,6404 0,5926 
Data 23 0,4040 0,4861 0,2981 0,3369 0,8396 0,8256 
Data 24 0,5877 0,6821 0,2762 0,6514 0,4568 0,3946 
Data 25 0,3342 0,5584 0,3410 0,5002 0,4992 0,4228 
Data 26 0,4419 0,5728 0,2880 0,5475 0,4772 0,4109 
Data 27 0,4414 0,5026 0,3145 0,4827 0,6415 0,5988 
Data 28 0,5022 0,5243 0,2718 0,5439 0,5654 0,5179 
Data 29 0,4514 0,5149 0,2679 0,4171 0,5790 0,5448 
Data 30 0,5841 0,3062 0,2929 0,4761 0,5879 0,5366 
Data 31 0,5810 0,6276 0,3516 0,6002 0,6267 0,5772 
Data 32 0,4042 0,4404 0,3096 0,3522 0,6983 0,6549 
Data 33 0,4603 0,3494 0,2929 0,4177 0,4092 0,3372 
Data 34 0,4600 0,5439 0,3195 0,5872 0,8871 0,8610 
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Data 35 0,6719 0,3942 0,3287 0,4776 0,4460 0,3828 
Data 36 0,8001 0,4044 0,3033 0,1861 0,2385 0,1345 
Data 37 0,3410 0,4415 0,2601 0,5171 0,3381 0,2623 
Data 38 0,4543 0,4249 0,2248 0,4868 0,6300 0,5852 
Data 39 0,8058 0,2172 0,2074 0,4780 0,5783 0,5298 
Data 40 0,2400 0,6279 0,2277 0,3258 0,8903 0,8653 
Data 41 0,3557 0,6528 0,1797 0,5339 0,4990 0,4364 
Data 42 0,6699 0,5967 0,2439 0,1931 0,7532 0,7138 
Data 43 0,6444 0,5355 0,1686 0,0156 0,8697 0,8337 
Data 44 0,4133 0,6196 0,1539 0,1222 0,6268 0,5724 
Data 45 0,6725 0,7136 0,0954 0,5229 0,6440 0,5967 
Data 46 0,7493 0,6176 0,1164 1,0000 0,7605 0,7192 
Data 47 0,6422 0,5179 0,1781 0,4684 0,5315 0,4719 
Data 48 0,7780 0,4324 0,4534 0,3203 0,9778 0,9627 
Data 49 0,5417 0,4040 0,2001 0,3151 0,2899 0,2082 
Data 50 0,6175 0,7118 0,1755 0,8622 0,5004 0,4372 
Data 51 0,8051 0,5279 0,1982 0,6850 1,0000 0,9891 
Data 52 0,5533 0,4405 0,2163 0,7111 0,4162 0,3360 
Data 53 0,6011 0,0000 0,2454 0,4798 0,1502 0,0331 
Data 54 0,6728 0,2840 0,2117 0,5472 0,5289 0,4611 
Data 55 0,6448 0,0271 0,1737 0,6134 0,4292 0,3563 
Data 56 0,3906 0,1147 0,2211 0,3079 0,6554 0,5983 
Data 57 0,7088 0,4259 0,1526 0,3979 0,9734 0,9618 
Data 58 0,7661 0,3028 0,2620 0,4816 0,9784 1,0000 
Data 59 0,9824 0,3489 0,2793 0,4538 0,6072 0,5489 
Data 60 0,8101 0,4389 0,3559 0,6040 0,9959 0,9891 
Data 61 0,6121 0,3205 0,2142 0,5293 0,1509 0,0338 
Data 62 0,3906 0,1243 0,1812 0,3185 0,0000 0,0000 
Data 63 0,7090 0,4887 0,1889 0,7178 0,6263 0,5718 
Data 64 0,7658 0,0827 0,2050 0,6061 0,3614 0,2888 
Data 65 0,6474 0,5712 0,2045 0,4560 0,5943 0,5450 
Data 66 0,6705 0,3312 0,2465 0,7230 0,9646 0,9432 
Data 67 0,9527 0,6813 0,2073 0,9198 0,7744 0,7328 
Data 68 1,0000 0,7118 0,1410 0,3816 0,6491 0,6250 
Data 69 0,7815 0,5186 0,2137 0,5808 0,6375 0,6203 
Data 70 0,8169 0,4306 0,0940 0,4628 0,4475 0,5858 
Data 71 0,7147 0,4818 0,1928 0,4578 0,8408 0,8162 
Data 72 0,8710 0,4900 0,4266 0,7294 0,8638 0,8341 
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Data 73 0,4938 0,5065 0,2383 0,5301 0,6072 0,6054 
Data 74 0,6316 0,5413 0,2455 0,6132 0,5729 0,6523 
Data 75 0,7826 0,4378 0,2175 0,5479 0,5247 0,5987 
Data 76 0,7871 0,7066 0,2143 0,4628 0,5974 0,5522 
Data 77 0,7618 0,3250 0,2154 0,5144 0,9642 0,7467 
Data 78 0,7100 0,2852 0,3216 0,2100 0,2125 0,5925 
Data 79 0,6229 0,4247 0,3233 0,3575 0,5134 0,5851 
Data 80 0,4749 0,0289 0,3170 0,5825 0,8563 0,8271 
Data 81 0,6744 0,6726 0,3154 0,5995 0,6316 0,6116 
Data 82 0,9090 0,5920 0,3607 0,9749 0,6322 0,7198 
Data 83 0,8917 0,4377 0,3759 0,9152 0,7668 0,7268 
Data 84 0,7750 0,5322 0,4829 0,7171 0,6399 0,6761 
Data 85 0,4631 0,5802 0,4248 0,5587 0,4987 0,4371 
Data 86 0,3588 0,5270 0,2923 0,4418 0,5111 0,5731 
Data 87 0,4499 0,3736 0,0289 0,4834 0,4015 0,5816 
Data 88 0,5126 0,5334 0,1512 0,4631 0,5307 0,5955 
Data 89 0,4713 0,4643 0,2956 0,4126 0,6207 0,5719 
Data 90 0,5630 0,5413 0,2954 0,4041 0,9996 0,9980 
Data 91 0,2706 0,5972 0,2733 0,2957 0,5813 0,5319 
Data 92 0,6946 0,4991 0,3430 0,3778 0,8300 0,8143 
Data 93 0,0000 0,5372 0,4152 0,0000 0,7704 0,7402 
Data 94 0,1471 0,5149 0,2893 0,0430 0,6547 0,5982 
Data 95 0,4040 0,4742 0,2969 0,3369 0,8432 0,8162 
Data 96 0,5877 0,4415 0,2731 0,6514 0,4594 0,6660 







Pembagian data dengan data latih 70%, 80%, dan 90% yang telah dilakukan 
normalisasi dapat dilihat pada tabel berikut ini: 
Tabel C.1 Data Latih 70% 
No X0 X1 X2 X3 X4 Target 
Data 1 0,2788 0,7466 0,7893 0,4661 0,8065 0,9977 
Data 2 0,2176 0,7107 0,6475 0,4122 0,6814 0,8147 
Data 3 0,2408 0,7024 0,7740 0,4006 0,8327 0,9368 
Data 4 0,2241 0,8010 0,8765 0,3595 0,9930 0,9460 
Data 5 0,1819 0,7571 0,7993 0,3026 0,8909 0,8745 
Data 6 0,1956 0,8483 0,6471 0,4044 0,9069 0,9191 
Data 7 0,3012 0,7486 0,6570 0,5437 0,8041 0,8081 
Data 8 0,2199 0,5981 0,7977 0,4359 0,7608 0,7278 
Data 9 0,2640 0,5563 0,7795 0,5447 0,6183 0,5891 
Data 10 0,1759 0,6985 0,6464 0,3326 0,6111 0,5988 
Data 11 0,2421 0,7963 0,8923 0,4836 0,9880 0,9836 
Data 12 0,5408 1,0000 1,0000 0,6796 0,9636 0,9832 
Data 13 0,4631 0,5716 0,4282 0,5587 0,4989 0,4504 
Data 14 0,3588 0,5277 0,0000 0,4418 0,5363 0,4982 
Data 15 0,4501 0,4207 0,0289 0,4834 0,4035 0,3380 
Data 16 0,5126 0,4543 0,1520 0,4631 0,5201 0,4572 
Data 17 0,4713 0,5302 0,2931 0,4126 0,5968 0,5447 
Data 18 0,5630 0,5541 0,2993 0,4041 0,9996 1,0000 
Data 19 0,2706 0,6146 0,2774 0,2957 0,5734 0,5180 
Data 20 0,6946 0,4914 0,3424 0,3778 0,5042 0,4639 
Data 21 0,0000 0,5559 0,4212 0,0000 0,7643 0,7284 
Data 22 0,1471 0,5024 0,2808 0,0430 0,6404 0,5926 
Data 23 0,4040 0,4861 0,2981 0,3369 0,8396 0,8256 
Data 24 0,5877 0,6821 0,2762 0,6514 0,4568 0,3946 
Data 25 0,3342 0,5584 0,3410 0,5002 0,4992 0,4228 
Data 26 0,4419 0,5728 0,2880 0,5475 0,4772 0,4109 
Data 27 0,4414 0,5026 0,3145 0,4827 0,6415 0,5988 
Data 28 0,5022 0,5243 0,2718 0,5439 0,5654 0,5179 
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Data 29 0,4514 0,5149 0,2679 0,4171 0,5790 0,5448 
Data 30 0,5841 0,3062 0,2929 0,4761 0,5879 0,5366 
Data 31 0,5810 0,6276 0,3516 0,6002 0,6267 0,5772 
Data 32 0,4042 0,4404 0,3096 0,3522 0,6983 0,6549 
Data 33 0,4603 0,3494 0,2929 0,4177 0,4092 0,3372 
Data 34 0,4600 0,5439 0,3195 0,5872 0,8871 0,8610 
Data 35 0,6719 0,3942 0,3287 0,4776 0,4460 0,3828 
Data 36 0,8001 0,4044 0,3033 0,1861 0,2385 0,1345 
Data 37 0,3410 0,4415 0,2601 0,5171 0,3381 0,2623 
Data 38 0,4543 0,4249 0,2248 0,4868 0,6300 0,5852 
Data 39 0,8058 0,2172 0,2074 0,4780 0,5783 0,5298 
Data 40 0,2400 0,6279 0,2277 0,3258 0,8903 0,8653 
Data 41 0,3557 0,6528 0,1797 0,5339 0,4990 0,4364 
Data 42 0,6699 0,5967 0,2439 0,1931 0,7532 0,7138 
Data 43 0,6444 0,5355 0,1686 0,0156 0,8697 0,8337 
Data 44 0,4133 0,6196 0,1539 0,1222 0,6268 0,5724 
Data 45 0,6725 0,7136 0,0954 0,5229 0,6440 0,5967 
Data 46 0,7493 0,6176 0,1164 1,0000 0,7605 0,7192 
Data 47 0,6422 0,5179 0,1781 0,4684 0,5315 0,4719 
Data 48 0,7780 0,4324 0,4534 0,3203 0,9778 0,9627 
Data 49 0,5417 0,4040 0,2001 0,3151 0,2899 0,2082 
Data 50 0,6175 0,7118 0,1755 0,8622 0,5004 0,4372 
Data 51 0,8051 0,5279 0,1982 0,6850 1,0000 0,9891 
Data 52 0,5533 0,4405 0,2163 0,7111 0,4162 0,3360 
Data 53 0,6011 0,0000 0,2454 0,4798 0,1502 0,0331 
Data 54 0,6728 0,2840 0,2117 0,5472 0,5289 0,4611 
Data 55 0,6448 0,0271 0,1737 0,6134 0,4292 0,3563 
Data 56 0,3906 0,1147 0,2211 0,3079 0,6554 0,5983 
Data 57 0,7088 0,4259 0,1526 0,3979 0,9734 0,9618 
Data 58 0,7661 0,3028 0,2620 0,4816 0,9784 1,0000 
Data 59 0,9824 0,3489 0,2793 0,4538 0,6072 0,5489 
Data 60 0,8101 0,4389 0,3559 0,6040 0,9959 0,9891 
Data 61 0,6121 0,3205 0,2142 0,5293 0,1509 0,0338 
Data 62 0,3906 0,1243 0,1812 0,3185 0,0000 0,0000 
Data 63 0,7090 0,4887 0,1889 0,7178 0,6263 0,5718 
Data 64 0,7658 0,0827 0,2050 0,6061 0,3614 0,2888 
Data 65 0,6474 0,5712 0,2045 0,4560 0,5943 0,5450 
Data 66 0,6705 0,3312 0,2465 0,7230 0,9646 0,9432 
 C-3 
 
Data 67 0,9527 0,6813 0,2073 0,9198 0,7744 0,7328 
 
Tabel C.2 Data Latih 80% 
No X0 X1 X2 X3 X4 Target 
Data 1 0,2788 0,7466 0,7893 0,4661 0,8065 0,9977 
Data 2 0,2176 0,7107 0,6475 0,4122 0,6814 0,8147 
Data 3 0,2408 0,7024 0,7740 0,4006 0,8327 0,9368 
Data 4 0,2241 0,8010 0,8765 0,3595 0,9930 0,9460 
Data 5 0,1819 0,7571 0,7993 0,3026 0,8909 0,8745 
Data 6 0,1956 0,8483 0,6471 0,4044 0,9069 0,9191 
Data 7 0,3012 0,7486 0,6570 0,5437 0,8041 0,8081 
Data 8 0,2199 0,5981 0,7977 0,4359 0,7608 0,7278 
Data 9 0,2640 0,5563 0,7795 0,5447 0,6183 0,5891 
Data 10 0,1759 0,6985 0,6464 0,3326 0,6111 0,5988 
Data 11 0,2421 0,7963 0,8923 0,4836 0,9880 0,9836 
Data 12 0,5408 1,0000 1,0000 0,6796 0,9636 0,9832 
Data 13 0,4631 0,5716 0,4282 0,5587 0,4989 0,4504 
Data 14 0,3588 0,5277 0,0000 0,4418 0,5363 0,4982 
Data 15 0,4501 0,4207 0,0289 0,4834 0,4035 0,3380 
Data 16 0,5126 0,4543 0,1520 0,4631 0,5201 0,4572 
Data 17 0,4713 0,5302 0,2931 0,4126 0,5968 0,5447 
Data 18 0,5630 0,5541 0,2993 0,4041 0,9996 1,0000 
Data 19 0,2706 0,6146 0,2774 0,2957 0,5734 0,5180 
Data 20 0,6946 0,4914 0,3424 0,3778 0,5042 0,4639 
Data 21 0,0000 0,5559 0,4212 0,0000 0,7643 0,7284 
Data 22 0,1471 0,5024 0,2808 0,0430 0,6404 0,5926 
Data 23 0,4040 0,4861 0,2981 0,3369 0,8396 0,8256 
Data 24 0,5877 0,6821 0,2762 0,6514 0,4568 0,3946 
Data 25 0,3342 0,5584 0,3410 0,5002 0,4992 0,4228 
Data 26 0,4419 0,5728 0,2880 0,5475 0,4772 0,4109 
Data 27 0,4414 0,5026 0,3145 0,4827 0,6415 0,5988 
Data 28 0,5022 0,5243 0,2718 0,5439 0,5654 0,5179 
Data 29 0,4514 0,5149 0,2679 0,4171 0,5790 0,5448 
Data 30 0,5841 0,3062 0,2929 0,4761 0,5879 0,5366 
Data 31 0,5810 0,6276 0,3516 0,6002 0,6267 0,5772 
Data 32 0,4042 0,4404 0,3096 0,3522 0,6983 0,6549 
Data 33 0,4603 0,3494 0,2929 0,4177 0,4092 0,3372 
 C-4 
 
Data 34 0,4600 0,5439 0,3195 0,5872 0,8871 0,8610 
Data 35 0,6719 0,3942 0,3287 0,4776 0,4460 0,3828 
Data 36 0,8001 0,4044 0,3033 0,1861 0,2385 0,1345 
Data 37 0,3410 0,4415 0,2601 0,5171 0,3381 0,2623 
Data 38 0,4543 0,4249 0,2248 0,4868 0,6300 0,5852 
Data 39 0,8058 0,2172 0,2074 0,4780 0,5783 0,5298 
Data 40 0,2400 0,6279 0,2277 0,3258 0,8903 0,8653 
Data 41 0,3557 0,6528 0,1797 0,5339 0,4990 0,4364 
Data 42 0,6699 0,5967 0,2439 0,1931 0,7532 0,7138 
Data 43 0,6444 0,5355 0,1686 0,0156 0,8697 0,8337 
Data 44 0,4133 0,6196 0,1539 0,1222 0,6268 0,5724 
Data 45 0,6725 0,7136 0,0954 0,5229 0,6440 0,5967 
Data 46 0,7493 0,6176 0,1164 1,0000 0,7605 0,7192 
Data 47 0,6422 0,5179 0,1781 0,4684 0,5315 0,4719 
Data 48 0,7780 0,4324 0,4534 0,3203 0,9778 0,9627 
Data 49 0,5417 0,4040 0,2001 0,3151 0,2899 0,2082 
Data 50 0,6175 0,7118 0,1755 0,8622 0,5004 0,4372 
Data 51 0,8051 0,5279 0,1982 0,6850 1,0000 0,9891 
Data 52 0,5533 0,4405 0,2163 0,7111 0,4162 0,3360 
Data 53 0,6011 0,0000 0,2454 0,4798 0,1502 0,0331 
Data 54 0,6728 0,2840 0,2117 0,5472 0,5289 0,4611 
Data 55 0,6448 0,0271 0,1737 0,6134 0,4292 0,3563 
Data 56 0,3906 0,1147 0,2211 0,3079 0,6554 0,5983 
Data 57 0,7088 0,4259 0,1526 0,3979 0,9734 0,9618 
Data 58 0,7661 0,3028 0,2620 0,4816 0,9784 1,0000 
Data 59 0,9824 0,3489 0,2793 0,4538 0,6072 0,5489 
Data 60 0,8101 0,4389 0,3559 0,6040 0,9959 0,9891 
Data 61 0,6121 0,3205 0,2142 0,5293 0,1509 0,0338 
Data 62 0,3906 0,1243 0,1812 0,3185 0,0000 0,0000 
Data 63 0,7090 0,4887 0,1889 0,7178 0,6263 0,5718 
Data 64 0,7658 0,0827 0,2050 0,6061 0,3614 0,2888 
Data 65 0,6474 0,5712 0,2045 0,4560 0,5943 0,5450 
Data 66 0,6705 0,3312 0,2465 0,7230 0,9646 0,9432 
Data 67 0,9527 0,6813 0,2073 0,9198 0,7744 0,7328 
Data 68 1,0000 0,7118 0,1410 0,3816 0,6491 0,6250 
Data 69 0,7815 0,5186 0,2137 0,5808 0,6375 0,6203 
Data 70 0,8169 0,4306 0,0940 0,4628 0,4475 0,5858 
Data 71 0,7147 0,4818 0,1928 0,4578 0,8408 0,8162 
 C-5 
 
Data 72 0,8710 0,4900 0,4266 0,7294 0,8638 0,8341 
Data 73 0,4938 0,5065 0,2383 0,5301 0,6072 0,6054 
Data 74 0,6316 0,5413 0,2455 0,6132 0,5729 0,6523 
Data 75 0,7826 0,4378 0,2175 0,5479 0,5247 0,5987 
Data 76 0,7871 0,7066 0,2143 0,4628 0,5974 0,5522 
Data 77 0,7618 0,3250 0,2154 0,5144 0,9642 0,7467 
 
Tabel C.3 Data Latih 90% 
 No X0 X1 X2 X3 X4 Target 
Data 1 0,2788 0,7466 0,7893 0,4661 0,8065 0,9977 
Data 2 0,2176 0,7107 0,6475 0,4122 0,6814 0,8147 
Data 3 0,2408 0,7024 0,7740 0,4006 0,8327 0,9368 
Data 4 0,2241 0,8010 0,8765 0,3595 0,9930 0,9460 
Data 5 0,1819 0,7571 0,7993 0,3026 0,8909 0,8745 
Data 6 0,1956 0,8483 0,6471 0,4044 0,9069 0,9191 
Data 7 0,3012 0,7486 0,6570 0,5437 0,8041 0,8081 
Data 8 0,2199 0,5981 0,7977 0,4359 0,7608 0,7278 
Data 9 0,2640 0,5563 0,7795 0,5447 0,6183 0,5891 
Data 10 0,1759 0,6985 0,6464 0,3326 0,6111 0,5988 
Data 11 0,2421 0,7963 0,8923 0,4836 0,9880 0,9836 
Data 12 0,5408 1,0000 1,0000 0,6796 0,9636 0,9832 
Data 13 0,4631 0,5716 0,4282 0,5587 0,4989 0,4504 
Data 14 0,3588 0,5277 0,0000 0,4418 0,5363 0,4982 
Data 15 0,4501 0,4207 0,0289 0,4834 0,4035 0,3380 
Data 16 0,5126 0,4543 0,1520 0,4631 0,5201 0,4572 
Data 17 0,4713 0,5302 0,2931 0,4126 0,5968 0,5447 
Data 18 0,5630 0,5541 0,2993 0,4041 0,9996 1,0000 
Data 19 0,2706 0,6146 0,2774 0,2957 0,5734 0,5180 
Data 20 0,6946 0,4914 0,3424 0,3778 0,5042 0,4639 
Data 21 0,0000 0,5559 0,4212 0,0000 0,7643 0,7284 
Data 22 0,1471 0,5024 0,2808 0,0430 0,6404 0,5926 
Data 23 0,4040 0,4861 0,2981 0,3369 0,8396 0,8256 
Data 24 0,5877 0,6821 0,2762 0,6514 0,4568 0,3946 
Data 25 0,3342 0,5584 0,3410 0,5002 0,4992 0,4228 
Data 26 0,4419 0,5728 0,2880 0,5475 0,4772 0,4109 
Data 27 0,4414 0,5026 0,3145 0,4827 0,6415 0,5988 
Data 28 0,5022 0,5243 0,2718 0,5439 0,5654 0,5179 
 C-6 
 
Data 29 0,4514 0,5149 0,2679 0,4171 0,5790 0,5448 
Data 30 0,5841 0,3062 0,2929 0,4761 0,5879 0,5366 
Data 31 0,5810 0,6276 0,3516 0,6002 0,6267 0,5772 
Data 32 0,4042 0,4404 0,3096 0,3522 0,6983 0,6549 
Data 33 0,4603 0,3494 0,2929 0,4177 0,4092 0,3372 
Data 34 0,4600 0,5439 0,3195 0,5872 0,8871 0,8610 
Data 35 0,6719 0,3942 0,3287 0,4776 0,4460 0,3828 
Data 36 0,8001 0,4044 0,3033 0,1861 0,2385 0,1345 
Data 37 0,3410 0,4415 0,2601 0,5171 0,3381 0,2623 
Data 38 0,4543 0,4249 0,2248 0,4868 0,6300 0,5852 
Data 39 0,8058 0,2172 0,2074 0,4780 0,5783 0,5298 
Data 40 0,2400 0,6279 0,2277 0,3258 0,8903 0,8653 
Data 41 0,3557 0,6528 0,1797 0,5339 0,4990 0,4364 
Data 42 0,6699 0,5967 0,2439 0,1931 0,7532 0,7138 
Data 43 0,6444 0,5355 0,1686 0,0156 0,8697 0,8337 
Data 44 0,4133 0,6196 0,1539 0,1222 0,6268 0,5724 
Data 45 0,6725 0,7136 0,0954 0,5229 0,6440 0,5967 
Data 46 0,7493 0,6176 0,1164 1,0000 0,7605 0,7192 
Data 47 0,6422 0,5179 0,1781 0,4684 0,5315 0,4719 
Data 48 0,7780 0,4324 0,4534 0,3203 0,9778 0,9627 
Data 49 0,5417 0,4040 0,2001 0,3151 0,2899 0,2082 
Data 50 0,6175 0,7118 0,1755 0,8622 0,5004 0,4372 
Data 51 0,8051 0,5279 0,1982 0,6850 1,0000 0,9891 
Data 52 0,5533 0,4405 0,2163 0,7111 0,4162 0,3360 
Data 53 0,6011 0,0000 0,2454 0,4798 0,1502 0,0331 
Data 54 0,6728 0,2840 0,2117 0,5472 0,5289 0,4611 
Data 55 0,6448 0,0271 0,1737 0,6134 0,4292 0,3563 
Data 56 0,3906 0,1147 0,2211 0,3079 0,6554 0,5983 
Data 57 0,7088 0,4259 0,1526 0,3979 0,9734 0,9618 
Data 58 0,7661 0,3028 0,2620 0,4816 0,9784 1,0000 
Data 59 0,9824 0,3489 0,2793 0,4538 0,6072 0,5489 
Data 60 0,8101 0,4389 0,3559 0,6040 0,9959 0,9891 
Data 61 0,6121 0,3205 0,2142 0,5293 0,1509 0,0338 
Data 62 0,3906 0,1243 0,1812 0,3185 0,0000 0,0000 
Data 63 0,7090 0,4887 0,1889 0,7178 0,6263 0,5718 
Data 64 0,7658 0,0827 0,2050 0,6061 0,3614 0,2888 
Data 65 0,6474 0,5712 0,2045 0,4560 0,5943 0,5450 
Data 66 0,6705 0,3312 0,2465 0,7230 0,9646 0,9432 
 C-7 
 
Data 67 0,9527 0,6813 0,2073 0,9198 0,7744 0,7328 
Data 68 1,0000 0,7118 0,1410 0,3816 0,6491 0,6250 
Data 69 0,7815 0,5186 0,2137 0,5808 0,6375 0,6203 
Data 70 0,8169 0,4306 0,0940 0,4628 0,4475 0,5858 
Data 71 0,7147 0,4818 0,1928 0,4578 0,8408 0,8162 
Data 72 0,8710 0,4900 0,4266 0,7294 0,8638 0,8341 
Data 73 0,4938 0,5065 0,2383 0,5301 0,6072 0,6054 
Data 74 0,6316 0,5413 0,2455 0,6132 0,5729 0,6523 
Data 75 0,7826 0,4378 0,2175 0,5479 0,5247 0,5987 
Data 76 0,7871 0,7066 0,2143 0,4628 0,5974 0,5522 
Data 77 0,7618 0,3250 0,2154 0,5144 0,9642 0,7467 
Data 78 0,7100 0,2852 0,3216 0,2100 0,2125 0,5925 
Data 79 0,6229 0,4247 0,3233 0,3575 0,5134 0,5851 
Data 80 0,4749 0,0289 0,3170 0,5825 0,8563 0,8271 
Data 81 0,6744 0,6726 0,3154 0,5995 0,6316 0,6116 
Data 82 0,9090 0,5920 0,3607 0,9749 0,6322 0,7198 
Data 83 0,8917 0,4377 0,3759 0,9152 0,7668 0,7268 
Data 84 0,7750 0,5322 0,4829 0,7171 0,6399 0,6761 
Data 85 0,4631 0,5802 0,4248 0,5587 0,4987 0,4371 
Data 86 0,3588 0,5270 0,2923 0,4418 0,5111 0,5731 
 
 







Pembagian data dengan data uji 30%, 20% dan 10%  dapat dilihat pada tabel 
berikut ini: 
Tabel D.1 Data Uji 30% 
No X0 X1 X2 X3 X4 Target 
Data 68 1,0000 0,7118 0,1410 0,3816 0,6491 0,6250 
Data 69 0,7815 0,5186 0,2137 0,5808 0,6375 0,6203 
Data 70 0,8169 0,4306 0,0940 0,4628 0,4475 0,5858 
Data 71 0,7147 0,4818 0,1928 0,4578 0,8408 0,8162 
Data 72 0,8710 0,4900 0,4266 0,7294 0,8638 0,8341 
Data 73 0,4938 0,5065 0,2383 0,5301 0,6072 0,6054 
Data 74 0,6316 0,5413 0,2455 0,6132 0,5729 0,6523 
Data 75 0,7826 0,4378 0,2175 0,5479 0,5247 0,5987 
Data 76 0,7871 0,7066 0,2143 0,4628 0,5974 0,5522 
Data 77 0,7618 0,3250 0,2154 0,5144 0,9642 0,7467 
Data 78 0,7100 0,2852 0,3216 0,2100 0,2125 0,5925 
Data 79 0,6229 0,4247 0,3233 0,3575 0,5134 0,5851 
Data 80 0,4749 0,0289 0,3170 0,5825 0,8563 0,8271 
Data 81 0,6744 0,6726 0,3154 0,5995 0,6316 0,6116 
Data 82 0,9090 0,5920 0,3607 0,9749 0,6322 0,7198 
Data 83 0,8917 0,4377 0,3759 0,9152 0,7668 0,7268 
Data 84 0,7750 0,5322 0,4829 0,7171 0,6399 0,6761 
Data 85 0,4631 0,5802 0,4248 0,5587 0,4987 0,4371 
Data 86 0,3588 0,5270 0,2923 0,4418 0,5111 0,5731 
Data 87 0,4499 0,3736 0,0289 0,4834 0,4015 0,5816 
Data 88 0,5126 0,5334 0,1512 0,4631 0,5307 0,5955 
Data 89 0,4713 0,4643 0,2956 0,4126 0,6207 0,5719 
Data 90 0,5630 0,5413 0,2954 0,4041 0,9996 0,9980 
Data 91 0,2706 0,5972 0,2733 0,2957 0,5813 0,5319 
Data 92 0,6946 0,4991 0,3430 0,3778 0,8300 0,8143 
Data 93 0,0000 0,5372 0,4152 0,0000 0,7704 0,7402 
Data 94 0,1471 0,5149 0,2893 0,0430 0,6547 0,5982 
Data 95 0,4040 0,4742 0,2969 0,3369 0,8432 0,8162 
 D-2 
 
Data 96 0,5877 0,4415 0,2731 0,6514 0,4594 0,6660 
 
Tabel D.2 Data Uji 20% 
No X0 X1 X2 X3 X4 Target 
Data 78 0,7100 0,2852 0,3216 0,2100 0,2125 0,5925 
Data 79 0,6229 0,4247 0,3233 0,3575 0,5134 0,5851 
Data 80 0,4749 0,0289 0,3170 0,5825 0,8563 0,8271 
Data 81 0,6744 0,6726 0,3154 0,5995 0,6316 0,6116 
Data 82 0,9090 0,5920 0,3607 0,9749 0,6322 0,7198 
Data 83 0,8917 0,4377 0,3759 0,9152 0,7668 0,7268 
Data 84 0,7750 0,5322 0,4829 0,7171 0,6399 0,6761 
Data 85 0,4631 0,5802 0,4248 0,5587 0,4987 0,4371 
Data 86 0,3588 0,5270 0,2923 0,4418 0,5111 0,5731 
Data 87 0,4499 0,3736 0,0289 0,4834 0,4015 0,5816 
Data 88 0,5126 0,5334 0,1512 0,4631 0,5307 0,5955 
Data 89 0,4713 0,4643 0,2956 0,4126 0,6207 0,5719 
Data 90 0,5630 0,5413 0,2954 0,4041 0,9996 0,9980 
Data 91 0,2706 0,5972 0,2733 0,2957 0,5813 0,5319 
Data 92 0,6946 0,4991 0,3430 0,3778 0,8300 0,8143 
Data 93 0,0000 0,5372 0,4152 0,0000 0,7704 0,7402 
Data 94 0,1471 0,5149 0,2893 0,0430 0,6547 0,5982 
Data 95 0,4040 0,4742 0,2969 0,3369 0,8432 0,8162 
Data 96 0,5877 0,4415 0,2731 0,6514 0,4594 0,6660 
 
Tabel D.3 Data Uji 10% 
No X0 X1 X2 X3 X4 Target 
Data 87 0,4499 0,3736 0,0289 0,4834 0,4015 0,5816 
Data 88 0,5126 0,5334 0,1512 0,4631 0,5307 0,5955 
Data 89 0,4713 0,4643 0,2956 0,4126 0,6207 0,5719 
Data 90 0,5630 0,5413 0,2954 0,4041 0,9996 0,9980 
Data 91 0,2706 0,5972 0,2733 0,2957 0,5813 0,5319 
Data 92 0,6946 0,4991 0,3430 0,3778 0,8300 0,8143 
Data 93 0,0000 0,5372 0,4152 0,0000 0,7704 0,7402 
Data 94 0,1471 0,5149 0,2893 0,0430 0,6547 0,5982 
Data 95 0,4040 0,4742 0,2969 0,3369 0,8432 0,8162 




    KUESIONER 
Berikut ini merupakan pengujian User Acceptance Test dapat dilihat pada 
tabel E.1 dibawah ini. 
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