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Ratliff-Rush Monomial Ideals
Veronica Crispin Quin˜onez
Abstract. Let I be a regular m-primary ideal in (R,m, k). Then its Ratliff-
Rush associated ideal I¯ is the largest ideal containing I with the same Hilbert
polynomial as I. In this paper we present a method to compute Ratliff-Rush
ideals for a certain class of monomial ideals in the rings k[x, y] and k[[x,y]].
We find an upper bound for the Ratliff-Rush reduction number for an ideal
in this class. Moreover, we establish some new characterizations of when all
powers of I are Ratliff-Rush.
1. Introduction
Let R be a Noetherian ring and let an ideal I in it be regular, that is, let I
contain a nonzerodivisor. Then the ideals (I l+1 : I l), l ≥ 1, increase with l. The
union I˜ =
⋃∞
l≥1(I
l+1 : I l) was first studied by Ratliff and Rush in [RR]. They
show that (I˜)l = I l for sufficiently large l and that I˜ is the largest ideal with
this property. Hence, ˜˜I = I˜. Moreover, they show that I˜ l = I l for sufficiently
large l. We call I˜ the Ratliff-Rush ideal associated to I, and an ideal such that
I˜ = I a Ratliff-Rush ideal. The Ratliff-Rush reduction number of I is defined as
r(I) = min {l ∈ Z≥0 | I˜ = (I l+1 : I l)}.
The operation ˜ cannot be considered as a closure operation in the usual sense,
since J ⊆ I does not generally imply J˜ ⊆ I˜. An example from [RS] shows this:
let J = 〈y4, xy3, x3y, x4〉 ⊂ I = 〈y3, x3〉 ⊂ k[x, y], then I is Ratliff-Rush but
x2y2 ∈ J˜\I˜.
Several results about Ratliff-Rush ideals are given in [HJLS], [HLS] and [RR].
In addition to general results, one can find many examples and counterexamples
with respect to different properties [RS]. In [E] the author presents an algorithm
for computing Ratliff-Rush associated ideals by computing the Poincare´ series and
choosing a tame superficial sequence of I.
One of the reasons to study Ratliff-Rush ideals is the following. Let I be a
regular m-primary ideal in a local ring (R,m, k). We know that the Hilbert function
HI(l) = dimk(R/I
l) is a polynomial PI(l) called the Hilbert polynomial of I for all
large l. Then I˜ can be defined as the unique largest ideal containing I and having
the same Hilbert polynomial as I.
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Ratliff-Rush ideals associated to monomial ideals are monomial by definition,
which makes the computations easier. There is always a positive integer L such
that I˜ = IL+1 : IL, but it is not clear how big that L is (see Example 1.8 in [RS]).
If I is a monomial ideal and m is some monomial, then for all l ≥ 0 we have
(1.1) (mI)l+1 : (mI)l = (ml+1I l+1) : (mlI l) = m(I l+1 : I l).
Principal ideals are trivially Ratliff-Rush. Any non-principal monomial ideal J in
the rings k[x, y] and k[[x, y]] can be written as J = mI, where m is a monomial and
I is an 〈x, y〉-primary ideal; hence it suffices to consider 〈x, y〉-primary monomial
ideals. Moreover, (1.1) shows that the Ratliff-Rush reduction numbers of I and mI
are the same.
In this paper we show how to compute the Ratliff-Rush ideal associated to
a monomial ideal in a certain class in the rings k[x, y] and k[[x, y]] and find an
upper bound for the Ratliff-Rash reduction number for such an ideal. Section 2 is
devoted to some results about numerical semigroups that are crucial for our work
in Section 3. In Section 4 we duscuss several useful examples.
2. Some results on numerical semigroups
A numerical semigroup S is a set of linear combinations λ1a1+· · ·+λrar, where
ai ∈ Z≥0 are the generators and λi ∈ Z≥0 are the coefficients. There is a partial
ordering ≤S where for any pair s, s′ in S, if there is s′′ ∈ S such that s′ = s + s′′
then s ≤ s′. The set of minimal elements in S\{0} in this ordering is called a
minimal set of generators for S. If a semigroup is generated by a set {ai}ri=1,
then we denote it by 〈a1, . . . , ar〉.
Definition 2.1. Let S = 〈ai〉 be a numerical semigroup and gcd(ai) = h. The
greatest multiple of h that does not belong to S is called the Frobenius number of
S and is denoted by g(S). If gcd(ai) = 1, then the Frobenius number is the greatest
integer that does not belong to S. A list of references to the papers written about
this subject can be found in [FGH], pp. 1-2.
We notice that for any h ∈ Z+ the numerical semigroups 〈ai〉 and 〈hai〉 are
isomorphic.
Definition 2.2. Let S = 〈a1, . . . , ar〉, where a1 < · · · < ar, be a numerical
semigroup. For s ∈ S the coefficients in a linear combination s = ∑λiai are not
necessarily unique. We define the function λ : S → Z≥0 by λ(s) = min {
∑
λi | s =∑
λiai }. Then we define the following positive number:
(2.1) Λ = Λ(S) = max {λ(s) | s ≤ g(S) + ar }.
Corollary 2.3. Let S = 〈a1, . . . , ar〉 with a1 < · · · < ar. Then for s ∈ S we
have lims→∞
s
λ(s) = ar.
Proof. For each s > g(S) there is n ∈ Z≥0 such that g(S) + arn + 1 ≤ s ≤
g(S) + ar(n + 1). Then, obviously, λ(s) ≥ n and λ(s) ≤ Λ + n by Definition 2.2.
Hence, g(S)+arn+1Λ+n ≤ sλ(s) ≤ g(S)+ar(n+1)n . The limits of both the right hand side
and the left hand side are ar as s→∞. 
Proposition 2.4. Let S = 〈a1, . . . , ar〉 be a numerical semigroup generated by
nonnegative integers a1 < · · · < ar. Let α < 1 and β be real nonnegative numbers.
Then there is a number L such that for every integer l ≥ L the following is true:
if s ∈ S and s ≤ ar · αl + β, then λ(s) ≤ l.
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Proof. For each s > g(S) there is n ∈ Z≥0 such that g(S) + arn + 1 ≤ s ≤
g(S)+ar(n+1). Thus, λ(s) ≤ Λ+n ≤ Λ+ s−g(S)−1ar . Hence, if s ≤ arαl+β we get
λ(s) ≤ Λ + αl + β−g(S)−1
ar
. We want to find an L such that λ(s) ≤ l for all l ≥ L.
This occures if
(2.2) l ≥ arΛ + β − g(S)− 1
ar(1− α) ,
which is an upper bound for the number L. 
Remark 2.5. It is easy to see the necessity of the condition α < 1. Consider
the numerical semigoup S = 〈2, 5〉. Let l ∈ Z≥0 and β = 4. Then for any l there is
no λ1 ∈ Z≥0 such that s = 5l+ 4 = λ1 · 5 + (l − λ1) · 2.
Corollary 2.6. Let S = 〈ai〉ri=0 and T = 〈bi〉ri=0, where a0 = br = 0 and
ai + bi = d for all i, be numerical semigroups. Then there is a number L such that
for every integer l ≥ L and some fixed β the following is true:
if s ∈ S and s ≤ d·αl+β ≤ dl, then there are λ0, . . . , λr such that s =
∑r
i=0 λiai
and
∑r
i=0 λi = l; moreover, dl − s =
∑r
i=0 λibi ∈ T .
Proof. By Proposition 2.4 there is some L such that for all l ≥ L if S ∋ s ≤
dαl + β then s =
∑r
i=1 λiai, where
∑r
i=1 λi ≤ l. Letting λ0 = l −
∑r
i=1 λi we can
write s =
∑r
i=0 λiai where
∑r
i=0 λi = l. Clearly, dl− s = d
∑r
i=0 λi −
∑r
i=0 λiai =∑r
i=0 λibi ∈ T . 
If S and T are as in Corollary 2.6, then for any s ∈ S and t ∈ T such that
s+ t = dl we have either s ≤ dl2 + β or t ≤ dl2 + β for some β ≤ dl2 . This estimation
will be used frequently in the next two sections when we apply our results on
calculating powers of and Ratliff-Rush ideals associated to some monomial ideals.
Example 2.7. In Proposition 2.4 let α = 12 and β = 0. Thus, for every
l ≥ 2Λ− 2g(S)+2
ar
, if s ∈ S and s ≤ arl2 , then λ(s) ≤ l.
Example 2.8. For any l ∈ Z≥0 every s ∈ S belongs to the interval ar(l+j)2 ≤
s ≤ ar(l+j+1)−12 for some j ≥ −l. That is, the assumptions in Proposition 2.4 are
fulfilled for α = 12 and β =
ar(j+1)−1
2 . Hence, for all l ≥ 2Λ + (j + 1)− 3+2g(S)ar if
s ≤ arl2 + ar(j+1)−12 then λ(s) ≤ l.
3. Ratliff-Rush ideals associated to certain monomial ideals
Now we will apply the results from the previous section in order to compute
Ratliff-Rush ideals for some monomial cases. We start with the case where all the
minimal generators of the ideal have the same degree.
3.1. Ideals generated by monomials of the same degree. Let I =
〈xaiybi〉ri=0 be an m-primary ideal generated by the monomials of the same degree d
ordered in such a way that ai < ai+1 and bi > bi+1; in other words, a0 = br = 0 and
bi = d−ai for all i. To this ideal we associate the numerical semigroups S = 〈ai〉ri=0
and T = 〈bi〉ri=0.
The ideal I l is generated by monomials of degree dl, namely by
(3.1) {
∏
∑
li=l
(xaiybi)li = x
∑
liaiy
∑
libi}.
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Here
∑
liai ∈ S,
∑
libi ∈ T and
∑
liai +
∑
libi =
∑
li(ai + bi) = dl.
Theorem 3.1. Let an ideal I = 〈xaiybi〉ri=0 ⊂ R and the corresponding numer-
ical semigroups S = 〈ai〉ri=0 and T = 〈bi〉ri=0. Then there is an integer L such that
for any l ≥ L the following is true:
(3.2) I l = 〈xsyt | s ∈ S and t ∈ T such that s+ t = dl〉.
Moreover, for l sufficiently large:
(1) if s ∈ S, s ≤ u and s+ u ≥ dl, where u ∈ Z≥0, then xsyu ∈ I l;
(2) if t ∈ T, t ≤ v and t+ v ≥ dl, where v ∈ Z≥0, then xvyt ∈ I l.
Proof. The inclusion I l ⊆ 〈xsyt | s ∈ S, t ∈ T and s+ t = dl〉 is true for all l,
which is clear from the text preceeding the theorem.
The other inclusion needs to be proved since s + t = dl does not generally
imply that s =
∑r
i=0 λiai with
∑r
i=0 λi = l or t =
∑r
i=0 µibi with
∑r
i=0 µi = l.
However, this is asserted by Corollary 2.6 as we will see below. Thus, we will prove
the second part of the theorem, because this other inclusion is a special case of it,
since if s+ t = dl then either s ≤ t or t ≤ s.
(1) If s+u ≥ dl then there is some j such that d(l+j) ≤ s+u ≤ d(l+j+1)−1.
We will show that for any such s, u and j we have xsyu ∈ I l+j ⊂ I l. Clearly, it
is sufficient to consider the case j = 0, that is, suppose dl ≤ s + u = dl + b ≤
d(l + 1) − 1. If s ≤ u then s ≤ dl2 + d−12 . By Corollary 2.6, for sufficiently large
l we can write s =
∑r
i=0 λiai and u = b +
∑r
i=0 λibi, where
∑
λi = l. Hence,
xsyu = yb
∏
i(x
aiybi)λi ∈ I l.
Part (2) is proved similarly. 
Remark 3.2. By Example 2.8 an upper bound for the least integer L in The-
orem 3.1 is ⌈max (2Λ(S) + 1 − 3+2g(S)
d
, 2Λ(T ) + 1 − 3+2g(T )
d
)⌉, where ⌈c⌉ denotes
the least integer which is greater or equal to c.
Definition 3.3. Let the assumptions be as in Theorem 3.1. We introduce the
following ideals: IS = 〈xsyd−s|s ∈ S and s ≤ d〉 and IT = 〈xd−tyt |t ∈ T and t ≤ d〉.
Proposition 3.4. Let the assumptions be as in Theorem 3.1. Then for every
l sufficiently large
(3.3) I l =
(
ydl−d
)
IS +
(
xdl−d
)
IT +
(
xdyd
)
IM,l
for some ideal IM,l.
Proof. Let l ≥ max({λ(s) | S ∋ s ≤ d}, {λ(t) | T ∋ t ≤ d}).
Then ydl−d(xsyd−s) ∈ I l if and only if s = ∑λiai ≤ d where ∑λiai =
l. Equivalently, xdl−d(xd−tyt) ∈ I l if and only if t = ∑λibi ≤ d. Finally, the
generators for I l such that both the power of x and y is equal to or greater than d
can be written as the third term in (3.3) where IM,l = I : (x
dyd). 
Example 3.5. Let I = 〈y7, x2y5, x5y2, x7〉. Then IS = 〈y7, x2y5, x4y3, x5y2,
x6y, x7〉 and IT = 〈y7, xy6, x2y5, x3y4, x5y2, x7〉. For l ≥ 3 we can write I l =
y7l−7IS + x
7l−7IT + x
7y7IM,l for some IM,l. For l ≥ 4 the ideal IM,l = m7l−14.
Remark 3.6. Generally, if g(S) and g(T ) are less or equal to d − 1, then
IM,l = m
d(l−2) for all sufficiently large l.
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Proposition 3.7. Let I = 〈xaiybi〉ri=0 ⊂ R, S = 〈ai〉ri=0 and T = 〈bi〉ri=0.
Then the Ratliff-Rush ideal associated to I is
I˜ = IS ∩ IT .
Proof. We will show that I l+1 : I l = IS ∩ IT for all sufficiently large l. Since
I is monomial, a polynomial p belongs to I l+1 if and only if every power product
in p belongs to I l+1. Hence, it suffices to consider monomial ring elements.
Let m ∈ IS ∩ IT . Then m = m′xs′yd−s′ = m′′xd−t′′yt′′ . We know that for all
sufficiently large l the generators for I l are on the form xsyt where s ∈ S, t ∈ T
and s + t = dl, that is either s ≤ dl2 or t ≤ dl2 . Assume s ≤ dl2 . Then, using the
first equality for m, we get m · xsyt = m′xs+s′ydl+d−(s+s′). Since s+ s′ ≤ dl2 + d =
d(l+1)
2 +
d
2 , then by Corollary 2.6 there is some integer LS use we can write such
that for all l ≥ LS we can write s + s′ =
∑
λiai and d(l + 1) − (s + s′) =
∑
λibi
where
∑
λi = l + 1. Hence, mx
syt =
∏
i(x
aiybi)λi ∈ I l+1.
Using the equality m = m′′xd−t
′′
yt
′′
and Corollary 2.6 we show in the same
way that there is some LT such that for all l + 1 ≥ LT if t ≤ dl2 then mxsyt =∏
i(x
aiybi)µi ∈ I l+1.
On the other hand, assumem /∈ IS . Thenmydl /∈ ydlIS and, hence,mydl /∈ I l+1
by Proposition 3.4. Analogously, if m /∈ IT then mxdl /∈ I l+1, which finishes the
proof. 
Corollary 3.8. Let I = 〈xaiybi〉ri=0 ⊂ R, S = 〈ai〉ri=0 and T = 〈bi〉ri=0 its
corresponding numerical semigroups. If for every pair ai and aj we have either
ai + aj = ak for some k or ai + aj ≥ d, then I is Ratliff-Rush.
Proof. Clearly, the set {s ∈ S | s ≤ d} = {ai}ri=0 and then IS = I. Since the
inclusion I ⊆ IT is always valid, we conclude that I˜ = IS ∩ IT = I ∩ IT = I. 
Proposition 3.9. Let I, S and T be as in Theorem 3.1. Then there is an upper
bound for the reduction number of I:
(3.4) r(I) ≤ ⌈max (2Λ(S) + 2− g(S) + 1
d
, 2Λ(T ) + 2− g(T ) + 1
d
)⌉ − 1.
Proof. The proof of Proposition 3.7 asserts that the upper bound is, using the
notations from there, equal to ⌈max(LS, LT )⌉. The result follows from the formula
(2.2) in Proposition 2.4 with α = 12 and β = d . 
Example 3.10. Let I be the ideal in Example 3.5. Then I˜ = IS ∩ IT =
〈y7, x2y5, x4y4, x5y2, x7〉. It is interesting to note that I l satisfies (3.2) for all l ≥ 5
by Remark 3.2, but actually for all l ≥ 4. Further, r(I) = 1 while the upper bound
suggested by Proposition 3.9 is five.
Example 3.11. Let I = 〈y18, x3y15, x13y5, x18〉. Then I˜ = IS ∩ IT = 〈y18,
x3y15, x8y12, x9y10, x13y5, x18〉 and r(I) = 4. Thus, the minimal generators for I˜
do not need to be of the same degree.
6 VERONICA CRISPIN QUIN˜ONEZ
3.2. Ideals generated by xaiybi such that ai
ar
+ bi
b0
= 1. Here we discuss
slight generalizations of the subject in Section 3.1 to 〈x, y〉-primary monomial ideals
〈xaiybi〉ri=0 such that aiar +
bi
b0
= 1 where gcd(b0, ar) = d. We can, of course, apply the
results directly using the numerical semigroups S′ = d
ar
·S and T ′ = d
b0
·T . However,
it might be useful to devote some space to formulate the material differently in order
to make it possible to widen the results.
Corollary 3.12. Let S = 〈ai〉ri=0 and T = 〈bi〉ri=0, where a0 = br = 0 and
ai
ar
+ bi
b0
= 1 for all i, be numerical semigroups. Then there is a number L such that
for every integer l ≥ L and some fixed β the following is true:
if s ∈ S and s ≤ ar ·αl+β ≤ dl then there are λ0, . . . , λr such that s =
∑r
i=0 λiai
and
∑r
i=0 λi = l; moreover, l − sar = 1b0
∑r
i=0 λibi ∈ 1b0 · T .
Proof. The proof differs from the one of Corollary 2.6 by the last sentence,
which here should be:
b0(l − sar ) = b0(
∑
λi − 1ar
∑
λiai) = b0
(∑
λi(1− aiar )
)
=
∑
λibi ∈ T . 
Theorem 3.13. Let I = 〈xaiybi〉ri=0 ⊂ R be an m-primary ideal such that
a0 = br = 0 and
ai
ar
+ bi
b0
= 1. Let S = 〈ai〉ri=0 and T = 〈bi〉ri=0 be numerical
semigroups. Then there is an integer L such that for any l ≥ L the following is
true:
(3.5) I l = 〈xsyt | s ∈ S and t ∈ T such that s
ar
+
t
b0
= l〉.
Moreover, for l sufficiently large:
(1) if s ∈ S, s
ar
≤ u
b0
and s
ar
+ u
b0
≥ l for some u ∈ Z≥0, then xsyu ∈ I l;
(2) if t ∈ T, t
b0
≤ v
ar
and t
b0
+ v
ar
≥ l for some v ∈ Z≥0, then xvyt ∈ I l.
Proof. The ideal I l is a subideal of the right hand side of (3.5) by the definition
of S and T and the condition on the exponents.
To prove (1) it suffices to show that if l ≤ s
ar
+ u
b0
= l + q ≤ l + 1 for some
rational q then xsyu ∈ I l; compare to the proof of Theorem 3.1.
If s
ar
≤ u
b0
and s
ar
+ u
b0
≤ l + 1, then s ≤ arl2 + ar2 . Thus, by Corollary 3.12,
for sufficiently large l we can write s =
∑
λiai where
∑
λi = l. Further, let some
t =
∑
λibi, then
s
ar
+ t
b0
=
∑
λi(
ai
ar
+ bi
b0
) = l. Hence, u ≥ t and we get xsyu ∈ I l.
Part (2) is proved similarly. 
Proposition 3.14. Let I = 〈xaiybi〉 ⊂ R, S and T be as in Theorem 3.13.
Then the Ratliff-Rush ideal associated to I is
I˜ =〈xsyu | s ∈ S, s ≤ ar and u such that s
ar
+
u
b0
= 1〉∩
〈xvyt | t ∈ T, t ≤ b0 and v such that v
ar
+
t
b0
= 1〉.
(3.6)
Example 3.15. Let I = 〈y12, x6y8, x9y6, x15y2, x18〉. Then we have S =
〈6, 9〉, T = 〈2〉 and IS = 〈y12, x6y8, x9y6, x12y4, x15y2, x18〉, IT = 〈y12, x3y10,
x6y8, x9y6, x12y4, x15y2, x18〉. Thus, the Ratliff-Rush associated ideal is I˜ = IS ∩
IT = I + 〈x12y4〉.
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4. Examples
In the sequel we let I = 〈xaiybi〉ri=0 be an 〈x, y〉-primary ideal such that ai+bi =
d for all i.
Example 4.1. Assume a1 ≥ d2 , then ai+aj ≥ d for all pairs of ai and aj . Hence,
the condition in Corollary 3.8 is fulfilled and I is Ratliff-Rush. This generalizes the
example of a non integrally closed Ratliff-Rush ideal 〈y4, x2y2, x3y, x4〉 in [RS],
p. 2.
The only integrally closed monomial ideals such that the generators have the
same degree are 〈x, y〉d.
By the totalN = 2d−1 of 〈x, y〉-primary ideals generated by degree dmonomials
there are 2·2⌈d2 ⌉ such that d2 ≤ a1 or d2 ≤ b1. Hence, such monomial ideals generated
by the same degree there are 2
√
N Ratliff-Rush ideals if d is odd and 2
√
2N if d is
even.
4.1. Ideals such that all their powers are Ratliff-Rush. It is shown in
[HLS], (1.2), that all the powers of a regular ideal in a Noetherian ring are Ratliff-
Rush if and only if the depth of the associated graded ring grI(R) is positive.
Example 4.2. In [HJLS], (6.3), the authors conjecture that for any d the ideal
Id = 〈yd, xd−1y, xd〉 and all its powers are Ratliff-Rush. The conjecture was later
proved in [RS] by actual computation of the depth. An alternative way to show
this uses Corollary 3.8.
The numerical semigroups associated to the ideal Id are Sd =
⋃∞
l=0{ld− i}li=0
and Td = Z≥0. Obviously, if s ∈ Sd and s ≤ dl, then λ(s) ≤ l. Let Sd,l be
the numerical semigroup associated to the ideal I ld. Then {s ∈ Sd,l | s ≤ dl} =
{exponents of x in the minimal generating set for I ld}. Hence, I ld is Ratliff-Rush for
all l by Corollary 3.8.
This family of ideals is part of a larger family in which all the powers of an
ideal are Ratliff-Rush.
Let Id,k = 〈yd, xd−kyk, xd−k+1yk−1, . . . , xd−1y, xd〉. For example, the family
Id,1 are the ideals we have discussed previously. The corresponding numerical
semigroups are S(d,k) =
⋃∞
l=0{ld − i}0≤i≤lk and T(d,k) = Z≥0. If s ∈ S(d,k) and
s ≤ ld then λ(s) ≤ l. Then the exponents of x among the generators for I ld,k fulfil
the assumption in Corollary 3.8, which finishes the proof.
Example 4.3. In [HJLS], (E3), the authors examine the ideal I = 〈y8, x3y5,
x5y3, x8〉 using MACAULAY. Among other things they show that I is Ratliff-Rush
but I3 is not. We will look at all the powers I l.
Using Proposition 3.7 we see that I˜ = 〈y8, x3y5, x5y3, x6y2, x8〉 ∩ 〈y8, x2y6,
x3y5, x5y3, x8〉 = I.
Further, g(S) = g(〈0, 3, 5, 8〉) = 7 and λ(s) ≤ 4 if s ≤ 24. Thus, for every s ≤ 8k
we have λ(s) ≤ k + 1, that is, for all l ≥ 4 if s ≤ 8 · l2 then λ(s) ≤ ⌈ l2⌉ + 1 ≤ l.
Exactly the same is valid for the numerical semigroup T . Hence,
(4.1) I l = 〈xsy8l−s | s ∈ S and s ≤ 4l〉+ 〈x8l−tyt | t ∈ T and t ≤ 4l〉
for all l ≥ 4. (Compare to Remark 3.6.) Moreover, I2 is on that form too, but not
I3 since λ(12) = 4.
Now we will show that if I l is on the form (4.1), then I l is Ratliff-Rush. Let
Sl and Tl be the numerical semigroups defined by I
l, then ISl = 〈xsy8l−s | s ≤
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4l〉+ x4lm4l and ITl = 〈x8l−tyt | t ≤ 4l〉+ y4lm4l. It is easy to see that ISl ∩ ITl =
〈xsy8l−s | s ≤ 4l〉+ 〈x8l−tyt | t ≤ 4l〉 = I l.
Finally, we get I˜3 = I3 + 〈x12y12〉 using Proposition 3.7.
Example 4.4. Let Ik = 〈y6k+1〉+
〈
x2(k+i)+1y4k−2i
〉k−1
i=0
+
〈
x4k+i+1y2k−i
〉2k
i=0
.
For example, if k = 2 then I2 = 〈y13, x5y8, x7y6, x9y4, x10y3, x11y2, x12y, x13〉.
We will prove that all positive powers of Ik are Ratliff-Rush by showing that
the numerical semigroup determined by I is S = {ai} ∪ {n ∈ Z | n ≥ 6k + 1} and
if s ∈ S is such that s ≤ l(6k + 1) then λ(s) ≤ l. Hence, the generators for I lk will
fulfil the condition in Corollary 3.8.
We use induction on l.
If l = 1 we are done, since {s ∈ S | s ≤ 6k + 1} = {ai}.
Let l = 2. We will show that all the elements in {6k+2, . . . , 12k+2} are linear
combinations of at most two generators ai and aj . For all 0 ≤ i ≤ 2k we have
6k+2 ≤ (2k+1)+(4k+i+1) ≤ 8k+2. Further, any integer n ∈ [8k+2, . . . , 12k+2]
is a linear combination of two elements in {4k + i+ 1}2ki=0.
Assume our claim is true for all l ≤ p. Let l = p+ 1. We need to show that if
p(6k+1)+ 1 ≤ n ≤ l(6k+ 1)+ 6k+ 1 then n =∑λiai with ∑λi ≤ p+ 1. By the
induction hypothesis {p(6k + 1)− 4k + i}4ki=0 ⊂ S and the values of the λ-function
of these elements are always less or equal to p. Thus,
(
p(6k+1)−4k+ i)+4k+1 =∑
λiai with
∑
λi ≤ p + 1 for all 0 ≤ i ≤ 4k. Clearly, the same is valid for each
sum p(6k + 1) + (4k + i+ 1) for all 0 ≤ i ≤ 2k, and we are done.
This last example can be varied in many different ways. Moreover, the in-
duction proof that we used can be applied on other families of ideals. For exam-
ple, In,k =
〈
xinyn(k+1−i)−1
〉k
i=0
+
〈
xkn+jyn−j−1
〉n−1
j=0
. If n = 3 we get the family
I3,k = 〈y3k+2, x3y3k−1, x6y3k−4, . . . , x3ky2, x3k+1y, x3k+2〉.
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