Introduction
In this course I will describe recent progress on the "Quantum Unique Ergodicity" conjecture of Rudnick and Sarnak in a special arithmetic situation. To explain what this conjecture is about, let H denote the upper half plane {x + iy : y > 0}. The group SL 2 (R) acts on H by Möbius transformations, and let Γ = SL 2 (Z). In number theory it is of great interest to study functions on H that are either invariant under the action of Γ, or transform in some nice way under this action. The classical theory of modular forms of weight k (an even positive integer) considers holomorphic functions f satisfying
for all γ = a b c d ∈ SL 2 (Z). If we also require f to be holomorphic and decay rapidly "at the cusp at infinity" then we get the theory of cusp forms, and the most famous example of this is Ramanujan's ∆-function. In the 1940's and 50's Maass and Selberg developed a nice theory of functions satisfying f (γz) = f (z) for all γ ∈ SL 2 (Z). These functions are no longer holomorphic but are real analytic eigenfunctions of the Laplace operator ∆ = −y 2 (
dy 2 ). If we also require that these eigen-functions should decay rapidly at ∞, then we get the theory of Maass cusp-forms; even their existence is not easy to demonstrate, and was first established by Selberg using his trace formula.
Let φ denote such a Maass cusp form, and let λ denote its Laplace eigenvalue, and let φ be normalized so that X |φ(z)| 2 dx dy y 2 = 1 (where X = SL 2 (Z)\H). From work of Zelditch [61] it follows that as λ → ∞, for a typical Maass form φ the measure µ φ := |φ(z)| 2 dx dy y 2 approaches the uniform distribution measure 3 π dx dy y 2 . That is, typically the L 2 -mass is uniformly spread out over a fundamental domain for Γ\H. This statement is referred to as "Quantum Ergodicity." Rudnick and Sarnak [49] have conjectured that an even stronger result holds. Namely, that as λ → ∞, for every Maass form φ the measure µ φ approaches the uniform distribution measure. This is a special case of their "Quantum Unique Ergodicity" conjecture. Lindenstrauss [36] with 0 ≤ c ≤ 1. Recently I showed [56] that c = 1, completing the proof of the QUE conjecture for Hecke-Maass forms on SL 2 (Z)\H. Lindenstrauss's work is based on ergodic theory and measure rigidity, and these will be explained in Einsiedler's lectures. In fact Lindenstrauss's work starts with a micro-local lift of φ to a function on SL 2 (Z)\SL 2 (R) and he demonstrates the equi-distribution on this larger space (except for escape of mass, which again is ruled out by my work).
In this course, I will explain the proof (due to Holowinsky and me [29] ) of the analog of the quantum unique ergodicity conjecture for classical holomorphic modular forms. Let f be a holomorphic modular cusp form of weight k (an even integer) for SL 2 (Z). Associated to f we have the measure
which is invariant under the action of SL 2 (Z), and we suppose that f has been normalized so that X y k |f (z)| 2 dx dy y 2 = 1.
The space S k (SL 2 (Z)) of cusp forms of weight k for SL 2 (Z) is a vector space of dimension about k/12, and contains elements such as ∆(z)
(if 12|k, and where ∆ is Ramanujan's cusp form) for which the measure will not tend to uniform distribution. Therefore one restricts attention to a particularly nice set of cusp forms, namely those that are eigenfunctions of all the Hecke operators. The Rudnick-Sarnak conjecture in this context states that as k → ∞, for every Hecke eigencuspform f the measure µ f tends to the uniform distribution measure. For simplicity, we have restricted ourselves to the full modular group, but the conjecture could be formulated just as well for holomorphic newforms of level N . Luo and Sarnak [39] have shown that equidistribution holds for most Hecke eigenforms, and Sarnak [51] has shown that it holds in the special case of dihedral forms. It does not seem clear how to extend Lindenstrauss's work to the holomorphic setting.
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The proof of this holomorphic QUE combines two different approaches developed independently by Holowinsky [28] and myself [57] . At their heart, both approaches rely on an understanding of mean-values of multiplicative functions, and I will explain some of the key results in that area. Either of these approaches is capable of showing that there are very few possible exceptions to the conjecture, and under reasonable hypotheses either approach would show that there are no exceptions. However, it seems difficult to show unconditionally that there are no exceptions using just one of these approaches. Fortunately, as we shall explain below, the two approaches are complementary, and the few rare cases that are untreated by one method fall easily to the other method. Both approaches use in an essential way that the Hecke eigenvalues of a holomorphic eigencuspform satisfy the Ramanujan conjecture (Deligne's theorem). The Ramanujan conjecture remains open for Maass forms, and this is the (only) barrier to using our methods in the non-holomorphic setting. 3 We end this quick introduction by explaining where the name "quantum unique ergodicity" comes from. The classical dynamics of geodesics on SL 2 (Z)\H is known to be chaotic: two nearby geodesics deviate from each other rapidly, and a generic geodesic will fill the region SL 2 (Z)\H uniformly. Thus a (generic) classical particle moving on this surface will have a complicated trajectory, and will be equally likely to be in any part of the surface. Consider now a quantum analog of this situation. Here one is interested in wave-functions Ψ(z, t) which evolve according to Schrödinger's equation i d dt Ψ(z, t) = ∆Ψ(z, t) (where ∆ denotes the hyperbolic Laplacian in the z-variable) . One is especially interested in the time independent (or standing wave) solutions where |Ψ(z, t)| 2 is independent of the time t. An important class of such solutions are of the form Ψ(z, t) = Ψ(z)e −itλ , and then we see that Ψ(z) is an eigenfunction of the Laplacian with eigenvalue λ. The physical interpretation of λ is that it corresponds to the energy. The QUE conjecture thus states that for large energy the probability of finding the quantum particle in any region depends only on the area of that region. So the conjecture for Maass forms has a nice physical interpretation.
The analogous conjecture for holomorphic forms doesn't have such a nice physical interpretation, but it does imply a striking Corollary. A cusp form of weight k has about k/12 zeros inside a fundamental domain. How are these zeros distributed? If we take a large power of Ramanujan's ∆ function, then there is only one zero of multiplicity k/12 at the cusp at ∞. However, if the L 2 -mass of f is equidistributed on the fundamental domain, then Rudnick [48] showed that the zeros are also equidistributed (with the measure 3 π dx dy y 2 ). In particular, since we know that the mass of Hecke eigenforms is equidistributed, we deduce that so are the zeros of a Hecke eigenform.
In these lectures we have restricted attention just to the case of SL 2 (Z). The techniques developed here also extend to congruence subgroups of SL 2 (Z). There are other arithmetic groupsΓ, arising from quaternion algebras, which have a compact quotientΓ\H for which QUE is known for Maass forms (from the work of Lindenstrauss), but the holomorphic analog remains open. The same is true for Hecke eigenforms on the sphere; see [4] . More generally, the original RudnickSarnak conjecture was formulated for compact Riemannian surfaces of (strictly) negative curvature. In this generality, the problem remains wide open, although recently Anantharaman [1] made important partial progress. One can also consider QUE problems for billiards in a stadium (or other domains), and here the answer can be negative: see the recent work of Hassell [22] . Suggested reading The books by Iwaniec [30] and [31] , and Iwaniec and Kowalski [32] give good introductions to the analytic theory of modular and Maass forms. The article [37] and Einsiedler's lecture notes give accounts of the ergodic theoretic approach to QUE. The articles by Sarnak [52] and [53] give motivated accounts of the QUE conjecture and progress towards it. Finally, for more on quantum chaos consult [42] and [3] .
Preliminaries
Recall that for two smooth bounded functions g 1 and g 2 on X = SL 2 (Z)\H we may define the Petersson inner product
In this definition we could allow for one of the g 1 or g 2 to be unbounded, so long as the other function decays appropriately for the integral to converge.
If f is a modular cusp form of weight k then we shall let F k (z) denote y k/2 f (z) where z = x + iy. Note that F k is not a function on X, but |F k | is. Therefore, we can talk sensibly of F k , F k although this is an abuse of notation.
The space of modular forms of weight k comes equipped with a large family of commuting operators which are self-adjoint with respect to the Petersson inner product. These are the Hecke operators, which are given explicitly by (note our normalization which may be a little different from other sources)
As noted above, the Hecke operators commute and in fact
Since the Hecke operators are also self-adjoint we may simultaneously diagonalize the space of cusp forms with respect to all Hecke operators, and we call such forms Hecke eigenforms (or Hecke eigencuspforms). A Hecke eigencuspform f of weight k has a Fourier expansion of the shape
where e(z) = e 2πiz , and λ f (n) denote the Hecke eigenvalues which have been normalized so that Deligne's theorem (formerly the Ramanujan conjecture) reads |λ f (n)| ≤ d(n), the number of divisors of n. The quantity C = C(f ) above represents a constant, and we may normalize f (by choosing C) so that the Petersson norm f 2 = F k , F k = 1. For a prime number p we may write the Hecke eigenvalue λ f (p) as α p + β p where α p β p = 1 and
where the series and product above are absolutely convergent in σ > 1, and L(s, f ) extends analytically to C with a functional equation connecting the values at s and 1−s. In our work an important quantity is the related symmetric square L-function.
The series and product above converge absolutely in Re(s) > 1, and by the work of Shimura [54] , we know that L(s, sym 2 f ) extends analytically to the entire complex plane, and satisfies the functional equation
where
. The symmetric square L-function appears naturally in the normalization of f to have L 2 -norm 1. Precisely, the constant C = C(f ) appearing in the Fourier expansion of f is given by
In our work we shall require some understanding of this value L(1, sym 2 f ); we require specifically a good lower bound for this quantity. This is known due to the work of many authors: Shimura [54] , Gelbart and Jacquet [12] , Hoffstein and Lockhart [26] , and Goldfeld, Hoffstein and Lieman [13] . Gelbart and Jacquet [12] have shown that L(s, sym 2 f ) arises as the L-function of a cuspidal automorphic representation of GL(3). Therefore, invoking the Rankin-Selberg convolution for sym 2 f , one can establish a classical zero-free region for L(s, sym 2 f ). For example, from Theorem 5.42 (or Theorem 5.44) of Iwaniec and Kowalski [32] one obtains that for some constant c > 0 the region
does not contain any zeros of L(s, sym 2 f ) except possibly for a simple real zero. The work of Hoffstein and Lockhart [26] (see the appendix by Goldfeld, Hoffstein and Lieman [13] ) shows that c > 0 may be chosen so that there is no real zero in our region R. Thus L(s, sym 2 f ) has no zeros in R. Moreover the work of Goldfeld, Hoffstein, and Lieman [13] shows that L(1, sym 2 f ) 1 log k .
To be precise, the work of Goldfeld, Hoffstein, and Lieman considers symmetric square L-functions of Maass forms in the eigenvalue aspect, but our case is entirely analogous, and follows upon making minor modifications to their argument.
Suggested reading. For general information on modular forms we again refer to Iwaniec's books [30] and [31] . For more on the symmetric square L-function and its zero-free region, in addition to [13] and [26] you should look at the paper by Hoffstein and Ramakrishnan [27] , and also [38] and [6] .
Spectral expansions, and expansions into incomplete Eisenstein and Poincare series
Let h denote a smooth bounded function on X. Considering h as fixed, and letting k → ∞, the Rudnick-Sarnak conjecture asserts that for every Hecke eigencuspform f of weight k we have
with the rate of convergence above depending on the function h.
To attack the conjecture (1), it is convenient to decompose the function h in terms of a basis of smooth functions on X. There are two natural ways of doing this, and both decompositions play important roles in the proof of the Rudnick-Sarnak conjecture.
First we could use the spectral decomposition of a smooth function on X in terms of eigenfunctions of the Laplacian. The spectral expansion will involve (i) the constant function 3/π, (ii) Maass cusp forms φ that are also eigenfunctions of all the Hecke operators, and (iii) Eisenstein series on the 1 2 line. Recall that the Eisenstein series is defined for Re(s) > 1 by
where Γ = SL 2 (Z) and Γ ∞ denotes the stabilizer group of the cusp at infinity (namely the set of all translations by integers). The Eisenstein series E(z, s) admits a meromorphic continuation, with a simple pole at s = 1, and is analytic for s on the line Re(s) = . For more on the spectral expansion see Iwaniec's book [30] . Note that (1) is trivial when h is the constant eigenfunction. To establish (1) using the spectral decomposition, we would need to show that for a fixed Maass eigencuspform φ, and for a fixed real number t that φF k , F k , and E(·,
as k → ∞. The above statement should be thought of as an analog of Weyl's equidistribution criterion. The inner products above may be related to values of L-function, and we shall discuss this connection in the next section.
Alternatively, one could expand the function h in terms of incomplete Poincare and Eisenstein series. Let ψ denote a smooth function, compactly supported in (0, ∞). For an integer m the incomplete Poincare series is defined by
In the special case m = 0 we obtain incomplete Eisenstein series E(z | ψ) = P 0 (z | ψ). For an account on approximating a smooth function h using incomplete Poincare series see the paper of Luo and Sarnak [40] ; essentially it amounts to taking a Fourier expansion of h(x + iy) for each fixed value of y. Now conjecture (1) can be reformulated (again analogously to Weyl's equidistribution criterion) as saying that
for m = 0 (considered to be fixed), and any given smooth function ψ. In the case m = 0 we want that
for any fixed ψ and as k → ∞. The Rankin-Selberg unfolding method can be used to handle these inner products. For example the inner product with Poincare series (for m = 0) was related by Luo and Sarnak [39] to the problem of estimating the shifted convolution sums (for m fixed, and as k → ∞)
where the sum is over n of size k, and λ f (n). We will discuss the inner products with these incomplete Poincare and Eisenstein series in more detail in section 5. Suggested reading The spectral expansion of nice functions on X is discussed nicely (and in greater generality) in Iwaniec's book [30] . The idea of approximating h by incomplete Poincare series amounts for each fixed y to taking a Fourier expansion in x of h(x + iy). For details see Luo and Sarnak's paper [40] .
Relation to L-functions and the subconvexity problem
In the approach to the Rudnick-Sarnak conjecture via a spectral expansion, we need to estimate F k , F k E(·, + it) for fixed t and as k → ∞, and also F k , F k φ where φ is a fixed Hecke-Maass cusp form, and k → ∞. Both of these inner products are linked to L-functions.
In the case of Eisenstein series this is the classical work of Rankin and Selberg. The unfolding method (starting with E(z, s) in the domain of absolute convergence, and extending to s = 1/2 + it by analytic continuation) leads to
.
, and |ζ(1+2it)| 1/ log(1 + |t|), using Stirling's formula it follows that
As noted in §2, the term L(1, sym 2 f ) is 1/(log k), and hence the inner product with Eisenstein series tends to zero provided we can establish an upper bound for |L(
The problem of bounding L-functions on the critical line has a long history, going back to work of Weyl, Hardy and Littlewood in the case of the Riemann zeta-function. In general one has a bound for L-functions of the form C + , and the refined bound we have stated is a recent observation of Heath-Brown. For example, for the zeta-function the convexity bound states that |ζ(
and the work of Weyl-Hardy-Littlewood furnished improvements over this, leading for example to |ζ(
. Here the truth is expected to be the Lindelöf bound |ζ(
|t| , and this bound is a consequence of the Riemann hypothesis. The problem of obtaining a bound for L-values of the shape C 1 4 −δ for some δ > 0 is known as the subconvexity problem, and is an important outstanding problem in number theory. The subconvexity problem is now resolved for Lfunctions arising from GL(1) or GL (2), and a handful of other cases, but in general the problem is wide open. One of the most striking applications of subconvexity is to the problem of representing integers by ternary quadratic forms (see [8] ).
Returning to our case, we need a bound for |L(
+ it, sym 2 f )|. The analytic conductor for this L-function is about (1 + |t|) 3 k 2 , and so the convexity bound gives |L(
. Using this in our inner product with Eisenstein series, we realize that this is barely insufficient to show that decay of this inner product, and any subconvexity bound would be sufficient. The Generalized Riemann Hypothesis implies such a bound (in fact that the L-value is k (1 + |t|) ), but unconditionally subconvexity for symmetric square L-functions is not known. Recently, X. Li [35] obtained a subconvexity bound for k fixed and t → ∞, but for our application we want the opposite case of t fixed and k → ∞. In a general context I established a weak subconvexity bound (described in §6) which shows that (2) |L(
Since we only know that L(1, sym 2 f ) 1/ log k we see that weak subconvexity also fails (now only by (log k) ) to show the decay of inner products with Eisenstein series. However one can show that L(1, sym 2 f ) is very rarely less than (log k) −δ for any δ > 0 (there are at most K exceptional Hecke eigenforms with weight below K), and so for the vast majority of cases weak subconvexity suffices. On GRH we also know that L(1, sym 2 f ) 1/ log log k, but improving lower bounds for L-functions on the 1-line is unconditionally a very difficult problem connected with widening the zero-free region for that L-function (and so quite likely harder than subconvexity!). Now let us turn to the inner product with a fixed Hecke-Maass cusp form. Here there is a deep and beautiful formula of Tom Watson (see Theorem 3 of [59] ) shows that (here φ has been normalized so that φ, φ = 1) which is exactly analogous to the easier Eisenstein series case:
is the triple product L-function, and L ∞ denotes its Gamma factors, whose definitions we now recall. Also, in the formula above,
where we have written the Laplace eigenvalue of φ as
Write the p-th Hecke eigenvalue of f as α f (p)+β f (p) where α f (p)β f (p) = 1 and |α f (p)| = |β f (p)| = 1. Write the p-th Hecke eigenvalue of φ as α φ (p) + β φ (p) where α φ (p)β φ (p) = 1, but we do not know here the Ramanujan conjecture that these are both of size 1. The triple product L-function L(s, f ×f ×φ) is then defined by means of the Euler product of degree 8 (absolutely convergent in Re(s) > 1)
This L-function is not primitive and factors as
From the work of Garrett [11] , it is known that the completed L-
is an entire function in C, and its value at s equals its value at 1 − s.
Using Stirling's formula we deduce that
Now the analytic conductor of L(
, and again we see that the convexity bound ( φ k) is insufficient to show that the triple product above tends to zero, but any subconvexity bound would suffice. In particular GRH again gives that these triple products tend to zero as k → ∞ (and so the Rudnick-Sarnak conjecture is implied by GRH). In this case also we have a weak subconvexity bound
+δ for some δ > 0 then we would be done. Such a bound holds in all but a very small number of exceptional cases, but establishing such a lower bound in all cases seems extremely difficult: even for the zeta-function we only know that |ζ(1 + it)| (log |t|)
− , and the methods of Vinogradov that achieve this are unavailable for general L-functions.
Suggesed reading. The approach to QUE via the spectral expansion was carried out by Luo and Sarnak [40] in the case of Eisenstein series (even though these are not in L 2 ); their work and the paper by Jakobson [34] make instructive reading. Here the subconvexity problems that arise can be solved.
5.
Inner products with Poincare series and the shifted convolution problem
Now we turn to the approach to the Rudnick-Sarnak conjecture via incomplete Eisenstein and Poincare series. First let us consider the inner product with Poincare series P m (z | ψ) with m = 0. The inner product F k , F k P m (· | ψ) can be evaluated by the Rankin-Selberg unfolding method. This was carried out by Luo and Sarnak [39] , and we quickly recall the argument. We have (recall X = SL 2 (Z)\H)
and by Parseval this equals
where we set the Hecke eigenvalues at negative integers to be zero.
Now it is easy to analyze the integral over y above. The term y k−1 e −4π(r+m)y attains its maximum for y = (k − 1)/(4π(r + m)), and is sharply peaked at that maximum. Note also that
. From these remarks, and using from §2 the formula for |C| 2 , we obtain that
Since ψ is a fixed smooth function compactly supported in (0, ∞) we may think of the above sum as essentially being 1
where r runs over a range of values of size k. Finding cancellation in such sums is known as the shifted convolution problem. If m = 0 then we expect that the terms λ f (r) and λ f (r+m) behave independently and cancel out on average. If that were so, then we would reach the desired conclusion that the triple product with Poincare series tends to zero. For fixed m and k, and as x → ∞ it is known that there is cancellation in r≤x λ f (r)λ f (r + m), however in our case we are interested in the delicate range where x is of size k, and such cancellation remains unknown. Holowinsky's ingenious idea is to forego cancellation in shifted convolution sums, and instead just bound r k |λ f (r)λ f (r + m)|. The insight is that the Hecke eigenvalues tend to be small in size, and we will explain this in more detain in §7.
One can also carry out the above argument for m = 0 when we have the incomplete Eisenstein series E(z | ψ). The only difference is that here we have a main term to deal with. Here we want to show that
where the equality above follows by unfolding. Arguing as above we find that the LHS above is ∼ 2π
and so the problem here is to show that (4) 2π
In this context we recall that by Rankin-Selberg theory we have
. This makes our asymptotic above plausible, but just out of reach. A subconvexity bound for the symmetric square L-function would give our desired asymptotic, but as noted earlier this remains unknown.
Here Holowinsky introduces an important refinement of evaluating the above inner product. The idea is to use the Siegel domain {0 ≤ x ≤ 1, y > 1/Y } for some parameter Y . This Siegel domain contains essentially 3Y /π copies of the fundamental domain for SL 2 (Z)\H, and further it is relatively easy to compute inner products on this Siegel domain. In this manner we can reduce the problem of establishing (4) to proving asymptotics for n≤x |λ f (n)| 2 for x of size kY . In this argument Y will be chosen to be a power of (log k), and this small extra flexibility allows the use of weak subconvexity to resolve this problem.
Suggested reading. Luo and Sarnak [39] , and Holowinsky [28] .
Mean values of multiplicative functions and weak subconvexity
We saw in §4 how the Rudnick-Sarnak conjecture is related to obtaining subconvex bounds for values of certain L-functions on the critical line. We now describe a general result which obtains a weak subconvexity bound for such L-values; special cases of this result were described already in §4.
A fundamental problem in number theory is to estimate the values of L-functions at the center of the critical strip. The Langlands program predicts that all L-functions arise from automorphic representations of GL(N ) over a number field, and moreover that such Lfunctions can be decomposed as a product of primitive L-functions arising from irreducible cuspidal representations of GL(n) over Q. The L-functions that we consider will either arise in this manner, or will be the Rankin-Selberg L-function associated to two irreducible cuspidal representations. Note that such Rankin-Selberg L-functions are themselves expected to arise from automorphic representations, but this is not known in general.
Given an irreducible cuspidal automorphic representation π (normalized to have unitary central character), we denote the associated standard L-function by L(s, π), and its analytic conductor (whose definition we shall recall shortly) by C(π). There holds generally a convexity bound of the form L( + (see Molteni [45] ).
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The Riemann hypothesis for L(s, π) implies the Lindelöf hypothesis:
, π) C(π) . In several applications it has emerged that the convexity bound barely fails to be of use, and that any improvement over the convexity bound would have significant consequences. Obtaining such subconvexity bounds has been an active area of research, and estimates of the type L( −δ for some δ > 0 have been obtained for several important classes of L-functions. However in general the subconvexity problem remains largely open. For comprehensive accounts on L-functions and the subconvexity problem we refer to Iwaniec and Sarnak [33] , Michel [43] , and for example the papers [2] , [7] , [35] , [44] and [58] .
We now describe an axiomatic framework (akin to the Selberg class) for the class of L-functions that we consider. The properties of Lfunctions that we assume are mostly standard, and we have adopted this framework in order to clarify the crucial properties needed for our 5 Recently, Roger Heath-Brown [23] has pointed out an elegant application of Jensen's formula for strips that leads generally to the stronger convexity bound L( method. In addition to the usual assumptions of a Dirichlet series with an Euler product and a functional equation, we will need an assumption on the size of the Dirichlet series coefficients. We call this a weak Ramanujan hypothesis, as the condition is implied by the Ramanujan conjectures. The reader may prefer to ignore our conditions below and restrict his attention to automorphic L-functions satisfying the Ramanujan conjectures, but our framework allows us to deduce results even in cases where the Ramanujan conjectures are not known. Let m ≥ 1 be a fixed natural number. Let 6 L(s, π) be given by the Dirichlet series and Euler product
, and we suppose that both the series and product are absolutely convergent in Re(s) > 1. We write
where Γ R (s) = π −s/2 Γ(s/2), N denotes the conductor, and the µ j are complex numbers. The completed L-function L(s, π)L(s, π ∞ ) has an analytic continuation 7 to the entire complex plane, and has finite order. Moreover, it satisfies a functional equation
where κ is the root number (a complex number of magnitude 1), and
We define the analytic conductor C = C(π) (see [21] ) by
Our goal is to obtain an estimate for L(
, π) in terms of the analytic conductor C(π).
Properties (5), (6), (7), (8), (9) are standard features of all interesting L-functions. We now need an assumption on the size of the numbers α j,π (p). The Ramanujan conjectures, which are expected to hold for all L-functions, predict that |α j,π (p)| ≤ 1 for all p. Further, it is expected that the numbers µ j appearing in (6) all satisfy Re(µ j ) ≥ 0. Towards the Ramanujan conjectures it is known (see [41] ) that if π is an irreducible cuspidal representation of GL(m) then |α j,π (p)| ≤ p . We will make the following weak Ramanujan hypothesis.
Write
where λ π (n) = 0 unless n = p k is a prime power when it equals m j=1 α j,π (p) k . We assume that for some constants A 0 , A ≥ 1, and all x ≥ 1 there holds
Note that the Ramanujan conjecture would give (11) with A = m, and A 0 m 2 . Analogously for the parameters µ j we assume that 
is an L-function satisfying the above criteria, then for any > 0 we have
The L-functions of §4 satisfy the criteria above (for the symmetric square L-function the weak Ramanujan criterion follows from the known estimates of Deligne, for the triple product L-function one uses the Rankin-Selberg theory for the fixed Maass form φ in order to check the weak Ramanujan criterion), and hence the estimates stated in §4 hold.
We now discuss the main ideas behind the proof of (13) . For an Lfunction satisfying the above criteria, we may use the convexity bound to establish that 
The implied constant may depend on A, A 0 , m, δ m , B and .
Once (15) is established, (13) will follow from a standard partial summation argument using an approximate functional equation. In (15) and (13), by keeping track of the various parameters involved, it would be possible to quantify . However, the limit of our method would be to obtain a bound C 1 4 / log C in (13), and x/ log x in (15) . Why does the extrapolation (15) hold? At the heart of its proof is the fact that mean values of multiplicative functions vary slowly. Knowing (14) in the range x ≥ C 1 2 (log C) B , this fact will enable us to extrapolate (14) to the range x ≥ C 1 2 (log C) −B . The possibility of obtaining such extrapolations was first considered by Hildebrand [24] , [25] . If f is a multiplicative function, we shall denote by S(x) = S(x; f ) the partial sum n≤x f (n). Hildebrand [25] showed that if −1 ≤ f (n) ≤ 1 is a real valued multiplicative function then for 1 ≤ w ≤ √ x
In other words, the mean value of f at x does not change very much from the mean-value at x/w. Hildebrand [24] used this idea to show that from knowing Burgess's character sum estimates 10 for x ≥ q − . 9 We recall here that L(s, π) was assumed not to have any poles. If we alter our framework to allow a pole at s = 1, say, then (14) would be modified to an asymptotic formula with a main term of size x. Then (15) would extrapolate that asymptotic formula to a wider region. 10 For simplicity, suppose that q is cube-free.
Elliott [9] generalized Hildebrand's work to cover complex valued multiplicative functions with |f (n)| ≤ 1, and also strengthened the error term in (16) . Notice that a direct extension of (16) for complex valued functions is false. Consider f (n) = n iτ for some real number τ = 0. Then S(x; f ) = x 1+iτ /(1 + iτ ) + O(1), and S(x/w; f ) = (x/w) 1+iτ /(1 + iτ ) + O(1). Therefore (16) is false, and instead we have that S(x)/x is close to w iτ S(x/w)/(x/w). Building on the pioneering work of Halasz [19] , [20] on mean-values of multiplicative functions, Elliott showed that for a multiplicative function f with |f (n)| ≤ 1, there exists a real number τ = τ (x) with |τ | ≤ log x such that for
In [16] , Granville and Soundararajan give variants and stronger versions of (2.2), with 1 19 replaced by 1 − 2/π − . In order to establish (15), we require similar results when the multiplicative function is no longer constrained to the unit disc. The situation here is considerably more complicated, and instead of showing that a suitable linear combination of S(x)/x and S(x/w)/(x/w) is small, we will need to consider linear combinations involving several terms S(x/w j )/(x/w j ) with j = 0, . . ., J. In order to motivate our main result, it is helpful to consider two illustrative examples. Example 1. Let k be a natural number, and take f (n) = d k (n), the kth divisor function. Then, it is easy to show that S(x) = xP k (log x) + O(x 1−1/k+ ) where P k is a polynomial of degree k − 1. If k ≥ 2, it follows that S(x)/x − S(x/w)/(x/w) is of size (log w)(log x) k−2 , which is not o(1). However, if 1 ≤ w ≤ x 1/2k , the linear combination
is very small. Example 2. Let τ 1 , . . ., τ R be distinct real numbers, and let k 1 , . . ., k R be natural numbers. Let f be the multiplicative function defined by
(−1)
By Perron's formula we may express this as, for c > 1,
Notice that the poles of the zeta-functions at 1+iτ j have been cancelled by the factors (1 − w 1+iτ j −s ) k j . Thus the integrand has a pole only at s = 0, and a standard contour shift argument shows that this integral is x −δ for some δ > 0. Fortunately, it turns out that Example 2 captures the behavior of mean-values of the multiplicative functions of interest to us. In order to state our result, we require some notation. Let f denote a multiplicative function and recall that
We shall write
and we shall assume that this series converges absolutely in Re(s) > 1. Moreover we write
where λ f (n) = Λ f (n) = 0 unless n is the power of a prime p. We next assume the analog of the weak Ramanujan hypothesis (11) . Namely, we suppose that there exist constants A, A 0 ≥ 1 such that for all x ≥ 1 we have
Let R be a natural number, and let τ 1 , . . ., τ R denote R real numbers. Let = ( 1 , . . . , R ) and j = (j 1 , . . . , j R ) denote vectors of non-negative integers, with the notation j ≤ indicating that 0
Finally, we define a measure of the oscillation of the mean-values of f by setting
With the above notations, the estimate (15) follows from the following result: Let X ≥ 10 and 1 ≥ > 0 be given. Let
. There exist real numbers τ 1 , . . ., τ R with |τ j | ≤ exp((log log X)
2 ) such that for all 2 ≤ x ≤ X we have
The implied constant above depends on A, A 0 and . Deducing (15) from (19) . Let x 0 = C 1 2 (log C) B be such that the convexity bound gives cancellation in n≤x a π (n) for x ≥ x 0 as mentioned in (14) . Let
B . Take w = x 0 /x and X = xw LR . Applying (19) to the multiplicative function a π (note that (11) gives the assumption (18)) we find that for an appropriate choice of τ 1 , . . .,
But, by definition, the LHS above is (21) w
Now X/w LR = x, and for 0 ≤ j ≤ LR − 1 we have X/w j ≥ xw = x 0 so that the bound of (14) applies. Therefore (21) equals
From (20) we conclude that
which proves (15) .
For a general multiplicative function, we cannot hope for any better bound for the oscillation than x/ log x. To see this, suppose w ≥ 2, and consider the multiplicative function f with f (n) = 0 for n ≤ x/2 and f (p) = 1 for primes x/2 < p ≤ x. Then S(x)
x/ log x whereas S(x/w j ) = 1 for all j ≥ 1, and therefore for any choice of the numbers τ 1 , . . ., τ R we would have O L (x, w)
x/ log x. Our proof of (19) builds both on the techniques of Halasz (as developed in [9] and [16] ), and also the idea of pretentious multiplicative functions developed by Granville and Soundararajan (see [17] and [18] ). We describe just a couple of the main ideas used: how the numbers in τ j in (19) are defined, and more generally what is special about mean-values of multiplicative functions? Definition of the successive maxima τ j . From now on, we shall write T = exp((log log X)
2 ). We define τ 1 to be that point t in the compact set C 1 = [−T, T ] where the maximum of |F (1+1/ log X +it)| is attained. Now remove the interval (τ 1 −(log X)
, and let C 2 denote the remaining compact set. We define τ 2 to be that point t in C 2 where the maximum of |F (1 + 1/ log X + it)| is attained. Next remove the interval (τ 2 − (log X)
from C 2 leaving behind the compact set C 3 . Define τ 3 to be the point where the maximum of |F (1 + 1/ log X + it)| for t ∈ C 3 is attained. We proceed in this manner, defining the successive maxima τ 1 , . . ., τ R , and the nested compact sets C 1 ⊃ C 2 ⊃ . . . ⊃ C R . Notice that all the points τ 1 , . . ., τ R lie in [−T, T ], and moreover are well-spaced:
It is easy to see that |F (1 + 1/ log X + it)| by (log X) A . For t ∈ [−T, T ] we will show that a much better bound holds, unless t happens to be near one of the points τ 1 , . . ., τ R . This is the content of (22) below which is is inspired by the ideas in [17] and [18] .
Let 1 ≤ j ≤ R and let t be a point in C j . Then
In particular if t ∈ C R we have |F (1 + 1/ log X + it)| (log X) /2 . Proof of (22) If t ∈ C j then for all 1 ≤ r ≤ j
Therefore,
By (18) the first factor above is ≤ (A 2 log log X + O (1)) 1 2 . To handle the second factor, we expand out the square and obtain
Λ(n) n 1+1/ log X+i(τr−τs) log n = j(log log X + O(1)) + 2 1≤r<s≤j log |ζ(1 + 1/ log X + i(τ r − τ s ))|. Now note that (log X)
Using this above, (22) follows. Multiplicative functions and integral equations. Write S 1 (x) = S 1 (x; f ) = n≤x f (n) log n. Then
If we suppose that |Λ f (d)| ≤ kΛ(d) for some fixed k then the above is bounded in magnitude by
By a "partial summation" argument (this needs some elaboration and is not obvious) we find that this is
We may also check that (in the case |f (n)| ≤ 1, and more care is needed for the general case)
and thus we conclude that
The relation above is crucial, and it shows how the mean value of a multiplicative function is dominated by an average of such mean values. This forces a smoother structure of these mean values than one would have expected. Wirsing's pioneering result (on mean-values of real valued multiplicative functions) and Halasz's work on complex valued multiplicative functions both exploit this feature very nicely. See also the work of Granville and Soundararajan on the "spectrum of multiplicative functions" where the analogy with integral equations is made precisely. We have mentioned several times Halasz's theorem without stating it properly. We now describe the result in general terms. Consider a multiplicative function f with |f (n)| ≤ 1. If f is real valued then Wirsing, proving a conjecture of Erdos and Wintner, showed that lim x→∞ 1 x n≤x f (n) exists. Moreover the limit is non-zero if and only if p≤x (1−f (p))/p converges; that is f looks like the function that is 1 always. To see that this result is non-trivial, just consider f (n) = µ(n). Halasz generalized Wirsing's result to complex valued multiplicative functions with |f (n)| ≤ 1. If we consider the example f (n) = n ıα where n≤x f (n) ∼
we see that the limiting mean-value need no longer exist. Halasz realized that this example is the only obstruction, and the limiting mean-value tends to zero (and he quantified this nicely) unless it happens that p (1 − Re f (p)p −iα )/p converges for some α; that is, f is pretending to be the function n iα . When f is no longer restricted to the unit circle, matters are more complicated. But, extending Halasz's insight we may look for functions of the form n −iα j which f correlates with (or pretends to be). This is the motivation for the successive maxima that we identified earlier, and the oscillation result shows that we can handle the effect of those bounded number of functions that f can pretend to be.
Suggested reading. For work on mean-values of multiplicative functions see [60] , [19] , [20] . A nice account of pretentiousness and its applications is given in [14] . Full details of weak subconvexity may be found in [56] . Accounts of the subconvexity problem (together with other applications) can be found in [33] and [43] .
Sieve methods and Holowinsky's work
Here we describe Holowinsky's approach to bounding the shifted convolution sums that arose in §5. We only deal with the inner products with Poincare series P m (z | ψ) with m = 0. We begin by explaining why we might expect the size of Hecke eigenvalues to be small on average; such a result goes back to work of Elliott, Moreno and Shahidi [10] in the context of Ramanujan's τ -function.
A general result on non-negative multiplicative functions Suppose we are given a non-negative multiplicative function f . We assume a stronger form of non-negativity: namely, that the coefficients λ f (n) appearing in the series for log F (s) are non-negative. Note that
and so
and so we conclude that
This easy bound is extremely useful. If we now suppose that on the prime powers Λ f (d) ≤ AΛ(d) for some constant A, then we deduce that
Application: Elliott-Moreno-Shahidi [10] . Take f (n) = τ (n)n
where τ denotes Ramanujan's function. By Deligne's theorem |f (n)| ≤ symmetric powers of ∆, which were known for a while, whereas SatoTate amounts to using information about all symmetric powers. Nair's theorem. In Holowinsky's work we need an estimate for (essentially) n≤k |λ f (n)λ f (n+m)| where m = 0 (and we have returned to the notation of letting λ f (n) denote the Hecke eigenvalues of an eigenform f ). We need now an analog of (25) for these shifted convolution sums. There is a lovely result of Mohan Nair [46] which establishes such an analog for general classes of multiplicative functions evaluated on polynomials. Nair's work extends work of Peter Shiu [55] who had considered such estimates for multiplicative functions in short intervals and arithmetic progressions. We don't describe Nair's result in full generality, but restrict ourselves to the special case at hand. The basic point is that if m is a fixed non-zero integer then the multiplicative structure of the integers n and n + m should have very little in common (e.g. if m = 1 the two numbers are coprime), and hence the values |λ f (n)| and |λ f (n + m)| should behave independently of each other. In other words we may expect the average of |λ f (n)λ f (n + m)| to be have like the product of the average of |λ f (n)| and the average of |λ f (n + m)|; i.e. like the square of the average of |λ f (n)|. Such an analog of (25) is what's guaranteed by Nair's theorem: we have for n = 0
Holowinsky [28] gives an independent proof of a slightly weaker result using a simple Selberg sieve argument. Using the bound (26) in our work in §5 we find that
We'll analyze what this means in the next section, where we show how this estimate together with the weak subconvexity bounds of §4 together give a proof of the Rudnick-Sarnak conjecture. Suggested reading. The papers [10] , [28] , [46] , [47] , [55] , all make for interesting reading.
Proof of mass equidistribution
We first describe the result on the cuspidal space. The cuspidal space is that spanned by the Hecke-Maass cusp forms, or equivalently that spanned by the incomplete Poincare series P m (z | ψ) with m = 0.
for Rankin-Selberg L-functions can be used to show that
Now the proof proceeds as in the cuspidal case. Suggested reading. Complete details of this proof, together with a quantification of the rate of convergence, are given in [29] .
The escape of mass argument
In this last section we give a description of the argument in [57] which eliminates the possibility of escape of mass for Hecke-Maass cusp forms, and thus completes Lindenstrauss's proof of QUE for SL 2 (Z)\H.
As remarked in the introduction, Lindenstrauss has shown that any weak- * limit of the micro-local lifts of Hecke-Maass forms is a constant c (in [0, 1]) times the normalized volume measure on Y = SL 2 (R)\SL 2 (Z). Projecting these measures down to the modular surface X, we see that any weak- * limit of the measures µ φ associated to Hecke-Maass forms is of the shape c 3 π dx dy y 2 . Our aim is to show that in fact c = 1, and there is no escape of mass. If on the contrary c < 1 for some weak- * limit, then we have a sequence of Hecke-Maass forms φ j with eigenvalues λ j tending to infinity such that for any fixed T ≥ 1 and as j → ∞ where C is a constant (normalizing the L 2 norm), K denotes the usual K-Bessel function, and we have cos or sin depending on whether the form is even or odd.
Using Parseval we find that By a change of variables we may write this as , y ≥ 1 is contained inside a fundamental domain for SL 2 (Z)\H. This would prove (30) .
Lastly it remains to justify (31) . In fact this statement is a general fact about a large class of multiplicative functions that we will call Hecke-multiplicative. We say that a function f is Hecke-multiplicative if it satisfies the Hecke relation Clearly this statement proves (31) . We won't go into the proof of (32), but just mention that it is based on elementary analytic and combinatorial arguments. It is noteworthy that (32) makes no assumptions on the size of the function f . Heckemultiplicative functions satisfy f (p 2 ) = f (p) 2 − 1, so that at least one of |f (p)| or |f (p 2 )| must be bounded away from zero; this observation plays a crucial role in our proof. We also remark that apart from the log y factor, (32) is best possible: Consider the Hecke-multiplicative function f defined by f (p) = 0 for all primes p. The Hecke relation then mandates that f (p 2k+1 ) = 0 and f (p 2k ) = (−1) k . Therefore, in this example, n≤x |f (n)| 2 = √ x + O(1) and n≤x/y |f (n)| 2 =
x/y + O(1). Suggested reading. For the proof of (32) see [56] .
