Machine learning at the edge offers great benefits such as increased privacy and security, low latency, and more autonomy. However, a major challenge is that many devices, in particular edge devices, have very limited memory, weak processors, and scarce energy supply. We propose a hybrid hardware-software framework that has the potential to significantly reduce the computational complexity and memory requirements of on-device machine learning. In the first step, inspired by compressive sensing, data is collected in compressed form simultaneously with the sensing process. Thus this compression happens already at the hardware level during data acquisition. But unlike in compressive sensing, this compression is achieved via a projection operator that is specifically tailored to the desired machine learning task. The second step consists of a specially designed and trained deep network. As concrete example we consider the task of image classification, although the proposed framework is more widely applicable. An additional benefit of our approach is that it can be easily combined with existing on-device techniques. Numerical simulations illustrate the viability of our method.
Introduction

Machine Learning on Constrained Devices
While the leitmotif "local sensing and remote inference" 1 has been at the foundation of a range of successful AI applications, there exist many scenarios in which it is highly preferable to run machine learning algorithms either directly on the device or at least locally on the edge instead of remotely. As tracking and selling our digital data has become a booming business model [Zub19] , there is an increasing and urgent need to preserve privacy in digital devices. Privacy and security are much harder to compromise if data is processed locally instead of being sent to the cloud. Also, some AI applications may be deployed "off the grid", in regions far away from any mobile or internet coverage. In addition, the cost of communication may become prohibitive and scaling to millions of devices may be impractical [DP17] . Moreover, some applications cannot afford latency issues that might result from remote processing.
Hence, there is a strong incentive for local inference "at the edge", if it can be accomplished with little sacrifice in accuracy and within the resource constraints of the edge device. Yet, the difficulty in "pushing AI to the edge" lies exactly in these resource constraints of many edge devices regarding computing power, energy supply, and memory.
In this paper we focus on such constrained devices and propose a hybrid hardware-software framework that has the potential to significantly reduce the computational complexity and memory requirements of on-device machine learning.
Outline of our approach
When we deploy an AI-equipped device in practice, we know a priori what kind of task this device is supposed to carry out. The key idea of our approach can thus be summarized as follows: We can take this knowledge into account already in the data acquisition step itself and try to measure only the task-relevant information, thereby we significantly lower the size of the data that enter the device and thus reduce the computational burden and memory requirements of that device.
To that end we propose compressive deep learning, a hybrid hardware-software approach that can be summarized by two steps, see also Figure 1 . First, we construct a projection operator that is specifically tailored to the desired machine learning task and which is determined by the entire training set (or a subset of the training set). This projection operator compresses the data simultaneously with the sensing process, like in standard compressive sensing [FR13] . But unlike compressive sensing, our projection operator is tailored specifically to the intended machine learning task, which therefore allows for a much more "aggressive" compression. The construction of the projection operator is of course critical and various techniques are described in Section 2. This projection will be implemented in hardware, thus the data enter the software layer of the device already in compressed form. The data acquisition/compression step is followed by a deep network that processes the compressed data and carries out the intended task. Compression is achieved at the hardware level via a projection operator that is specifically tailored to the desired machine learning task. The so compressed data are then fed into a specially trained deep network that performs the intended task.
While our approach is applicable to a wide range of machine learning tasks, in this paper we will mainly focus on image classification. We emphasize that the projection/compression we carry out at the data acquisiton step is completely different from standard (jpeg-type) image compression. Firstly, standard impage compression happens at the software layer and is completely independend from the data acquisition step, while our proposed compression-while-sensing scheme is an intrinsic part of the data acquisition step. Secondly, standard image compression is designed to work for a vast range of images and independent of the task we later perform, while our compression scheme is inherently tied to the image classification task we intend to carry out.
Compressive sensing and beyond
As mentioned above, our approach is in part inspired by ideas from compressive sensing. The compressive sensing paradigm uses simultaneous sensing and compression. At the core of compressed sensing lies the discovery that it is possible to reconstruct a sparse signal exactly from an underdetermined linear system of equations and that this can be done in a computationally efficient manner via 1 -minimization, cf. [FR13] . Compressive sensing consists of two parts: (i) The sensing step, which simultaneously compresses the signal. This step is usually implemented (mostly) in hardware.
(ii) The signal reconstruction step via carefully designed algorithms (thus this is done by software).
Compressed sensing aligns with a few of our objectives, however, they also differ in the following crucial ways:
1. Adaptivity: Standard compressive sensing is not adaptive. It considers all possible sparse signals under certain representations. For different data sets, the fundamental assumptions are the same. This assumption is likely too weak for a specific image data set, where only images with certain characteristics are included. For image classification, this is usually the case. Statistical information in the data set may be exploited to achieve better results.
2. Exact reconstruction: Compressive sensing aims for exact signal reconstruction. That means enough measurements must be taken to ensure all information needed for exact recovery. Clearly, this is too stringent a constraint for image classification where only label recovery is required instead of full signal reconstruction.
3. Storage and processing cost: It is cumbersome to implement random matrices often proposed in compressive sensing in hardware; only certain structured random matrices can be implemented efficiently.
Prior work
Various approaches have been proposed for improving the computational cost of neural networks and for on-device deep learning. We point out that in the approaches described below, the assumptions made about the properties of these devices and their capabilities may differ for different approaches. ]. An image is first encoded into a beam of monochromatic laser, and then projected on a random medium. Because of frequent scattering with the nanoparticles in the medium, the transmitted light can be seen as a signal obtained by applying a kernel operation with a random matrix involved. The resulting signal is then collected by a camera and can be fed into a machine learning model. No energy is consumed except for the incoming laser signal during the process.
Our proposed approach is different from all the methods listed above, but can be combined with any one of them.
Other approaches towards compressing the input in a specific manner before clustering or classificiation can be found e.g. in [DDW + 07, HS10, RP12, RRCR13, TPGV16, MMV18]. However, except for [MMV18] , these papers do not taylor the compression operator to the classification task, but are rather using compression operators that are in line with classical compressive sensing.
Compressive Deep Learning
In a nutshell our framework can be summarized as follows. First, we construct a compression matrix in form of a projection operator, determined by the entire training set (or a subset of the training set). This compression matrix will be implemented in hardware, that automatically feeds the compressed data into the next layer of the system. Following the compression matrix there is a neural network that processes the compressed data and recovers the labels.
There are many possibilities to construct the projection operator. It is important to keep in mind that ultimately the projection/compression step is supposed to be realized in hardware. Therefore it makes sense to impose some structure on the projection operator to make it more amendable to an efficient hardware implementation. Unlike compressive sensing, we will not use a random matrix that samples the image space essentially uniformly at random, but instead we construct a projector that focuses on the regions of interest, i.e., we concentrate our measurement on those regions of the ambient space, in which the images we aim to classify are located, thereby preserving most information with a small number of measurements. To that end, principal component decomposition would suffice to construct the projection matrix. However, a typical PCA matrix is unstructured and is thus hard to implement efficiently, easily and at low cost in hardware.
Hence, we need to impose additional condition on the projection operator to be constructed. There is a range of options, but the most convenient one is arguably to consider projections with convolution structure. Convolutions are ubiquitous in signal-and image processing, they are a main ingredient of many machine learning techniques (deep learning being one of them), and they can be implemented efficiently in hardware [RG75] .
We will consider two approaches to construct such a convolution-structured projection:
1. We try to find among all convolution matrices with orthogonal rows the one that is "most similar" to the PCA matrix. While this matrix nearness problem is non-convex, we will prove that there is a convex problem "nearby" and that this convex problem has a convenient explicit solution. This construction of the projection matrix is independent of the CNN we use for image classification. 2. We construct the convolution projection by jointly optimizing the projection matrix and the CNN used for image classification. We do this by adding a "zeroth" convolution layer to our image classification CNN. The weights of this zeroth layer will give us the coefficients of the (nonunitary) convolution projection matrix. Of course, for the actual image classification we later remove this zeroth layer, since the whole point is to implement this layer in hardware. In theory this should yield a projection matrix with superior performance, because this approach jointly optimizes the projection and the classification. But due to the non-convex nature of this optimization problem, there is no guarantee that we can actually find the optimal solution.
Construction of projection with convolution structure via constrained matrix nearness
Given a data set D ⊆ R M , one can find all principal components w 1 , w 2 , . . . , w M of this finite point set, which form an orthonormal basis of the space R M . These m vectors can be grouped into a matrix, with each row being one of the components,
The matrix P contains full information about the best approximating affine subspaces of different dimensions to the data set D. Dimension reduction can be achieved by using the first few rows of P . For any s ≤ m, we can construct
which can serve as a compression matrix that reduces the dimension of the input data from m to s.
Here, the ratio m s represents the compression rate of the input. Yet, in general P s is not a structured matrix which is required for efficient hardware implementation. As we mentioned before, we try to find a convolution-type matrix that is in some sense as close as possible to P s . Since we focus on image classification, our input signals are images. Therefore, we consider two-dimensional convolutions. In terms of matrices that means we either deal with block-circulant matrices with circulant blocks (BCCB) or block-Toeplitz matrices with Toeplitz blocks [Dav79] . Here, for convenience we focus on BCCB matrices. Note however that as projection, P s is naturally a fat matrix (there are more columns than rows), while BCCB are square matrices by definition. Thus, we are concerned with finding the best approximation of P s by subsampled versions of BCCB matrices.
Assume samples in the data set D are all two-dimensional signals of size m × n; vectorizing these signals yields vectors of length mn. The space of subsampled matrices with structure is the space of sub-block-circulant matrices, denoted by S s,m,n , whose elements are matrices with the same dimensions as P s . See the appendix for an exact definition of sub-block-circulant matrices and S s,m,n . We formulate the problem of constructing a convolution-structured projection matrix close to the PCA matrix as follows: find the sub-block-circulant matrix C, an element of S s,m,n , that is most similar to P s .
How do we measure similarity between matrices? One way to think about this is to identify each matrix with its row space. In our example, the row space of any C ∈ S s,m,n is an s-dimensional subspace of R mn , the mn-dimensional Euclidean space. In other words, we identify each row space with a point in the Grassmannian manifold G(s, mn) and measure the angle α(P s , C) between the row spaces of P s and C. There are various ways to do so. We follow [CHS96] and use the chordal distance for this purpose. Besides its geometric definition, the chordal distance between the row space of P s and that of C can be computed via
Hence our goal is to find the sub-block-circulant matrix C ∈ S s,m,n that minimizes its chordal distance to P s . min α(P s , C) s.t. C ∈ S s,m,n (1) This structured matrix nearness problem does not have an easy solution. Therefore we consider a "nearby" problem that does have a nice explicit solution. We compute
We used the fact that both P s and elements of S s,m,n have unit vector as rows. The above estimation shows that even though s P s − C F does not determine the optimal chordal distance between two row spaces, it is always an upper bound of the chordal distance. Inspired by this estimation, instead of the original optimization problem (1), we consider the following problem:
Note that s here is a constant and is determined by the compression rate. This optimization problem can be solved within a more general setting, namely in the context of complete commuting family of unitary matrices.
To solve (3), we consider the more general problem
where W is a given matrix of dimension n × n and A is a commuting family of unitary matrices. The exact definition of A is given in the appendix. More precisely, we assume A is a complete commuting family of unitary matrices and U is a unitary matrix that diagonalizes elements of A. Note that unitary transformation preserves the Frobenius norm since for any X,
As a result, the objective function is then
which can be decomposed into its diagonal part and its off-diagonal part. Since the off-diagonal part is independent of C, in order to minimize W − C F , we only need to minimize the diagonal part.
Hence, minimization of the diagonal part becomes min
where the norm is simply the Euclidean norm in C n . The minimizer may not be unique, but one minimizer c 0 is given by
where
Applying the parametrization map, we get
due to the completeness of A, and C o is a minimizer of (4). Thus, we have proved the following theorem. Theorem 1. For any complete commuting family of unitary matrices A, the optimization problem (4) has a solution given by (6).
We can readily show that the family of BCCB matrices, denoted by N m,n , is a special case. Corollary 1. The collection of all unitary block circulant matrices with circulant blocks N m,n is a complete commuting family of unitary matrices, and a solution to the optimization problem (4) is given by
where c o is determined by (5). Moreover, if W in (4) is a real matrix, then C o given by (7) is also a real matrix.
See the appendix for the proof. Definition 1 (Downsampling Operator). For any 1 ≤ k ≤ n, a downsampling operator is 1-1 map ψ from Z k to Z n , where Z p = {1, 2, . . . , p}.
The downsampling operator ψ chooses k elements from Z n in a certain order without replacement. We will use ψ to sample the rows of a matrix from N m,n . Definition 2 (Subsampled Unitary BCCB). The Subsampled Unitary BCCB B formed by downsampling C ∈ N m,n via the downsampling operator ψ : Z s → Z mn is an s × mn matrix given by
We denote ψ(C) = B. The collection of all such matrices is denoted S s,m,n;ψ , which we will simply refer to as S s,m,n .
A subsampled unitary BCCB is formed by certain rows of some unitary block circulant matrix with circulant blocks whose indices are determined by a fixed downsampling operator.
Consider a downsampling operator ψ : Z s → Z mn . Let A be a complete commuting family of unitary matrices. If we subsample every element of A using ψ, we end up getting a set of subsampled unitary matrices, B = {ψ(C) : C ∈ A}. Now, consider the following optimization problem,
where W is a given matrix with dimension of s×mn. Define the zero-padding map ρ ψ : C s×mn → C mn×mn as follows:
for any i, j ∈ Z mn . Observe that any solution C 0 to
gives a solution ψ(C 0 ) to (8). This is because for any C ∈ A,
where c i is the i-th row of C and is a unit vector. Theorem 2. If B is a family of subsampled commuting unitary matrices, then an optimization problem of the form (8) can be converted into a problem of commuting family of unitary matrices of the form (4) using the zero-padding operator.
Downsampled from N m,n by some downsampling operator ψ, the collection of subsampled unitary BCCB S s,m,n is obviously a special case since S s,m,n = ψ(N m,n ). Therefore, the optimization problem
can be solved by following Theorem 2 and Theorem 1. The procedure of solving this problem is summarized in Algorithm 1.
Algorithm 1: Construction of deep learning compression matrix Input : Data set D ⊆ R m×n , dimension s of the compressed data, downsampling operator ψ Output: Compression matrix with structure ψ(C 0 ) 1 Find the first s PCA-components of D and use them as rows to form an s × mn matrix P s 2 Form an mn × mn matrix ρ ψ (P s ) using the zero-padding operator ρ ψ 3 Apply the 2D DFT matrix F m,n and extract the diagonal
4 Form a new vector c 0 by normalizing components of c. Replace by 1 if the entry is 0 5 Form a diagonal matrix and apply the 2D DFT matrix. The result is a unitary block circulant matrix with circulant blocks C 0 = F m,n diag −1 (c 0 )F * m,n . 6 Subsample the matrix and get ψ(C 0 ). Use ψ(C 0 ) to compress the data.
Construction of convolution projection via joint non-convex optimization
In this section we construct a projection matrix by setting up a joint optimization problem that involves both solving the image classification and the finding the optimal projection matrix. To solve this non-convex optimization problem we employ deep learning. More precisely, we construct a CNN to which we add an additional layer as zeroth layer. This zero-th layer will consist of one 2-D convolution followed by downsampling. The overall architecture is illustrated in Figure 2 . The architecture of a CNN with an additional layer. Layers below the zero-th layer form a CNN themselves. The zero-th layer is a convolutional layer with only one filter and a stride greater than one. Thus, the zero-th layer applies a single convolution filter on the input images and then downsamples the results. The output of the zero-th layer is then passed to the next layer. All layers will be trained jointly on a training set.
Numerical experiments
To demonstrate the capabilities of our methods, we test both the PNN (name may be changed) and the circulant approximation against a few other baseline methods. We test these methods on two standard test sets, the MNIST dataset consisting of images depicting hand-written digits, and the Fashion-MNIST dataset, consisting of images of fashion products. The general workflow consists of two steps. In the preprocssing step we subject the images to the projection operator to simulate the compressive image acquistion via hardware. In the second step we feed these images into a convolutional neural network for classification. We will describe the preprocessing methods, the architecture of the network and training details in the rest of the section.
Preprocessing step: Projection operator
In order to put the PNN and the circulant approximation method in context, we conducted a few other methods in the experiments and compare their results against each other. The list below is a brief summary of all these results, and Table 1 gives the relation between the stride and the compression rate.
1. Downsampling: Downsample the images using a certain stride. When the stride is equal to 1, the original dataset is used. Downsampling, i.e. just taking low-resolution images, is the easiest (and least sophisticated) way to reduce dimensionality of the images. 2. Random Convolution: A random convolutional filter of size 5 × 5 is generated and then applied to a few locations in the image, determined by the stride. The size of the resulted image is determined by the stride of the convolution applied to the image. The image size is unchanged when the stride is equal to 1. There is no constraints on the filter size, but we fixed the filter size in our experiments for the sake of simplicity. Projection matrices of this type have been proposed in the context of compressive sensing (e.g. see [Rom09] ). 3. PCA: Compute the PCA components for the entire training set. Given the compression rate and a raw image, the compressed data is the coefficients of a few leading PCA component for the image. When uncompressed (the compression rate is equal to 1), all coefficients are used. 4. Circulant Approximation: This is the construction outlined in Subsection 2.1. First compute a matrix with structure that is most similar to the PCA matrix of the training set and then compress images using this matrix. The dimension of the matrix with structure is determined by the compression rate. It is a square matrix if the data is uncompressed. 5. PNN: This is the construction presented in Subsection 2.2. Add a convolutional layer with a certain stride and one single feature map on the top of the architecture. Train the resulting network on the original dataset. The first convolutional layer serves as a compressor, and it is optimized along with the rest of the network.
Stride Table 1 : Relation between the stride and the compression rate. The dimension of the raw inputs is 28 × 28. After applying one of the preprocessing method with a certain stride, the dimension of the data becomes smaller. The compression is the ratio between the number of pixels in the the raw data and that of the processed data.
Architecture and training
The neural network for the raw data has the following architecture. The first weighted layer is a convolution layer with 32 filters of the size 5 × 5 and followed by ReLU nonlinearity and a maxpooling layer with stride 2. The second weighted layer is the same as the first one except that it has 64 filters, also followed by ReLU and a maxpooling layer with stride 2. The third weighted layer is a fully connected layer with 256 units and followed by a dropout layer. The last layer is a softmax layer with 10 channels, corresponding to the 10 classes in the dataset. This network has 857,738 weights in total. Architectures of neural networks dealing with compressed data are listed in Table 2 .
The table also lists the total number of weights and the number of floating point operations for each forward pass. In general, both numbers are decreased when we use smaller inputs. Since we are using very small images in the first place, some networks have two pooling layers and some do not have any. This explains why some networks with smaller inputs have more weights and flops than networks with larger inputs. For larger images, we will be able to apply same number of pooling operations both for the raw data and the compressed data. In this way, the decrease in the number of weights and flops will be even more significant.
For PNN, it starts with a convolutional layer with a single filter of the size 5 × 5 and a certain stride. The output is then fed into the network described above.
We trained the networks using ADAM. We also did a grid search for hyper-parameters. In general, we found that with learning rate = 0.01, dropout rate = 0.4 generated the best results. Each network was trained for 10 epochs with mini-batches of the size 32.
Results
As shown in Figure 3 , for both datasets, it is evident that both PNN and the circulant approximation achieve higher accuracy rate than downsampling and random convolution, especially when the data are heavily compressed. In most cases, the PNN method works slightly better than the circulant approximation. However, the circulant approximation method exhibits its ability to retain high accuracy when pushing to more extreme compression rate on MNIST. Since PNN is a relaxation of the circulant approximation method, the global optimum of the former is always no worse than the Table 2 : Architectures for different input sizes. conv32 means a convolutional layer with 32 filters. All filters have size 5 × 5. maxpool2 means a maxpooling layer with stride 2 × 2. FC256 represents a fully connected layer with 256 units and softmax10 is the 10-way softmax layer. The second from the last row are the total numbers of weights in these networks. The last row lists the number of floating point operations for each forward pass. The softmax layer is not included since the cost of the exponential function is hard to estimate. Nonetheless, the last layers of all these networks are the same. Refer to Figure 3 for the performance of these network architectures.
Figure 3: Accuracy rates of compressive deep learning with various choices for the projection matrix, tested on MNIST and on Fashion-MNIST. The x-axis represents the compression rate of the input (this is determined by the strides). The relation between the strides and the compression is given in Table 1. latter. What we observe in MNIST is a result of the training process, which has no guarantee for global optimum of the neural network.
Another interesting result is that the PCA method seems not to be affected by extreme compression rates but rather benefits from them. This is probably because only the coefficients of the leading PCA components have high signal-to-noise ratio, and the rest are mostly noise. Therefore, the PCA method performs better simply by discarding the noisy coefficients. For the purpose of our work, the PCA method cannot be compared with the other methods directly since the PCA matrix is not a convolution and cannot be implemented by hardware.
Reducing the number of filters
As we have seen in Table 2 , because of the small image size, some networks with smaller inputs have more weights and flops than networks with larger inputs. To further reduce the number of weights and flops for networks with small inputs, we explore the compressibility of these networks by reducing the number of filters. For the network for the case of stride 6, the network given in Table 2 has 32 filters in the first convolutional layer and 64 filters in the second one. Here, we consider using networks with much less filters. The architectures of these networks are listed below. The network with index 1 is the same as the network with stride 6 in Table 2 .
The results of these neural networks for MNIST are shown in Figure 4 . Both the PNN and the circulant approximation have relatively high accuracy rates even with very small number of filters.
Appendix
Matrices with circulant strcuture
Circulant matrices can be thought as discrete convolutions applicable to one dimensional signals. They have the nice property that circulant matrices can be diagonalized by the Discrete Fourier Matrix. For two-dimensional signals, the corresponding matrix is a block circulant matrix with circulant blocks (BCCB).
Definition 3 (Block Circulant Matrix with Circulant Blocks). An mn × mn block circulant matrix with circulant blocks C has an m × m circulant block structure and each of its block C i ∈ A n is an n × n circulant matrix itself. The matrix C can be written as
The lemma below from [Dav79] (Theorem 5.8.1) shows that BCCBs can be diagonalized by the 2D DFT. Lemma 1 (Diagonalization by 2D DFT). Let F m,n be the two-dimensional unitary Discrete Fourier Transform matrix. Then, a matrix C is a block circulant matrix with circulant blocks if and only if F * m,n CF m,n is a diagonal matrix. In particular, if C is a block circulant matrix with circulant blocks and c is its first column, then C can be diagonalized by F m,n as F * m,n CF m,n = √ mn diag(F m,n c).
Complete commuting family of unitary matrices
Definition 4 (Commuting Family of Unitary Matrices). A is called a commuting family of unitary matrices if A is consisted of unitary matrices of the same dimension that commute with each other.
Properties of commuting families of unitary matrices are presented below. Definition 5 (Parametrization Map). Let U be a unitary matrix, then the parametrization map θ U induced by U is defined by
Lemma 2. Let A be a commuting family of unitary matrices. There exists a unitary matrix U that diagonalizes any C ∈ A. Furthermore, the preimage of A under θ U is a subset of the n-dimensional torus T n , where
Proof. A commuting family of matrices can be simultaneously diagonalized, and unitary matrices are normal matrices and hence can be diagonalized by some unitary matrix. Therefore, there exists a unitary matrix U that diagonalizes any C ∈ A. For any C ∈ A, U * CU = diag(c) for some c ∈ C n . Note that entries of c are eigenvalues of C since U is unitary. Hence, c ∈ T n since C is a unitary matrix itself and eigenvalues of a unitary matrix are complex numbers with magnitude 1. Finally, θ U is a one-to-one map and θ −1 U (C) = c since C = U diag(c)U * .
To ensure solvability of (4), we will need completeness for A. Proof of Corollary 1. For any C ∈ N m,n , F * m,n CF m,n is a diagonal matrix. This shows N m,n is a commuting family, and the unitary matrix U that diagonalizes all elements of the family is F m,n . By its definition, N m,n consists of unitary matrices. To prove it is complete, we need to show θ Fm,n (c) ∈ N m,n , for any c ∈ T n . Denote C 0 = θ Fm,n (c) = F m,n diag(c)F * m,n . On the one hand, thanks to Lemma 1, C 0 ∈ BC m,n since F * m,n C 0 F m,n is diagonal. On the other hand, C 0 is unitary since Here, c c * = 1 is the entrywise product and we used the fact that c ∈ T n . This shows θ Fm,n (c) = C 0 ∈ N m,n .
To show the last statement of the corollary, we will use the fact that the eigenvalues of a real circulant matrix are conjugate symmetric, and vice versa (cf. [Dav79] , p. 72-76.). For any C ∈ N m,n , C can be written as C = i E i ⊗ C i , where C i are circulant blocks of C and E i = Circ(e i ). Hence, F
