This paper deals with second-order optimality conditions for a quasilinear elliptic control problem with a nonlinear coe cient in the principal part that is countably PC (continuous and C apart from countably many points). We prove that the control-to-state operator is continuously di erentiable even though the nonlinear coe cient is non-smooth. This enables us to establish "no-gap" second-order necessary and su cient optimality conditions in terms of an abstract curvature functional, i.e., for which the su cient condition only di ers from the necessary one in the fact that the inequality is strict. A condition that is equivalent to the second-order su cient optimality condition and could be useful for error estimates in, e.g., nite element discretizations is also provided.
This work is concerned with the quasilinear elliptic optimal control problem (P) : Ω → R, a continuous and piecewise twice di erentiable function a : R → R, functions α, β ∈ L ∞ (Ω) satisfying β(x) − α(x) ≥ γ for some γ > and almost every x ∈ Ω, and a positive constant ν . For the precise assumptions on the data of (P), we refer to Section . The state equation in the optimal control problem (P) arises, for instance, in models of heat conduction with a nonlinear dependence on the temperature y that allows for di erent behavior in di erent temperature regimes with sharp phase transitions. When the conductivity coe cient is of class C in the state variable y, second-order necessary and su cient conditions for such optimal control problems were already obtained in [ , ] . However, if the coe cient is non-smooth, the standard tools for smooth This work was supported by the DFG under the grants CL / -and RO / -, both within the priority programme SPP "Non-smooth and Complementarity-based Distributed Parameter Systems: Simulation and Hierarchical Optimization". * Faculty of Mathematics, University of Duisburg-Essen, Thea-Leymann-Strasse , Essen, Germany (christian.clason@uni-due.de, : ---) † Faculty of Mathematics, University of Duisburg-Essen, Thea-Leymann-Strasse , Essen, Germany (huu.vu@unidue.de,
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The paper is organized as follows. Section is devoted to notation and the main assumptions of (P). In Section , we provide some required properties of the state equation, where we present some results on the existence, uniqueness, and regularity of solutions and prove rst-order di erentiability of the control-to-state operator. Section is concerned with the existence of minimizers as well as rstorder necessary optimality conditions of (P). The main results of the paper, the no-gap second-order necessary and su cient condititions, are derived in Section . Finally, the paper ends with appendices showing an a priori estimate for (P) on convex domains and deriving the explicit form of a jump functional Σ(y), introduced in Section , for two examples.
Notation. For a given point u ∈ X and ρ > , we denote by B X (u, ρ) and B X (u, ρ) the open and closed balls, respectively, of radius ρ centered at u. For Banach spaces X and Y , the notation X → Y means that X is continuously embedded in Y , and X Y means that X is compactly embedded in Y . For a Banach space X with dual X * , the symbol ·, · X * ,X denotes the duality pairing between X and X * . For a function f : Ω → R de ned on a domain Ω ⊂ R d and a subset A ⊂ R, we denote by { f ∈ A} the set of all points x ∈ Ω for which f (x) ∈ A. Similarly, for functions f , f and subsets A , A ⊂ R, the symbol { f ∈ A , f ∈ A } denotes the set of all points at which the values of f and f belonging to A and A , respectively. For any set ω ⊂ Ω, the symbol 1 ω stands for the indicator function of ω, i.e., 1 ω (x) = if x ∈ ω and 1 ω (x) = otherwise. Finally, C denotes a generic positive constant, which may be di erent at di erent places of occurrence. We also write, e.g., C ξ for a constant depending only on the parameter ξ .
We recall the following de nition from, e.g., [ , Chap. ] For any continuous PC k -function f : O → R, ≤ k ≤ ∞, we de ne the exceptional set
which by Rademacher's Theorem has Lebesgue measure zero. We shall say that a PC k -function f is countably PC k if the set E f is countable, i.e., it can be represented as E f = {t i | t i ∈ R, i ∈ I } for some countable set I ; see e.g., [ ].
Example . . The functions R t → |t | ∈ R, R t → max{ , t } ∈ R, and R t → min{ , t } ∈ R are countably PC ∞ .
Let f be a countably PC -function on R. By the decomposition theorem for piecewise smooth functions [ , Prop. D. ] , a can be expressed as
where I is a countable set of indices, t i < t i+ for all i ∈ I , and f i , i ∈ I , are C -functions on R such that
Here and in what follows, we use the convention (t, +∞] := (t, ∞). For any i ∈ I , we set ( . )
Minding ( . ), this term measures the jump of the derivative of f in the singular point t i and will play an important part in the second-order optimality conditions for (P). It is easy to see that if f is a countably PC -function de ned by ( . ), then it is directionally di erentiable and its directional derivative is given by
Throughout the paper, we need the following assumptions. ( ) a : R → R is a non-negative countably PC and is de ned by ( . ) with C non-negative functions a i satisfying ( . ) and numbers t i ∈ (−∞, +∞], i ∈ I . Moreover, there exists a constant δ > such that
From now on, for any y ∈ C(Ω), we denote by I y the nite set of all indices i ∈ I such that
Obviously, we then have a(y(x)) = i ∈I y 1 (t i ,t i + ] (y(x))a i (y(x)) for all x ∈ Ω.
In this section, we shall derive the required results for the state equation
.
, ,
We rst address the existence, uniqueness, and regularity of solutions to ( . Proof. Let p > N , U be a bounded set in W − ,p (Ω), and u ∈ U be arbitrary. By [ , Thm. . ], ( . ) has a unique solution y u ∈ H (Ω) ∩ C(Ω), and there exists a constant C ,U such that
We now use the Kirchho transformation (see [ , Chap . V])
By setting θ u (x) := K(x, y u (x)) for x ∈ Ω, ( . ) can be rewritten as follows
Applying the maximal elliptic regularity for Poisson's equation on the convex domain (see, e.g., [ , Cor. ] ) to ( . ) yields that
This, together with ( . ) and the global Lipschitz continuity of b, gives
and for some constant C ,U . Moreover, for any xed x ∈ Ω, K(x, ·) is monotonically increasing due to Assumptions ( ) and ( ). It then has an inverse denoted by T (x, ·). By a simple computation, we have for all ≤ i ≤ N that
From this, ( . ), and ( . ), we derive ( . ). It remains to prove ( . ). To this end, let U be a bounded set in L q (Ω) with q > N and take u ∈ U arbitrary but xed. Since q > N , we have the continuous embedding L q (Ω) → W − , q (Ω). This gives y u ∈ W , q (Ω). We thus have the H -and W ,∞ -regularity of y u as well as ( . ) according to ( . ) and
Lemma . . From now on, for each u ∈ W − ,p (Ω), p > N , we denote by y u the unique solution to ( . ). The control-to-state operator W − ,p (Ω) u → y u ∈ W ,p (Ω) is denoted by S, which is uniformly bounded by Theorem . .
. We now prove the rst-order di erentiability of the control-to-state operator even for the nondi erentiable coe cient a. To this end, we will employ the di erentiability of the implicit mapping [ , Thm. . ], which is a generalized version of the classical implicit function theorem [ , Chap. ] and applies to a class of quasilinear PDEs. We rst derive the locally Lipschitz continuity of the control-to-state mapping S. Lemma . . Let p > N and u ∈ W − ,p (Ω) be arbitrary. Let Assumptions ( ) to ( ) hold. Then the operator S is locally Lipschitz continuous at u as a function from W − ,p (Ω) to W ,p (Ω). Moreover, for any bounded set U in W − ,p (Ω), there exists a constant L U such that
Proof. It is enough to prove ( . ). Let u , u ∈ U be arbitrary and set y i := S(u i ) and θ i (x) := K(x, y i (x)), i = , , with K de ned in ( . ). Similar to ( . ), we have
Applying [ , Cor. ] to ( . ) and using the fact that ∇b
By the de nition of θ i , i = , , it follows for all x ∈ Ω that
a(s) ds.
From this and a straightforward computation, we derive for all ≤ m ≤ N that
For almost every x ∈ Ω, since K(x, ·) is monotonically increasing, so is its inverse T (x, ·). This implies for almost every x ∈ Ω that θ (x) ≥ θ (x) if and only if y (x) ≥ y (x). Consequently, we obtain
From this, the continuous embedding W ,p (Ω) → C(Ω), and ( . ), there holds
Furthermore, as a result of Theorem . and the continuous embedding W ,p (Ω) → C(Ω), there exists a constant C U > such that
The combination of ( . ) with ( . ), ( . ), ( . ), and Assumptions ( ) and ( ) implies that
Combining this with Young's inequality and the continuous embedding W ,p (Ω) → L ∞ (Ω), there holds for all ε > that
By choosing ε = ε(p, C ,U ) > small enough, we arrive at
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We now show that there is a constant L U satisfying
which, together with ( . ), gives the desired conclusion. Assume to the contrary that ( . ) does not hold. Then we can nd u (n) , u (n) ∈ U such that
Obviously, η n → as n → ∞. We now de ne functions a n and χ n on Ω and a vector-valued function b n on Ω by
and
As a result of ( . ), a constant C U exists such that
we see that ρ n → and that ξ n solves ( . ) − div[a n ∇ξ n + b n ξ n ] = h n in Ω, ξ n = on ∂Ω.
Testing the above equation by ξ n and employing the Hölder inequality and ( . ) yield
for n large enough. From this and the compact embedding H (Ω) L p/(p− ) (Ω), we can assume that ξ n ξ in H (Ω) and ξ n → ξ in L p/(p− ) (Ω) for some ξ ∈ H (Ω). Moreover, there exist subsequences of {y (n) } and {b n }, denoted in the same way, such that y (n) → y * in C(Ω) and b n b in L p (Ω) N for some y * ∈ C(Ω) and b ∈ L p (Ω) N . Therefore, we have a n → a * in C(Ω) with a * (x) := b(x) + a(y * (x)).
Passing to the limit in ( . ), we deduce from the fact that h n → in H − (Ω) that ξ ful lls
The uniqueness of solutions, see, e.g., [ , Thm. . ] , implies that ξ = , which contradicts the fact that ξ L p/(p− ) (Ω) = lim n→∞ ξ n L p/(p− ) (Ω) = .
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where t i , i ∈ I , are given in Assumption ( ). Similar sets such as Ω [τ ,τ ) y,i, j are de ned in the same way. We also de ne the function T y,ŷ :
We need the following lemmas. Lemma . . Let Assumption ( ) be satis ed. Then, for any y,ŷ ∈ C(Ω) with y −ŷ C(Ω) < δ , there holds
where
Moreover, if y n →ŷ in W ,p (Ω) with p > N , then
Proof. We have
using the fact that 1 Ω ( , )
Together with ( . ), these yield the claimed expression. It remains to prove the limit ( . ). Let y n →ŷ in W ,p (Ω) and set ε n := y n −ŷ C(Ω) . Then ε n → since W ,p (Ω) → C(Ω). We therefore can assume that ε n < δ and |y n (x)| ≤ M for some M > and all
x ∈ Ω for n ∈ N su ciently large. Using ( . ), we obtain
From the de nition of T i, y n ,ŷ , the dominated convergence theorem yields
Combining this with the dominated convergence theorem yields
Similarly,
From ( . )-( . ) and the fact that ε n ≤ C y n −ŷ W ,p (Ω) and that Iŷ is nite, we obtain the limit ( . ).
Lemma . . Let y n → y in W ,p (Ω) with p > N . Under Assumption ( ), there holds
Proof. Since y n → y in W ,p (Ω), we have y n → y in C(Ω), and thus there exists a nite set I ⊂ I such that Ω ( , ) y,i,i+ and Ω ( , ) y n ,i,i+ are empty for all i ∈ I \I and n ∈ N. Also, we can assume that y n −y C(Ω) < δ for all n ∈ N large enough. Setting A n := 1 {y n E a } a (y n )∇y n − 1 {y E a } a (y)∇y, we have
It is su cient to prove that A (i) n → in L p (Ω) for all i ∈ I . To this end, we write A (i) n as
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The last two terms in the right-hand side tend to in L p (Ω). For the rst term in the right-hand side, we have
In the above expression, the rst term in the right-hand side vanishes almost everywhere since ∇y(x) = for almost every x ∈ {y = t i } ∪ {y = t i+ } (see, e.g., [ , Rem. . ]), and the other terms tend to zero in L p (Ω) according to the dominated convergence theorem. Thus,
Theorem . . Under Assumptions ( ) to ( ), the control-to-state operator S :
Step : existence of S . We shall apply the di erentiability of the implicit mapping [ , Thm. . ]. Consider the mapping F :
We rst show that F has a partial derivative in y given by
for all y, z ∈ W ,p (Ω) and u ∈ W − ,p (Ω). To this end, let z n be an arbitrary sequence converging to zero in W ,p (Ω) and let φ be arbitrary in W ,p (Ω), p := p/(p − ), with φ W ,p (Ω) ≤ . Setting y n := y + z n , we then have
Setting ε n := z n W ,p (Ω) , we obtain
Obviously, a(y n ) − a(y) L ∞ (Ω) → . Combining this with ( . ) yields the partial di erentiability of F in y.
We now prove that ∂F ∂y (y u , u), y u := S(u), is an isomorphism as a mapping from W ,p (Ω) to W − ,p (Ω).
From this, the Lipschitz continuity of S (see Lemma . ), and [ , Thm. . ], we then deduce the existence of Fréchet derivative at u of S as well as ( . ). It is enough to prove for any ∈ W − ,p (Ω) that there exists a unique z ∈ W ,p (Ω) such that
for almost every x ∈ Ω, we have that a u is continuous and there hold
The equation ( . ) can thus be written as
Due to [ , Thm. . ], ( . ) (and thus ( . )) has a unique solution z ∈ H (Ω) → L p/(p− ) (Ω). Similar to ( . ) and ( . ), there hold that
for some constant C ,u independent of . It then follows that
Moreover, by using the chain rule and the product formula [ , Chap. ] as well as Assumption ( ), we can rewrite ( . ) as
Applying the Stampacchia theorem [ , Thm. . ] and using the continuous embedding H (Ω) → L (Ω), we can conclude that
where we have used ( . ) to obtain the last estimate. We now consider two cases:
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From this, the de nition ofẑ , and ( . ), we derive z ∈ W ,p (Ω) and ( . ).
Case : N = . In this case, we have H (Ω) → L (Ω). If p ≤ , we then have the desired conclusion using a similar argument as in the rst case.
Similar to the rst case, z ∈ W , (Ω) and z W , (Ω) ≤ C u W − ,p (Ω) . Finally, by using the continuous embedding W , (Ω) → L p (Ω) and a bootstrapping argument, we arrive at the desired conclusion.
Step . continuity of S . Taking any , u n , u ∈ W − ,p (Ω) such that W − ,p (Ω) ≤ as well as s n := u n − u W − ,p (Ω) → as n → ∞ and setting z n := S (u n ) , z := S (u ) , we see that z n and z satisfy
with y := S(u ), y n := S(u n ), and
Similar to ( . ), a constant C := C u exists such that
Furthermore, the local Lipschitz continuity of S (Lemma . ) implies that there is a constant
This implies that
where we have used the continuous embedding W ,p (Ω) → L ∞ (Ω) to obtain the last inequality with a constant C independent of and n. Here
Obviously, the rst term in the right-hand side converges to zero since y n → y in C(Ω). In addition, as a result of Lemma . , the second term tends to zero.
We end this section with a direct consequence of the di erentiability of S.
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No-gap second-order optimality conditions for optimal . . .
Corollary . . Let u and h be arbitrary in L (Ω) and let {s n } ⊂ ( , ∞) and {h n } ⊂ L (Ω) be such that s n → + and h n h in L (Ω). Then, for any p ∈ (N , ), there holds
Proof. We write
From this, Theorem . , and the compact embeddings L (Ω) W − ,p (Ω) and W ,p (Ω) C(Ω), we derive the desired conclusion.
The optimal control problem (P) can be rewritten in the form
where the admissible set is de ned by
The existence of a minimizerū ∈ U ad of (P) follows as in [ , Thm. . ].
To derive rst-order necessary optimality conditions, we rst address the existence, uniqueness, and regularity of solutions to the adjoint state equation there exists a unique φ ∈ H (Ω) solving ( . ). If, in addition, U is a bounded subset in L p (Ω), then for any
Proof. For any u ∈ W − ,p (Ω), we de ne a function a u and a vector-valued function c u given by
By Theorem . , we have y u ∈ W ,p (Ω) and thus a u ∈ W ,p (Ω) and c u ∈ L p (Ω) N . Consider the operator
Then T u is an isomorphism (cf. [ , Thm. . ]). Therefore, for any ∈ H − (Ω), there exists a unique solution φ ∈ H (Ω) to ( . ) such that T u φ = .
It remains to show the W ,∞ -regularity of φ and the estimate ( . ). Let U be a bounded subset in L p (Ω) and u ∈ U , ∈ L q (Ω) be arbitrary. Then y u ∈ W ,∞ (Ω) by Theorem . . It follows that c u ∈ L ∞ (Ω) N and a u is uniformly Lipschitz continuous. In addition, φ ∈ H (Ω) satis es − div[a u ∇φ] = − c u · ∇φ ∈ L (Ω),
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By virtue of the chain rule (see, e.g., [ , Thm. . ] ), one has ∇a u = ∇b + c u . We then have that φ ∈ H (Ω) ∩ H (Ω) satis es
On the other hand, using a similar argument as in ( . ) and employing the continuous embedding
We thus have
Settingq := min{q, } > N and using the continuous embedding H
From this, Assumption ( ), and the global boundedness of the gradient of solutions to Poisson's equation (see, e.g. [ , Thm. . , Rem. ], [ , ]), we can conclude that φ ∈ W ,∞ (Ω) and that
which, along with ( . ), gives ( . ).
From the chain rule, Lemma . , and an elementary calculus, we derive the following result. Theorem . . Let Assumptions ( ) to ( ) hold. Then the reduced cost functional j : L (Ω) → R is of class C . Moreover, for any u, h ∈ L (Ω), there holds
where φ u ∈ H (Ω) solves ( . ) corresponding to the right-hand side term = G (y u ) and y u solves ( . ).
We now arrive at rst-order necessary optimality condition for the problem (P). Since the reduced functional is Fréchet di erentiable by Theorem . , the proof of the following result, based on the variational inequality j (ū)(u −ū) ≥ for all u ∈ U ad , is standard and therefore omitted. Theorem . . Let Assumptions ( ) to ( ) hold. Ifū is a local minimizer of (P), then there exists an adjoint
withȳ := S(ū).
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Our goal is now to derive second-order necessary and su cient conditions in terms of a non-smooth curvature functional characterizing the (generalized) curvature of the reduced functional j in critical directions. A similar approach was followed in [ , ] . We will introduce the necessary technical notation in Section . , prove preliminary estimates in Section . , and nally derive the desired second-order conditions in Section . .
.
Intuitively, di erentiating ( . ) (formally) and applying the sum and product rules, we see that the total curvature of j can be separated into three contributions: a smooth part involving only a and its derivatives in smooth points; a rst-order non-smooth part involving only rst (directional) derivatives of a; and a second-order non-smooth part relating to second generalized derivatives of a. Correspondingly, we de ne the following three partial curvature functionals at a point (u, y, φ) ∈ L (Ω) × H (Ω) × W ,∞ (Ω). First, the smooth part of the curvature in directions (h , h ) ∈ L (Ω) is given by
which is a bilinear form in (h , h ).
The rst-order non-smooth part of the curvature is given by
Although Q (u, y, φ; ·, ·) is not bilinear, it is positively homogeneous in each variable due to the positive homogeneity of the function a (y(x); ·) for all x ∈ Ω, i.e.,
If a is a C function, Q s +Q corresponds to the second derivative j (u)(h , h ) of the reduced functional; in this case our second-order conditions reduce to the results obtained in [ ].
The critical part for our analysis is of course the second-order non-smooth part, which requires some additional notation. For any i ∈ I , s ∈ R, and h ∈ L (Ω), we de ne
with t i as de ned in Assumption ( ) and the sets Ω i, y,ŷ , Ω i, y,ŷ as de ned in Lemma . . We then de ne for positive null sequences {s n } ∈ c + := {{s n } ⊂ ( , ∞) | s n → }, h ∈ L (Ω), and {h n } ⊂ L (Ω), where {h} denotes the constant sequence h n ≡ h. (These terms will all be of independent use in the following.) The second-order non-smooth part of the curvature in direction h ∈ L (Ω) is then given by ( . ) Q (u, y, φ; h) := inf Q (u, y, φ; {s n }, h) | {s n } ∈ c + .
By the de nition ofQ and Q , we have that ( . ) Q (u, y, φ; th) = t Q (u, y, φ; h) for any h ∈ L (Ω) and t > .
Note also that ζ i (u, y, φ; s, h) = and therefore Q (u, y, φ; h) = if the functions a i have the property that a i− (t i ) = a i (t i ) for all i ∈ I , i.e., if the derivative a is countably PC . We also remark that Q is related to the term σ (h) used to bound the second derivative of the Lagrangian in [ , Chap. ] and which there characterized the gap between necessary and su cient second-order conditions.
Finally, to account for the control constraints, we recall the following basic notation standard in the study of second-order conditions; see, e.g., [ , ] . Let K be a closed subset in L (Ω) and let z ∈ K be arbitrary. The radial, contingent tangent, and normal cones to K at z are de ned, respectively, as
It is well-known that when K is convex, we have
where cl (U ) stands for the closure of a set U in L (Ω). For any w ∈ L (Ω), we denote the annihilator of w by
Furthermore, we say that the set K is polyhedric at z ∈ K if for any w ∈ N (K; z), there holds cl R(K; z) ∩ (w ⊥ ) = T (K; z) ∩ (w ⊥ ).
We say that K is polyhedric if it is polyhedric at each point z ∈ K.
In the following, we will consider the admissible set U ad , de ned in ( . ), as a subset in L (Ω) rather than a subset in L ∞ (Ω). In this case, U ad is polyhedric, see [ , Lem. . ] .
Furthermore, for a given triple (ū,ȳ,φ) withū ∈ U ad satisfying the system ( . ), set ( . )d :=φ + νū.
Obviously, −d ∈ N (U ad ,ū) by ( . b). The critical cone of the problem (P) atū is then de ned via
By [ , Lem. . ], the tangent cone T (U ad ;ū) and the critical cone C(U ad ;ū) can, respectively, be characterized pointwise as
Clason, Nhu, Rösch
Submi ed manuscript,
--page of . Throughout this section, let (ū,ȳ,φ) be a point that satis es the system ( . ) andd be given by ( . ). We start this section with a second-order Taylor-type expansion. Lemma . . For any u ∈ L (Ω) and y u := S(u), there holds
Proof. Since j is Fréchet di erentiable by Theorem . and G is C by Assumption ( ), we can use a Taylor expansion to write
where we have employed ( . a) and the de nition ofd to obtain the last equality. Testing the state equations corresponding to y u andȳ byφ and then subtracting yields
Inserting this equality into ( . ), we arrive at the desired conclusion.
A crucial step of our analysis will be to bound Q (ū,ȳ,φ; h) purely in terms of the jumps of the derivatives of a in the optimal stateȳ. To do this, we de ne the jump functional Σ :
where the (non-negative) {σ i } i ∈I are as de ned in ( . ) and
--page of (Note that in contrast to I y de ned in ( . ), we exclude the largest value of i for which t i < min x ∈Ω y(x) but include the largest value of i for which t i = max x ∈Ω y(x).) Clearly, if a is countably PC , then Σ(y) = . The following two examples provide the explicit form of Σ(y) for speci c choices of y; the derivations by straight-forward calculation are given in Appendix . Note that these examples hold for any a since the coe cient only enters the de nition of Σ(y) through the σ i . 
Then
We now prove some technical results on Σ and Q that will be needed in the following Section . . To keep the notation concise, from now on we will simply write ζ i (s, h) := ζ i (ū,ȳ; s, h) and A n ({s n }, {h n }) := A n (ū,ȳ; {s n }, {h n }). Lemma . . Let {s n } ∈ c + be arbitrary and let {h n }, { n } ⊂ L (Ω) be such that h n h and n h in
Proof. Setting y n := S(ū + s n h n ), w n := S(ū + s n n ) and exploiting the de nition ( . ) yields
Setting r n := y n − w n L ∞ (Ω) and κ n := max{ y n −ȳ L ∞ (Ω) , w n −ȳ L ∞ (Ω) } gives ( . ) κ n ≤ Cs n and r n s n → for some positive constant C due to the di erentiability of S and Corollary . , respectively. We can thus assume that ≤ κ n , r n < δ for all n ∈ N large enough. Writing
and using the fact that
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On the other hand, by a simple calculation, it holds that
Here we have exploited the facts that
and |w n − t i | ≤ |w n − y n | ≤ r n almost everywhere on {w n ∈ (t i − δ, t i ], y n ∈ (t i , t i + r n ]}. We therefore have
Similarly, there holds that
Inserting ( . ) and ( . ) into ( . ) and exploiting the obtained result as well as ( . ) yields
Letting n → ∞ and using the de nition ( . ), we arrive at
which, together with ( . ), completes the proof.
Combining this with ( . ) and ( . ), we obtain the following estimate. Corollary . . If Σ(ȳ) < ∞ andφ ∈ W ,∞ (Ω), then for any {s n } ∈ c + and any h n h in L (Ω),
We can use this result to show weak lower semi-continuity of Q . Proposition . . If Σ(ȳ) < ∞ andφ ∈ W ,∞ (Ω), then for any h n h in L (Ω),
Proof. Let {h n } ⊂ L (Ω) be arbitrary such that h n h in L (Ω). Fixing n ∈ N and using the de nition ( . ) shows that there exists a sequence {s k j (h n )} j,k ∈N ∈ c + such that
There thus exists a k n ≥ n satisfying
The limit in ( . ) leads to the existence of a j n ∈ N such that
Furthermore, from ( . ) and ( . ), a subsequence {s k n j q (h n )} q ∈N of {s k n j (h n )} j ∈N exists satisfying
Then there is a q n ∈ N satisfying j q n ≥ j n and
with r n := s k n j qn (h n ). By ( . ), we have r n → + as n → ∞ and so {r n } n ∈N ∈ c + . On the other hand, adding ( . ) and ( . ) yields that
Taking the limit inferior then shows that
where we have used the de nition ( . ) to obtain the last identity. Together with Corollary . , this yields the claim.
Lemma . . Assume that Σ(ȳ) < ∞ andφ ∈ W ,∞ (Ω), then for any h ∈ L (Ω),
Proof. It su ces to show for any {s n } ∈ c + that
To this end, we rst set y n := S(ū + s n h) and take p ∈ (N , ) arbitrary. By the fact that s n → + and L (Ω) W − ,p (Ω), we haveū + s n h →ū in W − ,p (Ω) and thus y n →ȳ in W ,p (Ω). From this and the embedding W ,p (Ω) → C(Ω), it holds that κ n := y n −ȳ C(Ω) → .
We can thus assume that κ n < δ for all n ∈ N large enough. Moreover, from ( . ), there holds
We see from ( . ) and the de nition of ζ i (s n , h), Ω i, y n ,ȳ and Ω i, y n ,ȳ that i ∈Iȳ
Consequently, it holds that
Passing to the limit, employing Corollary . , and using ( . ) then yields that
The combination of this with ( . ) gives ( . ) and thus the claim.
The following is the main result of this subsection. Proposition . . Let Assumptions ( ) to ( ) hold. Assume further that G (ȳ) ∈ Lp (Ω) for somep > N .
Let p ∈ (N , ) be arbitrary and let {s n } ∈ c + and {h n } ⊂ L (Ω) be arbitrary such that h n h in L (Ω)
for some h ∈ L (Ω). Then the following limits hold:
(i) s n ∫ ( − s)G (ȳ + s(y n −ȳ))(y n −ȳ) ds → G (ȳ)(S (ū)h) with y n := S(ū + s n h n );
(ii) s n ∫ Ω [a(y n ) − a(ȳ)] ∇φ · (∇y n − ∇ȳ) dx → ∫ Ω a (ȳ; S (ū)h)∇φ · ∇(S (ū)h) dx;
(iii) if, in addition, Σ(ȳ) < ∞, then
Proof. Ad (i): By Corollary . , we have
This and the dominated convergence theorem give assertion (i).
Ad (ii): According to Lemma . and the fact that G (ȳ) ∈ Lp (Ω) andū ∈ L ∞ (Ω), the adjoint stateφ belongs to W ,∞ (Ω). Moreover, from ( . ) we have that s n ∇(y n −ȳ) → ∇S (ū)h in L p (Ω) N and s n (y n −ȳ) → S (ū)h in C(Ω).
Finally, for all x ∈ Ω, it holds that s n [a(y n (x)) − a(ȳ(x))] → a (ȳ(x); (S (ū)h)(x)); see, e.g., [ , Lem. . ] . Therefore, we obtain (ii) from the dominated convergence theorem. Ad (iii): According to Lemma . and the continuous embedding W ,p (Ω) → C(Ω), we obtain y n →ȳ in C(Ω), and we can thus assume that y n −ȳ C(Ω) < δ for all n ∈ N large enough. Since ∇ȳ vanishes almost everywhere on {ȳ ∈ E a } [ , Rem. . ] and there exists a constant M > such that max{|y n (x)|, |ȳ(x)|} ≤ M for all x ∈ Ω, we can write
where T y n ,ȳ and T i, j y n ,ȳ , j = , , , are de ned in ( . ) and Lemma . . We now estimate T i, j y n ,ȳ for i ∈ Iȳ and j = , , . Let us x i ∈ Iȳ and consider T i, y n ,ȳ . We have
A standard argument shows that
Since y n −ȳ C(Ω) < δ and y n −ȳ C(Ω) → as n → ∞, there holds
almost everywhere in Ω, which together with the dominated convergence theorem yields
Similarly, it holds that
From ( . )-( . ) and the fact that
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--page of which, together with the fact that Iȳ is nite, implies that
We now estimate T i, y n ,ȳ . To this end, we write
Combined with the fact that |y n (x)| ≤ M for all x ∈ Ω and that a i− is of class C , we obtain
for almost every x ∈ Ω and for some constant C. Here we employed the Lipschitz continuity of S (see Lemma . ) and the embedding W ,p (Ω) → C(Ω) to deduce the last inequality. It therefore holds that
Similarly, we obtain
Combining ( . )-( . ) thus gives
By the same argument as for ( . ) and ( . ), T i, y n ,ȳ can be written in the form
By combining ( . ) with the limits ( . ), ( . ), ( . ), ( . ), ( . ) and the de nition ( . ), we can conclude that
Together with Corollary . , this gives (iii).
. We now have everything at hand to prove the following two theorems that are the main results of the paper, providing no-gap second-order necessary and su cient conditions in terms of the curvature functionals Q s , Q , and Q de ned in Section . . Theorem . (second-order necessary optimality condition). Let Assumptions ( ) to ( ) hold. Assume thatū is a local optimal solution of (P) such that G (ȳ) ∈ Lp (Ω) and Σ(ȳ) < ∞ for somep > N and y := S(ū). Then there exists an adjoint stateφ ∈ H (Ω) ∩ W ,∞ (Ω) that together withū,ȳ satis es ( . )
as well as
Proof. The existence of aφ ∈ H (Ω) satisfying ( . ) follows from Theorem . , while the claimed regularity ofφ follows from Lemma . . It remains to prove ( . ). To this end, let h ∈ C(U ad ;ū) and {s n } ∈ c + be arbitrary but xed. We only need to show that
In order to verify ( . ), we rst see from the de nition ofQ(ū,ȳ,φ; {s n }, h) that there exists a subsequence {s n k } satisfying Since s n k → + as k → ∞, a subsequence, denoted by {r m }, of {s n k } exists such that < r m ≤ λ m for all m ∈ N. This and the convexity of U ad yield that
Sinceū is a local minimizer of (P), it holds that
for all m ∈ N large enough. Taking the limit inferior and employing the fact that h m ∈d ⊥ and h m → h in L (Ω), we obtain from Lemma . and Proposition . that
Moreover, we haveQ(ū,ȳ,φ; {r m }, h) =Q(ū,ȳ,φ; {s n }, h) as a result of ( . ) and the fact that {r m } is a subsequence of {s n k }. This nally gives ( . ).
Theorem . (second-order su icient optimality conditions). Let Assumptions ( ) to ( ) hold. Assume thatū is a feasible point of (P) such that G (ȳ) ∈ Lp (Ω) and Σ(ȳ) < ∞ for somep > N andȳ := S(ū). Assume further that there exists an adjoint stateφ ∈ H (Ω) ∩ W ,∞ (Ω) that together withū,ȳ satis es the rst-order optimality conditions ( . ) as well as
Then there exist constants c, ρ > such that
In particular,ū is a strict local minimizer of (P).
Proof. We argue by contradiction. Assume that there exists a sequence {u n } ⊂ U ad such that ( . ) u n −ū L (Ω) < n and j(ū) + n u n −ū L (Ω) > j(u n ), n ∈ N.
Setting s n := u n −ū L (Ω) and h n := u n −ū s n yields that h n L (Ω) = . Then there exists a subsequence of {h n }, also denoted in the same way, such that h n h in L (Ω) for some h ∈ L (Ω).
We rst verify that h ∈ C(U ad ;ū). First, we have that h n ∈ R(U ad ;ū) and thus h n (x) ≥ if u(x) = α(x) and h n (x) ≤ ifū(x) = β(x) for almost every x ∈ Ω. From this and h n h, we deduce that h(x) ≥ ifū(x) = α(x) and h(x) ≤ ifū(x) = β(x) for almost every x ∈ Ω. Consequently, it holds that h ∈ T (U ad ;ū). Since j is continuously di erentiable as a function from L (Ω) to R according to Theorem . , a Taylor expansion thus gives
This, together with the last inequality in ( . ), implies, for n large enough, that j (ū)(u n −ū) + o( u n −ū L (Ω) ) < n s n .
Dividing the above inequality by s n and then passing to the limit, we have j (ū)h ≤ . Furthermore, it follows from ( . b) that j (ū) ≥ for all ∈ U ad −ū and thus for all ∈ T (U ad ;ū). In particular, we have j (ū)h ≥ and thus j (ū)h = . Hence, it holds that h ∈d ⊥ and so h ∈ C(U ad ;ū). We now obtain a contradiction and thus complete the proof. Indeed, from the last inequality in ( . ), we obtain s n [j(u n ) − j(ū)] < n .
Combining this with ( . b), ( . ), and Lemma . yields that
with y n := S(u n ). Taking the limit inferior, employing Proposition . , and using that h n h in L (Ω),
we arrive at
Consequently,
Since the norm in L (Ω) is weakly lower semicontinuous, there holds h L (Ω) ≤ by de nition of h n . From this, ( . ), and ( . ), we have h = . Inserting h = into ( . ) and exploiting the fact that Q (ū,ȳ,φ; ) = yields that ≥ ν > , which is impossible.
We nish this section by providing another version of the su cient second-order optimality conditions that are equivalent to ( . ) and could be useful for estimating discretization errors in nite element approximations. The proof of the next result is partly based on [ , Thm. . ] with some modi cations. Proposition . . Let Assumptions ( ) to ( ) hold. Assume thatū is a feasible point of (P) such that G (ȳ) ∈ Lp (Ω) and Σ(ȳ) < ∞ for somep > N andȳ := S(ū). Assume further that there exists an adjoint stateφ ∈ H (Ω) ∩ W ,∞ (Ω) that together withū,ȳ satis es ( . ). Then, ( . ) holds if and only if there exist constants c , τ > such that
Proof. Since the inclusion C(U ad ;ū) ⊂ C τ (U ad ;ū) holds, the inequality ( . ) is a direct consequence of ( . ). We thus only need to prove the implication "( . ) ⇒ ( . )". To this end, assume that ( . ) is not ful lled. Then, for any n ∈ N, there exists n ∈ C /n (U ad ;ū) such that Q s (ū,ȳ,φ; n , n ) + Q (ū,ȳ,φ; n , n ) + Q (ū,ȳ,φ; n ) < n n L (Ω) .
Dividing this inequality by n L (Ω) , using the positive homogeneity of (Q s + Q )(ū,ȳ,φ; ·, ·) as well as ( . ), and setting h n := n n L (Ω)
, we have that h n ∈ C /n (U ad ;ū), h n L (Ω) = and ( . ) Q s (ū,ȳ,φ; h n , h n ) + Q (ū,ȳ,φ; h n , h n ) + Q (ū,ȳ,φ; h n ) < n .
Since {h n } is bounded in L (Ω), there exists a subsequence, denoted in the same way, such that h n h in L (Ω) for some h ∈ L (Ω). Obviously, it holds that h ∈ C(U ad ;ū). The compact embedding L (Ω) W − ,p (Ω) for any p ∈ (N , ) implies that h n → h inW − ,p (Ω). Thus, we have S (ū)h n → S (ū)h in W ,p (Ω) and so in H (Ω) ∩ C(Ω). From this, the weak lower semicontinuity of the norm in L (Ω), ≤ .
From this and ( . ), it holds that h = . Again, we see from the de nition of Q s and Q and the fact that h n L (Ω) = that (Q s + Q )(ū,ȳ,φ; h n , h n ) = G (ȳ)(S (ū)h n ) + ν − ∫ Ω a (ȳ; S (ū)h n )∇(S (ū)h n ) · ∇φ dx − ∫ Ω 1 {ȳ E a } a (ȳ)(S (ū)h n ) ∇φ · ∇ȳ dx .
Combining this with the fact that ∇(S (ū)h n ) → in L p (Ω) N and S (ū)h n → in C(Ω) ∩ H (Ω), we can conclude from the dominated convergence theorem and Assumption ( ) that ν = lim n→∞ (Q s + Q )(ū,ȳ,φ; h n , h n ) ≤ lim sup where we have used the limit ( . ) and Lemma . to obtain the last two estimates. This gives the desired contradiction and completes the proof.
We have derived second-order optimality conditions for an optimal control problem governed by a quasilinear elliptic di erential equation with a countably PC coe cient. Showing that the control-tostate operator is in fact Fréchet di erentiable (but in general not twice di erentiable) allows using a second-order Taylor-type expansion to formulate necessary and su cient conditions in terms of a new curvature functional related to the jump of the rst derivatives of the non-smooth coe cients in critical points. These are no-gap conditions in the sense that the only di erence between necessary and su cient conditions lies in the fact that the inequality in the latter is strict. Furthermore, an equivalent formulation of the second-order su cient optimality condition that could be used for discretization error estimates is also derived. Such estimates will be studied in a follow-up work.
Lemma . . Let Assumptions ( ) to ( ) hold and q > N . If y u ∈ W , q (Ω) is the unique solution to Obviously, a M is a PC -function and ∇a M ∈ L ∞ (R) N . By the chain rule (see, e.g., [ , Thm. . ]), it holds that ∂a(y u ) ∂x i = ∂a M (y u ) ∂x i = 1 {y u E a } a (y u ) ∂y u ∂x i .
Moreover, by employing Assumption ( ), we deduce that 1 {y u E a } a (y u ) ≤ C M for almost every x ∈ Ω and for some constant C M > . Consider now the equation Since the right-hand side of ( . ) belongs to L q (Ω) for q > N ≥ , it holds thatỹ ∈ H (Ω) according to [ , Thm. . . . ] . Furthermore, we have from the fact that b(x) ≥ b > for all x ∈ Ω and the non-negativity of a that ∆ỹ L q (Ω) ≤ b u L q (Ω) + ∇b · ∇y u L q (Ω) + 1 {y u E a } a (y u )|∇y u | L q (Ω) ≤ b u L q (Ω) + L b ∇y u L q (Ω) + C M ∇y u L q (Ω) . It is therefore su cient to prove thatỹ = y u . To this end, taking any ϕ ∈ H (Ω) yields that (b +a(y u ))ϕ ∈ H (Ω). Testing ( . ) by (b + a(y u ))ϕ, a straightforward computation shows that Choosing ϕ := b+a(y u ) (ỹ − y u ) ∈ H (Ω) then yieldsỹ = y u .
In this appendix, we verify the expression for Σ(y) in Examples . and . . First, for Example . we have I + y = i ∈ I : ≤ t i ≤ s and ∇y = 1 {x +x < / } − x − x s− (− sx , − sx ) .
We now consider the following cases:
(i) For any t i ∈ ( , / s ) and any su ciently small r > such that (t i − r , t i + r ) ⊂ ( , / s ), it follows by a simple calculation that
We now verify the expression for Σ(y) in Example . . Here, we have I + y = {i ∈ I : ≤ t i ≤ } and ∇y = (π cos πx sin πx , π sin πx cos πx ) .
We distinguish the following cases:
(i) For any t i ∈ ( , ) and any su ciently small r > satisfying (t i − r , t i + r ) ⊂ ( , ), a simple computation shows that |y − t i | < r , ∂ x y > = π arcsin t i −r sin π x < x < π arcsin t i +r sin π x , π arcsin(t i + r ) < x < − π arcsin(t i + r ) ∪ π arcsin t i −r sin π x < x < , π arcsin(t i − r ) < x < π arcsin(t i + r ) ∪ π arcsin t i −r sin π x < x < , − π arcsin(t i + r ) < x < − π arcsin(t i − r ) .
We thus obtain
∫ Ω 1 {|y−ti |<r, ∂ x y > } |∂ x y | dx = − π [cos(arcsin(t i + r )) − cos(arcsin(t i − r ))] − π (t i − r ) [arcsin(t i + r ) − arcsin(t i − r )] + r − π arcsin(t i + r ) .
