ABSTRACT Sparse-recovery-based space-time adaptive processing (STAP) methods can exhibit superior clutter suppression performance with limited training data. However, the clutter suppression performance seriously degrades when the mutual coupling is present in the STAP array elements. In this paper, a sparse Bayesian learning (SBL)-based STAP method against the mutual coupling by using the middle subarray is proposed. Specifically, the mutual coupling matrix (MCM) of the STAP uniform linear array is approximately described as a banded symmetric Toeplitz matrix since the effect of mutual coupling between two array elements is inversely related to their distance and can be negligible when their distance is larger than a few wavelengths. Utilizing this specific structure of the MCM, a mutual coupling mitigation method is developed for STAP by rearranging the received snapshots with the designed spatial-temporal selection matrix. Then, to efficiently recover the clutter angle-Doppler profile, the modified fast converging SBL (FCSBL) named adaptive FCSBL algorithm and its multiple measurement vector case adaptive MFCSBL algorithm are developed with only partial hyper-parameters being updated in a single iteration. The proposed method not only achieves the superior clutter suppression performance in the presence of unknown mutual coupling, but also has low computational load. The simulation results are implemented to validate the effectiveness of the proposed methods.
I. INTRODUCTION
Detecting weak moving target in strong clutter background is one of the primary tasks for airborne or spaceborne radar. Space-time adaptive processing (STAP), which performs two-dimensional filtering on the signals that are collected from multiple parallel antennas (spatial domains) and multiple pulses of a coherent processing interval (CPI) (temporal domains), is a key technique for airborne radar and has attracted considerable attention in the past several decades [1] - [3] . The critical step of STAP is the estimation of the clutter covariance matrix (CCM), and its estimation accuracy has a significant impact on the performance of STAP.
In the conventional statistical STAP methods [4] , [5] , the CCM of the cell under test (CUT) is usually estimated by the target-free training/secondary data that are collected from its adjacent range gates. To guarantee the accurate estimation of CCM, the secondary data should satisfy the independent and identically distributed (IID) condition and has the same statistical properties with the CUT. Moreover, the required secondary data should be greater than twice the system degrees of freedom (DOFs) to achieve an output signalto-clutter-plus-noise ratio (SCNR) loss within 3 dB [6] . However, it is difficult to gather adequate IID secondary data in non-stationary and heterogeneous environments, which results in the inaccurate estimation of CCM and severely degrades the performance of STAP [7] .
To reduce the requirement of IID secondary data while simultaneously maintaining the performance of STAP, various sub-optimal STAP approaches have been developed. The data-independent reduced-dimension (RD) STAP approaches including the joint domain localized (JDL) algorithm [8] , factored [1] and extended factored STAP methods [9] , can reduce the required secondary data to twice of the reduceddimension. The data-dependent reduced-rank (RR) STAP methods including the principle components (PCs) [10] , [11] , multistage Weiner filter (MWF) [12] and Cross-Spectral Metric (CSM) [13] algorithms, can reduce the required secondary data to twice the rank of the clutter subspace. However, the required amount of secondary data of RD and RR approaches may be still large in the severely non-stationary and heterogeneous clutter environments to obtain the satisfactory performance. To resolve the non-stationarity of the secondary data in the non-side-looking geometry STAP radar, several range-dependent compensation techniques are provided to partially or integrally match the clutter spectrum of the adjacent range cells with that of the CUT. Important works include Doppler the warping (DW) method [14] , angle-Doppler compensation (ADC) method [15] , adaptive angle-Doppler compensation (A 2 DC) technique [16] , registration-based compensation (RBC) technique [17] , [18] , and others. The above STAP approaches belong to the statistical STAP. The deterministic STAP, such as the direct data domain (D3) STAP approach, is another type of STAP different from the statistical STAP. The D3 STAP approaches don't need the secondary data and only use the data of CUT, which avoids the requirement of secondary data in the nonstationary and heterogeneous environments. However, this will reduce the system DOF and degrade the performance of STAP. Knowledge-aided STAP (KA-STAP) has received growing interests in the past decades [22] - [25] , which exploits environmental knowledge to improve the target detection performance. However, the inaccurate prior information will dramatically degrade the performance of STAP.
In recent years, the development of the compressed sensing (CS) and sparse recovery/representation (SR) techniques has brought new impetus to STAP, and the STAP based on SR (SR-STAP) algorithms have been extensively researched. As stated in [26] , under the condition that the clutter is sparse in the angle-Doppler plane, the essence of SR-STAP is to estimate the clutter subspace by using as few space-time steering vectors as possible. In general, according to the suppression way of clutter, these SR-STAP methods can be divided into two categories: whitened SR-STAP and nulled SR-STAP. In the whitened SR-STAP, the clutter angle-Doppler profile is first recovered by utilizing the SR algorithm, and then the CCM is calculated with the STAP over-complete dictionary and the obtained clutter angle-Doppler profile [27] - [34] . In [28] , a D3 SR-STAP approach is proposed to estimate the clutter high-resolution space-time spectrum by only using the test cell. In [31] , based on the fact that the nearby range cells share the same nonzero clutter support in the angleDoppler domain, the common clutter support is recovered by using the group sparse Bayesian learning (SBL) algorithm in multiple measurement vector (MMV) model. Even with a small training data, the whitened SR-STAP approaches can obtain the high-resolution clutter angle-Doppler profile and the accurate CCM. However, the computational burden of the whitened SR-STAP methods is very high because the number of space-time steering vectors in STAP overcomplete dictionary is large and the convergence of SR algorithms is slow. To improve the computational efficiency of the SR-STAP methods, the RD clutter-plus-noise covariance matrix (CNCM) is accurately and efficiently calculated by using only one training data [32] . In [33] , the clutter spectrum is achieved by designing the RD STAP over-complete dictionary. In [34] , the fast converging SBL (FCSBL) algorithm in single measurement vector (SMV) and the MMV cases MFCSBL algorithm are proposed, which uses a much smaller number of iterations to achieve the comparable clutter suppression performance. In nulled SR-STAP, the clutter subspace is first obtained by using SR algorithms, and then the STAP weight vector is calculated by projecting the data of CUT into the subspace orthogonal to the clutter subspace [35] . In [36] , a subspace-augmented STAP algorithm is presented, which utilizes the direct portion and supplemented portion to construct the entire clutter subspace. In [37] , a fast STAP based on the projection approximation subspace tracking (PAST) with sparse constraint and the low-rank property of CCM is developed, which uses a small training data support and can achieve a robust estimation of the clutter subspace. In SR-STAP methods, the off-grid problems always exist because the STAP over-complete dictionary is designed by discretizing the spatial and temporal domains. In this case, the clutter subspace may not exactly locate in the pre-defined space-time grids in the angle-Doppler plane. To mitigate the problem of basis mismatch in SR-STAP, a parametersearched orthogonal matching pursuit (OMP) method is studied in [38] . In [39] , to eliminate the effect of off-grid in SR-STAP, the STAP steering dictionary is constructed with the prior knowledge of clutter ridge, which can properly align with the clutter ridge. In [40] , the CCM is estimated by solving an atomic norm minimization (ANM) problem in the continuous domain, which avoids the off-grid problem in SR-STAP. In [41] , a SBL based STAP with off-grid self-calibration approach is proposed, which can effectively mitigate the off-grid problem with negligible increase of the computational burden.
However, the aforementioned approaches cannot effectively suppress the clutter in the presence of unknown mutual coupling for STAP radar, because the space-time steering vector is severely distorted by the mutual coupling errors. In the last decades, several methods are researched to resolve the effect of mutual coupling for direction-of-arrival (DOA) estimation [42] - [45] . In [42] , an eigenstructure-based approach is put forward, which can simultaneously estimate the DOAs and the unknown mutual coupling parameters. In [43] , an online auto-calibration algorithm is applied to compensate for the mutual coupling and estimate the DOAs in the uniform linear array (ULA). In [44] , a group of auxiliary sensors is applied to mitigate the effect of mutual coupling. Moreover, a unified transformation approach is employed to jointly estimate the DOAs and the direction-dependent mutual coupling coefficients (MCCs) [45] . To resolve the problem of mutual coupling in adaptive beamforming, the banded symmetric Toeplitz matrix structure of the mutual coupling matrix (MCM) is used to calibrate the steering vector [46] . In [47] , to resolve the mismatch problem between the presumed and actual steering vector caused by mutual coupling, a RAB algorithm against mutual coupling is well studied. The proposed algorithm involves the MCCs estimation and the interference-plus-noise covariance matrix (INCM) reconstruction, which significantly improve the robust performance. However, the methods above may not appropriate to deal with the mutual coupling problem in the STAP. In [48] , a RAB approach against mutual coupling is proposed by setting an appropriate number of auxiliary elements on each side of ULA, which can inherently compensate the effect of mutual coupling.
In this paper, we focus on the problem of mutual coupling in STAP that causes the inaccurate estimation of the CCM and degrades the clutter suppression. We propose a SBL based STAP method against mutual coupling by using the received snapshot of the middle subarray. The contributions of this paper are summarized as follows:
(1) The STAP signal model in the presence of mutual coupling is established, and the effect of mutual coupling on the SR-STAP is analyzed.
(2) To resolve the problem of mutual coupling in STAP, we rearrange the received snapshots by using the designed spatial-temporal selection matrix. Thus, the effect of mutual coupling is eliminated in the space-time steering vector of the middle subarray.
(3) To further improve the computational efficiency of FCSBL method, the modified adaptive FCSBL and adaptive MFCSBL are developed. Expected low computational load performance yields because only partial hyper-parameters are updated for a single iteration.
The rest of the paper is organized as follows. In Section II, we present the signal models of STAP with and without mutual coupling. In Section III, we provide the mutual coupling mitigation method by using the spatial-temporal selection matrix, and then develop the adaptive FCSBL method. In Section IV, simulation results are carried out to demonstrate the clutter suppression performance in the mutual scenario and the computing efficiency of the proposed method. Conclusions are drawn in Section V.
II. SIGNAL MODEL A. SIGNAL MODEL OF STAP RADAR WITHOUT MUTUAL COUPLING
As shown in Fig. 1 , consider a ULA airborne pulse Doppler radar with N omnidirectional elements separated by an inter-element spacing d. K coherent pulses are transmitted with the constant pulse repetition frequency (PRF) f PRF in a CPI. The flight direction of airborne radar platform is along the X axis, and its height and velocity are H and V p , respectively. The clutter echoes are collected by N c independent clutter patches which are evenly distributed in the azimuth domain. Without consideration of range ambiguity, the received echoes of clutter and noise in the n-th element at the k-th pulse can be expressed as i are the azimuth angle and elevation angle of the i-th clutter patch, θ p is the yaw angle between the ULA and the platform flight direction, λ is the wavelength, n n,k is the received thermal noise component which follows the zero-mean and complex Gaussian distribution.
By stacking the received echoes of all pulses and all elements into a NK × 1 vector, we can obtain the space-time clutter and noise snapshot of the CUT as
where (·)
T denotes the transpose operator, x c and n are the clutter and noise components, respectively, s c,i is the spacetime steering vector of the ith clutter patch, a c,i and b c,i are the corresponding temporal and spatial steering vectors, respectively, and they have the same form of
Under the minimum variance distortionless response (MVDR) principle, the STAP weight vector is calculated by maximizing the output SCNR, which leads to the following optimization problem
where (·) H represents the conjugate transpose operator, R c+n = R c + R n is theoretical ideal CNCM, where R c is the CCM, and R n is the noise covariance matrix; s t = a f t d ⊗ b f t s is the space-time steering vector of the target with f t d and f t s being the corresponding normalized Doppler frequency and normalized spatial frequency, respectively. Assume that the clutter patches are statistically independent with each other. In this case, the covariance matrices of R c and R n are given by
where E (·) denotes the expectation, σ 2 is the noise power and I NK is the NK ×NK identity matrix. The STAP weight vector is the solution of (4), which is given as
In practice, the CNCM is substituted by sample covariance matrix (SCM), which is calculated with the target-free training snapshots, i.e.,
where L is the number of target-free training snapshots and x l is the target-free snapshot of the l-th range bin.
B. SIGNAL MODEL OF STAP RADAR WITH MUTUAL COUPLING
The mutual coupling is ignored in the above aforementioned signal model. In practice, each element receives not only its own signals but also the signals from the other elements because of the interactions among the array elements. This is the effect of mutual coupling in STAP radar, which will distort the structure of spatial steering vector. In this case, the received space-time snapshot can be written as
where
is the space-time steering vectors of i-th clutter patch with mutual coupling. In the derivation the third equality of (8) the Kronecker product property
Obviously, the received space-time snapshot of (8) in the presence of mutual coupling is similar to that of (2) except for the added MCM C.
In general, the effect of mutual coupling between two elements will attenuate with the increase of the distance in these two elements. Here, we assume that the mutual coupling can be neglected when the distance between two elements is more than Q inter-element spacings, and the corresponding MCC is approximated to zero. Thus, the MCM C can be modeled as a banded symmetric Toeplitz matrix, which is expressed as
where c 1,
Then, the CCM with mutual coupling can be calculated as 2 presents the side-looking clutter spectra without mutual coupling and that with mutual coupling. The simulation parameters are provided in Section IV. Compared with the ideal clutter spectrum, it is observed that the clutter spectrum in the presence of mutual coupling severely spreads in the angle-Doppler plane and the power of clutter is also disperse. This is because the ideal structure of the space-time steering vector is destroyed by mutual coupling.
C. SR-STAP FORMULATION
To achieve the high-resolution clutter angle-Doppler profile with limited space-time snapshots, we employ the SR-STAP method in this subsection. Generally, the spatial and Doppler frequency domains are uniformly discretized into N s = ρ s N (ρ s > 1) and
Assume that the supporting space-time steering vectors VOLUME 7, 2019 of the received signal subspace properly locate in the prediscretized space-time grid points, the received signal of CUT in (2) can be rewritten as
is the angleDoppler profile and its nonzero entries denote the clutter, ∈ C NK ×N d N s is the STAP overcomplete dictionary, which is expressed as (11) can be recovered by solving the following optimization problem, that is,
where · p denotes the l p -norm of a vector, ε represents the noise error tolerance. Since the optimization problem of (13) is NP-hard, numerous SR algorithms have been applied to solve this problem, such as focal underdetermined system solution (FOCUSS) algorithm [28] , [49] , orthogonal matching pursuit (OMP) algorithm [33] , [50] , iterative adaptive approach (IAA) [51] , [52] and SBL algorithm [34] , [53] - [55] . Therefore, the CNCM can be calculated by using the estimated angle-Doppler profileγ , i.e.,
whereγ i,k is the (i, k)-th element ofγ . The SR-STAP signal model in (11) is obtained in the ideal case, and it can approximately represent the received signal of (2). However, the signal model in (11) is not appropriate to that of (8) in the presence of mutual coupling because the space-time steering vector in (8) is distorted by the MCM. The space-time steering vectors in (8) are mismatched with these in .
III. PROPOSED METHOD
In this section, we first design the spatial-temporal selection matrix to rearrange received signal echoes. Subsequently, we present the MSB based SR-STAP formulation. Finally, we review the FCSBL algorithm and then develop the proposed computational efficient adaptive FCSBL and adaptive MFCSBL algorithms.
A. MUTUAL COUPLING MITIGATION BY SPATIAL-TEMPORAL SELECTION MATRIX
Inspired by the middle subarray based method (MSB) of [48] , the first and last Q − 1 elements are chosen as the auxiliary elements in the ULA, and the spatial steering vector of the middle subarray with N − 2Q + 2 elements can be written as
where f s denotes the normalized spatial frequency,
is the ideal spatial steering vector of the middle subarray, and they can be expressed as
The detail derivation of (15) is presented in Appendix A. Let F denote the spatial-temporal selection matrix, which is given by
Then, after left pre-multiplying (8) by the spatial-temporal selection matrix F, the space-time snapshot of the middle subarray can be further written as It is seen from (19) that the MCCs are transformed into the reflection coefficients of the clutter, and the structure of space-time steering vector s c,i is not related to MCCs. Thus, it is possible to represent the signal model (19) by using SR-STAP methods.
Remarks: It needs to be noted that the constant g (f s ) is assumed to be non-zero in the following derivation. In fact, the constant g (f s ) may be zero for some special spatial angles under some peculiar MCCs, and the spatial steering vector of the middle subarray b in (15) is zero under this condition. Here, we don't consider the zero constant g (f s ) in this paper.
B. MIDDLE SUBARRAY BASED SR-STAP
Similarly, we discretize the spatial and Doppler frequency domains into N s = ρ s N (ρ s > 1) and
grid points, respectively. The space-time snapshot of the middle subarray in (19) can be approximately rewritten as
is the angle-Doppler profile which is required to be estimated, ∈ C N K ×N d N s is the STAP overcomplete dictionary of the middle subarray, which is given by
In this case, the angle-Doppler profilê γ can be estimated by solving the following minimization problemγ
Among the SR algorithms, the SBL algorithm has received tremendous attention for their superior performance. On the one hand, since the SBL is developed under the relevance vector machine (RVM) framework [56] , it does not need to adjust any parameter and can find robust solutions to the problem of (22) . On the other hand, the SBL algorithm can achieve a sparsest solution when the dictionary is highly coherent, which is often the case in SR-STAP. Thus, the SBL algorithm is employed in this paper for its advantages to solve the problem (22) .
C. ADAPTIVE FCSBL AND ADAPTIVE MFCSBL
As aforementioned, the SBL algorithm can achieve improved performance without parameter adjustment, but the convergence procedure of SBL is very slow and the computational burden is quite heavy. In [34] , the FCSBL approach is derived to improve the convergence of SBL. It is validated that FCSBL can obtain the steady-state performance with 20 iterations, which is much smaller than SBL whose required number of iterations is more than 400. Therefore, the FCSBL is first briefly reviewed to provide the foundation of the proposed approach.
1) REVIEW OF THE FCSBL
According to [34] , the initial derivation of FCSBL is to cast the signal model (20) into the following formulation, that is,
where i− ∈ C N K ×(N d N s −1) represents the dictionary with the i-th atom s i removed from , γ i− ∈ C (N d N s −1)×1 is a vector with the ith element γ i removed from γ , the noise covariance σ 2 is assumed to be known in the following derivation. Similar to SBL, assume that γ i follows a zero-mean Gaussian prior distribution whose prior covariance is controlled by the hyper-parameter χ i , i.e.,
are the statistically independent hyper-parameters, which can be estimated with the training data. Thus, the likelihood of x is given as
where M i− ∈ C N K ×N K stands for the covariance matrix of i− γ i− + n , and it is calculated as
Then, the marginal likelihood can be calculated by
where (25) and (27), we can obtain the posterior distribution of γ i with the fixed value of χ i
where In order to estimate the hyper-parameter χ i , expectation maximization (EM) algorithm is employed to maximize p x|χ i . The EM formulation in the t-th iteration can be given by E Step:
M Step:
where χ (t) i denotes the estimation of χ i in the t-th iter-
In vector form, the mean vector in the (t + 1)-th iteration can be given by
Therefore, the estimation of χ i in the (t + 1)-th iteration can be approximately given as
The above derivations are obtained with the prior information of noise. Actually, the noise covariance σ 2 can be estimated by
The covariance matrix M at the (t + 1)-th iteration is updated as
The expression (31), (32) , (33) , and (34) compose the basic iterative procedure of the FCSBL. As discussed in [34] , the hyper-parameters χ will converge to one of the four cases. Based on the above analysis, we can obtain that it is not necessary to update all the hyper-parameters in the iterations. The reason is that most of the hyper-parameters converge to zero at some iteration, and they will also tend to zero in the next iteration, which satisfies the first case and the second case. Therefore, it is possible to further reduce the computational load of the FCSBL by only updating some of the large hyper-parameters.
2) ADAPTIVE FCSBL AND ADAPTIVE MFCSBL FORMULATION
In the following, we will further reduce the computational load of the FCSBL by employing some adjustments to the original FCSBL. The detailed procedures of the adaptive FCSBL are presented as follows.
Initialization: The noise power σ 2 , hyper-parameters χ (t+1) i
, and covariance matrix M are initialized as
whereσ 2 is a rough estimation of the noise power, (1) is the initial adaptive index set of hyper-parameters.
Step 1: Update the adaptive mean vector µ by using the adaptive index set of hyper-parameters as
where (t) represents the adaptive index set of hyperparameters at the t-th iteration, χ (t) (t) denotes the (t) subset of the hyper-parameter vector χ (t) , µ (t) (t) stands for the (t) subset of the mean vector µ (t) , and
is the (t) subset of the STAP dictionary .
Step 2: Update the noise power estimation as (41) , shown at the bottom of this page, where the second term in the numerator means that the (t) subset of χ (t) and contribute to the summation.
Step 3: Update the hyper-parameter as
Step 4: Update the covariance matrix as
Step 5: Update the adaptive index set of hyperparameters by using the current hyper-parameters as
where Th is a small threshold which removes the small hyper-parameters from χ (t+1) and stores the index of the remaining relative large hyper-parameters.
Convergence criterion: Stop the iteration when the following convergence criterion is satisfied.
where ς denotes a predetermined small constant. Table 1 summarizes the main procedure of the proposed adaptive FCSBL algorithm. Similar to adaptive FCSBL, only updating partial large hyper-parameters for a single iteration in MFCSBL, we can obtain the adaptive MFCSBL algorithm. The main procedure of the adaptive MFCSBL algorithm is summarized in Table 2 , where R ML represents the SCM. Therefore, after obtaining the estimation of the hyperparameterχ and noise powerσ 2 , the N K × N K CNCM can be calculated bŷ
whereχ i,k denotes the (i, k)-th element ofχ . Moreover, the STAP weight vector of the middle subarray is obtained asŵ The computational complexity of the proposed adaptive FCSBL algorithm and adaptive MFCSBL algorithm for a single iteration in terms of the number of the complex multiplications is provided in Table 3 . For comparison, the computational complexity of the FCSBL and MFCSBL for a single iteration is also presented. In Table 3 , P denotes the index number in (t) , i.e., the number of large hyper-parameters in χ (t) , and J = N K . It is observed that the computational load of the adaptive FCSBL and adaptive MFCSBL for a single iteration is reduced with P decreases. Compared with FCSBL and MFCSBL, the computational load of the proposed adaptive FCSBL and adaptive MFCSBL is much lower than that of the FCSBL and MFCSBL, especially when the iteration increases (in this case, P N d N s ).
IV. SIMULATION RESULTS
In this section, simulation results are carried out to demonstrate the superiority of the proposed method. The simulation parameters of the STAP radar are provided in Table 4 . Assume that the effect of mutual coupling between two elements can be neglected when the element distance is greater than four inter-element spacing, i.e., Q = 3. The nonzero MCCs are 1, 0.25e jπ/3 , and 0.1e −jπ/6 . The mainlobe direction is 0 • . For all of the methods, the discretized grid points are set to be N s = 40 and N d = 40, the initialized noise power isσ 2 = 1, and the iteration termination constant is set as ς = 0.001. For comparison, the FCSBL and MFCSBL methods are also implemented in the simulation. The threshold of the proposed adaptive FCSBL algorithm and adaptive MFCSBL algorithm is set to be Th = 0.001, and the number of space-time snapshots used for MFCSBL and adaptive MFCSBL is 6.
To validate the performance of the proposed method, we consider two scenarios in the experiment: 1) without mutual coupling mitigation, where the CNCM is directly estimated by using space-time snapshot with mutual coupling which is generated according to (8) ; 2) with mutual coupling mitigation, where the CNCM is achieved from the spacetime snapshot of the middle subarray of (19) . In addition, STAP methods based on the above four methods without mutual coupling mitigation are represented as FCSBL-non, AFCSBL-non, MFCSBL-non and AMFCSBL-non methods, and these with mutual coupling mitigation by using the MSB method are denoted as FCSBL-MSB, AFCSBL-MSB, MFCSBL-MSB and AMFCSBL-MSB methods.
A. CLUTTER SPECTRUM COMPARISON
In this subsection, the clutter spectra of different methods are compared, which is used to evaluate the CNCM estimation accuracy of different approaches. Fig. 3 plots the side-looking clutter spectra of different approaches without mutual coupling mitigation. By comparing Fig. 3 and Fig. 2 (a) , it is observed that all the clutter spectra severely deviate from the ideal one, and there are many false and unexpected outliers in the mainlobe clutter region. Since the space-time steering vectors are distorted in the presence of mutual coupling, estimating the CNCM directly by using the aforementioned four methods without mutual coupling mitigation will cause the inaccurate estimation of CNCM. Nevertheless, the clutter spectra of the MFCSBL-non and AMFCSBL-non are more continuous than that of the FCSBL-non and AFCSBL-non since six training snapshots are utilized. Fig. 4 presents the side-looking clutter spectra of different methods with mutual coupling mitigation. From Fig.3 , Fig. 4 and Fig. 2 (a) , it is seen that the clutter spectra with mutual coupling mitigation are better than that without mutual coupling mitigation regarding the well-maintained mainlobe clutter. Moreover, the false and unexpected outliers are eliminated by the proposed MSB methods. By comparing Fig. 4 (d) , it is observed that AFCSBL-MSB can achieve the similar clutter spectrum to FCSBL-MSB, but the sidelobe clutter spectra of them are not well recovered. In contrast, the AMFCSBL-MSB and MFCSBL-MSB are very close to the ideal clutter spectrum both at mainlobe and sidelobe clutter regions. This is because the AMFCSBL-MSB and MFCSBL-MSB are more robust to the noise than AFCSBL-MSB and FCSBL-MSB.
To further investigate the performance of the proposed method, the non-side-looking clutter spectra obtained by different approaches are compared, where the yaw angle between the array and platform flight direction is set as θ p = 30 • . The estimated clutter spectra by different approaches without mutual coupling mitigation and that with mutual coupling mitigation are presented in Fig. 5 and Fig. 6 , respectively. Compared with Fig. 3 and Fig. 4 , similar results can be obtained in Fig. 5 and Fig. 6 . It is worth to be noted that the estimated non-side-looking clutter spectra are a little worse than the estimated side-looking clutter spectra.
B. SCNR LOSS PERFORMANCE COMPARISON
In this subsection, we use the SCNR loss to access the clutter suppression performance of aforementioned approaches, and the SCNR loss is calculated by the ratio of clutter-plus-noise limited output SCNR to the noise-limited SNR. Denoteŵ ∈ C NK ×1 be the estimated STAP weight vector of the whole array, and denoteŵ MS ∈ C N K ×1 be the estimated STAP weight vector of the middle subarray. Thus, the SCNR loss of the whole array and the SCNR loss of the middle subarray are respectively expressed as SCNR loss whole array = σ 2 NK
wheres t = Hs t denotes target space-time steering vector with mutual coupling, s t = Fs t represents the target spacetime steering vector of the middle subarray, and R c+n = FR c+n F H is the theoretical CNCM of the middle subarray. It is worth noting that the comparison of the SCNR loss with whole array and the SCNR loss with middle subarray is reasonable since it can reflect the clutter suppression and target detection performance to some extent. Fig. 7 and Fig. 8 plot the SCNR loss curves in the side-looking and non-side-looking geometry, respectively. All the depicted results are acquired through 100 Monte Carlo runs. The optimal SCNR loss curves are also provided as a benchmark, which is computed by utilizing the ideal CPNCM. As illustrated in Fig. 7 , the SCNR loss curves of all the methods with mutual coupling mitigation are narrower than that without mutual coupling mitigation in the mainlobe clutter region. This demonstrates that the proposed MSB methods can achieve a better minimum detectable VOLUME 7, 2019 velocity (MDV) performance. In addition, the proposed AMFCSBL-MSB can achieve an SCNR loss within 3 dB in the sidelobe clutter region by using six training snapshots.
Moreover, it is seen that the proposed adaptive FCSBL and adaptive MFCSBL can achieve the very similar SCNR loss performance to FCSBL and MFCSBL. This indicates that although only partial large hyper-parameters are updated in a single iteration, the performance of the proposed methods is scarcely affected. Fortunately, the computational loads of the proposed approaches are sharply reduced, which will be demonstrated in the following. The simulation results in Fig. 8 are similar to that in Fig. 7 . In view of the overall situation, considering the mainlobe clutter region, it is observed that the SCNR loss curves in non-side-looking geometry are wider than that in side-looking geometry.
C. COMPUTATIONAL LOAD COMPARISON
Finally, the average runtime of the FCSBL, MFCSBL, adaptive FCSBL, and adaptive MFCSBL in computing the clutter angle-Doppler profile in the side-looking geometry are compared by using the TIC and TOC instruction in MATLAB. Simulations are carried out in MATLAB 2017b on a Core i7-4790, 3.6 GHz, 16 GB RAM desktop computer and 100 Monte Carlo runs are implemented. Fig. 9 shows the average runtime of the proposed methods versus the threshold. We can observe that the average run time of the proposed methods decreases significantly with only a small threshold. It is worthy to be noted that the proposed adaptive FCSBL and adaptive MFCSBL are transformed into original FCSBL and MFCSBL methods when the threshold is zero. Moreover, it is seen that the average run time of the proposed methods reduces slowly when the threshold increases. The clutter suppression performance of adaptive FCSBL and adaptive MFCSBL may degrade when the threshold is very large. Therefore, considering the computational load and the clutter suppression performance, an appropriate choice of threshold is around 0.001. In this case, the average runtimes of FCSBL-non, AFCSBL-non, MFCSBL-non, and AMFCSBL-non are 41.518s, 4.661s, 100.608s and 8.029s, respectively. The average runtimes of FCSBL-MSB, AFCSBL-MSB, MFCSBL-MSB, and AMFCSBL-MSB are 19.310s, 2.374s, 38.206s and 3.746s, respectively. It is observed that the computational burden of the proposed adaptive FCSBL and adaptive MFCSBL is apparently reduced.
It is worth noting that the proposed adaptive FCSBL and MFCSBL are different from the MSBL in [55] . First, the derivation and the procedure of the proposed adaptive FCSBL and adaptive MFCSBL are different from the MSBL in [55] . Second, the proposed adaptive FCSBL and adaptive MFCSBL can severely reduce the computational load of the original FCSBL and MFCSBL methods because they require few iterations (even one iteration) before the threshold begins to work. While the reduction of computational load of MSBL in [55] is limited when the threshold is small since it needs many iterations before the threshold begins to take effect.
V. CONCLUSIONS
In the presence of mutual coupling, the structure of spacetime steering vector is distorted in STAP radar, which significantly degrades the clutter suppression performance of the system. To tackle this problem, a SBL based STAP approach against unknown mutual coupling by using the middle subarray has been proposed in this work. In the proposed approach, we rearrange the received snapshots by utilizing the spatial-temporal selection matrix to mitigate the effect 
of mutual coupling without estimating the MCCs. To efficiently estimate the CNCM by using limited training snapshots, the adaptive FCSBL algorithm and adaptive MFCSBL algorithm are developed. Simulation results demonstrate the superiority of the proposed method in terms of better clutter suppression performance and low computational load in the mutual coupling and small-training snapshot scenario. It is worth noting that the proposed method for mutual coupling mitigation is at the sacrifice of system DOF because only partial array aperture is utilized. In our future work, we will continue to resolve the issue of mutual coupling in STAP radar by exploring the entire array aperture.
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