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Abstract. Hybrid Boundary Value Method (HyBVM) is a new scheme, which is based on 
Linear Multistep Method (LMM).  The HyBVM is the hybrid version of the Boundary Value 
Methods (BVMs) which are methods derived to overcome the limitations of the LMMs. This 
new scheme shares the same characteristic with the Runge Kutta method as data are utilized at 
off-step points. In this work, we apply this method to two second order Boundary Value 
Problems (BVPs) with mixed boundary conditions and the results are efficient when compared 
to other BVMs in literature. 
Keywords: Hybrid BVM; Linear Multistep Method; Boundary Value Problem; Boundary 
Value Method 
1.  Introduction 
Boundary Value Problems (BVPs) arise from the modelization of real world phenomena and are 
applicable in Sciences and Engineering. They are more difficult to handle compare to the Initial Value 
Problems (IVPs) and are usually solved by reducing the BVP to IVP. 
Boundary Value Methods (BVMs) are methods based on Linear Multistep Methods (LMMs) used for 
the numerical approximation of Differential problems. They were proposed to overcome the 
limitations of the LMMs. That is, the application of the shooting method to BVP, which requires that 
the BVP is first converted to IVP before solving [1]. 
In this work, a new class of BVMs called Hybrid Boundary Value Methods (HyBVMs) is introduced 
and also applied to second-order linear and nonlinear BVPs. These methods are also based on LMMs, 
where data are used at and off-step points. 
The derivation is achieved by the generalization of the Numerov method by interpolating and 
collocation procedures. These methods are then applied and implemented as BVM and used as a 
numerical integrator for the BVP of the form: 
                 
      
   






y x f x y x y x
a y b y








                                                                                              (1) 
where 0 1 0 1 0 1,  ,  ,  ,  ,  a a b b    are constants and f  is a continuous function which satisfies the 
conditions for existence and uniqueness of solutions. 
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Many researchers have proposed different hybrid methods for the approximation of differential 
equations and their properties have also been fully discussed [2 – 6]. The application of BVMs for the 
numerical integration of BVPs was first proposed by Brugnano and Trigiante with their first two 
symmetric schemes: the Extended Trapezoidal Rule (ETR) and the Top Order Method (TOM). BVMs 
have been applied to different differential equations and their properties fully discussed [7 – 21]. 
 
2.  Derivation of Methods [20] 
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We start the process of derivation by seeking to approximate the analytical solution  y x  by a 
continuous method  Y x : 




Y x P x
 

                 (4) 
where ,  r s  are the number of interpolation and collocation points,  iP x  are the polynomial basis of 
degree r s 1  . A k -step multistep collocation method is then constructed from: 
     1TY x V M P x              (5) 
where  
         0 1 2 1, , , ,n r sP x P x P x P x P x                (6) 
 1 1, , , , ,n n r n n sV y y f f                 (7) 
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Which results into a continuous LMM 
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             (9) 
Where    ,i ix x   are continuous coefficients to be determined. This is then used to generate the 
discrete LMMs of the form (2) and other additional methods. These equations are then applied 
simultaneously to solve (1). 
 
2.1.  Specification of the Methods [20] 
Consider the case with the specification 2r  and 5s   using (4) we have the polynomial of degree 
1r s   : 
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Y x P x

            (10) 
which yield the following vectors and collocation/interpolation matrix: 
2 3 4 5 61, , , , , ,P x x x x x x               (11) 
1 3
2 2
0 1 0 1 2, , , , , ,V y y f f f f f
 
 
           (12) 
1 1 1 1
2 2 2 2
3 3 3 1
22 2 2
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0 0 0 0 0 0
2 3 4 5 6
1 1 1 1 1 1
2 3 4
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       (13) 
These are then substituted into the equation below: 
     1TY x V M P x           (14) 
Which results into a continuous LMM 
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This main method is then used together with the initial conditions (17 – 19): 
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3.  Numerical Examples 
In this section, the HyBVM derived in section 2 is applied to two second-order boundary value 
problems (linear and nonlinear). Their maximum error, CPU time and efficiency curves are compared 
to the ones in literature [21]. These are shown in the graphs and tables below: 
 









       0 1x ,           (24) 
with initial and boundary conditions: 
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with exact solution:    
  xy x e
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International Conference on Recent Trends in Applied Research (ICoRTAR) 2020















           Fig. 2: Efficiency Curve for Case 3.1 
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with initial conditions: 
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Fig. 3: Solution of Case 3.2 
 
 
Fig. 4: Efficiency Curve for Case 3.2 
 




                 CPU 
Time 
BVM [21] 
                  CPU 
Time 
BUM [21] 
                  CPU 






































International Conference on Recent Trends in Applied Research (ICoRTAR) 2020










4.  Conclusion  
In this work, we have applied the Hybrid Boundary Value Method (HyBVM) to two second order 
BVPs with boundary conditions and compared their maximum error and efficiencies with BVM and 
BUM in [21]; and the results are efficient when compared to other BVMs in literature In constructing 
these methods, the Numerov method was adopted as the LMM while utilizing data at both normal and 
off-step points. 
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