Abstract-An energy-efficient restricted Boltzmann machine (RBM) processor (RBM-P) supporting on-chip learning and inference is proposed for machine learning and Internet of Things (IoT) applications in this paper. To train a neural network (NN) model, the RBM structure is applied to supervised and unsupervised learning, and a multi-layer NN can be constructed and initialized by stacking multiple RBMs. Featuring NN model reduction for external memory bandwidth saving, low power neuron binarizer (LPNB) with dynamic clock gating and area-efficient NN-like activation function calculators for power reduction, user-defined connection map (UDCM) for both computation time and bandwidth saving, and early stopping (ES) mechanism for learning process, the proposed system integrates 32 RBM cores with maximal 4k neurons per layer and 128 candidates per sample for machine learning applications. Implemented in 65nm CMOS technology, the proposed RBM-P chip costs 2.2 M gates and 128 kB SRAM with 8.8 mm 2 area. Operated at 1.2 V and 210 MHz, this chip achieves 7.53G neuron weights (NWs) and 11.63G NWs per second with 41.3 and 26.7 pJ per NW for learning and inference, respectively. Index Terms-Low-power design, machine learning, memory bandwidth reduction, non-linear functions, restricted Boltzmann machine (RBM).
I. INTRODUCTION
R ECENTLY, massive datasets have been generated by sensors, social networks, and mobile devices. How to extract meaningful information from the raw dataset to support in-time model learning and real-time decision making has become an emerging research topic. Consequently, machine learning techniques [1] - [4] have been widely and successfully applied to the multimedia and signal-processing systems, and the deep neural network (DNN) approach is considered one of the state-of-the-art solutions for applications [5] . With a DNN structure, multi-level features can be detected layer-by-layer to extract meaningful information from input data. And each neuron is turned ON or OFF based on the neural network (NN) model and non-linear activation function.
Since the NN becomes deeper and deeper to provide more powerful and accurate performance for machine learning applications, the traditional learning algorithm with forwarding and error backpropagation is inefficient to train an NN with multiple layers. And the other drawback of the traditional approach is that the algorithm belongs to supervised learning which means the label information for each training data is required to calculate the error value in the model learning process.
In this paper, a restricted Boltzmann machineprocessor (RBM-P) chip is proposed to support diverse network structures, in-time NN model training, and real-time decision making in the application phase, and the key contributions of the proposed system are as follows.
1) Since the data access from external memory costs long latency and dominates the system performance, the external memory bandwidth is reduced by the proposed computation-efficient model reduction method with negligible accuracy loss. 2) To implement non-linear activation functions, the look-up table (LUT) approach is commonly used in conventional hardware designs, but a dedicated memory is required to store values for each non-linear activation function calculator (AFC). To reduce the power consumption and hardware cost, a low-power neuron binarizer (LPNB) with dynamic clock gating and areaefficient NN-like AFC is designed for neuron computation, and both sigmoid and hyperbolic tangent non-linear functions are supported. 3) To flexibly and efficiently support diverse NN structures, a user-defined connection map (UDCM) module is implemented to save both computation time and external memory bandwidth. 4) In the conventional learning engine, the number of model training iterations are configured by user during the learning process. In our system, an early stopping (ES) mechanism is proposed to continuously monitor the NN model to automatically terminate the learning process to save computation time.
The rest of this paper is organized as follows. In Section II, the RBM learning algorithm and related works are described. The system architecture of the RBM-P chip and proposed low-power techniques is presented in Section III. The 0018-9200 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. implementation results, measurement results, and system platform are shown in Section IV. Finally, the conclusion is given in Section V.
II. BACKGROUND
In this section, we first briefly review state-of-the-art NN processors related to the proposed system for machine learning applications. Then, the details of the applied NN model learning algorithm are described.
A. Related Works
Currently, the NN algorithms are considered one of the state-of-the-art solutions in multimedia and signal-processing systems. Therefore, several NN processors [6] - [9] have been proposed for object classification and recognition in multimedia applications.
Kim et al. [6] , [8] proposed an event-driven NN processor to support on-chip learning and inference. However, the neuron signals are transposed to spike data then fired into the sparse NN for integrations, and 10 objects that can be recognized for object classification. Park et al. [7] proposed a scalable deep learning and inference processor for the big data applications. The RBM method is applied to the model learning, and dual network structures, convolutional and fully connected networks, are supported in the inference phase. Nevertheless, the NN topology of convolutional filter is fixed, and only 256 neurons are processed in each learning and inference core.
B. Restricted Boltzmann Machine
In the proposed system, the RBM is applied to the NN model learning [10] , [11] , and a multi-layer NN can be constructed by stacking multiple RBMs. During the multi-layer NN model learning, each layer is modeled to an RBM which consists of visible neurons (v i ) and hidden neurons (h j ) in visible layer and hidden layer, respectively. And the contrastive divergence (CD) learning algorithm with alternating Gibbs sampling (AGS) [12] is exploited to efficiently train an RBM, as shown in Fig. 1 .
In the learning process, the hidden and visible neurons are generated and reconstructed from the visible and hidden layer, respectively. First, the neuron data of visible layer is assigned from the training dataset. Then, the weighted summation operation is performed to add up the products of visible neurons multiplied by the corresponding weights. In the third step, the weighted summation result is fed into a non-linear activation function (σ ), and then compared with a random number (RN) to decide the neuron is turned ON or OFF. After the iterative computation, the update data are calculated in the first and last AGS phase. Finally, the RBM model is updated in the CD learning, and the model learning process is terminated until the value of iteration equals system parameters configured by user or the RBM model is convergent, as shown in Fig. 2 .
III. SYSTEM ARCHITECTURE AND LOW-POWER DESIGN Fig. 3 shows the system architecture of the proposed RBM-P chip for NN applications. Considering the hardware cost and performance, 32 RBM cores are integrated in two clusters for massively parallel computing in both learning and inference phases with the structure of maximal 4k neurons per layer for Internet of Things (IoT) applications in our system. Operated in the learning mode, the proposed RBM-P chip loads the network structure setting and system parameters to configure each RBM core. Then, a batch of the training dataset is loaded to perform the CD learning algorithm and update the RBM-based NN model iteratively. Operated in the inference phase, testing data are fed into RBM cores, and the maximum a posterior (MAP) inference results will be outputted after computation. Moreover, an UDCM is proposed for diverse networks to meet different system configuration requirements, and the proposed ES engine is embedded in the system I/O interface to continuously monitor the NN model during learning process.
To perform neuron computation, an RBM core is designed for supporting both learning and inference in our system. Fig. 4 shows the architecture of the proposed RBM core, and the key building blocks include visible (Neu V ) and hidden (Neu H ) neuron memories which support maximal 4k neurons per layer for computation, neuron computation unit for hidden neuron generation (visible layer to hidden layer) and visible neuron reconstruction (hidden layer to visible layer), LPNB for neuron state decision, delta calculator to perform computation of VH 1 − VH CDX for model learning, and MAP calculator for data inference. In the proposed system, an auxiliary platform is applied to implement the storage unit and data management & communication unit. For neuron computation, the NN model and training/testing dataset are stored in the storage unit, and the processing unit leverages data management & communication unit to access data from storage unit and user program for target application. In addition, the Neu 1 V and Neu 1 H memory blocks are disabled during the inference mode for further power saving, and each building block will be described in the following.
A. Neural Network Model Reduction
For neuron computation, a huge storage space is required to store the weight matrix which is the model of RBM-based NN, as shown in (1). For example, an NN with 4k/4k visible/hidden neurons and 16-bit data representation per neuron connection weight requires 32 MB data storage space to store this model
where N V number of neurons in visible layer; N H number of neurons in hidden layer; N Bit number of bits for neuron weight representation (16-bit per neuron weight in our system).
Due to the hardware resource limitation, the proposed system uses an external memory as storage unit to store NN models and training/testing dataset. Moreover, considering the performance of data accesses from the external memory, the burst operation mode is enabled to access 512-bit data in each read/write operation. And 16-bit data format is applied to each neuron connection weight in our system, 32 neuron connection weights are accessed from/to the external memory in each read/write operation, as shown in Fig. 5 . And an external memory controller is implemented on field-programmable gate array (FPGA) to access data from DDR3 memory. To further reduce the data accessing time from external storage unit, a model reduction method is proposed to efficiently load NN model, as shown in Fig. 6 .
By adopting this solution, the model parameters are converted to a sparse data in the model reduction module. Compared to the threshold set by user, the neuron weights are truncated to 0 when the absolute value is smaller than the threshold, and only non-zero neuron weights (NZNWs) are stored in external memory and read from storage unit to computation unit to reduce memory bandwidth. To decode the reduced NN model for neuron computation, 32 coding units (CUs) load NZNWs from local buffer and reconstruct NWs according to the mapping table which records the structure of the sparse NN model. In the experiment, an RBM-based NN model is trained and consisted of 794 neurons (28 × 28 pixel image for input and 10 labels for classification) and 1k neurons in the visible layer and hidden layer, respectively. According to the experimental results with the Modified National Institute of Standards and Technology (MNIST) handwritten digit database, 90% neuron connection weights are truncated to 0 when the threshold is set to 0.04. Therefore, 90% external memory bandwidth can be saved with <1% classification accuracy drop in this case. Moreover, 32 NWs can be decoded in 1 cycle without complicated decoding processing, and an example of the proposed NN model reduction and decoding is shown in Fig. 7 . Fig. 8 shows the proposed LPNB to support both sigmoid and hyperbolic tangent (tanh) non-linear functions and clock gating mechanism to disable clock signal dynamically. To implement non-linear activation functions, look-up table (LUT) [7] , [9] and approximation method with polynomial function [13] are commonly used in hardware design. However, the LUT method requires large memory blocks to store values sampled from the target function. And multipliers cause a long computation latency in the approximation method.
B. Low-Power Neuron Binarizer
In our previous work [14] , a hardware-efficient sigmoid function calculator was proposed with an NN-like architecture. By adopting the NN-like architecture, the hardware cost can be reduced compared to the LUT and approximation method. To further reduce the computational complexity and hardware cost, an improved NN-like AFC is proposed to support both sigmoid and tanh non-linear functions for neuron computation in the proposed LPNB, and the AFC model is pre-trained with traditional feedforward and error-backpropagation approach to support both sigmoid and tanh functions. Considering the accuracy of calculated sigmoid and tanh non-linear functions, 3 MSB bits of the input x are applied to generate 8 bias neurons in the first stage, as shown in Fig. 9 . Then, the filter array outputs the products of 16 bits, 8 bits from input x, and 8 bits from bias neurons generator, multiplied by the AFC model in the second stage. Since the data format of input 16 bits in the filter array is binary, the multipliers can be replaced by 16 AND operators to further save the computational complexity and hardware cost. In the third stage, the four-layer adder tree sums up all filtered results, and the bit value is determined by the comparator and assigned to the correlative register of output f (x).
Furthermore, a dynamic clock gating mechanism is designed to further save power consumption in learning process, as shown in Fig. 10 . Since the output neuron is turned ON or OFF based on the comparison result with an RN, the LPNB performs bit-level comparison simultaneously from MSB to LSB of the calculated non-linear function. When the calculated bit Y i and the related bit of RN RN i are exclusive, the clock signal is gated to achieve low-power design. According to the experimental result, 88% clock signal can be gated during model learning to further save power consumption.
C. User-Defined Connection Map
Since the handcraft feature extractors are usually designed to extract specific patterns in local regions, these filters are only connected to the correlative area, and the neuron weights are 0 in non-connected regions, as shown in Fig. 11(a) . To efficiently and flexibly support non-fully connected and diverse NN structures, an UDCM module is implemented in the proposed system, as shown in Fig. 11(b) . Since 32 neuron weights are loaded in each read operation, the 1-bit flag signal equals 0 when 32 continuous neuron weights are all 0, and neuron computation can be skipped to further save both external memory bandwidth and power consumption. If the flag signal equals 1, the address generator calculates the memory address to load 512-bits data from external memory, then 32 neuron weights are sent to RBM cores to perform neuron computation, as shown in Fig. 11(c) . Fig. 12 shows an example for supporting convolutional NN application by the proposed RBM processor, 7 5 × 5 convolutional filters detect specific features from the input 28 × 28 pixel image, and a three-layer convolutional NN is translated to an RBM which consists of 794 visible neurons and 4032 hidden neurons for neuron computation. According to the experimental result, 63.5% computation time can be saved by adopting the proposed UDCM module compared to using traditional fully connected NN structure for neuron computation.
D. Early Stopping
In the CD with AGS model learning algorithm, the main training loop is terminated until the number of iterations equals system parameters configured by user or the model are convergent. Conventionally, a cross validation dataset is required to periodically verify the trained NN model to detect the model is convergent or not. However, it is difficult to check the model quality in the unsupervised learning due to no label information for validation.
In the proposed system, a sum of absolute weights (SAWs) index is designed to sum up all absolute value of neuron weights when the NN model is updated and written back to external memory during the learning process, as shown in (2) . Generally speaking, the SAW value is increasing when overfitting occurs during NN model learning phase. Therefore, an ES mechanism is proposed to automatically terminate learning process to save computation time. Fig. 13(b) shows the experimental result of the MNIST handwritten digits database with 30 training iterations, and the applied RBM structure is 28 × 28 pixel image for input, 1k hidden neurons, and 10 label neurons for classification. The accuracy of the trained model is nearly saturated after 20 iterations, and the SAW value is increasing after the 21st iteration. Therefore, the ES detector and criterion are proposed to continuously monitor the SAW value during model learning, as shown in (3) and (4). When the current SAW value is larger than the average of previous 4 SAWs, the ES signal is triggered to automatically terminate the NN model learning process. According to the experimental result, the ES signal is triggered at the 23rd iteration with 93.4% classification accuracy, and the learning process can be terminated to save both learning time and power consumption. Furthermore, the NN model training with the fixed learning iteration set by user is permitted when the ES mechanism is disabled. And Fig. 13(a) shows the architecture of the proposed ES mechanism which is embedded in the system I/O interface to calculate SAW and perform ES checking SAW = |neuron connection weight| (2)
ES Signal = 1, SAW cur > SAW avg 0, others.
IV. IMPLEMENTATION RESULTS
A. Implementation Results
Fig. 14 shows the chip photograph and specification summary. The proposed RBM-P chip is fabricated in UMC 65nm CMOS technology and costs 2.2 M gates and 128 kB internal SRAM with 8.8 mm 2 area. This chip integrates 32 RBM cores in two clusters to support both learning and inference operations with the NN structure of maximal 4k neurons per layer and 128 candidates per sample for machine learning applications. Operated at 1.2 V and 210 MHz, the proposed system achieves 7.53G and 11.63G NWs per second performance with 41.31 and 26.74 pJ per NW energy efficiency for learning and inference, respectively. Applying the proposed RBM-P chip, ∼2500 32 × 32 pixel images are classified per second with 4k hidden neurons and 32 candidates for intelligent IoT devices. Fig. 15(a) and (b) shows the measurement and comparison results based on our proposal. Compared to the single-and multi-thread software implementation on CPU and GPGPU to process 32 28 × 28 pixel images for handwritten digit classification with MNIST database, the proposed RBM-P chip achieves 114.3× and 3.9× faster processing time, respectively. And our chip consumes 0.7 mJ to classify 32 28×28 images with 1k hidden neurons, which reaches over 5000× and 800× of energy reduction compared to the CPU and GPGPU, respectively.
B. Measurement Results
In our system, the performance can be roughly evaluated by (5) . 32 RBM cores are implemented inside the proposed RBM-P chip, and the system performance can be linearly improved by integrating more proposed RBM cores to increase M cores to perform learning and inference operations in parallel. To efficiently load NN model from external memory, the data accessing time T LM can be reduced by the proposed data management with NN model reduction for external memory bandwidth saving. To efficiently and flexibly support diverse NN structures, the proposed UDCM module is designed to reduce N for skipping the unnecessary neuron computation to save both T LM and T NC . In addition, the proposed ES mechanism is able to terminate the learning procedure automatically to save both computation time and power consumption, and the proposed LPNB with dynamic clock gating and area-efficient NN-like AFC is designed to reduce both power consumption and hardware cost. Overall, the proposed RBM-P chip, respectively, achieves 864.8× and 1880.1× processing time reduction in inference and learning, as shown in Fig. 16(a) . And the detailed results of execution time with 512-4k hidden neurons are shown in Fig. 16(b) . Moreover, a comparison between the proposed RBM-P chip and related RBM processors is shown in Table I .
where S Total number of samples; M cores number of proposed RBM-Cs; N number of neurons to perform computation; T LM processing time to load neural network model; T NC processing time to perform neuron computation. Fig. 17 shows the proposed FPGA-based prototype for system evaluation. A dedicated device-under-test board is designed to leverage the peripheral resources including onboard 1-GB DDR3 external memory for data storage and 1-Gbps Ethernet interface for communication on the Xilinx VC707 FPGA development board. To control our system, a graphical user interface is designed on the host NB/PC, and user can upload/download data and configure the proposed RBM-P chip through cat.6 Ethernet cable. Moreover, two applications are shown in Fig. 18 . For healthcare applications [16] , the electrocardiogram (ECG) signal is applied to personal biomedical information, and an RBM-based NN model with 4k hidden neurons is trained by the proposed RBM-P chip for personal identification to protect private data. In the application phase, the ECG signal is sampled in 16-bit resolution, and each measured ECG signal consists of maximal 248 sample points for personal identification. For this example, the input ECG signal belongs to person B with 95% probability, as shown in Fig. 18(a) . And Fig. 18(b) shows another application, the proposed processor is embedded in a plug-in device for the value-added services. In the application phase, each character is segmented to 32×32 pixel image, and an RBM-based NN model with 1k hidden neurons is applied to car license plate recognition. Then, the recognized car license can be further analyzed with a database for surveillance applications.
C. System Platform

V. CONCLUSION
In this paper, an RBM-P supporting both on-chip learning and inference is designed for machine learning-based IoT applications. To save external memory bandwidth, an NN model reduction approach is proposed to efficiently load NN models from external memory for neuron computation. A LPNB with dynamic clock gating and area-efficient NN-like AFC is proposed to save power consumption. And the proposed UDCM is designed to efficiently and flexibly support diverse network structures to save both computation time and external memory bandwidth. In addition, an ES mechanism is proposed to save computation time in learning process. Implemented in 65nm CMOS technology, the proposed RBM-P chip costs 2.2 M gates and 128 kB SRAM with 8.8 mm 2 area to integrate 32 RBM cores with maximal 4k neurons per layer and 128 candidates per sample. Operated at 1.2 V and 210 MHz, this chip, respectively, achieves 7.53G and 11.63G NWs per second with 41.3 and 26.7 pJ per NW for learning and inference, making it very suitable for intelligent IoT applications.
