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Abstract: In this paper, deterministic construction of measurement matrices in Compressive Sensing (CS) is considered. First,
by employing the column replacement concept, a theorem for construction of large minimum distance linear codes containing
all-one codewords is proposed. Then, by applying an existing theorem over these linear codes, deterministic sensing matrices are
constructed. To evaluate this procedure, two examples of constructed sensing matrices are presented. The first example contains
a matrix of size p2 × p3 and coherence 1/p , and the second one comprises a matrix with the size p (p− 1)× p3 and coherence
1/(p− 1) , where p is a prime integer. Based on the Welch bound, both examples asymptotically achieve optimal results. Moreover,
by presenting a new theorem, the column replacement is used for resizing any sensing matrix to a greater-size sensing matrix
whose coherence is calculated. Then, using an example, the outperformance of the proposed method is compared to a well-
known method. Simulation results show the satisfying performance of the column replacement method either in created or resized
sensing matrices.
1 Introduction
Compressive Sampling (CS) has widely been used to dramatically
reduce the sampling frequency below the Nyquist rate [1]. This is
effectively performed based on the sparse property of a signal vec-
tor xn×1 ∈ Rn whose sparsity order, k, indicates the number of its
non-zero entries. Then, the CS problem is illustrated by ym×1 =
Am×nxn×1 where ym×1 ∈ Rm shows the measurement vector,
Am×n is the sampling matrix (or sensing matrix), and m≪ n.
This sampling is worthwhile provided that the original signal xn×1
can be uniquely and exactly reconstructed. The sparsest solution
to this problem using l0-norm minimization has been investigated
in [2] which leads to an NP-hard problem [3]. To simplify this
issue, an l1-norm minimization solution has been proposed in [4] in
which Am×n must satisfy the so-called Restricted Isometry Prop-
erty (RIP). Then, xn×1 can be exactly and uniquely reconstructed
by using l1-norm minimization.
Definition 1. The matrix Am×n satisfies the RIP of order k with
constant δk ∈
[
0 1
)
, if for all k-sparse vectors xn×1 we have the
next inequality [4],
1− δk ≤
‖Am×nxn×1‖22
‖xn×1‖22
≤ 1 + δk. (1)
As mentioned, the signal xn×1 sampled by the appropriate sam-
pling matrix Am×n could be reconstructed through solving the
related l1-norm minimization problem. The latter problem may
also be solved using the greedy algorithms such as the Orthogonal
Matching Pursuit (OMP) algorithm or its modifications [5]. At the
beginning, Gaussian sensing matrices whose elements are indepen-
dent and identically distributed (i.i.d.) were proposed which satisfy
the RIP with a high probability [6]. For such matrices, the num-
ber of rows, columns, and the sparsity order are related to each
other through the inequality m ≥ O (k log n). On the other hand,
deterministic sensing matrices may be used. Even though, due to
the huge number of k-sparse signals, evaluation of the RIP for a
given deterministic sensing matrix is frustrating, such a matrix can
still satisfy the RIP if its coherence is low enough. A deterministic
sensing matrixAm×n of coherence µA satisfies the RIP of order k
with δk ≤ µA (k − 1) where k ≤ 1/µA + 1 [7]. The coherence of
Am×n, whose columns are defined as [a1, · · · ,aN ], is given by
µA = max
i6=j
∣∣〈ai,aj〉∣∣
‖ai‖2.
∥∥aj∥∥2 1 ≤ i, j ≤ N. (2)
The minimum coherence of an arbitrary Am×n is provided by
the Welch bound expressed as [8]
µA ≥
√
n−m
m (n− 1) . (3)
where µA ≥
√
1/m for m≪ n. This means that for determin-
istic sensing matrices, in terms of coherence, the RIP of sparsity k =
O (
√
m) is satisfied which is known as the square root bottleneck.
To construct deterministic sensing matrices with a low coherence,
the DeVore’s construction was firstly introduced [9]. In this struc-
ture, binary sensing matrices of size p2 × pr+1 and coherence of
r/p are used which satisfy the RIP of order k < p/r + 1 where
r shows the degree of a polynomial with coefficients in Galois field
Fp. By considering polynomials over finite projective spaces, instead
of the finite field Fp, extension of the DeVore’s construction has led
to lower coherence sensing matrices [10]. The algebraic geometry
codes [11] have also been utilized for deterministic sensing matri-
ces construction. Other binary structures can be seen in [12], [13]
and [14]. In [15], by combining two similar Reed-Solomon genera-
tor matrices through the tensor product and utilizing the generated
codewords, a set of complex-valued deterministic sensing matri-
ces with the size of q2 × q3 and coherence 1/q , where q is any
prime power, has been proposed. Using the Paley graphs, a set of
deterministic sensing matrices of size (q + 1)/2 × q with coher-
ence less than twice the Welch bound has been developed [16]. In
[17], by employing BCH codes and creating large minimum distance
codewords, some binary, bipolar and ternary deterministic sensing
matrices are obtained. In [18], to overcome the limitation on matri-
cesâA˘Z´ sizes, some methods are developed to resize the sensing
matrices for complex valued sensing matrices. From the other aspect,
we should note that the RIP is only a sufficient condition meaning
that there might be some other matrices not satisfying this condi-
tion or even RIP-less, while can be used as sensing matrices [19].
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In [20], some matrices which satisfy a weaker condition than the
RIP, so-called statistical RIP, are proposed. In this paper, to con-
struct low coherence sensing matrices, the theorem of employing
large minimum distance linear codes containing all-one codeword
is first introduced [18]. Then, we exhibit the procedure of employing
the column replacement concept to create large minimum distance
linear codes containing all-one codeword. Secondly, we present two
examples in which the theorem of constructing sensing matrices
[18] is applied over our proposed matrices and we compute the
coherence of the resulting matrices. Next, by comparing our results
with some well-known sensing matrices, we exhibit the generality
of the proposed method. These deterministic sensing matrices are
of sizes p2 × p3 and p (p− 1)× p3 whose coherence are 1/p and
1/(p− 1) , respectively; where p is a prime integer. The former
example is quite similar to that of [15] for the prime integer p.
About the second example, considering that in [18] matrices of size(
p2 − 1
)
× p3 and coherence 1/(p− 1) are suggested, our pro-
posed structure outweighs that of [18] in terms of coherence owing
to the fact that our method considers the same coherence with lesser
rows in matrix construction. It is notable that the mentioned exam-
ples are asymptotically optimal by the Welch bound. Finally, we
utilize the column replacement method to resize the sensing matrices
and calculate their coherence. By presenting an example, we show
that for the same size of sensing matrices, our procedure results in
better sensing matrices in the sense of coherence compared to the
Kronecker product developed in [18]. The rest of paper is as follows.
Section 2 contains the main results. In Section 3, using computer
simulations, the performance of our sensing matrices is compared
with some existing matrices. Section 4 concludes the paper.
2 Construction of Deterministic Sensing
Matrices
To employ large minimum distance codes to generate low coherence
deterministic sensing matrices, the following theorem applies.
Theorem 1. [18] Suppose that C [N, k, p, dmin] is a p-ary linear
code over finite field Fp whose minimum distance is dmin and
all-one codeword belongs to the codewords’ space. Now, assume
that matrix A˜N×pk−1 is created by deploying each codeword
as a column of this matrix in such a way that from any set of
form
{
a,a⊕ 1N×1, ..., a⊕ (p− 1)N×1
}
exactly one codeword
is selected, where ⊕ stands for element to element summation over
finite field Fp. Then, we createAN×pk−1 as
A=
1√
N
[
ej
2pi
p
a˜αβ
]
α,β
. (4)
where a˜αβ is an element of A˜N×pk−1 . Then, the coherence of A
will be less than
(
p(p− 1)N − p2dmin
)
/2N .
This theorem enables us to think of low coherence sensing matri-
ces provided that we can create large minimum distance matrix of
codewords. We create such matrices based on column replacement
of two matrices as follows.
Definition 2. [21] Consider the primary matrixA ∈ Rr×m, where
A=(aij )i,j and the pattern matrix P ∈ {1, ..., m}N×n, where
P=(pij )i,j . Then, the result of column replacement of A in P
is a matrix with the form of C = B(P)=(bij ) ∈ RrN×n , where
b(β−1)r+s,γ = as,pβγ for 1 ≤ β ≤ N , 1 ≤ γ ≤ n, and 1 ≤ s ≤
r.
One can easily see that from 2, the following equation holds:
C = B(P)=
(
B
(
pij
))
. (5)
This means that column replacement is applied over each element
of the pattern matrix. We use the column replacement to generate
large minimum distance codes.
2.1 Generating Large Minimum Distance Codes
We apply the column replacement method over matrices of code to
propose a new matrix. It is proved that the columns of this matrix
are also codewords and their minimum distance is a function of the
primary and pattern matrices. Therefore, under some criteria, the
minimum distance can be large enough to apply Theorem 1. Using
the column replacement method, we define and prove the following
theorem to construct large minimum distance linear codes.
Theorem 2. Let AN×pk and PN ′×pkk′ be matrices whose
columns are codewords of the linear codes C [N, k, p, dmin] and
C′
[
N ′, k′, pk, d′min
]
, respectively, where dmin and d
′
min are the
minimum distances of each defined linear code and p is a prime inte-
ger. Moreover, suppose that both linear codes own all-one codeword.
Then, the result of column replacement of AN×pk in PN ′×pkk′
will be the matrixCNN ′×pkk′ = B(PN ′×pkk′ ) whose columns are
codewords of a linear code containing all-one codeword with mini-
mum distance of NN ′ − ((N ′ − d′min)N + d′min (N − dmin)).
Proof: We should note that it is natural to construct PN ′×pkk′ over
finite field Fpk to correspond each element of this matrix to a column
of matrixAN×pk . First, we prove that the columns ofCNN ′×pkk′
are codewords. To do so, we must prove that any linear combi-
nation of every two columns will result in another column of this
matrix. Thus, the columns belong to a linear subspace and are code-
words. Suppose thatAN×pk ,PN ′×pkk′ , andCNN ′×pkk′ have the
following form
AN×pk =
[
a0α
(k−1)+0α(k−2)+···+0α1+0
N×1 , · · · ,
a
ik−1α
k−1+ik−2α
k−2+···+i1α1+i0
N×1 , · · · ,
a
(p−1)αk−1+(p−1)αk−2+···+(p−1)α1+(p−1)
N×1
]
(6)
PN ′×pkk′ =
[
p
1
N ′×1, · · · ,pjN ′×1, · · · ,p
pkk
′
N ′×1
]
(7)
CNN ′×pkk′ =
[
c
1
NN ′×1, · · · , cjNN ′×1, · · · , cp
kk′
NN ′×1
]
(8)
where
a
ik−1α
k−1+ik−2α
k−2+···+i1α1+i0
N×1 = ik−1gk−1 + ik−2gk−2 +
· · ·+ i1g1 + i0g0, Gk×N = [g0, · · · ,gk−1]T is the generator
matrix of codewords of AN×pk , CNN ′×pkk′ = B(PN ′×pkk′ ) or
equivalently
CNN ′×pkk′ =
[
B(p1N ′×1), · · · ,B(pjN ′×1), · · · ,B(pp
kk′
N ′×1)
]
,
and pji belongs to the finite field Fpk with 1 ≤ i ≤ N ′ and
1 ≤ j ≤ pkk′ . It is obvious that the elements of CNN ′×pkk′
belong to Fp since the elements of AN×pk belong to this field.
Moreover, in definition of AN×pk the superscript ik−1α
k−1 +
ik−2αk−2 + · · ·+ i1α1 + i0 is selected to corroborate the fact
that the columns of AN×pk correspond to the elements of Fpk
whose elements are in the form of ik−1αk−1 + ik−2αk−2 + · · ·+
i1α
1 + i0, where 0 ≤ ik−1, ik−2, · · · , i1, i0 ≤ p− 1. Further-
more, such correspondence means that if an element ofPN ′×pkk′ is
ik−1αk−1 + ik−2αk−2 + · · ·+ i1α1 + i0, then the correspond-
ing column of AN×pk is ik−1gk−1 + ik−2gk−2 + · · ·+ i1g1 +
i0g0. Such relationship will let us pursue our proof much easier.
Now, consider an arbitrary combination of two arbitrary columns of
C
NN ′×pkk′ as
c
′′ = β1cmNN ′×1 + β2c
n
NN ′×1 (9)
where β1 and β2 are any element of Fp and c
m
NN ′×1 and c
n
NN ′×1
are two columns of CNN ′×pkk′ . Next, we should prove that c
′′ is
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also a column ofCNN ′×pkk′ . Suppose that by applying the column
replacement over two columns of PN ′×pkk′ , namely, p
m
N ′×1 and
pnN ′×1, c
m
NN ′×1 and c
n
NN ′×1 are obtained as
cmNN ′×1 = B
(
pmN ′×1
)
= B


εk−1gk−1 + · · ·+ ε0g0
..
.
τk−1gk−1 + · · ·+ τ0g0


(10)
where B(.) presents the column replacement operator and{
0 ≤ εk−1, εk−2, · · · , ε1, ε0 ≤ p− 1
0 ≤ τk−1, τk−2, · · · , τ1, τ0 ≤ p− 1 .
c
n
NN ′×1 = B


ε′k−1gk−1 + · · ·+ ε′0g0
.
..
τ ′k−1gk−1 + · · ·+ τ ′0g0

 (11)
where
{
0 ≤ ε′k−1, ε′k−2, · · · , ε′1, ε′0 ≤ p− 1
0 ≤ τ ′k−1, τ ′k−2, · · · , τ ′1, τ ′0 ≤ p− 1
.
Using (10) and (11) in (9), we get
c
′′ = B
(
β1p
m
N ′×1 + β2p
n
N ′×1
)
(12)
Considering the fact that β1p
m
N ′×1 + β2p
n
N ′×1 ∈ PN ′×pkk′ , it
is inferred that CNN ′×pkk′ is a matrix whose columns are also
codewords of a linear subspace. Note that although we used the char-
acteristic of β1B(p
m
N ′×1)+β2B(p
n
N ′×1)=B
(
β1p
m
N ′×1+β2p
n
N ′×1
)
for β0, β1 ∈ Fp, it can be applied to any β0, β1 in the given finite
field Fpk . To analytically calculate the minimum distance of code-
words included inCNN ′×pkk′ , we replace each column ofAN×pk
instead of each element of PN ′×pkk′ . In construction of each col-
umn of CNN ′×pkk′ , the worst case happens when: 1) two columns
of PN ′×pkk′ have exactly N
′ − d′min elements in common and
2) the rest of elements of these two columns are chosen in such
a way that the corresponding columns of AN×pk have N − dmin
elements in common. By such an assumption, the resulting columns
will have
(
N ′ − d′min
)
N + d′min (N − dmin) common elements
which is the worst case, and therefore, the minimum distance of
codewords ofCNN ′×pkk′ is
dCmin = NN
′ − ((N ′ − d′min)N + d′min (N − dmin)) (13)
The last step is to prove that CNN ′×pkk′ owns the all-one code-
word. In the above theorem, it is assumed that AN×pk owns the
all-one codeword which means that it is possible to consider the gen-
erator matrixGk×N has a basis, say g0, whose all elements are one.
Let the all-one column ofAN×pk be
a
0α(k−1)+0α(k−2)+···+0α1+1
N×1 = g0 (14)
Considering the fact that the elements of PN ′×pkk′ belong to the
finite field Fpk , it can be shown that PN ′×pkk′ has the all-one
codeword, i.e.,
p1N ′×1 =


0α(k−1) + · · ·+ 0α1 + 1
..
.
0α(k−1) + · · ·+ 0α1 + 1


N ′×1
=


1
..
.
1

 (15)
Using (14), (15), (5), and the correspondence between the col-
umn vector a0α
(k−1)+···+0α1+1
N×1 and the element 0α
(k−1) + · · ·+
0α1 + 1, one can immediately infer that CNN ′×pkk′ owns an
all-one column as
B
(
p
1
N ′×1
)
=
[
1 · · · 1 ]T
NN ′×1 (16)

This completes the proof.
In the following examples, usingCNN ′×pkk′ , we apply Theorem
1 to construct low coherence deterministic sensing matrices.
2.2 Case Study
To employ Theorems 1 and 2, we introduce some sensing matrices
with low coherences and calculate their exact coherence value.
Example 1. Let the generator matrix of codewords of AN×pk
and PN ′×pkk′ be G2×p = [g0,g1]
T
, where g0 = [1, · · · , 1]T1×p
and g1 = [0, · · · , p− 1]T1×p. Moreover, suppose that the columns of
AN×pk and PN ′×pkk′ are of the form γ0g0 + γ1g1 and κ0g0 +
κ1g1, respectively, where γ0, γ1 ∈ Fp and κ0, κ1 ∈ Fp2 . It is obvi-
ous that AN×pk , PN ′×pkk′ , and CNN ′×pkk′ are of sizes p× p2,
p× p4, and p2 × p4, respectively. Trivially, the minimum distances
of linear codes created by G2×p is p− 1 for both codewords of
Ap×p2 and Pp×p4 ; i.e. dmin = p− 1 and d′min = p− 1. The
minimum distance of Cp2×p4 is thus equal to dCmin = (p− 1)2
which is a large minimum distance. Let us apply Theorem 1 to this
matrix. We have the following equation:
C
′′
p2×p3=
1√
p2
[
ej
2pi
p
c′rt
]
r,t
(17)
where c′rt is an element of C′p2×p3 and this matrix is con-
structed from matrix Cp2×p4 in such a way that from each column
set
{
cp2×1, cp2×1 ⊕ 1p2×1, ..., cp2×1 ⊕ (p− 1)p2×1
}
only one
column is selected. We allege that the coherence ofC′′p2×p3 is 1/p .
Proof: First, we can write,
Cp2×p4 = B
(
Pp×p4
)
(18)
As illustrated in (16), the all-one column of Cp2×p4 is obtained
when the column replacement acts on the all-one column of Pp×p4
as
B
(
p
1
p×1
)
=
[
1 · · · 1 ]T
p2×1 = 1p2×1 (19)
Imagine the column cp2×1 ofCp2×p4 has the following form:
cp2×1 = B ((λ11α+ λ10)g1 + (λ01α+ λ00)g0) (20)
where λ11, λ10 , λ01, λ00 ∈ Fp. Using the definition ofCp2×p4 ,
cp2×1, and Theorem 2, we can write
cp2×1 + β0(1)p2×1 = B

(λ11α+ λ10)g1+

λ01α+ λ00 + β0︸ ︷︷ ︸
λ′00

g0


(21)
Obviously to choose one column of the column set{
cp2×1, cp2×1 ⊕ 1p2×1, ..., cp2×1 ⊕ (p− 1)p2×1
}
, it is enough
to keep λ00 constant while applying the column replacement over
Pp×p4 . For convenience, we consider λ00 = 0. Then, the relation-
ship between C′p2×p3 and Pp×p4 is given by
C
′
p2×p3 = B
(
P
′
p×p3
)
(22)
where P′p×p3 contains those columns of Pp×p4 which corre-
spond to(λ11α+ λ10)g1 + (λ01α)g0. So far, we could show how
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it is feasible to generate C′p2×p3 based on Pp×p4 . Let us proceed
to construct the sensing matrixC′′p2×p3 based on (17) as
[
f
(
c′rt
)]
r,t
=
[
c′′1p2×1 · · · c′′kp2×1 · · · c′′
p3
p2×1
]
(23)
where f
(
c′rt
)
= 1√
p2
ej
2pi
p
c′rt is defined for simplicity. Since
the elements ofC′p2×p3 come from the primary matrixAp×p2 , i.e.
c′rt ∈ Ap×p2 , we can firstly apply the transformation function f on
each element ofAp×p2 which leads to
A¯p×p2 =
[
a¯0α+0p×1 , · · · , a¯γ1α+γ0p×1 , · · · , a¯
(p−1)α+(p−1)
p×1
]
(24)
where a¯
γ1α+γ0
p×1 is any arbitrary column of A¯p×p2 which corre-
sponds to the column a
γ1α+γ0
p×1 of matrix Ap×p2 , γ0, γ1 ∈ Fp and
superscript γ1α+ γ0 is considered to accentuate the correspondence
of columns of A¯p×p2 and the elements of P′p×p3 . To simplify the
notations, we have considered the defined transformation function f
on matrices and vectors as
A¯p×p2 = f
(
Ap×p2
)
a¯
γ1α+γ0
p×1 = f
(
a
γ1α+γ0
p×1
) (25)
Then, we can rewriteC′′p2×p3 as
C
′′
p2×p3 = B
′ (
P
′
p×p3
)
(26)
where B′ represents the column replacement for A¯p×p2 . Now,
we can calculate the coherence ofC′′p2×p3 whose coherence is
µC′′ = max
j 6=k
∣∣∣〈c′′jp2×1, c′′kp2×1〉∣∣∣ (27)
where〈, 〉 illustrates the inner product of two vectors and
c′′jp2×1, c
′′k
p2×1 are two different columns of C′′p2×p3 . Consid-
ering c′′jp2×1, c
′′k
p2×1 as
c′′jp2×1 = B
′
(
p′jp×1
)
= B′ ((λ11α+ λ10)g1 + (λ01α)g0)
c′′kp2×1 = B′
(
p′kp×1
)
= B′
((
λ′11α+ λ
′
10
)
g1 +
(
λ′01α
)
g0
)
(28)
where p′jp×1 and p
′k
p×1 are the j
th and kth columns of P′p×p3 ,
respectively. By replacing the corresponding columns of A¯p×p2 ,
(27) reduces to
µC′′ =
max{
λ11,λ10 ,
λ01,λ
′
11,
λ′10 ,λ
′
01
∈ Fp
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
〈


a¯
(λ11α+λ10)0+λ01α
p×1
...
a¯
(λ11α+λ10)φ+(λ01α)
p×1
..
.
a¯
(λ11α+λ10)(p−1)+(λ01α)
p×1


,


a¯
(λ′11α+λ
′
10)0+λ
′
01α
p×1
...
a¯
(λ′11α+λ
′
10)φ+(λ
′
01α)
p×1
...
a¯
(λ′11α+λ
′
10)(p−1)+(λ′01α)
p×1


〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(29)
where φ ∈ Fp. Using f , (29) becomes
µC′′ =
max{
λ11,λ10 ,
λ01,λ
′
11,
λ′10 ,λ
′
01
∈ Fp
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
〈


f
(
a
(λ11α+λ10)0+λ01α
p×1
)
...
f
(
a
(λ11α+λ10)φ+(λ01α)
p×1
)
..
.
f
(
a
(λ11α+λ10)(p−1)+(λ01α)
p×1
)


,


f
(
a
(λ′11α+λ
′
10)0+λ
′
01α
p×1
)
..
.
f
(
a
(λ′11α+λ
′
10)φ+(λ
′
01α)
p×1
)
..
.
f
(
a
(λ′11α+λ
′
10)(p−1)+(λ′01α)
p×1
)


〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(30)
Contemplate the following characteristic of f over two either
scalars or vectors u1 and u2 as
f (u1) .f
∗ (u2) = f (u1 − u2) (31)
where ∗ indicates complex conjugation. Then, the inner part of (30)
can be simplified as
〈


f
(
a
(λ11α+λ10)0+λ01α
p×1 − a
(λ′11α+λ
′
10)0+λ
′
01α
p×1
)
..
.
f
(
a
(λ11α+λ10)φ+(λ01α)
p×1 − a
(λ′11α+λ
′
10)φ+(λ
′
01α)
p×1
)
..
.
f
(
a
(λ11α+λ10)(p−1)+(λ01α)
p×1 − a
(λ′11α+λ
′
10)(p−1)+(λ′01α)
p×1
)


,1p2×1
〉
(32)
Moreover, according to (6), the inner term of transformation
function f in (32) for an arbitrary φ ∈ Fp can be rewritten as
a
(λ11α+λ10)φ+(λ01α)
p×1 − a
(λ′11α+λ
′
10)φ+(λ
′
01α)
p×1 =
a
(λ11α+λ10)φ+(λ01α)−((λ′11α+λ′10)φ+(λ′01α))
p×1 =
a
(λ′′11α+λ
′′
10)φ+(λ
′′
01α)
p×1
(33)
where λ′′11 = λ
′
11 − λ11, λ′′10 = λ′10 − λ10, λ′′01 = λ′01 − λ01and
λ′′11, λ
′′
10, λ
′′
01 ∈ Fp. Therefore, (32) can be stated as
µC′′ =
max{
λ′′01,
λ′′10,
λ′′11
∈ Fp
∣∣∣∣∣∣∣∣∣∣∣∣
〈


f
(
λ′′01g1
)
...
f
((
λ′′11φ+ λ
′′
01
)
g1 + λ
′′
10g0
)
...
f
((
λ′′11 (p− 1) + λ′′01
)
g1 + λ
′′
10g0
)

,1p2×1
〉
∣∣∣∣∣∣∣∣∣∣∣∣
(34)
Owing to the fact that coherence is considered over two different
columns, λ′′01, λ
′′
10, λ
′′
11 cannot be zero at the same time. Considering
g1 = [0, · · · , p− 1]T and g0 = [1, · · · , 1]T1×p, µC′′ is written as
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µC′′ =
max

λ′′01,
λ′′10,
λ′′11
∈ Fp
1
p2
∣∣∣∣∣∣∣∣f
(
0λ′′01
)
+ · · ·+ f (γλ′′01)+ · · ·+ f ((p− 1)λ′′01)︸ ︷︷ ︸
φ=0
+ · · · +
f
(
λ′′10φ
)
+ · · ·+ f ((λ′′11φ+ λ′′01) γ + λ′′10φ)+ · · ·+
f
((
λ′′11φ+ λ
′′
01
)
(p− 1) + λ′′10φ
)︸ ︷︷ ︸
φ
+ · · ·+
f
(
λ′′10 (p− 1)
)
+ · · ·+ f ((λ′′11 (p− 1) + λ′′01) γ + λ′′10 (p− 1))
+ · · ·+ f ((λ′′11 (p− 1) + λ′′01) (p− 1) + λ′′10 (p− 1))︸ ︷︷ ︸
φ=p−1
∣∣∣∣∣∣∣∣∣
= max
λ′′01,λ
′′
10,λ
′′
11∈Fp
1
p2
∣∣∣∣∣∣
p−1∑
φ=0
p−1∑
γ=0
ej
2pi
p (γ(λ
′′
11φ+λ
′′
01)+λ
′′
10φ)
∣∣∣∣∣∣
(35)
By introducing the additive character over a given finite field,
defined in the following, µC′′ is equal to 1/p as illustrated in
Appendix A.
Definition 3. The canonical additive character of finite field Fp is
(Ch. 5 [22]):
χ (γ) = ej
2pi
p
γ , ∀γ ∈ Fp (36)
where p is a prime integer. Then, the following equations hold for
χ (γ):
χ (γ1 + γ2) = χ (γ1)χ (γ2) ∀γ1, γ2 ∈ Fp (37)
∑
γ∈Fp
χ (τ ∗ γ + β) =
{
0, τ ∈ Fp − {0}
p, τ = 0
β ∈ Fp (38)
Within this example we could offer low coherence determinis-
tic sensing matrices of size p2 × p3 and coherence 1/p . Note that
this resembles to the sensing matrices addressed in [15] showing the
generality of Theorem 2.
Example 2. Considering the same procedure as Example 1,
we only highlight the changes. Let the generator matrix of
codewords of AN×pk and PN ′×pkk′ be G2×p = [g0,g1]
T
and
G′2×p =
[
g′0,g
′
1
]T
, respectively, where g0 = [1, · · · , 1]T1×p,
g1 = [0, · · · , p− 1]T1×p, g′0 = [1, · · · , 1]T1×(p−1) and g′1 =
[0, · · · , p− 2]T1×(p−1). Inspiring the previous example, we have
Ap×p2 , P(p−1)×p4 , and Cp(p−1)×p4 for which dmin = p− 1,
d′min = p− 2, and dCmin = (p− 1) (p− 2), which is a large mini-
mum distance. By applying Theorem 1 toCp(p−1)×p4 , we get
C
′′
p(p−1)×p3=
1√
p (p− 1)
[
ej
2pi
p
c′rt
]
r,t
(39)
where c′rt is an element of C′p(p−1)×p3 constructed from
Cp(p−1)×p4 by selecting only one column from each column
set
{
cp(p−1)×1, cp(p−1)×1 ⊕ 1, ..., cp(p−1)×1 ⊕ (p− 1)
}
. It is
proved that the coherence of C′′p(p−1)×p3 is 1/(p− 1) (see
Appendix B). In this example, we proposed another set of low
coherence deterministic sensing matrices of size p (p− 1) × p3 and
coherence 1/(p− 1) . Note that although similar matrices of size(
p2 − 1
)
× p3 with the coherence of 1/(p− 1) are developed in
[18], our method achieves the same coherence, but with a smaller
number of rows in matrix construction which leads to a lower
number of measurements.
2.3 Matrix Resizing
Here, we employ the column replacement concept to resize any
deterministic sensing matrix and we illustrate that after resizing to
a matrix with a given greater size, our method leads to a matrix
with lower coherence than that of [18]. To do so, first we indicate
Theorem 3 from [18] and then develop our method in Theorem 4.
Theorem 3. Contemplate two sensing matrices A and B whose
coherence are µAand µB, respectively. Assuming C = A⊗B,
then the coherence of C is µA = max {µA, µB} where ⊗ denotes
the Kronecker product defined as [18]
X = Z⊗Y =


z11Y · · · z1nY
...
. . .
...
zm1Y · · · zmnY

 (40)
where Z =


z11 · · · z1n
.
..
. . .
.
..
zm1 · · · zmn

 and Y are two arbitrary matri-
ces.
Now we propose our method to resize deterministic sensing
matrices based on column replacement and then by providing one
example, we show outperformance of our method in comparison to
that of [18].
Theorem 4. Let Am×n =
[
a
t1
m×1 · · · a
tj
m×1 · · · atnm×1
]
be a
deterministic sensing matrix with coherence of µA, where
superscript tj is to create a correspondence between the
primary and pattern matrices in column replacement and
a
tj
m×1 are normalized vectors for 1 ≤ j ≤ n. Furthermore, let
PN×L =
[
p1N×1 · · · piN×1 · · · pLN×1
]
be a matrix whose ele-
ments are tj , 1 ≤ j ≤ n and no two distinct columns of this
matrix have more than dP elements in common. Trivially, 1 ≤ i ≤
L and 0 ≤ dP ≤ N − 1 are true statements. Then, the coherence
of CmN×L= 1√
N
B (PN×L) is µC ≤ 1N (dP + (N − dP)µA),
where B (PN×L) means column replacement of Am×n based
on the pattern matrix PN×L and the factor 1√
N
normalizes the
columns after column replacement.
Proof: Suppose that CmN×L =
[
c1mN×1 · · · cimN×1 · · · cLmN×1
]
.
Then, µC is defined as
µC = max
1≤i1,i2≤L
∣∣∣〈ci1mN×1, ci2mN×1〉∣∣∣ (41)
Assume that the two arbitrary columns c
i1
mN×1 and c
i2
mN×1 are
constructed by employing column replacement over two columns
p
i1
N×1 and p
i2
N×1 of matrix PN×L as
c
i1
mN×1 =
1√
N
B
(
p
i1
N×1
)
=
1√
N
[[
B
(
pi11
)]T
1×m
· · ·
[
B
(
pi1s
)]T
1×m
· · ·
[
B
(
pi1N
)]T
1×m
]T
(42)
c
i2
mN×1 =
1√
N
B
(
p
i2
N×1
)
=
1√
N
[[
B
(
pi21
)]T
1×m
· · ·
[
B
(
pi2s
)]T
1×m
· · ·
[
B
(
pi2N
)]T
1×m
]T
(43)
where 1 ≤ s ≤ Nand 1 ≤ i1, i2 ≤ L. Then, we have
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∣∣∣〈ci1mN×1, ci2mN×1〉∣∣∣ =
1
N
∣∣∣∣∣
〈[(
B
(
pi11
))T
1×m
· · ·
(
B
(
pi1s
))T
1×m
· · ·
(
B
(
pi1N
))T
1×m
]T
,
[(
B
(
pi21
))T
1×m
· · ·
(
B
(
pi2s
))T
1×m
· · ·
(
B
(
pi2N
))T
1×m
]T〉∣∣∣∣∣
(44)
According to the triangle inequality, (44) can be rewritten as an
inequality as
∣∣∣〈ci1mN×1, ci2mN×1〉∣∣∣ 6
1
N
(∣∣∣∣
〈[
B
(
pi11
)]T
1×m
,
[
B
(
pi21
)]T
1×m
〉∣∣∣∣ + · · ·+∣∣∣∣
〈[
B
(
pi1s
)]T
1×m
,
[
B
(
pi2s
)]T
1×m
〉∣∣∣∣+ · · ·+∣∣∣∣
〈[
B
(
pi1N
)]T
1×m
,
[
B
(
pi2N
)]T
1×m
〉∣∣∣∣
)
(45)
In Theorem 4, we assumed that each two distinct columns of
PN×L have at most dP elements in common and considering the
fact that B (ps) recalls a column ofAm×n whose coherence is µA,
we have∣∣∣∣
〈[
B
(
pi1s
)]T
1×m
,
[
B
(
pi2s
)]T
1×m
〉∣∣∣∣ =
{
1 pi1s = p
i2
s
µ 6 µA p
i1
s 6= pi2s
(46)
where 1 6 s 6 N . As mentioned, pi1s = p
i2
s at most for dP ele-
ments and the remainder are not equal. Therefore, the inequality (45)
reduces to∣∣∣〈ci1mN×1, ci2mN×1〉∣∣∣ ≤ 1N (dP + (N − dP)µA) (47)
with
µC =
1
N
(dP + (N − dP)µA) (48)
In this way, we have achieved a new deterministic sensing matrix of
coherence 1N (dP + (N − dP)µA) based on the primary sensing
matrixAm×n.
Example 3. let the identity matrix A of size q × q be a sampling
matrix with zero cohrerence, where q is any prime power. More-
over, consider the matrix P of size k × q2 which is constructed as
follows. Firstly, deploy all the codewords generated by the genera-
tor matrix G2×q = [g0,g1]T over Fq where g0 = [1, · · · , 1]T1×q
and g1 =
[
λ0, · · · , λq−1
]T
1×q , and λi ∈ Fq, i = 0, · · · , q − 1, as
the columns of matrix P0. Then, arbitrarily, choose k rows of the
matrix P0 to construct P. Trivially, for this matrix, dP is 1, and
therefore, through applying Theorem 4, we will obtain binary sens-
ing matrices of size kq × q2 with coherence 1
k
. The result of this
example resembles that of [13], and hence, shows the generality of
this approach.
Example 4. Let
A =
[
a0p2×1 · · ·aγ2α
2+γ1α
1+γ0
p2×1 · · · a
(p−1)α2+(p−1)α1+(p−1)
p2×1
]
be a matrix
of size p2 × p3 and coherence 1/p , where γ0, γ1, γ2 ∈ Fp, and
Pp×p6 be a matrix whose columns are codewords over Fp3 gen-
erated by the generator matrix G2×p = [g0,g1]T where g0 =
[1, · · · , 1]T1×p and g1 = [0, · · · , p− 1]T1×p. Obviously, the code-
words ofPp×p6 have a minimum distance equal to p− 1, and there-
fore, each two arbitrary columns ofPp×p6 have at most one element
in common; i.e. dP = 1. Consequently, the sensing matrixC which
can be resulted from Theorem 4 based on Ap2×p3 and Pp×p6 is
a matrix of size p3 × p6 and coherence µC = (2p− 1)/p2 . For
comparison purposes, we assume that the size of Kronecker product
matrixC′ is p3 × p6. According to Theorem 3, forAp2×p3 we need
a matrix of size p× p3 to reach the same size of C′. In other words,
B is a sensing matrix of size p× p3 whose coherence according to
the Welch bound cannot be less than µB =
√
p+1
p2+p+1 . Therefore,
µC′ = max (µA, µB) = max
(
1
p
,
√
p+ 1
p2 + p+ 1
)
(49)
Consider the following comparison,√
p+ 1
p2 + p+ 1
?
>
1
p
⇒ p3 ?>p+ 1 (50)
Obviously, p3 > p+ 1 for any prime integer, and therefore,
µC′ =
√
p+ 1
p2 + p+ 1
(51)
Now, we compare the coherence of the proposed sensing matrix
obtained through resizing by the column replacement method and
that of [18]. Therefore, comparison between µC′ and µC results in
(2p− 1)/p2 ?<
√
p+1
p2+p+1 ⇒ 0
?
<
(
p4 − p
)
(p− 3) + 1
(52)
From (52), one can easily see that for the prime integers more
than 3, the proposed method results in a lower coherence. Note that
we assumedB is a sensing matrix of size p× p3 attaining the Welch
bound. However, to the best of our knowledge, the best known deter-
ministic sensing matrices asymptotically attaining the Welch bound
are of size p× p2. This result again corroborates our method as a
better approach compared to the Kronecker product method in [18].
3 Simulation results
We compare the proposed method with those of [18] and random
sensing matrices. To do so, we consider three different scenarios
to verify all the examples presented in Section III. The results are
shown based on the average of 3000 independent trials (1000 trials
for Figs. 3 and 4) for different k-sparse signals. In each scenario,
the measurement matrix performance is verified based on the recov-
ery percentage as well as the output SNR, while the sparsity order is
increasing and the input SNR is augmented from 0 to 100 dB. The
reconstruction algorithm is Orthogonal Matching Pursuit which is
suitable to solve l1-minimization problems. In the first scenario, we
examine Example 1 in which matrices of size p2 × p3 and coherence
1/p are generated over finite field F5. We get a sensing matrix of
size 25× 125 and coherence of 1/5 . Over finite field F5, the con-
struction of [18] leads to a size of 24× 125 with coherence of 1/4 .
The third matrix in this scenario is a Gaussian sensing matrix of size
25× 125. The results are depicted in Figs. 1 and 2. Sparsity order
of 12 has been considered in Fig.2. Apparently, our proposed deter-
ministic sensing matrices act better than that of [18]. Meanwhile,
both deterministic structures surpass random sensing matrices in the
sense of recovery percentage as well as the output SNR.
In the last scenario, we compare our method to resize existing
sensing matrices with the Kronecker product method. We assume
that the primary sensing matrixA is of size 25× 125 and coherence
1/5 and according to our example we need a pattern matrix of size
5× 15625 for each two distinct columns of which there exists at
most one element in common and the resulting sensing matrix will
be of size 125× 15625 and coherence 0.36. On the other hand, to
obtain a similar size sensing matrix based on the Kronecker prod-
uct method, we need a matrix of size 5× 125 with near optimal
IET Research Journals, pp. 1–9
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coherence. Such a matrix has not been introduced so far and the best
known structure attaining the Welch bound with the same number of
rows is a matrix of size 5× 25 and coherence of 1/√5 . Therefore,
we resize A up to 125× 3125 for which the resulting matrix has a
coherence of 1/
√
5 . Although, it is severely unfair to our construc-
tion; in which we could obtain a matrix of size 125× 15625 and
coherence 0.36, for comparison with the Kronecker product method,
we have to reduce its size to 125× 3125. We also consider a Gaus-
sian sensing matrix of size 125× 3125. Finally, Figs. 3 and 4, where
the sparsity is fixed to 28 to generate Fig. 5, illustrate the results of
the third scenario in which we proposed a new method for resizing
deterministic sensing matrices. As seen, in this example our method
performs far better than the Kronecker product method. Notice that
we have only kept 1/5 of the available columns in our structure
which reveals another advantage of the proposed method.
4 Conclusion
The column replacement concept was used to construct low coher-
ence deterministic sensing matrices for CS problems. First, this
method was employed to create deterministic sensing matrices. It
was applied over two matrices of linear codewords to generate a new
matrix of linear codewords suitable for creating sensing matrices. By
using two examples and comparing with some existing asymptoti-
cally optimal matrices, we illustrated the generality of the proposed
method. Secondly, we exploited the column replacement method to
resize existing sensing matrices and found a bound for the coher-
ence of resulted matrices. Using an example, as an especial case, it
was shown that this method behaves better than the Kronecker prod-
uct method developed in [18]. Observe that only a special case of
Theorem 2 results in the matrices proposed in [15], and hence, one
may find much more diverse and applicable structures by manip-
ulating Theorem 2. Moreover, as seen in Example 3, our resizing
approach is not only a way to increase the size of sampling matrices
but also an approach to obtain well-structured sensing matrices.
Finally, simulation results showed that by utilizing the proposed
column replacement method, the constructed matrices perform better
than the existing deterministic sensing matrices with approximately
the same size. Moreover, simulation results confirmed that the sug-
gested procedure of resizing sensing matrices can perform much
better compared to the Kronecker product method.
APPENDIX A
Consider the coherence as follows.
µC′′ = max
λ′′01,λ
′′
10,λ
′′
11∈Fp
1
p2
∣∣∣∣∣∣
p−1∑
φ=0
p−1∑
γ=0
ej
2pi
p (γ(λ
′′
11φ+λ
′′
01)+λ
′′
10φ)
∣∣∣∣∣∣
(A-1)
Contemplating (38), the inner summation of (A-1) is non-zero,
iff:
λ′′11φ+ λ
′′
01 = 0 (A-2)
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Then, the following cases will happen:
1-
(
λ′′11, λ′′01
)
= (0, 0) and λ′′10 6= 0, for which (35) reduces to
µC′′ = max
(λ′′10 6=0)∈Fp
1
p
∣∣∣∣∣∣∣∣∣∣∣∣
p−1∑
φ=0
ej
2pi
p (λ
′′
10φ)︸ ︷︷ ︸
χ(λ′′10φ)︸ ︷︷ ︸
=0
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (A-3)
In this case, due to the non-zero value of λ′′10, coherence is zero.
2- λ′′11 6= 0 and λ′′10, λ′′01 are arbitrarily chosen. Consequently,
λ′′11φ+ λ
′′
01 is zero only for one value of φ, say φ = φ1. Therefore,
the coherence value is given by
µC′′ =
max

06=λ′′11,
λ′′01,
λ′′10
∈ Fp
1
p2


∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(φ 6=φ1)∈Fp
p−1∑
γ=0
ej
2pi
p (γ(λ
′′
11φ+λ
′′
01)+λ
′′
10φ)︸ ︷︷ ︸
χ(γ(λ′′11φ+λ
′′
01)+λ
′′
10φ)︸ ︷︷ ︸
=0︸ ︷︷ ︸
=0
+
p−1∑
γ=0
e
j 2pi
p

γ
(
λ′′11φ1 + λ
′′
01
)︸ ︷︷ ︸
=0
+λ′′10φ1


︸ ︷︷ ︸
χ(λ′′10φ1)︸ ︷︷ ︸
p∗ej
2pi
p (λ
′′
10φ1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣


=
1
p
(A-4)
From the above cases, we can deduce that the coherence of C′′is
1/p , i.e. µC′′ = 1/p .
APPENDIX B
With the same policy adopted in Appendix A, we obtain the coher-
ence ofC′′p(p−1)×p3 as
µC′′ = max
j 6=k
∣∣∣〈c′′jp(p−1)×1, c′′kp(p−1)×1〉∣∣∣ (B-1)
µC′′ =
max

λ′′01,
λ′′10,
λ′′11
∈ Fp
1
p (p− 1)
∣∣∣∣∣∣
p−2∑
φ=0
p−1∑
γ=0
ej
2pi
p (γ(λ
′′
11φ+λ
′′
01)+λ
′′
10φ)
∣∣∣∣∣∣
(B-2)
Considering (38), the inner summation of (B-2) is non-zero, iff:
λ′′11φ+ λ
′′
01 = 0 (B-3)
Then, the following cases will happen:
1- λ′′11 6= 0 and λ′′10, λ′′01 are arbitrarily chosen. Consequently,
λ′′11φ+ λ
′′
01 might be zero only for one value of φ, say φ = φ1 6=
p− 1. Note that if the only choice which sets λ′′11φ+ λ′′01 zero, is
φ = p− 1, then, according to (38), µC′′ = 0. This is due to previ-
ously considering φ ∈ {Fp − (p− 1)}). Then, the coherence at the
worst case is
µC′′ =
max

06=λ′′11,
λ′′01,
λ′′10
∈ Fp
1
p (p− 1)


∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(φ 6=φ1)∈{Fp−(p−1)}
p−1∑
γ=0
ej
2pi
p (γ(λ
′′
11φ+λ
′′
01)+λ
′′
10φ)︸ ︷︷ ︸
χ(γ(λ′′11φ+λ
′′
01)+λ
′′
10φ)︸ ︷︷ ︸
=0︸ ︷︷ ︸
=0
+
p−1∑
γ=0
e
j 2pi
p

γ
(
λ′′11φ1 + λ
′′
01
)︸ ︷︷ ︸
=0
+λ′′10φ1


︸ ︷︷ ︸
χ(λ′′10φ1)︸ ︷︷ ︸
p∗ej
2pi
p (λ
′′
10φ1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣


=
1
p− 1
(B-4)
2-
(
λ′′11, λ′′01
)
= (0, 0) and λ′′10 6= 0 for which we get
µC′′ =
max
(λ′′10 6=0)∈Fp
1
p− 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
p−1∑
φ=0
ej
2pi
p (λ
′′
10φ)︸ ︷︷ ︸
χ(λ′′10φ)︸ ︷︷ ︸
=0
−ej 2pip (λ′′10(p−1))
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
p− 1
(B-5)
Based on the above cases, one can infer that the coherence of C′′ is
1/(p− 1) , i.e. µC′′ = 1/(p− 1) .
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