We study the space N m d of clouds in R d (ordered sets of m points modulo the action of the group of affine isometries). We show that N m d is a smooth space, stratified over a certain hyperplane arrangement in R m . We give an algorithm to list all the chambers and other strata (this is independent of d). With the help of a computer, we obtain the list of all the chambers for m ≤ 9 and all the strata when m ≤ 8. As the strata are the product of a polygon spaces with a disk, this gives a classification of m-gon spaces for m ≤ 9. When d = 2, 3, m = 5, 6, 7 and modulo reordering, we show that the chambers (and so the different generic polygon spaces) are distinguished by the ring structure of their mod 2-cohomology.
Introduction
Let E be an oriented finite-dimensional Euclidean space. Let N m E be the space of ordered sets of m points in E, modulo the group of rigid motions of E; more precisely, N m E := G(E)\E m ,
where the Lie group G(E) is the semi-direct product of the translation group of E by SO(E), the group of linear orientation-preserving isometries of E, and the group G(E) acts diagonally on E m . We shall occasionally consider the spacē N [AC] ). Moreover, its importance was recognized especially in statistical shape theory, a subject which has developed rapidly during the last two decades (see [Sm] and [KBCL] ) for a history). There, the space N A great amount is known about the homotopy type of shape spaces. For instance, in [KBCL] , Kendall, Barden, Carne and Li show that Σ m d admits cellular decompositions leading to a complete computation of its homology groups.
In this paper, we present an alternative decomposition of the space N m d . It is based on polygon spaces, a subject which has also encountered a rich development during the last decade, in connection with Hamiltonian geometry. This approach is completely different from that of statistical shape theory and this paper is essentially self-contained.
First of all, the point set topology of N We shall prove in Section 3 that the critical points of ℓ are the one-dimensional cloudsN We call these hyperplanes walls. They determine a stratification H(R m ) of R m ,
i.e. a filtration
with H (k) (R m ) being the subset of those a ∈ R m which belong to at least m − k distinct walls H I . A stratum of dimension k is a connected component of
Note that a stratum of dimension k ≥ 1 is an open convex cone in a k-plane of R m . Strata of dimension m are called chambers. We denote by Str(a) the stratum of a ∈ R m . If Str(a) is a chamber, the m-tuple a is called generic and we will often denote Str(a) by Ch(a) .
The stratification H(R m ) induces a stratification of any subset U of R m , in particular of U = (R >0 ) m . Write Str(U) for the set of all the strata of U. Denote by N m E (a) the preimage ℓ −1 ({a}) of a ∈ R m . Strengthening results of [HK2] , we shall prove the following theorem in Section 3.
intertwining the map ℓ with the projection to Str(a). In the proof of Theorem A, we actually construct, when Str(a) = Str(b), a diffeomorphism ψ ba : N Theorem A, see 2.5). This action permutes the strata of H((R >0 ) m ), and
Therefore, the set Str((R >0 ) m )/Sym m is in bijection with the set Str(R m ր ). In Sections 4 and 5, we show how to obtain a complete list of the elements of Ch(R m ր ) and Str(R m ր ). For this, we first show that the set of inequalities defining a chamber α of R m ր can be recovered from some very concentrated information which we call the genetic code of α. Abstracting some properties of these genetic codes gives rise to the combinatorial notion of a virtual genetic code. We design an algorithm to find all virtual genetic codes, with the help of a computer (the program in C ++ is available at [HRWeb] ). Deciding which virtual genetic code is the genetic code of a chamber (realizability) is essentially done using the simplex algorithm of linear programming. We thus obtain the list of all the chambers of R It turns out that, for m ≤ 8, all virtual genetic codes are realizable, but not for m = 9: only 175428 out of 319124 are realizable. The non-realizable ones might well be of interest (see Remark 7.13).
Our algorithms produce, in each chamber α, a distinguished element a min (α) ∈ R m ր with integral coordinates and with a i minimal. Several theoretical questions about these elements a min (α) remain open (see § 4).
To describe the spaces N m E (a) (Question 2 above), we note that
The condition m i=1 ρ i = 0 suggests the picture of a closed m-step piecewiselinear path in E, whose ith step has length a i . Therefore, the space N m E (a) is often called the m-gon space (in E) of type a (we could call it the space of clouds "calibrated at a"). These polygon spaces have been studied in different notations, especially for dim E = 2 and 3 where, for generic a, they are manifolds: see, for instance, [Kl] , [KM] , [HK1] , [HK2] . For dim E > 3 or for a non-generic, see [Ka1] and [Ka2] .
The classification of the polygon spaces N m E (a), for generic a, was previously known when dim E = 2, 3 and m ≤ 5 (see, for instance [HK1, § 6] ). The genetic codes introduced in this paper extend this classification up to m = 9. In § 6, we give handle-decomposition information about the 6-gon spacesN m E 2.1 Smooth spaces and maps. For X a topological space, denote by C 0 (X) the R-algebra of continuous functions on X with real values. If h : X → Y is a continuous map, denote by h
N containing x and a C ∞ map F : U → R which coincides with f throughout U ∩ X (compare [Mi, § 1] ). The smooth maps on X constitute a subalgebra C ∞ (X) of C 0 (X). More generally, if ϕ : X → R N is a topological embedding of a space X into R N one may consider the subalgebra C ∞ (X) = ϕ * (C ∞ (ϕ(X)). We call C ∞ (X) a smooth structure on X and X (or rather the pair (X, C ∞ (X))) a smooth space. A continuous map h : X → Y between smooth spaces is called smooth
The map h is a diffeomorphism if and only if it is a homeomorphism and h and h −1 are smooth. It is a smooth embedding if h * (C ∞ (Y )) = C ∞ (X). A smooth embedding is thus a diffeomorphism onto its image.
The smooth structure on
where b(z) = 1 m z i is the barycentre of z. The image of κ is K(E m ) and its kernel is the diagonal ∆ in E m . The normal subgroup E in G(E) of translations acts freely and properly on E m and the quotient space E\E m is the same as the quotient vector space E/∆. The projection κ descends to a linear isomorphismκ :
by the action of the compact group SO(E). Therefore N m E is a locally compact Hausdorff space. Consider the m 2 polynomial functions on E m given by z → κ(z i ), κ(z j ) , where , denotes the scalar product on E. Choose an orientation on E. The determinants |κ(z i 1 ), · · · κ(z i k )| with i 1 < · · · < i k (k = dim E) are another family of ( m k ) polynomial functions on E m . All these functions are G(E)-invariant and produce a continuous map ϕ :
It is an exercise to prove that ϕ is injective and proper. As N m E is locally compact, the map ϕ is a topological embedding of N m E into R N and its image is closed (for a family of inequalities defining ϕ(N m E ) as a semi-algebraic set, see [PS] ). The embedding ϕ endows N m E with a smooth structure. The following proposition identifies C ∞ (N m E ) with the smooth functions on E m which are G(E)-invariant.
The following are equivalent: 
R N → R be a smooth partition of the unity subordinated to U. Then F (x) = ρ∈N m E ∪{∞} F ρ (x) satisfies (B). Statement (B) is obviously stronger than (C) (which, incidentally, implies that π is a smooth map). For the converse, one uses that the components of ϕ constitute a generating set for the algebra of SO(E)-invariant polynomial functions on K(E m ) [Wl, § II.9] . Then, any SO(E)-invariant smooth function on K(E m ) is of the form F • ϕ by the Theorem of G. Schwarz [Sch] . 
2.6
Poisson structures on N m 3 . Recall that a Poisson structure on a smooth manifold X is a Lie bracket {, } on C ∞ (X) satisfying the Leibnitz rule: {f g, h} = f {g, h} + {f, h}g. See [MR] for properties of Poisson manifolds. The same definition makes sense on a smooth space.
The Euclidean space E = R 3 has a standard smooth structure by {f, g}(x) := ∇f × ∇g, x .
We endow the product space E m with the product Poisson structure. If f, g : E m → R are SO(E)-invariant, so is the bracket {f, g}. Thus, the quotient space SO(E)\E m inherits a Poisson structure. Using a canonical identification of R 3 with so(3) * , the above Poisson bracket on R 3 corresponds, up to sign, to the classical Poisson structure on so(3)
* to E is the moment map for the diagonal action of SO(E). Let ξ : R 3 → R be a linear map. By the Theorem of Noether [MR, Th. 11.4 
m is generic, the spaces N m 3 (a) are manifolds and are the symplectic leaves of ℓ −1 (Str(a)). This accounts for the symplectic structures on the polygon spaces in R 3 studied in [Kl] , [KM] and [HK1 and 2] .
3 Proof of Theorem A Throughout this section, the Euclidean space E and the number of points are constant. Denote byK the subset of m-tuples ρ = (ρ 1 , . . . , ρ m ) ∈ E m such that ρ i = 0 and
m is called 1-dimensional if the vector subspace of E spanned by ρ 1 , . . . , ρ m is of dimension 1 (therefore, ρ represents an element ofN m 1 ⊂ N m E ). These are precisely the singularities of the mapl :K → R m . Indeed:
Proof: Let (a 1 , . . . , a m ) =l(ρ). As ρ is not 1-dimensional, there are two vectors among ρ 2 , . . . , ρ m which are linearly independent. The orthogonal complements to these two vectors then span E. Thus, there are curves ρ i (t) for i = 2, . . . , m such that |ρ i (t)| = a i and
Therefore the map
represents a tangent vector v ∈ T ρK with T ρl (v) = (1, 0, . . . , 0). The same can be done for the other basis vectors of R m proving that T ρl is surjective.
Let ρ ∈K be 1-dimensional. One thus has ρ i = λ i ρ m with λ i ∈ R − {0}. Let I(ρ) ∈ P(m) defined by i ∈ I(ρ) if and only if λ i < 0. It is obvious thatl(ρ) belongs to the wall H I(ρ) .
Lemma 3.2 Suppose that ρ ∈K is 1-dimensional. Then the image of T ρl is H I(ρ) .
Proof: Let I = I(ρ). One has i∈I ρ i = − i / ∈I ρ i . The components ρ i (t) of a curve ρ(t) ∈ E m with ρ(0) = ρ are of the form
with c i (0) = 0 and w i (0) = 0, where c i (t) ∈ R, and w i (t) is in the orthogonal complement of ρ i . The curve ρ(t) is inK if and only if m i=1 w i (t) = 0 and
is constant when i ∈ I and
if i ∈ I and j / ∈ I. Therefore, Equation (3.2) is equivalent to c(t) ∈ H I . Finally, a direct computation shows that the tangent vector v ∈ T ρK represented by ρ(t) satisfies T ρl (v) =ċ(0). This proves the lemma.
Proof of Theorem
m be in the same stratum α. Let X ⊂ α be the segment joining a to b. For δ > 0, write
is the distance from x to the segment X. We choose δ small enough so that the walls meeting U δ , if any, are only those containing α. Let
] is a smooth function equal to 1 on U δ/3 and to 0 out of U 2δ/3 .
Put onK and R m the standard Riemannian metrics. For ρ ∈K, define the vector subspace
♯ is the adjoint of T ρl . The vector spaces δ ρ form a smooth distribution (of non-constant rank) onK.
The tangent map T ρl sends ∆ ρ isomorphically onto the image of T ρl . Since X lies in α, Lemmas 3.1 and 3.2 show that V
is in the image of T zl for all z ∈Ũ δ . Therefore, there exists a unique vector field
. The mapl being proper, the vector field W b has compact support, so its flow Φ t is defined for all times t.
As its notation suggests, the map ψ ba depends only on b and not on the choices involved in the definition of V b (δ and λ). One can thus define ψ :
The vector fields V b and W b depending smoothly on b ∈ α, the map is smooth as well as its inverse (x, u) → ψ ax (u). Therefore, ψ is a diffeomorphism. As the Riemannian metric onK and the mapl are invariant with respect to the action of SO(E) × Sym m the map ψ descends to a diffeomorphism ψ : 4 The genetic code of a chamber
The very definition of the stratification H implies that S(a) = S(a ′ ) if and only if Str(a) = Str(a ′ ). Thus, for α a stratum of (R >0 ) m , we shall write S(α) for the common set S(a) with a ∈ α.
When α is a chamber, the inequalities in (4.1) are all strict. The elements of S(α) are then, as in [HK2, § 2], called short subsets of m. Observe that A ∈ m is short if and only if its complementĀ is not short. Therefore, if α is a chamber, the set S(α) contains 2 m−1 elements.
Proof: One has
Let us now restrict ourselves to chambers of R m ր . We shall determine them by a very concentrated information called their "genetic code". Define a partial order "֒→" on P(m) by saying that A ֒→ B if and only if there exits a non-decreasing map ϕ : A → B such that ϕ(x) ≥ x. For instance X ֒→ Y if X ⊂ Y since one can take ϕ being the inclusion. The genetic code of α is the set of elements A 1 , . . . , A k of S m (α) which are maximal with respect to the order "֒→". By Lemma 4.2, the chamber α is determined by its genetic code; we write α = A 1 , . . . , A k and call the sets A i the genes of α. Thanks to (4.2), the explicit reconstruction of S(α) out of its genetic code is given by the following recipe. Indeed, one has Condition (a) since the sets A i are maximal (and we do not write them twice). For Condition (b), ifĀ i ֒→ A j , then A i would be both short and not short and Inequalities (4.1) would have no solution. A finite set {A 1 , . . . , A k }, with A i ∈ P m (m) satisfying Conditions (a) and (b) is called a virtual genetic code (of type m), and we keep writing it by A 1 , . . . , A k . Let G m be the set of virtual genetic codes and G (k) m the subset of those virtual genetic codes containing k genes.
The determination of G m is algorithmic:
2. Each A ∈ P m (m) satisfyingĀ ֒→ A gives rise to a virtual genetic code A . This gives the set G
m .
3. Suppose, by induction, that we know the set
m , so that {A 1 , . . . , A k+1 } satisfies Conditions (a) and (b), gives rise to an element of G Examples 4.5 For m = 3, the family P 3 (3) contains the sets 3, 31, 32 and 321 (with the notations introduced in Example 4.4). Only 3 satisfies3 = 21 ֒→ 3. Thus G
(1) 3 = {3} while G (2) is empty. We deduce that G 3 = { , 3 }. They correspond to the two chambers of R 
The realization problem is thus equivalent to P being not empty. To find a point inside P , we "push" its walls and consider:
As P is an open cone in R m , then P is not empty if and only if P 1 is not empty. Indeed, if P is not empty, then ∅ = P ∩ Z m ր ⊂ P 1 . We then use the simplex algorithm of linear programming to minimize the ℓ 1 -norm m i=1 x i on P 1 . This algorithm either outputs an optimal solution, which is a vertex of P 1 , or concludes that P 1 is empty [Ch] .
A program in C ++ was designed, following the above algorithms (comments on this program and the source code can be found in [HRWeb] ). A computer could thus list all the chambers of R Experimentally, it turned out that, for m ≤ 8, all virtual genetic codes are realizable. This is not true for m = 9: Lemma 4.6 The virtual genetic code 9642 ∈ G 9 is not realizable.
Proof: Let S := S 9642 . As 9531 ֒→ 9642, one has 9531 ∈ S. On the other hand, 9642 = 87531 / ∈ S. If S = S(a) for some generic a ∈ R 9 ր , we would have a 7 + a 8 > a 9 . Now 965 / ∈ S by Lemma 4.3, therefore 965 = 874321 ∈ S. By the above inequality on the a i 's, this would imply that 94321 ∈ S which contradicts 94321 ֒→ 9642.
Our algorithm found 319124 elements in G 9 , out of which 175428 are realizable. b) α is a chamber if and only |a min (α)| 1 is an odd integer. c) All vertices of P 1 (S) have integral coordinates.
Conjecture b) is supported by the following evidences. First, it is obvious that an element a ∈ Z m ր with |a| 1 odd is generic. On the other hand, it is experimentally true for m ≤ 9. Conjecture a) for non generic strata is experimentally true for m ≤ 8 (see Section 5). Conjecture c) has been checked for m ≤ 8.
Cuts:
One can prove that the set G m of virtual genetic code of type m is in bijection with the set of "cuts" on m (the name is given in analogy with the Dedeckind cuts of the rationals). A subset S of P(m) is a cut if, for all I, J ⊂ m the two following conditions are fulfilled:
(B) if I ∈ S and J ֒→ I, then J ∈ S.
The bijection sends a cut S of m to the set of maximal elements (with respect to the order "֒→") of S m . For details, see [HRWeb] .
Non generic strata
If a ∈ R m ր is not generic, some inequalities of (4.1) are equalities. Thus, an element I ∈ S(a) is either a short subset of m (strict inequality) or an almost short subset. As in Lemma 4.2, S(a) is determined by S m (a) = S(a) ∩P m (m) and the latter is determined by those elements which are maximal with respect to the order "֒→" (the genes of S(a)). We denote the genes which are short subsets by A 1 , . . . , A k and those which are almost short by B = 1 , . . . , B = l . For instance, when m = 3, one writes S(1, 1, 1) = 3 and S(1, 1, 2) = 3 = .
To be more precise on our conventions, let I = be an almost short gene of S(a) and J ֒→ I. If |J| < |I|, then J is automatically short (since a ∈ R The correspondence α → α + can easily be described on the genetic codes. The genetic code of a + has the same number of genes than that of a. The correspondence goes as follows. If {p 1 . . . p r } is a gene of S(a) which is short, then {p 1. α has a conventional representative (0, a 2 , . . . , a m ). (a 1 , . . . , a m ) ∈ α ∩ Z m with a i odd and a 1 = 1.
there exists
Proof: It is clear that either 1. or 2. implies α = Str(a 2 , . . . , a m ) + . Also, if α = β + for β generic, then α admits a conventional representative. It remains to show that, if α = β + with β non-generic, then Statement 2. holds true. Observe that, as the walls H I are defined by linear equations with integral coefficients, then β ∩ Q m−1 is dense in β. As β is a cone, it must contain a point in b ∈ Z 
The bijection Ch(R
The bijection Ch(R
(1, 1, 1, 1, 3) S [We] .
In the above two tables, one sees that N ) (giving the 135 7-gon spaces) shows 18 chambers with the first coordinate a min not equal to 0 or 1 (see [HRWeb] ). One might ask whether there are other m-tuples a in these chambers with a 1 = 0, 1. But, by applying the simplex algorithm to minimize a 1 on the polytope P 1 of (4.5), we saw that this is not the case. Therefore |Str(R The above polygon spaces were previously known for m ≤ 5 (see, for instance, [HK1, § 6] ). Our classification by genetic code produces the more systematic tables below. Conventional representatives a min (α) (see 5.2) are used when available. Table III : 
Our method produces a classification of the spaces N m R n (α) for m ≤ 9, α a chamber, and n ≥ 2. Table VI [HK2, Prop. 7.3 ]) The total space E(α) is S 1 -equivariantly diffeomorphic to the spaces of representatives of N m 3 (a), (Ch(a) = α) which are vertical configurations.
m be the space described in the statement. Any element of N m 3 (a) has at least one representative which is a vertical configuration and any two of those are in the same orbit under the orthogonal action of S 1 = SO(2) fixing the vertical axis. As a is generic, the quotient map
is then a principal circle bundle. If π : R 3 → R 2 denotes the projection onto the first two coordinates, the correspondence ρ → (π(ρ 1 ), π(ρ 1 +ρ 2 ) , . . . , π(ρ 1 +· · ·+ρ m−2 )) defines a smooth S 1 -equivariant mapr :
m−2 which covers the map r. This proves that the characteristic class of Proof: Let (b 2 , . . . , b m ) ∈ β and let ε > 0 be small enough so that a := (ε, b 2 , . . . , b m ) ∈ β + . A class in N m 3 (a) has a representative ρ = (ρ 1 , . . . , ρ m ) which is a vertical configuration and with ρ 1 = (ε cos θ, 0, ε sin θ). LetĚ(a) be the space of such representatives. The map sending ρ to θ is a smooth map
If ρ ∈Ě(a), then ρ m + ρ 1 is close to ρ m . This defines a smooth map P :
is a diffeomorphism. It induces a diffeomorphism (β) and the (isolated) critical points are the lined configurations. There is one for each almost short subset I = ∈ S m−1 (β) and its index is equal to 2|I| (or |I| for planar polygons). As in Equation (6.4), the space N m 3 (α) is diffeomorphic to the quotient of the cobordismĚ(a) by the following identifications on its two ends: η ∼ g · η for all g ∈ SO(2), when θ(η) = 0, π (for planar polygons, g ∈ O(1)).
As an application of the results of this section, we will describe all the hexagon spaces in Section 8.
Use of toric manifolds.
Recall that a symplectic manifold M 2n is called toric if it is endowed with a Hamiltonian action of a torus T of dimension n (the maximal possible dimension for a Hamiltonian torus action). The moment map µ : M → Lie(T ) * ≈ R n has for image a convex polytope, the moment polytope, which determines M up to T -equivariant symplectomorphism (see [Gu] ).
The spatial polygon space N m 3 (a) with its symplectic structure (see 2.6) may admit Hamiltonian torus actions by so the so called bending flows (see [Kl] , [KM] , [HT] ), which we recall now. For I ∈ m, define f I : N m 3 (a) → R by f I (ρ) := | i∈I ρ i |. If f I does not vanish, it is a smooth map which generates a Hamiltonian circle action on N m 3 (a). This action rotates at constant speed the set of vectors {ρ i | i ∈ I} around the axis i∈I ρ I (see [Kl, § 2.1] , [KM, Corollary 3.9] ). The non-vanishing of f I is equivalent to I being lopsided, that is there exists i ∈ I with a i > j∈I−{i} a j (see [HT] ).
Suppose that I ⊂ P(m) is formed of lopsided subsets satisfying the following "absorption condition": if I, J ∈ I with I = J, then either I ∩ J = ∅ or one is contained in the other. Then, the Hamiltonian flow of the f i 's of I ∈ I commute and generate a Hamiltonian action of a torus T I . (see [Kl, § 2.1] , [HT, Lemma 2 .1]). Thus, when dim T I = m − 3, the manifold N m 3 (a) is a toric manifold which is determined by the moment polytope for the T I -action.
For example, when m = 5, each chamber α ∈ Ch(R 5 ր ) has a representative a ∈ α with a 1 = a 2 and a 3 = a 4 . Therefore, N 5 3 (a) admits a Hamiltonian action of the 2-dimensional torus T I for I = {{1, 2}, {34}}. This shows that the diffeomorphism type of N 5 3 (a) is that of a toric manifold. The determination of all the 2-dimensional moment polytopes was the principle of the classification of the 5-gon spaces given in [HK1, § 6] .
The same holds for m = 6 since each chamber α ∈ Ch(R 6 ր ) has a representative a ∈ α with a 1 = a 2 , a 3 = a 4 and a 5 = a 6 . Therefore, all N 6 3 (α) are diffeomorphic to toric manifolds. The 3-dimensional moment polytopes can still be visualized but with more difficulties.
The above two cases generalizes in the following Thus, all the other 133 heptagon spaces are diffeomorphic to toric manifolds. We do not know whether the above three heptagon spaces are diffeomorphic to toric manifolds.
The same experiment with m = 8 or 9 gives the following results: 217 elements of Ch(R [HK2, § 4] , so its Poincaré polynomial is the same for any field F:
and has only terms of even degree. Moreover, the polynomial P ( √ t) is the Poincaré polynomial ofN m 2 (α) for the coefficient field with two elements F 2 [HK2, § 9]. The first formula for computing P (t) in terms of α was found by A. Kliachko [Kl, Th. 2.2.4 ]. We will use the more economical formula, using only elements of S m (α), obtained in [HK2, Cor. 4.3] . With our notation, this is:
Remark 7.2 The difference between the formula in Proposition 7.1 and that of [HK2, Cor. 4.3] comes from that, there, the notation S m is used for the set of I ∈ P(m − 1) such that J ∪ {m} ∈ S. Recall that, here, S m = S ∩ P m (m). So, each occurrence of |J| in [HK2, Cor. 4.3] is replaced here by |J| − 1.
For β ⊂ P(m), denote by NS i (β) the number of sets I ∈ β with |I| = i + 1. The formula of Proposition 7.1 gives the Betti numbers
as the solution of the system of equations c) The finite set Sol 2 (α; F) does not depend on the field F.
Proof:
Proof of a) :
; F) be a graded ring homomorphism. By Proposition 7.4, the homomorphism q is covered by a graded ring homomorphismq :
Such a liftingq is well defined up to a homomorphism with image in I 1 (α ′ ), therefore q functorialy induces homomorphisms q :
Observe that Sol k (α; F) can be identified with the projectivization of the vector space of ring homomorphisms from F[R, V 1 , . . . , V m−1 ]/I k (α) to F. Therefore, the homomorphism q will functorialy induce mapsq : Sol k (α ′ ; F) → Sol k (α; F) for all k ≥ 1. By this functoriality, if q is an isomorphism, thenq is a bijection, which proves a). (ii) v i = 0, for {i, m} / ∈ α and v i v j = 0 for {i, j, m} / ∈ α.
(iii) Equations (7.7) which, after (i), become v
The solutions v i = 0, 1 of Equations (ii) are clearly independent of the ground field F. The solutions
seem, a priori, to depend on the characteristic of F. But, as seen just before Equation (7.7), such an equation occurs only if r i r j = r j r k = r k r i = 0. Thus, Equation (iii) is equivalent to the fact that exactly one of the v i , v j , v k is equal to one, a condition independent of F.
Definition 7.9 We set s(α) to be the number of elements of Sol 2 (α; F). This does not depend on the field F by Proposition 7.8.
It is not difficult to compute s(α) with or without the help of a computer. We select the elements of W (R, V 1 , . . . , V m−1 ) ∈ I 2 (α) and count how many of them vanish when R = −1 and V i ∈ {0, 1}. For m = 6, the list of Table VI in Section 8 has been sorted by lexicographic order of the triple b 2 (α), r ∪ (α), s(α). One thus can check that no such triples occur twice. The same holds for m = 7 with b 2 (α), b 4 (α), r ∪ (α), s(α) (table in [HRWeb] ).
Remark 7.12 By [HK2, § 9], the cohomology ring H * (N m 2 (α); F 2 ) admits the presentation of Proposition 7.4, with R and the V i 's of degree 1. Therefore, the above invariants are mod 2 cohomology invariants of the spacesN m 2 (α); F 2 and Proposition 7.11 holds true for these spaces.
Problem 7.13 When a virtual genetic code γ ∈ G m is not realizable (for instance when m = 9), it gives rise as well to a non-trivial graded ring. Is this ring the cohomology ring of a space? Does it satisfy Poincaré duality? Is this ring the cohomology ring of a manifold?
The hexagon spaces
As for Tables III-V of Section 6 the first column of Table VI below contains the list of the 21 genetic codes of type 6, all realized by a chamber α whose minimal realization a min (α), using conventional representatives (see 5.2), is written in the second column. The next three columns give the cohomology invariants of N By Poincaré duality, the number b determines the Poincaré polynomial P (t) of N 6 3 (α) which is P (t) = 1 + bt 2 + bt 4 + t 6 (forN 6 2 (α), this would be P (t) = 1 + bt + bt 2 t 3 ). The 6-gon spaces have been listed by the lexicographic order of the triples (b, r ∪ , s), showing that the homotopy type of the hexagon spaces in R 2 or R 3 are distinguished by these cohomology invariants.
The last two columns contain some geometric descriptions ofN 6 2 (α) and N 6 2 (α) obtained by the methods discussed in Section 6. In the last column, we see the hexagon spaces coming from the 7 generic pentagons by adding a tiny vector; their descriptions uses Proposition 6.1. Lines 2 and 3, illustrate Examples 6.5 and 6.7. Line 4 is a special case of [HK2, Example 10 .2] (see also the proof of Proposition 7.5). The other descriptions come from the method of 6.8. Using the notations of 6.8, the 3-manifoldĚ(a) is a cobordism between the orientable surfaces E(β ε ) and E(β −ε ). When they are connected (all cases except Line 7), we denote their genus respectively by g + and g − . The map −θ :Ě(a) → [−π, 0] is a Morse function with n 1 critical points of index 1 and n 2 critical points of index 2. This situation is indicated in Table VI by the writing [g + ; n 1 , n 2 ; g − ] (observe that g − = g + + n 1 − n 2 ). The orientable 3-manifoldN 6 2 (α) is diffeomorphic to the quotient of the cobordismĚ(a) by, on each end, a free involution reversing the orientation.
In other words, the notation [g + ; n 1 , n 2 ; g − ] tells us that the orientable 3-manifoldN 6 2 is obtained in the following way. For Σ a surface, denote byD(Σ) the mapping cylinder of the orientation covering of Σ. Let W + =D(Σ g + ) union with n 1 1-handles and W + =D(Σ g − ) union with n 2 1-handles. If we require that W ± are orientable, they are well defined since there is only one way, up to diffeomorphism isotopic to the identity, to attach 1-handles to Σ or g ± × [0, 1] in order to obtain an orientable manifold. Thus,N 6 2 is obtained by gluing W + to W − by a diffeomorphism of their boundary. In the case where n 1 = n 2 = 0, one has W + = W − and Proposition 6.6 says that the gluing diffeomorphism is the identity. We were not able to identify this gluing diffeomorphism in the other cases, so, a priori, the numbers [g + ; n 1 , n 2 ; g − ] do not determine the homeomorphism type of N 6 2 .
In the case α = 632 (line 7 of the table),N 5 2 (β ε ) = T 2 (the only case where it is orientable). Therefore W + = T 2 × [−1, 1] and W − =D(Σ 2 ). 
