We present some characterizations for the boundedness of the generalized fractional integral operators on Morrey spaces. The characterizations follow from two key estimates, one for the norm of the characteristic functions of balls, and another for the values of the corresponding fractional integrals on smaller balls. Our results extends those obtained in our earlier paper [5] . We prove three theorems about necessary and sufficient conditions. We show that these theorems are independent by giving some examples.
Introduction
In this paper, for a measurable function ρ : (0, ∞) → (0, ∞), we are interested in the generalized fractional integral operator I ρ given by the formula
for any suitable function f on R d . This generalized fractional integral operator was initilally investigated in [14] . Nowadays many authors have been culminating important observations about I ρ especially in connection with Morrey spaces. Morrey spaces cover Lebesgue spaces as special cases and seem to describe the behavior of I ρ well. Here to highlight what we shall prove in this paper, we take up the works [2, 4, 5, 7, 11, 12, 15, 22] . In these works we proposed several conditions on ρ for I ρ to be bounded on Morrey spaces. We aim to show that these conditions are necessary as well.
Note that the integral operators such as (1 − ∆) −α and L −α with α > 0 fall under this scope, where L is a suitable elliptic differential operator. Also, if a measurable function V : R d → (0, ∞) satisfies the reverse Hölder inequality, that is, there exist some constants C > 0, q ≫ 1 such that, for all balls 1 2 and j = 1, 2, · · · , d also fall under this scope [10] . We refer to [6, Sections 3 and 4] for a detailed description of these facts. Below, we assume that
s ds < ∞, so that the fractional integrals I ρ f are welldefined, at least for characteristic functions of balls. In addition, we shall also assume that ρ satisfies the growth condition: there exist constants C 1 > 0 and
This condition is weaker than the usual doubling condition: there exists a constant C 2 > 0 such that 1 C2 ≤ ρ(r) ρ(s) ≤ C 2 whenever r and s satisfy r, s > 0 and 1 2 ≤ r s ≤ 2. See [24] for some examples and more explanation about these two conditions.
We note that if ρ(r) = r α , with 0 < α < d, then I ρ = I α is the classical fractional integral operator, also known as the Riesz potential, which is bounded from [19] . The necessary part is usually proved by using the scaling arguments. See [4, 7, 8, 26] for some recent results on the boundedness properties of I ρ .
Our first theorem below characterizes the function ρ for which I ρ is bounded from L p (R d ) to L q (R d ) for 1 < p < q < ∞.
Theorem 1.1 is a corollary of Theorem 1.3 and we prove and deal with Theorem 1.1 as such. For ρ(r) = r α , Theorem 1.1 reads that the operator
Our primary aim here is to characterize the function ρ for which I ρ is bounded from one Morrey space to another. We obtain the characterizations by estimating the norm of the characteristic functions of balls and the values of the corresponding fractional integrals on smaller balls. Theorem 1.1 extends to the next result on Morrey spaces. For 1 ≤ p < ∞ and 0 ≤ λ < d, recall that the Morrey space
Note that L p,0 (R d ) = L p (R d ) for 1 ≤ p < ∞. See [18] for more information about these spaces. The following theorem generalizes the previous characterization in Theorem 1.1. Theorem 1.2 follows from Theorem 1.3 and we prove and deal with Theorem 1.2 as such again. Theorem 1.2. Let 1 < p < q < ∞ and 0 ≤ λ < d. Assume that ρ satisfies (1.1). Then the operator I ρ is bounded from L p,λ (R d ) to L q,λ (R d ) precisely when one of the following equivalent conditions holds.
for all r > 0. Now we shall state our main result in full generality. We state result for generalized Morrey spaces. For a certain function ϕ : (0, ∞) → (0, ∞), we say that a function f belongs to the generalized Morrey space
We refer to [12, 16] and [24, Section 1] for more information about these spaces.
In this paper, we shall assume that ϕ :
These two conditions implies that ϕ also satisfies the doubling condition. Denote by G p the set of all functions ϕ : (0, ∞) → (0, ∞) such that ϕ is almost decreasing and that r → r d/p ϕ(r) is almost increasing. Now we present three different criteria for the boundedness of I ρ . Recall that we definedρ(r) =
and
Remark 1.6.
(i) The condition (1.4) appeared in [7] originally and it later appeared in a bilinear estimate of the form g · I α f (see [ 
Hereafter, the letter C denotes a positive constant whose value may differ from line to line, which may depend on d, ρ, p and q, but not on the functions f and the variables x.
This paper is organized as follows: In Section 2, we calculate roughly the image by I ρ of the characteristic function of balls. Based upon a preliminary result, Lemma 2.1, in Section 2, we consider the boundedness of I ρ in Section 3. Some examples are presented in Section 4. The following lemmas will be used several times in this paper.
Some norm and integral estimates
Proof. Take x ∈ B R/2 . We write the integral out in full:
A geometric observation shows that B(x, R/2) ⊆ B(0, R). Hence, we have
Note that we only use the spherical coordinates to obtain the last integral. □ Lemma 2.2. For every R > 0 and a measurable function ϕ : R d → (0, ∞) satisfying the doubling condition
We prove the right-hand inequality, the left-hand inequality being similar. Writing I ρ g R (x) out in full, we obtain
dy. Since ϕ satisfies (2.1), it follows that
Hence
dt. It remains to write the most right-hand side in terms of the spherical coordinates. □
The lemma below gives an estimate for the norm of χ BR in L p,ϕ (R d ). Then the function x → ϕ(|x|) belongs to L p,ϕ (R d ).
Proof. Since there exists a non-increasing function ϕ 1 such that ϕ(r) ≤ ϕ 1 (r) and that L p,ϕ (R d ) and L p,ϕ1 (R d ) are isomorphic [13, p.446], we can assume that ϕ itself is decreasing. In this case x → ϕ(|x|) is radial decreasing, so that
We have 1 A normalization allows us to assume ∥f : L p,ϕ ∥ = 1 (resp. ∥f : L 1,ϕ ∥ = 1) in the proof of necessity of Theorems 1.3 and 1.4 (resp. Theorem 1.5).
Proof of the sufficiency
We remark that (1.4) includes (1.3). We prove the estimate (3.1). Once we prove (3.1), the estimate (3.1) gives us the boundedness of I ρ from L p,ϕ (R d ) to L q,ϕ p/q (R d ). Here we use the fact that the Hardy-Littlewood maximal operator M is bounded on L p,ϕ (R d ), if ϕ satisfies the integral condition [12] . See [12, 19, 20] for more information about M on the space L p,ϕ (R d ).
Lemma 3.1. If we normalize the norm of f by ∥f : L p,ϕ ∥ = 1, then we have
for given x ∈ R d and r > 0. Recall that k 1 and k 2 appeared in the condition (1.1) of ρ. Let ρ * (r) = ∫ k2r k1r ρ(s) s ds. Let Σ I and Σ II be the first and second summations above. Then, by the overlapping property [24] , we have
By (2.2) and the doubling property of ϕ, we obtain Σ II ≤ C ϕ(r) p/q . Hence, 
Thus, the estimate for f 1 is valid. As for f 2 , we let x ∈ B(z, r). Then we have
and decomposing the right-hand side dyadically as we did in the proof of Theorem 1.3 for ∑ II , we obtain
If we use (1.6), then we obtain |I ρ f 2 (x)| ≤ Cψ(r). Thus, the estimate for f 2 is valid as well. □ Remark 3.2. The proof of the sufficient part is similar to, but not the same as, that in [7, 15] . In this paper, we do not assume that ρ satisfies the doubling condition and that ϕ is surjective, as we did in [7] . 
Proof of necessity
Meanwhile, by Lemma 2.2 and
) ∥I ρ g r : L 1,ψ ∥ ≤ Cψ(r)∥g r : L 1,ϕ ∥ ≤ Cψ(r).
Thus, Theorem 1.5 is proved. □
Examples
In this section, we show by examples that Theorems 1.3. 1.4 and 1.5 have independent interest. Here and below we write
This function is used to describe the "log"-growth and "log"-decay properties. Also, we fix p and q so that 1 < p < q < ∞. As Proposition 4.1 below shows, generalized Morrey spaces occur natuarally. 
We can improve Proposition 4.1 to p = 1 while we cannot delete ℓ −1,0 because it is necessary condition for this estimate. See Example 5 below. The following example deals more deeply with Proposition 4.1. 
The next example concerns the case when the spaces are close to L ∞ (R d ) and the smoothing order of I ρ is "almost 0". We consider a case when the target space is close to L ∞ (R d ). 
