The extent to which studies conducted with non-representative convenience samples are generalizable to broader populations depends critically on the level of treatment effect heterogeneity. Recent inquiries have found a strong correspondence between average treatment effects estimated in nationallyrepresentative experiments and in replication studies conducted with convenience samples. In this paper, we consider three possible explanations: low levels of effect heterogeneity, high levels of effect heterogeneity that are unrelated to selection into the convenience sample, or just good luck. We reanalyze 27 original-replication study pairs (encompassing 101,745 individual survey responses) to assess the extent to which subgroup effect estimates generalize.
Introduction
Randomized experiments are increasingly employed across the social sciences to study beliefs, opinions, and behavioral intentions (1, 2) . Experiments are nevertheless met with skepticism about the degree to which results generalize (3) . Indeed, it is often said that experiments achieve better internal validity than they do external validity because of the non-representative samples typical used in experimental research (e.g., (4) (5) (6) , though see (7) for a critique of the claimed external validity of some nonexperimental regression estimates). In response, a series of scholars have developed methods for transporting experimental results obtained on a sample to target populations (8) (9) (10) (11) , typically by adjusting for factors that determine sample selection, treatment effect heterogeneity, or both.
Despite tremendous methodological progress in this area, the social science community has generated only limited theory and evidence to guide expectations about when a convenience sample and a target population are sufficiently similar to justify generalizing from one to the other. Sometimes demographic differences between, say, a student sample and the national population of the US are taken as prima facie evidence that results obtained on the student sample are unlikely to generalize. By contrast, several recent empirical studies suggest that convenience samples, despite drastic demographic differences, frequently yield average treatment effect estimates that are not substantially different from those obtained through nationally representative samples (12) (13) (14) (15) .
On the one hand, such findings suggest that even in the face of differences in sample composition, claims of strong external validity are justified. On the other hand, the rough equivalence of sample average treatment effects (SATEs) in these experiments could be the result of: (A) effect homogeneity across participants such that sample characteristics are irrelevant, (B) effect heterogeneity that is approximately orthogonal to selection, or (C) effect heterogeneity that is not orthogonal to selection but works out "by chance." Arbitrating between these three explanations for between-sample similarity of SATEs is critical to assessing whether experimental findings in general are likely to be externally valid.
We aim to distinguish between Scenarios A, B, and C through two reanalyses of 27 originalreplication pairs collected by (12) and (13) . This set of studies is useful for our purposes because they constitute a unique sample of direct study replications performed on convenience samples (namely Amazon Mechanical Turk) and nationally representative samples using identical experimental protocols. The analyses reported by (12) and (13) focused narrowly on replication as assessed by the correspondence between SATEs in each study pair. Both papers found a high degree of correspondence. Our goal in the present study is to assess the degree of correspondence across original and replication studies within subgroups defined by subjects' pretreatment background characteristics. Instead of comparing SATEs, we will compare the conditional average treatment effect (CATE) among 16 distinct subgroups. We will estimate the CATE in each group by difference-in-means. Our main statistics of interest will be the withinstudy and across-study correlations across CATEs.
Because of the varied experimental protocols for each of the 54 separate experiments reanalyzed here, the largest challenge we face is measuring subject characteristics in the same scale. While some studies measure a rich set of of demographic, psychological, and political attributes, others only measure a few. We have identified six attributes that are measured in nearly all studies: age, education, gender, ideology, partisanship, and race. These attributes are not always measured in the same way, so we have coarsened each to a maximum of three categories in order to maintain rough comparability across studies. The resulting covariate scales are presented in Table 1 . We acknowledge that our covariate measures are rough and that many subtleties of scientific interest will unfortunately be masked. In particular, we regret the extreme coarsening of race and ethnicity into white/nonwhite, but smaller divisions left us with far too little data in some cases. We would argue that disaggregating our samples by our admittedly imprecise measures represents a large increase in the subtlety with which these datasets have previously been analyzed but we nevertheless recognize that some comparisons are simply out of reach with existing data. A complete description of each experiment and replication procedures are available in the original papers and their supplementary materials (12, 13) . The full list of studies, with the sample sizes used in the analyses reported here, is presented in Table 3 . These studies are broadly representative of the sorts of framing, priming, and information survey experiments used by political scientists, psychologists, and sociologists. They do not include experiments used primarily for measurement, such as conjoint or list experiments. By and large, these experiments estimate the effects of stimuli on social and political attitudes and opinions. of the studies is unequivocally positive for all demographic subgroups. Whereas previous analyses of these datasets showed strong correspondence of average treatment effects, this analysis shows that the same pattern holds at every level of age, gender, race, education, ideology, and partisanship that we measure.
The figure also indicates whether the CATEs are statistically significantly different from each other. Out of 394 opportunities, the difference-in-CATEs is significant 59 times, or 15% of the time. In zero of 394 opportunities do the CATEs have different signs while both being statistically significant. Of the 156 CATEs that were significant in the original, 118 are significant in the MTurk version. Of the 238 CATEs that were insignificant in the original, 159 were insignificant in the MTurk version. The overall "significance match" rate is therefore 70%. We must be careful, however, not to overinterpret conclusions based on statistical significance, as they are confounded by the power of the studies: If the studies were infinitely powered, all estimates would be significant and the match rate would be 100%. If all studies were infinitely underpowered, all estimates would be insignificant and the match rate would again be 100%.
We prefer the correlation statistic since it operates on the estimates rather than on arbitrary significance levels.
The estimated correlations across CATEs are shown in Table 2 . The correlations are all strongly positive, ranging from 0.40 to 0.90. The lowest correlation is observed for the independent category, perhaps owing to unmodeled heterogeneities in that group. The strength of the correlations is all the more impressive considering the large amount of measurement error: each CATE estimate is only an estimate, accompanied by sometimes large amounts of uncertainty, as indicated by the wide confidence intervals. While we could attempt to estimate the true correlation after accounting for measurement error, this exercise would only serve to increase the already high correlations. In this set of studies, the CATEs within demographic subgroups are strongly correlated across studies.
We now have two basic findings to explain: average treatment effects are approximately the same in probability and nonprobability samples and so are conditional average treatment effects.
Which of our three explanations (no heterogeneity, heterogeneity orthogonal to selection, or good luck) can account for both findings?
To arbitrate between these explanations, we turn to within-study comparisons. Within a given study, are the CATEs that were estimated to be high in the original study also high in the MTurk version? Figure 2 shows that the answer tends to be no. The CATEs in the original Table 3 confirms what the visual analysis suggests. We see correlations that are smaller than the across-study correlations and correlations of both signs.
An inspection of the CATEs themselves reveals why. Most of the CATEs are tightly clustered around the overall average treatment effect in each study version. Put differently, the treatment effects within each study version appear to be mostly homogeneous. We conclude from this preliminary analysis that the main reason why we observe strong correspondence in average treatment effects is low treatment effect heterogeneity. The F -statistic is an omnibus summary of the extent to which the pattern of treatment effect heterogeneity differs by sample. Consistent with Figure 2 , we fail to reject the null hypothesis most of the time (25 of 27 opportunities), indicating that whatever heterogeneity in treatment effects there may be, the patterns do not differ meaningfully across samples. We have argued that different samples will yield similar SATEs when either: (A) there is no effect heterogeneity, (B) any effect heterogeneity is orthogonal to sample selection, or (C) Second, because we can never perfectly know the variation in treatment effects, our analysis of heterogeneity is limited by both the set of covariates that are available for direct comparison between samples and any measurement error in those covariates. We made several decisions about coarsening of covariates (for example, comparing whites to members of all other racial and ethnic groups) that reflected the need for a minimum level of measurement precision. Accordingly, our results may mask possible moderators of treatment effects (though we would note that the low levels of heterogeneity according to the covariates we were able to measure leads us to be skeptical of predictions of high levels of unmodeled effect heterogeneity). Our reliance on existing studies as the basis for our empirics is important because it means that we are evaluating the degree and pattern of effect heterogeneity using the types of samples and set of covariates typically used in survey-experimental research. Additional and more precisely measured covariates might have allowed for detection of more complex patterns of effect heterogeneity, but survey-experimental research rarely offers such detail.
Finally, the subgroup samples we analyzed were relatively small. While we may be wellpowered to estimate an SATE, these studies were not necessarily designed to detect any particular source of effect heterogeneity. Larger sample sizes, oversampling of rare populations, and more precise measurement of covariates would have allowed the detection of smaller variations in effect sizes across groups, but researchers rarely have access to larger samples than those used here.
Perhaps the most controversial conclusion that could be drawn from the present research is that we should be much more suspect of extant claims of effect moderation. A common posthoc data analysis procedure is to examine whether subgroups differ in their apparent response to treatment. We find only limited evidence that such moderation occurs and when it does, the differences in effect sizes across groups are small. The response to this evidence should not be that any convenience sample can be used to study any treatment without concern about generalizability (see, for example, (16)) but rather that debates about generalizability and replication must focus on the underlying causes of replication and nonreplication, among these most importantly, the variation in treatment effects across experimental units. In this appendix, we first provide tables with citations to each study used in our analysis. The subsequent reference list has the corresponding publications produced from the TESS studies used in our replications. These referenced publications are simply those listed on the TESS website alongside the study information. Readers should note that our analytical strategy, group comparisons, and dependent variables may or may not be the ones employed in the publications by the TESS Principal Investigators who designed the studies. That is, we take a uniform analytical approach to all of the studies; we do not attempt to directly reproduce and replicate the analyses from 
