Abstract. We announce a deterministic analog of Bartlett's displacement theorem. The result is that a Poisson property is stable with respect to deterministic Hamiltonian displacements. While the random point configurations move according to an n-body evolution, the mean measure P satisfies a nonlinear Vlasov type equationṖ + y · ∇xP − ∇y · E(P ) = 0. Combined with Bartlett's theorem, the result generalizes to interacting Brownian particles, where the mean measure satisfies a McKean-Vlasov type diffusion equatioṅ P + y · ∇xP − ∇y · E(P ) − c∆P = 0.
Poisson processes
Some families of distributions in probability theory are natural because they appear in central limit theorems, because they maximize entropy and because they are invariant under convolutions. An example is the Gaussian distribution on R: adding and then normalizing independent random variables of the same distribution give a new distribution with larger relative entropy except at the attractive Gaussian fixed point of this renormalization map. A similar fixed point on discrete distributions is the Poisson distribution on N. While the Gaussian distribution gives rise to stochastic processes like Brownian motion, the Poisson distribution occurs in random point processes like the Poisson process which is defined as follows: let S be some Euclidean space and let P be a finite measure on S. A Poisson process consists of a collection of random finite sets Π(ω) for which the random variables N B (ω) = |Π(ω)∩B| counting the relative number of points in a Borel set B ⊂ S are Poisson distributed with mean P [B] and such that N Bj are independent for disjoint sets B j ⊂ S. The mean measure P determines the process because a typical point set Π(ω) is obtained by picking randomly a natural number
. . , a d (ω) from S with law P and forming the set Π(ω) = {a 1 (ω), . . . , a d (ω)}. We call P(ω) the counting measure on the finite set Π(ω). It satisfies P (ω) [B] = N B (ω).
Poisson processes occur frequently in applications, for example as models for traffic on freeways, stars in galaxies or populations of plants. What happens if the point sets are evolved in time possibly with interaction? To have the displaced process also as a Poisson process is useful: the mean measure P t at a later time determines how a typical point configuration Π t (ω) looks like. With a law for the evolution of P t , one can disregard the possibly complicated microscopic motion of Π t (ω) and still have the information which is needed at any time. For example, a typical star distribution of a galaxy at a later time could be determined from P t without integrating the Newton equations of the individual stars.
The Hamiltonian displacement theorem
A known stability of the Poisson process is when each particle is dislocated independently of the other particles. This is the displacement theorem of Bartlett, formulated in more generality in [2] . An example is when the distribution of the displaced position of a point is determined by a Markov transition probability density function ρ t (x, y) = ρ t (x − y). The mean measure of the displaced Poisson process satisfies then P t = P ρ t . The independence of the dislocations cannot be weakened in all generality as is indicated in [2] . The next theorem assures that the Poisson property is robust under deterministic Hamiltonian evolutions with nice smooth potentials V for which one has global existence of the dynamics. 
Then the displaced process does not produce correlation forces.
The probability space of the Poisson process is the big phase space Ω =
with Borel σ-algebra and probability measure Q =
The Hamiltonian displacement theorem extends to more general cases. Particles can have different masses, interact with different type of potentials, move on more general manifolds with possible boundaries, have time-dependent potentials, evolve with more general Hamiltonians, and move with a nearest neighbor interaction; they can additionally be exposed to external fields or interact with suitable k-body interactions. One can also add dissipation or evolve with a relativistic particle interaction.
The evolution of the mean measure
The Vlasov equation or collisionless Boltzmann equatioṅ
with E(x, P t ) = S ∇V (x − x ) dP t (x , y ) is a fundamental evolution equation in stellar dynamics or plasma physics (see [3] , [1] ). It has also applications in nuclear physics or in models of supersonic flows. It is a nonlinear partial differential equation. While it is usually used to evolve continuous measures, it can describe the evolution P t of any measure on the phase space S. For example, ifP t (ω) is the
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counting measure on a finite point set Π t (ω) which evolves with the Hamiltonian dbody evolution with potential V , thenP t (ω) solves weakly the Vlasov equation. We use the tilde in order to distinguish the measureP t (ω) coming from the Hamiltonian evolution and the random measures P t (ω) defined by the Poisson process.
Theorem 3.1. The mean measure P t of the displaced process satisfies a nonlinear Vlasov type equationṖ
and where P t (ω) are the random measures defined by P t . The measure E(P t ) has a smooth density and is defined by P t alone.
The nonlinear evolution equation (3.1) encodes the statistics of the finite dimensional particle evolutions Π t (ω) similar as diffusion equations encode stochastic particle motions. The mean Vlasov equation is an average of Vlasov equations for the discrete measuresP t (ω). It approaches the Vlasov equation for the smooth measure in the limit when the particle density converges to infinity. The mean measure P t would also satisfy the actual Vlasov equation if each particle configuration Π(t) would move under the averaged field E(x, P ) of the mean measure P . In this case, the displacement result is an easy consequence of the mapping theorem in the theory of Poisson processes [2] : if X t is the symplectic transformations on S satisfying the characteristic equations so that X t * P 0 = P t solves the Vlasov equation, then the process at time t would be the image of the process at time t = 0 under the map X t .
Interacting Brownian particles
The Hamiltonian displacement theorem is related to the already mentioned displacement theorem of Bartlett which is the same statement under the assumption that each particle is displaced independently of the other particles without interaction. For example, if each particle moves along an independent Brownian path then the displaced process stays a Poisson process and the mean measure P t satisfies the heat equationṖ = c∆P .
The Hamiltonian displacement theorem can be combined with Bartlett's theorem and applied to Hamiltonian d-body dynamics driven by white noise. The Hamilton equations are now replaced by the stochastic differential equations
where
is a collection of independent Brownian motions and c is a real parameter. 
