Recently there has been a lot of interest in geometrically motivated approaches to data analysis in high dimensional spaces. We consider the case where data is drawn from sampling a probability distribution that has support on or near a submanifold of Euclidean space. We show how to "learn" the homology of the submanifold with high confidence. We discuss an algorithm to do this and provide learning-theoretic complexity bounds. Our bounds are obtained in terms of a condition number that limits the curvature and nearness to self-intersection of the submanifold. We are also able to treat the situation where the data is "noisy" and lies near rather than on the submanifold in question.
Introduction
In recent years, there has been considerable interest in the possibility of analyzing and processing data in high dimensional spaces. Following the intuition that naturally occurring data may be generated by structured systems with possibly much fewer degrees of freedom than the ambient dimension would suggest, various researchers (see [5, 2, 3, 6 , 1] have considered the case when the data lives on or close to a submanifold of the ambient space. One hopes then to estimate geometrical and topological properties of the submanifold from random points ("scattered data") lying on this unknown submanifold. In this paper, we consider the particular question of identifying the homology of the submanifold from random samples. The homology of the submanifold (see [9] for definitions) are natural topological invariants that provide a good characterization of many aspects of it. For example, the dimensions of the homology groups, the Betti numbers (¬ ¼ ¬ ½ ) have natural interpretations. ¬ ¼ , the dimension of the zeroth homology group is the number of connected components of the submanifold. In data analysis situations, the number of clusters of the data may sometimes be understood in terms of the number of components of an underlying manifold (or other geometric object). If the dimension of the submanifold is , then one sees that ¬ ¼ for all . Thus the the largest non-trivial homology gives us the dimension of the submanifold. If the submanifold is two-dimensional, then ¬ ¼ and ¬ ½ are related to the number of connected components and number of holes respectively of the submanifold. We show that it is possible to identify the homology from random samples and discuss an algorithm to do this. There are a few aspects of the developments in this paper that are worth emphasizing. First, we provide sample complexity estimates on the number of examples that are needed to identify the homology with high confidence. Our results are in the style of learning theoretic treatments where unknown objects (typically functions in learning theory) are "learned" from random samples and confidence estimates are provided. Second, we treat the situation where data might be drawn from a distribution that is concentrated around the manifold rather than precisely on it. Under specific models of noise, we show that our algorithm can work even with noisy data. In all cases, estimates are provided in terms of a condition number that limits the curvature and nearness to self-intersection of the submanifold. Our results may also be of interest to researchers in computational geometry and topology who have considered the question of computing homology from simplicial complexes in the past (see [13, 7] for details and further references). Researchers in graphics, pattern recognition, solid modeling, molecular biology, finance, and other areas where large amounts of high dimensional data are available may find some use for the topological perspective on data analysis embodied in the algorithms and analyses of this paper.
Preliminaries
Consider a compact Riemannian submanifold Å of a Euclidean space ÁÊ . Sample the manifold according to a uniform probability measure on it. Thus points Ü ½ Ü Ò ¾ Å are generated. This set of points Ü Ü ½ Ü Ò will be the data set on the basis of which homology groups will be calculated. In later sections, we will consider the case when the data is drawn from a probability measure with support close to the manifold.
Throughout our discussion, we will associate to Å a condition number annulus, then is the separation of its components. In Section 6 we relate the condition number ½ to classical notions of curvature in differential geometry via the second fundamental form.
An Outline of our Main Results
Ultimately we wish to compute the homology of the manifold Å ÁÊ 
Computing the Homology of Í
One now needs to consider algorithms to compute the homology of Í.
Noting that the ¯´Ü µ's form a cover of Í, one can construct the nerve of the cover. The nerve is an abstract simplicial complex constructed as follows: One puts in a -simplex for every ·½ -tuple of intersecting elements of the cover. The Nerve Lemma (see [4] ) applies in our case, as balls are convex, to show that the homology of Í is the same as the homology of this complex. The algorithm consists of the following components. and Ò Ã respectively. The matrix is usually sparse in our setting.
6. This defines the chain complex The calculation of À is seen to be an exercise in linear algebra given the matrix representation of the boundary operators. In our exposition here, we have been working over a field resulting in vector spaces which are characterized purely by their ranks (the Betti numbers). One approach to this is also via the combinatorial Laplacian as outlined in Friedman (1998) . More generally, one can work over a module and À would then be an Abelian group.
The Deformation Retract Argument
In this section we prove Proposition 3. 
It is easy to check that if¯ , 
£ 5 Probability Bounds
Following our assumption, that the points Ü are drawn at random, we now provide a bound on how many examples need to be drawn so that the empirically constructed complex has the same homology as the manifold. We begin with a basic probability lemma. In this section 1 , we examine the consequences of the condition number ½ for the submanifold Å. As we have mentioned before, controls the curvature of the manifold at every point. This fact has been exploited in our earlier proofs. For submanifolds, one may formally study curvature through the second fundamental form (see e.g., [8] ). Here we show formally that the norm of the second fundamental form is bounded by ½ . Thus a large corresponds to a well conditioned submanifold that has low curvature. Proposition 6.1 states the bound on the norm of the second fundamental form. Proposition 6.2 states a bound on the maximum angle between tangent spaces at different points in Å. 
where
Combining 1 and 2, we see
where is the angle between the vectors Ú´¼µ and Ú´½µ. Since Ú Ô Ú´¼µ was arbitrary, it is easy to check that Ó×´ µ Ó×´ µ. 
where is the ambient distance between the points Ô and Õ while × is the geodesic distance between these same points. The inequality in eq. 5 is In this section we show that if our data is noisy in the sense that it is drawn from a probability distribution that is concentrated around (rather than on) the manifold, the homology of the manifold can still be computed from noisy data.
The Model of Noise
Consider a probability measure concentrated around the manifold. We assume that satisfies the following two regularity conditions. where × is a constant depending on × and independent of Ô.
In what follows, we assume the data is drawn in i.i.d. fashion according to a È that satisfies the above properties.
Main Topological Lemma: Sufficient Conditions
We will proceed by constructing¯-balls centered on our data points. If these data are ×-dense on the manifold, then the homology of the union of these balls will equal that of the manifold Å even if the data is drawn from a noisy distribution. In order to see that this might be the case at all, we provide a simple argument. This argument works with non-optimal choices of¯and × and later sections will enter into the considerations of choosing better values for these parameters and therefore provide more natural complexity estimates. 
Expanding the squares, this reduces tō
This is a quadratic in¯and is satisfied for
This, in turn, is a quadratic in Ö and it is easy to check that it is satisfied as long as
Thus we see that for Ö satisfying equations 7 and 8, we have that Ú contracts to Ô.
£
We now need to compute the probability of drawing a random Ü that is guaranteed to be Ö-dense. The following proposition is true. one Ü ¾ Ü such that Ô Ü Ö. Thus with high probability Ü is Ö-dense on the manifold.
Putting these together, our main conclusion is 
Main Topological Lemma -General Considerations
In general, we may demand points that are ×-dense. Putting¯-balls around these points we construct Í in the usual way. The condition number and the noise bound Ö are additional parameters that are outside our control and determined externally. We now ask what is the feasible space´× ¯ Ö µ that will guarantee that Í is homotopy equivalent to Å?
Following our usual logic, we see that the worst case situation is given by fig. 4 
Additionally, we have the following equations that need to be satisfied (following fig. 4 ).´
If one eliminates Ú and ¬ from the above equations, one will get a single inequality relating × ¯ Ö that describes for each Öthe feasible set of possible choices of × ¯that are sufficient to guarantee homotopy equivalence. Let us see how our earlier theorems follow from particular choices of this general set of equations. which is the same as inequality 6 whose solution was examined in the previous section.
The Case when Ö ¼
We can recover our main theorem for the noise-free case by considering the case Ö ¼ . We proceed to do this now. The fundamental inequality of 9 gives us (for Ö ¼ ) ing it with ×Ø´Ôµ. This condition is stronger than we require. Here we see that the condition ¯´Õ µ ¯´Ü µ ÚÔ is sufficient. This latter condition is weaker and therefore gives us a slightly stronger version of Theorem 3.1 in the sense that it holds for a larger range of¯.
Remark 2
If we assume that Öare beyond our control, the sample complexity depends entirely upon ×. Therefore if we wish to proceed by drawing the fewest number of examples, then it is necessary to maximize × subject to the condition of eq. 13. Remark 3 The total complexity of finding the homology depends both upon × and¯in a more complicated way. The size of Ü depends entirely upon × and nothing else. However, the number of -tuples to consider in the simplicial complex depends both upon the size of Ü as well as¯becausē determines how many balls will have non-empty intersections. We leave this more nuanced complexity analysis for future consideration.
