Ultra high dimensional generalized additive model: Unified Theory and
  Methods by Yang, Kaixu & Maiti, Tapabrata
Ultra high dimensional generalised additive model:
Unified Theory and Methods
February 11, 2021
(Running title: High dimensional GAM)
Kaixu Yang
































Generalised additive model is a powerful statistical learning and predictive
modeling tool that has been applied in a wide range of applications. The need
of high-dimensional additive modeling is eminent in the context of dealing with
high through-put data such as genetic data analysis. In this article, we studied a
two step selection and estimation method for ultra high dimensional generalised
additive models. The first step applies group lasso on the expanded bases of the
functions. With high probability this selects all nonzero functions without having
too much over selection. The second step uses adaptive group lasso with any
initial estimators, including the group lasso estimator, that satisfies some regular
conditions. The adaptive group lasso estimator is shown to be selection consistent
with improved convergence rates. Tuning parameter selection is also discussed and
shown to select the true model consistently under GIC procedure. The theoretical
properties are supported by extensive numerical study.
Keywords— Adaptive group lasso; Generalised additive model; High dimensional
variable selection; Selection consistency; Tuning parameter selection.
1 Introduction
The main objective of this work is to establish theory driven high dimensional generalised
additive modeling method with nonlinear links. The methodology includes convergence
rate, variable selection consistency and tuning parameter selection consistency. Addi-
tive models play important roles in nonparametric statistical modeling and machine
learning. Although this important statistical learning tool has been used in many im-
portant applications and there are free software available for implementing these models
along with their variations, to our surprise, there is no literature that has studied the
high-dimensional GAM with non-identity link systematically with theoretical founda-
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tion. Generalised additive modeling allows nonlinear relationship between a response
variable and a set of predictor variables. This general set up includes the special case,
namely, the generalised linear models, by letting each additive component be a linear
function. In general, let (yi,X i), i = 1, ..., n be independent observations, where yi’s
are response variables whose corresponding p-dimensional predictor vectors are X i’s. A
generalised additive model (Hastie and Tibshirani, 1986) is defined as







where g(·) is a link function, fj’s are unspecified smooth functions and Xij is the jth
component of vectorX i. One of the functions could be a constant, which is the intercept
term, but this is not necessary. The number of additive components is written as pn,
since it sometimes (usually in high dimensional set up) increases as n increases. A simple
case that many people have studied is pn = p, where the number of additive components
is fixed and usually less than the sample size n. The choice of link function is as simple
as in generalised linear models, where people prefer to choose link functions that make
the distribution of the response variables belong to the popular exponential family. A
widely used generalised additive model has the identity link function g(µ) = µ, which




fj(Xij) + εi, (2)
where εi’s are i.i.d random variables with mean 0 and finite variance σ
2.
On the other hand, high dimensional data analysis has become a part of many
modern days scientific applications. Often the number of predictors pn is much larger
than the number of observations n, which is usually written as pn  n. One of the most
interesting scale is pn increases exponentially as n increases, i.e. log pn = O(n
ρ) for some
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constant ρ > 0. Fan and Lv (2011) called this as non-polynomial dimensionality or ultra
high-dimensionality.
In this paper, we consider the generalised additive model in a high-dimensional set
up. To avoid identification problems, the functions are assumed to be sparse, i.e. only
a small proportion of the functions are non-zero and all others are exactly zero. A more
generalised set up is that the number of nonzero functions, denoted sn, also diverges as
n increases. This case is also considered in this paper.
Many others have worked on generalised additive models. Common approaches use
basis expansion to deal with the nonparametric functions, and perform variable selection
and estimation methods on the bases. Meier et al. (2009) considered a simpler case
(2), with a new sparsity-smoothness penalty and proved it’s oracle property. They
also performed a simulation study under logit link with their new penalty, however,
no theoretical support was provided. Fan et al. (2011) proposed the nonparametric
independence screening (NIS) method in screening the model (2). However, the selection
consistency and the generalised link functions were not discussed. Marra and Wood
(2011) discussed the practical variable selection in additive models, but not in the high-
dimensional set up. Liu et al. (2013) considered a two-step oracally efficient approach
in generalised additive models in the low dimensional set up, but no variable selection
in the high dimensional set up was done. Huang et al. (2010) focused on the variable
selection of (2) with fixed number of nonzero functions and identity link function using
a two step approach: first group lasso (Bakin, 1999; Yuan and Lin, 2006) on the bases
to select the nonzero predictors and then use adaptive group lasso to estimate the bases
coefficients. They then established the selection consistency and provided the rate of
convergence of the estimation. Amato et al. (2016) reviewed several existing algorithms
highlighting the connections between them, including the non-negative garrote, COSSO
and adaptive shrinkage, and presented some computationally efficient algorithms for
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fitting the additive models. Nandy et al. (2017) extended the consistency and rate of
convergence of Huang et al. (2010) to spatial additive models. Fan and Zhong (2018)
studied the GAM with identity link under the endogeneity setting. It worth mentioning
that alternative methods to penalization have also been studied, for example, Tutz and
Binder (2006) studied fitting GAM and perform variable seleciton implicitly through
likelihood based boosting.
However, though widely used, no systematic theory about selection and estimation
consistency and rate of convergence has been established for generalised additive models
with non-identity link functions in the high-dimensional set up.
In this paper, we establish the theory part for generalised additive models with
non-identity link functions in high dimensional set up. We develop a two-step selection
approach, where in the first step we use group lasso to perform a screening, which, under
mild assumptions, is able to select all nonzero functions and not over-select too much.
In the second step, the adaptive group lasso procedure is used and is proved to select
the true predictors consistently.
Another important practical issue in variable selection and penalised optimization
problems is tuning parameter selection. Various cross validation (CV) techniques have
been used in practice for a long time. Information criteria such as Akaike information
criterion (AIC), AICc, Bayesian information criterion (BIC), Mallow’s Cp and etc. have
been used to select ‘the best’ model as well. Many equivalences among the tuning
parameter selection methods have been shown in the Gaussian linear regression case.
However, the consistency of these selection methods were not established. Later some
variations of the information criteria such as modified BIC (Zhang and Siegmund, 2007;
Wang et al., 2009) extended BIC (Chen and Chen, 2008) and generalised information
criterion (GIC) (Fan and Tang, 2013) were proposed and shown to have good asymptotic
properties in penalised linear models and penalised likelihoods. However, the results are
4
not useful for grouped variables in additive models, for which basis expansion technique
is usually used and thus brings grouped selection.
In this paper, we generalise the result of generalised information criterion (GIC) by
Fan and Tang (2013) to group-penalised likelihood problems and show that under some
common conditions and with a good choice of the parameter in GIC, we are able to
select the tuning parameter that corresponds to the true model.
In section 2, the model is specified and basic approach is discussed. Notations and
basic assumptions are also introduced in this section. Section 3 gives the main results
of the two steps selection and estimation procedure. Section 4 develops the tuning
parameter selection. Extensive simulation study and real data example are presented
in section 5 followed by a short discussion in section 6. The proofs of all theorems are
deferred to supplementary materials.
2 Model
We consider the generalised additive model (1) with the link function corresponding
to an exponential family distribution of the response. For each of the n independent
observations, the density function is given as





, 1 ≤ i ≤ n, θi ∈ R. (3)
Without loss of generality, we assume that the dispersion parameter 0 < φ < ∞ is
assumed to be a known constant. Specifically we assume φ = 1. We consider a fixed-
design throughout this paper, i.e., the design matrix X is assumed to be fixed. However,
we have shown in appendix A that the same theory works for a random design under
simple assumptions on the distribution of X. The additive relationship assumes that




This is the canonical link. If we use other link functions, for example, A(·), the theory
also works as long as the functions A(·) satisfies the Lipschitz conditions for some order.
Let b(k)(·) be the k-th derivative of b(·), then by property of the exponential family, the
expectation and variance matrix of y = (y1, ..., yn)
T , under mild assumptions of b(·), is
given by µ(θ) and φΣ(θ), where
µ(θ) = (b(1)(θ1), ..., b
(1)(θn))
T and Σ(θ) = diag{b(2)(θ1), ..., b(2)(θn)}. (4)
The log-likelihood (ignoring the term c(y) which is not interesting to us in parameter


















Assume that the additive components belong to the Sobolev space W d2 ([a, b]). Ac-




βjkφk(x), 1 ≤ j ≤ p. (6)
with mn = Kn + l, where Kn is the number of internal knots and l ≥ d is the degree of
the splines. Generally, it is recommended that d = 2 and l = 4, i.e., cubic splines.
Using the approximation above, Huang et al. (2010) proved that fnj well approxi-
mates fj in the sense of rate of convergence that
‖fj − fnj‖22 =
∫ b
a
(fj(x)− fnj(x))2dx = O(m−2dn ). (7)
Therefore, using the basis approximation, the log-likelihood (ignoring the term c(y)
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where β0 and Φi are the vector basis coefficients and bases defined below.
It’s also worth noting that the number of bases mn increases as n increases. This is
necessary since Schumaker (1981) mentioned that one need to have sufficient partitions
to well approximate fj by fnj. If we fix mn, i.e. let mn = m0, though in the later
part we will show the approach to estimate the basis coefficients can have better rate of
convergence, the approximation error between the additive components and the spline
functions ‖fj(x)− fnj(x)‖2 = [
∫ b
a
(fj(x)− fnj(x))2dx]1/2 = O(1) will increase and lead to
inconsistent estimations. Therefore, mn, or more precisely, Kn, need to increase with n.
Our selection and estimation approach will be based on the bases approximated log
likelihood (8). Before starting the methodology, we list the notations and state the
assumptions we need in this paper.
Notations
The design matrix isX(n×pn) = (x1, ...,xn)
T . The basis matrix is Φ(n×mnpn) = (Φ1, ...,Φn)
T ,
where Φi = (φ1(xi1), ..., φmn(xi1), ..., φ1(xipn), ..., φmn(xipn))
T .
The true basis parameters are β0 = (β011, ..., β
0






We assume the functions f1, ..., fpn are sparse, then β
0 is block-wise sparse, i.e. the











Let µy be the expectation of y based on the true basis parameters and ε = y − µy.
Define the relationship an  bn as there exists a finite constant c such that an ≤ cbn.
For any function f define ‖f‖2 = [
∫ b
a
f 2(x)dx]1/2, whenever the integral exists.
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For any two collections of indices S, S̃ ⊆ {1, ..., pn}, the difference set is denoted
S − S̃. The cardinality of S is denoted card(S). For any δ ∈ Rmnpn , define δ1, ..., δpn as
its sub-blocks, where δi ∈ Rmn , and define the block-wise support
suppB(δ) = {j ∈ {1, ..., pn}; δj 6= 0}.
Define the block-wise cardinality cardB(δ) = card(suppB(δ)).




The number of additive components is denoted pn, which is possible to grow faster
than the sample size n. Let T = suppB(β
0) and T c be the compliment set. Let card(T ) =
sn, where sn is allowed to diverge slower than n.
For each U ⊆ {1, ..., pn} with card(U − T ) ≤ m for some m, define
B(U) = {δ ∈ Rmnpn ; suppB(δ) ⊆ U},
B(m) = {B(U); for any U ⊆ {1, ..., pn}; Card(U − T ) ≤ m}.
Let q be an integer such that q > sn and q = o(n). Define
B1 = {β ∈ B : cardB(β) ≤ q },
where B is a sufficiently large, convex and compact set in Rd.
Assumptions
Assumption 1 (On design matrix)
Using the normalised B-spline bases, the basis matrix Φ has each covariate vector
Φj, j = 1, ..., pn bounded, i.e., ∃ cΦ such that ‖Φj‖2 ≤
√
ncΦ,∀j = 1, ...,mn × pn.
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Assumption 2 (Restricted Eigenvalues RE)








≤ γ1m−1n , (9)
where γ2 is a positive constant such that 0 < γ2 < 0.5, for all δ ∈ C, where
δT = (δT1 , ..., δ
T
pn) and
C = {δ ∈ Rpnmn : ‖δ‖2 6= 0, ‖δ‖2 ≤ Nn and cardB(δ) = o(sn)} . (10)
Assumption 3 (On the exponential family distribution)
The function b(θ) is three times differentiable with c1 ≤ b′′(θ) ≤ c−11 and |b′′′(θ)| ≤
c−11 in its domain for some constant c1 > 0. For unbounded and non-Gaussian







∣∣b′ (∣∣ΦTi β∣∣)∣∣ ≤Mn. (11)
Additionally the error term εi = yi − µyi ’s follow the uniform sub-Gaussian distri-
bution, i.e., there exist constants c2 > 0 such that uniformly for all i = 1, .., n, we
have
P (|εi| ≥ t) ≤ 2 exp(−c2t2) for any t > 0. (12)
Assumption 4 (On nonzero function coefficients)
There exist a sequence cf,n that may tend to zero as n → ∞ such that for all





We note that Assumption 1 is a standard assumption in high dimensional models, where
the design matrix needs to be bounded from above. Assumption 2 is a well-known
condition in high-dimension set up on the empirical Gram matrix (Bickel et al., 2009).
It is different than the regular eigenvalue condition, since when n < p, the p× p Gram
matrix has rank less than p, thus it must have zero eigenvalues. Therefore, it is not
realistic to bound the eigenvalues away from zero for all ν ∈ Rpnmn , but we need to
restrict to some space C. In our set up, C is the restricted sub-block eigenvalue condition
on sub-blocks of the Gram matrix studied by Belloni and Chernozhukov (2013). Though
the lower bound and upper bound are imposed on the fixed design matrix, we gave a
derivation in supplementary materials that this condition holds when X is drawn from
a continuously differentiable density function which is bounded away from 0 and infinity
on the domain of X. This result is similar to the results in Huang et al. (2010).
Assumption 3 is a standard assumption to generalised models. (11) and (12) together
controls the tail behavior of the responses, and as mentioned by Fan and Tang (2013),
ensure a general and broad applicability of the method. Analogous assumptions to (11)
can also be seen in Fan et al. (2010) and Bühlmann and van de Geer (2011). Specifically,
for example, we have b(θ) = log(1 + exp(θ)). It’s easy to verify that both its second and
third derivatives have their absolute values all bounded from above by 1. For equation
(11), observe that the first derivative is the mean of Bernoulli distribution, and thus
it is also bounded. The error term is also bounded by 1, therefore, taking c2 = log(2)
will make equation (12) satisfy all logistic regression cases. Moreover, bounded second
moment in logistic regression ensure that there exist ε such that the probability pi of
each observation satisfies ε < p < 1− ε.
Assumption 4 appears often in variable selection methodologies, because intuitively
a nonzero function or covariate has to contribute enough to the response in order to be
considered nonzero.
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Remark 2.1. In assumption 2, δ = β − β0 is the difference vector between a β and the
true coefficients β0, thus we can view C as a restricted neighborhood of β0, i.e.,
NREβ0 = {β : ‖β − β0‖2 ≤ Nn, mn × cardB(δ) ≤ n
∗ = o(n)} .
If β ∈ NREβ0 , then by assumption 2 we have
(β − β0)TΦTΦ(β − β0)
n‖β − β0‖22
≥ γ0γ2sn2 m−1n .
This, together with the bounded variance assumption in assumption 3, ensures the
restricted strong convexity of the target function, i.e., for a β∗ ∈ NREβ0 , we have
(β∗ − β0)TΦTΣ(β)Φ(β∗ − β0)
n‖β∗ − β0‖22
≥ γ0c1γ2sn2 m−1n , ∀ β ∈ NREβ0 . (13)
3 Methodology & Theoretical Properties
We propose a two step procedure for selecting high dimensional additive models with
generalised link that has improved convergence rates compared to single stage selection.
3.1 First step: model screening
The objective of this step is to recover the true support T of the additive components.
Let T̂ be a random support given by a model selection procedure and |T̂ | be the number
of variables selected. A good model selection procedure should satisfy the common
screening consistency conditions
T ⊂ T̂ , |T̂ | = O(sn), w.p. converging to 1. (14)
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There have been many variable selection penalization (Fan et al., 2004; Van de Geer,
2008; Fan et al., 2010; Fan and Lv, 2011) in generalised linear models and (Huang
et al., 2010) in linear additive models where this condition holds. Specifically, Fan et al.
(2010) satisfies the requirements in (14) in generalised linear models and Huang et al.
(2010) also satisfies (14) in additive models with identity link function. In this paper,
we show that under mild conditions, by maximizing the log-likelihood with group lasso-
like penalization, we can select a model that satisfies (14). We also provide a rate of
convergence of this first step selection.



















Let β̂ be the optimiser for (15), i.e.
β̂ = arg min
β∈Rpnmn
L(β;λn1).
Let T̂ = suppB(β̂).
The objective function is the negative log-likelihood plus the group lasso penalization
term, and the parameters are estimated as the minimisers of the objective function. Here
the negative log likelihood function is averaged among the n observations to ensure that
it is under the same scale as the penalization function.
With this group lasso type penalised log-likelihood, the selected model has the fol-
lowing properties.
Theorem 3.1. Consider the model T̂ obtained by minimizing (15). Under Assumptions
















for unbounded sub-Gaussian response, as the sample size increases,
(i) With probability tending to 1,
|T̂ | = O(sn)

























































nγn log(pnmn)/n << cf,n in the un-










2 << cf,n, with proba-
bility tending to 1, all nonzero coefficients are selected.
The proof of this theorem is given in supplementary materials.
Remark 3.1. To avoid estimability issues, here the constants C are selected to be large
enough such that the number of parameters to be estimated, i.e., the number of selected
nonzero functions |T̂ | multiplied by the number of basis function mn should be less than
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or equal to n. Moreover, considering the multicollinearity in the design matrix, the
constants are chosen such that mn × |T̂ | = o(n).
Remark 3.2. The additional term γn in the convergence rate is due to unboundedness
nature of the response variable rather than due to non-linear link function.
Remark 3.3. For the special case, linear (Gaussian) additive model, our results coincide
with Huang et al. (2010). The difference is that we study a fixed design with assump-
tions on the eigenvalues of the design matrix and they studied a random design with
assumption on the distribution of the design matrix. We have put further assumption
on the eigenvalue due to the divergence of sn, the number of nonzero variables. In
the special case that sn is fixed, our assumptions coincides with the assumptions in
Huang et al. (2010). Another difference is that we include a diverging term γn that
establishes the rate of convergence with probability converging to one.
There are three terms in the convergence rate: the first term comes from the regres-
sion itself, the second term comes from shrinkage, and the third term comes from the
spline approximation error.
Remark 3.4. Let f̂nj(x) =
∑mn
k=1 β̂jkφk(x). We can also state the results of the first selec-
tion step in terms of functions, which is a direct consequence of theorem 3.1. First, we
have (i) |T̂ | = O(sn) with probability tending to 1, and (ii) if snmnγ−2sn2 log(pnmn)/n <<
cf,n (snmnγ
−2sn









2 << cf,n, with probability tending to 1, all nonzero coefficients are
selected.
Moreover, by the properties of spline in De Boor (2001), see for example Stone (1986)
and Huang et al. (2010), there exist positive constants c1 and c2 such that
c1m
−1


















































for the unbounded case, for any diverging sequence γn.
Remark 3.5. The theorem and its remark together tell us under Assumptions 1-4, by
choosing proper γn, the functions selected by minimizing the first target function satisfy
T ⊂ T̂ and |T̂ | = O(sn)
with probability converging to 1, i.e. we obtained screening consistency.
3.2 Second step: Post selection
After we have a “good” initial estimator, we use the adaptive group lasso to recover
the true model (Huang et al., 2010) and we are able to achieve selection consistency in
probability under some mild assumptions. The adaptive group lasso idea is similar to
adaptive lasso (Zou, 2006) which enjoys better theoretical properties than simple lasso.
Chatterjee and Lahiri (2013) and Das et al. (2017) studied rate of convergence and other





















where the weights depend on the screening stage group lasso estimator
wnj = +

‖β̂j‖−12 , if ‖β̂j‖2 > 0
∞, if ‖β̂j‖2 = 0
. (18)
Let β̂AGL be the optimiser for (17), i.e.
β̂AGL = arg min
β∈Rmnp
La(β;λn2).
For the choice of weights, the first stage estimators need not to be necessarily the solution
of group lasso, but could be more general estimators that satisfy following assumptions.
Assumption 5
The initial estimator β̂ is rn consistent at zero, i.e.,
rn max
j∈T c
‖β̂j − β0j‖2 = OP (1), (19)








where bn1 = minj∈T ‖β0j‖2.
Assumption 6

















for any diverging sequence γn.
Assumption 5 gives the restrictions on the initial estimator. We don’t require our initial
estimator to be the group lasso estimator. Any initial estimator satisfying assumption 5
will be able to make the adaptive group lasso estimator consistently selects and estimates
the true nonzero components. However, the rate of convergence of the adaptive group
lasso estimator depends on the rate of convergence of the initial estimator, which is
assumed to be rn in assumption 5. Moreover, the initial estimator mustn’t have a
0 estimation for the nonzero components, otherwise it will mislead the results in the
proceeding step. Assumption 6 put restrictions on the tuning parameter λn2 in the
adaptive group lasso step. The first two terms gives the upper bound for λn2 and the
third term gives the lower bound. Only with “appropriate” choice of λn2 we can have
the selection consistency and estimation consistency.
It worth noting that if we take the group lasso estimator as our initial estimator,



















































for the unbounded case and any diverging sequence γn, since we observe that for j ∈ T c,
β̂j is either estimated as zero, or has a rate of convergence to βj bounded by the rate of
convergence in theorem (3.1). For equation (20), observe that the rate of convergence of
the group lasso estimator is higher order infinitesimal of the minimal signal strength of
nonzero coefficients, thus taking c3 = 0.5 is sufficient. In assumption 6, with our trivial
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choice of rn, we are able to find a range of tuning parameters that satisfy equation (21).
Therefore, it’s reasonable to take the group lasso estimator as an initial estimator for
the adaptive group lasso.
Let the notation β̂n
0
= β0 denote that the sign of each β̂j and β
0
j are either both zero
or both nonzero. Then we have the following asymptotic properties for the adaptive
group lasso estimator.
Theorem 3.2. Assume assumptions 1-6 hold, consider the estimator β̂AGL by minimiz-
ing (17), we have
(i) If fc,n >>
√
sn/n, the adaptive group lasso consistently selects the true active
























































for the unbounded response case, where γn is any diverging sequence.
The proof of this theorem is given in supplementary materials. It’s interesting to
compare the adaptive group lasso results with Wang and Tian (2019), who studied the
asymptotic properties of the adaptive group lasso for generalized linear models. It worth
noting that we considered a more general case by allowing the group size to diverge with
18
n, and the eigenvalue to be bounded by sequences that depending on n on a broader
domain. In the special case that corresponds to their assumptions, our results (Theorem
3.2) coincides with their results.
Similar to the group lasso estimator, we also derive the results for the non-parametric
function estimations, stated in the following remark.
Remark 3.6. Let f̂AGLj(x) = Φj(x)β̂AGLj. We can also state the results of the first
selection step in terms of functions, which is a direct consequence of theorem 3.1. First,
we have the true nonzero subset is recovered with probability tending to 1. Moreover,
by the same properties of spline as in Remark 3.4, we have
∑
j∈T





































for the unbounded case, for any diverging sequence γn.
























while for the adaptive group lasso estimator is
∑
j∈T

















The regression term differs by the size of candidate set. The price we pay by not knowing
the true set is log(pmn) in the group lasso step, and becomes log(snmn) in the adaptive
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group lasso step, since the initial estimator have recovered a super set of the true set
with cardinality O(sn). The penalty term’s difference appears on the tuning parameter,
where λn2 is of a smaller order than λn1 with a multiplier of r
−1
n . According to our
choice of λn2, it has a trivial upper bound which is of order O(λ
2
n1). Therefore, the
tuning parameter part in the penalty convergence rate term becomes quadratic. The
approximation error term is not affected by the adaptive group lasso step.
The adaptive group lasso is important in two reasons: first, with probability tending
to 1, this is enable to select the true nonzero components accurately, which is not
always the case in group lasso; second, the rate of convergence of the adaptive group
lasso estimator is faster than the rate of convergence of the group lasso estimator. The
difference in the leading terms are in the order of r−1n . This makes the adaptive group
lasso estimator to achieve a better error with the same sample size, or the same error
with a smaller sample size.
The theorem and remark in this section ensure that under mild assumptions, we
are able to recover the true model with probability tending to 1 and achieve a rate of
convergence better than the initial estimator. Particularly, if the restrictions of n, pn,mn
and sn in the previous section satisfy, the group lasso estimator is actually a good initial
estimator. Therefore, this two step procedure actually is a complete procedure that gives
us a way to do this model selection and estimation on any high-dimensional generalised
additive model. However, the procedure is not practically complete without proper
selection of the tuning parameter λ. Therefor, we propose a theoretically validated
tuning parameter selection in the next section.
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4 Tuning parameter selection
One important issue in penalised methods is choosing a proper tuning parameter. It
is known that the selection results are sensitive to the choice of tuning parameters.
The theoretical results only provide the order of the tuning parameter, which is not
very useful in practice. The reason is that the order of a sequence describes the limit
properties when n goes to infinity. In reality, our n is a fixed number, so we must have
a practical instruction on selecting the tuning parameter.
Despite its importance, there isn’t much development for tuning parameter selection
in the high dimensional literature. The conventional tuning parameter selection criteria
tend to select too many predictors, thus is hard to reach selection consistency. Another
reason, especially in group lasso problems, is that the solution path of group lasso is
piecewise nonlinear, which makes the testing procedure even harder. Here, we propose
the generalised information criterion (GIC) (Zhang et al., 2010; Fan and Tang, 2013)
that supports consistent model selection.
Let β̂
λ
be the adaptive group lasso solution with tuning parameter λ. The generalised




{D(µ̂λ;Y ) + an|T̂λ|}, (23)
where D(µ̂λ;Y ) = 2{l(Y ;Y )−l(µ̂λ;Y )}. Here the l(µ;Y ) is the log-likelihood function
in equation (3) expressed as a function of the expectation µ and Y . l(Y ;Y ) represents





j (xij)) = b
′(φβ̂
λ
) is our estimated
expectation when the tuning parameter is λ. The hyperparameter an is to penalise the
size of the model. Using GIC, under proper choice of an, we are able to select all active
predictors consistently.
The importance of the following consistency theorem is that the result in the previous
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section guarantees that with probability converging to 1, there exists a λn0 that will be
able to identify the true model. Therefore, a good choice of an will be able to identify
the true model with probability converging to 1. For a support A ⊂ {1, ..., p} such that
|A| ≤ q, where q ≥ sn and q = o(n), let






0 − β(A))− b(ΦTi β0) + b(ΦTi β(A))
]
(24)
be the Kullback-Leibler (KL) divergence between the true model and the selected model,
where f ∗ is the density of the true model, and gA is the density of the model with
population parameter β(A). Let β∗(A) be the model with the smallest KL divergence







Here we note that if T ⊂ A, the minimizer is automatically β0 and thus the KL-
divergence is zero. For an underfitted models T 6⊂ A, δn describes how easily one can
distinguish the models from the true model by measuring the minimum distance from
the true model to the “best estimated models”. Later in the theorems we will need to
assume lower bounds on δn so that we will be able to reach our consistency results. The
following theorem proves that GIC works under mild conditions.
Theorem 4.1. Under assumptions 1-6, suppose that δnq
−1R−1n →∞, nδns−1n a−1n →∞
and anψ




GICan(λ) > GICan(λn0)} → 1, (25)
where
Ω− = {λ ∈ [λmin, λmax] : Tλ 6⊃ T},
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Ω+ = {λ ∈ [λmin, λmax] : Tλ ⊃ T and Tλ 6= T},
where Tλ is the set of predictors selected by tuning parameter λ. λmin can be chosen as the
smallest λ such that the selected model has size q that satisfies the theorem assumption,
and λmax simply corresponds to a model with no variables.
The proof of this theorem is given in supplementary materials. In practice, a choice
of an is proposed to be mn log(log(n)) log(pn). We have




GICan(λ) > GICan(λn0)} → 1.
In our two step procedure, there are two tuning parameters to be selected: λn1 in
the group lasso step and λn2 in the adaptive group lasso step. The choice of λn2 is of
more importance, since λn1 only serve as the parameter in screening. As long as we
have a screening step that satisfies (14), we are ready for the adaptive group lasso step.
To be simple, we propose to use GIC for selecting both λn1 and λn2. As a result of the
previous theorem, we are able to reach selection consistency.
5 Numerical Properties
In this section we conduct various empirical exercises to illustrate our theoretically
guided method in practice. To optimize the group lasso problems, we apply the al-
gorithm named groupwise-majorization-descent (GMD) by Yang and Zou (2015), which
approximates the convex log-likelihood part with second order Taylor expansion and
solve it with a quadratic function’s closed form solution, wrapped in a block coordinate
descent algorithm. We made the algorithm in GAM available as a python class, which
is accessible at https://github.com/KaixuYang/PenalizedGAM.
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As smoothness is a concern in practical GAM computations, we bring the P-spline
(Eilers and Marx, 1996) penalty into the model while implementing the model numer-
ically. The P-spline penalty controls the difference between coefficients of consecutive
basis functions, and thus yields smoother spline functions.
Specifically, let l(β;X,y) be the loss function in section 3, either the group lasso loss
function or the adaptive group lasso loss function. The loss function with smoothness
penalty is defined as







1 −1 0 .
−1 2 −1 .
0 −1 2 .
. . . .

A slightly modified soft-thresholding function is used to handle the combination of group
lasso penalty and the smoothness penalty.
5.1 Simulated Examples
Here we undertake extensive simulation study to see the performance of our proposed
two step selection and estimation approach. We investigate the performance of both
uncorrelated and correlated covariates and we consider different sample sizes and varying
number of predictors in each case.
In this section, we consider three different types of generalized models: the logistic
regression (Bernoulli distribution), the Poisson regression (Poisson distribution) and the
Gamma regression (Gamma distribution). Through the whole subsection, we choose
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l = 4 which implies a cubic B-spline. We choose mn = 9 for most cases unless stated
otherwise. The choice of l and mn implies that there are mn − l = 5 inner knots, which
are evenly placed over the empirical percentiles of the training data. In this subsection,
we compare the performance of the two-step approach with the Lasso (Tibshirani, 1996),
the GAMBoost (Tutz and Binder, 2006) and the GAMSEL (Chouldechova and Hastie,
2015). We implement our two-step approach with our own package mentioned above.
The Lasso is implemented with the scikit-learn package in python. The GAMBoost and
GAMSEL methods are implemented using their packages in R. In the group lasso step,
we choose the tuning parameter corresponding to ng variables, where ng is the largest
number such that ng ×mn <= n. This choice prevents estimation issues when we have
too many parameters. The GIC procedure is applied in the adaptive group lasso step to





{D(µ̂λ;Y ) + an|T̂ |}. (27)
From our results in the previous section, we choose an = (log log n)(log p)mn.
5.1.1 Logistic Regression
First, we consider the logistic regression
yi ∼ Bernoulli(θi), i = 1, ..., n, (28)
where θi = logit
−1[α+
∑p
j=1 fj(xij)] and xij is the (i, j)−th element of the design matrix
X.
Example 5.1. We first consider the logistic additive model on an independent design
matrix case, where each predictor in X is independent of other predictors. Each element
of the design matrix is generated from a Unif(−1, 1) distribution. We consider 3 dif-
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ferent cases with all n, p and s increasing, which coincides with our theory in section
3. Specifically, the three cases are: n = 100, p = 200 and s = 3; n = 200, p = 500 and
s = 4; n = 300, p = 3000 and s = 5. A testing sample of size 1000 is generated inde-
pendently to measure the performance. For all three cases, we have nonzero functions
f1(x) = 5 sin(3x), f2(x) = −4x4 +9.33x3 +5x2−8.33x and f3(x) = x(1−x2) exp(3x)−4.
These three general terms include a periodic term, a polynomial term and an exponential
term. The last two cases have one more function of f4(x) = 4x, a linear term. Finally,
the last case has an addition f5(x) = 4 sin(−5 log(
√
x+ 3), a complicated composite
function. Without loss of generality, the first s functions are set to be nonzero. The
constants in the functions are to ensure similar signal strength and smoothness. The
other functions fs+1(x) = ... = fp(x) = 0.
Our results focus on NV, the average number of variables being selected; TPR,
the true positive rate (what percent of the truly nonzero variables are selected); FPR,
the false positive rate (where percent of the zero variables are selected); and PE, the
prediction error. In the logistic regression problem, our metric to measure the prediction
error will be the misclassification rate, which is also the measurement in Chouldechova
and Hastie (2015). The simulation results are averaged over 100 repetitions.
The simulation results are summarised in table 1 on page 27. Compared with the
classical method Lasso and the existing GAM methods GAMSEL and GAMBoost, the
two-step approach performs the best in terms of both variable selection and estimation
in the high-dimensional set up. The two-step approach performs significantly better in
prediction errors. In variable selection, the two-step approach selects the closest number
of variables to the ground truth, while keeping the TPR high and FPR low. The existing
GAM algorithms have similar TPR but includes too many false positives. The existing
GAM algorithms were not intended for very high-dimensional data, and thus fails to
handle the variable selection and prediction at the same time. As mentioned in Fan and
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Li (2001), the tuning parameter in the Lasso for consistent variable selection is not the
same as the tuning parameter for best prediction. We can see this may also be true
for the group lasso case, since the estimated nonzero coefficients in the group lasso step
are over-penalized. This also proves that an adaptive group lasso step is important, in
terms of both variable selection and prediction.
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Table 1: Simulation results for the two-step approach compared with the Lasso, GAMSEL and GAMBoost in the three cases
of Example 5.1. NV, average number of the variables being selected; TPR, the true positive rate; FPR, the false positive
rate; and PE, prediction error (here is the misclassification rate). Results are averaged over 100 repetitions. Enclosed in
















































































































In practice, the predictors are sometimes correlated to each other. It’s interesting to
see how well the procedure performs in correlated predictor cases. Therefore, we also
perform the same comparison on correlated predictors.
Example 5.2. In this example, we study the case where the design matrix contains
correlated predictors. We generate the data in the following way. First we generate each
element ofXn×p independently from Unif(−1, 1). Then we generate u from Unif(−1, 1),
independently from Xn×p. Then all columns of X are transformed using Xj = (Xj +
tu)/
√
1 + t2. This procedure controls the correlation among predictors through t such
that corr(xik, xij) = t
2/(1 + t2). Here the simulation is run on n = 100, p = 200 and
s = 3. All other set-ups are kept same as example 5.1. In our example, we choose
t =
√
3/7, where the correlation is 0.3 and t =
√
7/3, where the correlation is 0.7.
The results are summarised in table 2 on page 29. In the correlated cases, all four
methods are influenced, more or less. In terms of variable selection, the two-step ap-
proach still has the closest number of selected variables. The methods behave differently
in terms of TPR and FPR. GAMBoost tends to have greater numbers in both TPR
and FPR, while GAMSEL tends to have both lower numbers. The two-step approach
balances between those two methods, while maintaining the smallest FPR among all
methods. In terms of the prediction error, the two-step approach significantly beats
the other methods. The results show good performance of the two-step approach, and
again emphasize that the adaptive group lasso step is necessary for better selection and
estimation.
This underselection for correlated predictors has been an issue for the lasso and
adaptive lasso methods. For nonparametric additive models, Huang et al. (2010) found
the same issue when dealing with correlated predictors. Also the NIS proposed by Fan
et al. (2011) did not perform well in correlated predictors compared to uncorrelated case.
Our two-step approach is not affected too much with the correlation, in terms of both
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Table 2: Simulation results for the two-step approach compared with the Lasso, GAM-
SEL and GAMBoost in Example 5.2 with correlation 0.3 and 0.7 for n = 100, p = 200
and s = 3. NV, average number of the variables being selected; TPR, the true positive
rate; FPR, the false positive rate; and PE, prediction error (here is the misclassifica-
tion rate). Results are averaged over 100 repetitions. Enclosed in parentheses are the
corresponding standard errors.
Cor=0.3 Cor=0.7





































































variable selection and prediction.
It also happens in the real world that the signal strength is low. Therefore, it is
interesting to consider a case where we have lower signal strength than in example 5.1.
Example 5.3. In this example, we reduce the signal strength of example 5.1 by a factor
of 2, while all other assumptions are kept the same. The results are shown in Table 3
on page 30. From the table we see that minimal signal strength is an important factor
to the performance of variable selection in the generalized models. The performance is
impacted by the signal strength for all models. The two-step approach still have the
closest number of nonzero variables to the ground truth. Though the true positive rate
is lower than that of the Lasso or the GAMBoost, the latter two methods have too many
false positives. The Lasso or GAMBoost selects too many variables and should not be
considered as good variable selection methods. Moreover, the prediction error of the
two-step approach remain the best among all four methods.
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Table 3: Simulation results for the two-step approach compared with the Lasso, GAM-
SEL and GAMBoost in Example 5.3, with n = 100, p = 200, s = 3 and signal strength
reduced. NV, average number of the variables being selected; TPR, the true positive
rate; FPR, the false positive rate; and PE, prediction error (here is the misclassifica-
tion rate). Results are averaged over 100 repetitions. Enclosed in parentheses are the
corresponding standard errors.





































5.1.2 Other link functions
In this subsection, we study the performance of the two-step approach numerically on
the Poisson regression and Gamma regression. In the Poisson regression, we have
yi ∼ Poisson(θi), i = 1, ..., n, (29)
where θi = exp[α +
∑p
j=1 fj(xij)] and xij is the (i, j)− th element of the design matrix
X. In the Gamma regression, we have
yi ∼ Gamma(θi, φ), i = 1, ..., n, (30)
where θi = exp[α +
∑p
j=1 fj(xij)] and xij is the (i, j)− th element of the design matrix
X. The dispersion parameter φ is assumed to be known. Without loss of generality, we
take φ = 1.
Example 5.4. In this example, we keep the same set up as in example 5.1 to generate the
design matrix, and use the Poisson distribution/Gamma distribution above to generate
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response variables. All other parameters are kept the same as in example 5.1, but the
signal strength is set to 1/4 of the original signal strength, and we set n = 100, p = 200
and s = 3. We compare the two-step approach with generalized linear models (GLM)
and the GAMBoost. Note that the GAMSEL only supports Gaussian and Binomial
link, thus is not used as a comparison here. The GAMBoost only supports generalized
models with canonical link. The canonical link for Gamma regression suffers from the
risk that the mean might fall outside of its range, thus the canonical link is not useful
in practice. Therefore, we only use GAMBoost in Poisson regression as a comparison.
Our algorithm works for both Gamma regression and Poisson regression, and to the
best of our knowledge, is the only publicly available algorithm that supports both in the
high-dimensional settings. The GLMs are run with the scikit-learn package in python.
The results are provided in Table 4. We see the two-step approach works significantly
better than the linear model, and than the GAMBoost in the Poisson regression case,
except for the true positive rate. The GAMBoost has a perfect true positive rate, which
is slightly better than that of our two-step approach. However, the same issue as before
is that it selected too many variables and make the false positive rate much higher than
tolerable. Moreover, the prediction performance on the two-step approach is also in the
first place in both the cases.
5.2 Real data examples
In this section, we provide three real data examples to illustrate our procedure. In the
first example, we consider the case n > p in the classification set up, in the second
example, we consider the high-dimensional set up n < p in the classification set up, and
in the third example, we consider a Gamma regression model.
Example 5.5. In this example, we use the data set in Example 1 of Friedman et al.
(2001), the spam data as an example of the case n > p. The data set is available
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Table 4: Simulation results for the two-step approach compared with the Lasso, GAM-
SEL and GAMBoost in Example 5.4 for Poisson regression and Gamma regression with
n = 100, p = 200 and s = 3. NV, average number of the variables being selected;
TPR, the true positive rate; FPR, the false positive rate; and PE, prediction error (here
is the misclassification rate). Results are averaged over 100 repetitions. Enclosed in
parentheses are the corresponding standard errors. The GAMBoost method does not
support Gamma regression with non-canonical link function, while the canonical link
falls outside of range, therefore it does not support Gamma regression.
Poisson Regression Gamma Regression












































NA NA NA NA
at https://web.stanford.edu/ hastie/ElemStatLearn/data.html. This data set has been
studied in many different contexts with the objective being to predict whether an email
is a spam or not based on a few features of the emails. There are n = 4601 observa-
tions, among which 1813 (39.4%) are spams. There are p = 57 predictors, including
48 continuous real [0, 100] attributes of the relative frequency of 48 ‘spam’ words out
of the total number of words in the email, 6 continuous real [0, 100] attributes of the
relative frequency of 6 ‘spam’ characters out of the total number of characters in the
email, 1 continuous real attribute of average length of uninterrupted sequences of capi-
tal letters, 1 continuous integer attribute of length of longest uninterrupted sequence of
capital letters, and 1 continuous integer attribute of total number of capital letters in
the e-mail. The data was first log transformed, since most of the predictors have long-
tailed distribution, as mentioned in Friedman et al. (2001). They were then centered
and standardised.
The data was split into a training data set with 3067 observations and a testing
data set with 1534 observations. We choose order l = 4 which implies a cubis B-spline.
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We choose mn = 15, which implies there are 11 inner knots, evenly placed over the
empirical percentiles of the data. We compare the result with the logistic regression
with Lasso penalty, the support vector machine (SVM) with Lasso penalty, and the
sparse group lasso neural network (SGLNN, Feng and Simon (2017), see also Yang and
Maiti (2020)). The Lasso and SMV are implemented with the skikit-learn module in
python, and the SGLNN is implemented with the algorithm in the paper in python. By
changing the tuning parameter or stopping criterion, we get estimations with different
sparsity levels. All results are averaged over 50 repetitions. The classification error
with different level of sparsity is shown in Figure 1 on page 34. The two-step approach
and the neural network perform better than the linear models, which indicates a non-
linear relationship. The two-step approach has maximum accuracy 0.944, while that
for the neural network is 0.946. The neural network performs a little better than the
two-step approach due to its ability to model the interactions among predictors, but this
difference is not significant. However, neural network has no interpretation and takes
longer to train. All four methods have performance increase as more predictors are
included, which indicates that all predictors contributes to some effect to the prediction.
However, we are able to reach more than 0.9 accuracy with only 15 predictors included.
With the GIC criterion, the two-step approach selects 14.6 ± 1.52 predictors, with an
average accuracy of 0.914 ± 0.015. The most frequently selected functions are shown
in Figure 2 on page 35, which also shows that these functions are truly non-linear.
The plots are of the original functions, i.e., before the logarithm transformation. The
estimated functions are close to the results in Friedman et al. (2001), Chapter 9, with
slight scale difference due to different penalization. The results show that the additive
model by the adaptive group lasso is more suitable for this data than linear models.
Example 5.6. For high-dimensional classification example, we use the prostate cancer
gene expression data described in http://featureselection.asu.edu/datasets.php. The
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Figure 1: The classification accuracy against the number of nonzero variables measured
on a testing set for Example 5.5 over 50 repetitions. The two-step approach, the logistic
regression with Lasso, the l1 norm penalized SVM and the sparse group lasso neural
network are included in comparison.
data set has a binary response. 102 observations were studied on 5966 predictor variables,
which indicates that the data set is really a high dimensional data set. The responses
have values 1 (50 sample points) and 2 (52 sample points), where 1 indicates normal
and 2 indicates tumor . All predictors are continuous predictors, with positive values.
To see the performance of our procedure, we ran 100 replications. In each replication,
we randomly choose 76 of the observations as training data set and the rest 26 obser-
vations as testing data set. We choose order l = 4 which implies a cubis B-spline. We
choose mn = 9, which implies there are 5 inner knots, evenly placed over the empirical
percentiles of the data. Similar to the last example, we compare the result with the
logistic regression with Lasso penalty, the SVM with Lasso penalty, and SGLNN. The
classification error with different level of sparsity is shown in Figure 3 on page 36. From
the figure we see that compared with linear methods such as the logistic regression or
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Figure 2: The estimated functions for the most frequently selected functions for Example
5.5.
support vector machine, the non-parametric approaches converges faster. The two-step
approach reaches a testing accuracy of 0.945 when around 15 variables are included in
the model, while the linear methods need over 30 variables to reach competitive results.
Compared with neural network, the two-step approach is easier to implement with sta-
bilized performances. A drawback of the non-parametric methods is to easily overfit for
small sample, and that’s the reason the performance drops as too many variables entered
the into the model. With the GIC criterion, the two-step approach selects 3.25 ± 1.67
predictors, with an average accuracy of 0.914± 0.016. To show the non-linear relation-
ship, figure 4 on page 37 shows the estimated functions for the 6 most frequently selected
variables.
Example 5.7. In this example, we investigate the performance of the two-step approach
on Gamma regression. The data set is from National Oceanic and Atmospheric Admin-
istration (NOAA). We use the storm data, which includes the occurrence of storms in
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Figure 3: The classification accuracy against the number of nonzero variables measured
on a testing set for Example 5.6 over 500 repetitions. The two-step approach, the
logistic regression with Lasso, the l1 norm penalized SVM and the sparse group lasso
neural network are included in comparison.
the United States with the time, location, property damage, a narrative description and
etc. Here we only take the data in Michigan from 2010 to 2018 and keep the narrative
description as our predictor variable and the property damage as our response variable.
The description is in text, therefore we applied wording embedding algorithm Word2vec
(Mikolov et al., 2013) to transform each description into a numeric representation vector
of length p = 701, similar word embedding preprocessing can be found in Lee et al.
(2020). The response variable property damage has a long tail distribution, thus we
use a Gamma regression here. After removing outliers, the data set contains 3085 ob-
servations. In order to study the high-dimensional case, we randomly sample 10% of
the observations as our training data (n = 309) and the rest are used for validation.
Moreover, the response is normalized with the location and scale parameters of gamma
distribution.
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Figure 4: The estimated functions for the most frequently selected functions ordered by
descending in frequency for Example 5.6.
To see the performance of our procedure, we ran 50 replications. We choose order
l = 4 which implies a cubis B-spline. We choose mn = 9, which implies there are
5 inner knots, evenly placed over the empirical percentiles of the data. Since there’s
limited libraries available for variable selection under high-dimensional gamma model,
we compare the two-step approach with the linear regression with Lasso on a logarithm
transformation on the response variable. The prediction error with different level of
sparsity is shown in Figure 5 on page 38. With the GIC criterion, the two-step approach
selects 34.45± 3.52 predictors, with an average MSE of 0.004334± 0.000115. However,
from the plot we see that the linear model was not able to reach this accuracy through the
whole solution path, with the best accuracy of 0.004337 at around 80 nonzero variables.
This example also shows the superior of the non-parametric model over linear models.
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Figure 5: The testing MSE against the number of nonzero variables measured on a
testing set for Example 5.7 over 50 repetitions. The two-step approach and logarithm
transformation with the Lasso are included in comparison.
6 Discussion
In this paper, we considered ultra high-dimensional (log pn = O(n
ρ)) generalised additive
model with a diverging number of nonzero functions (sn → 0 as n → ∞). After using
basis expansion on the nonparametric functions, we used two step procedures—group
lasso and adaptive group lasso to select the true model. We have proved the screening
consistency of the group lasso estimator and the selection consistency of the adaptive
group lasso estimator. The rates of convergence of both estimators were also derived,
which proved that the adaptive group lasso does have an improvement on the estimator.
The whole paper provides a solid foundation for the existing methods. Finally we proved
that under this nonparametric set up, the generalised information criterion (GIC) is a
good way to select the tuning parameter that consistently selects the true model.
In this paper, we used a fixed design on the data matrix X. A random design on X
could be considered, i.e., X has a continuous distribution function fX(X) on its interval
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[a, b], however, extra assumptions such as the boundedness of the density function are
needed to reach the same result. Also we proved the selection consistency of the GIC
procedure on the adaptive group lasso estimator, conditioning that the initial estimator
satisfies (14), which is possessed by the group lasso procedure with probability tending
to 1. However, the theory of screening consistency for the group lasso estimator is still
to be established. This is a challenging problem, since there doesn’t have to exist a
tuning parameter that gives selection consistency in the group lasso procedure, but this
is an interesting problem that deserves further investigation. We also discussed the
subset selection and subset selection with shrinkage under our set up. The theoretical
investigation suggests the other penalty functions may not have clear advantages over
the proposed procedure.
Moreover, the heteroskedastic error case is also attracting in high-dimensional GAM.
The square root Lasso (Belloni et al., 2011) has been proved to overcome this issue,
however, it hasn’t been extended to the non-parametric set up. It could be interesting
to apply square root Lasso on the GAM to incorporate this case. This is a demanding
topic that deserves further investigation as well.
References
Amato, U., Antoniadis, A., and De Feis, I. (2016). Additive model selection. Statistical
Methods & Applications, 25(4):519–564.
Bakin, S. (1999). Adaptive regression and model selection in data mining problems. PhD
thesis, School of Mathematical Sciences, Australian National University.
Barzilai, J. and Borwein, J. M. (1988). Two-point step size gradient methods. IMA
journal of numerical analysis, 8(1):141–148.
40
Belloni, A. and Chernozhukov, V. (2013). Least squares after model selection in
high-dimensional sparse models. bernoulli 19 521–547. Mathematical Reviews (Math-
SciNet): MR3037163 Digital Object Identifier: doi, 10.
Belloni, A., Chernozhukov, V., and Wang, L. (2011). Square-root lasso: pivotal recovery
of sparse signals via conic programming. Biometrika, 98(4):791–806.
Bickel, P. J., Ritov, Y., and Tsybakov, A. B. (2009). Simultaneous analysis of lasso and
dantzig selector. The Annals of Statistics, pages 1705–1732.
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Meier, L., Van De Geer, S., and Bühlmann, P. (2008). The group lasso for logistic
regression. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
70(1):53–71.
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Appendix A Derivation of assumption 2
Though assumption 2 is imposed on the fixed design matrix, however, it holds if the
design matrix X is drawn from a continuous density and the density gj of Xj is bounded
away from 0 and infinity by b and B, respectively, on the interval [a, b]. Let δA be
the sub-vector of δ which include all nonzero entries. Without loss of generality, let
δA = {δ1, ..., δk}, where δk ∈ Rmn and k = O(sn). Let ΦA be the corresponding
sub-matrix of Φ.
By lemma 3 in Stone (1985), if the design matrix X is drawn from a continuous
density and the density gj of Xj is bounded away from 0 and infinity by b and B,
respectively, on the interval [a, b], and cardB(δ) = O(sn), we have
‖Φ1δ1 + ...+ Φkδk‖2 ≥ γk−12 (‖Φ1δ1‖2 + ...+ ‖Φkδk‖2)
for some positive constant γ2 such that δ0 < 1 − 2γ22 < 1, where δ0 = ((1 − bB−1)/2).
Together with the triangle inequality, we have
γk−12 (‖Φ1δ1‖2 + ...+ ‖Φkδk‖2) ≤ ‖ΦAδA‖2 ≤ ‖Φ1δ1‖2 + ...+ ‖Φkδk‖2
By simple algebra, we have
γ2k−22 (‖Φ1δ1‖22 + ...+ ‖Φkδk‖22) ≤ ‖ΦAδA‖22 ≤ 2(‖Φ1δ1‖22 + ...+ ‖Φkδk‖22)
For any j = 1, ..., k, by lemma 6.2 in Zhou et al. (1998), we have
c1m
−1
n ≤ λmin(n−1ΦTj Φj) ≤ λmax(n−1ΦTj Φj) ≤ c2m−1n
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Let γ0 = γ
−2










































Appendix B Proofs and lemma and theorems
The following lemmas are needed in proving theorems.
Lemma B.1. For any sequence rn > 0, under assumption 1 and 3, we have for bounded



















































It’s easy to verify that Eγ(yi) = 0 for i = 1, ..., n and |γ(yi)| = |φij(yi − µyi)/n| ≤ cdi




i ≤ c2Φ/n for i = 1, ..., n. Apply
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= 1− 2 exp(−tn)
Lemma B.2. In the unbounded response case, under assumptions 1 and 3, let Tn =












→ 0 as n→ 0 (34)
Proof. By the maximal inequality for sub-Gaussian random variables, for example, see
Lemmas 2.2.1 and 2.2.2 in van der Vaart and Wellner (1996) and application see lemma






Then by assumption 1, we have
ETn = O(1)n
−1/2√pnmn















→ 0 as n→∞ (35)
Remark B.1. From the two lemmas we see that the difference between the bounded
response case and the unbounded response case is the upper bound for the maximum of





with any diverging sequence tn. If we take tn = O(log(pnmn)), we have for a different
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with probability converging to 1. For the unbounded response case, with probability






This difference is reflected on the choice of the tuning parameter λ.
Proof of theorem 3.1
Proof. First observe that due to the spline approximation, an error is bought into the
model. Let θ =
∑pn
j=1 fj and θ
∗ =
∑pn
j=1 fnj. By the proof of theorem 1 in Huang et al.
(2010), we have
‖fj − fnj‖∞ = O(m−dn )
Therefore, we have
|θ − θ∗| ≤ ‖
pn∑
j=1
(fj − fnj)‖∞ ≤
sn∑
j=1
‖fj − fnj‖∞ = O(snm−dn )
Use Taylor expansion on b′(θ) around θ∗, we have
b′(θ)− b′(θ∗) = b′′(θ∗∗)(θ − θ∗)
where θ∗∗ lies between θ and θ∗. By assumption 3, we have
|µyi − µ∗yi | = |b
′(θ)− b′(θ∗)| ≤ c−11 |θ − θ∗| = O(snm−dn ), i = 1, ..., n (36)
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where µ∗yi is the mean of the i
th observation evaluated at the spline approximated func-
tions. Therefore, we have
‖µy − µ∗y‖∞ = O(snm−dn )
As a direct result, we have
1
n
‖µy − µ∗y‖22 = O(s2nm−2dn ) (37)
We start with part (i). The proof of this part is similar to the proof of part (i) of
theorem 1 in Huang et al. (2010). But because of the non-identity link function, here we
have to make some changes. By KKT conditions, a necessary and sufficient condition









, ∀ k s.t. ‖β̂k‖2 > 0
1
n
ΦTk (y − µ̂
∗
y) ∈ [−λn1, λn1], ∀ k s.t. ‖β̂k‖2 = 0
(38)
where µ̂∗y is the mean of response approximated by splines and evaluated at the solution
β̂ and the second belonging relationship is element-wise. Let
sk =




Then we have 
‖sk‖2 = 1, ∀ k s.t. ‖β̂k‖2 > 0
‖sk‖2 ≤ 1, ∀ k s.t. ‖β̂k‖2 = 0
(39)
We consider the following subsets of {1, ..., p}. Let A1 be such that
{













∪ {1, ..., sn} (40)
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Let A2 = {1, ..., p}\A1, A3 = A1\T , A4 = A1 ∩ T c, A5 = A2\T c and A6 = A2 ∩ T c.
Therefore, the relationships are
j ∈ T j ∈ T c
A1: selected j and some j ∈ T A3 A4





) = SA1 (41)
where SA1 = (S
T
K1
, ..., STKq1 )
T , SKi = nλn1ski and µ̂
∗
A1
= b′(ΦA1β̂A1). Also from the
inequality in KKT, we have
− CA2 ≤ ΦTA2(y − µ̂
∗
A1
) ≤ CA2 (42)
where CA2 = (C
T
K1
, ..., CTkq2 )
T and CKi = nλn11{‖β̂Ki‖2=0}
· emn×1, where all the elements




∗ − µ̂∗A1) = SA1











where Σ1 = Σ(θ1), θ1 lies on the line segment joining Φβ and ΦA1β̂A1 , and Σ(θ) =
diag(b′′(θ1), ..., b
′′(θn)) is the diagonal variance matrix evaluated at θ. From (42), we
have












Σ11(βA1 − β̂A1) + Σ12βA2 = SA1
and




With our choice of λn1, the constants are sufficient large, by lemma 1 in Wei and Huang
(2010), the eigenvalues of Σ11 are bounded from below. Thus without loss of generality,
we assume Σ11 is invertible. Then we have
Σ−111 SA1
n






























1 (I − P 1)Σ
1/2
1 ΦAkβAk , k = 2, ..., 6
where







and QAjk is the matrix representing the selection of variables in Ak from Aj.




















≥ c1nλ2n1(q1 − sn)
That is




Then, we need to find a bound for ‖V14‖22 and q1 ≤ (q1 − sn)+ + sn will be bounded.
Using (43) and consider






















∗ + STA4(βA4 − β̂A4)



























































≤ c−11 βTA2(CA2 − Φ
T
A2















CA2 − c−11 βTA2Σ21Σ
−1

















































SA4/n‖22 + 2c−21 ‖w2‖22
=2‖V14‖22 + 2c−21 ‖w2‖22
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Observe c1 < c
−1
1 implies c1 < 1, then
‖V14‖22 + c1‖w2‖22 + V T14V13 ≤(2c−21 ‖V14‖22 + 2c−21 ‖w2‖22)1/2|uTε∗|
+
√
n‖V13‖2‖Σ−1/211 Σ12βA2‖2 + λn1‖βA5‖1 (46)















By (46), we have
‖V14‖22 + c1‖w2‖22



































later we will show that this event holds with probability tending to 1. On the event E ,
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c−11 (2‖V14‖22 + 2‖w2‖22)1/2|uTε∗| ≤ c−31 |uTε∗|2 +
c31
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11 Σ12βA2‖2 + λn1‖βA5‖1
i.e.






11 Σ12βA2‖2) + λn1‖βA5‖1
Consider the set A1 that contains all βk 6= 0. We have q1 ≥ sn and
{












or k /∈ T c
}
(48)
Then we have A5 = ∅, N(A3) = sn ≤ q1 and βA2 = 0. Then we have




n1sn‖V14‖2 = B21 + 4B2‖V14‖2
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Use the truth that x2 ≤ c+ 2bx implies x2 ≤ 2c+ 4b2, we have
‖V14‖22 ≤ 2B21 + 16B22
Then we have from (45) that















(q1 − sn)+ + sn ≤ (c5 + 1)sn (49)
We note that the constant c5 only depends on c1 and (48) simply requires larger A1,
(49) holds for all A1 satisfying (40). Note that (49) holds if
q1 ≤ N(A1 ∪ A5) ≤
n
mn






































for |A| = q1 = m ≥ 0, S̄A = (S̄TA1 , ..., S̄
T
Am
)T where S̄Ak = λn1UAk , ‖UAk‖2 = 1 and
ΣA is the variance matrix evaluated at some θ corresponding to the remainder of the
















∣∣∣∣∣ε∗T QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣ (52)
Define
Ω∗m0 = {(U, ε
∗) : x∗m ≤ C
√
(|A| ∨ 1)mn log(pnmn), ∀m = |A| ≥ m0}
and
Ωm0 = {(U, ε) : x∗∗m ≤ C
√
(|A| ∨ 1)mn log(pnmn),∀m = |A| ≥ m0}




∣∣∣∣∣εT QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣
By triangle inequality and Cauchy-Schwarz inequality, we have
∣∣∣∣∣ε∗T QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣
≤
∣∣∣∣∣εT QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣+ ‖θn‖2
≤
∣∣∣∣∣εT QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣+ Cn1/2snm−dn
≤
∣∣∣∣∣εT QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2
∣∣∣∣∣+ C√(|A| ∨ 1)mn log(pnmn)
Then we have
(U, ε) ∈ Ωm0 ⇒ (U, ε∗) ∈ Ω∗m0 ⇒ |u
Tε∗|2 ≤ |x∗m|2 ≤
(|A1| ∨mn)c21nλ2n1
4mn
for q1 ≥ m0 ≥ 0
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Since εi’s are sub-Gaussian random variables by assumption 2, we have
























(∣∣∣∣∣εT QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖QAUA −Σ−1/2A (I − PA)Σ1/2A Φβ‖2



































− 2→ 0 as n→∞
Therefore, the proof of part (i) is complete.
Then we prove part (ii). Consider the bounded response case. For a sequence Nn
such that ‖β̂ − β0‖2 ≤ Nn, define t = Nn/(Nn + ‖β̂ − β0‖2), then consider the convex
combination β∗ = tβ̂ + (1− t)β0. We have β∗ − β0 = t(β̂ − β0), which implies
‖β∗ − β0‖2 = t‖β̂ − β0‖2 =
Nn‖β̂ − β0‖2
Nn + ‖β̂ − β0‖2
≤ Nn (53)








































(β∗ − β0)TΦTΣ(β∗∗)Φ(β∗ − β0) (54)
where β∗∗ lines on the line joining β∗ and β0, and
Σ(β∗∗) = diag
(
b′′(α + β∗∗TΦ1), ...b
′′(α + β∗∗TΦn)
)
is the variance matrix of response when the coefficients take value on β∗∗. On the other
hand, by convexity of the log likelihood function,
ln(β
∗) = ln(tβ̂ + (1− t)β0) ≥ tln(β̂) + (1− t)ln(β0)






‖tβ̂j + (1− t)β0j‖2 ≤
pn∑
j=1
(t‖β̂j‖2 + (1− t)‖β0j‖2)



































and move one term to the left hand side, we have
1
2n

















































































∗ − β0)TΦTΣ(β∗∗)Φ(β∗ − β0)
4n
+ c1dn (57)




n ), the first inequality follows from Cauchy-Schwarz inequality, the
second inequality follows from the identity uv ≤ u2/4 + v2, and the third inequality
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follow from assumption 3 and (37). Then joining (56) and (57), we have
















































where the inequality is by the identity aT b ≤ ‖a‖22/8 + 2‖b‖22. Joining (61) and (59), we
have



















































‖ΦT (y − µy)‖22
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∥∥∥β∗{T∪T̂} − β0{T∪T̂}∥∥∥22 + 4λ2n1snγ0c1γ2sn2 m−1n (63)
where the first two inequalities are by norm inequality, and the third inequality is by























For some Nn such that
‖β∗ − β0‖2 ≤ Nn/2
By definition of β∗, we have
‖β∗ − β0‖2 =
Nn
Nn + ‖β̂ − β0‖2
‖β̂ − β0‖2 ≤
Nn
2
The inequality above implies
‖β̂ − β0‖2 ≤ Nn
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Therefore,










































where the convergence rate is by lemma B.2. Then with the choice of λn1 for this case,
we have



















Part (iii) is a direct result of part (ii). By assumption 4, we have ‖fj‖2 ≥ cf,n > 0, and
we have




for large n. By the properties of spline in De Boor (2001), see for example Stone (1986)
and Huang et al. (2010), there exist positive constants c1 and c2 such that
c1m
−1
n ‖β0j‖22 ≤ ‖fnj‖2 ≤ c2m−1n ‖β0j‖2
Then we have ‖β0j‖22 ≥ c−12 mn‖fnj‖22 ≥ 0.25c−12 mnc2f,n. Suppose there is a j ∈ T such
that ‖β̂j‖2 = 0, then we have
‖β0j‖2 ≥ 0.25c−12 mnc2f,n
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which is a contradiction to the result in (ii) and the theorem assumption. Therefore,
part (iii) follows.
Proof of theorem 3.2
Proof. We start with part (i). To prove part (i), it’s equivalent to prove that the selection
is done as it is performed right on the active set, and none of the nonzero components
are dropped with probability tending to 1. Let
β̂NZ = arg min
β∈Rpnmn :βTc=0
La(β;λn2)
be the adaptive group lasso estimator restricted to the true nonzero components. First
we show that with probability converging to 1, β̂NZ is the solution to minimizing (17),
i.e., with probability converging to 1, the minimiser of (17) is β̂NZ . Note that the
adaptive group lasso is a convex optimization problem with affine constraints, therefore
the KKT conditions are necessary and sufficient. The KKT conditions for a vector




ΦTj (y − µ∗) = λn2wnj
βj
‖βj‖2
, if ‖βj‖2 > 0
‖ 1
n
ΦTj (y − µ∗)‖2 ≤ λn2wnj, if ‖βj‖2 = 0
(66)







Note that for any j ∈ T , we have the KKT conditions for β̂NZ that
1
n





, if ‖βj‖2 > 0, j ∈ T
‖ 1
n
ΦTj (y − µ̂
∗
NZ)‖2 ≤ λn2wnj, if ‖βj‖2 = 0, j ∈ T
(67)
which are the equality condition in (66) and part of the inequality condition in (66).





ΦTj (y − µ̂
∗
NZ)‖2 ≤ λn2wnj, ∀ j /∈ T
)
→ 1 (68)





ΦTj (y − µ̂
∗
NZ)‖2 > λn2wnj, ∃ j /∈ T
)
→ 0 (69)
Use Taylor expansion on 1
n










Φj(y − µy) +
1
n
ΦTj (µy − b′(Φβ0)) +
1
n
ΦTj ΣΦ(β̂NZ − β0)
where Σ is the variance matrix evaluated at some β∗ located on the line segment joining





ΦTj (y − µ̂
∗






Φj(y − µy)‖2 >
λn2wnj
3






ΦTj (µy − b′(Φβ0))‖2 >
λn2wnj
3






ΦTj ΣΦ(β̂NZ − β0)‖2 >
λn2wnj
3
, ∃ j /∈ T
)
≡P1 + P2 + P3
Now let’s consider P1. By assumption 3, the errors yi − µyi ’s are sub-Gaussian. For
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ΦTj (y − µ̂
∗






ΦTj (y − µ̂
∗

































→ 0 as n→∞












for some constant c6. Observe that by assumption 5, we have wnj = OP (rn) ≤ Crn for





ΦTj (y − µ̂
∗






ΦTj (y − µ̂
∗































+ o(1)→ 0 as n→∞
Then we consider P2. We have shown that
1
n





‖µy − µ∗y‖2 = O(snm−dn )
Then by assumption 1,
max
j /∈T










By assumption 6, we have P2 → 0 as n→∞. Next, we look at P3. By the definition of
β̂NZ , we have by norm inequality
1
n
ΦTj ΣΦ(β̂NZ − β0) =
1
n
ΦTj ΣΦT (β̂NZT − β0T )
The MLE on the true nonzero set has a rate of convergence
√
snmn/n. The penalised
solution has been proved to be close to the MLE asymptotically (Zhang and Huang
(2008); Fan and Li (2001); Lv and Fan (2009)). Knowing the true nonzero set, the rate
of convergence of β̂NZ is
√
snmn/n. Then we have
P3 =P






, ∃ j /∈ T
)
≤P
(∥∥∥∥ 1nΦTj ΣΦT (β̂NZT − β0T )
∥∥∥∥
2


























for any diverging sequence an, where the first probability in the last step goes to 0 by
assumption 1 that the left hand side is of order m
−1/2
n and assumption 6. The second
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probability goes to 0 by the rate of convergence of β̂NZT .
Therefore, we have that β̂NZ is our adaptive group lasso solution with probability
converging to 1. The components selected by adaptive group lasso is asymptotically at
most those which are actually nonzero. Then we want to prove that the true nonzero






‖β0j‖2 − ‖β̂NZj − β0j‖2
≥ c−1/22 m1/2n cf,n − oP (1)
> 0
Therefore, none of the true nonzero components are estimated as zero. Combining
the two results above, we have that with probability converging to 1, the components







→ 1 as n→∞
Part (i) is proved. Then we look at part (ii), where based on the result in part (i),
we only consider the high probability event that the selection of the adaptive group
lasso estimator is perfect. Similar to part (ii) of theorem 3.1, we consider a convex
combination of β0 and β̂AGL
β∗ = tβ̂AGL + (1− t)β0
73
where t = Nn/(Nn + ‖β̂AGL − β0‖2) for some sequence Nn. Similar to (56), we have
1
2n
(β∗T − β0T )TΦTTΣΦT (β∗T − β0T ) ≤
(β∗T − β0T )TΦTT (y − µy)
n
+







Then by the fact that |aT b| ≤ ‖a‖22 + ‖b‖22/4, we have
1
2n
(β∗T − β0T )TΦTTΣΦT (β∗T − β0T )
≤
















(β∗T−β0T )TΦTTΣΦT (β∗T−β0T ) ≤















‖β∗ − β0‖22 ≤
























‖β∗T − β0T‖22 ≤































‖ΦTT (y − µy)‖22 +O(s2nm−2dn ) +O(λ2n2sn)
























Combine the last two results, we have with probability converging to 1,





































































for any diverging sequence an. Part (ii) is proved.
Proof of theorem 4.1
Proof. The idea of the proof is similar to the proofs in Fan and Tang (2013), but due
to the group penalization structure, some changes have to be made. First, the GIC
criterion has the solution of adaptive group lasso, which is not easy to study. So we

























{D(µ̂∗A;Y ) + an|A|} (73)
where µ̂∗A = b
′(Φβ̂
∗
(A)). The first result is that the proxy GIC∗an(T ) well approximates
GICan(λ0). To prove this, observe by the definition of β̂0 = β̂
∗




ln(β̂0) = 0 (74)
Use Taylor expansion and by assumptions 1 and 2, we have




















where β∗ lies on the line segment joining β̂(λn0) and β̂0. Then we need to bound∥∥∥β̂(λn0)− β̂0∥∥∥2
2
. By the definition of β̂(λn0), we have
ΦTT
(
y − b′(ΦT β̂T (λn0))
)
+ nλn0νT = 0 (76)
where the elements of νT are wnjβ̂j(λn0)/‖β̂j(λn0)‖2 for j ∈ T . On the other hand, by
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the definition of β̂0, we have
ΦTT
(






b′(ΦT β̂0T )− b′(ΦT β̂T (λn0))
)
+ nλn0νT = 0 (78)







where β∗∗ lies on the line segment joining β̂T (λn0) and β̂0T . Taking 2 norm and together
with assumptions 1 and 2 and the results in theorem 3.1, we have
∥∥∥β̂T (λn0)− β̂0T∥∥∥
2
≤ Cλn0‖wT‖2 ≤ Cλn0
√
sn‖wT‖∞ (80)
where wT = (wnj, j ∈ T )′. Then we have
‖β̂(λn0)− β̂0‖2 = O(λn0
√
sn) (81)
Choose an to be any diverging sequence, then we have
‖β̂(λn0)− β̂0‖2 = o(λn0
√
snan) (82)
Then by (75), we have




As a direct result,
GICan(λ)−GICan(λn0) ≥ (GIC∗an(αλ)−GIC
∗





an(T )) + op(λn0
√
snan) (84)
The using this proxy, next we prove that the proxy GIC∗ is able to detect the distance
between a selected model and the true model. Since the GIC∗ depends only on the
MLE and has nothing to do with the penalization, this is the same as the generalised
linear model, but with the spline line approximation error being considered.
Due to the estimation problem, we are only interested in the models A such that
|A| ≤ K where Kmn = o(n). As the proof in Fan and Tang (2013), we consider the
underfitted model and overfitted model (defined in their paper). Briefly, the underfitted
models are A such that A 6⊃ T and the overfitted models are A such that A ) T . Also in
the result of theorem 3.1, the model size |A| = O(sn) = o(n) and thus the KL divergence
has a unique minimiser for every such model A, as discussed in Fan and Tang (2013).
Lemma B.3 implies that for all underfitted models
GIC∗An(A)−GIC
∗
an(T ) = 2|A|I(β
∗(A)) + (|A| − |T |)ann−1 + |A|OP (Rn)




−1R−1n → ∞ and an = o(δns−1n n). This result states that there is a negligible
increment on the GIC∗ if one of the nonzero component is missed, when the parameters




|A| − |T |
n




if anψn → ∞. This result states that there is a negligible increment on the GIC∗ if
one of the zero component is selected along with the true model, when the parameters




















Combine this result with (84) and theorem assumptions, we have
P{ inf
λ∈Ω−∪Ω+
GICan(λ) > GICan(λn0)} → 1








0;Y )− 2I(β∗(A))| = OP (Rn)
where either a) the responses are bounded or Gaussian distributed, Rn =
√
γnmn log(pn)/n,







n log(pn)/n and log(p) = o(min{n(log n)−1K−2m−1n γ−1n , nM−2n }).
Proof. lemma B.3 is a direct result from lemma B.7 and lemma B.8.
Lemma B.4. Under assumption 1, 2 and 3, and suppose log p = O(nκ) for some 0 <
κ < 1, as n→∞, we have
1
|A| − |T |
(D(µ̂∗A;Y )−D(µ̂
∗
0;Y )) = OP (ψn)
uniformly for all A ) T with |A| < K and either a) ψn = mn
√
γn log(pn) when the
responses are bounded, K = O(min{n(1−2κ)/6, n(1−3κ)/8}) and κ ≤ 1/2; or b) ψn =
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mnγn log(pn) when the responses are Gaussian bounded; or when the response are un-
bounded and non-Gaussian distributed, and the last three terms in lemma B.10 are dom-
inated by mnγn log pn.
Proof. lemma B.4 is a direct result from lemma B.9 and B.10.
Lemma B.5. Under assumptions 2-3, let γn be a slowly diverging sequence, if γnLn
√
Kmn logPn/n→
0 as n →∞, where Ln = O(1) for the bounded case and Ln = O(Mn +
√
log n) for the


































Ωn = {‖ε‖∞ ≤ L̃n}
If we take L̃n = C
√

























|E [ln(β)− ln(β∗(A))]− E [ln(β)− ln(β∗(A))|Ωn]|


















≤ CL̃n exp(−CL̃n)‖β − β∗(A)‖2
where the first inequality is Cauchy-Schwartz inequality, and the second inequality is





RA(β) = CL̃n exp(−CL̃n)N
Taking L̃n = C
√
log n, N = γnLn
√






RA(β) = o(log(pnmn)/n) (86)
Then let’s consider Z̃A(N). For any β1,β2 ∈ BA(N), by the mean value theorem, we
have b(ΦTi β1)−B(ΦTi β2) = b′(ΦTi β̃)ΦTi (β1−β2), where β̃ lies on the line segment joining
β1 and β2. We have the likelihood function
| − yiΦTi β1 + b(ΦTi β1)− (−yiΦTi β2 + b(ΦTi β2))|
=|(−yi + b′(ΦTi β̃))|ΦTi β1 − ΦTi β2|
≤(L̃n + 2Mn)|ΦTi (β1 − β2)|
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to be Lipschitz continuous. Let w1, ..., wn be a Rademacher sequence independent of
ε. By the symmetrization theorem and the concentration inequality, see chapter 14 of










































where the second last inequality is by Cauchy-Schwartz inequality, and the last inequality







i (β(A)− β0))2 ≤ CL2nN2














Take t = 4LnNu
√
|A|mn/n with u > 0, N = Ln
√

























































= o(1) + P(Ωc)→ 0














Proof. Define the convex combination of β̂
∗
(A) and β∗(A) to be the same way as we












By the definition of β̂
∗
(A) and the concavity of the likelihood function, we have
ln(β̂u(A))− ln(β∗(A)) ≥ 0
83
By the definition of β∗(A), we have
E[ln(β
∗(A)− ln(β̂u(A)] ≥ 0
Combine the two inequalities above, we have
0 ≤ E[ln(β∗(A)−ln(β̂u(A)] ≤ ln(β̂u(A))−ln(β∗(A))−E[ln(β̂u(A)−ln(β∗(A)] ≤ nZA(N)
(87)
On the other hand, for any βA ∈ BA(N), we have





TΦ[βA − β∗(A)]− 1T [b(ΦβA)− b(Φβ∗(A))]




fj)− b′(Φβ∗(A))] = 0
use Taylor expansion, we have
E[ln(βA)− ln(β∗(A))] = b′(Φβ∗(A))TΦ[βA − β∗(A)]− 1T [b(ΦβA)− b(Φβ∗(A))]
= −1
2
(βA − β∗(A))TΦTAΣ̃ΦA(βA − β∗(A))
≤ Cn‖βA − β∗(A)‖22
where the last inequality is by assumptions 1 and 2. Then we have
‖βA − β∗(A)‖22 ≤ CZA(N)
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Take N = γnLn
√












Then lemma B.6 follows.
































By lemma B.6, we have P(E) → 1. Using the same argument as in (87) in proving
lemma B.6, we have
0 ≤ ln(β̂
∗
(A))− ln(β∗(A)) ≤ ln(β̂u(A))− ln(β∗(A))−E[ln(β̂u(A)− ln(β∗(A)] ≤ nZA(N)
By lemma B.5, conditioning on E , we have
ln(β̂
∗








Then the lemma follow from P(A) ≤ P(A|E) + P(Ec).










where log pn = o(n) for bounded response and γnmnK
2 log pn = o(n) for unbounded
85
response.
Proof. By the definition, we have ln(β
∗(A))− E[ln(β∗(A))] = εTΦβ∗(A). For bounded
response, by Hoeffding’s inequality, we have














Take t = |A|
√
nγnmn log pn, we have
P(|εTΦβ∗(A)| ≥ |A|
√










































Then by Bernstein’s inequality, we have
P(|εTΦβ∗(A)| ≥
√










Taking t = |A|
√


















if K2γnmn log pn/n→ 0.




















and ξ = 1/2 for bounded response and ξ = 1 for unbounded response.
Proof. Let k = |A|− |T | and P A = BA−BT . It’s easy to verify that P A is a projection
matrix, thus we have tr(P ) = kmn,
∑n
i=1 Pii = kmn and
∑
i,j Pij = kmn. Let
ỹ = Σ
−1/2
0 (y − µ0)















PijỸiỸj ≡ I1(A) + I2(A)
Let ỹ∗i be independent copies of ỹi, then by the decoupling inequality, there exists a
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j | ≥ C−1t
)
For bounded response, apply Hoeffding’s inequality, we have















≤ (pe/k)k and use the same technique as























i(Pii − P 2ii) ≤ mnk, we have following the decoupling in-
equality that

































In the unbounded case, we apply the Bernstein’s inequality. In the same way as we did
88
in proving lemma B.8, we check the condition
E|PiiỸ 2i |m ≤ m!Cm−2
P 2ii
2
By Bernstein’s inequality, we have
P(I1(A) ≥ x2) ≤ 2 exp(−Cmnkx2)
Taking x =
√
γn log pn, we have
sup
|A|≤K
I1(A) = OP (γn log pn)
For I2(A), we have ∑
i 6=j
|Pij|mE[|ỹiỹ∗j |m] ≤ m!Cm−2
P 2ij
2
Then by Berstein’s inequality and taking x =
√
γn log pn, we have
P(|I2(A)| ≥ γn log pn)→ 0


























































(A)− β∗(A)) + Remainder
≡I1(A) + I2(A) + I3(A)
















(A)− β∗(A)) + ΦTAνA





(A) − β∗(A)))2/2 and β̃∗(A) lies on the line segment
joining β̂
∗


















0 (y − µy) +R1,A
90




0 ε. By Cauchy-Schwartz inequality, we have
|R1,A| ≤ ‖BAΣ−1/20 ε‖2‖Σ
−1/2
0 νA‖2
≤ (‖BTΣ−1/20 ε‖2 + ‖R̃1,A‖2)‖Σ
−1/2
0 νA‖2
where R̃1,A = (BA − B0)Σ−1/20 ε. Observe that Σ0 = E[εεT ] and tr(BTBT ) = mnsn,





















‖BTΣ−1/20 ε‖2 = OP (
√
mnsnγn) (88)
By lemma B.9, we have
(|A| − |T |)−1/2‖R̃1,A‖2 = OP (m1/2n (γn log pn)ξ) (89)
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Finally, we have





























Combining (88), (89) and (90), we have

















































































Finally, we have for I3(A) that











Combining the three results for I1(A), I2(A) and I3(A), we get the desired result.
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