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Abstract—We improve a displaying system for HMD which
displays a photographed image focused on user’s gazing
point. By showing an image focused on user’s gazing point,
we’ve displayed image which is more similar to the human
view. The refocused image is generated from a rendered
and trimmed panorama light field image. Our system is
realized by displaying a refocus image according to the depth
information of the gazing point obtained from the HMD
having the gaze tracking. By combining our system with the
depth estimation method, we generated a consistent depth
map between multiple light fields. This makes our system
possible to display a more correct image matching the gazing
point. We also experimented on whether we can augment
the depth perception of the user by displaying images which
focused on gazing point, and show that we can extend the
depth perception of the user like ordinary displays with gaze
detection.
1. はじめに
近年，Virtual Reality （VR, 仮想現実）はゲームや
教育の分野で使われるようになっている．VRは，コン
ピューター技術の一つで，コンピューター上で作成した
仮想環境にある，実際にはその場に存在しない景色や
音をスピーカーやディスプレイを通してユーザーに知
覚させることで，あたかもそのユーザーが仮想環境に
いるかのような感覚を提供する技術である．中でも広
い視野角を有し，人間の視覚に近い画像をユーザーに
提供できる Head Mounted Display （HMD）は，VRを
視覚的にユーザーに提示するために最も広く使用され
る方法であると言える．近年では，Oculus Riftや HTC
VIVEのような安価な HMDが登場したことにより，視
覚を用いた VRが急速に普及している．
人間が実世界を見る際，人間の目は注視点で鮮明な
画像を，注視点外ではぼやけた画像を認識する．撮影画
像からHMD向けの仮想空間を生成する場合，全方位画
像を撮影し，仮想空間内の球モデルの内側にテクスチャ
として貼り付けて全方位 VRを作成するのが一般であ
る． 仮想空間内に表示される画像はユーザーの注視点
にかかわらず，ある一定の深さに焦点が合った状態であ
る．そのため，表示される映像が人間の目の特性に合っ
ていない．
著者らは，パノラマライトフィールドを用いて実写
画像からリフォーカス画像を複数生成し，画面中心が注
視点であると仮定して画面中心に合焦した画像をHMD
で表示する手法を提案した [1]．また，CGで作成した
シーンを使った実験により，画面中心に合焦した画像を
提示する手法が「立体的」・「迫力がある」・「動的であ
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図 1. Lytro Illum を用いて撮影したライトフィールド画像に DOF ブ
ラーをかけた結果．左は手前に合焦しており，右は奥に合焦している．
る」という印象を与えるために有用であるという結果
を得た．さらに，この手法によってVR酔いをしにくく
なるという意見を得た．
本研究では，現在販売されている HMDで人間の視
覚特性に合った画像を表示し，さらに表示画像の改善を
するために，
 注視点合焦実写画像の改善，
 視線計測を内蔵した HMDでの注視点合焦画像表
示システムの実装，
 HMDにおける注視点合焦画像表示の有効性の調査，
を行った結果を報告する．
2. 関連研究
人間の目は水晶体がレンズの働きをすることで，知
覚する視覚情報に注視点にピントが合った図 1のよう
なDOFブラーがかかっている．DOFブラーは焦点平面
と呼ばれるある深度よりも近くや遠くにあるものにか
かるブラーで，焦点平面から離れるほどぼけが大きく
なる．ピントが合った状態を合焦と呼ぶ．また，人間の
目は注視点の周辺 1度のみの視力が高く，それ以外は
低くなっている．現在ある HMD，また HMD向けアプ
リケーションのほとんどはこれらの目の仕組みに合った
映像を映すものではなく，画面全体に常に全体に合焦
した映像が表示されるため，人間の目に適した映像を
映すことができていないと言える．HMDで表示される
VR環境の遠近が大きい場合，Vergence-accommodation
conflict (VAC)と呼ばれる左右の目の視差とそれぞれの
目が知覚する DOFブラーの間に矛盾が起こることで違
和感や酔いを引き起こすことが問題視されている．近
年，これらの目のしくみに合わせて視覚VRを提示する
際の映像にブラーをかけることで違和感の改善や計算
速度の向上を行う研究が増えている．
調べた限りでは，ぼけを利用した表示映像の改善に
関する研究は目的で大きく分けて 3種類ある．2.1でレ
ンダリング速度を高めるために周辺視野をぼかすソフ
トウェアの改善，2.2でライトフィールド映像をそのま
ま表示するためのハードウェアの改善，2.3で表示され
る映像の DOFがユーザーの目にとって正しくないとい
う違和感を減らすためのソフトウェアの改善について述
べる．
2.1. 周辺視野をぼかすアプローチ
Guenterらは，人間の目の視力が高いのは注視点の
周りである中心視野のみで，周辺視野は視力が低い仕組
みであるとして，PCディスプレイの下に視線計測装置
を置いて注視点を求め，周辺視野の解像度を低くする
ことで，表示映像の計算の速度を 5-6倍に上げることが
できることを提案した [2]．Fujitaらは，HMDで画面の
中心を注視点と仮定して Foveated Renderingを実装し，
60fpsで表示されていた映像を同じ品質で 75fpsで表示
した．Patneyらは，HMD上で視線計測を用いて，視線
や頭の動きに依存する違和感を減らすために実験と改
良を行った [3]．周辺視野のフィルタリングを行うとコ
ントラストが低下してしまうため，周辺視野のコント
ラストを高くすることで，Foveated Renderingをしてい
ることをユーザーに気付かれにくくした．
これらは CGのレンダリングの速度を高めるための
研究であって，本研究のように表示映像の違和感や酔い
を減らすことを目的とした研究ではない．表示映像に
かかるブラーは深度に応じた DOFブラーではなく，周
辺視野のレンダリング精度のみを下げたガウシアンブ
ラーに近いものである．
2.2. DOFと視差情報の矛盾をなくすためのハード
ウェアの改善
Lanmanらは，VACを改善するために，ライトフィー
ルドを小さな液晶とレンズアレイを用いて表示するライ
トフィールドディスプレイの HMDを提案した [4]．Qi
らは，机の上に置くライトフィールドディスプレイと視
線計測を用いて，注視点に合焦したライトフィールド映
像を表示するシステムを提案した [5]．これは，2.1で述
べたように注視点のみの高精度レンダリングをライト
フィールドのレンダリングに適用したもので，これによ
り，レンダリングするレイを 16-30%に減らしてリアル
タイムなレンダリングを可能にした．
これらは，ディスプレイの上にマイクロレンズを乗
せたライトフィールドディスプレイを用いて映像を表示
することで注視合焦画像表示を実現するが，このよう
なディスプレイは画角が狭い，解像度が高くないなどの
問題があり，現在販売されているディスプレイのように
気軽に使うことは難しい．
2.3. 平面ディスプレイを用いて注視点合焦画像を
表示するソフトウェアの改善
Rokitaは人間が深度を感じるための手掛かりを挙げ，
その中で，DOFブラーを VRアプリケーションで用い
ることを提案した [7]．この提案に対し，Hillaireらは画
面周辺のぼけと画面の中心を focal planeとしたDOFブ
ラーを実装した一人称視点のシューティングゲームを
製作し，視線計測装置と通常の PCディスプレイで表示
して倒した敵の数や撃った玉の精度を比較した [8]．比
較の結果，画面周辺のぼけ・DOFブラーを実装しても
ユーザーの FPSにおけるパフォーマンスはほぼ変わら
ないこと，さらに，参加者の半分がぼかし効果がある
ときに楽しい，リアルであると感じることが分かった．
その後，Hillaire らは視線計測を行い，注視点を focal
planeとした DOFブラーを実装した一人称視点で歩き
回るゲームを製作し，半径 3:8mの円柱型のディスプレ
イを用いて実験を行った [9]．ユーザーにアンケートを
取った結果，注視点を focal plane とした DOF を適用
した場合に immersion feeling (没入感)をより感じられ
ることがわかった．Hillaireらの実験では焦点平面が近
い場合の錯乱円の大きさが考慮されていなかったため，
Otaniら，Maudererらは正しい錯乱円を計算し，顎の位
置を固定して通常の PC用ディスプレイで実験を行った
[10], [11]．
また本研究の先行研究として，著者らは HMDで投
影する映像の臨場感を高めることを目標とし，HMDの
画面中心を注視点と仮定して，画面の中心に常に合焦
した映像を表示するディスプレイを実装した [1]．実験
としてユーザーに使用感のアンケートを取った結果，画
面の中心に常に合焦した映像を表示することで，「立体
的」・「迫力がある」・「動的である」という印象を与える
ことが分かった．Kieranらは，同様のシステムを実装
し，この注視点合焦と全焦点の映像をユーザーにそれぞ
れ 15分ずつ見せてアンケートを取ることで，注視点合
焦映像が目の違和感や疲労感を抑えることができるか
どうかについて実験を行った [12]．この結果，DOFブ
ラーは視覚VRの違和感を減らすことができることがわ
かった．
以上はほとんどが CG を用いたアプローチである．
CGではなく実写画像を用いて注視点合焦画像を表示す
るために，本研究ではライトフィールドカメラで撮影し
たライトフィールド画像を用いる．また，視線計測を用
いたHMDによる注視点合焦画像表示によるユーザーへ
の影響について調べている研究はないため，本研究で
はMaudererによる視線計測装置と通常の PC用ディス
プレイを用いた実験と同様の実験を，視線計測装置を
内蔵した HMDを用いて行い，HMDを用いる場合でも
注視点合焦画像表示が有効であるかを調査する．
3. ライトフィールド
本研究では，注視点合焦実写画像の生成のためにラ
イトフィールドを用いる．ライトフィールドとは，空間
上のすべての光をパラメータとして保存することで仮想
空間で光を再現可能にしようとしたものである．Adelson
らは 3次元のカメラの位置と 2次元の画像の 5次元の
実写画像を用いて任意の視点からある物体を見たとき
の見え方を表すことができる Plenoptic Functionを導入
した [13]．これに対し Levoyらは，光が一直線に進み
強さが一定に保たれると仮定し，位置 3次元を物体表
面上の相対座標値である 2次元とすることで，位置と
向きを 5次元で表している Plenoptic Functionを図 2の
ような 4次元のライトフィールドとして表すことを提
案した [14]．
ライトフィールドを撮影するためには，カメラを並べ
たカメラアレイまたはレンズを並べたレンズアレイをセ
ンサとメインレンズの間に置いたmicro lens array (MLA)
カメラを用いることが多い．本研究ではMLAカメラを
用いる．
このライトフィールドにより物体表面上の位置を
(u; v)，視点方向を (s; t)とすることで空間上のすべて
の光を表すことができる．Ngにより実写画像のライト
フィールドから作成できるリフォーカス画像の性質につ
いて調べられており [15]，撮影されたライトフィールド
のデータを用いて，
 撮影後のリフォーカス画像の生成，
 深度推定，
(u, v) (s, t)
図 2. ライトフィールドの座標系
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図 3. システムの処理のフローチャート
 自由視点画像の生成，
 視差画像の生成，
を行えることが知られている．Lytro社の販売するライ
トフィールドを撮影することができる Lytroにより，実
写画像を用いたライトフィールドについての研究も広
まっている．これをさらに活用するために Birkbaularら
は Lytroを回転雲台上で回転させながらのライトフィー
ルドを撮影し，撮影されたライトフィールドを合成する
ことでパノラマの形にしたパノラマライトフィールドを
作成した [16]．
4. 提案手法
本研究では，注視点合焦画像表示のために，ライト
フィールドを合成してパノラマライトフィールドを作成
し，このパノラマライトフィールドをレンダリングして
焦点の違う画像を複数生成し，注視点に合わせて表示す
る．図 3に提案手法の処理フローチャートを示す．事前
処理では，ライトフィールドカメラのキャリブレーショ
ン，内部パラメータに合わせたライトフィールド撮影を
行う．
4.1. キャリブレーション
ライトフィールドカメラのズーム・フォーカスを一
定にして複数枚のチェッカーボード画像を使用して，ラ
イトフィールドカメラのキャリブレーションを実施す
る．キャリブレーションにはDansereauらの手法 [17]を
用いる．キャリブレーションの結果，ライトフィールド
カメラ固有の内部パラメータを得る．
4.2. ライトフィールド画像の合成・リフォーカス
画像のレンダリング
Birklbauerらの手法 [16]によってパノラマライトフ
ィールドを生成する．ライトフィールドカメラを回転雲
台に乗せて 10ずつ回転させながらライトフィールド画
図 4. 上：作成した PLF　中央：本研究で改善したパノラマ深度画像
　下：先行研究 [1] のパノラマ深度画像のそれぞれ一部分
像を撮影し，撮影した画像にデコード，歪み補正，アッ
プサンプリング等の処理を加えた後，合成を行う．
ライトフィールドの合成後，Birklbauerらの手法 [18]
でリフォーカス画像のレンダリングを行い，複数の焦点
の違うパノラマ画像を生成する．
4.3. ライトフィールド画像の深度推定
Jeon らの手法 [19] を用いて撮影したライトフィー
ルドの深度を推定する．先行研究 [1]では，図 4下のよ
うに Lytroの公式ソフトウェアを用いて深度マップを取
得し，深度マップの色が同じになるように調整を行って
パノラマ深度マップを生成していた．しかし，この手法
では各ライトフィールド画像の深度マップが正しくても
複数枚の深度マップの最大深度と最小深度に差がある
為，正しいパノラマ深度マップを得ることが出来なかっ
た．本研究では，Jeonらの手法 [19]を用いて各ライト
フィールド画像の深度マップを得て，全ての深度マップ
の最小値と最大値を用いてスケーリングを行った．ス
ケーリングした深度マップを，パノラマライトフィール
ドを合成する際のライトフィールド画像の中心視点を合
成する際のパラメータで合成することで，図 4中央の
ように先行研究よりも精度の高いパノラマ深度マップを
得た．
4.4. 注視点合焦画像の表示
Unityで製作した表示用アプリケーションを用いて
映像を表示する．仮想環境内に円柱モデルを配置し，円
柱モデルの内側にパノラマ画像とパノラマ深度画像を
マッピングする．円柱の中心にHMD表示用の仮想カメ
ラを配置する．FOVEで視線計測を行い，カメラの座標
から注視方向に飛ばしたレイと深度マップの交点の深度
を現在の注視点の焦点距離とする．この焦点距離に合
わせて円柱に貼ってある画像をその深度に焦点の合った
画像に差し替えることで，注視点合焦画像を表示する．
カメラの位置から注視点方向へレイを飛ばし，レイ
と円柱モデルの交点の座標のデプスマップの色値を得
る．得たデプスマップの色値によって表示する画像を変
える．
5. 実装
撮影にはライトフィールドカメラとしてよく使われ
ている Lytroを用いる．Lytroは，331 382個の六角形
のレンズアレイ，3280 3280の CMOSセンサを持つ．
Lytroで撮影すると，図 5のようなライトフィールド画
図 5. Lytro で撮影された raw 画像 (右) と一部を拡大した画像 (左)
図 6. 視線計測機能の赤外線カメラで撮影されたユーザーの目
像を得ることができる．これをDansereauらの手法 [17]
でデコードし，Birklbauerらの手法 [16]でアップサンプ
リングすることで，662 662の 9 9枚の複数視点の
画像を得ることができる．
ユーザーへ視覚VRを提示するHMDとして，FOVE
社の FOVEを用いる．FOVEは視線計測機能の付いた
HMDで，Oculus等と同様にポジショントラッキング，オ
リエンテーショントラッキングを持ち，解像度は 2560
1440，画角は 100，フレームレートは 70Hzである．視
線計測機能は赤外 LEDで目を照らし，赤外線カメラで
撮影した図 6の画像を入力として視線の計測を行う．視
線計測カメラのフレームレートは 120fpsである．
6. 評価
本研究の目的である，注視点合焦画像を表示すること
で臨場感を高めることができるかどうかについて，ユー
ザーによる評価の実験をMaudererらの実験 [11]と同様
の手法で行う．Maudererらは PCディスプレイと視線計
測を用いて，同様のシステムを作り，注視点合焦画像を
表示することで「深度をはっきりと感じる」「オブジェ
クトが３次元的に見える」「オブジェクトがより明確に
分離されている感じがする」という点で大きな評価を
得た．同様の結果をHMDとHMD内の視線計測装置を
用いて得ることができるかどうかについて調べる．
6.1. 実験装置・表示映像
本実験で扱う FOVE1とMaudererらの実験 [11]で扱
われている装置の比較を表 1に示す．Maudererらが実
験で使用しているものと同条件の 30種類の焦点平面の
リフォーカス画像を作成した実写パノラマライトフィー
ルド画像から生成することは現在の角解像度ではでき
ないため，実験には CGで作成した画像を用いる．レ
イトレーシングソフトウェアである POV-Rayを用いて，
Maudererらと同様に，1152 864pxで「The kitchen(以
下：キッチン)」と「Patio(以下：中庭)」のシーンで焦点
の違う 30枚の画像を生成する 2．焦点距離は以下 6.2で
述べる計算によって求める．[11]には細かい値は書いて
いなかったため，ほぼ同じ見た目になるように，キッチ
ンは距離 80-296(POV-Ray内の単位)で開口 0.8，中庭は
1. https://www.getfove.com/ より
2. http://www.ignorancia.org/で CC BY-SA 3.0ライセンンスで配布
されている
焦点平⾯︓遠焦点平⾯︓近 深度画像
図 7. 実験時 HMDの右目に表示される画像．上がキッチンのシーン，
下が中庭のシーンである．
表 1. MAUDERER らの実験 [11] と本実験の装置の比較
[11] の実験 本実験 1
視線計測機器 EyeLink 1000
eye tracker
FOVE
サンプリング
レート
1000 Hz
Binocular
120fps
精度 0:25～0:5 1 以下
ディスプレイ HM204DT FOVE
フレームレート 100Hz 70fps
解像度 1280 × 1024px 2560 × 1440px
ディスプレイ方式 CRT(ブラウン管) OLED
距離 280-1260で開口 1.5の画像の生成を行った．実際
の表示画像を図 7に示す．
6.2. 焦点距離の計算
人間の目は，近い物体ほどぼけの差による深度知覚
が正確に，遠くに行くほど不正確になる．そのため，注
視点合焦画像を表示する際は，焦点平面を一定間隔に
配置するのではなく，近い場所ほど多く，遠い場所ほど
少なく配置する必要がある．
焦点平面の配置については，[11] と同様に [20] を
参考に計算を行う．人間の目から任意の焦点平面まで
の距離を U としたとき，人間の目の最小解像度は直径
U=1000になる．つまり，U=1000以下の大きさのもの
は点に見え，U=1000以上の大きさのものは点でなく面
に見える．人間の目からある物体までの距離を xとし
たとき，xに対して焦点が合っていると考えられる距離
の幅を計算した．アパ―チャー Fn で，カメラから焦点
平面までの距離が U のとき，距離 xにある物体の錯乱
円 C が C < U1000 のときに焦点が合って見えることか
ら，焦点距離が U のとき，焦点が合って見える Uの範
囲 (DOF)は以下のように計算できる．
F
n  U
U
1000 +
F
n
< x <
 Fn  U
U
1000   Fn
(1)
焦点距離と合焦に見える最大距離・最小距離をグラフに
すると，図 8のようになる．最大距離と最小距離の差 y
は，
y =
 Fn  U
U
1000   Fn
 
F
n  U
U
1000 +
F
n
(2)
となる．y は合焦に見える距離を表し，被写界深
度 (DOF) と呼ばれる．1=yの差を 29分割し，U につい
てそれぞれ解くと，30個の U の値を求めることができ
る．求めたパラメータを図 8の軸に垂直な 30本の直線
として表す．
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図 8. 焦点距離と合焦に見える距離の最大値・最小値
6.3. 実験用アプリケーション
操作は注視点と矢印キーで行う．左右のどちらかを
押している間は全焦点画像を表示し，もう片方を押し
ている間は 4.4と同様の方法で注視点合焦画像を表示す
る．どちらのキーを押したときにどちらの画像を表示
するかは被験者ごとにランダムに設定する．両方押し
ている間，何も押していない間は白い画像を表示する．
注視点の変更中は注視点の変更モード，通常モード
の二つに分かれている．通常モードでは，注視位置を得
て，注視位置が前回の注視位置と比べて半径 20ピクセ
ル以上動いているかを確認し，20ピクセル以上動いた
場合のみ，注視点変更モードに移行する．注視点変更
モードでは，注視点変更速度を として，注視点の深
度を枚フレーム プラスして，少しずつ注視点合焦画
像に変わる映像を表示する．
6.4. 実験の手順
実験には，16人 (男性 11人，女性 5人，21-24歳)が
参加した．FOVEに眼鏡を入れることが出来ないため，
参加者は普段から裸眼またはコンタクトレンズを着用
する人のみに限定した．以下の手順で実験を行った．
1) 視線計測のキャリブレーションを行う (30秒ほど)
2) 被験者にアプリケーションの使い方を説明する
3) 被験者がキッチンのシーンを見る
4) 被験者がアンケートに回答する
5) 視線計測のキャリブレーションを行う (30秒ほど)
6) 被験者が中庭のシーンを見る
7) 被験者がアンケートに回答する
アンケートの内容は，Maudererらの実験を参考にして
表 2のように決定した．被験者は 4を中心として，7を
「とてもそう思う」，1を「まったくそう思わない」とし
た 7段階の評価でアンケートに回答する．Maudererらの
実験では S11「The shape of objects is different between
[L/R] and [R/L] condition」という質問文があったが，7
段階評価をすることが難しい質問文であったため，本研
究では質問文から除外した．また，注視点合焦画像また
は全焦点画像を見ることで不快に感じるかどうかを確
認したかったため，S11に「[左または右]は不快に感じ
る」を追加した．実験時は表 2で示されている質問文
をランダムな順番で，[左または右]もランダムに決定し
たアンケート用紙を用いる．キッチンのシーンと中庭の
シーンの両方のアンケートを合わせると注視点合焦画
像・全焦点画像両方について表 2の質問を全て答える
ことができるよう，アンケート用紙を作る際はバランス
に配慮する．
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図 9. 表 2 の各質問文への回答．とてもそう思うを+++，まったくそ
う思わないを     で示している．
図 10. Mauderer らによる実験の結果 [11]．S11 は本研究とは質問文
が異なる．
6.5. 実験の評価・結果
注視点合焦画像と全焦点画像に対する評価に差があ
るかを調べるために，S1-S11までの質問に対する回答
をウィルコクソンの符号順位検定を用いて検定し，行っ
た結果を表 2に示す．また，アンケートの回答をまと
めたグラフを図 9，図 10に示す．先行研究では，S10
について左についての質問と右についての質問を同じ
とみなして単一標本のウィルコクソンの符号順位検定を
用いて評価を行っているが，質問文が左右の比較を行っ
ていることから本研究における S1-S9と同様に注視点
合焦画像と全焦点画像の比較を行っている．
6.6. 考察
表 2より，S1-S4, S6, S7, S9に有意差があり，先行
研究では，S1-S7に有意差があった．図 9，図 10より，
HMDの方が全体的に注視点合焦と全焦点の違いが小さ
い傾向にある．これは，実験に使用したキッチンのシー
ンにジッターが含まれており，画像の切り替わりに違和
感が起きてしまったことが原因と考えられる．
S5について，先行研究では大きな差があったにも関
わらず本研究では差がなかったことは，「オブジェクト
がより明確に分離されている感じがする」という質問
を先行研究では英語，本研究では日本語で行っているた
め，言葉の印象に違いがあったと考えられる．
S9 について，先行研究に有意差がなかった「オブ
ジェクトが大きく見える」に対して本研究では有意差が
あったことは，注視点合焦画像が被験者に対して「画面
から突き出ているように見える」などの印象を強く感
じたことが原因だと考えられる．先行研究では，被験者
にバイアスがかかっていないことを確認するものであっ
た．しかし，初めて HMD で映像をみる被験者の中に
は「画面から突き出ているように見える」が「迫ってい
る」などの印象を与えるものであると考えられるため，
実際に大きさは変わらなかったにも関わらず，「大きい」
という印象を与えたとも考えることができる．
新しく追加した S11「[左または右]は不快に感じる」
について，有意差が現れず，図 9からわかるように注
視点合焦が不快に感じられるという結果については，視
線計測結果が実際の注視点からずれてしまった際，注視
点がぼけた映像が表示されてしまったことが原因である
表 2. アンケートの質問文と回答について評価した結果 (本) と MAUDERER らの結果 [11](先行)．*は  = 0:05 で有意差のある結果を示す．
# 質問文 先行 Z 先行 p 本 Z 本 p
S1 [左または右] は深度をはっきりと感じる -3.39 .007* -2.71 .007*
S2 [左または右] はオブジェクトが 3 次元的に見える -3.17 .012* -2.33 .020*
S3 [左または右] は写真よりも実物らしく見える -2.94 .013* -2.06 .039*
S4 [左または右] は画面から突き出ているように見える -3.24 .011* -3.22 .001*
S5 [左または右] はオブジェクトがより明確に分離されている感じがする -3.73 .002* -0.97 .332
S6 [左または右] はオブジェクトに触ることができるような感じがする -3.02 .015* -2.10 .036*
S7 [左または右] はオブジェクト間の距離が大きい感じがする -3.16 .011* -2.62 .009*
S8 [左または右] はオブジェクトが歪んで見える -2.98 .014* -1.72 .086
S9 [左または右] はオブジェクトが大きく見える -1.43 .308 -1.98 .048*
S10 [左または右] のオブジェクトは [右または左] より透明や半透明に見える -0.68 .495 -0.93 .352
S11 [左または右] は不快に感じる - - -1.07 .296
と考えられる．被検者の自由記述に「画面内に表示され
ている注視点が頭の動きについてこない」，「注視点がぶ
れたと考えられるとき，違和感がかなり大きく感じら
れた」という意見があった．
以上の考察より，注視点合焦画像を表示することで，
HMDでも PCディスプレイと同様にユーザーに全焦点
画像を表示したときよりも深度をはっきりと感じさせる
ことができると考えられる．
7. まとめと今後の課題
本研究は，HMDで違和感や酔いの少ない映像をユー
ザーに提示するために，違和感や酔いを解決する一つ
の手法として，DOFブラーがかかる人間の視界と同様
の視界表示する注視点合焦実写画像のリアルタイムな
表示の提案と実験を行った．
注視点合焦実写画像は，先行研究と同様の手法で作
成し，さらに Jeonらの深度推定手法 [19]によって深度
マップを求め，合成してパノラマ深度マップを生成する
ことによって，先行研究よりも精度の良い注視点合焦画
像を表示した．さらに，先行研究では画面中心合焦画像
だったため，視線計測機能のあるHMDでパノラマライ
トフィールド画像をリフォーカスした画像を表示するこ
とで，注視点合焦実写画像を実現した．
視線計測装置を付けた通常のディスプレイを使って
深度知覚を拡張できることを示したMaudererらの実験
[11]と同じ実験をHMDで行った．全焦点画像と注視点
合焦画像を比較するアンケートによる実験を行った結
果，注視点合焦画像をHMD上で表示することで全焦点
画像を表示するときよりも深度をはっきりと感じられる
映像を表示することができることがわかった．
今後は人間の目の開口や被写界深度を調べ，実際の
人間の目の特性に合った注視点合焦画像を表示すること
が望まれる．このために，パノラマライトフィールドに
さらに合成を行って画像の画角・開口を大きくして焦点
距離を細かく変更した映像を表示すること，視線計測
の精度を高め，正しい注視点に合焦した映像を表示す
ることなどが有効だと考えられる．
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