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Re´sume´ – Des extensions de la me´thode MUSIC, comme 2q-MUSIC (q ≥ 2), qui exploitent l’information contenue dans les statistiques
d’ordre 2q des observations ont e´te´ propose´es re´cemment pour la recherche de directions d’arrive´e de sources non gaussiennes. Ces me´thodes
sont asymptotiquement robustes a` un bruit de fond gaussien dont la cohe´rence spatiale est inconnue. Elles sont e´galement robustes a` la pre´sence
d’erreur de mode`le et offrent une meilleure re´solution d’estimation, et ce d’autant plus que q est grand. Les me´thodes 2q-MUSIC ont cepen-
dant e´te´ de´veloppe´es principalement pour des re´seaux d’antennes a` diversite´ spatiale uniquement (c-a`-d des re´seaux dont les capteurs sont
place´s a` diffe´rents endroits) ne pouvant s’accomoder de re´seaux a` diversite´ de polarisation (c-a`-d des re´seaux dont les capteurs sont polarise´s
diffe´remment). L’objectif de cet article est de pre´senter trois extensions des algorithmes 2q-MUSIC, baptise´es PD-2q-MUSIC (Polarization
Diversity 2q-MUSIC), capables d’exploiter une e´ventuelle diversite´ de polarisation du re´seau de capteurs. On montre que ces algorithmes ac-
croissent la re´solution, la robustesse aux erreurs de mode´lisation et la capacite´ de traitement des me´thodes 2q-MUSIC en pre´sence de sources
polarise´es diffe´remment et a` partir d’un re´seau de capteurs a` diversite´ de polarisation.
Abstract – Some 2q-th (q≥2) order extensions of the MUSIC method, exploiting the information contained in the 2q-th (q≥2) order statistics
of the data and called 2q-MUSIC methods, have been proposed recently for direction finding of non Gaussian signals. These methods are
asymptotically robust to a Gaussian background noise whose spatial coherence is unknown and offer increasing resolution and robustness to
modeling errors jointly with an increasing processing capacity as q increases. However, 2q-MUSIC methods have been mainly developed for
arrays with space diversity only and cannot put up with arrays of sensors diversely polarized. The purpose of this paper is to introduce, for
arbitrary values of q (q≥1), three extensions of the 2q-MUSIC methods able to put up with arrays having polarization diversity, which gives rise
to the so-called PD-2q-MUSIC (Polarization Diversity 2q-MUSIC) algorithms. These algorithms are shown to increase resolution, robustness
to modeling errors and processing capacity of 2q-MUSIC methods in the presence of diversely polarized sources from arrays with polarization
diversity.
1 Introduction
Des extensions de l’algorithme MUSIC [14] qui exploitent l’in-
formation contenue dans les statistiques d’ordre 2q (q ≥ 2) des
observations pour un rangement particulier de ces statistiques
ont e´te´ propose´es re´cemment sous le nom de 2q-MUSIC [4].
Par exemple, l’algorithme 4-MUSIC, introduit dans [13][1], est
un cas particulier de 2q-MUSIC ou` q = 2 et pour lequel les
statistiques d’ordre 4 sont range´es d’une certaine manie`re dans
la matrice de quadricovariance. La me´thode 2q-MUSIC, avec
q ≥ 2, est asymptotiquement robuste a` un bruit gaussien dont
la cohe´rence spatiale est inconnue. De plus, l’utilisation des or-
dres supe´rieurs donne naissance a` des capteurs virtuels, ce qui
augmente la diversite´ du re´seau d’antennes conside´re´. Cette
notion de re´seau d’antennes virtuel a` l’ordre 2q a e´te´ introduite
dans [2], ge´ne´ralisant les re´seaux d’antennes virtuels d’ordre 4
pre´sente´s dans [6] et [3]. Il a e´te´ montre´, en de´pit d’une plus
grande variance des estimateurs de statistiques d’ordre supe´-
rieur, que 2q-MUSIC augmentait la re´solution du spectre, la ro-
bustesse aux erreurs de mode`le ainsi que le nombre de sources
traitables, et ce d’autant plus que q est grand. Cependant 2q-
MUSIC (q ≥ 2) a e´te´ de´veloppe´ pour des re´seaux d’antennes
uniquement a` diversite´ spatiale, ne permettant donc pas d’ex-
ploiter une e´ventuelle diversite´ de polarisation des ondes e´le´c-
tromagne´tiques incidentes. La prise en compte de cette diver-
site´, couple´e a` une diversite´ spatiale le cas e´che´ant, est pour-
tant tre`s avantageuse puisque les signaux arrivant sur chaque
capteur peuvent eˆtre traite´s sur la base de leur polarisation et
de leur direction d’arrive´e (DA). Or la plupart des me´thodes
actuelles qui exploitent la diversite´ de polarisation [7][11, 12],
n’utilisent que les statistiques d’ordre deux (SO) des observa-
tions. Rares sont les techniques qui utilisent les ordres supe´-
rieurs [8, 9, 10]. L’objectif des travaux de´crits dans le pre´sent
document est donc d’introduire trois extensions de 2q-MUSIC
(q ≥ 2) capables de prendre en compte la diversite´ de polar-
isation du re´seau d’antennes, ceci dans le but d’accroitre les
performances de 2q-MUSIC en pre´sence de sources polarise´es
diffe´remment. Cette extension donnera naissance a` une famille
de me´thodes baptise´es PD-2q-MUSIC. Nous montrons dans ce
papier que ces algorithmes accroissent la re´solution et la ro-
bustesse aux erreurs de mode`le de 2q-MUSIC en pre´sence de
sources polarise´es diffe´remment et a` partir d’un re´seau d’anten-
nes a` diversite´ de polarisation.
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2 Hypothe`ses, notations, et statistiques
Nous conside´rons un re´seau de N capteurs potentiellement dif-
fe´rents dont les re´ponses aux signaux incidents sont range´es
dans un vecteur d’observations x(t). On suppose que chaque
capteur rec¸oit un me´lange instantane´ deP sources stationnaires,
statistiquement centre´es et e´ventuellement corre´le´es les unes
aux autres (mais pas totalement), auquel s’ajoute un bruit. Les
P sources peuvent eˆtre se´pare´es en G groupes contenant cha-
cunPg sources corre´le´es, les sources de diffe´rents groupes e´tant
mutuellement inde´pendantes. En particulier, G=P correspond
au cas ou` toutes les sources sont inde´pendantes, et G = 1 cor-
respond au cas ou` toutes les sources sont corre´le´es. Le vecteur
d’observations peut alors s’e´crire :
x(t) ≈
P∑
i=1
si(t)a(θi,βi) + ν(t) =
G∑
g=1
Agsg(t) + ν(t)
ou` ν(t) est le vecteur de bruit, conside´re´ comme e´tant centre´,
stationnaire et gaussien, ou` si(t) est l’enveloppe complexe de
la i-ie`me source, ou` θi = (θi, ϕi) avec θi et ϕi les angles
d’azimuth et de site de la i-e`me source, ou` βi, que nous de´fini-
rons dans la suite, est le vecteur a` deux composantes caracte´ri-
sant la polarisation de la i-e`me source , ou` Ag est la matrice
(N × Pg) contenant les vecteurs directeurs des sources ap-
partenant aux groupe g, et ou` sg(t) est le vecteur de longueur
Pg contenant les enveloppes complexes si(t) correspondantes.
En l’absence de couplage entre les capteurs, et en conside´rant
des ondes planes, la n-ie`me composante du vecteur colonne
a(θi,βi) s’e´crit :
an(θi,βi)=fn(θi,βi)e
2jpi
λ (xncos θi cosϕi+ynsin θi cosϕi+znsinϕi)
ou` λ est la longueur d’onde, ou` (xn, yn, zn) sont les coor-
donne´es carte´siennes du n-ie`me capteur, et ou` fn(θi,βi) est la
re´ponse du n-ie`me capteur a` un champ e´lectrique unitaire ar-
rivant de la direction θi et ayant un e´tat de polarsiation βi[5].
Soient a` pre´sent βi1 et βi2 deux polarisations distinctes de la
i-e`me source (par exemple horizontale et verticale), et soient
a1(θi) = a(θi,βi1) et a2(θi) = a(θi,βi2) les vecteurs cor-
respondants au vecteur directeur de la DA θi. La forme an-
alytique de ces vecteurs est suppose´e connue (par calibration
le cas e´che´ant). Pour une polarisation βi, le champ e´lectrique
est la somme de deux champs arrivant de la meˆme direction et
ayant des polarisations βi1 et βi2 [5]. Dans ces conditions, le
vecteur directeur a(θi,βi) est la somme ponde´re´e des vecteurs
a1(θi) et a2(θi) :
a(θi,βi) = βi1a1(θi) + βi2a2(θi) = A12(θi)βi (1)
ou` A12 = [a1(θi) a2(θi)], et ou`
βi = [βi1 βi2 ]
T = [cos γi, ejφi sin γi]T
avec ‖βi‖ = 1, γi et φi e´tant les deux angles qui caracte´risent
la polarisation de la i-e`me source tels que 0 ≤ γi ≤ pi/2 et
pi ≤ φi < pi.
Les me´thodes de´crites dans ce papier exploitent les statis-
tiques d’ordre supe´rieur, i.e. les cumulants d’ordre 2q (q ≥ 2)
des observations, note´s
C
iq+1...i2q
i1...iq,x
=Cum{xi1(t), . . . , xiq (t), xiq+1(t)∗, . . . , xi2q (t)∗}
avec (1 ≤ ij ≤ N) (1 ≤ j ≤ 2q) [4]. Ces derniers peuvent
eˆtre range´s de diffe´rentes manie`res, indexe´es par ` (0≤ `≤ q),
dans la matrice statistique C2q,x[2, 4] telles queC`2q,x(I`, J`)=
C
iq+1...i2q
i1...iq,x
de´signe la (I`, J`)-ie`me composante de C`2q,x avec:
I` =
∑`
j=1
Nq−`(ij − 1) +
q−∑`
j=1
Nq−`−j(iq+j − 1) + 1
J` =
∑`
j=1
Nq−`(i2q−`+j − 1) +
q−∑`
j=1
Nq−`−j(i`+j − 1) + 1
Il a par ailleurs e´te´ montre´ dans [2] que l’indice ` de´termine
le nombre maximal de sources traitables par PD-2q-MUSIC.
Notons que l’estimation des cumulants est de´taille´e dans [4].
3 Les algorithmes PD-2q-MUSIC
On pose pour commencer les hypothe`ses suivantes:
H1) ∀ 1≤g≤G, Pg<N
H2) ∀ 1≤g≤G,A`g,2q=Ag⊗`⊗Ag∗⊗(q−`) est de rang plein Pgq
H3) P (G, q) =
∑G
g=1 Pg
q < Nq
H4)A`2q = [A`1,2q, . . . ,A`G,2q] est de rang plein P (G, q).
D’apre`s la proprie´te´ de multiline´arite´ des cumulants et sous
l’hypothe`se d’un bruit gaussien inde´pendant des sources d’inte´-
reˆt, la matrice statistique d’ordre 2q (q ≥ 2) des observations
s’e´crit:
C`2q,x'A`2qC`2q, sA`2qH (2)
3.1 L’algorithme KP-PD-2q-MUSIC
En utilisant les hypothe`ses pre´cite´es et l’e´quation (2), le rang
de la matrice statistique des observations, C`2q,x, est le meˆme
que celui de la matrice statistique des sources, C`2q, s. Nous
noterons ce rang r`2q,s. La matrice C`2q,x admet donc Nq −
r`2q,s valeurs propres nulles et r
`
2q,s valeurs propres non nulles
(q ≥ 2). De plus, e´tant hermitienne, la matrice C`2q,x admet la
de´composition en e´le´ments propres (EVD) suivante :
C`2q,x = U `2q,sΛ`2q,s[U `2q,s]H +U `2q,νΛ`2q,ν [U `2q,ν ]H (3)
ou`Λ`2q,s est la matrice diagonale des valeurs propres non nulles,
U `2q,s est la matrice unitaire des vecteurs propres associe´s, la
matriceΛ`2q,ν de´signe la matrice diagonale des valeurs propres
nulles et U `2q,ν est la matrice unitaire des vecteurs propres as-
socie´s. Etant donne´ que C`2q,x est hermitienne, chaque colonne
de U `2q,s est orthogonale a` toutes les colonnes de U
`
2q,ν . On
a de plus Span{U `2q,s} ⊆ Span{A`g,2q}. En de´finissant le
vecteur a`2q(θ,β) = a(θ,β)
⊗` ⊗ a(θ,β)∗⊗(q−`) et en notant
(θig,βig) les parame`tres de DA et de polarisation de la i-e`me
source du g-ie`me groupe, il peut eˆtre facilement ve´rifie´ que tous
les vecteurs a`2q(θig,βig) appartiennent a` Span{U `2q,s}. Par
conse´quent ces meˆmes vecteurs sont orthogonaux aux colonnes
de U `2q,ν . Les parame`tres (θig,βig) sont donc solutions de
l’e´quation suivante :
a`q (θig,βig)
HU `2q,νU
`
2q,ν
Ha`2q(θig,βig) = 0 (4)
En utilisant l’e´quation (1) de factorisation, en enlevant les ter-
mes redondants de β`q = β
⊗` ⊗ β∗⊗(q−`) et en normalisant
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l’e´quation (4), les parame`tres (θig,βig) sont e´galement solu-
tions de l’e´quation suivante :
β˜
`
q
HQ`q,1(θ)β˜
`
q[β˜
`
q
HQ`q,2(θ)β˜
`
q]
−1=0 (5)
avec
Q`q,1(θ)=[B`⊗Bq−` ]HA`12,q(θ)HU `2q,νU `2q,νHA`12,q(θ)[B`⊗Bq−` ]
Q`q,2(θ)=[B` ⊗Bq−`]HA`12,q(θ)HA`12,q(θ)[B` ⊗Bq−`]
ou` A`12,q(θ) =A
⊗`
12 (θ)⊗A∗⊗(q−`)12 (θ), ou` β˜
`
q = β˜
`⊗β˜∗(q−`)
est le vecteur de polarisation d’ordre supe´rieur re´duit avec β˜
`
vecteur ((`+1)×1) de composantes β`−j+11 βj−12 , et ou` B` est
une matrice telle que β⊗`=B`β˜
⊗`
, c’est-a`-dire:
B1 = I2
B` = [B`−1⊗I2]([I`⊗c1][I` 0`]+[I`⊗c2][0` I`])
ou` Ir est la matrice identite´ (r×r), c1 et c2 sont des vecteurs tels
que c1= [1 0]T et c2= [0 1]T, et 0`+1 est un vecteur colonne
de `+1 zeros.
Pour les sources dont la polarisation est inconnue, nous de-
vons imple´menter un algorithme qui minimise le crite`re par
rapport a` la DA et a` la polarisation en meˆme temps, proce´dure
extreˆmement couˆteuse puisque le crite`re est alors 4-dimension-
nel. Nous limitons donc cet algorithme, que l’on nommera KP-
PD-2q-MUSIC (Known Polarization - Polarization Diversity -
2q-MUSIC) par la suite, aux cas ou` la polarisation est connue.
3.2 UP-PD-2q-MUSIC algorithms
Pour les sources dont la polarisation est inconnue nous allons
transformer la tre`s couˆteuse minimisation 4-dimensionnel en
une minimisation 2-dimensionnel. En effet, la recherche des
minima du membre de gauche de (5) par l’annulation de son
gradient nous ame`ne a` une e´quation aux e´le´ments propres de
la matrice Q`q,1(θ) dans la me´trique Q
`
q,2(θ) dont les vecteurs
propres sont β˜
`
q et dont les valeurs propres sont les minima en
question. Ainsi, trouvant le minimum par rapport a` θ de la
valeur propre minimale de la matrice Q`q,1(θ) dans la me´trique
Q`q,2(θ) il est possible d’isoler la recherche de la DA de la
recherche de la polarisation. La parame`tre line´aire est ensuite
de´duit aise´ment de cette recherche puisqu’il s’agit du vecteur
propre associe´e [7]. Cette de´composition de la recherche de
parame`tres donne naissance a` la me´thode UP-PD-2q-MUSIC
(Unknown Polarization - Polarization Diversity - 2q-MUSIC)
dont une premie`re version, UP-PD-2q-MUSIC-1, consiste a`
trouver les minima θopt du pseudo-spectre suivant :
PUP-PD-2q-MUSIC-1(θ) = λ`q,min(θ) (6)
ou` λ`
q,min(θ) correspond a` la valeur propre minimale de la ma-
trice Q`q,1(θ) dans la me´trique Q
`
q,2(θ). Les valeurs de β˜
`
q
recherche´es sont obtenues en calculant les vecteurs propres re-
spectfs des valeurs propres λ`
q,min(θopt) alors le vecteur pro-
pre associe´. On peut par ailleurs remarquer qu’il est possi-
ble de trouver la valeur propre λ`
q,min(θ) en de´terminant la
racine minimale de det
{
Q`q,1(θ)−λQ`q,2(θ)
}
. Ainsi, lorsque
Q`q,2(θ) est inversible, trouver θ tel que λ=λ`q,min(θ) soit nulle
est e´quivalent a` trouver θ telle que det
{
Q`q,2(θ)
−1Q`q,1(θ)
}
=
0. On de´finit alors le pseudo-spectre d’UP-PD-2q-MUSIC-2:
PUP-PD-2q-MUSIC-2(θ) = det
{
Q`q,1(θ)
}
/det
{
Q`q,2(θ)
}
(7)
Ce spectre est moins couˆteux a` imple´menter que (6) puisque
l’EVD est remplace´e par deux calculs de de´terminants.
3.3 Identifiabilite´
Notons que la me´thode KP-PD-2q-MUSIC peut traiter un nom-
bre maximal de sources Pmax = N `2q − 1 et que les deux
me´thodes a` polarisation inconnue UP-PD-2q-MUSIC peuvent
traiter au maximum Pmax = N `2q− (`+1)(q− `+1) sources.
L’entierN `2q est le nombre de capteurs virtuels qu’induit l’utili-
sation des statistiques d’ordre supe´rieur, il de´pend de i) du type
de re´seau, ii) de l’ordre des statistiques, i.e. 2q, iii) du type
de rangement matriciel des statistiques (indexe´ par `) et iv) du
nombre de capteurs re´el N [4]. On donne les valeurs maxi-
males de N `2q pour un type de re´seau quelconque compose´ de
deux sous-re´seaux polarise´s orthogonalement, collocalise´s ou
non, puis les valeurs de N `2q pour un re´seau line´aire (ULA)
compose´ de deux sous-re´seaux polarise´s orthogonalement et
collocalise´s.
Sous-re´seaux Sous-re´seaux Sous-re´seaux
non-collocalise´s collocalise´s collocalise´s ULA
2q ` N `2q,max N `2q,max N `2q
4 2 N(N + 1)/2 3N(N + 2)/8 3(N − 1)
4 1 N2 −N + 2 N2 − 2N + 4 4(N − 1)
FIG. 1: Borne max de N `2q en fonction de N pour des re´seaux
compose´es de deux sous-re´seaux polarise´es orthogonalement
4 Simulations
On conside`re premie`rement un re´seau circulaire de N=6 cap-
teurs coplanaires e´quiespace´s (UCA) de rayon r = 0.3λ com-
pose´ de deux sous-re´seaux de N = 3 capteurs polarise´s ver-
ticalement pour l’un et horizontalement pour l’autre. Dans
ce contexte, deux QPSK de temps-symbole e´gal a` la pe´riode
d’e´chantillonnage et filtre´es par un cosinus sure´leve´ de roll-off
α=0.3 sont re´ceptionne´es par le re´seau avec comme parame`tres
(θ1, γ1, φ1) = (50◦, 45◦, 0◦) et (θ2, γ2, φ2) = (60◦, 45◦, 10◦)
(on suppose que ϕi = 0◦). La figure 2(b) montre la racine
carre´e de l’erreur quadratique moyenne (RMSE) en sortie des
trois me´thodes expose´es dans l’article et celle en sortie de 2q-
MUSIC pour 1 ≤ q ≤ 3 en fonction du nombre d’e´chantillons
temporels, L, utilise´ dans l’estimation des matrices statistiques.
La figure 2(a) montre la probabilite´ de bonne de´tection (PNR)
en fonction de L. Les re´sultats ont e´te´ obtenus a` partir de 300
re´alisations. Les matrices statistiques sont indexe´es par `= 1
pour q = 2 et par ` = 2 pour q = 3. Pour les me´thodes 2q-
MUSIC, les six capteurs n’ont pas de diversite´ de polarisation.
On constate que pour un ordre q donne´ les me´thodes UP-PD-
2q-MUSIC sont plus pre´cises que la me´thode 2q-MUSIC. La
probabilite´ de bonne de´tection converge plus rapidement vers
1 pour les me´thodes a` diversite´ de polarisation.
On s’inte´resse maintenant au cas d’un me´lange de sources
sous-de´termine´. De ce fait, 4 QPSK de parame`tres respectifs
(θ1,γ1,φ1)=(15◦,45◦,−75◦), (θ2,γ2,φ2)=(45◦,45◦,0◦), (θ3,γ3,φ3)=
(95◦,22.5◦,75◦) et (θ4,γ4,φ4) = (122.5◦,45◦,150◦) arrivent sur un
re´seau UCA de N = 3 capteurs. La figure 3(a) montre que la
PNR est quasi-nulle pour la me´thode 2q-MUSIC (2 ≤ q ≤ 3)
alors qu’elle converge rapidement vers 1 pour les me´thodes
PD-2q-MUSIC (2 ≤ q ≤ 3). Vue la faiblesse de la PNR de
2q-MUSIC il est impossible de calculer la RMSE pour cette
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me´thode. La figure 3(b) affiche donc la RMSE de l’estimation
des DAs pour les me´thodes a` diversite´ de polarisation unique-
ment. On montre que la re´solution est meilleure pour q=3, ce
qui indique que celle-ci croit avec q.
(a) PNR1 en fonction de L
(b) RMSE1 en fonction de L
FIG. 2: PNR et RMSE de 2 sources proches arrivant sur un re´seau
UCA de N = 6 capteurs constitue´ de deux sous-re´seaux non-
collocalise´s
5 Conclusion
Trois nouvelles versions de 2q-MUSIC capables de prendre en
compte les polarisations des sources ont e´te´ pre´sente´es dans ce
papier. Il a e´te´ montre´ que ces algorithmes accroissent les per-
formances de la me´thode 2q-MUSIC initiale, notamment en
terme de re´solution et de probabilite´ de bonne de´tection, au
moins pour des sources faiblement se´pare´es en DA et en po-
larisation. De plus, la factorisation de la matrice de me´lange
introduite par Ferrara au second ordre a` e´te´ e´tendue a` un ordre
pair quelconque, diminuant ainsi se´ve`rement le couˆt de calcul
de l’algorithme et rendant possible une recherche conjointe des
parame`tres de DA et de polarisation des sources.
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