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1. Introduction and main results 
In two companion papers Baxter and Williams (1992a,b) have characterized the 
distribution of 
s 
Jj 
A0 = ds e? lCBs > o), (1) 
0 
where (B,, t 3 0) denotes a one-dimensional Brownian motion starting from 0, and 
showed how their result may be extended when B is replaced by X belonging to 
a large class of diffusions. 
The main result of Baxter and Williams (1992a, b) concerning (1) is the following 
Theorem 1. The law of A0 is characterized by the two properties: 
(4 A0 “2’ 1 - A,. 
- 
(b) Denote h(z) = f’ Z”Jf = 1 jq=l n! Jl 
1 (lO;;;;;)l,L. 
Then, ji>r every z E R: 
E[h(-%A,)] = -ee-’ E[h(aA,)]. (2) 
Property (a) follows immediately from the symmetry of the distribution of 
(IS,, t 3 0), but property (b) is more subtle and may be proved as follows: the function 
def 
@(LX, x) = E,[exp(aAo)]l satisfies: 
@(LX, X) = e’@( -x, -x) (3) 
’ Here, and in the sequel, P, denotes the law of Brownian motion started at x, and P = PC1 
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(thanks to the same symmetry property of the law of Brownian motion), and it is easily 
shown that, for x < 0: 
m cL"pL,e 
@(a,~) = 1 
xfi 
,, , where ,LL~ = ,?[A”,]. 
n=O 
(4) 
In [l], the authors show that: x + a,(~(, x) is differentiable at x = 0 (in fact, on all of 
R), and use (3) and (4) to deduce (2). 
The starting point of this paper is to give a different proof of this important 
differentiability property, which will then guide us to provide a two-dimensional 
extension of Theorem 1. 
Here is this proof; we remark that 
@(a, -x) = ECexpWL)l, 
where 
(5) 
s 
cc m CC 
A, = ds eP”1 (B,ZX) = 
0 s 
dy L, and L, = 
X s 
WWs, 
0 
(1:; y E R, t 3 0) denoting the continuous family of local times of B. Now, the desired 
differentiability property is easily deduced from (5), and we obtain: 
&(WG -4) = ECexpWA-&Jl. 
In particular, it follows’ that 
&WWo)l -21 _ (@(a, -x)) = aE[exp(aAo)Lo]. 
x-0 
Developing both sides with respect to powers of CC, we obtain 
a Pzo 5 ECAP,LoI = f n=l (n ” l)! 2 E[A”o-IL,]. 
Hence, 
G 
4 
= E[A”,-‘Lo] (n 2 1). 
It is now natural to look for the joint law of (A,, Lo), since: 
(i) its first marginal has been studied in Baxter and Williams (1992a, b) 
m 
m (ii) the law of Lo = 
s 
d&‘)eP 3 
s 
dt ee”, 
0 0 
where z, = inf{u: 1,” > t}, is easily characterized by its moments. 
(7) 
(8) 
‘By using (4) and (6) in conjunction. 
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Proposition 1. (a) For nE N, one has 
dcl 
;‘?I = E[(LJ] = $$. 
(b) The sequence of moments (7,) characterizes the law of Lo. In fact, L,, ha:: 
exponential moments of all orders. 
Proof. Let q:R+ +R+ be a C’, increasing function, with ~(0) = 0. Then: 
Consequently, for q(x) = x”, one obtains 
a’ ;j,z = E[(L,)“] = n 
s 
dtE[eC”‘] E[(L,)“~‘] 
0 
where h(n) is the Levy exponent defined by E[exp( -nz,)] = exp(- th(n)). In our 
particular study, one has h(n) = ,J’? n, and (a) follows easily from (*). (b) is elemen- 
tary. ??
Remark. A more general study of exponential functionals associated to subordinators 
(TV; t 2 0) is made in Carmona et al. (1997). 
(iii) the identity (8) shows an interesting relationship between the moments of A. 
and the cross moments of A, and Lo, i.e., 
def 
We now introduce: @(x, b; X) = E,[exp(xA, + PLO)] and we remark that there is 
the following extension of (3): 
@(c(, [j; X) = eaQ(-a, /I; -x). (9) 
Again, we would like to use the arguments of Baxter-Williams, by exploiting the 
regularity of @‘, but now the situation is more delicate as we have the following 
Theorem 2. The function .x + @(cx, p; x) admits right-and left-derivatives at 0, which urc’ 
given by 
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Warning: Note the “change”: + on the LHS, and f on the RHS! 
With the existence of Q* (a, /3), and the relation: 
@,‘(4 B) = @,-(4 P) - 28 @(a, P; O), (10) 
which follows from Theorem 2, we are now able to modify the Baxter-Williams 
arguments to obtain recurrence relations between the cross moments: 
def 
P n,m = E[A”,L$] of A0 and L,,. 
Indeed, from (9), we deduce: 
Q+(a,P)=-ea@-(-a,/?) 
so that (10) becomes: 
(9’) 
-e” @-(-a, /I) = CI’-(CI, p) - 2/I@(c(, B; 0). (11) 
Moreover, for x < 0, we have, by applying the strong Markov property at To: 
(I%, B; x) = &Cexp{aexp(- T&G + ~exp(-~o~L}l, 
where To is independent of (A”,,, Lo), and this last pair is distributed as (A,, L,) under 
P. Hence, for x < 0, we have 
@(a, p; x) = f anBm exp(xJ50)pL,,,, 
n,m=O (nl)(ml) 
so that 
Then, (11) may now be written as 
Identifying the coefficients of /I” on both sides of (12) yields: 
i 
m=O: C m “.lL.fi=_ea f (-a)%fi 
n=O n! n=O n! ’ 
i 
m ~nP”,nJz=4 m31: C = _ea f (-4”P”.J3=)+2 f Clnp”,m-l~ 
n=O n!m n=o (n!)m n=O (n!) 
(13) 
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Then, identifying the coefficients of ? on both sides of (13) yields: 
Remark. Taking n = 0 in (14), one obtains the recurrence relation (*) for ;I,,, = ~~,I,,,, 
found in the proof of Proposition 1, which led to the value of y,,, given in the same 
proposition. 
Together with the following relation: 
hrn = i (-ilk ; pk.m 
k=O 0 
which is deduced3 from the symmetry property (9) taken for .Y = 0, we are now able to 
compute recursively all the moments (IL,,,,; n > 0, m >, 0); in particular, we obtain the 
following 
2. Discussion of the moments of (A,, Lo) 
2.1. A recurrence procedure 
We deduce from (15) that, for II odd: 
whilst we deduce from (14) that for n etjen: 
It is now clear, from these two formulae, that if we know 
(p,,k; PE N, k d m - l), we can deduce (P~,~; PE Pi); 
hence, the double sequence (p,,,,; n E N, m E N) may be obtained from the knowledge 
of (pn,o = Pi, n E N), which is the subject of Baxter and Williams (1992a) and, in fact, is 
also obtained via the same recurrence formulae, taken with m = 0. 
.‘Even more directly. (15) follows from the symmetry property: 
(A,,, L,,) “““’ (1 - Au, &I) 
which extends property (a) of Theorem 1 
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2.2. The values of p”,,,, for n, m d 3 
Using (15’),~ and (14X,,,, we easily obtain the following table. 
L4l.m n=O n=l n=2 n=3 
t 
P1.m l = ZP0.m 
Here are some details about the determination of P~,~,,LL~,~,~~,~ and P~,~: the 
recurrence relations imply: 
whereas: 
2p3,2 
1 1 
= - j c10,2 + 3112,2 3 3p2,2 - 
1 
& 
2k3 = - - Po,3 + $2,3 - 3p2,3 - -. 2 4 
3. A proof of Theorem 2 
The following proof of Theorem 2 follows closely (although with some important 
modification) the arguments of Baxter-Williams (1992a). 
Step 1: Consider (At, t > 0) an increasing, continuous, additive functional of 
Brownian motion, and define: 
A,= dc s d?,, e-‘. t 
We have 
ev(LJ = exp(N - s m (d&) exp (- s + A,); I 
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hence: 
exp(A,) = 1 + 
I 
co d&exp(--s + A,). 
0 
Applying the Markov property, we obtain 
ExCexp(~o)l = 1 + G 
ir 
311 
d&e-” q(e-“, B,7) , 
0 1 
where 
def 
cph -4 = ~,Cq4Ad1. 
As is well known, one has 
for some Radon measure p on [w. Thus, we obtain 
&Cexp(Ao)l = 1 + jAd.dL [[I WW”~(e~4 .v) 
I I 
0 
= 1 + NY) d.~p,(x, yW”cpW”, Y). 
0 
Step 2: We now apply formula (16) to the case 
(16) 
whose representing measure is: p(dy) = al o.,Ojdy + fic,(dy). IJsing our previous 
notation 
@,(a, B; x) = LCexp(~~o + BLo)l,4 
we obtain, from (16) 
o(l 
@(cc, /j; x) = 1 + z 
s I 
CC 
dy dsp,7(x, y)e-“@(xe~“, be-“; y) 
0 0 
K 
+a dsp,(x, O)e~“O(cxe~“, Be-“; 0). 
0 
Hence, 
(17) 
“In the sequel, we write sometimes simply Q(a, B) for Q(x, /3; 0). 
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where 
Co s s m ff(a, P; 4 = dy ddp,k Y) - ~~(0, y))e-“Q(~e-“, PC Y), 0 0 
and 
s m Kc% P; 4 = ds(p,(x, 0) - ~~(0, O))ePsCD(aeP, be-“). 0 
From these two expressions, we deduce 
whilst 
Making the change of variables: s = x’u, we obtain 
so that 
As is 
lim K(& P; 4 - 
.X-Of X 
= + j-j&(1 -exp(&))@~~~ii). 
well known, one has 
j:$Z==Jl -exp(-&))=jI+(l-enp(-:))=I; 
hence 
lim K(a’ ” ‘) = T @(a fi), 
> (19) 
x-O* X 
Finally, putting together (17)-(19), we obtain the formula stated in Theorem 2. 
4. Some extensions and some comments 
4.1. It may be of some interest to present a general relation between CD+ and CD-, 
when: Q(x) = CDs(x) = E,[f(A,, Lo)], f or a large class of regular functions 
f : (a, 1) + f@, 4. 
One can show: 
“f’ = @, - 2WX40, Lo)l, (20) 
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which, in the case: f(a, 1) = exp(Nu + j?l) gives (10). 
Furthermore. we can show 
___ {EC.f(U - e-‘) + ep’Ao, e-fLJl - EU(AO, LOU} (214 
and 
07 = - 
i 
d * (ECf(e-‘&, e-‘IA - f(& ,fAl). (21b) 
If we consider functions f depending only on the first variable, we obtain, as 
a consequence of (20) and (21a, b): 
where q(y) = (logy))“2 (J* > 1) (22) 
and the identity 22 is equivalent to (2) above. 
4.2. Some remarks about (14) (1.5) and (8). 
In comparison with (14),,, and (15),,,, the relation 
Pn.1 JG-6 = 2Pnt1,o 
is quite simple, and intriguing. 
c3),. ! 
Let us check that it is compatible with (14) and (15); we also try to discover, more 
generally, some simple relation between 
We can show that these two sequences satisfy the same recurrence relation: 
I’~,~= 2mp,,,-i + i (-l)p+’ ’ v~,~, 
0 p=o P 
which, of course, is consistent with the fact that 
(23) 
v!$ = v:‘, which is (S),,, 
The fact that (v$J satisfies (23) is expressed by (14). 
On the other hand, to prove that (v!,:,,) satisfies (23) we write (15),+ i,_i and 
(15),,,_1, and subtract the second equality from the first. Then, using Pascal’s triangle 
relation, we obtain: 
%I+ l,m-1 = Pn,m-1 + 1 (-lIk 
k=l 
Finally, multiplying both sides by (2m), we have shown that (v$!,J satisfies (23). 
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4.3. This section answers partially two points raised by an anonymous referee: 
(i) How to characterize, in the manner of Baxter-Williams as presented in Theorem 1 
above, the joint law of (A,, Lo)? 
(ii) How to give a pathwise explanation extending (6) above of formula (10) or (20)? 
For conciseness reasons, we postpone a detailed development of these two points to 
a future paper, and only sketch the main arguments. 
Concerning (i), we show now how formulae (20) and (21a, b) yield an analogue of 
formula (2), which characterizes the law of Lo: 
If we take in formula (20) f(a, 1) = k(l) = lb dx k’(x), with k’ 3 0, we obtain: 
J m dt - E[k(L,) - k(e-‘LO)] = E[k’(L,)], o$G (20’) 
from which it easily follows that the law of Lo admits a density, say (g(l), 1 3 0) such 
that: 
(24) 
which, by integration of exp(/3) on both sides yields: 
B~CewWdl = ~WWd. (25) 
The moments of Lo, as given in Proposition 1, are then easily deduced. 
More completely, working in the same manner from (20) with a general function 
f(a, I) of the two variables a and 1 yields a characterization of the law of (A,, L,) 
which may be written essentially in terms of the function h (see Sato and Yor, 1997, for 
details). 
Concerning (ii), we start again from formula (16), which in the particular case 
considered in Step 2 above, translates as 
@(LX, p; x) = EO [exp(aA-, + PLJ] 
[J m = 1 + clEo ds 1 (B,,_xJe~S@((ae-“, be-“; x + B,) 0 I 00 + PEo [J d(l;“)e-“@(Ke-“, be-‘) 1 . 0 
Thus, with our notation in (17), we obtain, for x > 0: 
[J 02 ff(a, P; 4= Eo ds l~_xcBs<O~e-S~(ae-“, Be-“; x + B,) 0 1 
[s m + Eo ds l(B,,O)e-S{@(ae~s, pee”; x + B,) 0 
- @(ae-“, Be-“; B,)} , 
1 
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which implies 
lim i (H(a, fl; x)) = E. 
cc 
dl, ems Q(xe-“, De-“) 
r-+0, 0 1 
c ^ + 61 ds 1 (B,>o)~-~ ( j G cf, (xems, Be-"; B,) . (26) 0 c.x 1 
We are using here the (yet unproven) fact that: x + @(CC, 1; x) is differentiable on 
[w\(O), which may be obtained in the analytic manner developed above. following 
(17); indeed, one obtains that, for x # 0: 
(27) 
Let us come back, for the moment, to (26) which will yield a pathwise explanation 
of formula (18): indeed, the RHS of (26) may be expressed (we simply write q(s, J) for 
Q(MePS, Be-“; y)) as 
‘X’ 1 
ds p,(0)e-S~(s,O) + 
0 0 
dy pAAe_” $r cp(s, Y) 
This last formula is precisely (lg), which has thus been recovered partly via the 
“pathwise” interpretation (26). 
Similarly, we should like to give some partial “pathwise” explanation for (19). 
Since: K(r, j?; x) - EC!,” (dl: - dl,O)@(s)], where: ij(s) = ee”cp(,s), such an explana- 
tion of (19) boils down to proving that, for x > 0, as x ---f 0,: 
LE 
ii 
% 
(dl; - d1,0)@(s) 1 -+ - @(,O) = - q(O). (28) x 0 
Using the scaling property of Brownian motion, the LHS of (28) may be written as 
E 
[s 
*. 
d,(C - C%(x24 , 
0 1 
which is simply shown to have the same limit, as x --+ 0, as 
@(O) lim (E[l: - lp]) = e(O) lim (2E[(B, - 1)’ - B:]) 
1-K t* CC 
= G(O) lim 2$E 
1-L 
[(h-$)+-B;] 
= - @(O). 
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Finally, we note that formula (27) could also be transformed using integration by 
parts, and given some partial pathwise explanation as above. 
4.4. Final comment 
This paper shows that, quite similarly to our present understanding of the classical 
arcsine law, it may be helpful, in the study of the distribution of &, to introduce the 
“companion” variable I,,, . 
A somewhat different approach, which gives direct recurrence formulae for the 
cross moments of A0 and I,,, is given in Sato and Yor (1997a). 
The details missing in Section 4.3 above, along with other results, are presented in 
Sato and Yor (1997b). 
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