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Consider the following deterministic linear Cauchy problem on a real separable
Banach space S with norm k  kS;
dyðt; y0Þ ¼ Ayðt; y0Þdt; tX0; yð0; y0Þ ¼ y0 2 S, (1.1)
where A is a linear operator, generally unbounded, and the inﬁnitesimal generator of
a C0-semigroup TðtÞ; tX0; of bounded linear operators on the space S. If y0 2 DðAÞ;
the domain of A, then TðtÞy0 2 DðAÞ; and
dðTðtÞy0Þ ¼ ATðtÞy0 dt ¼ TðtÞAy0dt; tX0.
Hence, yðt; y0Þ ¼ TðtÞy0 is a solution of the linear system (1.1).
If the state space S is ﬁnite dimensional, it can be proved that the trivial solution is
asymptotically stable (i.e., there exists d040 such that the solution of (1.1) with
ky0kSod0 satisﬁes limt!1 kyðt; y0ÞkS ¼ 0) if and only if for some positive constants
MX1; m40 and all tX0;
kTðtÞkpMe	mt. (1.2)
Indeed, on this occasion we may prove that the asymptotic stability of (1.1) is
equivalent to its exponential stability (i.e., there exist constants M40; m40 such that
kyðt; y0ÞkSpMe	mtky0kS for all tX0:).
Generally, there are a few equivalent conditions for the solution (1.1) to be
asymptotically or exponentially stable in ﬁnite dimensional spaces. They are based
either on the properties of the spectrum of the matrix A or on the existence of
an appropriate Lyapunov function. Particularly, the following results hold (e.g.,
see [16]).
Theorem 1.1. Let S be finite dimensional, for instance, S ¼ Rn; nX1: The solution of
(1.1) is asymptotically or exponentially stable if and only if one of the following
conditions holds:(i) all eigenvalues of the matrix A have negative real parts,
maxfRe l : detðlI 	 AÞ ¼ 0go0; (1.3)(ii) there exists a non-negative definite matrix P such that
PA þ AP ¼ 	I , (1.4)
where A is the transpose matrix of A.In the latter case, the function V ðyÞ ¼ hPy; yiSX0 is the Lyapunov function for (1.1) in
the sense that for every solution yðt; y0Þ; tX0; of (1.1),
dV ðyðt; y0ÞÞ
dt
¼ d
dt
hPyðt; y0Þ; yðt; y0ÞiSo0,
where h; iS denotes the inner product in S.
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true, e.g., see Example 3.1. In this case, the asymptotic stability of the trivial solution
of (1.1) does not generally imply exponential stability although the converse
statement remains true. Also, the condition (1.3) cannot guarantee exponential
stability of the Cauchy problem unless some extra restrictions on A are made. Note
that on this occasion, (1.3) is, of course, replaced by
supfRe l : l 2 sðAÞgo0, (1.5)
where sðAÞ is the spectrum of the linear operator A. In fact, in this case (i) of
Theorem 1.1 can be partially reformulated as follows (e.g., see [25,31]):
Theorem 1.2. For the infinitesimal generator A of TðtÞ; tX0; define the lower and
upper stability indices:
gðAÞ ¼ supfRe l : l 2 sðAÞg,
GðAÞ ¼ inffm : kTðtÞkpMemt for some MX1 and all tX0g.
Then
gðAÞpGðAÞ, (1.6)
and therefore if the trivial solution of the system (1.1) is exponentially stable, then
gðAÞo0. (1.7)
Moreover, if(i) the semigroup TðtÞ is differentiable on t 2 ½0;1Þ;
or(ii) for some t040; Tðt0Þ is a compact operator, i.e., Tðt0Þ takes any bounded sets in S
into relatively compact ones, then
gðAÞ ¼ GðAÞ, (1.8)
and consequently (1.7) implies exponential stability. In particular, if S is finite
dimensional, the equality (1.8) holds.In the case where S is inﬁnite dimensional, although it is not generally true for
(1.5) to imply the stability (1.2) of the semigroup TðtÞ; tX0; the Lyapunov condition
(1.4) has its complete inﬁnite dimensional counterpart when S is a Hilbert space.
Precisely, we have the following results which are due to Datko [9].
Theorem 1.3. Let S ¼ H be a real separable Hilbert space with inner product h; iH
and norm k  kH ; respectively. The following statements are equivalent:(i) TðtÞ; tX0; is stable, i.e., (1.2) is true;R
(ii)1
0 kTðtÞxk2H dto1 for each x 2 H;(iii) there exists a self-adjoint non-negative operator P in LðHÞ such that
2hAx; PxiH ¼ 	hx; xiH for each x 2 DðAÞ,
where LðHÞ is the space of all bounded linear operators from H into itself.
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for linear stochastic evolution equations. Unless otherwise speciﬁed, the symbol
LðU ; V Þ will always denote the space of all linear bounded operators from U into V
when U and V both are real separable Banach spaces.
Suppose H and K are two real separable Hilbert spaces. Consider the following
linear stochastic differential equation in H
dyðt; y0Þ ¼ Ayðt; y0Þdt þ Gyðt; y0ÞdW ðtÞ,
yð0; y0Þ ¼ y0 2 H, ð1:9Þ
where A is the inﬁnitesimal generator of a strongly continuous semigroup TðtÞ over
H, G 2LðH ;LðK ; HÞÞ and W ðtÞ; tX0; is a given K-valued Wiener process with
ﬁnite trace covariance operator Q. It can be proved (e.g., see [7]) that for arbitrarily
given y0 2 H ; there exists a unique mild solution yðt; y0Þ of (1.9). That is, the solution
yðt; y0Þ satisﬁes the equation
yðt; y0Þ ¼ TðtÞy0 þ
Z t
0
Tðt 	 sÞGyðs; y0ÞdW ðsÞ, (1.10)
for any tX0:
Deﬁnition 1.1. The trivial solution of (1.10) is uniformly L2-stable in mean square if
the solution yðt; y0Þ; tX0; satisﬁesZ 1
0
Ekyðt; y0Þk2H dto1 for each y0 2 H.
The following extension of Datko’s results is due to Zabczyk [32] and Ichikawa
[21] (also see [19]) and states that uniform L2-stability in mean square of the trivial
solution of (1.10) is equivalent to the existence of a solution of some Lyapunov
equation, and is also equivalent to exponential stability in mean square.
Theorem 1.4. The following statements are equivalent:(i) the trivial solution of (1.10) is uniformly L2-stable in mean square;
(ii) there exists a non-negative operator 0pP 2LðHÞ such that
2hAy; PyiH þ ðDðPÞy; yÞ ¼ 	hy; yiH for arbitrary y 2 DðAÞ. (1.11)
In this case, the function V ðy0Þ ¼ hPy0; y0iH ¼
R1
0 Ekyðt; y0Þk2Hdt; 8y0 2 H ; plays
the role of the Lyapunov function for (1.10);
(iii) there exist positive numbers MX1; m40 such that
Ekyðt; y0Þk2HpMe	mtky0k2H ,
where
ðDðPÞx; yÞ:¼tr½GðxÞPGðyÞQ; x; y 2 H,
and G is the adjoint operator of G.
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economic models in which the stochastic aspects of the models are used to capture
the uncertainty about the environment. Stochastic delay differential equations in
inﬁnite dimensions are motivated by practical stochastic models such as stochastic
partial differential equations with memory. The analysis and control of such systems
then involves investigating their stability, which is a qualitative property and often
regarded as the ﬁrst characteristic of the dynamical systems studied. The
fundamental objective in this work is to establish some extensions of the above
stability results to linear stochastic functional differential equations in inﬁnite
dimensions. Such extensions in the deterministic case have been attempted in [11].
We shall particularly deal with in Sections 2 and 3 a class of retarded stochastic
differential difference equations with inﬁnite dimensional phase spaces. Instead of
taking account of systems with ﬁnite time delays, we are particularly interested in a
class of linear stochastic differential difference equations whose delays are effective
over an inﬁnite interval. One of the reasons for interest in this case is that the
stability results for such systems can be favorably applied to neutral linear stochastic
systems by means of a proper transformation of solutions. Roughly, we will consider
the following system
yðt;cÞ ¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ;cÞds
þ
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ;cÞdW ðsÞ; tX0,
yðt;cÞ ¼ cðtÞ for tp0, (1.12)
where 0ph1p   phnp    are some given constants and c is any initial datum
in some appropriate Hilbert space. The coefﬁcients Fj ; Gj involved are
deﬁned properly (see below) so that Eq. (1.12) makes sense. After setting up
an appropriate Hilbert space, we will study the fundamental uniqueness, existence
and continuity of Eq. (1.12). Comparing with systems without time delays,
the theory here is complicated by at least two factors. One is that the setting
for our equations is an inﬁnite dimensional space, and the second is that the delay
terms force us to consider functionals and semigroups deﬁned not in the phase space
but on a proper function space. This is true even if the phase space is ﬁnite
dimensional.
The theory of (stochastic) evolution equations in inﬁnite dimensional spaces is
already an established area of research, e.g., [2,4,5,7,8,15,17,30]. The corresponding
stability property of such equations have been also investigated by many researchers
(see [1,13,16,18,26]). In Section 3, we shall be particularly interested in the stability of
retarded stochastic linear differential difference equations. We shall show that under
some circumstances, the uniform L2-property is actually necessary and sufﬁcient for
the asymptotic stability of Eq. (1.12). It is important to mention that the results of
Eq. (1.12) derived in Section 3 may be used to deal with the stability of a large class
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xðt;fÞ 	
Xm
j¼1
Djxðt 	 rj ;fÞ ¼ TðtÞ fð0Þ 	
Xm
j¼1
Djfð	rjÞ
" #
þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Ajxðs 	 rj ;fÞds
þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Bjxðs 	 rj ;fÞdW ðsÞ; tX0,
xðt;fÞ ¼ fðtÞ; 	rptp0, (1.13)
where 0pr1pr2p   prm ¼ r are some given constants and f is some given initial
datum related to c in (1.12). The operators Aj ; Bj ; Dj are properly deﬁned
coefﬁcients (see Sections 2 and 3). Instead of presenting a detailed statement for
existence and uniqueness of (1.13) which is quite similar to those of (1.12), we will in
Section 5 content ourselves with the analysis of stability problems. In particular, we
shall obtain that the trivial solution of (1.12) is uniformly L2-stable (asymptotically
stable) in mean square if and only if the same stability is true for the trivial solution
of (1.13). We will also obtain for Eq. (1.13) the equivalence between uniform L2-
stability and exponential stability in mean square sense.2. Existence and uniqueness of solutions
Let H and K be two real separable Hilbert spaces with norms k  kH ; k  kK and
inner products h; iH ; h; iK ; respectively. Commonly, we use the symbol k  k
without further speciﬁcation to denote the norms of operators on various suitable
spaces when no confusion is possible. We assume fhjg; 0ph1p   phj    ; is a
sequence of real numbers which satisﬁes
lim
n!1
hn ¼ 1
and
lim
n!1
ln n
hn
¼ 0. (2.1)
Let A be a linear operator, generally unbounded, and the inﬁnitesimal generator of a
C0-semigroup TðtÞ; tX0; of bounded linear operators on H. Suppose fF jg 2LðHÞ
and fGjg 2LðH;LðK ; HÞÞ are two families of bounded linear operators, respec-
tively. To introduce a proper phase space for future equations, let us assume that
there is a sequence of non-negative numbers fdjg such that
kFjk _ kGjkpdj,
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X1
j¼1
dje
2dhjo1 (2.2)
for some number d40: Let ðO;F; PÞ be a probability space equipped with a
ﬁltration fFtgtX0 which satisﬁes the usual conditions. We setF1 ¼ sð
S1
tX0FtÞ: For
our stability purpose, we intend to introduce the following space X ;
X :¼L2ðO; HÞ  L2ðð	1; 0Þ  O; HÞ,
where
L2ðð	1; 0Þ  O; HÞ ¼ c : ð	1; 0  O! H is F1-measurable
(
and
X1
j¼1
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H dso1
)
with norm
kck2
L2
¼
X1
j¼1
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H ds.
It is straightforward to check that X is a Hilbert space with the inner product
h ~c1; ~c2iX ¼ Ehc1ð0Þ;c2ð0ÞiH þ
X1
j¼1
d2j e
2dhj
Z 0
	hj
Ehc1ðsÞ;c2ðsÞiH ds,
where ~c1 ¼ ðc1ð0Þ;c1Þ and ~c2 ¼ ðc2ð0Þ;c2Þ 2 X ; and the norm
k ~ckX ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h ~c; ~ciX
q
,
where ~c ¼ ðcð0Þ;cÞ 2 X :
Consider the stochastic differential difference equation: for any tX0; ~c 2 X ;
yðt; ~cÞ ¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 uÞ
X1
j¼1
F jyðu 	 hj ; ~cÞdu
þ
Z t
0
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ; tX0,
yð0; ~cÞ ¼ cð0Þ 2 L2ðO; HÞ; yðt; ~cÞ ¼ cðtÞ; to0; cðÞ 2 L2ðð	1; 0Þ  O; HÞ,
(2.3)
where W ðtÞ; tX0; is a given K-valued Q-Wiener process with respect to the fFtgtX0
with ﬁnite trace class covariance operator Q, that is,
EhW ðtÞ; xiKhW ðsÞ; yiK ¼ ðt ^ sÞhQx; yiK forany x; y 2 K .
To justify this equation, in particular, establish the existence and uniqueness of
solutions for Eq. (2.3) with initial data ~c ¼ ðcð0Þ;cÞ 2 X ; we need the following
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linear operators.
Let S be a real separable Banach space and a map rðÞ : S ! R1 is a semi-norm if it
satisﬁes the following conditions:(i) jrðx þ yÞjpjrðxÞj þ jrðyÞj for any x; y 2 S;
(ii) jarðxÞj ¼ jrðaxÞj for any aX0; x 2 S:Lemma 2.1. Let rnðÞ; nX1; be a family of continuous semi-norms on the Banach space
S such that for each x 2 S; supn rnðxÞo1: Then there exists a positive constant Co1
such that for all x 2 S;
sup
n
rnðxÞpCkxkS.
Proof. The proof is a straightforward variant of the corresponding arguments of
Lemma 13, p. 53 in [14]. Also see Theorem 1, p. 68 in [31]. &
Now we are in a position to obtain the main results in the section.
Theorem 2.1. Let kF jk; kGjk; j ¼ 1; 2; . . . ; be two families of bounded operators such
that (2.2) holds. Then Eq. (2.3) is well defined and moreover has a unique solution
yðt; ~cÞ 2 H ; tX0; satisfying that there exist constants C41 and y40 such that for any
TX0; ~c ¼ ðcð0Þ;cÞ 2 X ;
sup
t2½0;T 
Ekyðt; ~cÞk2HpCeyTk ~ck2X .
Proof. The existence will be proved by demonstrating that a solution exists over the
interval ½0; h1 and then by arguing that by induction the solution can be extended to
½0; nh1 for any natural number n. It is well known by the theory of semigroup of
operators that kTðtÞkpMemt for all tX0; where MX1 and m40 are two constants.
Assume t 2 ½0; h1: Then by virtue of the Ho¨lder inequality, we have from (2.3) that
E
Z t
0
Tðt 	 sÞ
X1
j¼1
F jyðs 	 hj ; ~cÞds


2
H
pM2E
X1
j¼1
Z t
0
emðt	sÞ djkyðs 	 hj ; ~cÞkH ds
 !2
pM2E
X1
j¼1
Z t
0
e2mðt	sÞ ds
 1=2 Z t
0
d2j kyðs 	 hj ; ~cÞk2H ds
 1=2( )2
pM2 e
2mt 	 1
2m
X1
j¼1
1
j2
X1
j¼1
E j2d2j
Z 0
	hj
kcðsÞk2H ds
 !
pM2 e
2mh1 	 1
2m
X1
j¼1
1
j2
X1
j¼1
d2j j
2
Z 0
	hj
EkcðsÞk2H ds
 !
. ð2:4Þ
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X1
j¼1
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H dso1,
there exists a positive integer J0 such that
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H dsp1
for jXJ0: That is, if jXJ0; then
d2j j
2
Z 0
	hj
EkcðsÞk2H ds
" #
oj2e	2dhj .
However, as limn!1 ln nhn ¼ 0 by (2.1), there exists J1XJ0 such that if jXJ1; then
ln jp d
2
hj ; i.e., e	2dhjp1=j4: Therefore, if jXJ1; then
d2j j
2
Z 0
	hj
EkcðsÞk2H ds
 !
pj2e	2dhjp 1
j2
. (2.5)
This implies the existence of constant C ¼ CðcÞ40 such that
E
Z t
0
Tðt 	 sÞ
X1
j¼1
F jyðs 	 hj ; ~cÞds


2
H
pC e
2mh1 	 1
2m
X1
j¼1
1
j2
 !2
o1. (2.6)
On the other hand, by the isometry property of stochastic integral,
E
Z t
0
FðsÞdW ðsÞ


2
H
¼ E
Z t
0
trðFðsÞQFðsÞÞds; 8FðÞ 2LðK ; HÞ,
and the property
trðFðsÞQFðsÞÞptrðQÞkFðsÞk2,
we have
E
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ


2
H
¼ E
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞ


2
L02
ds
pM2trðQÞe2mh1
X1
j¼1
1
j2
X1
j¼1
d2j j
2
Z 0
	hj
EkcðsÞk2H ds
 !
,
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L02
:¼trðBQBÞ for any B 2LðK ; HÞ: A argument similar to the above
yields that there exists a constant K ¼ KðcÞ40 such that
E
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ


2
H
pKM2trðQÞe2mh1
X1
j¼1
1
j2
o1. (2.7)
By virtue of (2.3), (2.6) and (2.7), we obtain an estimate of the form
Ekyðt; ~cÞk2Hp9M2e2mt Ekcð0Þk2H þ M 0ðc; h1Þ
X1
j¼1
1
j2
 !224
3
5; t 2 ½0; h1, (2.8)
where M 0ðc; h1ÞX1 is some positive constant dependent of c and h1:
We now construct on X a family of continuous seminorms rðnÞð ~cÞ; nX1; ~c 2 X ;
by
rðnÞð ~cÞ ¼
Xn
j¼1
j2d2j
Z 0
	hj
EkcðsÞk2H ds
 !" #1=2
.
By a similar argument to (2.5), we easily get that for each ~c 2 X ;
sup
n
rðnÞð ~cÞp3Memh1M 0ðc; h1Þ1=2
X1
j¼1
1
j2
 !
. (2.9)
Thus by virtue of Lemma 2.1, we have, together with (2.4) and (2.7), that for all
t 2 ½0; h1;
Ekyðt; ~cÞk2HpL1Ekcð0Þk2H þ L2 sup
n
rðnÞð ~cÞ
 2
pL3k ~ck2X , (2.10)
where L1; L2 and L3 are some proper positive constants which only depend on h1:
Now let
~c1 ¼ ðyðh1; ~cÞ;c1Þ,
where
c1ðsÞ ¼ yðh1 þ s; ~cÞ; s 2 ð	1; 0Þ.
We claim that c1 deﬁned above is in L
2ðð	1; 0Þ  O; HÞ: Indeed, note thatZ 0
	hj
Ekyðh1 þ s; ~cÞk2H ds ¼
Z h1
h1	hj
Ekyðs; ~cÞk2H ds
p
Z h1
0
Ekyðs; ~cÞk2H ds þ
Z 0
	hj
EkcðsÞk2H ds
ph1L3k ~ck2X þ
Z 0
	hj
EkcðsÞk2H ds
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X1
j¼1
d2j e
2dhj
Z 0
	hj
Ekyðh1 þ s; ~cÞk2H ds
ph1L3k ~ck2X
X1
j¼1
d2j e
2dhj þ
X1
j¼1
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H dso1 ð2:11Þ
by (2.2) and (2.5).
Furthermore, from (2.10) and (2.11) we see that there exists constant 1oC ¼
Cðh1Þo1 which depends only on h1 such that
k ~c1k2XpCk ~ck2X .
We now use the ‘‘method of steps’’ to extend the solution of (2.3) to the interval
½h1; 2h1 using ~c1 as the new initial condition. By the above argument, the point
~c2 ¼ ðyð2h1; ~cÞ;c2Þ,
where c2ðsÞ ¼ yð2h1 þ s; ~cÞ; s 2 ð	1; 0Þ; is in L2ðð	1; 0Þ  O; HÞ and is a solution
of (2.3) on ½h1; 2h1: Moreover,
k ~c2k2XpCk ~c1k2XpC2k ~ck2X .
Proceeding inductively we ﬁnd that for t 2 ½0; nh1 in which n is an arbitrary natural
number,
Ekyðt; ~cÞk2HpCnk ~ck2X .
Let y ¼ ðln CÞ=h140; we may immediately deduce that for any tX0;
sup
0pspt
Ekyðs; ~cÞk2HpCeytk ~ck2X (2.12)
as required.
Uniqueness is a consequence of the inequality (2.12) and the linearity of (2.3). &
Deﬁnition 2.1. For tX0; ~c 2 X and the corresponding solution yð; Þ of (2.3), deﬁne
ytð ~cÞ 2 L2ðð	1; 0Þ  O; HÞ and ~ytð ~cÞ 2 X as
ytð ~cÞ ¼ fyðt þ u; ~cÞ : u 2 ð	1; 0Þg; ~ytð ~cÞ ¼ ðyðt; ~cÞ; ytð ~cÞÞ,
and map ~UðtÞ : X ! X ; tX0; as
~UðtÞ ~c ¼ ~ytð ~cÞ; ~c 2 X .
Clearly, ~UðtÞ; tX0; is a family of linear operators from X into X. The following
corollary which may be easily deduced from Theorem 2.1 shows that it is also a
family of bounded linear operators.
Corollary 2.1. For tX0 and ~c 2 X ;
k ~UðtÞ ~ckXpcentk ~ckX
for some constants c41 and n40:
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actually a strongly continuous semigroup to close this section.
Theorem 2.2. For the family ~UðtÞ : X ! X ; tX0; defined in Definition 2.1, we have(i) ~UðtÞ ~UðsÞ ~c ¼ ~Uðt þ sÞ ~c for any 0pspt and ~c 2 X ;
(ii) there exist constants C41 and m40 such that
k ~UðtÞkpCemt; tX0;(iii) ~UðtÞ is strongly continuous in the mean square sense, i.e., for any ~c 2 X ;
lim
t!0þ
k ~UðtÞ ~c	 ~ck2X ¼ 0.Proof. First of all, we prove the semigroup property (i) of ~UðtÞ; tX0: Using the
semigroup property of TðtÞ; tX0; we have for any 0pspto1; ~c 2 X ;
yðt; ~ysð ~cÞÞ ¼ Tðt 	 sÞyðs; ~cÞ þ
Z t
s
Tðt 	 uÞ
X1
j¼1
Fjyðu 	 hj ; ~ysð ~cÞÞdu
þ
Z t
s
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~ysð ~cÞÞdW ðuÞ
¼ Tðt 	 sÞ TðsÞcð0Þ þ
Z s
0
Tðs 	 vÞ
X1
j¼1
Fjyðv 	 hj ; ~cÞdv
"
þ
Z s
0
Tðs 	 vÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðvÞ
#
þ
Z t
s
Tðt 	 uÞ
X1
j¼1
F jyðu 	 hj ; ~ysð ~cÞÞdu
þ
Z t
s
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~ysð ~cÞÞdW ðuÞ.
Note that if tps; then yðt; ~cÞ ¼ yðt; ~ysð ~cÞÞ; and for spt;
yðt; ~cÞ ¼ TðtÞcð0Þ þ
Z s
0
Tðt 	 uÞ
X1
j¼1
F jyðu 	 hj ; ~cÞdu
þ
Z s
0
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ
þ
Z t
s
Tðt 	 uÞ
X1
j¼1
F jyðu 	 hj ; ~cÞdu
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Z t
s
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ, ð2:13Þ
which, comparing (2.13) with Eq. (2.3) and using the uniqueness of solutions,
immediately yields that
~ytð ~ysð ~cÞÞ ¼ ~ytð ~cÞ for any 0pspt.
From Corollary 2.1 of Theorem 2.1, (ii) is deduced immediately. To end the proof,
we shall show that for each ~c 2 X ; limt!0þ k ~ytð ~cÞ 	 ~ckX ¼ 0:
Assume ﬁrst 0ptph1 and then we have
kytð ~cÞ 	 ck2L2 ¼
X1
j¼1
d2j e
2dhj
Z 0
	hj
Ekyðt þ s; ~cÞ 	 cðsÞk2H ds
¼
XJ
j¼1
d2j e
2dhj
Z 0
	t
Ekyðt þ s; ~cÞ 	 cðsÞk2H ds
þ
XJ
j¼1
d2j e
2dhj
Z 	t
	hj
Ekcðt þ sÞ 	 cðsÞk2H ds
þ
X1
j¼Jþ1
d2j e
2dhj
Z 0
	hj
Ekyðt þ s; ~cÞ 	 cðsÞk2H ds. ð2:14Þ
Observe that if t 2 ½0; h1; then we have shown in (2.10) that Ekyðt; ~cÞk2HpL3k ~ck2X
for some constant L340: Therefore,Z 0
	hj
Ekyðt þ s; ~cÞk2H ds ¼
Z t
t	hj
Ekyðs; ~cÞk2H dsp
Z t
0
kyðs; ~cÞk2H ds
þ
Z 0
	hj
kyðs; ~cÞk2H dspL3k ~ck2X h1 þ
Z 0
	hj
EkcðsÞk2H ds.
Hence, the term
X1
j¼Jþ1
d2j e
2dhj
Z 0
	hj
Ekyðt þ u; ~cÞ 	 cðsÞk2H du
may be made arbitrarily small for all t in ½0; h1 by selecting J sufﬁciently large. Thus
let e40 be given. We choose J so large that the last expression on the right-hand side
of (2.14) is less than e=3: The middle term on the right-hand side of (2.14) can be
made less than e=3 since it is the sum of a ﬁnite number of terms which are
continuous in t and zero when t is zero. Finally, the ﬁrst term on the right-hand side
of (2.14) can be made less than e=3 since the integrands in the sum are uniformly
bounded and hence the integrals, which are ﬁnite in number, tend uniformly to zero
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kytð ~cÞ 	 ck2L2oe (2.15)
if t is sufﬁciently close to zero from the right-hand side.
Next observe that for t 2 ½0; h1 the application of the deﬁnition of stochastic
integral to (2.3) yields
Ekyðt; ~cÞ 	 cð0Þk2Hp9EkTðtÞcð0Þ 	 cð0Þk2H
þ 9E
Z t
0
Tðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ; ~cÞds


2
H
þ 9E
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ


2
H
p9EkTðtÞcð0Þ 	 cð0Þk2H
þ C e
2mt 	 1
2m
X1
j¼1
d2j j
2
Z 0
	hj
EkcðsÞk2H ds
 !" #
, ð2:16Þ
where C40 is some constant and kTðtÞkpMemt; MX1; m40: But the right-hand
side of (2.16) tends to zero as t tends to zero from the right. Thus, combining (2.15)
and (2.16), we have
lim
t!0þ
k ~UðtÞ ~c	 ~ck2X ¼ 0
which establishes (iii) and thus the proof of the theorem is complete. &3. Stability of stochastic retarded equations
In this section, we will investigate stability properties for stochastic retarded
equations (2.3) but leave the study of stability for (1.13) to the next section.
Deﬁnition 3.1. The trivial solution of the system (2.3) is said to be uniformly L2-
stable in mean square if for every ~c 2 X ; we haveZ 1
0
Ekyðt; ~cÞk2H dto1.
A direct application of Lemma 2.1 to Deﬁnition 3.1 produces the following
equivalent statement.
Lemma 3.1. If Eq. (2.3) is uniformly L2-stable in mean square, there exists a constant
1pCo1 such that for each ~c 2 X ;Z 1
0
Ekyðt; ~cÞk2H dtpCk ~ck2X .
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rnð ~cÞ ¼
Z n
0
Ekyðt; ~cÞk2H dt
 1=2
.
It is easy to see that for each ﬁxed n, rnðÞ is a continuous seminorm by the properties
of the solution (2.3). Thus, by virtue of Lemma 2.1,
sup
n
rnð ~cÞpC1=2k ~ckX
for some C40: If we choose CX1 and then the proof is complete. &
Deﬁnition 3.2. The system (2.3) is said to be stable in mean square if for arbitrary
~c 2 X there exists a constant C40 such that for all tX0;
Ekyðt; ~cÞk2HpCk ~ck2X .
Bearing Lemma 3.1 in mind, we also introduce the following stronger stability
concept.
Deﬁnition 3.3. The system (2.3) is said to be uniformly asymptotically L2-stable in
mean square if it is stable in mean square and for arbitrarily given e40; there exists
number TðeÞX0 such that for arbitrary ~c 2 X ;
k ~ytð ~cÞk2X ¼ k ~UðtÞ ~ck2Xpek ~ck2X
whenever tXTðeÞ:
Deﬁnition 3.4. The system (2.3) is said to be exponentially stable in mean square if for
arbitrary ~c 2 X ; there exist constants C40 and n40 such that
Ekyðt; ~cÞk2HpCe	ntk ~ck2X
for all tX0:
To make our stability analysis simpler, we would like to restrict the initial space of
(2.3) to a closed Hilbert subspace of X. Let 0oro1 and
X r:¼f ~c : ~c 2 X and kcðsÞkH ¼ 0 a.e. on ð	1;	rÞg.
Obviously, all the stability deﬁnitions above can apply to equations with these initial
data unquestionably.
In short, we shall show in the remainder of this section the following stability
equivalent relations for Eq. (2.3).
Theorem 3.1. For arbitrary initial data ~c 2 X r; let yðt; ~cÞ; tX0; be the solution of
Eq. (2.3), then the following three notions of stability are equivalent:(i) The system (2.3) is uniformly L2-stable in mean square;
(ii) The system (2.3) is uniformly asymptotically L2-stable in mean square;
(iii) The system (2.3) is exponentially stable in mean square.
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Proposition 3.1. For arbitrary ~c 2 X r; assume that the system (2.3) is uniformly L2-
stable in mean square. Then it is stable in mean square and furthermore the solution of
(2.3) satisfies the following relation:
lim
t!1
Ekyðt; ~cÞk2H ¼ 0.
In order to prove this, we ﬁrst show the following lemma.
Lemma 3.2. Let d0 be an arbitrarily given real number, then any solution of (2.3)
satisfies the equation
yðt; ~cÞ ¼ ed0tTðtÞcð0Þ 	 d0
Z t
0
ed
0ðt	sÞTðt 	 sÞyðs; ~cÞds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
F jyðs 	 hj ; ~cÞds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ ð3:1Þ
for any tX0 and ~c 2 X r:
Proof. Substituting
yðt; ~cÞ ¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ; ~cÞds
þ
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ
into the right-hand side of (3.1) and using Fubini-type theorem for stochastic
integrals, we get that
ed
0tTðtÞcð0Þ 	 d0
Z t
0
ed
0ðt	sÞTðt 	 sÞ TðsÞcð0Þ þ
Z s
0
Tðs 	 uÞ
X1
j¼1
Fjyðu 	 hj ; ~cÞdu
"
þ
Z s
0
Tðs 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ
#
ds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ; ~cÞds
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Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ
¼ ed0tTðtÞcð0Þ þ ð1	 ed0tÞTðtÞcð0Þ
	 d0
Z t
0
ed
0ðt	sÞ
Z s
0
Tðt 	 uÞ
X1
j¼1
F jyðu 	 hj ; ~cÞduds
	 d0
Z t
0
ed
0ðt	sÞ
Z s
0
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ; ~cÞds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ
¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 uÞ
X1
j¼1
Fjyðu 	 hj ; ~cÞdu
	
Z t
0
ed
0ðt	uÞTðt 	 uÞ
X1
j¼1
Fjyðu 	 hj ; ~cÞdu
þ
Z t
0
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ
	
Z t
0
ed
0ðt	uÞTðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Fjyðs 	 hj ; ~cÞds
þ
Z t
0
ed
0ðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ
¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 uÞ
X1
j¼1
Fjyðu 	 hj ; ~cÞdu
þ
Z t
0
Tðt 	 uÞ
X1
j¼1
Gjyðu 	 hj ; ~cÞdW ðuÞ
¼ yðt; ~cÞ.
This shows that any solution of (2.3) satisﬁes (3.1). &
Proof of Proposition 3.1. First assume that the system (2.3) is uniformly L2-stable in
mean square, i.e., there exists a constant M140 such that
R1
0 Ekyðt; ~cÞk2H
dtpM1k ~ck2X ; c 2 X ; by Lemma 3.1. Suppose kTðtÞkpMemt; tX0; for some
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from (3.1)
Ekyðt; ~cÞk2Hp16 M2e	4mtEkcð0Þk2H þ 4m2E
Z t
0
Me	mðt	sÞkyðs; ~cÞkH ds
 28<
:
þ E
Z t
0
Me	mðt	sÞ
X1
j¼1
kFjkkyðs 	 hj ; ~cÞkH ds
 !2
þ E
Z t
0
e	2mðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ


2
H
9=
;
p16 M2e	4mtEkcð0Þk2H þ 4m2M2
Z 1
0
e	2ms ds
 8<
:

Z 1
0
Ekyðs; ~cÞk2H ds
 
þ M2
Z 1
0
e	2ms ds
 Z t
0
E
X1
j¼1
kFjkkyðs 	 hj ; ~cÞkH
 !2
ds
þ M2trðQÞ
Z t
0
e	2mðt	sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞ


2
H
ds
9=
;
p16 M2e	4mtEkcð0Þk2H þ 4m2M2
Z 1
0
e	2ms ds
 (

Z 1
0
Ekyðs; ~cÞk2H ds
 
þ M2
Z 1
0
e	2ms ds
 Z t
0
X1
j¼1
1
j2
 ! X1
j¼1
j2d2j Ekyðs 	 hj ; ~cÞk2H
 !
ds
þ M2trðQÞ
Z t
0
X1
j¼1
1
j2
 ! X1
j¼1
j2d2j Ekyðs 	 hj ; ~cÞk2H
 !
ds
)
p
C1 k ~ck2X þ
Z 1
0
Ekyðs; ~cÞk2H ds
(
þ
X1
j¼1
1
j2
 !X1
j¼1
j2d2j
Z 1
0
Ekyðs; ~cÞk2H ds þ
Z 0
	hj
EkcðsÞk2H ds
 !" #)
,
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Ekyðt; ~cÞk2H
pC2 k ~ck2X þ M1k ~ck2X þ
X1
j¼1
d2j e
2dhj k ~ck2X þ
Z 0
	hj
EkcðsÞk2H ds
 !" #( )
pC3k ~ck2X ,
where C1; C2 and C3 are some proper positive constants. Therefore, the solution of
(2.3) is stable in mean square. Now let 0pt0pt; we have
Ekyðt; ~cÞk2H
p16 Eke	2mðt	t0ÞTðt 	 t0Þyðt0; ~cÞk2H þ E 2m
Z t
t0
e	2mðt	sÞTðt 	 sÞyðs; ~cÞds


2
H
8<
:
þ E
Z t
t0
e	2mðt	sÞTðt 	 sÞ
X1
j¼1
F jyðs 	 hj ; ~cÞds


2
H
þ E
Z t
t0
e	2mðt	sÞTðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ


2
H
9=
;
p16 C3M2e	mðt	t0Þk ~ck2X þ 2mM2
Z 1
t0
Ekyðs; ~cÞk2H ds
 (
þ M2
Z 1
t0
e	2ms ds
  X1
j¼1
1
j2
 !X1
j¼1
j2d2j
Z 1
t0	hj
Ekyðs; ~cÞk2H ds
þ M2trðQÞ
X1
j¼1
1
j2
 !X1
j¼1
j2d2j
Z 1
t0	hj
Ekyðs; ~cÞk2H ds
)
pC4e	mðt	t0Þk ~ck2X þ C4
Z 1
t0
Ekyðs; ~cÞk2H ds
þ C4
XJ
j¼1
j2d2j
Z 1
t0	hj
Ekyðs; ~cÞk2H ds
 !
þ C4
X1
j¼Jþ1
j2d2j
Z 1
t0	hj
Ekyðs; ~cÞk2H ds
 !
,
where C4 is some positive constant. Let e40 be an arbitrarily given constant. By
virtue of Theorem 2.1 and uniform L2-stability of (2.3), the last term of the right-
hand side of the above inequality can be made less than e=3 if J is sufﬁciently large.
The uniform L2-stability in mean square implies that the second and the third terms
can be made less than e=3 if t0 is sufﬁciently large. Finally, the ﬁrst term can be made
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This concludes the proof. &
Proposition 3.2. Let 0oro1 and the system (2.3) be uniformly L2-stable in
mean square. Then for arbitrarily given e40 and ~c 2 X r; there exists TðeÞ40
such that
k ~UðtÞ ~ck2Xpek ~ck2X if tXTðeÞ.
In other words, the trivial solution of (2.3) is uniformly asymptotically L2-stable in
mean square.
Proof. Suppose (2.3) is uniformly L2-stable in mean square. For any ~c 2 X r; we
have by using Fubini theorem thatZ 1
0
kytð ~cÞk2L2 dt
¼
X1
j¼1
d2j e
2dhj
Z 1
0
Z 0
	hj
Ekyðt þ u; ~cÞk2H dudt
¼
X1
j¼1
d2j e
2dhj
Z 0
	hj
Z 1
u
Ekyðt; ~cÞk2H dtdu
¼
X1
j¼1
d2j e
2dhj
Z 0
	hj
Z 1
	r
Ekyðt; ~cÞk2H dtdu
¼
X1
j¼1
d2j e
2dhj
Z 0
	hj
Z 1
0
Ekyðt; ~cÞk2H dt þ
Z 0
	r
EkcðtÞk2H dt
 
du
¼
X1
j¼1
hjd
2
j e
2dhj
 ! Z 1
0
Ekyðt; ~cÞk2H dt þ
Z 0
	r
EkcðtÞk2H dt
 
.
It is easy to see that
P1
j¼1 hjd
2
j e
2dhjo1 due to (2.2). We also haveZ 0
	r
EkcðtÞk2H dtp
1
d2J
e	2dhJk ~ck2X ,
where hJ is the ﬁrst number of fhjg such that hJXr: Hence, there exists constant
M40 such that for all ~c 2 X r;Z 1
0
k ~UðtÞ ~ck2X dt ¼
Z 1
0
Ekyðt; ~cÞk2H dt þ
Z 1
0
kytð ~cÞk2L2 dtpMk ~ck2X . (3.2)
Without loss of generality, we suppose 0oeo1: Since k ~UðtÞ ~ck2X is continuous,
there exists, using (3.2), a ﬁrst time t0 ¼ t0ðe; ~cÞ40 such that for any ~c 2 X r
with k ~ckX ¼ 1;
k ~Uðt0Þ ~ck2X ¼ e
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k ~UðtÞ ~ck2X4e.
By virtue of (3.2), we obtain the inequality
et0p
Z t0
0
k ~UðtÞ ~ck2X dtpM,
for any ~c 2 X r with k ~ckX ¼ 1; which immediately yields
t0pM=e.
Hence, as a result of Proposition 3.1, we have if tXM=e; then for any ~c 2 X r with
k ~ckX ¼ 1;
k ~UðtÞ ~ck2X ¼ k ~Uðt 	 t0Þ ~Uðt0Þ ~ck2XpMk ~Uðt0Þ ~ck2X ¼ Me,
which proves the proposition. &
Observe that the implication (iii) ¼) (i) in Theorem 3.1 is straightforward.
Therefore, to conclude our proofs, it sufﬁces to show the trivial solution of (2.3) is
exponentially stable in mean square if it is uniformly asymptotically L2-stable in
mean square.
Proposition 3.3. Suppose the system (2.3) is uniformly asymptotically L2-stable in
mean square, then it is also exponentially stable in mean square.
Proof. Suppose the trivial solution of (2.3) is uniformly asymptotically L2-stable in
mean square and choose e0 ¼ 1=e: Then there exist Tðe0ÞX0 such that for arbitrary
~c 2 X r; k ~UðtÞ ~ck2Xpe0k ~ck2X for all tXTðe0Þ: Hence, for arbitrarily given tX0;
t ¼ nTðe0Þ þ y,
where n is a non-negative integer and 0pypTðe0Þ: By using the properties of ~UðtÞ;
tX0; in Theorem 2.2, it follows that for any ~c 2 X r;
k ~UðtÞ ~ck2X ¼ ~UðnTðe0Þ þ y; nTðe0ÞÞ


Yn	1
k¼0
~Uððn 	 kÞTðe0Þ; ðn 	 k 	 1ÞTðe0ÞÞ ~c

2
X
pCemyð1=eÞnk ~ck2X ¼ C exp my	
nTðe0Þ
Tðe0Þ
 
k ~ck2X
¼ C exp my	 nTðe0Þ þ y
Tðe0Þ
þ y
Tðe0Þ
 
k ~ck2X
¼ C exp½myþ y=Tðe0Þ exp½	t=Tðe0Þk ~ck2X
pC exp½mTðe0Þ þ 1 exp½	t=Tðe0Þk ~ck2X .
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M ¼ C exp½mTðe0Þ þ 1 and t ¼ 1=Tðe0Þ40,
then
k ~UðtÞ ~ck2XpMe	ttk ~ck2X .
The proof is now complete. &
Deﬁnition 3.5. The system (2.3) is said to be asymptotically stable in mean square if
it is stable in mean square and for arbitrarily given e40 and ~c 2 X r; there exists
number T ¼ Tðe; ~cÞX0 such that
Ekyðt; ~cÞk2Hpe
whenever tXTX0:
It is easy to see by Proposition 3.1 that asymptotic stability in mean square is a
weaker concept than uniform L2-stability in mean square, but stronger one than
stability in mean square. It is also well-known that for ﬁnite dimensional linear
differential systems, the concept of asymptotic stability is equivalent to exponential
stability. However, this is not the case even for linear differential systems (1.1) in
inﬁnite dimensions as shown below.
Example 3.1. Let S ¼ l2 in (1.1), i.e., the Hilbert space of all sequences fxng1n¼1 of
real numbers which satisfy
P1
n¼1jxnj2o1 with the usual inner product. Deﬁne a
C0-semigroup TðtÞ on l2 as follows:
TðtÞx ¼ fe	lntxng; x ¼ fxng; tX0,
where flng is a ﬁxed sequence of positive numbers decreasing to zero. Then TðtÞx!
0 as t !1; but kTðtÞk ¼ 1 for any tX0:
The following result gives a very useful criterion for the system (2.3) to be uniform
L2-stability (and then asymptotically stable) by using a Lyapunov functional
method.
Theorem 3.2. The system (2.3) is uniformly L2-stable in mean square if there exists a
positive self-adjoint operator Q 2LðH  HÞ such that for any ~c 2 X r;
d
dt
hQ ~ytð ~cÞ; ~ytð ~cÞiX p	 Ekyðt; ~cÞk2H . (3.3)
Proof. Assume that there exists a positive self-adjoint operator Q 2LðH  HÞ
satisfying the above inequality. ThenZ 1
0
Ekyðt; ~cÞk2H dtphQ ~c; ~ciX pkQkk ~ck2X ,
where ~y0ð ~cÞ ¼ ~c 2 X r: &
ARTICLE IN PRESS
K. Liu / Stochastic Processes and their Applications 115 (2005) 1131–1165 11534. Stability of stochastic neutral equations
A remarkable consequence of studying Eq. (2.3) is that we can apply the stability
results in Section 3, e.g., Theorem 3.1 to a wide class of linear neutral stochastic
evolution equations of retarded type to establish their stability property.
Consider the following abstract linear stochastic neutral functional differential
equation:
xðt;fÞ 	
Xm
j¼1
Djxðt 	 rj ;fÞ ¼ TðtÞ fð0Þ 	
Xm
j¼1
Djfð	rjÞ
" #
þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Ajxðs 	 rj ;fÞds
þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Bjxðs 	 rj ;fÞdW ðsÞ; tX0,
xðt;fÞ ¼ fðtÞ 2 Cr for 	 rptp0, (4.1)
where fTðtÞgtX0 is some given C0-semigroup deﬁned on the Hilbert space H with
inner product h; iH ; 0or1or2o   orm ¼ r are given constants. The coefﬁcients Aj
and Dj are bounded linear operators from H into H, and Bj are bounded linear
operators from H into LðK ; HÞ and W ðtÞ; tX0; is a standard Q-Wiener process on
the Hilbert space K with ﬁnite trace class covariance operator Q. The initial datum
f 2 Cr which is deﬁned as
Cr ¼ f 2 Cð½	r; 0; L2ðO; HÞÞ : f is F1-measurable; max
s2½	r;0
EkfðsÞk2Ho1
 
with norm
kfk2Cr ¼ max
s2½	r;0
EkfðsÞk2H for any f 2 Cr.
By following a similar argument to that in Theorem 2.1, we can show that for each
f 2 Cr; there exists a unique xð;fÞ 2 Cð½	r;1Þ; L2ðO; HÞÞ satisfying (4.1) and
fUðtÞgtX0 deﬁned by UðtÞf ¼ xtðfÞ ¼ xðt;fÞ; is a strongly continuous semigroup
from Cr into Cr in the sense of Theorem 2.2.
To apply the stability results obtained in Section 3 to (4.1), we ﬁrst study some
properties of initial data between Eqs. (2.3) and (4.1). For arbitrary f 2 Cr; r40;
deﬁne the transform
cðsÞ ¼ fðsÞ 	
Xm
j¼1
Djfðs 	 rjÞ; s 2 ½	r; 0,
cðsÞ ¼ 0; so	 r. ð4:2Þ
In particular, we have the following result.
Lemma 4.1. Let R be the operator defined by (4.2), and denote it by Rf ¼ ~c ¼
ðcð0Þ;cÞ: Then R is a bounded linear operator from Cr into X r; r40:
ARTICLE IN PRESS
K. Liu / Stochastic Processes and their Applications 115 (2005) 1131–11651154Proof. The linearity is immediate. To prove boundedness, note that kcðsÞkH ¼ 0
almost surely if so	 r and
sup
	rpsp0
k ~cðsÞk2Xp2kfk2Cr 1þ
Xm
j¼1
kDjk2
" #
.
Hence,
k ~ck2X ¼ Ekcð0Þk2H þ
X1
j¼1
d2j e
2dhj
Z 0
	hj
EkcðsÞk2H ds
pEkcð0Þk2H þ
X1
j¼1
d2j e
2dhj
Z 0
	r
EkcðsÞk2Hds
p2kfk2Cr 1þ
Xm
j¼1
kDjk2
" #
1þ r
X1
j¼1
d2j e
2dhj
 !
o1.
Thus, there exists a constant 0oqo1 such that
k ~ckX ¼ kRfkXpqkfkCr : &
In view of Lemma 4.1, we may deﬁne a Hilbert subspace Mr ¼ RCr  X r of
X which is the closure of RCr in the Hilbert space X under its norm. In most cases,
Mr will be taken as the initial data space for Eq. (2.3) in the remainder of this
section.
For each solution xð;fÞ of (4.1), we may extend its domain to ð	1;1Þ by
letting
xðt;fÞ ¼ 0; tp	 r.
Making a change of variables
yðtÞ ¼ xðtÞ 	
Xm
j¼1
Djxðt 	 rjÞ; t 2 R1, (4.3)
we get
xðtÞ ¼ yðtÞ þ
X1
k¼1
~Dkyðt 	 ~rkÞ,
where for each kX1; ~Dk : H ! H is a bounded linear operator, 0o~r1o~r2o    and
each ~rk is of the form n1r1 þ n2r2 þ    þ nmrm for some non-negative integers n1;
n2; . . . ; nm such that the above equality makes sense.
With the above change of variables, yðtÞ satisﬁes the following initial value
problem of retarded stochastic equation with inﬁnite delay
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þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Aj yðs 	 rj ; ~cÞ
X1
k¼1
~Dkyðs 	 ~rk 	 rj ; ~cÞ
" #
ds
þ
Z t
0
Tðt 	 sÞ
Xm
j¼1
Bj yðs 	 rj ; ~cÞ þ
X1
k¼1
~Dkyðs 	 ~rk 	 rj ; ~cÞ
" #
dwðsÞ; tX0,
yðt; ~cÞ ¼ cðtÞ; tp0; where ~c ¼ ðcð0Þ;cÞ 2 Mr. (4.4)
To make our arguments compatible with the framework established in the
previous sections, let us now assume that there is a sequence of non-negative number
f ~dig such that
k ~Djkp ~dj ;
X1
j¼1
~dje
2d~rjo1, (4.5)
for some number d40: Suppose fFjg : H ! H and fGjg : H !LðK ; HÞ are two
given sequences of bounded linear operators and fhjg is a given increasing sequence
of positive numbers such that
Xm
j¼1
Aj yðs 	 rj ; ~cÞ þ
X1
k¼1
~Dkyðs 	 ~rk 	 rj ; ~cÞ
" #
¼
X1
j¼1
F jyðs 	 hj ; ~cÞ,
Xm
j¼1
Bj yðs 	 rj ; ~cÞ þ
X1
k¼1
~Dkyðs 	 ~rk 	 rj ; ~cÞ
" #
¼
X1
j¼1
Gjyðs 	 hj ; ~cÞ.
Then (4.4) can be rewritten in the form of (2.3) with initial value space Mr:
yðt; ~cÞ ¼ TðtÞcð0Þ þ
Z t
0
Tðt 	 sÞ
X1
j¼1
F jyðs 	 hj ; ~cÞds
þ
Z t
0
Tðt 	 sÞ
X1
j¼1
Gjyðs 	 hj ; ~cÞdW ðsÞ,
yðt; ~cÞ ¼ cðtÞ; tp0; where ~c ¼ ðcð0Þ;cÞ 2 Mr. (4.6)
Next, let us study an example to illustrate the procedure from (4.1) to (4.6).
Example 4.1. Consider the stochastic neutral differential difference equation
d½uðx; tÞ 	 Duðx; t 	 rÞ ¼ q
2
qx2
½uðx; tÞ 	 Duðx; t 	 rÞdt
þ
Xm
j¼1
Ajuðx; t 	 rjÞdt
þ
Xm
j¼1
Bjuðx; t 	 rjÞdBðtÞ; tX0,
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where x 2 ½0;p; tX0; 0or1or2o   orm ¼ r; D, Aj and Bj ; j ¼ 1; 2; . . . ; m; are real
numbers with jDjo1; and BðtÞ; tX0; is some one-dimensional standard Brownian
motion. Let
vðx; tÞ ¼ uðx; tÞ 	 Duðx; t 	 rÞ; x 2 ½0; p; t 2 Rþ.
Then
uðx; tÞ ¼ vðx; tÞ þ
X1
j¼1
Djvðx; t 	 jrÞ
and the ﬁrst equation of (4.7) can be rewritten as
dvðx; tÞ ¼ q
2
qx2
vðx; tÞdt þ
Xm
j¼1
Aj vðx; t 	 rjÞ þ
X1
k¼1
Dkvðx; t 	 kr 	 rjÞ
" #
dt
þ
Xm
j¼1
Bj vðx; t 	 rjÞ þ
X1
k¼1
Dkvðx; t 	 kr 	 rjÞ
" #
dBðtÞ.
Note that
j ~Djj ¼ jDjj; ~rj ¼ jr,
so
X1
j¼1
~dje
2d~rj ¼
X1
j¼1
jDjjðe2drÞj ¼
X1
j¼1
ðjDje2drÞjo1
if d40 is sufﬁciently small so that jDje2dro1:
Before we go to the stability of (4.6), let me mention the following lemma showing
that the formulation of fFjg; fGjg and fhjg; j ¼ 1; 2; . . . ; is justiﬁable to deﬁne
Eq. (4.6).
Lemma 4.2. Suppose the relation (4.5) holds. Then there exists a sequence of
non-negative real numbers fdjg such that kFjk _ kGjkpdj ; j ¼ 1; 2; . . . ; andP1
j¼1 dje
2dhjo1 for some positive constant d where a _ b ¼ maxfa; bg for any a; bX0:
Proof. Note that
Fj ¼ Aj1 ~Daj1 þ    þ Ajn ~Dajn ; 1pajio1; 1pjipm; 1pipnpm,
Gj ¼ Bj1 ~Daj1 þ    þ Bjn ~Dajn ; 1pajio1; 1pjipm; 1pipnpm,
~rj1 þ rj1 ¼ ~rj2 þ rj2 ¼    ¼ ~rjn þ rjn ¼ hj.
Therefore,
kFjk _ kGjkp max
1pipm
ðkAik _ kBikÞ½ ~daj1 þ    þ ~dajn ,
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X1
j¼1
ðkF jk _ kGjkÞe2dhjp max
1pipm
ðkAik _ kBikÞ
X1
j¼1
½ ~daj1 þ    þ ~dajn e
2dhj
p max
1pipm
ðkAik _ kBikÞ
X1
j¼1
½ ~daj1 e
2d~rj1 þ    þ ~dajn e2d~rjn e2dr
pðme2drÞ max
1pipm
ðkAik _ kBikÞ
X1
j¼1
~dje
2d~rjo1.
This completes the proof. &
To apply the results in Section 3 to (4.6), we need to prove the validity of (2.1) for
the sequence fhjg deﬁned in (4.4)–(4.6). In fact, we may show the following result
whose proof is referred to Appendix.
Lemma 4.3. Let fhng be the sequence defined in (4.4)–(4.6), then
lim
n!1
ln n
hn
¼ 0.
Now we are in a position to obtain the main stability results in the section.
Theorem 4.1. The system (4.1) is uniformly L2-stable in mean square if and only if the
system (4.6) is uniformly L2-stable in mean square.
Proof. (i) Firstly, assume the system (4.6) is uniformly L2-stable in mean square. Let
f 2 Cr and for ~c ¼ Rf 2 Mr;
xðt;fÞ ¼ yðt; ~cÞ þ
X1
j¼1
~Djyðt 	 ~rj ; ~cÞ,
where
k ~Djk ¼ ~dj ;
X1
j¼1
~dje
2d~rjo1; d40.
Therefore, for any tX0;
Ekxðt;fÞk2H ¼ Ekyðt; ~cÞk2H þ 2
X1
j¼1
Ehyðt; ~cÞ; ~Djyðt 	 ~rj ; ~cÞiH
þ 2
X1
1¼jok
Eh ~Djyðt 	 ~rj ; ~cÞ; ~Dkyðt 	 ~rk; ~cÞiH
þ
X1
j¼1
Ek ~Djyðt 	 ~rj ; ~cÞk2H . ð4:8Þ
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Theorem 4.1, we obtain for some constant C40 that
Z 1
0
Ekxðt;fÞk2H dt
pCk ~ck2X þ 2
X1
j¼1
Z 1
0
ðEkyðt; ~cÞk2H Þ1=2ðEk ~Djyðt 	 ~rj ; ~cÞk2H Þ1=2dt
þ 2
X1
1¼jok
Z 1
0
ðEk ~Djyðt 	 ~rj ; ~cÞk2H Þ1=2ðEk ~Dkyðt 	 ~rk; ~cÞk2H Þ1=2dt
þ
X1
j¼1
~d
2
j
Z 1
	~rj
Ekyðt; ~cÞk2H dt
pCk ~ck2X þ 2
X1
j¼1
~dj
Z 1
0
Ekyðt; ~cÞk2H dt
 1=2 Z 1
	~rj
Ekyðt; ~cÞk2H dt
 !1=2
þ 2
X1
1¼jok
~dj ~dk
Z 1
	~rj
Ek ~yðt; ~cÞk2H dt
 !1=2 Z 1
	~rj
Ek ~yðt; ~cÞk2H dt
 !1=2
þ
X1
j¼1
~d
2
j
Z 1
	~rj
Ekyðt; ~cÞk2H dt
pCk ~ck2X þ 2
X1
j¼1
~djM
1=2
2 k ~ckX M2k ~ck2X þ
Z 0
	~rj
EkcðtÞk2H dt
 !1=2
þ 2
X1
1¼jok
~dj ~dk M2k ~ck2X þ
Z 0
	~rj
EkcðtÞk2H dt
 !1=2
 M2k ~ck2X þ
Z 0
	~rk
EkcðtÞk2H dt
 1=2
þ
X1
j¼1
~d
2
j M2k ~ck2X þ
Z 0
	~rj
EkcðtÞk2H dt
 !
pC k ~ck2X þ
X1
j¼1
~dj
Z 0
	~rj
EkcðtÞk2H dt
 !1=28<
:
9=
;
2
o1,
which is precisely the deﬁnition of uniform L2-stability in mean square of the
system (4.1).
(ii) We now assume that the system (4.1) is uniformly L2-stable in mean square.
For arbitrarily given ~c 2 RCr; let ~c ¼ Rf for some f 2 Cr: Then, from (4.3)
ARTICLE IN PRESS
K. Liu / Stochastic Processes and their Applications 115 (2005) 1131–1165 1159we have for any tX0;
Ekyðt; ~cÞk2H ¼ Ekxðt;fÞk2H 	 2
Xm
j¼1
Ehxðt;fÞ; Djxðt 	 rj ;fÞiH
þ 2
Xm
1¼jok
EhDjxðt 	 rj ;fÞ; Dkxðt 	 rk;fÞiH
þ
Xm
j¼1
EkDjxðt 	 rj ;fÞk2H . ð4:9Þ
Integrating both sides of (4.9) over ½0;1Þ; we obtain for some constant C40 thatZ 1
0
Ekyðt; ~cÞk2H dt
p
Z 1
0
Ekxðt;fÞk2H dt þ 2
Z 1
0
Ekxðt;fÞk2H dt
 1=2

Xm
j¼1
kDjk
Z 1
0
Ekxðt;fÞk2H dt þ
Z 0
	rj
EkfðtÞk2H dt
 !1=2
þ 2
Xm
1¼jok
kDjkkDkk
Z 1
0
Ekxðt;fÞk2H dt þ
Z 0
	r
EkfðtÞk2H dt
 
þ
Xm
j¼1
kDjk2
Z 1
0
Ekxðt;fÞk2H dt þ
Z 0
	rj
EkfðtÞk2H dt
 !
pCkfk2Cr þ 2C1=2kfkCr
Xm
j¼1
kDjk Ckfk2Cr þ
Z 0
	r
EkfðtÞk2H dt
 1=2
þ 2
Xm
1¼jok
kDjkkDkk Ckfk2Cr þ
Z 0
	r
EkfðtÞk2H dt
 
þ
Xm
j¼1
kDjk2 Ckfk2Cr þ
Z 0
	r
EkfðtÞk2H dt
 
o1.
Let
rnð ~cÞ ¼
Z n
0
Ekyðt; ~cÞk2H dt
 1=2
o1; nX0; ~c 2 RCr.
Since RCr is dense in Mr; it is easy to see that rnðÞ may be extended to a family of
continuous semi-norms on Mr: Then by Lemma 2.1, there exists a constant
0oMo1 such that for any ~c 2 Mr;
rð ~cÞ ¼
Z 1
0
Ekyðt; ~cÞk2H dt
 1=2
pM1=2k ~ckX .
That is, the trivial solution of (4.6) is uniformly L2-stable in mean square. &
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stability equivalent relations for Eq. (4.1).
Theorem 4.2. Under the relation (4.5), the following three statements of stability are
equivalent:(i) The system (4.1) is uniformly L2-stable in mean square;
(ii) The system (4.1) is uniformly asymptotically L2-stable in mean square;
(iii) The system (4.1) is exponentially stable in mean square.Proof. All the proofs are quite similar to those in Theorem 3.1 except for the
implication (i) ¼) (ii). Assume Eq. (4.1) is uniformly L2-stable in mean square, then
by Theorem 4.1, the system (4.6) is uniformly L2-stable in mean square. We can
conclude by using Theorem 3.1 that for arbitrarily given e40; there exists number
TðeÞX0 such that
k ~UðtÞ ~ck2Xpek ~ck2X (4.10)
for any ~c 2 Mr if tXTðeÞ: However, for any given f 2 Cr; we have ~c ¼ Rf where
~c 2 Mr: Moreover, by Lemma 4.1 we know that there exists a constant C40 such
that
k ~ck2XpCkfk2Cr . (4.11)
Also for ~c ¼ Rf;
Ekxðt;fÞk2H ¼ Ekyðt; ~cÞ þ
X1
j¼1
~Djyðt 	 ~rj ; ~cÞk2H
p2Ekyðt; ~cÞk2H þ 2E
X1
j¼1
~djkyðt 	 ~rj ; ~cÞkH
 !2
p2Ekyðt; ~cÞk2H þ 2
X1
j¼1
1
j2
 ! XJ
j¼1
~d
2
j j
2Ekyðt 	 ~rj ; ~cÞk2H
"
þ
X1
j¼Jþ1
~d
2
j j
2Ekyðt 	 ~rj ; ~cÞk2H
#
.
Let
P1
j¼1
1
j2
¼ Ko1 and note that P1j¼1 ~d2j j2o1: Since, in view of Theorem 3.1,
~UðtÞ; tX0; is uniformly asymptotically L2-stable in mean square, it follows that for
arbitrarily given e40; we can ﬁnd J such that
X1
j¼Jþ1
~d
2
j j
2Ekyðt 	 ~rj ; ~cÞk2Hp
e
2KC
kfk2Cr .
Then, by (4.10) and (4.11) we can ﬁnd TðeÞX0 such that
Ekyðt; ~cÞk2Hp
e
4
kfk2Cr ,
ARTICLE IN PRESS
K. Liu / Stochastic Processes and their Applications 115 (2005) 1131–1165 1161and
XJ
j¼1
~d
2
j j
2Ekyðt 	 ~rj ; ~cÞk2Hp
e
4K
kfk2Cr
if tXTðeÞ: Hence, we see that for the given e40 above, there exists TðeÞX0 such that
for s 2 ½	r; 0; Ekxðt þ s;fÞk2Hpekfk2Cr whenever tXTðeÞ; i.e., UðtÞ; tX0; is
uniformly asymptotically L2-stable in mean square. &
Example 4.2. We now consider the following stochastic neutral functional
differential equation as an illustrative example
d uðx; tÞ 	 1
2
uðx; t 	 1Þ
 
¼ q
2
qx2
uðx; tÞ 	 1
2
uðx; t 	 1Þ
 
dt þ uðx; t 	 1Þ
2
dBðtÞ,
0pxp1; tX0, ð4:12Þ
subject to the boundary condition
uð0; tÞ ¼ uð1; tÞ ¼ 0; tX0,
and the initial condition
uðx; tÞ ¼ fðx; tÞ; 0pxp1; 	1ptp0,
where f 2 Cð½0; 1  ½	1; 0;R1Þ and BðtÞ is a standard one dimensional Brownian
motion.
Let
vðx; tÞ ¼ uðx; tÞ 	 1
2
uðx; t 	 1Þ,
then
uðx; tÞ ¼ vðx; tÞ þ 1
2
vðx; t 	 1Þ þ 1
22
vðx; t 	 2Þ þ    .
So, (4.12) can be reduced to a retarded equation with inﬁnite delay
dvðx; tÞ ¼ q
2
qx2
vðx; tÞdt þ
X1
j¼1
1
2j
vðx; t 	 jÞdBðtÞ; 0pxp1; tX0, (4.13)
subject to the boundary condition
vð0; tÞ ¼ vð1; tÞ ¼ 0; 0pxp1; tX0,
and the initial condition
vðx; tÞ ¼ cðx; tÞ; 0pxp1; tp0.
Assume c : ½0; 1  ð	1; 0 ! R1 has the following Fourier series expansion
cðx; tÞ ¼
X1
n¼1
cnðtÞ sinðnpxÞ
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vðx; tÞ ¼
X1
n¼1
vnðtÞ sinðnpxÞ.
Then
dvnðtÞ ¼ 	n2p2vnðtÞ þ
X1
j¼1
1
2j
vnðt 	 jÞdBðtÞ.
We can regard the totality of (4.12) as a stochastic differential equation in the
sequence space H ¼ fðlnÞ :
P1
j¼1 l
2
no1g; of the form
dyðt; ~cÞ ¼ Ayðt; ~cÞ þ
X1
j¼1
Djyðt 	 j; ~cÞdBðtÞ,
where A is the unbounded operator which takes the jth coordinate of H onto itself
multiplied by 	ð jpÞ2; and Dj is the bounded operator which maps each element of H
into its multiple of 1
2j
: In this case, hj ¼ j; and if we let d ¼ ln 2=2; then
X1
j¼1
kDjke2dhj ¼
X1
j¼1
1
2j
ð
ﬃﬃﬃ
2
p
Þj ¼
X1
j¼1
ﬃﬃﬃ
1
2
r !j
o1.
Let
V ð ~ytð ~cÞÞ ¼
kyðt; ~cÞk2H
2
	 1
2
X1
n¼1
X1
j¼1
Z t
0
1
22j
y2nðs 	 j; ~cÞds,
where
yðt; ~cÞ ¼ ðy1ðt; ~cÞ; y2ðt; ~cÞ; . . . ; ynðt; ~cÞ; . . .Þ 2 H.
Then along a dense set of trajectories ~ytð ~cÞ; we have
dðEV ð ~ytð ~cÞÞÞ
dt
¼
X1
n¼1
½	n2p2Ey2nðt; ~cÞ þ
1
2
X1
n¼1
X1
j¼1
Ey2nðt 	 j; ~cÞ
22j
	 1
2
X1
n¼1
X1
j¼1
Ey2nðt 	 j; ~cÞ
22j
p	
X1
n¼1
Ey2nðt; ~cÞ ¼ 	Ekyðt; ~cÞk2H .
Thus, for a dense set of points fcg in H,
0pEV ð ~ytð ~cÞÞpEV ð ~cÞ 	
Z 1
0
Ekyðt; ~cÞk2Hdt.
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V ð ~cÞ ¼ kcð0Þk
2
H
2
is a continuous functional on X and, in fact, V ð ~cÞp1=2k ~ckX for all ~c 2 X :
Therefore,Z 1
0
Ekyðt; ~cÞk2H dtpV ð ~cÞp1=2k ~ck2X
for all ~c 2 X : This proves that the system (4.12) is uniformly L2-stable in mean
square.
5. Uncited references
[3,6,10,12,20,22–24,27–29].Acknowledgements
The author wants to thank the anonymous referee for his/her valuable comments.AppendixProof of Lemma 4.3. For any positive integer q, deﬁne
OðqÞ ¼ fhj : hj ¼ n1r1 þ    þ nmrm; n1 þ    þ nm ¼ qg.
An elementary counting argument leads to
#OðqÞ ¼ q þ m 	 1
m 	 1
 
¼ ðq þ m 	 1Þ!
q!ðm 	 1Þ! .
Let
X
ðqÞ ¼
Xq
j¼1
j þ m 	 1
m 	 1
 
.
Since
j þ m 	 1
m 	 1
 
¼
jmþ1ð1þ 1
j
Þ    ð1þ m	1
j
Þ
ðm 	 1Þ! o
mm
ðm 	 1Þ! j
m	1,
we have
X
ðqÞp m
m
ðm 	 1Þ!
Z qþ1
1
xm	1 dxom
m
m!
ðq þ 1Þm.
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PðqÞ: Suppose the
contrary: there exist at least
PðqÞ terms of fhjg which are less than qr1: This implies
the existence of an hj such that
qr14hj ¼ n1r1 þ    þ nmrm; n1 þ    þ nmXq.
This is impossible since
qr14hjXr1ðn1 þ    þ nmÞXqr1.
Hence,
ap
X
ðqÞpm
m
m!
ðq þ 1Þmpmmðq þ 1Þm.
Observe that
P ðqÞoP ðq þ 1Þ for all q. We claim that for any n 2 ½P ðqÞ;P ðq þ
1Þ; hnXqr1: This is true note that if hnoqr1; then hnoqr1 ¼ ha; where noap
P ðqÞ
which is impossible. Thus, for this n,
ln n
hn
p ln
X
ðq þ 1Þpm ln mðq þ 1Þ
r1q
.
On the other hand, for arbitrarily given e40; there exists q0 such that ðm ln mðq þ
2ÞÞ=ðr1qÞ is decreasing for qXq0 and less then e: Hence for that q0 and nX
P ðq0Þ;
ln n
hn
oe: This completes the proof. &
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