[1] Climate change indirectly alters the distribution of tectonic uplift at active orogens by modifying the action of surface processes, which in turn alters mountain topography. The impact of alpine glaciation on tectonic activity is explored here. The predictions of previous analytical, critical wedge models are compared with the output of a numerical model that explicitly couples rock uplift produced by convergence with surface erosion. Glacial and fluvial and erosive processes are calculated over a two-dimensional grid, which uses an ice evolution model to calculate the rate of glacial erosion due to ice sliding. Tectonic uplift is determined by a two-dimensional finite element convergence model. The simulations performed support the predictions of previous one-dimensional analytical modeling of fluvially dominated orogens: Increasing precipitation decreases orogen width by the one quarter power. The simulations show that glacially dominated landscapes have similar dependencies. The total glacial erosion yield is determined to be proportional to the glacial coverage, sublinearly dependent on the precipitation rate, and linearly dependent on the glacial erosion constant that relates erosion with sliding speed. Climate also determines the distribution of tectonic uplift in the model. If the equilibrium line altitude (ELA) is high and glacial processes are limited to peak regions, the center of the mountain range experiences the highest rate of rock uplift. Extensive glaciation increases rock uplift rates on the flanks of the range. The style of glacial erosion is also important: A simple glacial buzzsaw does not create the same tectonic response as models that physically simulate glacial erosion. The simulations support the idea that a climate cooling of the magnitude recorded in the late Cenozoic has the potential to more than double the rate of rock uplift in appropriate orogens. The implications of the model are discussed for observations from the Olympic Mountains of Washington State, the Southern Alps of New Zealand, the Alaskan coastal range, and the southern Andes.
Introduction
[2] Climate influences the rate of erosion in active orogens, and in so doing plays a role in determining their topographic evolution. Rock uplift and surface erosion are likely to be coupled [Dahlen and Suppe, 1988; Dahlen and Barr, 1989; Barr and Dahlen, 1989; Beaumont et al., 1992; Willett, 1992] . It therefore follows that the pattern of rock uplift in a mountain belt changes with the climate, and recent research [Hilley and Strecker, 2004; Whipple and Meade, 2004; Roe et al., 2006] suggests that it is possible to predict how. These studies have not considered the effect of glaciation, however. Empirical evidence [Porter, 1981; Broecker and Denton, 1990; Brozovic et al., 1997; Montgomery et al., 2001] for glacial erosion's significant influence on surface evolution comes from the agreement between summit elevations along different mountain ranges and the glacial equilibrium line altitude (ELA), which marks the elevation where the long-term accumulation and ablation of ice are balanced. This match implies that glaciers limit topography to a maximum elevation near the ELA, the so-called ''buzzsaw hypothesis''. Comparisons of glaciated and fluvial basins provide further evidence that glaciers are highly efficient erosive agents: glaciated basins appear to produce more sediment than comparably sized fluvial basins . Results from conceptual [Whipple et al., 1999] , topographic Whipple, 2002, 2004] and numerical models [Tomkin and Braun, 2002] of glacial erosion in alpine environments also suggest that increasing glaciation increases erosion at higher elevations.
[3] If the transition from a fluvial to a glacial regime is a major influence on the topographic development of an orogen, it follows that glaciation may produce a strong tectonic response. Understanding the impact of glaciation is therefore important in understanding mountain belt evolu-tion, as the majority of modern mountain ranges experience, or have recently experienced, significant ice coverage [Denton and Hughes, 1980 ]. An analytical model of glaciated orogens has been proposed (J. H. Tomkin and M. T. Brandon, Tectonic feedbacks in active convergent orogens arising from variations in equilibrium line altitudes, submitted to Earth Planetary Science Letters, 2005, hereinafter referred to as Tomkin and Brandon, submitted manuscript, 2005) but it relies on simplifying assumptions (by presupposing the glacial buzzsaw hypothesis, simplifying the tectonic and topographic response time to climate change, and by employing spatially uniform rock uplift). Dispensing with these assumptions results in a better understanding of the system, but produces equations that require numerical solutions.
[4] In this study, analytical predictions of feedbacks between glaciers and tectonics are tested with a coupled numerical model that simulates the influence of glacial erosion at a convergent margin. Surface processes are modeled with Ice Cascade [Braun et al., 1999; Tomkin, 2002] . Glacial erosion is explicitly calculated, and is the product of a two dimensional, finite difference model of ice evolution. Lithospheric deformation is also modeled explicitly, with the two dimensional, finite element model PLASTI [Willett, 1999] . Coupling these models removes the need to make assumptions about the pattern of rock uplift, the style of drainage basin development, and the validity of the glacial buzzsaw hypothesis, as these processes are explicitly determined. By comparing the numerical model with analytic models, it is possible to determine the importance of the limiting assumptions.
[5] The numerical model results suggest that glaciation likely has a first-order influence on tectonic activity, and that this influence should be evident in field observations. In particular, I will focus on how active orogens respond when climates cool. As the global climate has cooled during the Late Cenozoic [e.g., Lear et al., 2001] this scenario is of the most interest for interpreting modern mountain ranges. The generic model presented here suggests that modern mountain ranges have experienced significant spatial and temporal changes in the pattern of rock uplift and erosion due to a cooling climate during the late Cenozoic.
Conceptual Models of Orogen Sensitivity to Climate
[6] Analytical and conceptual models of critical wedges make predictions about how orogens respond to changes in tectonic and climate conditions. Numerical studies can use these predictions as a guide, as they suggest which parameters control the behavior of the system. Numerical models can also test the veracity of these conceptual and analytical models by examining the validity of their underlying assumptions. In this section, a number of recent models that focus on the role of climate in orogen development are examined.
[7] Several workers [Hilley and Strecker, 2004; Whipple and Meade, 2004; Roe et al., 2006] have recently combined critical wedge theory [Dahlen, 1984; Dahlen and Suppe, 1988] with bedrock river incision models [Howard et al., 1994] to describe the important role that rivers play in mountain development. These workers have all found that changes in precipitation, and thus in erosion, are predicted to produce changes in both the orogen geometry and in the rate of rock uplift. Whipple and Meade [2004] suggest that a doubling of precipitation can lead to a $40% increase in the rate of rock uplift. Hilley and Strecker [2004] have shown that the difference in orogen geometries between the Himalaya and the Taiwan's Central Range requires an order of magnitude lower erosional efficiency in the former, which may be consistent with the combined effects of higher precipitation in Taiwan and the stronger crystalline rocks in the Himalayas. Roe et al. [2006] predict that, at steady state, rock uplift rate scales with the precipitation rate to the one-quarter power.
[8] These results have been tested numerically by Stolar et al. [2006] who coupled a mechanical model of crustal deformation to a surface process model of fluvial basin development. This numerical model broadly recreates the rates of change in uplift and sedimentation predicted by the analytical models. As qualitatively predicted by the analytic studies [Whipple and Meade, 2004] , the rock uplift pattern is dependent on the model's precipitation pattern. When a spike in precipitation is imposed on a spatial region of the model, the rock uplift rate becomes increases locally in the high-precipitation area .
[9] In contrast to fluvial bedrock incision, the effect of glacial erosion has been given less attention. Tomkin and Brandon (submitted manuscript, 2005) attempted to predict the behavior of a critical wedge that experiences a steadily cooling climate. To do this, they assumed that the glacial buzzsaw describes the action of ice on landscapes: that glacial erosion is much more efficient at eroding bedrock then fluvial erosion, and that the rate of glacial erosion is entirely controlled by the ELA. If the convergence rate is steady, and the resulting tectonic uplift is distributed uniformly across the wedge, the glacial buzzsaw assumption predicts a sequence of events. After the orogen grows until a steady-state between rock uplift and fluvial erosion is reached, the cooling climate causes the ELA to intersect with the topography. The orogen then experiences glaciation, and as the buzzsaw erosion increases the erosional flux, it shrinks in size until a new steady state is reached. If the climate stabilizes at a new cooler mean the orogen returns to erosional steady-state. The mass flux is now balanced between the rates of rock uplift and glacial erosion. The erosion of glaciated orogens must be partly controlled by temperature, if only because the ELA determines the region of maximum erosion [e.g., Andrews, 1972; Hallet, 1979] .
[10] This glacial buzzsaw model suggests that rock uplift rates can be much higher after a period of climate cooling. As the height and width of a critical wedge scale with one another, lowering the height of the orogen narrows the width through which rock uplift and erosion occurs. If the maximum topography is equal to the ELA, lowering the ELA increases the rate of erosion by the ratio of the old and new ELAs. If true, this would be a significant claim: Mg/Ca measurements for benthic foraminifera indicate approximately 5°C of cooling occurred over the last 6 Ma at mid to high latitudes [Lear et al., 2001] , and assuming a wet air lapse rate of 6.5°C per km, an ELA lowering of about 0.8 km is implied. A lowering of average range heights from 2.8 km to 2 km via a glacial buzzsaw would increase rock uplift rates by a factor of 1.4, for example.
[11] Although the long-term trend for lower ELAs is complicated by the short-term variations associated with Quaternary glacial-interglacial cycles, it is clear that such a cooling would result in a majority of modern mountain ranges having substantially increased glacial coverage, as has been observed worldwide [e.g., Denton and Hughes, 1980] . It is therefore possible that increased glaciation contributes to the possible increase in worldwide sediment production since 2 -4 Ma [Zhang et al., 2001] .
[12] A weakness of this analytical model is that it dictates the action of a glacial buzzsaw, a hypothesis that relies on empirical observations and does not have a well described physical process. Physically based models of glacial erosion [Hallet, 1979 [Hallet, , 1996 are linked directly to the distribution and movement of ice. It remains to be seen if a physically motivated glacial erosion model will recreate glacial buzzsaw conditions on the appropriate length and timescales of orogen development. The numerical models of this study (see the results below) predict that different topographies are produced depending on whether a physically based erosion model or a glacial buzzsaw is employed.
[13] The spatially uniform rock uplift model is also less appropriate for mixed fluvial-glacial conditions, as the erosion profile itself is more likely to be nonuniform. As earlier numerical models [Beaumont et al., 1992; have shown, regions that experience increased erosion also experience increased rates of rock uplift. The Tomkin and Brandon (submitted manuscript, 2005) model is particularly worrisome in this respect, as it requires an erosion rate in the center of the range that is significantly higher than at the flanks, yet imposes uniform rock uplift.
[14] A further step in improving our understanding of how convergent orogens respond to glacial erosion would therefore be made by dispensing with the assumptions of spatially uniform rock uplift and glacial buzzsaw erosion. This step is performed here by combining mechanical models of crustal deformation and glacial flow. The numerical model required to do this is discussed in the next session.
Numerical Model
[15] The numerical model in this study couples tectonics and surface processes at the orogen scale. As with similar previous numerical models [e.g., Beaumont et al., 1992; Willett, 1999; Stolar et al., 2006] , this requires examining the system at large time and length scales. Crustal deformation and topography are resolved at the kilometer scale, with one year time steps. It has therefore been an implicit assumption that tectonic uplift, fluvial erosion, and hillslope processes can be captured at this level of resolution. The addition of glacial erosion means that a new assumption is made in this study: that glacial processes can similarly be captured at this scale. This assumption will be discussed in detail below.
[16] The model consists of two coupled parts: a finite element mechanical model that calculates tectonic displacement in cross section, and a planform finite difference surface processes model, as in Stolar et al. [2006] . The mechanical model calculates the velocity field through the entire modeled crust, a field that depends on the height of the crust's upper boundary. The surface rates of advection and rock uplift are then interpolated to the surface process model's grid, and using a finer time step, this grid is uplifted and eroded. The mean topographic profile of the surface process grid is then used to determine the upper boundary of the mechanical model. This cycle is repeated for the length of the model run.
[17] Tectonic uplift rates vary across the width of the orogen but not across its length. Topographic heights are averaged across the length of the surface model to determine the orogen width profile, which is passed to the tectonic model to determine the crustal response. Each length segment may thus capture a wide variety of topographies by crosssectioning ridge/valley systems: it is an implicit assumption of the model that along-strike uplift variation is small at the scale considered. The model therefore best approximates a section of a long mountain range, such as the Andes or the Southern Alps of New Zealand. The boundary conditions of the surface model are set up with this in mind. The side boundaries are cyclic, allowing the passing of water, ice, and sediment. The end boundaries are open, allowing the loss of water and sediment.
[18] The mechanical model PLASTI [Willett, 1992] determines strain in the crust by using the finite element approach to solve the quasi-static form of the Navier-Stokes equation. The grid used is 25 nodes thick and 200 nodes wide. The crust is idealized to be a plastically deforming medium. Plasticity is simulated by requiring that the crust behaves rigidly for stresses that do not exceed the material's Mohr-Coulomb yield strength and that strains occur that prevents the stress from exceeding the yield strength. The strength of the crust is determined by the internal angle of friction (20°), while a weaker decollement layer is modeled by imposing a basal angle of friction of 3°on the bottom 3 nodes [after Stolar et al., 2006] . The model deforms in response to an imposed velocity field at the base, and the total amount of accretionary flux is equivalent to the product of the initial crustal thickness and this rate of convergence.
[19] The behavior of the crust should therefore approximate that of a critical wedge system [Dahlen, 1984; Dahlen and Suppe, 1988] . This allows us to directly compare the model results with previous studies, both numerical and analytical [Hilley and Strecker, 2004; Whipple and Meade, 2004; Roe et al., 2006; Tomkin and Brandon, submitted manuscript, 2005] . Furthermore, the simple mechanical model means that observations of climate/tectonic feedbacks are not the result of special crustal behavior. Strain weakening of crustal material does not occur in the model. It is therefore not required to create an enhanced rock uplift response to erosional change: the so-called ''tectonic aneurysm'' [Zeitler et al., 2001] . Such a process would likely magnify any coupling effect, however.
[20] PLASTI's ability to model isostasy will not be used in this study, so as to enable our results to be compared with earlier work. The geodynamic model therefore has a flat base and simulates a ''numerical sandbox'' [after Stolar et al., 2006] . Isostatic compensation has no influence on the results of the flux steady-state simulations performed in the present study (see the results section, below) and the isostatic contribution to active orogen uplift is minor in any event [Gilchrist et al., 1994] . The topographic expressions of actual orogens are accompanied by crustal roots, however, and so the rate at which mass change is translated into topographic change is dependent on the degree of isostatic compensation. So although the magnitude of the rock uplift is not dependent on isostasy, any discussion of the response time of topographic change to erosion rate must take it into account.
[21] Surface processes are calculated with Ice Cascade [Braun et al., 1999; Tomkin and Braun, 2002] , which combines glacial, fluvial and local hillslope erosion to simulate long-term landscape evolution. The model consists of a network of nodes representing the surface of the landscape. Unless noted below, the model formulation used here is identical to that of Tomkin and Braun [2002] .
[22] Glaciers alter the landscape via a number of mechanisms, such as by chemical weathering, subglacial water erosion, abrasion by entrained rock, and bedrock quarrying [Lliboutry, 1994] . It appears that the physical action of ice is the most important process (as discussed by Hallet et al. [1996] ), and much attention has been focused on abrasion [Boulton, 1979; Hallet, 1979 Hallet, , 1981 Lliboutry, 1994] , although Hallet [1996] argues that quarrying is the first-order process.
[23] Both abrasive and quarrying processes can be formulated such that the main control for either mechanism is the ice velocity [Hallet, 1979 [Hallet, , 1996 . The concentration of entrained debris in the ice may also be a factor, particularly for abrasion models, as the sediment can protect the bed, resulting in a reduction of the rate of erosion at high debris concentrations [Bennett and Glasser, 1996] . I follow other numerical studies [Oerlemans, 1984; Harbor et al., 1988; Harbor, 1992b; Braun et al., 1999; MacGregor et al., 2000; Tomkin and Braun, 2002; Tomkin, 2003] in using a simple but physically reasonable model in which glacial erosion dh/dt is independent of entrained debris and is linked only to the ice sliding velocity (u s ):
where K g and l are constants. This choice represents the general form of the abrasion law proposed by Hallet [1979] and would apply to any erosion mechanism that scales with basal velocity, including quarrying [Hallet, 1996] . The value chosen for l follows Harbor [1992b] , whose numerical work supports a low value (of between 1 and 2), and it is assumed that l = 1. The available field evidence [Humphrey and Raymond, 1994] suggests that l = 1 over 3 to 4 orders of magnitude of sliding velocity, and theory also suggests a low value for l, regardless of the erosion mechanism [Hallet, 1979; Shoemaker, 1988] . The parameter K g is not well constrained, although field studies suggest that it is of the order of 10 À4 [Humphrey and Raymond, 1994] . This model assumes that the flow of subglacial water is not a first-order agent of glacial erosion.
[24] In the model used is this study, there is no glacial storage of sediment. The lack of glacial sediment limits this model's investigations to essentially hard bed systems, such as is found in mountain settings. Glacially stored sediment has negligible mass when compared to the size of the orogen, and so does not appreciably influence tectonic coupling processes.
[25] The rate of glacial erosion in the model (equation (1)) depends upon the velocity of basal sliding. The rate of basal sliding is linked to shear stress at the base, which in turn is dependent on the thickness and surface slope of the glacier. Ice Cascade employs a vertically integrated continuity equation to determine the thickness of ice, h ice , across the modeled landscape (see Paterson [1994] , for a derivation):
where F is the vertically integrated mass flux (F = h u, where u is the vertically integrated horizontal ice velocity) and M is the mass balance.
[26] Ice velocity, u, is the sum of two terms:
where u d is the deformation velocity, and u s is the sliding velocity. If it is assumed that the horizontal derivatives of ice stress and velocity are small compared to the vertical derivatives, longitudinal strain rates can be neglected (the so-called ''shallow ice approximation'', see Hutter [1983] ), and the velocities may be expressed in the following manner [Paterson, 1994] :
where A d (equal to 2.5 Â 10 À16 Pa À3 yr À1 ) and n (equal to 3) define the power law rheology (and thus strain rate, _ e) for ice:
h is the topographic height, r is the ice density (910 kg m À3 ), g is the acceleration due to gravity, (9.81 m s À2 ), A s is the sliding parameter (equal to 1.8 Â 10
), N is the ice overburden pressure, and P is the basal water pressure. The values of A d and n are taken from a review of field data and experimental results by Paterson [1994] . Although A d is temperature dependent, it is reasonable to treat A d as a constant when the temperature of the ice does not vary significantly. This condition is fulfilled for valley glaciers and temperate ice caps where the ice is at or near the melting point.
[27] The expression for sliding follows Bindschadler [1983] . It has support from laboratory tests [Budd et al., 1979] and empirically fits the recorded basal velocity of glaciers [Bindschadler, 1983; Harbor, 1992a] . The value of the sliding constant A s appears to depend on the site, varying by more than an order of magnitude between different glaciers [Bindschadler, 1983] . Ice Cascade uses the value calculated by Budd et al. [1979] , which yields sliding rates that agree reasonably well with the data recorded in Paterson's [1994] review of the ratio of basal to surface velocities.
[28] If ice is frozen to the bedrock basal sliding ceases [Drewry, 1986 ], which appears to be an important control of the glacial erosion pattern produced by numerical models simulating polar conditions [Oerlemans, 1984] . Models of alpine glacial erosion are, in contrast, not generally thermally controlled [Harbor et al., 1988; Tomkin and Braun, 2002] . In the present study, alpine ice caps and glaciations are studied, and no basal freezing occurs.
[29] When ice flows down glacial valleys the deformation and sliding velocities are influenced by the constriction upon the ice caused by the presence of the valley walls. This effect is implemented [from Braun et al., 1999] by scaling the ice velocities by a ''constriction factor'', b c , which is expressed as:
where k c is a constant, and @ 2 h/@x f 2 is the second derivative of the bedrock topography in a direction normal to the direction of ice flow.
[30] It is assumed that N À P = 80% [after Knap et al., 1996] . This value does not, however, take into account the complex spatial variations in water pressure observed underneath flowing glaciers [Harbor, 1992b] . It is likely that changes in subglacial water flow and pressure strongly influence the rate of glacial erosion [Drewry, 1986; Iverson, 1991; Humphrey and Raymond, 1994; Alley et al., 2003] . The model presented here averages over short-term water pressure variations. This is similar to the approach used in fluvial incision models, in which stochastic and threshold effects of water flow may be important [e.g., Howard and Kerby, 1983; Tucker and Bras, 2000] , but it is more common to use an averaged flow. The effect of this averaging assumption on glacial erosion modeling is unstudied.
[31] The mass balance term, M, is regarded as the sum of two terms: M a , the surface accumulation, and M m , the melting rate at the surface. Both are expressed in meters per unit area. M a is equivalent to the local precipitation rate; if the surface temperature (T) is at or below zero the precipitation is added to the node as ice instead of water. M m is assumed to be proportional to the difference between the surface temperature and the temperature above zero. No melting occurs if T 0. If T > 0 then:
where a 1 is a constant estimated from Kerr [1993] .
[32] The temperature across the model is altitude and time dependent:
where T 0 is the sea level temperature and a 2 is the lapse rate (0.01°C m À1 ,).
[33] Actively uplifting orogens are built at million year timescales, and can involve many kilometers of uplift, exhumation, and erosion over hundreds of square kilometers. To keep simulations of such a system computationally tractable, surface process models necessarily employ relatively coarse temporal and spatial dimensions. Modern fluvial process models of orogen evolution employ time steps of around 1 year and node sizes of the order of hundreds of meters [e.g., Stolar et al., 2006] . Glacial models are much more computationally intensive (requiring the solution of nonlinear diffusion equations (4) and (5)), but modern workstations allow the simulation of orogens at similar temporal scales and only slightly coarser spatial scales. Grid sizes at the kilometer scale means that small glacial features, such as horns and arêtes, cannot be described. Topographic features at the subkilometer scale can have no influence on climate/ tectonic coupling as the crustal model itself is resolved at the kilometer scale. It is a major assumption of such a model that orogen-scale glacial erosion itself is not dependent on smallscale topographic and glacial features, however, and I discuss this assumption below.
[34] As the surface processes model is at the kilometer scale, it is an implicit assumption that the major agents of glacial erosion can be described with features that are as big as, or bigger than, valley glaciers and small ice caps. This is appropriate for orogen-scale investigations as ice structures of this scale and larger are dominant in reconstructions of orogenic ice sheets during the LGM and still exist in many active ranges today. Examples include the Olympics Mountains in Washington State [Porter et al., 1983; Thackray, 2001] , the southern Andes [Porter, 1981; Hulton et al., 1994] , the Southern Alps of New Zealand [Soons, 1979; Denton and Hughes, 1980] and the Alaskan coastal range [Porter, 1989] . Ice structures of this size similarly dominate the model simulations [e.g., Braun et al., 1999] . The simulated valleys, which are initially produced by fluvial processes, host valley glaciers that are several kilometers wide and many kilometers long, and ice caps generally cover tens of square kilometers.
[35] There is another way in which subgrid behavior may impact the glacial erosion calculation, however. Although the assumption of evenly distributed ice works well when describing large ice features, it is weak when only a small amount of ice is present at a node, as can happen on isolated peaks. If the ice thickness is less than a few tens of meters, it is unreasonable to expect that the ice is smoothly distributed across the surface of the node. It is more likely that such a node consists of a mixture of icy and rocky regions. As the amount of glacial erosion is nonlinear with ice thickness (since rate of erosion scales with the sliding velocity of ice) this suggests that thin ice regions are insufficiently eroded by the glacial model. The underestimation of erosion is minor, however, as the ice erosion model requires a large thickness of ice (several tens of meters) to produce significant erosion. In other words, nodes that have enough ice to appreciably glacially erode also have enough ice to make the assumption of smoothly varying ice reasonable.
[36] A more serious problem is the tendency of the coupled glacial model to initiate runaway erosion at single nodes. By neglecting vertical stresses, the two-dimensional ice flow equations produce overly smooth ice surfaces. In these circumstances it is possible that an ice-covered node that is also a local topographic minimum will have almost the same glacial surface height (and slope) as its neighbors. The ice thickness is therefore higher at this node than at the surrounding nodes. As the rate of sliding is related to the local thickness (equation (4)), the erosion rate is also higher (equation (1)). If compensatory ice flow from surrounding nodes keeps the ice surface constant while the node is eroded, a positive feedback can develop: the topographic minimum is exaggerated, which in turn increases the ice thickness and erosion rate. The feedback loop rarely occurs, and can generally be prevented from initiating by using a small enough time step so that the ice surface is more accurately calculated. The highly nonlinear relationship between the rate of ice flow and the ice thickness and slope makes the occurrence of this feedback loop unpredictable, however, and it can occasionally occur whenever large ice masses cover topographies that host local minima, such as in overdeepened valleys. An ultimate solution would require a fully three-dimensional calculation of the ice flow field.
[37] In general, however, surface process models employing ice-sliding controlled glacial erosion successfully simulate many geomorphic features associated with glacial landscapes. Simulated glacial valley profiles [Oerlemans, 1984; Braun et al., 1999; MacGregor et al., 2000] display characteristic overdeepenings as erosion rates increase down-valley. The inclusion of sediment transport in the model allows the construction of terminal moraines [Braun et al., 1999] and glacial lakes that fill with fluvial sediment following deglaciation [Tomkin, 2002] . Simulations of valley cross-section evolution [Harbor, 1992a] have shown that velocity based erosion transforms an initially V-shaped (fluvial) valley into a characteristic U-shaped glacial valley as sliding rates are constricted by the valley walls.
[38] Periglacial erosion is not included in this model of glacial erosion. If periglacial effects dominate cold landscapes, they may produce a different pattern of erosion that is more directly tied to the surface temperature, and thus the ELA. Even without considering the exact process responsible, a glacial buzzsaw can be directly simulated by imposing an increased rate of erosion above the zero degree Celsius (or other arbitrary) altitude. This erosion model is used in one of the simulations (Model 2). The results of this idealized glacial buzzsaw model is then be contrasted with the results of the process based models that use equations (1) through (9).
[39] As the preceeding discussion indicates, there remains much to be quantified in understanding the long-term process of glacial erosion. This influences the choices a modeler makes when constructing a glacial erosion model. In particular, more field studies to ground truth erosion models needs to be undertaken before the implementation of higher-order processes is justified.
[40] In addition to glacial processes, both fluvial and hillslope processes modify the numerical landscape. Fluvial erosion is modeled by using the CASCADE algorithm [Braun and Sambridge, 1997] to create river networks. These modeled rivers erode bedrock according to stream power [Howard et al., 1994] :
where K f , n, and m are constants, S is the local slope, and Q is the discharge. The constant of fluvial erosion is K f = 0.5 Â 10 À8 yr
À1
, which is a relatively low value consistent with high-grade rock [Stock and Montgomery, 1999] . This value has been chosen so that a substantial mountain range is produced, given our tectonic conditions. The unit stream power law used here, which means that n = 1 and m = 1/2. Braun et al. [1999] , for example), this will not significantly affect any tectonic coupling.
[41] The minimum fluvial erosion rate at any individual node is calculated using this incision law with Q equal to the product of a single node's area and precipitation rate. To account for the possible water erosion processes that can occur on thin ice nodes that are best thought of having a mixed ice/rock covering, all regions of the model have this minimum amount of fluvial erosion, regardless of ice cover. This approximation therefore slightly overestimates the erosion rates of peak nodes. Ice-covered nodes do not otherwise experience fluvial erosion. Sediment produced by the glacial and fluvial models is considered to be removed from the system by the river network.
[42] Ice Cascade is also capable of modeling hillslope processes via topographic diffusion. This feature has not been employed in this study so as to illustrate the behavior of purely fluvial-glacial systems.
Results
[43] As discussed above, models of glacial erosion have not been well constrained theoretically or observationally. Although such models can make a prediction about the tectonic/climate coupling behavior of an orogen, it must be determined how such sensitive the prediction is upon the choice of model parameters. This section therefore begins by examining the sensitivity of the system to variations in the climate and erosion parameters.
[44] The sensitivity experiments are run over a 32 km by 400 km domain with nodes that have widths and lengths of 2 km. All models share the same geodynamic variables, and have steady rates of accretionary flux. The geodynamic model is set with a fixed lower-boundary condition, simulating a numerical sandbox [after Stolar et al., 2006] , with an accretionary thickness of 10 km and convergence rate of 20 mm yr
À1
. The geodynamic model is recalculated every 10 ka, while the topography and ice distribution is calculated every year. This difference reflects the relative insensitivity of the tectonics to changes in surface topography and erosion. Unless otherwise noted, the simulations evolve to a near flux steady-state in which the total rock uplift produced by convergence is matched by the total erosion. As the rate of convergence is unchanged, all steady state systems have the same total amount of erosion. Although models of fluvial systems are often able to achieve topographic steady state (in which the pattern of rock uplift is matched by the pattern of surface erosion) this is not possible for glacial erosion models, as the extra degree of freedom (the ice thickness) in the system produces chaotic behavior [Tomkin, 2003] . Even in an unchanging climate the modeled glaciers fluctuate in size, which results in a varying erosion pattern and topography. The total orogen mass is not sensitive to these variations, however, and provides an almost steady metric of orogen size. Parameter values used in these simulations are the same as those in the text, apart from those changes noted in Table 1 .
[45] I begin by testing the sensitivity of the size of a fluvial eroded orogens to the climate. Analytical models have previously made predictions about the sensitivity of orogen width to the precipitation rate. For n = 1 and m = 1/2, both Whipple and Meade [2004] and Roe et al. [2006] predict that the width of the orogen should decrease at the one quarter power of the precipitation rate increase. This prediction is tested by varying the precipitation rate in different model runs (simulation 1). The relationship is reproduced by the numerical model for reasonable orogen thicknesses (Figure 1 ). Narrow orogens do not have critical tapers, as they are too small to undergo frictional sliding at their base. For frictional sliding to occur, the strain fields in PLASTI have to interact with the decollement at the base of the model. As PLASTI generates strain bands in the crust that have a 45°orientation to the direction of compressive stress, this interaction only occurs when orogen widths are at least twice that of the accretionary crust thickness. In general, however, simulation 1 supports the validity of the approximations made in the analytical models.
[46] Testing the influence of climate parameters on a glaciated orogen is not so straightforward, principally because both the efficiency and the extent of glacial erosion are controlled by those parameters. This contrasts with the fluvial case, in which the precipitation rate does not influence the extent of fluvial erosion. The relationship between glacial coverage and erosion rate therefore needs to be determined so as to distinguish between the effects of changing glacial coverage and changing glacial erosion efficiency. This is done by varying the sea level temperature, but not the rate of precipitation, across model runs. Increasing the surface temperature decreases the accumulation zone and so diminishes the glacial extent. The range of ice coverage can then be compared to the total glacial erosion, so as to determine their relationship.
[47] The sea level temperature is varied in the simulation series 2. Figure 2 shows that glacial coverage and total glacial erosion scale linearly. Given the highly nonlinear relationship between ice thickness and sliding velocities (and thus erosion rates) at individual nodes, this is a surprising result. A naıuml;ve expectation may be that the bulk rate of glacial erosion would also be nonlinearly related to the glacial extent, as larger ice masses are also thicker. Average slopes are lower, however, and so the net result is a near linear relationship. This result is for large basins and alpine ice caps: note that the relationship extends to over 2000 km 2 . Interestingly, smaller ice coverages consistently underpredict the trend line (note in Figure 2 the lower than expected erosional yield when ice coverage is less than around 50 km. As the width of the model is 32 km, and ice begins at the peak nodes, this suggests that the average individual glacial lengths of around 2 km, the scale of resolution). Small glaciers that are only a few kilometers long appear to be less efficient at eroding than larger glaciers. Overall, however, glacial erosion laws that Figure 1 . Log-log plot of precipitation rate versus orogen width for simulation series S1. Circles represent simulation results for steady-state topographies, and the gray line has a slope of À0.25. There is a close match between the analytical prediction and the model when the orogen is sufficiently wide to reproduce critical wedge behavior. The analytical prediction is accurate for orogens wide enough (above 40 km here, where the accretionary section is 10 km thick) so that they produce two or more strain bands in the crust (see text).
are based on sliding rates predict that, for most basins, total glacial erosion scales with the amount of glacial coverage.
[48] The precipitation rate is varied while the sea level temperature is held constant in simulation 3. This changes the extent of glaciation in the model and so changes the total amount of glacial erosion, as in simulation 2. It also has the potential to change the efficiency of glacial erosion as ice flow velocities will respond to changes in the mass balance.
Note, however, that for a fixed K g and n, the slope between glacial coverage and total erosion is a constant (Figure 2 ). So if K g is held constant but n is varied, any change in the total erosion/total ice coverage slope will be the result of a change in erosional efficiency. The dependence of this slope on the precipitation rate is shown in Figure 3 . Increasing the rate of precipitation does increase the erosional efficiency, but less than linearly. The trend line is around 0.4, suggesting a power relationship that is between 1/3 and 1/2. This scaling relationship is in qualitative agreement with simple analytical models of ice flow. Results drawn from idealized ice sheets predict that, for a fixed ice extent, higher precipitation rates will slightly thicken glacial ice [Paterson, 1994] , which in turn increases sliding rates. By way of comparison, fluvial systems have an erosional relationship that depends on precipitation to around the 1/4 power (Figure 1) . Orogens that are dominated by glacial processes should therefore have widths, heights and rock uplift rates that are somewhat more sensitive to changes in precipitation rates than fluvially dominated orogens.
[49] The intrinsic model parameter that most influences the total glacial erosion is the glacial erosion constant, K g . The simulation series 4 varies this erosion parameter to examine its effects on the total glacial erosion rate. Again, there is a possible confounding factor in this relationship: a higher glacial erosion constant should lower the topography, which would reduce the extent of ice coverage. For a fixed K g the slope between glacial coverage and total erosion is a constant (Figure 2 ), however. By calculating the value of this slope for different values of K g , it is therefore possible to determine the link between the constant and the total glacial erosion independently of the amount of ice coverage. The results of this are shown in Figure 4 . The relationship is very close to linear, as might be expected from the form of the erosion equation. Figure 2 . Ice coverage versus total glacial erosion rate for simulation S2. Circles represent simulation results, and the grey line is a linear regression fitted to the data. The linear fit explains over 90% of the variation, suggesting that there is a linear relationship between glacial coverage and erosional yield. Although the area of ice coverage varies with changes in sea level temperature, this result suggests that the modeled glacial yield is proportional to ice coverage when other parameters (such as the rate of precipitation) are held constant. Figure 3 . Log-log plot of precipitation rate versus the slope of an ice coverage/ice erosion regression line for simulation series S3. Circles represent the slopes of ice coverage versus total glacial erosion rate, for each precipitation rate, as determined by linear regression (as performed in Figure 2 ). The gray line is a linear fit in loglog space and has a slope of 0.4. Figure 4 . Log-log plot of the glacial erosion constant versus the slope of an ice coverage/ice erosion regression line for simulation series S4. Circles represent the slopes of ice coverage versus total glacial erosion rate for each erosion constant, as determined by linear regression (as performed in Figure 2 ). The gray line is a linear fit in loglog space and has a slope of 0.9.
[50] Taken together, the results of simulations 2, 3 and 4 suggest an empirical relationship between total ice cover and total glacial erosion that could be used in field investigations to constrain the glacial erosion constant and to predict erosion rates:
Where E g is the total erosion yield due to glacial erosion, C is a dimensional constant with a value of around 10 m 1Àq yr qÀ1 , p has a value close to 1, q has a value between 0.3 and 0.5, and A g is the total area of ice coverage. This relationship encompasses the accumulation and ablation zones together, and so is only applicable for an entire ice system, such as an ice cap or a glaciated basin. Equation (11) does not require that glacial erosion is the dominant regional-scale surficial process, however, as it has been derived from the results of mixed fluvial/glacial simulations.
[51] A number of simulations are now run to determine the sensitivity of orogenic tectonics to climate. As the geodynamic variables are kept constant, any tectonic differences are purely the result of changes in the surface processes regime.
[52] It is generally thought that glacial erosion processes are more efficient than fluvial erosion processes: glaciated basins produce more sediment than equivalently sized nonglaciated basins . Glaciated orogens do not therefore need to be as large as fluvial orogens to erode the same volume of accretionary flux. As the same quantity of rock is advected through a smaller orogenic window, average rock uplift rates will therefore be higher also. The constants of erosion K f and K g are important in determining the efficiency of erosion (as demonstrated by simulations 1 and 4) and thus the size of simulated orogens. However, these constants are not well established, so the magnitude of this rock uplift ratio is not well constrained. Comparing the rock uplift pattern of fluvial and glacial systems will therefore include an unknown scale factor.
[53] This unknown scale factor is controlled for in the following simulations by setting the precipitation rate and the fluvial erosion constant K f such that the orogen mass is not highly sensitive to the degree of glacial coverage. Simulations 5 through 8 have orogen masses that all within a few percent of one another. In these circumstances glacial and fluvial orogens are of approximately the same size, so any difference in rock uplift is purely the result of differences in the erosional pattern. The glacial erosion constant K g is chosen to reflect the best estimate currently available (10
À4
) so that the implications of the simulations for real world orogens can more easily discussed. Making fluvial erosion as efficient as glacial erosion results in a relatively small orogen for all of the model runs (maximum peaks are just over 2.3 km) despite the relatively high rate of convergence. This suggests that the standard value of K g is consistent with efficient erosion. A further experiment is run (Simulation 9) that examines the effect of less efficient fluvial erosion.
[54] The tectonic and topographic features of five simulations are compared: a purely fluvial orogen (simulation 5), a partly glaciated orogen (simulation 6), a largely glaciated orogen (simulation 7), and a glacial buzzsaw orogen (simulation 8), and a low erosional efficiency fluvial orogen (simulation 9). Examples of the topographies and ice coverages produced these simulations are shown in Figure 5 . All parameters are as listed in the text, apart from changes noted in Table 1 . It should be noted that the glacial buzzsaw simulation (8) inevitably produces a total orogen mass that is smaller than the other simulations, as the imposed erosion mechanism is so efficient. Simulation 8 has a total organic mass that is almost 10% smaller than those of simulations 5-7. The low-efficiency fluvial simulation (9) has a total orogenic mass that is 50% larger than the other simulations. Figure 5 . Simulated topographies. The central 150 km of the topography is shown. The maximum topographic height is approximately 2.3 km for simulations 5 -8 and 3.6 km for simulation 9. Simulations 5 and 8 are shaded by height, with lighter gray shades indicating increasing altitude. The ice-free topography in simulations 6, 7, and 9 are a uniform dark gray and ice-covered regions are light gray and become progressively darker with ice thickness. The maximum ice thickness is approximately 500 m in simulation 7. The vertical exaggeration is approximately ten to one.
[55] Although the orogenic response time to glacial erosion is not a focus of this study, it is useful to note that the fluvial model requires over 3 million years to achieve a flux steady state for the parameters used, and the rock uplift pattern can require a few hundred thousand years to completely adjust to a new erosion regime (such as occurs in the transition from glacial from fluvial conditions). This is a most likely a relatively fast response time: the simulated orogens are not especially large, and have no isostatic compensation. An isostatically compensated orogen, with a correspondingly larger mass, would adjust more slowly.
[56] Simulation 5 grows in size until both a flux and a topographic steady state is reached in $2 Ma. The maximum peak height is 2.5 km. Rock uplift rates are highest in the center of the range but are significant across the width of the orogen (Figure 6 , solid black line). Nevertheless, there is a significant departure from uniform rock uplift, suggesting that fluvial precipitation does not produce a uniform pattern of erosion in steady-state critical wedge orogens.
[57] Simulation 6 has the same initial conditions as 5, but after 3 Ma a cooler climate is imposed such that the snow falls instead of rain above 1.8 km. Although the ice coverage fluctuates with time, ice coverage is restricted to higher topographies in the core of the orogen and isolated valley glaciers flowing from the core of the orogen ( Figure 5 ). The ELA of the ice is similarly in the hightopographic regions. Rock uplift rates are very similar to the fluvial case, and are highest in the core of the range (Figure 6 , dashed black line).
[58] Simulation 7 has the same parameters as 6, except that the climate is cooled further so that snow falls at heights of 1.3 km and above. Ice coverage is now much more extensive, and an alpine ice cap extends over most of the topography. The extent of the ice still fluctuates over time, moving the glacial terminus and periodically uncovering some ridge and peak nodes (as seen in Figure 5 ). The ELA is much further from the core of the range than in the case of simulation 6, as ablation begins lower in the topography and ice flow is much greater. Note that rock uplift rates are about 25% lower in the core of the range relative to the fluvial and high-ELA glacial cases, and are higher by a similar amount on the flanks (Figure 6 , solid gray line).
[59] Simulation 7 illustrates how glaciated landscapes are unable to achieve topographic steady-state. After 5 Ma of evolution, simulation 7 has been in flux steady-state for over a million years, but the erosion rates show scatter when compared to the rock uplift rate (Figure 7 ). This contrasts with the fluvial case steady-state (simulation 5, not shown in Figure 7) , in which the rock uplift and erosion rates are exactly the same. Although rock uplift rates for glaciated orogens are not the same as instantaneous erosion rates, the time-averaged rock uplift and erosion rates do match.
[60] Simulation 8 is an abstract simulation of a glacial buzzsaw. Erosion is arbitrarily set at a high level (10 mm/yr) for any node that is above the zero degree line, and ice itself is not directly modeled. This is the end member of glacial erosion, in which ice is so efficient at eroding over long time periods that little ice is needed to determine the maximum topographic height. A glacially buzzsaw controlled orogen at steady state therefore has very little ice, as the accumulation zone is inevitably small. The rock uplift pattern ( Figure 6 , dashed gray line) is similar to that of simulation 6, which has the same temperature conditions, but simulation 8 has higher rock uplift rates in the core of the range. This indicates that increasing the relative efficiency of glacial erosion exaggerates the rock uplift redistribution produced by the process based models.
[61] Figure 6 suggests that, when fluvial erosion is as efficient as glacial erosion, a change between fluvial and glacial regimes has only a modest effect on the pattern of rock uplift in a steady-state orogen. The alpine glacier (simulation 6) and glacial buzzsaw (simulation 8) models concentrate erosion in the core of the range, but as the fluvial model (simulation 5) does this also, there is little impact from the transition to a cooler climate. Widespread glaciation (simulation 7) makes a bigger difference in the rock uplift profile, as erosion rates are more evenly spread across the orogen.
[62] If fluvial erosion is not as efficient as glacial erosion, fluvial conditions necessarily produce larger orogens. In this case, moving between warm and cold climates has a much more significant impact on the rock uplift profile than when the overall erosional efficiency is held constant, as the orogen width determines the region of rock uplift. Simulation 9 has a fluvial erosion constant that is half of that used in simulation 5, and so produces an orogen that is both taller (the maximum peak height is now 3.6 km) and wider (130 km) than the previous simulations, as shown in Figure 5 . As has been shown by other workers [e.g., Stolar et al., 2006] , rock uplift rates are now much lower, as the accreted material is accommodated across the wider orogen (solid dots, Figure 6 ).
Comparisons Between Numerical and Analytical Models
[63] The results of simulation series 1 supports the prior analytical studies of fluvially dominated orogens. The width decreases to the 0.25 power of the precipitation increase. Figure 6 . Steady-state rock uplift rates for simulations 5, 6, 7, 8, and 9 . The solid black line is from simulation 5 (fluvial erosion only), the black dashed line is from simulation 6 (high ELA), the solid gray line is from simulation 7 (low ELA), the dashed gray line is from simulation 8 (glacial buzzsaw), and the black dotted line is from simulation 9 (fluvial erosion, low efficiency).
This agrees with predictions made by the analytical models of Whipple and Meade [2004] , and Roe et al. [2006] , and reiterates the numerical results of Stolar et al. [2006] . The numerical results do not as strongly support the assumption of near-uniform rock uplift. The mechanics of deformation produces banded zones of rock uplift: a finite crustal thickness and the restricted angle of failure (45°) limit the model's ability to evenly distribute rock uplift. Similar results would be expected in actual orogens, where rock uplift occurs discretely due to faulting. Furthermore, rock uplift rates appear to be somewhat higher in the center of the range relative to the periphery. As the rock uplift is controlled by the long-term erosion, this suggests that the unit stream power law creates higher rates of incision at the center of critical taper orogens, although this could also indicate the tendency of the geodynamic model to create a band of rock uplift in the center of the range.
[64] The assumption of uniform rock uplift is even less tenable for glacial systems, as changing the ELA changes the rock uplift pattern. Efficient glaciers are able to focus erosion at smaller spatial scales than fluvial systems. A relatively small region of high erosion (a few kilometers in scale, as in Figure 7 ) can induce a similarly sized zone of high rock uplift rates, indicating that the coupling can occur at scales even smaller than individual basins. This could produce a selfperpetuating rock uplift ''spike'' based underneath a particularly erosive valley glacier, in which the enhanced erosion is matched by enhanced rock uplift. The natural variability in glacial extent of ice masses in tectonically active regions [Tomkin, 2003] suggests that this coupling is unlikely over long time periods, however. Geodynamic models that explore the viscous and plastic end-member rheologies of the lithosphere during continental collision [e.g., Pysklywec et al., 2000 Pysklywec et al., , 2002 also suggest that it is unlikely that real orogens have a significantly smaller scale of response than produced in the present study. Although the two-dimensional plastic rheology used here is capable of producing this subbasin-scale increase in erosion, a three-dimensional tectonic model (to take into account differences between valley and ridge profile erosion rates) would be needed to assess this quantitatively.
[65] If fluvial erosion is as efficient as glacial erosion, the first-order effect of lowering the ELA is to alter the spatial distribution of erosion and rock uplift rather than shrink the topography. This is in agreement with the observation that valley glaciers may be most erosive far from the peak regions when maximum topography is above the ELA [Brocklehurst and Whipple, 2004] . The results suggest that there are problems in using a simple form of the glacial buzzsaw assumption to describe the role of cooling climates in orogen development. The major differences in the topographies between the enforced glacial buzzsaw model (simulation 8) and the process based velocity model (simulation 7) indicates that the sliding controlled glacial erosion model does not reproduce glacial buzzsaw like landscapes, as significant amounts of high-relief topography exist above the ELA. Although glacial erosion is strongly tied to the ELA in simulation 7, the ice is able to descend in the landscape without proportionally lowering the topography. Either a reexamination of the mechanics of the glacial erosion model (equation (1)), or a large increase in the presumed value of the glacial erosion constant (K g ), would be required for simulated glacial buzzsaw landscapes to arise from abrasion or quarrying based erosion models.
[66] This has consequences for the role that climate plays in changing rock uplift patters. The glacial buzzsaw predicts that a cooling climate will always increase rock uplift rates in the core of the range. The physically based sliding model does not necessarily predict this. If the currently best established value for K g of 10 À4 is used, a dropping ELA can instead result in the opposite pattern, where rock uplift rates are enhanced on the flanks of the range, at the expense of rock uplift rates in the center.
[67] The glacial buzzsaw model also predicts that ELA controls topography. This may be consistent with a physically based sliding model. The strong connection between the extent of glacial coverage and the total glacial erosional yield (equation (11)) suggests that ELA and topography may be closely linked for the physical model also. The link is strongest when glacial erosion is much more important than fluvial erosion. If an orogen is dominated by glacial processes, the glacial erosional yield is equivalent to the total erosional yield. In this case, the erosional flux is controlled by the area of ice coverage. If the climate cools, the glaciers advance and the total ice coverage expands. This increases the erosional flux until the topography is sufficiently lowered (and thus the area of ice extent reduced) such that a new flux balance is achieved.
Implications for Observations of Active Orogens
[68] These simulations make two general predictions about rock uplift's response to the increased glacial cover produced by Late Cenozoic cooling. Firstly, rock uplift rates will become spatially nonuniform. Rock uplift rates will tend to be focused toward the ELA. If the ELA is at, or not far below, the average topographic height at the core of the Figure 7 . Comparison of rock uplift rate (solid gray line) and erosion rates after 5 Ma for simulation 7. Note the scatter in the erosion rates, indicating that topographic steady state is not achieved. As the orogen is in flux steady state, the gray line is the long-term average of the erosional pattern.
range, glaciation produces higher rock uplift rates in the core of the range relative to rock uplift rates at the mountain flanks. The higher rock uplift rates in the core of the range will be at the expense of rock uplift rates on the periphery. If the ELA intersects with the topography at the flanks, however, rock uplift rates will be higher there, even though the entire orogen will be covered with ice. Secondly, rock uplift rates will be nonuniform with respect to time. The redistribution of the rock uplift rate depends on the distribution of ice. If ice is restricted to the core of the range, rock uplift rates will increase over time in the center of the range as the climate cools, as the rock uplift rate on the flanks decreases over time. The tectonic response time of the model suggests that long-term ($Ma) trends can influence tectonic activity in actual orogens. Climate frequencies that are higher than this, such as Milankovitch cycles, would be strongly damped. The tectonic impact of such relatively short-term climate change therefore needs to be time averaged.
[69] The Olympic Mountains of NW Washington State is an example of an accretionary wedge that exhibits the predicted pattern of spatially nonuniform rock uplift. The range has the requisite glacial history: it was glaciated by a local ice sheet at the last glacial maxima that was largely restricted to the center of the range [Heusser, 1974; Thackray, 2001] . Despite Holocene warming, over 50 active glaciers still exist there today. The Olympics represent the exposed and exhumed crest of the accretionary complex of the Juan de Fuca subduction zone, and fission track dates obtained from zircons in the region indicate that the Olympics have been actively exhuming since at least 14 Ma [Brandon et al., 1998 ]. These zircon fission track ages, together with apatite fission track ages and apatite He ages consistently show that rates of exhumation increase in magnitude toward peak rates in the core of the range, exhibiting rates of about 1mm yr
À1
with lower values of around 0.1mm yr À1 on the flanks of the range. This pattern is also recorded in the geomorphology: river terraces also indicate variable rates of rock uplift from values near zero at the west coast to values consistent with the thermochronometry in the interior of the range [Pazzaglia and Brandon, 2001] .
[70] The Southern Alps of New Zealand is an active mountain range that was covered by an icecap during the LGM [Denton and Hughes, 1980] . Unlike the Olympic Mountains, the rock uplift rate and topographic maxima do not coincide; rock uplift rates are instead highest on the western flank of the range [Kamp and Tippett, 1993] . Reconstructions of the glacial coverage at the LGM [Soons, 1979] suggest that the strong precipitation gradient across the range [Griffiths and McSaveney, 1983] resulted in a substantially depressed ELA on the western side, which would suggest increased glacial erosion rates on the western flank relative to the center of the range and the eastern flank. The western side of the Southern Alps could be characterized by Model 4a (which has an ELA and erosion rate maximum depressed relative to the maximum topography) while the eastern side might be better characterized by Model 4b. Coupling the model to an orographic climate model is required to fully test this idea, and will be a focus of further research. Previous models of fluvially eroded orogens that incorporate orographic precipitation produce patterns of rock uplift rate that are faster on the windward side of the range than on the lee [Beaumont et al., 1992; Willett, 1999] .
[71] Although less well understood, rock uplift in the Chugach/St. Elias Range in southern Alaska may follow a similar pattern. A combination of increased coastal precipitation and a spatially varying lapse rate have strongly depressed the ELA on the western side of the range relative to the eastern side [Mayo, 1986] . It has been argued that glacial erosion in the range is highest on the western flank as a reaction to the locally lower ELA [Meigs and Sauber, 2000] . Calculated sediment flux and fission track data [O'Sullivan et al., 1997] from the region support the view that rock uplift rates are higher on the western and central parts of the range than on the eastern side. This is consistent with the results of the glacial sliding erosion model (Models 3 and 4) .
[72] An orogen that may exhibit the predicted increase in rock uplift over time as a consequence of global climate cooling is the southern part of the Andes. The range has an appropriate glacial history: it currently hosts the largest ice field outside of Greenland and Antarctica, and shows evidence of extensive glaciation throughout the Late Cenozoic, with glacial deposits first appearing between 7 and 4.6 Ma [Mercer and Sutter, 1982] . Reconstructions of the LGM Andean ice cap suggest that ice was largely confined to higher elevations and the western coast [Hulton et al., 1994] . In the Patagonian segment of the Andes, accretionary flux from the Chilean subduction zone [Bangs and Cande, 1997] is added to the Coastal Cordillera. On the eastern flank of the Patagonian Andes there is evidence for a narrowing of the zone of high uplift rates concurrent with Late Cenozoic glaciation. The eastern thrust front shows evidence for at least 20 to 40 km of convergence, mainly during the early and middle Miocene [Ramos, 1989] . Late Miocene basalts indicate that frontal thrusting stopped at 9 to 6 Ma [Ramos, 1989] . The tectonic reconstruction is further supported by thermochronological evidence. Thomson [2002] notes that both apatite and zircon fission track ages are much younger in the central part of the range when compared to those in the westward lowlands. It is reasonable to think that this the rock uplift pattern is climate related to, rather than a result of, recent tectonic change, as transpression induced rock uplift in the region began before 10 Ma [Herve et al., 1993] . The change in tectonics is consistent with what the glacial erosion models predict for steady convergence in a cooling climate: rock uplift rates due to convergence become higher in the center of the range, with diminishing rates of rock uplift on the flank. In further agreement with the model predictions, increased rate of denudation in the central region occurs at the same time as the onset of widespread glaciation: Thomson's [2002] fission-track dates indicate that very rapid rates of denudation began at around 7 Ma.
Conclusions
[73] The numerical model results suggest a number of broad conclusions for the behavior of critical wedge type orogens that undergo erosion by glacial and fluvial processes:
[74] 1. One-dimensional analytical models of fluvially dominated orogens predict the precipitation dependence of the two-dimensional numerical model: orogen size and rock uplift rates vary with the rate of precipitation.
[75] 2. The total amount of glacial erosion at a range is a linearly related to the total area of glacial coverage, and is less than linearly related to the precipitation rate. The efficiency of glacial erosion appears to be slightly more dependent than fluvial erosion on the precipitation rate.
[76] 3. If glacial erosion is the dominant surface process at an orogen, a lower ELAproduces a lower mountain range, reproducing the glacial buzzsaw model's prediction of temperature controlled topography.
[77] 4. The transition from fluvially dominated to glacially dominated surface process regimes produces spatially nonuniform rock uplift rates. The extent of glaciation is important in determining where rock uplift will increase and decrease. An ELA that is at a similar height to the maximum topography will focus rock uplift to the core of the range (at the expense of rock uplift rates on the peripheries). An ELA that is much lower than the height of the peak topography can increase rates of rock uplift on the flanks.
[78] 5. Changes in surface processes associated with Late Cenozoic cooling have the potential to explain the nonuniformity in rock uplift patterns observed in a number of orogens that experience alpine glaciation. In particular, spatially nonuniform rock uplift rates in the Olympics Mountains and temporally nonuniform rock uplift rates in the southern Andes are consistent with the numerical results. 
