This paper considers a structural-factor approach to modeling high-dimensional time series where individual series are decomposed into trend, seasonal, and irregular com- 
Introduction
The availability of high-dimensional time series data under the current big-data environment creates new challenges in time series modeling, and analysis of such data has emerged as an important and active research area in many scientific fields, including engineering, environmental studies, and statistics. In theory, the vector autoregressive and moving-average (VARMA) models can be used, but their applications often encounter the difficulties of over-parametrization and lack of identifiability, especially when the dimension is high. Overparametrization is likely to occur when one uses unrestricted VARMA models, and it is well-known that exchangeable models exist in VARMA specification. See, for instance, Tiao and Tsay (1989) , Lütkepohl (2006) , Tsay (2014) , and the references therein. Various methods have been developed to overcome the identifiability issues and to reduce the number of parameters of VARMA models. For example, Chapter 4 of Tsay (2014) , and the references therein, discussed various canonical structures of a VARMA model. Davis et al. (2012) studied the vector autoregressive (VAR) model with sparse coefficient matrices based on partial spectral coherence. The Lasso regularization has also been applied to VAR models to reduce the number of parameters; see Shojaie and Michailidis (2010) and Song and Bickel (2011) , among others. Guo et al. (2016) considered banded VAR models and estimated the coefficient matrices by a componentwise least squares method. For dimension reduction, popular methods include the canonical correlation analysis (CCA) of Box and Tiao (1977) , the principle component analysis (PCA) of Stock and Watson (2002) , and the scalar component analysis of Tiao and Tsay (1989) . An alternative approach to analyzing high-dimensional time series is to employ factor models; see, for instance, Bai and Ng (2002) , Stock and Watson (2005) , Pan and Yao (2008) , Lam et al. (2011) , Lam and Yao (2012) and Chang et al. (2015) . In fact, the idea of latent factors driving common behavior in multiple time series can be dated back, at least, to Nerlove (1964) . Most of the factor models considered in the literature assume weak stationarity of the underlying time series and employ latent factors to describe the overall temporal dependence of the data.
Empirical time series often exhibit complex patterns, which may include trend and seasonal components. For example, the hourly measurements of fine particulate matter (PM 2.5 ) at different monitoring stations in a given region show not only an annual cycle but also certain diurnal pattern possibly caused by wind direction, wind speed, humidity, temperature, and human activities. The measurements may also exhibit some trending behavior as the effect of global warming has become more evident. In the time series literature, struc-tural models consisting of trend, seasonality, and irregular components have been proposed to analyze univariate series with complex patterns. See, for instance, Harvey (1989) . As a matter of fact, a range of trend and periodic analyses for environmental and economic time series have appeared in the literature; see Wallis (1978) , Plosser (1979) , Barsky and Miron (1989) , Harvey and Koopman (1993) , Chang et al. (2009 ), De Livera et al. (2011 , among others. However, none of those methods can be applied (or have been extended) to model jointly high-dimensional time series. Several methods have also been developed in the spatio-temporal literature to explore the spatial and temporal dependence of the data. See, for instance, Yu et al. (2008) , Lee and Yu (2010) , Lin and Lee (2010) , Kelejian and Prucha (2010) , Su (2012) , and Gao et al. (2018) , among others. However, most of the available methods require specification of a spatial weight matrix or an appropriate ordering of the locations. For a given application, the choices may not be obvious and the resulting spatial autoregressive model may fail to accommodate adequately the dependent structure among different locations.
The goal of this paper is to combine the structural models with latent factors for highdimensional time series analysis. By focusing on common factors for the component series rather than on the observed series directly, the proposed models can be more effective in identifying the number of common factors and can provide further insight in understanding the latent structure of the data. For instance, the identified common latent factors of the irregular components are free of the effects of trend or seasonality. Furthermore, the combined approach can leverage the advantages of structural specification and factor models. This is particularly relevant in analyzing high-dimensional and high-frequency data for which the common patterns can be complex and the observed data are typically non-Gaussian. Consider, for instance, the hourly measurements of PM 2.5 at a monitoring station. Such a series is typically not normally distributed and exhibits annual, weekly, and diurnal patterns in addition to local trending behavior. Figure 1 shows the time plot of hourly PM 2.5 measurements at a monitoring station on Taiwan from January 1, 2006 to December 31, 2015 for 87,600 observations (the data for February 29 were removed for simplicity). The traditional test statistics for skewness and excess kurtosis assume the values 99.5 and 56.9, respectively, with p-values close to zero. Since we often care about the general direction of the observed data over time, we use, for simplicity, a deterministic polynomial for the trend component. The seasonal component is modeled as a linear combination of certain trigonometric functions. This simplifying assumption is used mainly to overcome the difficulty of handling the case of long periodicity shown in the hourly PM 2.5 example. For the irregular component, we employ a new factor model to reduce the number of parameters and to describe the common stochastic characteristics of the data. The proposed factor model differs from the commonly used factor models in the literature as we seek a nonsingular linear transformation that separates white noise series from the dynamically dependent ones. From a dimension reduction point of view, we treat the polynomial and trigonometric basis functions as the factors for the trend and seasonal components, respectively, and the latent stochastic factors for the irregular parts. The latent factors are linear combinations of the irregular components and are estimated by a canonical correlation analysis. The number of white noise series is determined by a test statistic. We propose a Bayesian Information Criterion (BIC) method to consistently determine the order of the polynomial trend and the number of the trigonometric functions. The convergence rates for the estimators of the coefficients of the trend and seasonal components and the The rest of the paper is organized as follows. We specify the proposed methodology in Section 2 with special attention being paid to the new factor model for the irregular components. The differences between the new model and the commonly used factor models in the literature are given. In Section 3, we study the theoretical properties of the proposed model. The numerical illustrations with both simulated and real data sets are reported in Section 4. Section 5 provides some concluding remarks. All technical proofs are relegated to an online supplement. We use the following notation, for a p × 1 vector u = (u 1 , ..., u p ) T ,
is the Euclidean norm, and I p denotes the p × p identity matrix. For a matrix H = (h ij ), |H| ∞ = max i,j |h ij |, H 2 = λ max (H T H) is the operator norm, where λ max (·) denotes for the largest eigenvalue of a matrix, and H min is the square root of the minimum eigenvalue of H T H. The superscript T denotes the transpose of a vector or matrix.
Finally, we use the notation a b to denote a = O(b) and b = O(a).
Methodology

The Setting and Method
Let y t = (y 1t , ..., y pt ) T be a p-dimensional time series. We assume that
where µ t , s t and η t denote, respectively, the trend, seasonal and irregular components with
where ρ j = 2πj/s with s being a known periodicity, and d 0 and k 0 are nonnegative integers.
The irregular component η t is weakly stationary with E(η t ) = 0 and can be written as
. . , f rt ) T and ε t = (ε 1t , . . . , ε vt ) T with r and v being nonnegative integers such that r+v = p. Let V T = L −1
and V = (V 1 , V 2 ) with V 1 ∈ R p×r and V 2 ∈ R p×v , Model (2.3) is a transformation model employed in Tiao and Tsay (1989) . Specifically, there exists a nonsingular transformation matrix V such that V T 1 η t = f t and V T 2 η t = ε t with dimensions r and v, respectively.
For Equation (2.3), we assume that (a) ε t is a v-dimensional scalar component process of Tiao and Tsay (1989) . Assumption (a) is equivalent to ε t being a white noise under the traditional factor models for which f t and ε t are assumed to be independent.
Any finite-order VARMA process η t can always be written in Equation (2.3) via canonical correlation analysis (CCA) between two constructed vectors of η t and its lagged variables.
See Tiao and Tsay (1989) . Also, readers are referred to Chapter 12 of Anderson (1958) for an introduction of CCA between two random vectors. Under Equation (2.3), the dynamic dependence of η t is driven by f t if r > 0. In this sense, f t indeed consists of the common factors of η t .
In contrast to Equation (2.3), the most commonly used factor model in the literature is
where x t ∈ R r is a latent factor process, A ∈ R p×r is an unknown factor loading matrix, ε t = (ε 1t , ..., ε pt ) T is a serially uncorrelated process with mean 0 and covariance matrix Σ ε , and x t and ε t are independent. See, for instance, Lam and Yao (2012) . A major difference between Equations (2.3) and (2.4) is that the right side of Equation (2.3) has p random errors whereas that of Equation (2.4) has r + p random errors. In this paper, we refer to the random errors, which consist of serially uncorrelated random variables with mean zero and finite covariance matrix, as innovations to a time series. Consequently, the sample covariance matrix of ε t of Equation (2.4) is always singular if r > 0. On the other hand, the sample covariance matrix of ε t of Equation (2.3) is positive-definite provided that the sample size is sufficiently large.
Assume that r > 0 in Equation (2.3). We further assume that f t follows a vector autoregressive model, VAR(d),
where u t is a r-dimensional innovations with positive diagonal covariance matrix and independent of ε t . For large r, a sparse VAR model can be used. Under the VAR assumption in (2.5), the process η t follows a VAR(d) model with Φ i forming a non-zero block of the ith AR coefficient matrix. For a general p-dimensional zero-mean VAR(d) model, the number of parameters is dp 2 + p(p + 1)/2, including those in the error covariance matrix. On the other hand, for the proposed model in Equations (2.3) and (2.5), the number of parameters is p(p − 1)/2 + dr 2 + p, where p(p − 1)/2 is the number of parameters in the transformation matrix. When r is smaller than p, the proposed factor model becomes more parsimonious.
For instance, consider the simple case of p = 15, r = 10, and d = 1, the reduction in the number of parameters is 345 − 220 = 125, which is not a small number. In general, the reduction in the number of parameters is d(p 2 − r 2 ), which can be substantial if either p or d is large and r is small.
In Equation (2.3), (L, f t , ε t ) are all latent and any linear transformation of η t will not alter the canonical correlation analysis between η t and its lagged variables. Therefore, we consider the following transformed model
where
L is a p × p orthonormal matrix. We will see later that this transformation can be done via canonical correlation analysis.
For Model (2.6), we refer to L 1 the factor loading matrix of f t . The matrix L and the latent factor f t are not uniquely determined in (2.6). For example, we can replace (L, f t , ε t )
and (2.6) still holds. Without loss of generality, we assume Cov(ξ t ) = I p , where
Note that, since canonical correlations may not be distinct, only M(L 1 ) (and hence M(L 2 )) can be uniquely determined, where M(L 1 ) denotes the linear space spanned by the columns of the matrix L 1 and is called the factor loading space.
Given the data {y t |t = 1, ..., T }, the goal here is to estimate the parameters
L and the number of common factors r, and to recover the factor process f t , allowing the dimension p to increase as the sample size T increases, where α i , β i and γ i are the coefficients defined in (2.2). In practice, d 0 , k 0 and r are also unknown and we propose methods to estimate them consistently in Section 2.2.
The proposed methodology is as follows. We first treat d 0 and k 0 as known integers and let
.., y iT ) T and e i = (η i1 , ..., η iT ) T , where z i and e i denote respectively the i-th component of y t and η t over time.
(2.7)
It follows from (2.7) that the ordinary least squares estimator (LSE) θ i for θ i satisfies 8) and the associated residuals are η t = ( η 1t , ..., η pt ) T with η it = y it − d T t θ i . Furthermore, the resulting residual sum of squares is (2014) for a discussion on the estimation of VAR models.
Turn to the determination of the number of common factors r and the estimation of L.
From Equation (2.6), we have
Thus, there are v linear combinations of η t that are scalar components of order (0,0) and we can apply the approach of Tiao and Tsay (1989) to specify v and, hence, r = p − v.
T be the vector of past m lagged values of η t , where m is a sufficiently large positive integer. Since ε t are scalar components of order (0,0), we have Cov(ε t ,η t,m ) = 0. Consequently, there are v zero canonical correlations between η t and η t,m .
Let Σ ηηm = Cov(η t , η t,m ) and Σ ηm = Cov(η t,m ). The canonical correlation analysis between η t and η t,m is the eigenvalue and eigenvector analysis of the matrix
It is easy to see that rank(M) = r. Furthermore, let ξ t,m = (ξ
T , and define Σ ξ , Σ ξξm and Σ ξm as the covariance matrices of the given random vectors. It is easy to verify that
Let λ 2 1 ≥ λ 2 2 ≥ · · · ≥ λ 2 p be the ordered eigenvalues of M and let [a 1 , a 2 , . . . , a p ] be the corresponding eigenvectors. Then, λ r = 0, but λ j = 0 for j > r, and we may take L = [a 1 , · · · , a p ], which is an orthonormal matrix. Making use of the properties of canonical correlation analysis, we have
and Cov( is uniquely defined if we ignore the trivial replacement of a j by −a j .
Let
The sample estimators Σ ηm , Σ ηηm are defined in a similar way and the index exceeds 1 or T are set to be 0. This leads to a natural estimator for M,
(2.13)
The above discussion also gives rise to an estimator of L as L = ( a 1 , ..., a r , a r+1 , ..., a p ), where a 1 , ..., a r are the orthonormal eigenvectors of M corresponding to the r largest eigenvalues λ 2 1 ≥ · · · ≥ λ 2 r , and a r+1 , . . . , a p are the orthonormal eigenvectors of M corresponding to the
2.2 Selections of d 0 , k 0 , and r
The estimation of θ i in (2.8) assumes d 0 and k 0 are known, but these integers must be estimated in practice. We propose to determine k 0 and d 0 based on the following marginal Bayesian information criterion,
14)
where RSS i (k, d) is similarly defined as (2.9) for some k and d, p∨T = max(p, T ), and C T > 0 is some constant which diverges together with T , see Assumption 3 in Section 3. We often take C T to be log{log(T )}. Letk andd be two pre-specified integers and
We take k = max 1≤i≤p k i and d = max 1≤i≤p d i as the estimators of k 0 and d 0 , respectively.
Theorem 2 in Section 3 shows that under some assumptions,
Remark 1. In practice, d 0 = 1 or 2 is often sufficient in characterizing the trend of many time series data. Therefore, we may fix d 0 and use the following estimator for k 0 ,
Our numerical study shows that the procedure is insensitive to the choice ofk providedk ≥ k 0 andk ≤ s/2 − 1, which is the maximum possible value to avoid any singularity, or choosek by checking the curvature of BIC i (k) directly.
Turn to the estimation of r, which plays an important role in the proposed statistical inference. In practice, we may estimate the number of zero canonical correlations v (and hence r) by testing the null hypothesis H 0 : λ 2 p−v+1 = · · · = λ 2 p = 0 and λ 2 p−v = 0 versus the alternative hypothesis H a : λ 2 p−v = 0, where λ 2 i are the ordered eigenvalues of M. A test statistic available to perform the test is
(2.17)
See Tiao and Tsay (1989) . Under the null hypothesis and some regularity conditions,
Since we allow for the dimension p to increase with the sample T , we modify the test statistic accordingly by making use of the central limit theorem and properties of χ 2 random variables. Specifically, we employ a standardized version of the test statistic:
Then, under the null hypothesis and some regularity conditions, C T (v) converges in distribution to N(0,1) as p → ∞. Note that the test statistic in Equation (2.17) is for testing the number of scalar components of order (0,0) so that there is no need to consider the normalization of eigenvalues. Details are given in Tiao and Tsay (1989) .
Using the test statistics in (2.17) or (2.18), one can perform the hypothesis testing sequentially starting with v = 1 and until the null hypothesis is rejected. The resulting number of zero eigenvalues v is an estimate of v, and we have r = p − v.
Theoretical Properties
We present some asymptotic theory for the estimation methods described in Section 2 when T , p → ∞. We assume {(y t , f t )} is α-mixing with the mixing coefficients defined as
where F j i is the σ-field generated by {(y t , f t ) : i ≤ t ≤ j}.
Assumption 1. The process {(y t , f t )} is α-mixing with the mixing coefficients satisfying the
Assumption 2. For any i = 1, ..., p, E|η it | 2γ ≤ C 1 , where C 1 > 0 is a constant, γ is given in Assumption 1. 
Theorem 1 implies that the convergence rates do not depend on the dimension p, which is reasonable since the dimension of each θ i is finite. Thus, they are as optimal as the regression estimators with the dimension fixed. To show the consistency of the selected k and d by BIC, we need to impose a condition on the magnitude of the coefficients of the largest orders of time trend and seasonal components.
Assumption 3 ensures that the orders of the polynomial trend (d 0 ) and the number of the trigonometric series (k 0 ) are asymptotically identifiable in the sense that their coefficients can be detected as non-zero ones as {T −1 log(p ∨ T )} 1/2 is the minimum order of a non-zero coefficient to be identifiable; see, for instance, Luo and Chen (2013) .
We now state the consistency of the selectors k and d defined in (2.15).
Theorem 2. If Assumptions 1-3 hold, then
Theorem 2 implies that we can consistently estimate d 0 and k 0 under some regularity conditions as the dimension p and the sample size T go to infinity. Therefore, we can replace d 0 and k 0 by d and k, respectively, in the estimators θ i in Section 2. To establish the results for estimating factor loadings, we introduce more assumptions.
Assumption 4. There exist positive constants C 2 , C 3 , C 4 , κ 1 and κ 2 such that Σ f ξm 2 ≤ C 2 and C 3 ≤ Σ ξm min ≤ Σ ξm 2 ≤ C 4 , and Theorem 3. If Assumptions 1-5 hold and suppose that r is known and fixed, then
Furthermore,
From Theorem 3 and, as expected, the convergence rates are all standard at √ T , which is commonly seen in the traditional statistical theory. When p is diverging, the upper bounds in Theorem 3 are all pT −1/2 if we assume κ 1 and κ 2 are finite, implying that the condition p = o(T 1/2 ) is needed to guarantee the consistency. On the other hand, if κ 1 κ 2 T ι for some
Therefore, we need p = o(T 1/(3(1−ι)) ) in this case. For example, if ι = 1/4, then the condition becomes p = o(T 4/9 ) to guarantee the consistency.
In general, the choice of L 1 in Model (2.4) is not unique so we consider the error in
and it does not vary with different choices of L 1 . To this end, we adopt the discrepancy measure used by Pan and Yao (2008) : for two p × r half orthogonal matrices H 1 and H 2 satisfying the condition H T 1 H 1 = H T 2 H 2 = I r , the difference between the two linear spaces M(H 1 ) and M(H 2 ) is measured by Theorem 4. Suppose Assumptions 1-4 hold. Assume that r is known and fixed, then for
The results of Theorems 3-4 are obtained when the number of factors r is given. In practice, r requires estimation. To this end, we first state the asymptotic properties of the test statistic defined in (2.17). (ii) If p = o{min(T 1/2 , κ
The next theorem establishes the consistency of the estimator v defined in Section 2.
Theorem 6. Let Assumptions 1-4 hold. Under the null hypothesis that l = v, (i) if p is fixed, S T (l) diverges to infinity as T → ∞ for any l > v.
(
diverges to infinity as T → ∞ for any l > v.
Therefore, our test of the null hypothesis of l = v versus the alternative of v < l ≤ p is consistent and has the asymptotically correct size.
Theorems 5 and 6 together imply that we can consistently estimate the number of factors r. With the estimator r(= p − v), we may define an estimator for
where a 1 , . . . , a r are the orthonormal eigenvectors of M, defined in (2.13), corresponding to the r largest eigenvalues. To measure the error in estimating the factor loading space, we use
which is a modified version of (3.2), and it allows the dimensions of M( L 1 ) and M(L 1 ) to be different.
Remark 2. (i) Our method and theory can be extended to the cases when f t in Model (2.3)
is unit-root non-stationary and hence η t is non-stationary. A simple condition is that a generalized sample (auto)covariance matrix
T converges weakly, where δ > 1 is a constant. This weak convergence has been established when, for example, {f t } is an integrated process of order 2 by Peña and Poncela (2006) .
(ii) On the other hand, if f t and hence η t is non-stationary, we can replace the definition of
and similarly for others. All the theory still works under the mixing condition in Assumption 1; see the argument in Chang et al. (2015) for details, but we do not pursue the issue further.
Numerical Properties
Simulation Studies
In this section, we illustrate the finite-sample performance of the proposed method via simulation. The data generating process is
where Θ = (θ 1 , ..., θ p ) T , and θ i and d t are defined in (2.7). We set the period s = 30, the true number of the trigonometric series k 0 = 5, 8, 10, the number of factors r = 3, the dimension p = 10, 15, 30, 50, and the sample size T = 200, 500, 1000, 2000, 3000, respectively.
ε t ∼ N (0, I p−r ), and f t follows the VAR(1) model:
where Φ is a diagonal matrix with its diagonal elements drawn randomly from U (0.2, 0.9), u t ∼ N (0, I r ), and the elements of Θ and L are drawn independently from U (−2, 2) for each setting and replication. In view of Remark 1, we always treat d 0 as known and consider d 0 = 1 or 2 since a larger one is not of interest in practice.k is set to be 14 (= s/2 − 1) in (2.16). We use 1000 replications in each experiment.
To study the performance of the estimator in (2.16), we set d 0 = 1 since the choice of d 0 = 2 produces similar results. The proportions of the empirical estimates of P ( k = k 0 ) are reported in Table 1 . From the table, we see that, for a given (p, k 0 ), performance of the proposed method improves as the sample size increases. On the other hand, for a given (k 0 , T ), the empirical probability of correct selection decreases slightly as p increases. This is reasonable since it is harder to locate the number of basis functions when the dimension becomes higher. Overall, the proposed method works well even in the case of a small sample size (e.g. T = 200) and high dimension (e.g. p = 50).
Next, we study the performance of the test statistic defined in (2.17). We take m = 2 and only show the results when d 0 = 1 and k 0 = 5 in this experiment since similar results which was used in Lam and Yao (2012) to determine the number of common factors. Table 2 provides the proportions of the empirical estimate of P ( r = r) in (4.1) for r = 3. The results for the cases of r = 5 and 8 are displayed in Tables 1-2 of the online supplement, because the results are similar. For almost every setting of (p, T ), our method based on the test statistic in (2.17) fares better than the one based on the ratio in (4.3). It also shows that for both methods the impacts in estimating r due to errors in estimating k 0 is almost negligible. In addition, our method improves as the sample size increases in each setting. The performance of both methods deteriorates for a fixed sample size when p increases. This is understandable since our test statistic is based on the consistency of the covariance matrix estimator, which requires p = o(T 1/2 ), and the estimator in (4.3) becomes more variable.
Next, we study the estimation error of the coefficients Θ when k 0 = 5. For the cases when we correctly identify k 0 , Figures 3 reports the boxplots of p −1/2 Θ − Θ F for different p and T . From Figure 3 , we see that the estimation errors decrease as the sample size increases.
The estimation errors for other settings are similar and we do not report them here. Figure 4 . We only consider the case when r = 3, d 0 = 1 and k 0 = 5 since the results are similar for other cases. Since L is not an orthogonal matrix in the simulation models, we first extend the discrepancy measure in (3.4) to a more general form below. Let H i be a p × r i matrix with rank(H i ) = r i , and
, and it is 1 if and only if M(H 1 ) ⊥ M(H 2 ). When r 1 = r 2 = r and
is the same as that in (3.2). In the simulation, we take
, where Σ η is the sample covariance matrix of η t , From Figures 4, for each p, the discrepancy decreases as the sample increases. The effect of the estimator k is almost negligible, especially when the sample size is large. For p = 50, the discrepancy is smaller and less variable when T = 200 than that when T = 500. This is understandable because the test statistic used to estimate the number of common factors r tends to overestimate the true value when the dimension is high and the sample size is small. Consequently, the space M( L 1 ) may cover a larger space than M(L 1 ). Overall, the simulation results are in line with the asymptotic results obtained in Section 3.
Applications
Example 1. In this example, we apply the proposed method to modeling a 15-dimensional series of PM 2.5 index. The original PM 2.5 data were hourly measurements at 15 monitoring stations in the southern part of Taiwan from January 1, 2006 to December 31, 2015. The locations of the 15 stations are shown in Figure 5 . For simplicity, we aggregate the data to weekly observations by taking the average of measurements within each week, and then take a square-root transformation. Figure 6 shows the time plots of the transformed weekly data at the 15 stations. From Figure 6 , we see clearly that the data possess strong seasonal patterns with periodicity s ≈ 52. The plots also show certain common characteristics across the stations, but some marked differences also exist.
To apply the proposed method, we set d ∈ {0, 1, 2} and k ∈ {1, ..., 25}, and found that d = 2 and k = 3 by the method of (2.15). 1, 13, 11, 9, 5, 10, 12, 8, 6, 7, 15, 3, 2, 4 , respectively. From the plots, we see that the proposed trigonometric series work well in modeling the seasonal patterns of the data. We then apply the proposed method to seek common factors in the seasonally adjusted series. For this particular instance, we chose m = 2 for Equation We first apply the proposed BIC to the data and found d = 0 and k = 1, that is, as expected, there is no significant trend in the data. For ease in exposition, we only show the estimated seasonal parts of the 12 industry portfolios from January 2013 to December 2017 in Figure 10 . We see that there are some monthly patterns for different portfolios.
Most portfolios perform well in January and February and relatively poorly in August and
September. The only exceptions are Energy and the Utilities that fare well in April and May and poorly in September and October. This effect has been discovered in the literature. See Chang and Pinegar (1989) , Choi (2008) and the references therein. There are many possible reasons. For example, the 'January effect' might be due to that the tax-loss selling pressures temporarily drove the security prices below their equilibrium levels in December and caused abnormal gains in January when the pressures disappeared. Also, the study by Choi (2008) suggests that the forward looking nature of stock prices combined with the negative economic growth in the last quarter causes the September effect, especially in the fall season when most investors become more risk averse and the stock prices reflect the future economic growth more than the rest of the year.
We apply the proposed method to the seasonally adjusted series to find common factors.
We also chose m = 2 for Equation (2.13) as in Example 1. The test statistic gives r = 3,
i.e. we have 3 estimated common factors and the rest 9 transformed series are white noises.
The estimated transformation matrix L multiplied by 100 and the sample autocorrelation functions of the 12 canonical variates are displayed in the online supplement, from which we further confirm that the last 9 canonical variates have no significant serial correlations.
To illustrate the advantages of the proposed dimension reduction method, we compare the performance of our method with that in Lam et al. (2011) via out-of-sample forecasting.
For h−step ahead forecast, we compare the actual and predicted returns as the models are estimated on the time span [1, τ ] for τ = 1002, ..., 1103 − h, and the h-step ahead forecast error is defined as
where p = 12 in this example. We denote GT 1 as the proposed method without the seasonal adjustment, GT 2 as the proposed method with seasonal adjustment, LYB the method of Lam et al. (2011) , VEC the method of applying VAR models directly to y t . The estimated number of common factors is r = 3 for both GT 1 and GT 2 using the canonical correlation analysis, and the number of common factors obtained by the ratio-based method in Lam et al. (2011) is r = 1. Then, we use VAR(1)-VAR(3) models to fit the factor processes obtained by GT 1
and GT 2 , and AR(1)-AR(3) models to the univariate factor process obtained by LYB. For simplicity, we use AR to denote AR or VAR models, and the h-step ahead forecast errors are reported in Table 3 for h = 1, 2 and 3. The smaller ones are in boldface for each AR model used in the prediction and each step h, and similar patterns can be found for other choices of h. We see from Table 3 , the direct VAR models produce the worst predictions, which is due to over-parametrization when p is large. Our methods GT 1 and GT 2 all perform better than LYB. In particular, the seasonally adjusted method GT 2 performs slightly better than the unadjusted method GT 1 , which not only shows the advantages of the proposed dimension-reduction method, but also the necessity of seasonal adjustment.
Concluding Remark
In this paper, we proposed a structural-factor approach to multivariate time series analysis and demonstrated its applications with a 15-dimensional series of weekly PM 2.5 and the data of monthly value-weighted returns of 12 U.S. Industrial Portfolios. For the PM 2.5 data, we do not consider explicitly the spatial structure of the monitoring stations. One can treat the proposed model as a specification for the dynamic dependence of the conditional mean, which can be augmented with a spatial covariance specification, if needed. Such an extension would be useful, especially if one is interested in predicting the PM 2.5 at a location not far away from the monitoring stations. In the Industry Portfolios data, the proposed method suggests a substantial dimension reduction and produces more accurate out-of-sample forecasts. The 1-step, 2-step and 3-step ahead forecasting errors. Standard errors are given in the parentheses. GT 1 denotes the proposed method without the seasonal part, GT 2 denotes the proposed method with seasonal adjustment, LYB is the one in Lam et al. (2011) , and VEC denotes the direct vector AR method. 
Supplementary Material
The supplementary material contains all technical proofs of the theorems in Section 3 and some additional Tables and Figures in Section 4. 
