We propose an analytical approach to the computation of tail probabilities of compound distributions whose individual components have heavy tails. Our approach is based on the contour integration method, and gives rise to a representation of the tail probability of a compound distribution in the form of a rapidly convergent one-dimensional integral involving a discontinuity of the imaginary part of its moment generating function across a branch cut. The latter integral can be evaluated in quadratures, or alternatively represented as an asymptotic expansion. Our approach thus offers a viable (especially at high percentile levels) alternative to more standard methods such as Monte Carlo or the Fast Fourier Transform, traditionally used for such problems. As a practical application, we use our method to compute the operational Value at Risk (VAR) of a financial institution, where individual losses are modeled as spliced distributions whose large loss components are given by power-law or lognormal distributions. Finally, we briefly discuss extensions of the present formalism for calculation of tail probabilities of compound distributions made of compound distributions with heavy tails.
Introduction
Many practical problems in applied science require accurate estimations of tails of compound distributions, i.e. random or non-random sums of random variables. In particular, in the context of financial risk management, to compute the operational Value at Risk (VAR) of a financial institution, the total loss resulting from aggregation of losses in different lines of business should be calculated at percentile levels of up to 99.9%. It is well known that "classical" methods of calculation of aggregate distributions such as Monte Carlo, Fast Fourier Transform (FFT), or the Panjer recursion are all faced with various numerical issues at such high percentiles. Monte Carlo is robust but slow in suppressing the simulation noise. Likewise, the FFT and Panjer recursion methods become slow and lose accuracy, unless some special tricks are used, when computing such extreme tails of aggregate loss distributions.
We propose an analytical approach to calculation of tail probabilities of compound distributions where individual components have heavy tails. Our method employs a contour integra-tion technique to compute tail probabilities expressed in terms of moment generating functions (MGFs) M (z) of corresponding distributions. As is well known, in the case of extreme percentile levels such as 99.9%, such contour integral representations of tail probabilities give rise to exponentially small tail probabilities that are formally represented by highly oscillating contour integrals. We use analyticity in the complex z-plane in order to find a suitable deformation of the contour that produces a representation of the tail probability of in the form of a rapidly convergent real-valued one-dimensional integral. Our method is inspired by techniques developed for similar problems in physics where exponentially small probabilities expressed via highly oscillating contour integrals are encountered, in particular, in quantum mechanics [6] and quantum field theory [13] . To the best of our knowledge, such methods were not previously applied to the problem of computing tail probabilities of compound distributions with heavy tails.
As our procedure produces a representation of tail probabilities in terms of rapidly convergent integrals, the latter can be evaluated in quadratures, or alternatively represented as asymptotic expansions. Our method thus gives rise to a very efficient numerical scheme which avoids numerical issues that arise within the "classical" methods such as Monte Carlo or FFT when computing such small tail probabilities.
While the method developed in this paper can be applied in many different problems that require accurate computation of tail probabilities for single or compound distributions with heavy tails, here we focus on one practical application. Specifically, we consider the problem of computing the Value at Risk (VAR) for aggregate operational losses of a financial institution. In this setting, the aggregate (compound) operational loss of each business unit of the institution can be modeled as a compound Poisson process, where each individual loss has a spliced distribution whose two component describe small and large losses, respectively. We consider in details two specifications of a single-unit large-loss component: a power-tail (Pareto) or lognormal, however the same method can be applied to other severity distributions as well, under certain technical conditions to be discussed below.
Furthermore, our analytical formulae assist a model selection process by directly capturing the dependence of the tail probability on the "body" distribution (i.e. the distribution of small losses). As will be shown below, in models where single loss distributions have heavy tails, VAR at a high percentile level such as 99.9% is nearly independent of small losses, where small corrections to the independence law depend, for all practical purposes, only on the mean and variance of the distribution of small losses, but not on its higher moments. While the strict asymptotic (i.e. when VAR is yet much higher than 99.9%) decoupling of VAR from small losses for models with heavy tails was established a while ago in Ref. [1] 1 , our method gives an essentially exact solution that is valid for the actual level of 99.9% needed in practice, and recovers the result of Ref. [1] along with all corrections.
A spliced heavy-tailed distribution
In this paper, we are interested in tail probabilities of compound distributions whose individual components have heavy tails. To have a slightly more general framework, we model individual components as spliced distributions with the following probability density function (pdf):
where both f 1 (x) and f 2 (x) are valid pdf's (which means, in particular, that they separately integrate to one). While the second component f 2 (x) has a heavy tail, the first component f 1 (x) can be arbitrary. Obviously, the case of a pure heavy-tailed distribution is recovered when ω = 0 and x 0 = 0 (assuming that x ≥ 0). In the specific case of operational risk research that motivated the present work, a spliced loss distribution (1) can be used to model individual losses in a particular unit of measure (UoM) 2 , which further compound to produce the total loss in this UoM. We note that operational losses that belong in the same UoM may be very different from each other if they have qualitatively different origins. For example, for a large investment bank, legal losses can exceed other operational losses by a few orders of magnitude. A spliced loss severity distribution (1), where components f 1 (x) and f 2 (x) might have different scales, seems appropriate to model such cases, while reducing to a pure heavy-tailed distributions in other cases where the use of a spliced distribution is not required. For this reason, we stick in this paper to a more general definition of a heavy-tailed distribution as a spliced distribution (1) . Bearing in mind this application of the presented formalism, in what follows we will occasionally refer to the random variable x as the loss severity, though it might correspond to another random variable (e.g. the price of a security or a derivative instrument) in other settings.
The two components f 1 (x) and f 2 (x) in Eq.(1)) correspond to distributions of small (x < x 0 ) and large (x ≥ x 0 ) losses, respectively, where x 0 is a right tail threshold. The mixing parameter 0 ≤ ω ≤ 1 can be chosen e.g. by the continuity condition
Alternatively, we can integrate Eq.(1) from 0 to x 0 and replace the unknown cumulative distribution F (x) = x 0 f (s)ds by the empirical distribution. This provides a model-independent
Note that if we fix ω using Eq.(3), then Eq.(2) can be considered as a constraint on the low-loss distribution f 1 (x) at the junction point x 0 (provided we know distribution f 2 (x)), rather than a condition on ω. In what follows, we do not dwell further on the modeling of f 1 (x) and keep it largely unspecified because, as will be shown below, VAR figures are mostly driven by the second, high-loss component f 2 (x). The dependence on f 1 (x) comes only through corrections in an asymptotic expansion in powers of 1/s (where s is the VAR loss level), which are expected to be fairly small for sufficiently high percentile levels such as 99.9%. In this paper, we consider two specifications of the severity distribution: a power-law and a lognormal law. Our choice is motivated by the observation that these two distributions seem to provide the best fit (of about equal quality) to large losses for the majority of UoMs of large financial institutions. In the next section, we concentrate on a power-law distribution, while the case of a lognormal distribution will be analyzed in Sect.4.
2 Unit of measures is a composition of a business line and type of loss that specifies a loss category. 3 We refer to (3) as a model-independent relation as, according to the Glivenko-Cantelli theorem, the empirical distribution Femp(x) = 1 N N i=1 θ(Xi ≤ x) converges to the true distribution F (x) uniformly as N → ∞ almost surely.
We consider the following power-law distribution for losses above the threshold x 0 :
where
is the normalization constant. The tail distribution is
The constant α > 1 in (4), (5) is called the exponent of the power law. Note that, given a choice of x 0 , the exponent α is the only free parameter in the power-law distribution. The fitting procedures to compute parameters α and x 0 will be described below. For now, we note that the optimal value of α depends on x 0 logarithmically (i.e. mildly). Power-law distributions (also known as Zipf or Pareto distributions) are ubiquitous in both nature and society, see e.g. [7] for a review, and are often characteristic of complex systems. Ref. [7] gives many examples of power-law distributions in language, demography, commerce, computer science, information theory, physics, astronomy, geology and so on. It seems that among "wide" distributions (i.e. distributions for random variables that may vary by several orders of magnitude), a power-law distribution is more often a rule rather than an exception. For wide distributions that are not power-law, Ref. [7] mentions some (not too many) examples that are better described by a log-normal or a "stretched exponential" (Weibull) distribution.
In our experiments with real-world operational loss datasets, we found that the power-law distribution (4) outperforms the Weibull and log-Weibull distributions in terms of both stability and quality of matching the data in the tail, while performing about equally well with a lognormal distribution.
3 Tail probabilities by contour integration
Moment generating functions
We start with the moment-generation function (MGF) of the power-law (Pareto) distribution:
Note that our sign convention is such that the MGF defined by (6) coincides with the Laplace transform of the distribution 4 . In what follows, we will also use the characteristic function (CF) of f (x) which is equal to the MGF evaluated at a purely imaginary argument:
Note that the upper incomplete gamma function Γ (s, z) has the following asymptotic behavior:
This implies the following behavior of M (z) in the limits z → 0 and |z| → ∞:
4 It is more common to define the MGF as E e zX .
The upper incomplete gamma function Γ (s, z) can be expressed in terms of the confluent hypergeometric function, also known as Kummer's function 5 :
Using this in (6), we obtain
Note that Kummer's function Φ(a, b, z) is an analytic (holomorphic) function of z, while a power function in the second term in (11) has a branch cut singularity in the complex z-plane, which can be chosen to be the interval [−∞, 0]. We note that other heavy-tailed distributions, including in particular a lognormal distribution, have MGFs with similar analytic properties. Our approach developed below is very general and applies to any distribution whose MGF is analytic in a complex plane with a branch cut singularity. While the explicit form of the MGF is not used, the only additional requirement for the method to be applicable is that the MGF does not grow too fast in the left semi-plane. In particular, the MGF of the Pareto distribution is well behaved in this sense. Indeed, as shown in Eq. (9), M (z) grows asymptotically ∼ e −x 0 z in the left semi-plane, but this divergence is integrable when calculating the tail probability (see below). For the spliced distribution (1), the MGF function has a similar form to Eq. (11):
where we defined function R(z) as follows:
where M 1 (z) stands for the MGF of the "body" distribution f 1 (x). We assume that this distribution has all moments. In this case, M 1 (z) is an analytic function of z, and therefore function R(z) is analytic as well. Note that R(0) = 1.
To compute the MGF of a compound distribution, we need to specify a loss frequency model. For simplicity, we assume that the loss frequency for the time horizon T = 1 is given by a Poisson distribution with intensity λ. The loss severity and loss frequency processes are assumed to be independent. Individual losses are independent as well. In this case, the MGF M λ (z) of the compound process (a random sum X 1 + . . . + X n of individual losses where n is randomly drawn from the Poisson distribution) can be computed explicitly:
Note that as e z is an entire function (i.e. it is analytic in the whole complex plane), the compound MGF M λ (z) is analytic in the complex z-plane with the same branch cut singularity as the one present for the single loss MGF M (z).
Tail probability as a contour integral
Recall the integral representation of the Heaviside step-function θ(x):
where ε > 0 is arbitrary. In practice, it is convenient to employ the limit ε → +0, which is what will be assumed in what follows. Using the residue theorem, it is easy to check that θ(x) defined by Eq. (15) is one when x > 0, and zero when x < 0. Indeed, when x > 0, we close the contour in the upper semi-plane, and the integral is one due to the residue at the pole at z = iε. Otherwise, if x < 0, we close the contour in the lower semi-plane, and the integral equals zero. Using Eq. (15), we can write the tail probability of a loss distribution with pdf p(x) as follows:
Exchanging the order of two integrations, we obtain
where φ(z) stands for the characteristic function of distribution p(x):
Introducing a new variable z by the relation u = iz + iε, we obtain
Note that contour of integration in Eq.(19) runs parallel to the imaginary axis. We assume that the MGF M (z) is such that e sz M (z) → 0 for sufficiently large s when |z| → ∞ with Re z < 0 (we will return to this point below when we consider specific applications). In this case, we can produce a closed contour by adding a semi-circle C : |z| = R → ∞, Re z < 0 in the left semi-plane to our initial open contour. By Jordan's lemma, the value of the integral over the closed contour is equal to the value of the original integral with the open contour. Once we have a closed contour, we can use the Cauchy integral theorem and arbitrarily deform it within the analyticity domain without changing the value of the integral. As M (z) is analytic in the complex z-plane with a branch cut on z ∈ [−∞, 0], we can "squeeze" the integration contour such that it runs first under the cut for −∞ to 0, then flips around the origin z = 0, and runs back to −∞ above the cut:
where M + (z) and M − (z) stand for the values of the MGF M (z) above and below the branch cut, respectively (see Fig. 1 ). The two integrals in Eq. (20) do not cancel out due to a discontinuity of the imaginary part of M (z) across the branch cut at z = [−∞, 0] 6 . Setting z = xe iπ and z = xe −iπ with x ≥ 0 at the upper and lower bank of the cut, respectively, the discontinuity is computed as follows: Using this in Eq. (20), we obtain
Eq.(22) constitutes our first main result. In the original complex-valued contour integral (19), the integrand becomes a strongly oscillating function when s → ∞, which makes it difficult to accurately compute the tail probability in this limit. On the other hand, it is exactly this limit that is relevant for computing VAR at high percentile levels such as 99.9%. Using analyticity of the MGF in the complex plane with a cut, we have managed to reduce the complex integral (19) to a rapidly convergent integral (22) defined on the real axis. The latter integral can be computed very efficiently and accurately in quadratures. Clearly, numerical integration is much faster and more accurate than either Monte Carlo or a convolution method which are typically subject to a substantial numerical noise when computing tail probabilities at high percentiles. Using analyticity and contour integration, such numerical noise is filtered out in Eq. (22). Note that the relation (22) is very general and applies to any distribution whose MGF M (z) is analytic in a cut z-plane and well-behaved at infinity |z| → ∞, Re z < 0. It does not apply to distributions whose moment generating functions do not have a branch cut singularity, as in the letter case the discontinuity of the imaginary part of M (z) would vanish 7 . We will next consider uses of Eq.(22) to compute tail probabilities of both the single loss and compound loss distributions.
Tail probability of a single power-law distribution
As a check of our general relation (22), we apply it to compute the tail probability P (X > s) of the single loss distribution given by Eq. (1) where the second component f 2 (x) is chosen to be a power-law distribution (4) . Clearly, the answer in this case can be obtained by elementary means, and reads P (X > s) = ωF 2 (s) whereF 2 (x) is given by Eq.(5). Therefore, Eq.(22) should produce the same result.
Before proceeding with the calculation, we note that the MGF of a power-law distribution (or a distribution with a power-law tail as our Eq. (1)) is well behaved at infinity, as e sz M (z) → 0 when s > x 0 and |z| → ∞ with Re z < 0, as can be seen from Eq.(9). Therefore, Eq.(22) can be used in this case.
To compute the discontinuity of the MGF (12) across the branch cut, we note that it arises solely due to the second term in (12) . Let z = xe iθ along the cut, such that the path above the cut corresponds to θ = π, and the path below the cut has θ = −π. On these paths, the (main branch of the) power function (x 0 z) α−1 takes values −(x 0 x) α−1 e iπα and −(x 0 x) α−1 e −iπα , respectively. Therefore, the discontinuity of Im M (z) across the branch cut at [−∞, 0] reads 8
where at the last step we used the identity
Introducing a new variable y = x 0 x and denotingŝ = s/x 0 , we obtain for the integral (22):
We have thus verified that Eq.(22) correctly reproduces the tail probability for a single loss distribution with a power-law tail.
Tail probability of a compound power-law distribution
Now we turn to a more interesting application of relation (22). Namely, we use it to compute the tail probability of the compound distribution whose MGF is given by Eq.(14). No explicit closed form answer for this quantity is available, however we can compare our results with asymptotic expressions in the limit s → ∞ that are available in the literature, as well as verify our results numerically. Unlike the previous single-loss case, Eq.(22) cannot be straightforwardly used to compute the tail probability of the compound distribution, as the MGF (14) grows as an exponent of an exponent in the left semi-plane as implied by Eq.(9). However, this problem is easy to fix. To this end, let us identically represent the MGF (14) in the following form:
8 Note that as Re e iπα = cos(πα) is an even function, the real part of M (z) does not have a discontinuity across the branch cut.
where n 0 = s x 0 is the largest integer that is smaller or equal to the ratio
, and function M λ (z) is a Taylor tail of M λ (z):
while functionM λ (z) is equal to M λ (z) with its Taylor tail subtracted. Now the first termM λ (z) in Eq. (26) is well-behaved in the left semi-plane when s ≥ x 0 , while the second term M λ (z) is well-behaved in the right semi-plane where the product e sz M λ (z) → 0 as z → ∞ when s ≥ x 0 . Using Eq. (26), we can write the contour integral as follows:
We close the contour for the first integral in the left semi-plane and deform it following steps that led to Eq. (22), while for the second integral we close the contour in the right semi-plane and apply the residue theorem. We obtain 9
Here
where X ∼ P o(λ) stands for a Poisson random variable driven by the Poisson law with intensity λT . Thus M λ (0) is the tail probability of the Poisson distribution. It can be estimated using the large deviation theory (see Appendix A for details):
Recalling that n 0 = s x 0
, we see that the M λ (0) term in Eq. (29) is exponentially suppressed for large s.
Next we turn to the first term in Eq.(29). We havẽ
We start with computing the discontinuity of the imaginary part of M λ (z). As function R(z) is analytic, the first exponent in (32) is continuous across the branch cut, and discontinuity across the cut is due to the second exponent. Defining the values of the power function on different sides of the branch cut in the same way as was done in the previous section, we find the discontinuity of the imaginary part of M λ (z):
where for convenience we introduced function Ψ(x) as follows:
Let us now consider the discontinuity of Im M λ (z) where function M λ (z) is defined in Eq.(27).
To this end, we note that for a fixed z, Eq.(27) can be viewed (up to a multiplier) as the tail probability of a Poisson distribution with intensity λM (z). Therefore, this function can be estimated using the large deviation result (31), provided we substitute λ → λM (z):
We see that M λ (z), and hence its imaginary part, is exponentially small in the limit s → ∞.
On the other hand, the term ∼ ∆Im M λ (x) in Eq. (29) is only suppressed as a power of 1/s, as will be clear below. Omitting exponentially suppressed contributions in Eq.(29) and introducing a new variable y = x 0 x as before, we finally obtain
Eq.(36) constitutes our second main result. We have derived it as an application of our general relation (22). Up to exponentially suppressed terms, Eq.(36) provides an exact expression for the large-s behavior of a random sum of i.i.d. random variables with power-law tails. As the integral (36) converges rapidly for s → ∞, it can be evaluated very efficiently using quadratures. Alternatively, it can be expanded into an asymptotic series, as we discuss next.
Asymptotic expansion of the tail probability
As was mentioned above, as the integral (36) converges fast, a direct numerical integration is the most straightforward way to evaluate it. However, to better understand the asymptotic behavior of the tail probability of a compound Poisson loss process, it is useful to analyze an asymptotic expansion of the tail probability in the limit s → ∞ that stems from Eq.(36). In particular, such asymptotic expansion allows one to analytically study the impact of a specification of the low-loss part of the loss distribution on the resulting VAR figures. We start with an observation that for large s → ∞, the integral (36) is dominated by small values of y. Therefore, we can evaluate (36) using Taylor expansions of functions Ψ(·) and sin(·) that enter this expression. Using Eq.(13), we have
Using the Taylor expansion of Kummer's function
(where a (0) = 1, a (n) = a(a + 1) . . . (a + n − 1)) and a general Taylor expansion of the low-loss
we obtain the following small-y expansions for functions entering Eq.(36):
As Ψ(y/x 0 ) → 0 as y → 0, we can additionally expand the exponent in Eq.(36) as exp (λT Ψ(y/x 0 )) = 1 + λT Ψ(y/x 0 ) + . . .. Using this along with Eqs. (40), we obtain the following asymptotic expansion of the tail probability (36):
Note that if we only keep the leading term in Eq.(42), we obtain
which is a well-known result in the literature [1] . Eq. (44) is remarkable in that it shows that in the limit s → ∞, the tail of the compound distribution with a power-law tail decouples from the low-loss region, as the parameter ωλT entering this expression is the Poisson frequency of large losses and is therefore not sensitive to any additional small loss events that happen after the model is initially calibrated. Now consider the structure of corrections ∼ a i in Eq.(42). First, note that when 1 < α < 2, the term ∼ a 1 is a leading correction, while for α > 2, the term ∼ a 2 is a leading correction. If 1 < α < 2, i.e. the single loss distribution has an infinite mean, we see that the leading correction is still decoupled from the body of the distribution as it only depends on the combination ωλT . On the other hand, if α > 2 (so that the distribution has a finite mean), then the leading correction depends on the body of the distribution through its mean m 1 . The sub-leading correction depends on m 1 if 1 < α < 2, or on both mean and variance m 1 and m 2 , if α > 2. If we set ω = 1 (so that there is no low-loss "body" of the distribution), our expression for a 1 coincides with an expression given in [10] .
Tail probability of a random lognormal sum
In this section, we analyze random sums of lognormal random variables using a similar approach to that developed in the previous section. The added difficulty of analysis of a lognormal distribution is that its MGF is not available in an analytical form, but should rather be analyzed using its integral representation along with a saddle point approximation. As before, we start with the analysis of the tail probability of a single loss distribution.
MGF of a lognormal distribution in the left semi-plane
A random variable Y = exp(X) follows a lognormal distribution with mean µ and variance σ 2 if X ∼ N (µ, σ 2 ) is a normal random variable with the same mean and variance. The tail probability of a lognormal variable can be computed using elementary means:
where N (x) stands for the cumulative normal distribution. Now we represent the tail probability (45) as an inverse Laplace transform of its Laplace transform:F (s) = 1 2πi
whereF(z) stands for the Laplace transform of the tail probabilitȳ
where we used integration by parts to get the second equation. Comparing Eq.(46) with Eq.(19) and using (47), we find the MGF
which of course can also be obtained directly from the definition of the MGF. Note that Eq.(48) defines the MGF M (z) for Re z ≥ 0. Its value in the left semi-plane Re z < 0 is defined by analytical continuation as described below. Prior to doing this, we note that using the identity
we can verify that substituting Eq.(47) into Eq.(46), interchanging the orders of integrals over z and x, and closing the contour in the right semi-plane, we reproduce (45). Now instead of closing the integration contour in Eq.(46) in the right semi-plane, we want to use analytical properties of the MGF (48) to produce a different expression for the tail probability (46). To this end, we note that the MGF (48) is an analytic function of z in a cut plane with a branch cut for z ∈ [−∞, 0]. The branch cut singularity in the z-plane arises due to a branch cut singularity of the integrand of (48) in the x-plane due to multivaluedness of the logarithm.
To find the MGF M (z) in the left semi-plane Re z < 0, one should analytically continue the integral (48). Let z = ξe iθ where ξ = |z| ≥ 0. For π 2 < θ < 3π 2 , the real part of z becomes negative, and to keep the integral convergent, we have to rotate the integration line in the x-plane by −θ. This gives
where the integration contour is a ray {C : arg(x) = −θ, Re x ≥ 0}. Changing the variable to y = xe iθ , we obtain
Note that M ξe θ → 0 as ξ → ∞, therefore if we close the contour in Eq.(46) in the left semi-plane, the integral over an infinite semi-circle vanishes by Jordan's lemma. Deforming the integration contour in (46) in a similar way to steps taken above in the derivation of Eq.(22), the tail probability is now expressed in terms of a discontinuity of Im M (z) across the branch cut on z ∈ [−∞, 0], as in Eq.(22):
The discontinuity across the cut can be found using Eq.(51):
Note that ∆Im M (x) → 0 when x → 0 (as the integrand in (53) becomes an odd function in this limit). Moreover, all terms of the Taylor expansion in the integrand result in converging integrals which all equal zero. This is a manifestation of non-analyticity of M (z) at z = 0. To produce non-vanishing results for both Im M xe iπ and Re M xe iπ , we return to Eq.(51) where we now set ξ = x, θ = π and change the variable to z = log (ye −µ ):
where κ = xσ 2 e µ and function g(z) is defined as follows:
Stationary points of functions g(z) are zeros of the derivative
Complex-valued stationary points can therefore be computed as
where w stands for real-valued solutions of the equation
In what follows, we restrict our analysis to the case when κ is bounded from above as follows:
which seems sufficient for the analysis of asymptotic behavior at s → ∞, as the integral (52) is dominated by small values of x in this limit. Provided (59) is satisfied, Eq.(58) has two real roots w 1 and w 2 that are expressed in terms of Lambert functions W 0 (z) and W −1 (z) (see [3] ):
We note that the first saddle point w 1 also appears in a saddle point analysis of M (z) in the right semi-plane Re z ≥ 0 (see Ref. [11] ), while in our approach we concentrate on the behavior of M (z) in the left semi-plane Re z ≤ 0, where the second saddle point w 2 appears in addition to w 1 . As will be seen shortly, it is the second saddle point w 2 that determines the imaginary part of M (z) along the branch cut at z ∈ [−∞, 0]. The Lambert functions W 0 (x) and W −1 (x) have the following expansions for small x [3]:
Note that when κ → 0 (i.e. x → 0), we have w 1 1 and w 2 1, so that the two saddle points are well separated from each other in this limit. Now compute the second derivative
We see that g (w 1 ) < 0, while g (w 2 ) 1. Therefore, a saddle-point contour should run parallel to the real axis when passing through w 1 , and parallel to the imaginary axis when passing through w 2 (see below for more detail). Note that because the two saddle points are well-separated in the limit κ → 0, calculations of the integral (54) amounts, in the saddle point approximation, to a sum of two separate saddle point integrals computed using quadratic approximations of g(z) in the vicinity of points w 1 + iπ and w 2 + iπ, respectively. Furthermore, as g(w + iπ) = w − 1 2 w 2 , we see that g(w 1 + iπ) = O(1), while g(w 2 + iπ) → −∞ as w 2 → ∞ (i.e. κ → 0). Therefore a contribution of the second saddle point w 2 to the real part Re M xe iπ is exponentially suppressed in comparison to a contribution of the first saddle point w 1 , and thus can be safely neglected in the limit κ → 0 10 .
The saddle-point approximation is obtained using the standard arguments, see e.g. [9] . We expand g(z) in a Taylor series around the saddle point z 0
(where the first order term is omitted as g (z 0 ) = 0), and introduce the following notation
Note that (ρ, θ) = (1 − w 1 , π) for z 0 = w 1 + iπ, and (ρ, θ) = (w 2 − 1, 0) for z 0 = w 2 + iπ. All higher-order derivatives g , g (4) , . . . are real-valued at both saddle points. Using this in Eq. (63), we obtain
A steepest descent path is therefore defined by the constraint cos (θ + 2φ) = −1. This produces φ = 0 for w = w 1 , and φ = π/2 for w = w 2 . As dz = e iφ dt near a saddle point, this means that dz = t near w 1 , and dz = idt near w 2 . Therefore, the steepest descent contour should run parallel to the real axis at z = w 1 + iπ, and parallel to the imaginary axis at z = w 2 + iπ, as was already mentioned above. A saddle point contour C that passes through both saddle points and works for both the imaginary and real parts of the integral (54) can be obtained as a composition of three straight lines (see Fig. 2 ):
Note that as cos (θ + 2φ) = −1 on the saddle point contour C, the second equation in (65) implies that v(x, y) = v(x 0 , y 0 ) along this contour. In our case, v(x 0 , y 0 ) = 0 for both saddle points, therefore v(x, y) = Im g(z) = 0 on C. The last observation that Im g(z) = 0 along the steepest descent path C implies that the contribution of the saddle point w 1 + iπ (more precisely, the whole contribution of the first arc in (66)) drops off in the calculation of the imaginary part, because both the integrand and the integration contour become real for this integral after a change of variable z = x + iπ:
Therefore, even though the contribution of the second saddle point w 2 + iπ is exponentially suppressed when computing the real part Re M xe iπ (see below), as the saddle point contour is complex-valued in the vicinity of w
0 + iπ, the second saddle point w 2 is the only one that determines the imaginary part of M (z) along the branch cut. The dominant contribution to the imaginary part Im M xe iπ comes from integration over the second arc in the contour (66) (the integral over the third arc is exponentially suppressed in comparison to a contribution of the second arc, see below). Note that the contribution of w 1 to the imaginary part of M (z) cancels out precisely due to a judicious choice of the integration contour (66). Unless such cancellation occurs, an accurate calculation of Im M xe iπ would be impossible for all practical purposes as it would require computing an exponentially suppressed quantity with a large "numerical noise" that would be driven by an error in calculation of the contribution of the first arc in (66) 11 . The saddle point approximation to this integral produces the following result: (67) is an asymptotic expansion valid for small 1/w 2 → 0, i.e. for κ → 0. Also note non-analyticity of this expression in w (and hence in κ), which is due to the branch cut singularity of the square root function in (67).
To show that the contribution I 3 (κ) of the third arc of the saddle point contour (66) to the integral (54) is negligible as was promised above, we use the following inequalities:
The second inequality here is obtained by noting that the maximum of the function φ(x) = −κe x − 1 2 x 2 − π 2 is attained at the left boundary x = w 2 , and expanding φ(x) to linear order φ(x) = φ(w 2 ) + φ (w 2 ) (x − w 2 ) + . . . to evaluate the integral. We see that Im I 3 (κ) is exponentially suppressed in comparison with the contribution calculated in Eq. (67), and thus can be neglected in the limit w 2 → ∞ (i.e. κ → 0). Likewise, Re I 3 (κ) is exponentially suppressed relatively to a contribution due to the first arc of contour (66), as we will see next.
Turning to the calculation of the real part of M (z) along the branch cut, it is now only the first saddle point w 1 (i.e. the first arc of the contour (66)) that determines the real part Re M xe iπ , up to exponentially suppressed terms. The saddle point approximation produces the following result:
Expressions (67) and (68) will be used below to compute the tail distribution of a random sum of lognormal variables. Before doing that, we want to verify that Eq.(67) reproduces the right asymptotic behavior of a tail of a single lognormal loss when substituted in the general expression (52).
Tail probability of a single lognormal distribution
In this section, we check that our contour integral representation correctly reproduces the asymptotic behavior of the tail of the lognormal distribution (45):
As was shown above, it is only the second point w 2 that determines the imaginary part Im M (z) along the branch cut. Therefore, to lighten the notation, in this section we omit the index of the saddle point and write it simply as w = w 2 without any confusion. Note the integral (52) involves integration over x, while the asymptotic expression (67) is valid for an arbitrary fixed (and small) value x → 0. The integral (52) could therefore be calculated, after a discretization on a grid {x i } (i = 1, 2, . . .), by computing the saddle point z 0 (x i ) for each value x i on the grid. However, it is much more convenient to change the integration variable x → w using Eq. (58) as a definition of the change of variables, thus avoiding a re-calculation of the saddle point for different values on the grid. The x variable is found in terms of w as follows:
and the Jacobian J of the transformation is
Using this in Eq.(52) along with Eq.(67) and truncating the integral at x = 1 σ 2 e −µ−1 (which is justified in the limit s → ∞), we obtain
This integral can be computed in the limit s → ∞ using the saddle point approximation. Saddle points are found as solutions of the equation
This equation has two solutions w 1 = 1 and w 2 = log s − µ, however, it is only the second solution w 2 that corresponds to the minimum of Φ(w), as can be easily checked by differentiation of Eq.(74). Therefore, we pick w 2 as the saddle point
Note that w 0 1 when s → ∞. We expand Φ(w) around this point:
We have
Omitting correction terms in (72), the leading order saddle point approximation reads
which coincides with Eq.(69). We have therefore validated our result (67) using the known expression for the tail probability of a single-loss lognormal distribution.
Tail probability of a spliced distribution with a lognormal tail
Now we would like to discuss a practically important case of of a spliced loss severity distribution with a low-loss "body" with a MGF M 1 (z) and a lognormal tail that starts at a junction point x 0 . The MGF M s (z) of the spliced distribution is therefore
whereM (z) stands for an MGF of a lognormal distribution truncated from below at x 0 . As before, we assume that the MGF M 1 (z) of the "body" is an analytic function of z, i.e. this distribution has all moments. The normalized truncated lognormal distribution has the following pdf:p
The MGF of a truncated lognormal distribution reads
Note that apart from the constant multiplier ν, the integral (81) only differs in the lower integration limit (x 0 instead of 0) from the integral (48) that defines the MGF of an un-truncated lognormal distribution. Repeating steps leading to Eq.(54), but this time with the low bound of x 0 , we obtainM
where function g(z) was defined in Eq.(55). The latter integral can now be evaluated using the saddle point approximation as was done above for an un-truncated lognormal distribution. However, a detailed re-calculation is not necessary in this case. Recall that results of a saddle point approximation are not sensitive, to the leading order, to precise values of integration bounds as long as the latter are far away from a saddle point. This implies that as long as w 0 w 2 (where w 2 is defined in Eq.(60)), the result for the imaginary part of M s xe iπ is the same (up to a constant multiplier) as for M xe iπ (see Eq.(67)):
To compute the real part of M s xe iπ , we have to separately consider two cases:w 0 < w 1 and w 0 > w 1 . In the first case, the first saddle point w 1 in Eqs.(60) lies inside of the integration interval, and the result for Re M s xe iπ reads (see Eq.(68))
On the other hand, in the second casew 0 > w 1 , the saddle point w 1 lies outside of the integration interval. In this case, the maximum of the integrand is attained at the left boundary of the integration interval. The asymptotic expression in this case reads
Note that while in the previous expression (84) the second term depends on x through a dependence of w 1 on x (see Eqs. (60)), the second term in Eq.(85) is a constant in x, so that the x-dependence of Re M s xe iπ in the casew 0 > w 1 arises solely due to the x-dependence of the MGF M 1 xe iπ of the "body" of the distribution.
Tail probability of a compound distribution with a lognormal tail
In this section, we use our general relation (22) along with asymptotic relations (83)-(85) in order to compute the asymptotic expansion of the tail probability of a compound distribution where a single loss distribution is given by a spliced distribution with a low-loss "body" with a MGF M 1 (z) and a lognormal tail that starts at a junction point x 0 . The MGF of a compound distribution with a Poisson frequency distribution is therefore
where M s (z) is defined in Eq.(79).
Recall that Eq. (22) can only be applied for MGFs that grow not faster than e −x 0 z in the left semi-plane. This is the case in the present setting as M (z) → 0 when z = Re iθ with R → ∞ and 
Using this in Eq. (22), we obtain λ (z) be corresponding MGF's for compound loss distributions for these UoMs, and λ i be their Poisson frequencies. The simplest assumption about the joint distribution of losses in all UoMs is to assume independence between them. Such assumption can be justified on the grounds of diffuculties of accurate estimation of correlation measures for operational losses, as well as the absence of any obvious mechanisms that would induce loss correlations between different UoMs. In this case, the MGF of the total loss X = X 1 + . . . + X N is given by the product of individual MGFs. Using Eq. (14), we obtain
As this expression has the same functional form as Eq. (14), the tail probability of the compound compound distribution can be computed using the same relation (22) as was used above to compute tail probabilities of individual compound distributions. Alternatively, if explicit modeling of dependencies between individual compound losses of different UoMs is deemed desired or necessary, there are multiple ways to introduces such dependences in a tractable way. One simple approach is to promote the Poisson intensities λ i into stochastic variables λ i (Z) that depend on a low-dimensional set of M common stochastic factors Z. When one conditions on a realization of Z, individual compound losses become independent, therefore the conditional tail probabilityF λ (s|Z) will still be given by Eq.(22) for each fixed value of Z, and the unconditional tail probability would be obtained as follows:
where p(Z) is the probability density of Z. Finally, some standard copula models such as e.g. the Gaussian-or Student t-copula can be cast into an equivalent factor framework which ensures conditional independence of individual component losses. The conditional distribution of cumulative loss can be computed analytically using the saddle point method [4] in combination with methods presented above to compute marginal compound distributions. Details of such construction will be presented elsewhere.
Application to operational risk
In this section, we consider applications of our approach to calculation of the Operational Value at Risk (VAR) for a financial institution. We focus on the case where the large-loss component of an individual loss distribution is given by a power law distribution which is characterized by two parameters α and x 0 . Once the threshold value of x 0 is specified, the value of α can be obtained using the expression obtained by the maximum likelihood method (see [2] ):
and the standard error ofα is
We illustrate our method with synthetic data produced using realistic model parameters that are similar to what is often observed in calibration to real world datasets.
We used the following values of parameters: u = 40, 000, x 0 = 100, 000, α = 2.2, λ = 20, ω = 0.35. The mean and variance of the body distribution are 63,877.92 and 2.625 · 10 8 , which corresponds to rescaled moments m 1 = −0.6388 and m 2 = 0.0131.
The result obtained with our approach for the percentile level of 99.9% is shown in Fig. 3 where we also show results of MC simulation with 100 runs, each including 1,000,000 aggregate losses. We note that even for such a large number of MC trials the MC results are still quite noisy, which, in particular, makes computation of sensitivities difficult in the MC setting. Our analytical approach, by construction, is free of such defficiencies and allows accurate computation of both quantiles and their sensitivities. 
Summary
We have presented an analytical approach to computation of tail probabilities of compound heavy-tailed distributions, which is based on the contour integration method, and gives rise to a representation of the tail probability of a compound distribution in the form of a rapidly convergent real-valued one-dimensional integral. The latter integral can be evaluated in quadratures, or alternatively represented as an asymptotic expansion. While we only considered the case of a compound Poisson distribution where individual components have power-law or lognormal tails, our method can be extended to other settings with different specifications of individual component and/or frequency distribution, as long as its moment generating function has a branch cut singularity in the complex plane. We believe that the method proposed in this paper can offer a viable alternative to "brute-force" numerical methods such as Monte Carlo, FFT or the Panjer recursion. Interestingly, this alternative appears especially attractive for high percentile levels, where these traditional approaches struggle, while the contour integration method starts to shine even more (in the sense that a convergent integral defining the tail distribution converges even faster as the percentile level increases).
we use the equivalence of the Poisson event P o(λT ) = n to the event of having n arrivals by time t = 1. If Z i with i = 1, 2, . . . stand for exponentially distributed random interarrival times, then P (P o(λT ) > n) is the same as the probability of having the total arrival time for n events to be less less than t = 1 P (P o(λT ) > n) = P (Z 1 + . . . + Z n < 1) = P Z 1 + . . . + Z n n < 1 n (A.2)
To estimate this probability, we apply Cramer's theorem [12] . We compute the rate function I(z) = sup x>0 zx − log Ee xZ 1 = sup x>0 zx − log λT λT − x = λT z − 1 − log λT z (A.3)
The Cramer theorem then states that P Z 1 + . . . + Z n n < 1 n ∼ e −nI(1) = e −n(λT −log λT −1) (A.4)
