Does institutional quality enhance or weaken the effect of bank regulations and supervision on bank stability? We use a sample of around 1,050 commercial banks from 69 emerging and developing economies over the 2004-2013 period and show that the answer to this question depends on the type of institutional quality and on the type of bank regulation. Political stability strengthens the positive effect of capital regulation and activities restrictions on bank stability as measured by the z-score. Control of corruption also enhances the positive effect of activities restrictions on stability. On the other hand, the positive effect of capital regulation and private monitoring on stability subdues when good quality institutions that induce loan repayment, such as strong creditor rights and the rule of law, are present. Finally, we do not find strong evidence that the negative effect of supervisory power on bank stability is conditioned by institutional quality. In further analysis, we disaggregate the z-score measure and find that institutional quality conditions the effect of bank regulations on stability more by affecting profit stability and profitability rather than by influencing capitalisation. These findings could be useful for bank regulators in emerging and developing economies in the light of the implementation of the Basel III accord.
Introduction
The effect of bank regulations and supervision on bank stability is an ongoing debate for both academics and policymakers. Several empirical studies find inconclusive results about the effect of different types of bank regulation on stability (e.g. Barth et al., 2004; Agoraki et al., 2011; Anginer et al., 2014) . A source of such inconclusiveness is that various factors could condition this relationship. The empirical evidence shows that the effect of bank regulations and supervision on stability could depend on corporate governance (Laeven and Levine, 2009) , bank industry characteristics (Agoraki et al., 2011) and the macroeconomic environment (Klomp and Haan, 2015) . For this reason, Delis et al. (2012) stress the importance of identifying sources of heterogeneity concerning the effect of different types of bank regulation on bank stability. We follow this suggestion and investigate if institutional quality conditions the effect of bank regulation and supervision on bank stability.
Institutional quality could condition the effect of bank regulations and supervision on stability because it could enhance the implementation capacity of regulators. Such capacity is of importance in the banking sector due to the increasing complexity of bank regulations through the Basel I, II and III accords over the years (Haldane and Neumann, 2017) . Institutional quality, by improving implementation capacity, could have a complementary relationship with bank regulations and supervision concerning their effect on stability. We name this hypothesis as the "institutional quality-regulation enforcement" hypothesis. We identify three institutional quality characteristics that could enhance regulatory implementation capacity. These are political stability, the control of corruption and the rule of law. Theoretical models and empirical evidence from the economics and the political economy literature show that these three types of institutional quality induce regulatory enforcement (Knack and Keefer, 1995; Damania et al., 2004; Acemoglu and Verdier, 2000; Jiang and Nie, 2014; Oliva, 2015) .
However, institutional quality could instead have a substitution relationship with bank regulations and supervision because the former could induce the efficient functioning of the lending market. Good institutional quality in terms of political stability, control of corruption and the rule of law, could reduce adverse selection and borrower moral hazard, improve the lending terms and thus improve loan repayment (Bae and Goyal, 2009; Schiantarelli et al., 2016) . This, in turn, could moderate the effect of bank regulation and supervision on bank stability. For example, capital regulation, which forces banks to hold more capital in order to absorb potential losses, could be less useful for bank stability in an institutional setting that induces loan repayment and thus limits bank losses. We name the hypothesis that suggests a substitution relationship between institutional quality and bank regulation and supervision concerning bank stability as the "institutional quality-loan repayment" hypothesis. Moreover, we expand this hypothesis to two additional institutional quality characteristics. These are the strength of creditor rights and credit information sharing. These two institutional arrangements could decrease the information asymmetry between lenders and borrowers and thus could be conducive to loan repayment (Houston et al., 2010) .
A suitable testing ground for our two hypotheses are the emerging and developing economies.
To begin with, emerging and developing economies exhibit a high degree of cross-country variation both in terms of bank regulation and supervision and in terms of institutional quality.
Additionally, the regulation implementation capacity of many emerging and developing economies is weak (Chong et al., 2014) . Thus, institutions that could enhance regulatory enforcement could be important for the effect of bank regulations on stability. Furthermore, these countries exhibit high information asymmetry between lenders and borrowers (Fosu, 2014) .
Hence, institutions that induce loan repayment could be essential for bank stability. The above points suggest that focusing on emerging and developing economies is interesting in terms of investigating the conditioning effects of institutional quality on the relationship between bank regulations and supervision and bank stability both through the "institutional quality-regulation enforcement" hypothesis and through the "institutional quality-loan repayment" hypothesis.
To this end, we use a dataset of approximately 1,050 commercial banks from 69 emerging and developing economies over the 2004-2013 period. Regarding bank regulations and supervision, we follow previous studies (e.g. Hoque et al., 2015) and focus on i) capital requirements regulation, ii) official supervisory power, iii) private monitoring, and iv) activities restrictions.
We source comparable indices for these types of bank regulations from Barth et al., (2013) 4 .
Furthermore, we source institutional quality indicators from the World Governance Indicators and the Doing Business projects of the World Bank. As in previous studies (e.g Houston et al, 2010; Beck et al., 2013) , we measure bank stability in terms of z-score and provide a rich set of findings. We obtain these findings from models that employ the two-step system generalized method of moments (GMM) estimator (Arellano and Bover, 1995; Blundell and Bond, 1998) which takes into account both the persistence of bank stability and the potential endogeneity between bank regulations and supervision with bank stability.
Overall, we find that institutional quality conditions the relationship of bank regulation and supervision with bank stability but not in a uniform way. Political stability and control of corruption emerge as the institutional quality characteristics that condition the effect of bank regulations and supervision on stability more in line with the "institutional quality-regulation enforcement" hypothesis. We find that the positive effect of capital regulation and activities restrictions on bank stability strengthens in the presence of higher political stability. Furthermore, control of corruption enhances the positive effect of activities restriction on bank stability. On the other hand, institutional characteristics that are highly conducive to loan repayment, such as strong creditor rights and the rule of law, condition the effect of bank regulation and supervision on stability more in line with the "institutional-quality-loan repayment" hypothesis. The empirical findings show that the positive effect of capital regulation and private monitoring on bank stability subdues at higher levels of creditor rights and rule of law respectively. Finally, we find only limited evidence that institutional quality conditions the negative effect of official supervisory power on bank stability. In further analysis, we disaggregate the z-score to its components and show that institutional quality conditions the effect of bank regulations on stability more by affecting bank profit stability and profitability rather than by influencing bank capitalisation. Most of these results are robust in models that employ alternative institutional quality variables and in models that use institutional quality measures that we derive from a principal component analysis.
This study contributes to the literature in four ways. Firstly, we add to the literature that examines the effects of bank regulations and supervision on bank stability (e.g. Hoque et al., 2015) . We
show that institutional quality plays an important role in explaining the cross-country variation of the effect of bank regulations on stability. Thus, this study improves our understanding of the association between bank regulations and stability and informs the inconclusive yet debate about this relationship. Secondly, we employ a rich set of disaggregated measures of institutional quality. This enables us to identify the specific institutional quality characteristics that have a complementary or a substitution relationship with different types of bank regulations concerning the effect of the latter on bank stability. The use of disaggregated measures of institutional quality is also useful in terms of informing policy in a more focused manner. Therefore, we also add to the limited research that uses aggregate indicators to investigate if institutional factors influence the effect of bank regulations on stability (Klomp and Haan, 2014) . Thirdly, by focusing on emerging and developing economies, we also add to the literature that examines the determinants of bank stability in these countries (e.g. Drakos et al, 2016) . Emerging and developing economies are the drivers of global growth and their banking systems represent a growing part of the global banking sector. Hence, examining the factors that could contribute to bank stability in these countries is of increasing importance. Finally, by providing empirical evidence from the banking sector, we also contribute to the wider economics literature that investigates the conditioning effects of institutional quality on the relationship between regulations and economic outcomes (e.g. Dreher and Gassebner 2013; Jiang and Nie, 2014; Oliva, 2015) .
The rest of the paper is structured as follows: section 2 presents some theoretical considerations and develops the hypotheses, section 3 presents the data and the methods, section 4 reports and discusses the results, whilst the final section offers some concluding remarks together with some policy implications.
Theoretical Considerations and Hypotheses Development
In this section, we first provide a brief overview of the mechanisms through which the main types of bank regulation and supervision could affect bank stability and present the main findings from previous empirical research. Then, we develop the hypotheses about the potential conditioning effect of institutional quality on the relationship between bank regulation and supervision and bank stability.
Overview of the Relationship between Bank Regulation and Supervision with Bank

Stability
Capital regulation could benefit bank stability by encouraging banks to hold higher capital buffers and enhancing their loss absorption capacity (Dagher et al., 2016) . Some studies provide empirical evidence that stringent capital requirements decrease non-performing loans and bank risk (Agoraki et al., 2011; Tan and Floros, 2013) . On the other hand, capital regulation could hamper bank stability by decreasing the motivation of lenders to monitor loans (Kopecky and VanHoose, 2006) . Recent empirical findings show that capital regulation increases nonperforming loans (Osei-Assibey and Asenso, 2015).
Official supervisory power could increase bank stability by allowing regulators to prevent and correct banks' problems (Anginer and Demirguc-Kunt, 2014). The beneficial effect of supervisory power on bank stability assumes the "public interest view" of supervision (Barth et al, 2008) . This view posits that regulatory officials act in the interest of the public and promote bank stability. In support of this view, some empirical studies show that supervisory power benefits bank stability through better loan quality and lower moral hazard (Agoraki et al., 2011; Shehzad and Haan, 2015) . However, a strong supervisor could exploit its power and influence bank credit allocation in order to reap private gains (Beck et al., 2006) . This could result in lower loan quality and thus a decrease in bank stability (Beltratti and Stulz, 2012) . The potential negative effect of supervisory power on bank stability assumes the "private interest view" of supervision (Barth et al, 2008) . This view suggests that supervisors target to maximise their own welfare.
Regulation that enhances the private monitoring of banks from depositors, debt holders, and equity holders could benefit bank stability by improving market discipline and decreasing risktaking incentives and moral hazard (Anginer et al., 2014) . On the other hand, the higher disclosure requirements that private monitoring mandates might lower the incentive of bank creditors to roll over their funds in the case of a negative signal (Bouvard et al., 2015) . Banks could try to compensate for this by increasing their risk.
Finally, activities restrictions could improve bank stability by limiting the engagement of banks in non-interest income activities. Such activities are particularly risky because they exhibit high earnings volatility (Demirguc-Kunt and Huizinga, 2010) and thus could hamper bank stability (DeYoung and Torna, 2013) . Conversely, activities restrictions could decrease bank stability by limiting diversification benefits (Kohler, 2015) .
The above discussion suggests that the effect of bank regulation and supervision on bank stability could be either positive or negative. We posit that the relative strength of the individual, positive or negative, effect of bank regulation and supervision on bank stability could be a function of a country's institutional quality. This means that institutional quality could condition the effect of bank regulation and supervision on bank stability. In the next part of section 2, we formulate two such conditioning hypotheses.
The Conditioning Effect of Institutional Quality on the Relationship between Bank
Regulation and Supervision with Bank Stability
The "Institutional Quality-Regulation Enforcement" Hypothesis
The mere existence of a regulation on paper does not necessarily imply its application in practice.
We hypothesise that institutional quality in terms of political stability, the rule of law and control of corruption could enhance the implementation capacity of a country's regulators. Therefore, institutional quality could complement bank regulation and supervision. We name this potential complementary relationship as the "institutional quality-regulation enforcement" hypothesis.
Political stability improves the ability and the consistency of the regulatory enforcement mechanisms (Knack and Keefer, 1995; Roe and Siegel, 2011). Damania et al., (2004) provide empirical evidence that political instability weakens the institutions that are necessary to monitor and enforce regulatory compliance. Therefore, a channel through which the lack of political stability could diminish the implementation capacity of bank regulators could be its harmful effect on the operational capability of the latter. Through another channel, economic agents, such as banks, could be less likely to comply with regulations in countries with low political stability because of the uncertainty about regulation and government policy that this lack of political stability implies (Baker et al., 2015) .
The role of control of corruption is also important in terms of enforcement of regulations.
Theoretical models in the legal and economic literature provide strong support to the concept that corruption reduces regulatory compliance (e.g. Acemoglu and Verdier, 2000; Aidt, 2003) .
In support of these theoretical predictions, many studies provide empirical evidence that firms operating in a corrupt environment attempt to circumvent regulations through bribery (see e.g. Mendoza et al., 2015; Oliva, 2015) . Therefore, one could argue that an environment of high control of corruption promotes the implementation and observance of regulations.
The rule of law, which is a measure of perceptions of law observance and judicial efficiency, could also induce regulatory enforcement. Berger and Udell (2006) point out the complementary relationship of regulations with the judicial environment. Several studies provide empirical evidence that higher levels of rule of law and judicial efficiency enhance regulatory enforcement (see e.g. Caballero et al., 2013; Daher, 2017) . The channels through which higher rule of law and judicial efficiency could lead to stronger regulatory enforcement is through the higher probability of detection of irregularities (Olken, 2007) and an increase in the probability of prosecution and conviction (Alt and Lassen, 2014) .
Based on the above discussion, we formulate the "institutional quality-regulation enforcement" hypothesis as follows:
H.1: Institutional quality could enhance the effect of bank regulations and supervision on bank stability.
The "Institutional Quality-Loan Repayment" Hypothesis
We also hypothesise that institutional quality could contribute to a well-functioning lending market by improving the lending terms, reducing adverse selection and borrower moral hazard and increasing the probability of loan repayment. Hence, institutional quality could be a substitute for bank regulation and supervision. We name this potential substitution relationship as the "institutional quality-loan repayment" hypothesis.
Political stability could improve the lending terms and therefore reduce borrower moral hazard and decrease loan defaults. Francis et al. (2014) provide evidence from the syndicated loan market that political uncertainty increases the cost of bank loans. Similarly, Bradley et al. (2016) find that policy risk increases the cost of debt of firms. Furthermore, strong political institutions could have a positive effect on firm transparency and disclosure (Bushman et al. 2004 ). This could improve the quantity and the accuracy of the information that banks have on borrowers.
Consequently, banks could reduce adverse selection and price loans more efficiently.
Control of corruption could also promote efficient lending and increase the probability of loan repayment. One channel through which control of corruption could achieve this is by reducing lending corruption, which is an important reason of loan losses in many countries (Beck et al. 2006; Akins et al. 2017) . Additionally, Bae and Goyal (2009) provide empirical evidence that loan spreads are higher in countries with higher levels of corruption. One explanation is that corruption could restrain the financial performance of borrower firms (Hanousek et al., 2017) and thus render loan losses more probable. Furthermore, corruption could undermine the institutions that ensure the enforcement of loan contracts and thus increase borrower moral hazard (Weill, 2011) .
The latter point highlights the importance of the rule of law, especially as far as concerns a competent judiciary, for the efficient operation of the lending market. Laeven and Majnoni (2005) show that judicial inefficiency increases loan spreads and thus renders loan repayment harder. Furthermore, Bae and Goyal (2009) find that in the case of a loan default, an inefficient judicial system reduces the recovery rate and increases the time needed to repossess collateral.
This could increase the moral hazard of borrowers. In the presence of a slow and inefficient judicial process, opportunistic borrowers might choose to default because the loan recovery costs might not make economic sense for the lender (Jappelli et al., 2005; Schiantarelli et al., 2016) .
There are two additional institutional quality characteristics relevant to the "institutional qualityloan repayment hypothesis". These are the strength of creditor rights and credit information sharing. These institutional arrangements reduce the information asymmetry between lenders and borrowers and could induce loan repayment. Thus, they could have a substitution relationship with bank regulation and supervision. Creditor rights could reduce adverse selection and improve loan screening efficiency by facilitating the use of collateral and enhancing its signaling function, (Bester, 1985) . Creditor rights could also reduce borrowers' moral hazard and loan losses by enabling banks to force loan repayment (Acharya et al., 2011; Fang et al., 2014) . Information sharing, by providing information on the past behavior of borrowers, could enable loan screening and thus reduce adverse selection (Dierkes et al., 2013) . Information sharing could also reduce borrowers' moral hazard by incentivising them to avoid a loan default that would blacklist them and exclude them from future access to finance (Padilla and Pagano, 2000) . Several studies provide empirical evidence that information sharing improves loan repayment and bank stability (see e.g. Houston et al., 2010 Figure A1 for the hypothesis H.1 in relation to the hypothesis H.2 and Figure A2 for the hypothesis H.1 in relation to the hypothesis H.3).
Data and Methods
Data
Sample
The sample of the study is an unbalanced panel of 1,052 commercial banks operating in 69 emerging and developing economies over the [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] period that comprises 5,854 bank-year observations 6 . We follow several studies and focus the analysis on commercial banks for which lending is their main business line (e.g. Delis, 2012; Laeven et al., 2016) . Furthermore, regulatory indices and bank stability theories tend to focus on the operations of commercial banks and a homogenous sample in terms of bank types improves comparability (Pasiouras et al., 2009 
Measuring bank stability
We employ z-score as a measure of bank stability. This is the standard bank stability measure in most empirical studies (e.g. Houston et al., 2010; Ashraf, 2017) . The z-score is calculated by the sum of a bank's return on assets (ROA) and the equity-to-assets ratio (EQAS) over the standard deviation of its return on assets (SDROA). Specifically, z-score = (EQAS+ROA)/SDROA 8 . The z-score of a bank is its distance from insolvency as it represents the number of standard deviations that a bank's ROA has to fall for the bank to become insolvent (Demirguc-Kunt and Huizinga, 2010) . We calculate the standard deviation of ROA using three-year rolling time windows (Beck et al, 2013) . This method avoids that the standard deviation of ROA is calculated over different window lengths for different banks. Furthermore, we use the natural logarithm of z-score (lnzscore) to smooth out high values of z-scores as they are highly skewed (Beck et al. 2013 ). To estimate z-scores we source bank-specific data from Bankscope.
6 See Table A1 of the appendix for the countries included in the study. The initial sample was 1,156 banks from 69 countries. However, due to data availability for some banks the final sample consists of 1,052 banks. 7 For example, some of the institutional quality measures such as creditor right and information sharing are available in a consistent manner (i.e. same data methodology) from the World Bank for the 2004-2013 period. 8 We have also performed estimations that employ as a measure of bank stability the adjusted z-score which is based on the Return on Equity (ROE). We obtain similar findings when we use this alternative bank stability measure.
Bank regulations and Supervision
To provide a comprehensive view of bank regulation and supervision, we source regulatory variables from the three most recent global surveys of Barth et al. (2013) 
Activities Restrictions (RES):
This index measures the extent to which bank regulations restrict banks from engaging in securities, insurance, and real estate activities. In particular, the index considers securities activities in terms of securities underwriting, brokerage, and dealing.
Insurance activities refer to the extent to which banks may underwrite and sell insurance. Finally, real estate activities refer to the extent to which banks could engage in real estate investment, development, and management. This index ranges from 3-12 with higher values denoting restrictions that are more stringent.
In Table 1 we provide more detailed and technical definitions of the bank regulation and supervision indices, as well as details for the other variables we use in this study. 
Control of corruption (COR):
This is a measure of the perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption. The index ranges from -2.5 to +2.5 with higher values implying better control of corruption.
Rule of law (RL):
This index refers to the perceptions of the extent to which agents have confidence in and abide by the rules of society, and in particular the quality of contract enforcement, the police, and the courts, as well as the likelihood of crime and violence. The rule of law index ranges from -2.5 to +2.5 with higher value implying stronger rule of law.
Furthermore, we source the creditor rights (CR) and information sharing (IS) indices from the
Doing Business project of the World Bank. The creditor rights index measures the extent to which collateral and bankruptcy legislation defends the rights of lenders. This index ranges from 0 to 10 with higher values implying stronger creditor protection. The information sharing index measures rules and practices affecting the coverage, scope, and accessibility of credit information available through either a credit bureau or a credit registry. The range of this index is from 0 to 6 with higher values denoting a higher availability of credit information.
Control variables
We also employ several control variables that we draw from the bank stability literature. In terms of bank-specific controls, we use the natural logarithm of total assets (lnTA) to proxy for bank size and the ratio of loan loss provisions over total loans (LPPL) as a proxy for the quality of the loan portfolio (Barakat and Hussainey, 2013) . We also employ the ratio of equity to total assets (EQAS) to control for the monitoring of the management from the equity holders and the loan to assets ratio (LOAN) to capture the asset side of the balance sheet (Beltratti and Stulz, 2012; Barth et al., 2013) . Finally, to control for bank growth we follow Demirguc Kunt and Huizinga (2010) and use the real (i.e. inflation-adjusted) growth rate of a bank's assets (ASTGR). We source the bank-specific variables from Bankscope.
In terms of country-level controls, we employ both bank industry and macroeconomic variables.
In order to proxy for bank industry concentration, we use loan data and measure the HerfindahlHirschman Index (HHI). We use the following equation to estimate the HHI index:
. In this equation, MS is the loan market share of the ℎ bank and is the number of banks in a market (i.e. country). Thus, the HHI index places emphasis on banks with higher market share by assigning greater weight on them compared to banks with lower market share.
Furthermore, to proxy for the corporate governance quality of a country's banks we employ the corporate board efficacy indicator (CGOV) that we source from the Global Competitiveness Report of the World Economic Forum (WEF). This indicator ranges from 1 to 7 with higher values denoting a higher representation of outside shareholders and investors on the board.
Higher board efficacy could improve bank stability because outside shareholders and investors may alleviate the opportunistic behaviour of bank managers. With respect to macroeconomic control variables, we employ the inflation rate (INF) as a proxy for monetary instability (Beck et al., 2006) and the GDP growth rate as a proxy for fluctuations in the economic activity (Agoraki et al., 2011) . Furthermore, we use the natural logarithm of GDP per capita (GDPC) in purchasing power parity (PPP) terms to measure the overall level of economic development (Barth et al., 2013) . We source the macroeconomic variables from the World Development Indicators (WDI) database of the World Bank. In Table 2 we provide some summary statistics of the variables we use in the study 9 . Table 2 
Methods
There are two important concerns that we need to take into account before selecting an appropriate identification strategy. The first is the potential persistence of bank stability (Agoraki et al., 2011) . The second is the potential endogeneity of bank stability with the bank-specific and the bank regulation and supervision variables (Delis and Staikouras, 2011). For these two reasons, we opt to estimate dynamic panel models using the two-step system generalized method 9 A correlation matrix of the variables of the study is available in Table A2 of the appendix.
of moments (GMM) estimator as advanced by Arellano and Bover (1995) and Blundell and Bond (1998) with robust standard errors (Windmeijer, 2005) . More specifically, we provide estimations of the following model (1): j, t + β3 INST, j, t + β4 REGj, t x INSTj, t + β5BANKi, t + β6COUNTRYj, t + θj + 
In equation (1) The inclusion of the lagged dependent variable as an explanatory variable in the equation (1) accounts for the potential persistence of bank stability. Another virtue of the two-step system GMM estimator is that we can treat some of the explanatory variables as endogenous with the use of appropriate instruments. In our estimations we treat as endogenous the lagged dependent variable, lnZ-SCOREi,t-1 , as it is the standard in the literature. Furthermore, we follow previous empirical research (Delis and Staikouras, 2011, Delis 2012) 10 and treat as endogenous the bank regulation variables (activities restrictions, capital requirements regulation, supervisory power, and private monitoring) as well as the bank-specific controls (size, the loan to assets ratio, the equity to assets ratio, the loan loss provisions to assets ratio and bank asset growth). We also treat as endogenous some country-level controls that relate to the banking sector. Specifically, we treat as endogenous the creditor rights and the credit information-sharing indices 11 as well as the bank industry concentration (HHI) and the corporate governance quality (CGOV) measures.
Treating the above variables as endogenous suggests that we can use their second and longer lags as instruments (Blundell and Bond, 1998; Bond, 2002) .
10 Delis and Staikouras (2011) provide a detailed discussion on the issue of endogeneity between bank stability and bank regulation. In short, regulators could be motivated to change bank regulation and supervision when they observe excessive risks in the banking sector. 11 Although creditor rights and credit information sharing are not bank regulation and supervision variables, they are still largely specific to the banking sector and could be endogenous with measures of bank stability and performance. For example, banks may decide, in order to improve their performance and stability, to increase credit information sharing through private credit bureaus. There is a stream in the literature that explains how credit information sharing could arise endogenously (see e.g. Padilla and Pagano, 1997) .
Finally, we treat the rest of the institutional quality variables (political stability, control of corruption and the rule of law) and the macroeconomic controls (inflation, GDP growth and GDP per capita) as predetermined (Delis and Staikouras, 2011, Delis, 2012) . This means that banks note the state of the economy and institutional quality in each year period and adjust their strategy accordingly. For the variables that enter the dynamic panel models as predetermined their first and longer lags can be used as instruments. The results of the two-step system GMM estimator are verified by Hansen's J test for instrument validity and the second-order autocorrelation of the error terms test, AR2, as introduced by Arellano and Bond (1991).
Empirical Findings and Discussion
Main Empirical Findings
Capital Regulation and Institutional Quality
The models 1-5 of Table 3 provide the results of the dynamic panel estimations that relate to the conditioning effect of institutional quality on the relationship between capital regulation and bank stability 12 . Table 3 These models show that the lag of the dependent variable, the natural log of the z-score, carries a positive and significant at the 1% level coefficient. This denotes the persistence of bank stability and justifies the use of dynamic panel analysis in this study. In models 1-5 of Table 3 , we find that the individual effect of stringent capital regulation (CS) on bank stability is positive and in some cases also significant at conventional statistical levels. This result is in line with studies that find that capital regulation, by increasing the loss absorption capacity of banks, decreases bank risk (Agoraki et al., 2011; Tan and Floros, 2013) .
Concerning the conditioning effects of institutional quality, we find in model 1 of Table 3 that the interaction term between capital requirements regulation (CS) and political stability (PS) is positive and significant at the 1% level. Hence, the positive effect of capital regulation on bank stability strengthens at higher levels of political stability. This suggests a complementary relationship between institutional quality in terms of political stability and bank regulation in terms of capital stringency. Therefore, this finding provides empirical evidence in support of the H.1 "institutional quality-regulation enforcement" hypothesis. Political stability could induce the enforcement of regulations through ensuring the consistency and the implementation capacity of the regulatory mechanisms (Roe and Siegel, 2011) . However, the other two institutional quality characteristics that could be relevant to the H.1 "institutional quality-regulation enforcement" hypothesis, the control of corruption (CCOR) and the rule law (RL), do not interact significantly with the capital regulation (CS) variable (see models 2 and 3 of Table 3 ). A potential explanation is that the control of corruption and the rule of law could function also as substitutes of capital regulation by improving lending efficiency and the probability of loan repayment (Laeven and Majnoni, 2005; Bae and Goyal, 2009) . Therefore, the role that these two institutional characteristics play in the "institutional quality-loan repayment" channel could neutralise their potential beneficial effect on bank regulation enforcement, through the "institutional quality-regulation enforcement channel", and vice-versa.
Turning to the interaction term of capital regulation (CS) with creditor rights (CR), we find that it enters model 4 of Table 3 with a negative and significant, at the 1% level, coefficient. This suggests that the positive individual effect of stringent capital regulation (CS) on bank stability subdues at higher levels of creditor rights (CR). This finding implies a substitution relationship between capital regulation (CS) and creditor rights (CR). Thus, this result is consistent with hypothesis H.2, which posits that institutional quality could moderate the individual effect of bank regulation on bank stability. In line with the "institutional quality-loan repayment" view, when banks can grab collateral in case of loan defaults and thus can limit their losses, then the importance of the loss-absorbing capacity of banks due to stringent capital regulation subdues.
Finally, in model 5 of Table 3 , the coefficient of the interaction between information sharing (IS) and capital regulation (CS) is not significantly different from zero.
Supervisory Power and Institutional Quality
The models 6-10 of Table 3 provide the findings of the interaction terms between official supervisory power (OP) and the institutional quality characteristics. These models show that the individual effect of official supervisory power (OP) on bank stability is negative while it is also significant in some models. A potential reason for this negative association is that a strong supervisor could force banks to allocate credit for private gain and/or political purposes. This weak integrity in the lending process could decrease bank stability due to lower asset quality (Beltratti and Stulz, 2012) . Overall, the finding that supervisory power (OP) decreases bank stability conforms to the "private interest view" of bank regulation and supervision (Barth et al, 2008) .
Regarding the conditioning effects of institutional quality, we find in model 7 of Table 3 that the interaction term between official supervisory power (OS) and control of corruption (CCOR) is positive and significant. This finding provides some evidence that the negative effect of supervisory power (OP) on stability weakens at higher levels of control of corruption. Control of corruption could limit the room of maneuver that strong supervisors have in order to influence bank credit allocation for private gain. This could strengthen lending integrity, lead to better asset quality and improve bank stability through a higher probability of loan repayment. Thus, the weakening of the negative effect of supervisory power (OP) on stability in the presence of higher control of corruption (CCOR) provides some evidence in support to the H.2 "institutional quality-loan repayment" hypothesis. It is important to note though that this evidence is statistically weak as the interaction term between supervisory power (OP) and control of corruption (CCOR) is significant at the 10% level.
Moreover, the interaction terms between official supervisory power (OP) and the rest of the institutional quality variables enter models 6-10 of Table 3 with coefficients not significantly different from zero. This suggests that we do not find strong evidence that institutional quality exert a significant conditioning effect on the negative impact of effect of supervisory power on This leniency contributes to higher bank failure probabilities and lower repayment rates. More importantly, the authors show that the source of such leniency is not the institutional quality of the states' public sector but the comparatively limited access of the state supervisors to regulatory resources such as budgeting, staffing, and training. Similarly, in the context of emerging markets, the negative effect of supervisory power on bank stability could relate more to a limited availability of regulatory resources and less to institutional quality characteristics.
Private Monitoring and Institutional Quality
The models 1-5 of Table 4 provide the results of the dynamic panel estimations that relate to the conditioning effect of institutional quality on the relationship between private monitoring and bank stability. Table 4 In these models, we find that the individual effect of private monitoring (PM) on bank stability is positive and statistically significant in some cases (see models 3 and 5 of Table 4 ). This finding is consistent with previous studies (e.g. Hoque et al., 2015) . One channel through which private monitoring regulation could have a beneficial effect on bank stability is the disclosure of accurate information to the public, which would enable private agents to monitor banks more effectively (Hay and Shleifer, 1998) . Through another channel, the absence of explicit deposit insurance, which is an important aspect of stringent private monitoring regulation, could motivate depositors to monitor banks intensively and discourage them from engaging in risky activities (Akins et al., 2016) .
As far as concerns the conditioning effects of institutional quality, we find in model 3 of Table   4 that the interaction term between private monitoring (PM) and the rule of law (RL) is negative and significant at the 5% level. The positive individual effect of private monitoring on bank stability subdues at higher levels of rule of law. This finding denotes a substitution relationship between private monitoring regulation and the rule of law concerning their effect on bank stability. Similarly, the interaction term between private monitoring (PM) and creditor rights (CR) enters model 4 of Table 4 with a negative and significant, at the 10% level, coefficient. In combination, the latter two findings suggest that the positive effect of private monitoring on bank stability weakens in the presence of efficient institutional mechanisms that increase the probability of loan repayment. Thus, an efficient judiciary and legislation that protects lenders, render private monitoring less beneficial to bank stability. This is consistent with the H.2 "institutional quality-loan repayment" hypothesis. This finding also means that private monitoring is more beneficial to bank stability in an environment that the loan repayment institutional mechanisms are weak and uncertain. In such an environment, the higher disclosure and the improvement in the integrity of bank lending and corporate governance that private monitoring induces (Beck et al., 2006; Barth et al., 2008) become of particular importance for bank stability.
It is noteworthy that the interaction terms between some institutional characteristics that are highly relevant to the capacity of a country's public sector (political stability and control of corruption) do not interact significantly with private monitoring (see models 1 and 2 of Table 4 ).
A potential reason could be that most of the components of the private monitoring index either represent private sector measures (e.g. rating of banks from international rating agencies) or require the absence of public sector involvement (e.g. no deposit insurance scheme). This finding conforms to the view that one of the reasons that regulation that induces private monitoring could be efficient in promoting bank stability is that it can avoid hurdles stemming from shortcomings in the operations of the public sector (Shleifer and Vishny, 1998) .
Activities Restrictions and Institutional Quality
The models 6-10 of Table 4 depict the results of the dynamic panel estimations relevant to the conditioning effect of institutional quality on the relationship between activities restrictions and bank stability. In these models, the effect of activities restrictions (RES) on bank stability is positive and significant. This finding, consistent with some previous studies (e.g. Agoraki et al., 2011; Hoque et al., 2015) , denotes that activities restrictions could prevent banks from engaging in risky non-interest based activities and thus could be conducive to bank stability.
The interaction terms in models 6-10 of Table 4 reveal that some institutional quality characteristics enhance significantly the positive effect of activities restrictions on bank stability.
This means that institutional quality has a complementary relationship with activities restrictions.
In models 6, 7 and 8 of Table 4 , the interaction terms between activities restriction (RES) and political stability (PS), activities restriction (RES) and control of corruption (CCOR), and activities restriction (RES) and the rule of law (RL) are positive and significant at the 1% level respectively. The interpretation of these findings has two aspects. The first is that these results are consistent with the H.1 "institutional quality-regulation enforcement" hypothesis. A higher level of political stability, control of corruption and rule of law could empower regulators to enforce activities restrictions. The second is that activities restrictions, by inducing banks to focus on the interest-based loan market, render institutional characteristics that increase the probability of loan repayment complements to the positive effect that such regulation exerts on bank stability. This conforms to the "institutional quality-loan repayment" view as reflected in the customised for activities restrictions hypothesis H.3. Institutional quality in terms of political stability, control of corruption and the rule of law, could increase the probability of loan repayment by improving the lending terms (Bae and Goyal, 2009 ) and by empowering the mechanisms that enforce loan repayment such as the judicial system (Schiantarelli et al., 2016) .
We find less strong evidence that creditor rights and information sharing condition the positive effect of activities restriction on bank stability. The interaction term between activities restrictions (RES) and information sharing (IS) is positive and significant at the 5% level (see model 10 of Table 4 ), while the interaction between activities restrictions (RES) and creditor rights (CR) does not carry a significant coefficient (see model 9 of Table 4 Nevertheless, it is worth mentioning that the restriction on bank activities is the only type of bank regulation in this study that interacts significantly with the information sharing variable. The findings in model 10 of Table 4 suggest that information sharing enhances the positive effect of activities restrictions on bank stability. Regulation that restricts bank activities forces banks to increase their focus on the traditional loan market. Therefore, banks in the presence of stringent activities restrictions face a wide pool of potential borrowers. In such an environment, information sharing, by providing rich information on these potential borrowers, becomes an essential tool that banks can use in order to reduce adverse selection and borrower moral hazard (Houston et al., 2010; Dierkes et al., 2013) .
The individual effect of institutional quality and the effect of the control variables
Overall, we find that the individual effect of political stability (PS) on bank stability is positive and in some cases significant. This finding is in line with Ghosh (2016) who shows that the recent political turmoil in the Middle East due to the "Arab spring" had a detrimental effect on bank stability. Similarly, we find that the association of the rule of law (RL) with bank stability is positive and significant. Somewhat surprisingly, most models in Tables 3 and 4 show that the individual effect of control of corruption (CCOR) on bank stability is negative and significant.
In the context of emerging markets, higher corruption could enable the most productive firms to access loans in better terms (Chen et al., 2013) 13 . Furthermore, Mendoza et al. (2015) provide evidence that corruption, in some cases, allows firms from emerging markets to improve their performance by enabling them to avoid excessive bureaucracy. Therefore, corruption, in the emerging markets context, could have a positive effect on bank stability by "greasing the wheels" of lending and improving the performance of borrowing firms. The individual effect of creditor rights (CR) on stability is negative and significant in most models of Tables 3, and 4. This result in line with the findings of Houston et al. (2010) and suggests that strong creditor rights could decrease bank stability by inducing banks to rely heavily on collateral and relax their lending standards. Finally, we find that information sharing (IS) exerts a positive effect on stability. This finding is consistent with previous studies (e.g. Houston et al., 2010) and underlines the importance of credit registries in reducing information asymmetry issues in the credit market.
Concerning the country-level controls, the effect of GDP growth (GDPG) on bank stability is positive and significant in most models. A growing economy generates higher and more stable returns that could enhance bank stability. The country-level corporate governance measure (CGOV) also exerts a positive and significant effect on bank stability. Banks located in countries where their management teams are highly accountable to investors enjoy higher levels of stability. We also find that bank stability has a positive and significant association with the level of economic development (lnGDPcap) whilst its relationship with inflation (INF) is also significant but negative.
Finally, the effects of the bank-specific controls on stability are broadly consistent in all estimations of Tables 3 and 4 . We find that size (lnTA) exerts a positive and significant effect on bank stability. Larger banks could be more stable due to benefits stemming from economies of scale and scope. The effect of the intermediation ratio (LOAN) on bank stability is also positive and significant in most specifications. Beltratti and Stulz (2012) find that banks with high levels of bank loans have a smaller portfolio of risky securities and thus are more stable.
We also find that the loan loss provisions to assets ratio (LLPL) and the equity to assets ratio (EQAS) exert, in most models, a significant effect on stability, which is negative and positive respectively. In addition, most models of Tables 3 and 4 show that bank asset growth (ASTGR) has a negative and significant association with stability. These findings are in line with previous empirical research (e.g. Anginer et al., 2014).
Further Analysis and Robustness Checks
Further Analysis: Z-score Disaggregation
To enhance the main analysis we follow previous studies (e.g. Houston et al., 2010; Beck et al., 2013 ) and estimate models that use the three components of the z-score (ROA, the standard deviation of ROA and the bank capital ratio) as separate dependent variables. This exercise enables us to examine if the interaction between institutional quality and bank regulation and supervision exerts an impact on bank stability by affecting the risk and the profitability of bank assets or by merely influencing bank capital.
In this further analysis, we focus on the most significant findings of Tables 3 and 4 (i.e. on the interactions between institutional quality and regulations with a significance level of 1% or 5%).
The models that employ as dependent variables the three different components of the z-score are available in Table 5 . Note that we use the negative of profit volatility (standard deviation of ROA) such that an increase would denote higher profit stability. Overall, we find that the interactions between institutional quality and bank regulations and supervision affect bank stability more through their effect on profit stability (-lnSDROA) and profitability (ROA) rather than through their effect on bank capital (EQAS). Table 5 The first three models of Table 5 show that the interaction between capital regulation (CS) and political stability (PS) exerts a positive and significant effect on all the three z-score components while in these models the individual effect of capital regulation (CS) carries a positive coefficient. These findings suggest that higher political stability enhances the positive effect of capital regulation on bank stability both by improving profit stability (-lnSDROA) and
profitability (ROA) and by increasing capital ratios (EQAS). These results corroborate the findings of the main analysis and lend further support to the H.1 "institutional quality-regulation
enforcement" hypothesis about the interaction between capital regulation and political stability.
The models 3-6 of Table 5 repeat this exercise for the interaction between capital regulation (CS) and creditor rights (CR). We find that this interaction exerts a negative and significant effect on profit stability (see model 4 of Table 5 ). Therefore, the positive individual effect of capital regulation on profit stability weakens in the presence of stronger creditor rights. This finding further corroborates the results of the main analysis that show a substitution relationship between capital regulation and creditor rights which is consistent with the H.2 "institutional quality-loan repayment hypothesis".
The models 7-9 of Table 5 show the effect of the interaction term between private monitoring (PM) and the rule of law (RL) on the three z-score components. The coefficient of this interaction carries a negative sign in all these three models but is significant, at the 10% level, only in model 7 when the dependent variable is profit stability (-lnSDROA). Furthermore, the individual effect of private monitoring (PM) on profit stability is positive and significant at the 5% level. Thus, the positive effect of private monitoring on bank profit stability subdues at a higher level of rule of law. This result is in line with the findings of the main analysis and lends additional support to the H.2 "institutional quality-loan repayment" hypothesis concerning private monitoring and the rule of law.
The rest of the models of Table 5 (models 10-21) show the effect of the interaction terms between activities restrictions (RES) and institutional quality (political stability, control of corruption, the rule of law, and information sharing) on the components of z-score. These interaction terms are generally positive and significant in the models that the dependent variables are the profit stability (-lnSDROA) indicator (see models 13, 16 and 19 of Table 5 ) and the profitability (ROA) measure (see models 11, 14 and 17 of Table 5 ). These findings suggest that the positive effect of activities restrictions on bank profit stability and profitability strengthens in the presence of higher institutional quality. Thus, activities restrictions and institutional quality are complements concerning their effect on the bank profit stability and profitability. These findings are consistent with the results of the main analysis and provide further evidence in support of the H.1 "institutional quality-regulation enforcement" hypothesis and the customized for activities restrictions H.3 "institutional quality-loan repayment" hypothesis.
Robustness Checks: Alternative Measures of Institutional Quality and Principal
Component Analysis
To check the robustness of the empirical findings in the main analysis, we first estimate models that use alternative measures of institutional quality. In this robustness exercise, we focus again on the most significant findings of Tables 3 and 4 (i.e. on the interactions between institutional quality and regulations with a significance level of 1% or 5%).
We source the government integrity index (GI) from the Heritage Foundation as an alternative measure of control of corruption. This index ranges from 0 to 100 with higher values denoting less corruption. Next, we employ the political rights index (PR) from Freedom House as a proxy for political stability 14 . This index ranges from 1 to 7 while it is important to note that lower values of this index indicate a higher level of political rights. To proxy for the rule of law, we use the strength of the legal structure (LS) index that we source from the Fraser Index of Economic Freedom. The legal structure index is the average figure of three sub-indices: the integrity of the legal system, the legal enforcement of contracts and the reliability of law enforcement agencies. This index ranges from 0-10 with higher values denoting a stronger legal structure. Finally, as an alternative measure of creditor rights (CR), we use the property rights 14 The political rights index from the Freedom House encompasses political rights and civil liberties. Political rights measure the level of political party competition, actual rule, real power of political parties and the presence of minority groups in politics, while civil liberties measure the degree to which freedom of expression assembly, education and religion is expressed. Although an imperfect alternative measure of political stability, political rights relates closely to political stability (Roe and Siegel, 2011) . For example, Acemoglu et al. (2008) provide evidence that political rights decrease social unrest, which could contribute to political stability.
(PROP) index that we source from the Heritage Foundation. This index measures the extent to which the country's laws protect private property rights and ranges from 0 to 100.
The results of the dynamic panel estimations that employ these alternative measures of institutional quality are available in models 1-6 of Table 6 15 . These are broadly consistent with the findings of the main analysis. Table 6 The interaction between capital requirements regulation (CS) and political rights (PR) is negative and significant at the 5% level while the individual effect of stringent capital regulation (CS) on bank stability is positive (see model 1 of Table 6 ). Note that higher values of the political rights index (PR) imply weaker political rights. Therefore, the positive effect of capital regulation (CS) on bank stability subdues when political rights are weak. This result further supports the finding of the main analysis that capital regulation and political stability are complements concerning their effect on bank stability in support of the H.1 "institutional quality-regulation enforcement"
hypothesis. About private monitoring (PM) we find that its interaction term with legal structure (LS) is negative and significant at the 1% level (see model 3 of Table 6 ). The positive effect of private monitoring on bank stability weakens in the presence of institutional mechanisms that increase the probability of loan repayment in line with the "institutional quality-loan repayment" view of hypothesis H.2. Finally, we find that the positive effect of activities restrictions (RES) on bank stability strengthens in the presence of government integrity (GI) and a strong legal structure (LS) while it subdues in the presence of limited political rights as proxied by the PR variable (see models 5, 6 and 4 of Table 6 respectively).
As a second robustness check, we employ principal component analysis to turn the four bank and 8 of Table 6 .
In model 7 of Table 6 , we find that the interaction term between the bank regulation and supervision variable (REG) and institutional quality (IQ) in terms of the principal component of political stability, control of corruption and the rule of law is positive and significant at the 5% level. This means that the positive individual effect of bank regulation and supervision on bank stability strengthens at higher levels of institutional quality in terms of political stability, control of corruption and the rule of law. This finding provides further evidence in support of the H.1 "institutional quality-regulation enforcement" hypothesis. On the other hand, the interaction between the bank regulation and supervision variable (REG) and the principal component of creditor rights and information sharing (CRIS) is negative but not significant (see model 8 of Table 6 ). This provides only some tentative empirical support to the H.2"institutional qualityloan repayment" hypothesis in terms of creditor rights and information sharing. The latter finding highlights the importance of using disaggregated measures of institutional quality and bank regulations in order to obtain a more meaningful set of empirical results.
Conclusion
This study examines if institutional quality conditions the impact of bank regulations and supervision on bank stability, as measured by the z-score, in emerging and developing economies over the 2004-2013 period. We provide evidence of the existence of such conditioning effects but these depend on the type of institutional quality and on the type of bank regulation.
The empirical findings show that political stability and control of corruption tend to exhibit a complementary relationship with some bank regulations concerning the effect of the latter on bank stability. We find that political stability enhances the positive effect of capital regulations and activities restrictions on bank stability. Moreover, the positive effect of activities restrictions on bank stability also strengthens at higher levels of control of corruption. These results are in line with the "institutional quality-regulation enforcement" hypothesis, which posits that good institutions induce regulatory enforcement. On the contrary, we find that institutional quality characteristics that facilitate loan repayment tend to display a substitution relationship with bank regulations. The positive effect of capital regulation on bank stability weakens in the presence of higher levels of rule of law and strong creditor rights. Furthermore, the positive effect of private monitoring on bank stability also subdues when the rule of law is prevalent. The latter findings are consistent with the "institutional quality-loan repayment" hypothesis. However, we do not find strong evidence that the negative effect of supervisory power on bank stability is conditioned by institutional quality. In further analysis, we decompose the z-score measure and find that institutional quality conditions the effect of bank regulations on stability more though influencing profit volatility and profitability rather than by affecting bank capital.
Overall, taking into account the interactions between bank regulations and institutional quality leads to an improved understanding of the institutional framework in which specific bank regulations could be more effective in promoting bank stability. Hence, this study provides some policy implications that could be useful in the light of the full implementation of Basel III in 2019. Firstly, political stability could be a prerequisite for capital regulation and activities restrictions to reach their full potential in terms of their beneficial effect on bank stability. Thus, political risk, that is still pervasive in many emerging and developing economies, could limit the effectiveness of such bank regulations. Secondly, capital regulation and private monitoring could be particularly useful for bank stability in emerging and developing economies with weak judicial efficiency (i.e. rule of law) and creditor rights. Given that legal systems are persistent to change, the adoption of more stringent capital regulation and regulation that induces private monitoring in such countries could promote bank stability. Finally, the absence of strong evidence that institutional quality conditions the negative effect of supervisory power on bank stability denotes that a potential source of this negative association could be the lack of access to regulatory resources and staff training. The natural logarithm of (ROA+EQAS)/SDROA, where EQAS is the capital to assets ratio, and SDROA is standard deviation of return on assets, and ROA is return on assets. A higher Z-score indicates a higher level of bank stability, while a lower value of Z-score indicates a higher level of insolvency risk.
Tables and Figures
BankScope
Bank regulations Official Supervisory power
Measure the degree to which country's bank supervisory agency has the authority to take specific actions. It is composed of the answers from specific survey questions: (1) Does the supervisory agency have the right to meet the external auditors about banks? (2) Are auditors required to communicate directly to the supervisory agency about elicit activities, fraud, or insider abuse? (3) Can supervisors take legal action against external auditors for negligence? (4) Can the supervisory authority force a bank to change its internal organization structure? (5) Are off-balance sheet items disclosed to supervisors? (6) Can the supervisory agency order the bank's directors or management to constitute provision to cover actual or potential losses? (7) Can the supervisory agency suspend the directors' decision to distribute (a) dividends, (b) bonuses, and (c) management fees? (8) Can the supervisory agency supersede the rights of bank shareholders and declare a bank insolvent? (9) Can the supervisory agency suspend some or all ownership rights? (1) Can the supervisory agency (a) supersede shareholder rights, (b) remove and replace management, and (c) remove and replace directors? The official supervisory index has a maximum value of 14 and a minimum value of 0, where larger numbers indicate greater power. 
Activities restrictions Measure the degree to which national regulations restrict banks from engaging in (1) securities activities, (2) insurance activities, and (3) real estate activities. More specifically, securities activities refer to securities underwriting, brokering, dealing, and all aspects of the mutual fund industry. Insurance activities involve insurance underwriting and selling. And real estate activities refer to real estate investment, development, and management. The index values for securities, insurance, and real estate range from 1 to 4, where larger values indicate more restrictions on banks performing each activity. In particular, 4 signifies prohibited, 3 indicates that there are tight restrictions on the provision of the activity, 2 means that the activity is permitted but with some limits, and 1 signals that the activity is permitted. The index ranges from 3 to 12 with higher values denoting more restrictions.
Bank Regulation and Supervision Database, World Bank; Barth et al.
Private monitoring Measure the degree to which regulatory and supervisory policies encourage the private monitoring of banks that builds on an array of individual questions contained in the survey. Specifically, the private monitoring index is composed of information on (1) whether bank directors and officials are legally liable for the accuracy of information disclosed to the public, (2) whether banks must publish consolidated accounts,
whether banks must be audited by certified international auditors, (4) whether 100 percent of the largest 10 banks are rated by international rating agencies, (5) whether off-balance sheet items are disclosed to the public, (6) whether banks must disclose their risk management procedures to the public, (7) whether accrued, though unpaid interest/principal, enter the income statement while the loan is still non-performing, (8) whether subordinated debt is allowable as part of capital, and (9) whether there is no explicit deposit insurance system and no insurance was paid the last time a bank failed. Thus, the maximum value of the private monitoring index is 12 and the minimum value is 0, where larger values indicate greater regulatory empowerment of the monitoring of banks by private investors.
Institutional Quality Characteristics
Control of corruption
The extent to which public power is exercised for private gain. Range -2.5 to +2.5. World Governance Indicators Rule of law
The extent to which agents have confidence in and abide by the rules of society. Range -2.5 to +2.5.
World Governance Indicators Political stability
The likelihood that the government will be destabilized or overthrown by unconstitutional or violent means. Range -2.5 to +2.5.
World Governance Indicators Creditor rights
The degree to which collateral and bankruptcy laws protect the rights of borrowers and lenders and thus facilitate lending. Range 0-10.
Doing Business
Information sharing Rules and practices affecting the coverage, scope and accessibility of credit information available. Range 0-6. The index is calculated by average scores for political rights and civil liberties. Political rights measure the levels of political party competition, actual rule, real power of other political parties and the present of minority groups in politics. Civil liberties measure the degree to which freedom of expression, assembly, education and religion is expressed and freedom of economic activities and the fairness of legal system. Values range from 1 to 7, a lower value indicates a higher level of political rights.
Control variables
Freedom House
Government Integrity Measures the levels of freedom of corruption in a country. The index is the average scores of six sub-factors: public trust in politicians, irregular payments and bribes, transparency of government policymaking, absence of corruption, perceptions of corruption, and governmental and civil service transparency. Range 0-100.
Heritage Foundation index
Property rights Measure of the extent to which a country's laws protect private property rights. Range 0-100.
Heritage Foundation index Legal structure
The average figure of three legal structure indices.
(1) Integrity of legal system which measures the strength and impartially of legal system and the observance of the law.
Fraser economic freedom index (2) Legal enforcement of contracts measures the time cost and monetary cost required to collect a clear-cut debt, (3) Reliability of police measures the reliability of police services to enforce law and order in a country. A higher value implies a stronger legal structure. Range 0-10. (1)- (10), the dependent variable is the natural log of the Z-score (Lnz-score). lnTA is the natural logarithm of bank total assets, ASTGR is the growth rate of a bank's assets, EQAS is bank capitalization, LOAN is loans to total assets, LLPL is the loan loss provisions, HHI is the HerfinfahlHirschman Index for bank industry concentration based on loans, CGOV is the corporate governance quality indicator, GDPG Notes: The table reports the effects of the interaction between institutional quality characteristics and private monitoring (PM) and activities restrictions (RES) on bank stability over the period between 2004 and 2013. In models (1)-(10), the dependent variables is the natural log of the Z-score (Lnz-score). lnTA is the natural logarithm of bank total assets, ASTGR is the growth rate of a bank's assets, EQAS is bank capitalization, LOAN is loans to total assets, LLPL is the loan loss provisions, HHI is the Herfinfahl-Hirschman Index for bank industry concentration based on loans, CGOV is the corporate governance quality indicator, GDPG is GDP growth rate, GDPC is the natural logarithm of GDP per capita, INF is inflation rate, POL is political stability, CCOR is control of corruption, RL is rule of law, CR is creditor rights, IS is information sharing, CS is capital regulation, OP is official supervisory power, RES is bank activities restrictions, PM is private monitoring. ***, ** and * indicate 1%, 5% and 10% significance levels respectively. Robust standard errors are in parentheses. Notes: The table reports the results of the further analysis based on the disaggregation of z-score. Thus, the dependent variables are the three following: the negative of profit volatility (the negative of standard deviation of ROA) is the -lnSDROA, the return on assets (ROA), and equity over total assets EQAS. POL is political stability, COR is control of corruption, RL is rule of law, CR is creditor rights, IS is information sharing, CS is capital regulation, RES is activities restrictions, PM is private monitoring. All models include the standard control variables and the individual institutional quality variables as in Tables 3 and 4 . The models that the dependent variable is EQAS do not include EQAS as a control variable. ***, ** and * indicate 1%, 5% and 10% significance levels respectively. Robust standard errors are in parentheses. 
