Abstract-Carrier-sense multiple access/collision avoidance networks have often been analyzed using a stylized model that is fully characterized by a vector of back-off rates and a conflict graph. Furthermore, for any achievable throughput vector θ, the existence of a unique vector ν( θ) of back-off rates that achieves this throughput vector was proven. Although this unique vector can in principle be computed iteratively, the required time complexity grows exponentially in the network size, making this only feasible for small networks. In this paper, we present an explicit formula for the unique vector of back-off rates ν( θ) needed to achieve any achievable throughput vector θ provided that the network has a chordal conflict graph. This class of networks contains a number of special cases of interest such as (inhomogeneous) line networks and networks with an acyclic conflict graph. Moreover, these back-off rates are such that the back-off rate of a node only depends on its own target throughput and the target throughput of its neighbors and can be determined in a distributed manner. We further indicate that back-off rates of this form cannot be obtained in general for networks with non-chordal conflict graphs. For general conflict graphs, we nevertheless show how to adapt the back-off rates when a node is added to the network when its interfering nodes form a clique in the conflict graph. Finally, we introduce a distributed chordal approximation algorithm for general conflict graphs, which is shown (using numerical examples) to be more accurate than the Bethe approximation.
I. INTRODUCTION
C ONSIDER a carrier-sense multiple access (CSMA) network with collision avoidance (CA) where a group of nodes shares a single communication channel. Several nodes in such a network can transmit packets simultaneously, but whenever two (or more) transmissions interfere with each other a collision takes place, which typically results in a failed transmission. As such nodes in a CSMA network try to avoid collisions by sensing the channel before packet transmission. If the channel is sensed busy, a node postpones its transmission attempt for some time.
An often studied model for CSMA/CA networks is the so-called ideal model [1] - [10] . The ideal CSMA/CA model considers a network with a fixed set of n nodes 1 and is fully characterized by a fixed conflict graph G and a fixed vector of back-off rates ν = (ν 1 , . . . , ν n ). The conflict graph G identifies the pairs of nodes that interfere with each other, while the vector (ν 1 , . . . , ν n ) determines the mean time that the nodes have to sense the channel idle before they are allowed to start a transmission.
One of the key assumptions of the ideal CSMA/CA model is that sensing is instantaneous, which implies that collisions cannot occur (as the probability that two nodes start transmitting at exactly the same time is zero). Another important assumption is that each of the n nodes always has packets ready for transmission, that is, the network is assumed to be saturated. Further perfect sensing and packet transmission is assumed. While these assumptions clearly do not hold in practice, this model was shown to predict the throughput of real CSMA/CA based ad-hoc networks in a surprisingly accurate manner in some cases [9] (especially when the maximum contention window is large). Further, networks with saturated users can be used to study the stability of networks with unsaturated users that behave in a greedy manner, i.e., that transmit a dummy packet whenever their buffer is empty.
While the product form solution for the steady state probabilities of the ideal CSMA/CA model has been established long ago [1] and the set Γ of achievable throughput vectors θ = (θ 1 , . . . , θ n ) has been identified in [5] , very few explicit results are available on how to set the back-off rates ν to achieve a given vector θ ∈ Γ (where Γ clearly depends on the conflict graph G). In [8] an explicit formula was presented to achieve fairness in a line network where each node interferes with its β left and right nodes. More recently, by relying on some existing results in statistical physics, explicit formulas for the back-off vector needed to achieve a given throughput vector were presented in case the conflict graph is a tree [10] . The existence of a unique vector of back-off rates for each achievable throughput vector was proven in [7] , where iterative algorithms to compute this unique vector were discussed. While these iterative algorithms are guaranteed to converge, computation times can easily become prohibitive as they grow exponentially in the network size.
The main objective of this paper is to identify the set of conflict graphs G for which simple explicit expressions can be obtained for the vector of back-off rates ν that achieves a given throughput vector θ ∈ Γ. We show that an explicit expression can be obtained for any chordal conflict graph, thereby generalizing existing results for line networks and networks that have a tree as a conflict graph. In fact we present two explicit expressions for the required back-off rates: one based on a clique 2 tree and one that relies on a perfect elimination ordering of G. Somewhat surprisingly these explicit expressions are such that the back-off rate ν i of node i only depends on its own target throughput θ i and the target throughput of its neighbors in the conflict graph G.
We also explore whether such explicit expressions can be obtained for non-chordal conflict graphs and show that even in the simplest case (a ring network of size 4), this is no longer the case. We do however prove a property on how to adapt the back-off rates when adding a node in a particular manner to a general conflict graph and this property also explains why explicit expression can be obtained for chordal conflict graphs. Further we also look into the possibility of defining a chordal approximation for networks with non-chordal conflict graphs and propose a distributed chordal approximation that is more accurate than the Bethe approximation (for the numerical experiments conducted).
The paper is structured as follows. In Section II we give a detailed description of the ideal CSMA/CA model under consideration. In Section III we briefly discuss the case of acyclic conflict graphs and (inhomogeneous) line networks. Section IV contains the main results of the paper and presents explicit expressions for the back-off rates when the conflict graph is chordal. In Section V we explore the possibility of defining chordal approximations for general conflict graphs. Some results for non-chordal conflict graphs are presented in Section VI. Finally, related work is discussed in Section VII and conclusions are drawn in Section VIII.
II. MODEL DESCRIPTION
Consider a network consisting of n nodes that is fully characterized by a vector of back-off rates (ν 1 , . . . , ν n ) and an undirected conflict graph G = (V (G), E(G)), with V (G) = {1, . . . , n}. A node is either active or inactive at any point in time. The conflict graph G specifies which pairs of nodes cannot be simultaneously active, that is, nodes i and j cannot be active simultaneously if and only if (i, j) ∈ E(G). When a node becomes active, it remains active for some time before becoming inactive again. An inactive node can only become active if none of its neighbors in G are active. When a node becomes inactive it starts a back-off period. As soon as one of the neighbors of an inactive node in G becomes active, the back-off period of the inactive node is frozen and resumes when all of its neighbors are inactive again. A node becomes active when its back-off period ends.
If the duration of the active period is exponential (with mean 1) and the back-off period is exponentially distributed with mean 1/ν i for node i, it is well-known [1] that this network evolves as a reversible Markov chain on the state space 2 A clique in a graph is a subset of nodes such that its induced subgraph is complete.
where node i is active in state (z 1 , . . . , z n ) if and only if z i = 1. The steady state probabilities π( z), with z = (z 1 , . . . , z n ) of this Markov chain are given by
where
is the normalizing constant. Clearly, the throughput θ i of node i can be expressed as
π( z),
In [5] the set of achievable throughput vectors θ = (θ 1 , . . . , θ n ) was shown to equal
In other words, a throughput vector θ is achievable if and only if it belongs to the interior of the convex hull of the set Ω. Further, for each achievable vector θ ∈ Γ there exists a unique vector ν = (ν 1 , . . . , ν n ) of back-off rates that achieves θ [7] . If the duration of an active period follows a phase-type distribution, 3 one obtains a somewhat more complicated Markov chain. However given that the mean of this distribution is 1, one can show that all the nodes have the same throughput as in the exponential case [1] . The same is true if we additionally replace the exponential back-off period by one with a phase type distribution (with the same mean), irrespective of whether a node freezes its the back-off period when a neighbor becomes active [6] . If the back-off period is not frozen and expires when a neighbor is active, the node simply starts a new back-off period. In short, the model considered in this paper is not restricted to exponential back-off periods and activity periods.
III. SOME SPECIAL CASES Before presenting the general result for chordal conflict graphs in the next section we discuss some special cases first, that is, we first discuss acyclic conflict graphs, homogeneous and inhomogeneous line networks. One way to see that these are special cases is to note that the conflict graph of a homogeneous line network belongs to the class of K-trees 4 (with K = β), while the one of an inhomogeneous line network belongs to the class of interval graphs. 5 Further, acyclic graphs are 1-trees and any K-tree or interval graph is chordal. 3 The class of phase-type distributions is dense in the class of positive valued distributions. 4 Any K-tree can be obtained by starting with the complete graph with K + 1 nodes and subsequently adding nodes one at a time by connecting a node to a clique of K nodes. 5 For any interval graph one can associate a set of consecutive integers to each node such that two nodes are adjacent if and only if their corresponding sets of consecutive integers intersect.
A. Acyclic Conflict Graphs
In this section we introduce an explicit formula to set the back-off rates to achieve a given achievable target throughput vector θ = (θ 1 , . . . , θ n ) in a network consisting of n nodes provided that its conflict graph G = (V (G), E(G)) is acyclic, that is, it is a tree (as we assume interference is symmetric, meaning G is undirected).
Let N i be the set of neighbors of i in G and define ν tree i
for i = 1, . . . , n. It is worth noting that the rate ν tree i ( θ) is fully determined by the target throughput θ i and those of its neighbors, meaning to set its back-off rate it suffices for a node to know the target throughput of the interfering nodes. A direct proof of the following theorem is given in Appendix VIII: (3) .
Remarks:
1) The back-off rates given by (3) were independently introduced in [10, eq. 6] as the Bethe approximation for the CSMA stability problem. In [10] the problem of finding the required back-off rates to achieve a given throughput vector θ is restated as a problem of minimizing the Gibbs free energy (GFE). The minimizer of the GFE is subsequently approximated by the minimizer of the Bethe free energy (BFE) and the rates in (3) are shown to be a minimizer of the BFE. When the conflict graph is acyclic the BFE and GFE coincide, as such the result in Theorem 1 also follows from [10, Sec. III.C].
2) When
which is a generalization of [11, p. 383] , where a system is considered that has an acyclic conflict graph where all the non-leaf nodes have r neighbors.
3) The conditionT < 1 is clearly a necessary condition for θ to be achievable. It is also sufficient as (ν tree 1 ( θ), . . . , ν tree n ( θ)) is a well-defined back-off vector that achieves these throughputs. In other words the set of achievable throughput vectors Γ, defined in (2) , is given by
B. Line Networks
The aim of this section is to show that in a line network consisting of n nodes with an interference range of β, any given achievable target throughput vector θ = (θ 1 , . . . , θ n ) is achieved if and only if the back-off rate of node i is set equal to
, (4) for i = 1, . . . , n.
The rate ν line i ( θ) is fully determined by θ i−β , . . . , θ i+β , that is, by the target throughput of its interfering nodes (as in the acyclic case). Further note that β = 1 is the only case for which the corresponding conflict graph is acyclic as for β > 1 nodes 1 to β + 1 form a clique in the conflict graph. A direct proof of the next theorem is presented in Appendix VIII: (4) .
This result is equivalent to [7, Proposition 3] which is a restatement of the main result in [8] .
2) The condition T < 1 is a necessary and sufficient condition for the vector θ to be an achievable throughput vector, that is, Γ defined in (2) can be written as
3) While Theorem 2 applies only to line networks, it can be readily used to obtain results for networks obtained by replacing node i by a clique consisting of k i nodes, for i = 1, . . . , n, where we assume that the nodes part of clique i interfere with all the nodes part of the next and previous β cliques. Indeed, for the nodes part of clique i it makes no difference whether the other cliques consist of a single or multiple nodes as long as the sum of their back-off rates remains the same. Hence, if we replace node i by k i nodes, then all nodes achieve a throughput of γ < 1/K, with 
, due to Theorem 2.
C. Inhomogeneous Line Networks
The line networks considered so far can be generalized by relaxing the requirement that each node interferes with the previous (and next) β nodes. More specifically, let β = (β 1 , . . . , β n+1 ) be a vector with β 1 = β n+1 = 0, β i > 0 
In other words, the (undirected) conflict graph is connected and node i interferes with the previous β i nodes (and potentially with some of the next nodes). The requirement that β i+1 ≤ β i + 1 indicates that node i + 1 cannot interfere with some node j < i if node i did not interfere with node j. Hence, this requirement guarantees that the nodes {i − β i , . . . , i} form a clique of size β i + 1 in G( β). Remark that the line networks considered in the previous section correspond to the case
Based on the vector β we construct an ordered set of m = |{i|β i ≥ β i+1 }| cliques denoted as K 1 , . . . , K m . These m cliques are the maximal cliques of G( β) in the sense that for any K j there is no larger clique in G( β) that contains K j . Indeed, if β i ≥ β i+1 , then the nodes {i − β i , . . . , i} form a maximal clique. We order these m maximal cliques such that min s∈Ki s < min s∈Ki+1 s, for i = 1, . . . , m − 1.
Consider the example in Figure 1 where n = 9 and β = (0, 1, 1, 2, 1, 2, 3, 2, 2, 0). In this example the ordered list of
. Finally, let f (i) and l(i) denote the index of the first and last maximal clique in which node i appears, respectively. In the example above we have f (2) = 1, l(2) = 2, f(5) = l(5) = 3, f (7) = 3 and l(7) = 5.
We are now in a position to define the rates ν iline i
( θ) for any achievable throughput vector θ = (θ 1 , . . . , θ n ) as follows:
for i = 1, . . . , n. In order to set its back-off rate equal to ν iline i ( θ) node i needs to know the target throughput of its interfering nodes as well as the exact composition of the maximal cliques it belongs to. Example of a chordal graph G with n = 11 nodes (left) and one of its clique trees (right). This graph contains 6 maximal cliques
conflict graph G( β) matches θ i if and only if the back-off rates are set according to (5) .
While this results can be proven by induction similar to the proof in Appendix B, we skip this proof as the result also follows from Theorem 4 presented in the next section by noting that any generalized line network has a chordal conflict graph G and
IV. CHORDAL CONFLICT GRAPHS
In this section we present the main result of the paper that unifies Theorem 1 and 2 as we present explicit formulas for the back-off rates needed to achieve any achievable target throughput vector when the conflict graph G is chordal.
is one in which all cycles consisting of more than 3 nodes have a chord. A chord of a cycle is an edge joining two nonconsecutive nodes of the cycle. In other words, a chord is an edge that is not part of the cycle, but that connects two nodes belonging to the cycle. A graph is chordal if and only if it has a perfect elimination ordering [12] , which is an ordering of the nodes of the graph such that, for each v ∈ V (G), v and the neighbors of v that occur after v in the order form a clique. We will make use of this perfect elimination order further on, but present our main result using so-called clique trees first.
Let
is a tree in which the nodes correspond to the maximal cliques and the edges are such that for any two maximal cliques K and K the elements in K ∩K are part of any maximal clique on the unique path from K to K in T . The latter can be restated by demanding that the subgraph of T induced by the maximal cliques that contain the node v is a subtree of T for any v ∈ V .
An example of a chordal graph G and possible clique tree T is given in Figure 2 . In this example several clique trees exist (e.g., replacing the edge between K 4 and K 5 by an edge between K 5 and K 6 also produces a clique tree). One can show that a graph G is chordal if and only if it has at least one clique tree (see [12, Th. 3.1] ). A clique tree T of a chordal graph can be constructed in linear time (by first computing a perfect elimination ordering, see Section IV-B) and contains at most V (G) nodes.
A. Clique Tree Representation
In this section we prove that if θ is an achievable throughput vector for a network with a chordal conflict graph G, we achieve θ if and only if the back-off rates ν i ( θ) are given by
for i = 1, . . . , n, where T = (K G , E) is a clique tree of G. For instance, for the example in Figure 2 we have
as node 2 belongs to K 1 = {1, 2} and K 3 = {2, 3, 7, 8} and
Remarks:
1) It may appear that the above rates depend on the clique tree T that is used, as a chordal graph does not necessarily have a unique clique tree. However, if E is the edge set of any clique tree T of G, then [12, Th. 4.2] indicates that the multiset {K ∩ K |(K, K ) ∈ E} is the same for every clique tree. As a result, we obtain the same rate ν i ( θ) regardless of the clique tree used.
2) As for the acyclic and generalized line networks, the rate ν i ( θ) only depends on the target throughputs θ i ∪{θ s |s ∈ N i }. In other words the throughputs of the non-interfering nodes have no impact on ν i ( θ).
Lemma 1: Consider a network that has a chordal conflict graph
Let Z V l ( θ) be the normalizing constant for the network consisting of the nodes in V l only given that the back-off rate of node i is set according to (6) for i = 1, . . . , n. Then we have
where g X ( θ) = 1 − s∈X θ s . Proof: By [12, Lemma 4], we have that S, V l and V m form a partition of V (G). Let T be a clique tree, i ∈ V (G) and T i = (V (T i ), E(T i )) the graph induced by the cliques that contain i. Clearly, T i is a subtree of T (otherwise T is not a clique tree). Let i ∈ V l , meaning there is some K ∈ K l such that i ∈ K. Assume that i ∈ K with K ∈ K m , which implies that (K l , K m ) must be on the path from K to K . However, this means that i ∈ S, which cannot be the case by definition of V l . As a result, we may conclude that V (T i ) ⊂ K l .
We now prove the result by induction on |K l |.
as K l is the union of the disjoint sets V l and
For |K l | > 1, we introduce the following notations. Let N K be the neighbors of K ∈ K G in T and W i be the subset of E holding the edges that connect a maximal clique that contains i with one in K l that does not, that is,
We now use the fact that at most one node can be active simultaneously in the set V l ∩ K l to argue that
where V j and V w are defined as
Further, the sets V j are pair-wise disjoint (as are the sets V w ) allowing us to take the products of the normalizing constants. By induction and due to V (
which completes the proof. For instance, for the example in Figure 2 if we let
and the above lemma states that
Lemma 2: Consider a network that has a chordal conflict graph G. Let Z n ( θ) be the normalizing constant for the network given that the back-off rate of node i is set according to (6) 
Proof: Let K m be a leaf in the clique tree T = (K G , E) and (K l , K m ) ∈ E. Clearly Z n ( θ) can be written by separating the terms where one of the nodes in K m is active and those where these nodes are silent. By using similar reasoning than in Lemma 1, we get (6) .
This yields
Proof: The proof follows from Lemma 1 and 2 by noting that the throughput of node i can be written as
as before.
Remarks: 1) Theorem 4 implies that Γ, the set of achievable throughput vectors defined in (2), can be expressed as
Hence, (6) can be applied for any achievable throughput vector when the network has a chordal conflict graph.
2) It is easy to see that (6) coincides with (5) in case the network is a generalized line network as T = (K G , E) with + 1)|j = 1, . . . , m − 1} , is a clique tree (in fact, it is the unique clique tree). If the conflict graph is acyclic (6) reduces to (3) as the maximal cliques correspond to the edges E(G) and the subgraph of T induced by the maximal cliques that contain i ∈ V (G) forms a subtree T i of T (as otherwise T is not a clique tree). The subtree T i contains exactly |N i | − 1 edges (K, K ) ∈ E and K ∩ K = {i} for these edges.
3) Let k i be the number of nodes in T i (the subtree of T induced by the cliques containing i) and k i,j with j ∈ N i the number of nodes of the subtree induced by the cliques containing both i and j. As θ ↓ 0 we have
which is in agreement with the light-traffic approximation for general conflict graphs in [7, Proposition 2] .
B. Perfect Elimination Ordering Representation
In this subsection we show that the back-off rates as specified by (6) can also be obtained using Algorithm 1 if the network has a chordal conflict graph G. The first step of this algorithm exists in determining a perfect elimination ordering of G, which can be achieved in O(|V (G)| + |E(G)|) time by relying either on the lexicographic breadth-first search algorithm [14] or on the maximum cardinality search (MCS) algorithm introduced in [15] . The MCS algorithm determines the perfect elimination ordering by picking α(n) at random and subsequently determines α(i) by selecting the node with the most neighbors in {α(i + 1) , . . . , α(n)}, breaking ties arbitrarily. For instance, for the example in Figure 2 the perfect elimination order (9, 11, 10, 6, 5, 4, 8, 7, 3, 2, 1) can be obtained in this manner.
After determining this ordering Algorithm 1 operates such that after executing the main for loop from n − 1 down to j, the rates ν i ( θ) are such that the throughput of node α(i), for i ≥ j, is θ i if we consider the network consisting of the nodes α(j), . . . , α(n) only. In other words, if we extend the network consisting of the nodes α(i + 1), . . . , α(n) by node α(i), it suffices to adapt the rate of all the neighbors of α(i) in the set {α(i + 1), . . . , α(n)}, which is denoted as M α(i) , by the same factor and to set the rate of α(i) as if it is part of a complete conflict graph consisting of the nodes {α(i)}∪M α(i) only.
Algorithm 1
Determine a perfect elimination ordering of G for i = 1 to n do Let α(i) be the node in position i in this order;
θs ; end end
The outcome of Algorithm 1 can be expressed as follows:
where N + i = N i ∪ {i} and ν α(i) ( θ) is the required backoff rate for the node in position i in the perfect elimination ordering.
Proposition 1: The back-off rates specified by (9) are equal to (6) irrespective of the perfect elimination ordering used.
Proof: We start by defining a set of n trees recursively, such that tree T (j) α is a clique tree for the graph G
be a tree consisting of a single node labeled {α(n)}, clearly this is a clique tree for the graph G 
, in which case we obtain a clique tree T We now show that the ν i ( θ) values obtained by Algorithm 1 after executing the main for loop down to j are equal to
for i ∈ {α(j), . . . , α(n)}, which suffices to prove the proposition as T (1) α is a clique tree for G. For j = n this is true as
after executing the main for loop down to j + 1.
and the other rates remain the same. By construction of T
are the same, while the clique
When
, except that it contains an extra node K = M α(j) ∪ {α(j)} and edge (M α(j) , K ), which yields (10) .
Finally, by construction of T
(j)
α , it is easy to see that x
C. Distributed Algorithm
Algorithm 1 can be used to determine the back-off rates in a centralized manner. In this section we indicate that a node can determine its back-off rate obtained by Algorithm 1 in a fully distributed manner with limited message passing. More specifically, it suffices for node i to discover its set of neighbors N i in the conflict graph G, their target throughputs {θ j |j ∈ N i } as well as the set of neighbors N j for each j ∈ N i . With this information node i can construct the subgraph G[N The rate of node i is initially set equal to
This rate is updated whenever we encounter a node j ∈ N i that appears before node i in the peo. When encountering such a node, the rate of node i is multiplied by (1− s∈Mj θ s )/(1− θ j − s∈Mj θ s ) when running Algorithm 1 on G and by
As j appears before i and j is a neighbor of i, all the nodes appearing after j that belong to N j are also neighbors of i (otherwise the order is not a peo). In other words all the nodes in M j are also part of G[N
V. CHORDAL APPROXIMATIONS
The purpose of this section is twofold. First, using 2 arbitrarily chosen chordal conflict graphs with 100 nodes, we confirm the correctness of our main result by simulation. Second, we investigate the possibility of using our main result to construct approximate back-off rates for general conflict graphs.
The first of the 2 randomly chosen examples (see Figure 3) contains 70 maximal cliques, the largest one containing only 7 nodes. The nodes have on average 2.58 conflicting nodes, while node 99 has 51 conflicts. We simulated the corresponding Markov chain up to time t = 10 7 using (9) such that the target throughput of each link matches 1/20. The lowest and highest observed throughputs, computed as the number of packets transmitted divided by t, among the 100 nodes were 0.04983 and 0.05014, respectively. Note that we selected 1/20 as higher values require higher back-off rates which slows down the convergence of the Markov chain to its steady state. For instance, if we aim at a fair throughput of 1/8, the back-off rate of node 99 should be set equal to 3038765625/131072 ≈ 23184 according to (9) , meaning node 99 will have periods were it can transmit many packets in a row, followed by long periods of inactivity.
The second size 100 conflict graph considered is of a different nature (see Figure 3) as it is more dense than the first, it contains 79 maximal cliques, where the largest one has size 23. Simulating the Markov chain (up to time t = 10 7 ) with the target throughput of each node set to 1/50 resulted in a lowest and highest observed throughput of 0.01990 and 0.02012, respectively. An interesting question at this point is whether we can define a chordal approximation for the rates ν i ( θ) when the conflict graph G is not chordal. To study the accuracy of the proposed approximations we considered a class of conflict graphs obtained by placing a set of n nodes in a random manner in a square of size 1 and assumed that node i and j are in conflict when the Euclidean distance between node i and j was below some threshold R, e.g., 0.2 (see Figure 4) . For the experiments conducted we considered cases with n = 50 and n = 100 nodes.
A first option is to note that any graph has a chordal completion, that is, we can make any graph G chordal by adding a set E of edges to G. While the problem of finding the set E of minimal cardinality (known as the minimum fill) or the set E that minimizes the size of the maximum clique (known as minimum treewidth) are NP-complete [16] , the former can be approximated using a simple minimum degree heuristic [17] . For instance, when applied to the conflict graph in Figure 4 , the set E contains 273 edges, which indicates that the conflict graph is far from being chordal. The general observation of these experiments was that the chordal completion approximation is far less accurate than the earlier mentioned Bethe approximation. The main reason is that the degree of some nodes is substantially larger in the chordal completion and therefore the approximation suggests to use back-off rates that are much larger than what is needed in the original network.
We should note that the minimum degree heuristic of [17] does not necessarily produce a set E that is minimal and efficient algorithms that can reduce E to a minimal set have been developed. Hence, we could apply one of these algorithms to reduce E to a minimal set E , such that (V (G), E(G) ∪ E ) is chordal. This should improve the accuracy of the chordal completion approximation. However, experiments in [18] have shown that the minimum degree heuristic often produces sets E that are nearly minimal and as such the improvement is likely to be very minor.
Another manner to construct a chordal approximation exists in constructing a chordal subgraph of G and using the back-off rates of the subgraph in the original network. For this purpose we can rely on the MAXCHORD algorithm introduced in [19] (see Algorithm 2). This algorithm is a variation on the MCS algorithm discussed earlier, which given a graph G, computes a maximal chordal subgraphG = (V (G),Ẽ) withẼ ⊂ E(G).
Algorithm 2 MAXCHORD Algorithm of [19]
Input: A general conflict graph G = (V, E) Output: A maximal chordal subgraphG = (V,Ẽ) and
Go to line 6; end As the node v 0 in line 5 we selected a node of maximum degree and the same was done on line 11 of the algorithm when breaking ties.
Numerical experiments indicated that the chordal subgraph approximation is a lot more accurate than the chordal completion approximation, but is still less accurate compared to the Bethe approximation. The inaccuracy is caused by the fact that some nodes use back-off rates that are too small, leading to a throughput below target, as they have more conflicting nodes in the original network than in the chordal subgraph. Further, both the chordal completion and subgraph approximations do not have an obvious distributed implementation.
The solution in developing a more accurate and distributed chordal approximation exists in letting node i determine its back-off rate by computing a maximal chordal subgraph
, the subgraph of G induced by N + i , and computing its rate using Algorithm 1 on G i . To determine the subgraph G i node i runs the MAXCHORD algorithm of [19] Algorithm 2) . We refer to this approximation as the local chordal subgraph (LCS) approximation. When the graph G is chordal this distributed algorithm corresponds to the distributed algorithm of Section IV-C (as MAXCHORD determines a maximal chordal subgraph) and is therefore exact.
Note the Bethe approximation corresponds to using the subtree consisting of the edges (i, j) with j ∈ N i , instead of the maximal chordal subgraph G i and applying Algorithm 1 on this subtree. As such the local chordal subgraph approximation takes more conflicts of G into account and can be expected to be more accurate than the Bethe approximation. This was confirmed using numerical experiments. In Table I we show the average relative deviation from the target throughout observed in a simulation run of length 10 7 for the LCS and Bethe approximation. We considered three different conflict graphs each with 100 nodes with varying values for the interference threshold R and the target throughput θ i , resulting in a total of 15 setups.
VI. BEYOND CHORDAL GRAPHS
In this section we indicate that obtaining a simple closed form expression for the back-off vector that achieves a given achievable throughput vector θ appears problematic when the conflict graph G is not chordal. For this purpose we first consider the smallest non-chordal graph, that is, a ring network consisting of 4 nodes (see Figure 5 ). In this particular case it is still possible to obtain a closed form expression for the backoff rates ν i ( θ), but the expression does not appear to have a very elegant form. More importantly, this expression shows that the back-off rate of a node no longer solely depends on its own target throughput and the target throughput of its neighbors in G, as demonstrated in Figure 6 . This figure illustrates that the required back-off rate of node 3 decreases from 3/4 to 1/ √ 2 as θ 1 increases from 0 to 1/4, while the target throughput of nodes 2, 3 and 4 is fixed at 1/4 and node 1 and 3 do not interfere.
The second example consists of a ring network with 4 nodes that is extended by a fifth node that interferes with nodes 3 and 4 (see Figure 7) . What is worth noting here is that ((θ 1 , . . . , θ 4 ) ) the back-off rate needed to achieve the throughput vector  (θ 1 , . . . , θ 4 ) in the ring network consisting of nodes 1 to 4 only. One can show that ν 5 ((θ 1 , . . . , θ 4 ) ) for i = 1, 2 and
, for i = 3 and 4, achieves the vector θ. In other words, when we add node 5 to the ring network, we only need to adapt the rates of the interfering nodes 3 and 4 by the same factor and set the rate of node 5 as if it belongs to the complete conflict graph consisting of nodes 3, 4 and 5 only. The next theorem shows that this observation holds in general as it indicates that whenever we add a node labeled n+1 to a network with n nodes and conflict graph G such that the set of neighbors of n + 1 form a clique in G, it suffices to adapt the back-off rates of the neighbors of n+1 by a constant factor and to set the rate of node n + 1 in the appropriate manner. This theorem can also be used to prove the correctness of Algorithm 1 directly. 
Proof: Let Ω n be the state space of the Markov process corresponding to the network with n nodes and define Z 1:j as the normalizing constant of the network with back-off rates (ν 1 , . . . , ν n ) consisting of nodes 1 to j only and Z n = Z 1:n . Similarly defineZ 1:j andZ n+1 for the network consisting of n + 1 nodes with back-off rates (ν 1 , . . . ,ν n+1 ). As the nodes {k + 1, . . . , n} form a clique in G we have
as {k + 1, . . . , n + 1} is a clique inG and node n + 1 has no neighbors in {1, . . . , k}. Further, one easily checks that (11) for i > k, as the nodes {k + 1, . . . , n} form a clique. This yields
Assuming the back-off rates (ν 1 , . . . , ν n ) achieve throughput vector (θ 1 , . . . , θ n ) in G, we observe
We now show that the vector (ν 1 , . . . ,ν n+1 ) achieves throughput vector (θ 1 , . . . , θ n+1 ) inG. For i = 1, . . . , k and by separating the terms in which a neighbor of node n + 1 is active or not, we can express the throughput of node i inG as
Combined with (12) and (13) this implies that node i ∈ {1, . . . , k} has throughput θ i inG.
For i ∈ {k + 1, . . . , n} we immediately have due to (11) and (12) that the throughput of node i can be written as
which equals θ i . Finally, for i = n + 1 the throughput is given by
as {k + 1, . . . , n} is a clique. By (12) we observe that the expression for the throughput of node n + 1 inG simplifies to θ n+1 .
VII. RELATED WORK
The well-known product form to analyze the throughput of idealized CSMA/CA networks with a general conflict graph was first introduced in [1] , where its insensitivity with respect to the packet length distribution was also shown. Insensitivity with respect to the length of the back-off period was proven much later in [6] and [20] .
In [2] the fairness of large CSMA/CA networks was studied and for regular networks (lines and grids) conditions on when the unfairness propagates within the network were presented. The cause of unfairness in CSMA/CA networks was further analyzed in [3] , where the equality of the receiving and sensing ranges was identified as an important cause. Fairness in CSMA/CA line networks was also studied in [8] , where an explicit formula was presented to achieve fairness in a line network consisting of n nodes, where each node interferes with the next and previous β nodes. The existence of a unique vector of back-off rates to achieve any achievable throughput vector was established in [7] , which also discusses several iterative algorithms to compute this vector.
In [4] and [5] the set of achievable throughput vectors of an ideal CSMA/CA network was identified and a dynamic algorithm to set the back-off rates was proposed that was proven to be throughput-optimal. Generalizations of this algorithm in a setting with packet collisions were considered in [21] . An simple approximate algorithm to set the back-off rates to achieve a given target throughput vector that requires only a single iteration was presented in [10] .
Several generalization of the ideal CSMA/CA model have been studied. These include linear networks with hidden and exposed nodes [22] , single and multihop networks with unsaturated users [23] and networks relying on multiple channels [24] , [25] , where it should be noted that the stability conditions for the unsaturated network presented in [23] are not valid in general [26] .
Another line of related work, inspired by maximum weight scheduling [27] , considers adapting the transmission lengths based on the current queue length of a node [28] , [29] , that is, backoff periods and packets have mean length 1 and after a backoff period or packet transmission a node transmits a packet with some probability that depends on a weight function of its queue length (provided that its neighbors are sensed silent). The main observation was that a slowly changing weight function is necessary for stability and among such functions a slower function leads to a more stable network at the cost of increased queue-sizes (and delay). Other queue-length based CSMA/CA algorithms that were shown to be throughput-optimal in some setting include [30] , [31] .
While throughput-optimality is very desirable, some of these queue-based algorithms have poor delay characteristics [32] , which resulted in the design of (order) delay optimal CSMA algorithms [33] , [34] . Finally, there is also a large body of work on CSMA/CA networks in the context of 802.11 networks that was initiated by the seminal work in [35] , which we do not discuss here.
VIII. CONCLUSIONS
In this paper we presented closed-form expressions for the back-off vector needed to achieve any achievable throughput vector in an ideal CSMA/CA network with a chordal conflict graph. These expressions are such that the back-off rate of a node only depends on its own target throughout and the target throughput of its neighbors. We further indicated that expressions of this type cannot be obtained even for the simplest non-chordal graph (that is, a ring of size 4).
We also briefly explored the possibility of defining chordal approximations for the back-off rates for a general conflict graph. To this end we introduced a distributed approximation algorithm called the local chordal subgraph approximation and observed that it provides more accurate results than the Bethe approximation proposed in [10] . We note that the Bethe approximation is only one of many free energy approximation studied in statistical physics. Ongoing work includes developing more complex free energy approximations for CSMA networks and studying their relation with the results presented in this paper.
separating the terms with l inactive and active we have
By induction, we have
, and similarly one finds
.
Therefore, by (16)
To prove the expression for Z tree n ( θ) assume without loss of generality that n has only one neighbor, say l. Define I = {1, . . . , n − 1}, let l 1 , . . . , l |N l |−1 be the neighbors of l excluding n and I(l s ) as the connected component containing l s after removing the edge (l, l s ) from G. Then by separating the terms with node n inactive and active and relying on the expression for Z i and let i s,1 , . . . , i s,|Ni s |−1 be the   neighbors of i s excluding i, for s = 1, . . . , |N i |. Let I(i s,t ) be the connected component containing i s,t when the edge (i s , i s,t ) is removed from G. Due to the product form in (1) and Lemma 3 the throughput of node i can be written as 
