Recent advances allow for the construction of filters with precisely defined frequency response for use in Raman chemical spectroscopy. In this paper we give a probabilistic interpretation of the output of such filters and use this to give an algorithm to design optimal filters to minimize the mean squared error in the estimated photon emission rates for multiple spectra. Experiments using these filters demonstrate that detecting as few as ∼10 Raman scattered photons in as little time as ∼30 µs can be sufficient to positively distinguish chemical species. This speed should allow "chemical imaging" of samples.
INTRODUCTION
Rapid identification and quantification of chemical species in complex mixtures is important in a diverse array of fields, including medicine and biology, pharmacy, counterfeit detection, and national security. A central question in this field is how best to take measurements (subject to specified constraints) to minimize uncertainty in the estimate of a quantity of interest. In this paper, we focus on the selection of optimal filters and measurement times to minimize the error in estimating photon emission rates associated with various chemical species to determine chemical identities and recover concentrations. Although our focus here is on Raman scattering, the underlying ideas apply to optimal measurements more broadly, including light scattering, reflectance, and nonlinear optics-based chemical and materials analysis.
Conventional optical array (e.g., CCD) based spectrometers disperse light of different wavelengths onto N separate detectors in order to measure a spectrum (here N is typically 100 or more). While this approach is advantageous for many applications, it has important drawbacks in the low-signal regime because of the inherent read noise associated with CCD measurements. For example, if we assume that over a fixed time period a given chemical species emits ∼100 photons distributed over ∼100 CCD pixels, then the resulting signal at each pixel would be well below the typical CCD read noise of a few counts per pixel. Nevertheless, with full spectral information, multivariate statistical techniques can be employed to address problems requiring component classification, calibration, and hyperspectral imaging. In particular, these techniques have shown much promise in the problem of spectral unmixing: i.e., estimating chemical composition from a combined spectrum using the spectroscopic signatures of various constituents.
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In contrast, several previous studies have shown that chemometric techniques could be incorporated directly into the optical measurement process by using either static optical interference filters, 7 or tunable liquid crystal [8] [9] [10] or micromirror [11] [12] [13] [14] [15] based multivariate optical elements built into the spectrometer hardware. The general principle of these filters is to combine photons of various frequencies in a prescribed way in order to facilitate the estimation of a quantity of interest. The versatility of the tunable multivariate optical element permits these instruments to function as generalized spectrometers, capable of either full spectral acquisition or compressive detection using programmable optical filter functions.
In this paper we consider the problem of selecting optimal filters for the so-called "supervised spectral unmixing problem." That is, we assume that we have a mixture of a relatively small set of known component species and that the full spectrum of each possible component is known. The goal then is to estimate the concentration of each species in the sample. In fact, we don't estimate concentration directly but rather estimate the rate of photons emission from a given species and assume that concentration can be calculated from this value. We assume that there is only a single photon counting device with no read noise (this is essentially true for high-quality photomultiplier tubes) and that a single filter can modulate and combine photons of various frequencies subject to specified constraints (more precise statements appear later). We look for multiple filters, applied sequentially for variable times, to estimate the emission rates associated with each possible component of the sample. As will be explained, the mean-square error for a given set of filters decays in inverse proportion to the total measurement time, so we assume a unit total time constraint. The objective is to minimize the expected mean square error between estimated and true emission rates.
Our main results are 1. For a number of filters equal to a small number of possible components, the optimal filters for this problem are nearly binary; i.e., apart from a small number of frequencies in each filter, the photons of a given frequency are either all counted or not counted at all.
2. The problem of selecting optimal filters for a small number of components can be decomposed into a low-dimensional nonlinear optimization coupled with a high-dimensional linear programming problem.
The problem of finding optimal filters as described above falls squarely into the subfield of statistics known as Design of Experiments, specifically with so-called linear models. A mathematical summary of the results in the field as of 1993 is given by Pukelsheim.
16 Because our data are fundamentally photon counts, modeled by Poisson random variables whose variances equal their means, our problem does not fit precisely into the framework he develops, but we adopt his point of view in what follows.
Bioucas-Dias and Plaza
4 and Keshava 5 give very general introductions to the problem of supervised spectral unmixing. Work more closely related to ours also uses a Poisson model (with additional error terms) but assumes full spectrum measurements and hence does not consider the choice of optimal filters for multiplex measurements. 1, 17 Another related paper considers the problem of parameter estimation from Poisson observations in the case that there are more parameters than measurements.
6 This latter paper also includes an informative discussion on other approaches to Poisson estimation.
We note here that the advantages of our compressive detection strategy are primarily restricted to the low signal regime with a relatively small number of component species. A conventional CCD detection scheme may be preferred under high signal conditions (under which read and dark noise do not significantly affect the spectral signal-to-noise ratio) or in cases in which the number of filters required is too large to be practical.
PROBLEM FORMULATION
We assume our sample consists of a mixture of n chemical species S j , j = 1, . . . , n; after excitation with a laser, the jth species S j gives off a stream of photons modeled as a Poisson process, a stream that hits our detector at a rate Λ * j photons per second. Here Λ * is a (column) vector of mean photon emission rates of all chemical species S j under consideration.
Each photon in the stream of photons given off by the jth species S j has an energy that falls into one of N bins, and P is a matrix that describes this energy distribution: P ij is the probability that a photon from the photon stream given off by S j has an energy that falls into the ith energy bin. (In other words, the jth column of P is the spectrum of S j , normalized to have area 1.) Thus the stream of photons with energies that lie in the ith energy bin from all chemical species hits our detector at an average rate (P Λ * ) i , the ith component of the vector P Λ * . Hence we assume that the number of photons measured in bin i for time τ is a Poisson random variable with mean and variance both equal to τ (P Λ * ) i . We assume that the columns of P are linearly independent.
When using a charge-coupled device (CCD) to estimate photon rates, one can measure simultaneously the number of photons hitting each of the N receptor bins over the same period of time of length τ . The randomness of the Poisson counts in each bin can be interpreted as noise, called shot noise (e.g., [18, §5.5] ). But for CCD receptors, there is further noise associated with each measurement, so-called read noise, which can reasonably be modeled as Gaussian with mean 0 and fixed variance σ 2 ; this noise is independent of the number of photons hitting each bin of the detector.
For measurements using optical filtering devices (OFD), we assume that we make m independent measurements, with m ≥ n, and that in the jth measurement the probability of detecting a photon with energy falling in the ith bin is given by F ij , where 0 ≤ F ij ≤ 1. A value of F ij = 1 means a complete pass-through to the detector of photons of energy i in the jth experiment, while F ij = 0 means a complete blockage of photons with this energy. We assume that in the jth experiment, we note the aggregate count of photons hitting the receptor with all energies for a period of time τ j ; thus, this count can be modeled as a Poisson random variable with mean τ j i,k F ij P ik Λ * k . If we denote by T the matrix with the values τ i on the diagonal (so T ii = τ i ), then the vector of counts of photons hitting the detector from all measurements consists of independent Poisson random variables with means T F T P Λ * .
The CCD measurement model can be considered a special case of the second model, where τ i = τ for all i and F ij is 1 when i = j and 0 otherwise. The CCD model with these fixed filters F is classical, but we review it briefly later.
The main problem we address is how to design optimal filters for OFDs, in the sense of minimizing the expected squared error of our estimate of Λ * . To formulate this more precisely, let Λ * , P , F , and T = diag(τ ) be as above, and let e i denote the ith standard basis vector. A measurement using the ith filter for time τ i is then the inner product of F e i and τ i P Λ
* ; each such measurement gives a Poisson random variable, x i , with mean and variance both equal to τ i (F e i )
T P Λ * , and these x i are independent. We assume a total time constraint of T total , so that the sum over τ i is T total . As will be seen later, for a fixed set of filters, the expected mean square error scales linearly with 1/T total , so for the purposes of designing filters, we can assume that T total = 1.
Let A = F T P , so that x is a vector of m independent random variables, each Poisson, with E(x) = T AΛ * and D(x), the covariance matrix, equal to diag(T AΛ * ), the diagonal matrix with main diagonal equal to T AΛ * . When we discuss CCD measurements, there will be nontrivial read noise, which we model as a vector, z, of i.i.d. Gaussian random variables with mean 0 and variance σ 2 . Note that replacing x by x + z preserves the mean and adds σ 2 I to D(x).
The goal then is to choose measurement filters F and times of exposure T to best estimate Λ * based on samples,x, of x (or of x + z). With filters and exposure times fixed, we use the best linear unbiased estimator in the sense of the Gauss-Markov Theorem to estimate Λ * . The objective function in choosing the filters and times is the expected squared error in the estimate of Λ * . Without loss of generality, we can write this linear estimation asΛ = BT −1x
. Given this, our problem is Problem 1: For a given Λ * and N × n matrix P of spectra, find m, the number of measurements, an m × m diagonal matrix, T , and an N × m filter matrix, F , to minimize
Note that T ii can be 0 only if the ith column of B is 0. Of course, if m = n then the constraint BA = I implies that B = A −1 . If m > n and A and T are fixed, then B is the best linear unbiased estimator (we give an explicit formula in Theorem 3.3).
An important question in this problem is how the filters depend on the vector Λ * . If there is no a priori knowledge of Λ * , then we should perhaps solve a larger problem: find the minimizing F with Λ * allowed to vary over a compact set. We show later that the F obtained by taking Λ * equal to the vector of all 1s provides a reasonable bound for any Λ, so we defer questions of optimization over Λ * to future research.
REFORMULATION
First we use standard variance calculations to provide an explicit formula for (1) in terms of the matrices in Problem 1. Recall that e i denotes the ith standard basis vector, so that Be i is the ith column of B, and (v) i denotes the ith entry of a vector, v.
Theorem 3.1. Assume the constraints given in Problem 1. Then
Proof. With A fixed, let E(B, T ) denote the left-hand side in (2), and let y = BT −1 x − Λ * . Since E(x) = T AΛ * , linearity implies that E(y) = 0. Moreover, the covariance matrix of y is 
This gives the sum of the diagonal entries of B T B, weighted by the diagonal entries in
. Since the ith diagonal entry of B T B is Be i 2 , this proves the theorem.
We also consider the choice of optimal T ii when σ 2 = 0.
Theorem 3.2. For fixed A and B, and σ 2 = 0, the optimal T ii in Problem 1 are given by
Proof. The optimization over the entries in T is equivalent to minimizing i (a i /t i ) subject to t i > 0 and i t i = 1, where the a i > 0 are fixed. Define vectorsâ andt with componentsâ i = √ a i / √ t i andt i = √ t i . The constraint on the t i implies that t = 1, and hence the Cauchy-Schwarz inequality implies |â ·t| ≤ â , with equality exactly whent = γâ for some scalar γ. In component form this is
Minimizing the right hand side is equivalent to minimizing our objective, and the conditiont = γâ implies t i = γ √ a i for all i. Choosing γ to satisfy i t i = 1 and rewriting in terms of A, B, and Λ * gives the result.
The previous theorem implies that in the case of no read noise (σ 2 = 0) we can reformulate Problem 1 by replacing the expected value in (1) with the right hand side of (2) and replacing T ii by the right hand side in (3). This gives
Instead of minimizing the square, we can equivalently minimize the value itself. This gives the following problem, which is equivalent to Problem 1 when σ 2 = 0.
Problem 2: For a given Λ * and N × n matrix P of spectra, find m, the number of measurements, N × m filter matrix, F , and n × m matrix, B, to minimize
Applying a simple change of matrices to Problem 1, we give an explicit formula for the linear estimator B. This is the standard Gauss-Markov estimator, but we give a statement and proof for reference.
Theorem 3.3. For fixed, left invertible A, T , and σ
Proof. Since Γ is diagonal with positive entries on the diagonal, we can letB = BΓ 1/2 andÃ = Γ −1/2 A. Then the minimization in Problem 1 is equivalent to minimizing the square of the Frobenius norm ofB subject toÃ TBT = I. Applying the pseudo-inverse ofÃ T gives the result.
Note that if A is invertible, then B = A −1 . In general, for fixed A, (5) is convex in B, and the constraint BA = I is convex. Hence the optimal B for this A can be found by solving a convex optimization problem.
NEARLY BINARY FILTERS
Recall that n is the number of spectra, while each filter has length N (the number of bins in each spectrum), and for our application N is much larger than n.
Theorem 4.1. For any (possibly non-optimal) number of measurements m, the optimal filters obtained as the solution to Problem 2 can be chosen to consist of only 0s and 1s, except for possibly n − 1 entries strictly between 0 and 1 in each filter.
Note that the theorem does not imply that the optimal filters must have nonbinary entries, only that they may.
Proof. Note that Problem 2 can be regarded as an optimization over matrices, A, that are realizable as A = F T P , as well as over B, subject to the specified constraints. Note also that there is a maximal scaling of each row of A that minimizes (5) over all nonnegative row scalings. The maximal scaling for a row is found by solving a linear programming problem, and an argument with the KKT conditions for this problem yields the result. Details are presented in a separate paper.
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In a separate paper, we use a version of the Kiefer-Wolfowitz Equivalence Theorem to show that if the number of filters is allowed to increase, then the optimal filters can be chosen to be completely binary.
As noted in the proof of the previous theorem, each candidate A has a maximal row scaling, which may be found by linear programming. As noted above, after scaling, the matrix B may be found by solving a convex optimization problem. These two observations form the basis of the proof of the following theorem. Theorem 4.2. The constrained optimization in Problem 2 can be formulated as an optimization over m × n matrices U with unit Euclidean length rows coupled with a linear programming problem of dimension N for each row of U and a convex optimization of dimension n × m for each U .
The utility of this theorem is most pronounced in the case when m (the number of filters) and n (the number of components) are much smaller than N (the number of bins). Rather than solving a nonlinear optimization problem over a space of dimension mN , we solve a nonlinear optimization problem over a space of dimension m(n − 1) with a standard linear programming problem of dimension N embedded in the generation of candidate matrices.
DISCUSSION
The nonnegativity of A implies that if there is a number C such that all Λ * i ≤ C (i.e., if Λ * is in the compact set [0, C] n ), then (AΛ * ) i ≤ C(A1) i for each i. Hence from (4), we have
where T is determined by Theorem 3.2. Thus by taking the optimal filter matrix, F 0 associated with Λ * = 1, along with the corresponding B, we obtain reasonable bounds for any Λ * with Λ * i ≤ C. This estimate is possibly crude, and a better estimate for a given Λ * can be obtained by calculating (5) using the A and B associated with F 0 .
We note that we can use a similar approach to estimate the error in a single component or a specified subset of components of Λ * . 21 That is, in the proof of Theorem 3.1, instead of calculating E(y T y) to obtain the estimate in (2), we can instead calculate E((y) 2 i ) with essentially the same proof to obtain an estimate on the expected squared error in the ith component of Λ * (or some specified subset of components).
Theorem 3.3 can be used to recover the generalized least squares approach to estimating Λ * in the case of conventional CCD data collected in parallel with one measurement per frequency bin. In this case, the matrix A is the same as the distribution matrix, P , and T is T total times the identity matrix, since all bins are measured in parallel for the same time. Applying the theorem with A = P leads directly to generalized least squares estimation of Λ * :Λ = (
In the absence of read noise, this simultaneous measurement approach has lower expected error than the approach presented here due to the fact that the data is collected in parallel, for an effective exposure time of N T total . However, as seen in the numerical results below, when read noise is included, then the filters designed here provide better recovery, even with tighter time constraints.
In a separate paper we show that for a particular set of two (artificial) spectra, having three filters with total exposure time T total can provide more accurate recovery than two filters with the same total exposure time.
20
In that paper we also use results from the experiment design literature to give an upper bound on the optimal number of filters.
NUMERICAL RESULTS
In this section we describe results obtained with our algorithm for filter design, including both numerical simulation results and experimental results (we are grateful to Dor Ben-Amotz and David Wilcox for the experimental results). Although we have carried out numerical experiments with up to 10 component species, we focus here on the case of 2 chemical components (n-hexane and methylcyclohexane) plus one background spectrum (which arises from the optics of the lab set-up). We use 3 filters, so that m = n = 3, in which case B = A −1 . Although there are various ways of handling the background spectrum, here the background is subtracted from the component spectra, and the resulting "pure" spectra are used for filter selection.
As described in Section 4, for each fixed nonnegative, 3 × 3 matrix, U , with row vectors of Euclidean length 1, there is a maximal diagonal matrix, R U , and filter matrix, F U , so that minimization of (5) over all F can be replaced by a minimization over U , with A taken as R U U for each such U and B = A −1 . Hence the full minimization problem (over three filters, each of length N ) can be replaced by minimizing over U ≥ 0 with unit length rows with R U determined by solving a linear programming problem. That is, the nonlinear part of the optimization now has dimension 6 instead of a dimension of several hundred. The normalized spectra for n-hexane, methylcyclohexane, and background are shown in Figure 1 . With these spectra as columns of P , we solved Problem 2 with Λ * = [1, 1, 1] T ; the resulting filters (labeled OB filters for optimal binary) are shown as gray bars in that figure. With these spectra and filters, we calculate A = F T P , B = A −1 and the optimal T , which in this case are 0.34, 0.36, 0.30 in the order shown in Figure 1 .
To simulate the results obtained from an experimental set-up using OB filters, we first fix a choice of Λ. This corresponds to the measured rates to be recovered, but we do not change the filters to reflect this choice of Λ. We then sample from a vector Poisson distribution with vector mean T AΛ to obtainx. For a given value of T total we take 1000 samples at each time point. For each sample, we estimate Λ by BT −1x . This procedure mimics the estimation of Λ based on OB data. The procedure for simulating results obtained from an experimental set-up using CCD detectors and estimation using generalized least squares is similar. For the same value of Λ, we sample from a vector Poisson distribution with vector mean T Total P Λ * . To include a realistic model of read noise, we used data collected from Dor Ben-Amotz's lab on the counts obtained using CCD detectors kept completely dark and read after 0.1 seconds. After subtracting the detector-dependent mean from the data for each pixel, we had 134K sample values of read noise. We sampled uniformly at random from this collection to add read noise to the vector with Poisson distribution.
In Figure 2 , we compare simulation using OB filters for 200µs and 1ms to experimental data collected using these OB filters for the same times. The two point clouds represent the results for two different experiments, one with a pure sample of each chemical. Based on experimental data, we used Λ = (0, 1.01e6, 3.6e5)
T for pure methylcyclohexane, and Λ = (6.55e5, 0, 3.6e5)
T for pure n-hexane. Each point in a cloud represents an independent estimate of Λ based on measured data. The ellipse is obtained by calculating the eigenvalue decomposition of the sample covariance matrix for a given cloud and using 3 standard deviations to determine the size of the ellipse. Comparing the figures, we see very good agreement between simulation and data, with somewhat tighter grouping for experimental data than for simulated data. In particular, this comparison validates our assumption of zero read noise for the detector used with OB filters. Wilcox, et al., 21 provide further details and examples about comparison between simulation and experiment.
In Figure 3 , we make a similar comparison using simulated OB filters and simulated CCD measurements with generalized least squares estimation. Here we see the pronounced advantage of the OB filters over CCD measurements for small total time. Note that each detector in the CCD array measures for the same time as the total time allotted to all 3 of the OB filters; nevertheless, the read noise inherent in CCD measurements greatly increases the variance of the results obtained with CCD measurements. As seen here, for this example the two methods are essentially equivalent when total time is 800µs; for greater total time the CCD measurements have the advantage. This is made more precise in Figure 4 , which plots the square root of the mean square error of the sampled rates for the two nonbackground spectra divided by the actual rate for the nonzero component rate. This gives an indication of how the uncertainty in the rates decreases with time. Figure 4 . Square root of the mean square error of the sampled rates divided by the actual rate for the nonzero component rate for methylcyclohexane rate from pure methylcyclohexane sample (left) and for n-hexane rate from pure n-hexane (right), using both OB filters and CCD measurements (simulated results in both cases).
CONCLUSION
We have presented a model for the measurement of filtered spectroscopic data and developed a method for designing filters that minimizes the expected squared error in the estimation of the vector of photon emission rates (hence concentrations) of the various chemical compounds. We showed numerically that our method works well to recover this vector, even in the case of two similar spectra. For short exposure times and realistic read noise, the method given here for OB data outperforms generalized least squares on Raman CCD spectral data.
