Because of the complex nature of drinking water treatment unit processes, utilities have difficulty quantifying the interactions and relationships that exist between process inputs and process outputs. Process models, where they exist, are often site specific and are unable to simultaneously handle continuous variations in more than one or two key process variables. The artificial neural network (ANN) technology is a robust artificial intelligence technology that can handle the complex and dynamic nature of treatment processes. As such, the technology has been gradually gaining acceptance in the drinking water treatment industry as a tool for process modelling and control. While publications on modelling results and applications abound, a detailed account of ANN modelling methodology is lacking. Presented is a detailed methodology for developing successful ANN models of drinking water treatment processes. The utility and applicability of this methodology is demonstrated through a case study where a successful ANN model to predict filtration performance was developed.
Introduction
Unit processes in the drinking water treatment industry are typically complex, involving many biological, physical, and chemical phenomena. While the numerous variables that directly influence the performance of each process are known to plant operators and researchers, the interactions and rela-tionships between process inputs and outputs are often poorly understood and cannot be easily quantified. Process models, where they exist, are often site-specific and developed using the results of bench-scale and pilot-scale experiments where many of the process variables are held constant. Such models are unable to cope with simultaneous fluctuations in more than one or two key variables.
The inability of water treatment utilities to quantify process interactions and relationships can cause great difficulty for water treatment process control. If each unit process is considered to be a multiple-input multiple-output (MIMO) nonlinear optimization problem, effective control can be achieved only through strategies that can accommodate the fluctuations of multiple input and output variables on a real-time basis. In the absence of such strategies, utilities resort to using bench-scale tests, which provide only a snapshot of the process conditions, to achieve process control.
As utilities strive to meet more stringent customer-imposed and regulatory demands on finished water quality, there is an urgent need for new tools to improve process knowledge and provide effective alternatives to current process control methodologies. One such tool is artificial neural network (ANN) modelling, a robust technique that allows for the development of multiple-variable, nonlinear models that can be integrated into real-time process control strategies. This paper presents a detailed methodology for the development of successful ANN models of drinking water treatment unit processes. More specifically, issues surrounding the assessment of modelling needs, data collection and analysis, model protocol implementation, and model evaluation are discussed. The utility of the presented methodology is demonstrated through the development of a sample process model of particulate removal through filtration.
The artificial neural network technology
Artificial neural networks are categorized as an artificial intelligence modelling technique owing to their ability to recognize patterns and relationships in historical data and subsequently make inferences concerning new data. Artificial neural networks can be used for two broad categories of problems: data classification and variable prediction. For data classification problems, the ANN uses a specified algorithm to analyze data cases or patterns for similarities and then separates them into a pre-defined number of classes. Credit agencies, for example, often use ANN models to separate a potential list of clients into classes according to their level of credit risk or buying patterns. For variable prediction problems, the ANN learns to accurately predict the value of an output variable given sufficient input variable information. The main applications of the ANN technique in the water treatment industry are in the development of water quality and process models and model-based process-control and automation tools. These applications can be categorized as variable prediction problems, to which the ensuing discussion is dedicated.
Types of artificial neural network models
Each drinking water treatment unit process can be considered a nonlinear MIMO process, as previously discussed. The process inputs include influent water quality variables, such as pH and turbidity, as well as operational variables, such as chemical dosing levels and flow rate. The process outputs are the effluent water quality variables. Two different forms of ANN models of drinking water treatment process can be developed: process models and inverse process models. In the former, the model predicts the value of one or more process outputs, given the values of the process input variables. An example of this type of model is the prediction of clarifier effluent turbidity using influent water quality variables and operational variables. In the latter, the ANN model predicts the value of one or more process inputs, given the values of the remaining process inputs and process output(s). This type of model is often used to predict the value of an operational variable required to reach a target effluent quality. An example of this type of model is the prediction of alum dose required to maintain a desired value for clarifier effluent turbidity.
Key components of artificial neural network models
There are several key components of ANN models that are collectively referred to as the ANN architecture. Processing units or neurons perform primitive operations such as scaling data, summing weighted inputs, and amplifying or thresholding sums. Neurons are organized into layers with each layer performing a specific function. The input layer serves as an interface between the input variable data and the ANN model. Most models also contain one or two hidden layers, although more are possible. These layers perform most of the iterative calculations within the network. The output layer serves as the interface between the ANN model and the end user, transforming model information into an ANN-predicted value of the output variable(s). Each neuron is connected to every neuron in adjacent layers by weights -links that represent the "strength" of connection between neurons. Each ANN model has a propagation rule that defines how the weights connected to a neuron are combined to produce a net input. The propagation rule is generally a simple summation of the weights. As discussed, the input layer serves as an interface between input variable data and the model. In this layer, a scaling function is used to scale data from their numeric range into a range that the network deals with efficiently, typically zero to one. The hidden and output layers contain an activation function that defines how the net input received by a neuron is combined with its current state of activation to produce a new state of activation. The most common activation function used in process modelling is the logistic activation function, although Gaussian, linear, and other functions can also be applied. Finally, each network has a learning rule that defines how the weights are modified to minimize prediction error. As will be discussed, the backpropagation algorithm is the most common learning rule employed in process modelling. A schematic diagram and related discussion surrounding the key components of ANN models is presented by Baxter et al. (2001a) .
Artificial neural network learning
In developing ANN process models a supervised learning paradigm is employed. In supervised learning, historical data patterns, consisting of values for each of the model input and output variables, are used to train the ANN. The goal of supervised learning is to minimize the error between the modelpredicted value and the actual value of the output variable(s). The error minimization takes place by modifying the weights between neurons according to a learning rule, typically the backpropagation algorithm. This algorithm increases or decreases the value of the weights to minimize the squared difference between the network-predicted value and the actual value of the output variable(s), summed over all the data patterns. Training proceeds through repeated presentation of data patterns to the ANN and subsequent weight modification until the prediction error is sufficiently small, as defined by the user, or until a maximum number of iterations has been reached. A more detailed description of the backpropagation process is presented by Baxter et al. (1999) .
Advantages of artificial neural network modelling
The ANN modelling technique holds several advantages over mechanistic modelling that make it particularly suitable to process modelling in the drinking water treatment industry. In developing models of MIMO water treatment processes, a key consideration is the ability of the model to adapt to the dynamic nature of the process on a real-time basis. Artificial neural network models can handle nonlinear relationships and can provide predictions of output variables in real time in response to simultaneous and independent fluctuations of the values of model input variables. Artificial neural network models are also fault tolerant in model building and in end use. Data patterns where the value of one or more of the model inputs are missing can be incorporated into model building if necessary, as the modelling software can replace missing values with average values for the inputs involved. Obviously, model predictions will be more accurate if only complete data patterns are used. Similarly, when completed models are applied to new data patterns where values are missing, the value of model outputs can still be predicted. This feature is particularly useful in process control applications where input data are fed to models in real time by instruments that are subject to periodic failure. Finally, ANNs do not require complicated programming, logical inference schemes, or the development of complex algorithms to build a successful model. Several user-friendly ANN software packages exist, offering the user a myriad of modelling options and allowing the user to customize the modelling process to suit his or her knowledge of modelling heuristics.
Challenges of artificial neural network modelling
Some aspects of the ANN modelling technique may present challenges to drinking water treatment utilities that wish to develop successful process models.Artificial neural network models can be developed only where sufficient historical data for each of the process variables exists. While data requirements will be addressed later in this paper, it is important to note at this point that not all utilities have accurately detailed historical records of influent water quality, process control actions, and treated water quality. As more utilities realize that archiving such data is important for increasing process knowledge and improving process efficiency, this challenge will become less influential. Perhaps the greatest challenge that must be overcome is the perception of ANN models as black-box models that cannot be understood by the end user. This perception is fed by a host of new ANN software packages that use proprietary algorithms to develop quick and easy models with minimal user interference. From a public health standpoint, utility managers are rightfully concerned about trusting plant operations to such a model. By using less sophisticated software packages that feature well-understood training algorithms, the effects of this challenge can be minimized.
Artificial neural network applications
Once developed, ANN models can be applied in a number of off-line and on-line process assessment and control applications that involve varying degrees of sophistication. The least complex application of the ANN technique in the drinking water treatment industry involves the use of ANN models for process assessment and data analysis. In such applications, ANN models can be used to identify and assess difficulties in plant operations and suggest potential remedies. The technique can also assist operators in determining the effects of typical operating conditions on a newly measured treated water variable. Process assessment and data analysis applications generally involve the development of an ANN process model. Utilities that have a more extensive historical database, consisting of a wide variety of reliable water quality and operational data, can use the ANN technique to develop a number of off-line tools to assist operators in daily plant operations. Artificial neural network models can be successfully applied in scenario analysis, operator training, and virtual laboratory applications. When integrated into the supervisory control and data acquisition (SCADA) system of the plant, these tools can also be executed on line using realtime data. The most sophisticated level of ANN applications involves the use of trained models in real-time advanced process control, whereby a trained ANN model is used as the control logic in an automated control loop. A more thorough discussion of existing and potential applications of the ANN technology in the water treatment industry is presented by Baxter et al. (2001a Baxter et al. ( , 2001b .
Existing artificial neural network models
In recent years, water treatment utilities have come to realize the potential of the ANN modelling techniques, resulting in a number of published model applications in water quality and demand forecasting, treatment, and distribution. With respect to water quality and demand forecasting, models have been developed for trihalomethane (THM) formation and speciation (Hutton et al. 1996) , source water salinity forecasting (DeSilets et al. 1992) , raw water colour forecasting (Zhang and Stanley 1997) , and water demand forecasting (Baxter et al. 2001a ). Process models have been developed for alum and polymer dose forecasting in coagulation (Mirsepassi et al. 1995) , lime dose and hardness in softening (Baxter et al. 2001a) , and turbidity and colour removal through enhanced coagulation and filtration (Stanley et al. 2000) . The control of coagulation has been demonstrated by Baxter et al. (2002) . Finally, for distribution systems, models have been developed for the prediction of residual chlorine (Rodriguez et al. 1997 ) and the prediction of distribution system pipe breaks (Sacluti et al. 1999 ).
Building artificial neural network models of drinking water treatment processes
To build effective ANN models of drinking water treatment processes, a sequential methodology consisting of four key stages is proposed. The relationship among each of the stages 
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is depicted in Fig. 1 , while a detailed description of each stage is presented in the ensuing sections. The methodology has been developed, applied, and revised over a period of five years, and has been successfully used to develop ANN models of coagulation and filtration processes (Baxter et al. 2001b ).
Needs and suitability assessment
The first stage of successful ANN model development involves an assessment of the needs of the utility regarding the model and its applications, as well as the suitability of the ANN technique for the problem at hand. With regards to the latter, specific data, software, hardware, and personnel requirements must be met to take advantage of the ANN technology. The key requirement of the ANN modelling approach is the availability of relevant data to describe the process being modelled. Data must be available in a useable digital format for each of the process input and output variables. The data used in model development must be representative of plant operations, spanning the range of operating conditions that may be encountered during both routine operations and process upset conditions. Model development also requires the use of appropriate ANN software. Many commercial software packages are currently available; site-specific restrictions on operating systems and data format as well as desired options will dictate the best software choice for each utility. As a general rule, software packages that use only proprietary algorithms should be avoided in favour of those that have a high degree of user input in model building. Both NeuroShell 2 from Ward Systems Group Inc. (Frederick, Md.) and Statistica Neural Networks from Statsoft Inc. (Tulsa, Okla.) have been used successfully in the development of ANN models in the water treatment industry.
With respect to hardware requirements, recent advances in computing technology have made even the most modest new home computing system capable of performing the modelling calculations. However, to ensure optimal performance a 500 MHz processor and 128 M of RAM should be considered to be the minimum system requirements. With respect to personnel requirements, the model developer should have expert knowledge of the process being modelled and should understand basic modelling heuristics.As such, an operations engineer with some training in ANN model development would be a suitable candidate to develop process models. Finally, it is important to recognize that the ANN technology is most suitable for modelling of complex nonlinear processes where the interactions between process inputs and outputs are poorly understood. Where processes are well described by existing mechanistic models or site-specific empirical models, the ANN technology may not offer improved modelling results.
With regard to the needs of the utility, the ANN model development process can be tailored to ensure that the intended model applications are successful. Once developed, ANN models can be applied in a number of off-line and on-line process assessment and control applications, as previously discussed. Where the intended application of the model is in the analysis of process data or assessment of process performance, a process model should be developed. In some real-time process control applications however, process inverse models are required. Furthermore, the level of accuracy of model predictions increases with the sophistication of the model application. In real-time chemical dosing control, for example, the level of tolerance for error is far less than that for a simulation tool used to train plant operators. Inefficiencies in the modelling process can be minimized by ensuring that appropriate models are developed from the beginning.
Data collection and analysis
To develop successful ANN models of drinking water treatment processes, careful attention must be paid to the details of data collection and analysis. In collecting data, several factors need to be considered. First, the availability of the data must be ascertained. For data availability, the variables for which historical data exist, the time frame of historical measurements, and the frequency of data measurement must all be determined. The format and reliability of the data are also key considerations in data collection. Historical data can originate from grab-samples or real-time measurements, and measurements can be discrete or aggregated from a number of samples. The reliability of the available data should be ascertained through an examination of quality assurance and quality control protocols. Finally, it is of considerable importance to note any process changes that may have been implemented during the time frame for which data are available.
With the above considerations in mind, it is possible to delineate a number of guidelines for selecting data to be used in ANN process modelling. First and foremost, data for each of the variables known or suspected to affect the process being modelled must be available. The quantity of data required to develop a model is site specific and is affected by seasonal fluctuations in influent water quality and the frequency of process upsets. As such, it is important to ensure that the data are fully representative of the range of conditions that can be expected during periods of routine and upset operations. As a general guideline, at least one full cycle of data must be available to ensure a representative data set. For example, in temperate areas with four distinct seasons a data cycle would span a full year of operations. With respect to the format of the data, the variability of the process as well as data availability will dictate whether to use hourly data, daily averages, or some other frequency for each of the variables. Successful process models can often be made using the daily average or some daily percentile value of each of the model variables. With respect to the effect of major process changes on data selection, data collected prior to major process changes should not be incorporated if they are believed to differ significantly from current process data. This guideline is necessary to ensure that the data are representative of current process conditions. Finally, to maintain the integrity of the data set, appropriate quality assurance and quality control protocols for the collection of each model variable must be in place.
Once an appropriate historical data set has been selected, it should be fully characterized and subjected to a comprehensive statistical analysis. Data characterization involves a qualitative assessment of hourly, daily, and seasonal trends of each potential model variable. The statistical analysis involves the determination of measures of central tendency, measures of variation, and a percentile analysis, as well as the identification of outliers, erroneous entries, and non-entries for each data variable. In combination, the data characterization and statistical analysis help to identify the boundaries of the study domain as well as potential deficiencies in the data set.
Application of the model building protocol
Unfortunately, there is no widely accepted best method of developing ANN models. When all the possible options in building the ANN model architecture are considered, an almost infinite number of distinct architectures are possible. As such, each model developer may use a different protocol to reduce the number of architectures that are evaluated. What follows is a five-step protocol that the authors have found to be useful in developing drinking water treatment ANN process models, represented schematically in Fig. 1 .
Selection of model inputs and outputs
The first step involved in the selection of model inputs and outputs is the selection of the model output(s). The output(s) are selected on the basis of operational needs, relevant literature, and data availability. As previously discussed, drinking water treatment processes can be considered MIMO processes. As such, process models can have multiple output variables. Since ANN models train by minimizing the error between the predicted and actual values of model output variables, however, the technique yields better results when a single output is modelled. Where it is desirable to model more than one process output variable, separate models should be developed for each output to reduce overall prediction errors. Once the model output has been selected, model inputs are selected from the available variables. Input selection is based on the existence of a known or suspected relationship with the output variable, relevant literature, and data availability. Initially, it is better to include all applicable variables, as those found to be redundant or not important could be removed in subsequent trials. Where possible, the use of lag values, previous values of a variable in a time series, as input variables should be avoided. The inclusion of multiple lag variables can result in developing a model that performs time-series forecasting as opposed to one that maps input and output relationships. As well, the resulting model cannot be easily transferred to real-time applications where the data sampling frequency differs significantly from the lag period.
Selection and organization of data patterns
Once the model input and output variables have been identified, the modelling data sets can be constructed. Each data pattern or record should initially be examined for erroneous entries, outliers, and blank entries. Outlier detection involves a high degree of subjectivity. All values that are outside a range of ±2 standard deviations from the mean of a variable may be excluded from the data set, for example. Alternatively, scatter plots of each variable can be used to detect outlier values. Data patterns that contain questionable data should be removed, and a record of removed patterns kept for future reference and analysis.
The remaining data patterns must be divided into three data sets: the training set, the test set, and the production set. The training set is the largest set and is used to train the model, as previously discussed. The test set serves as a semi-independent check on the progress of ANN learning. Without the test set, the model would simply memorize the interactions present in each of the training patterns and would not be able to provide accurate predictions on data from outside the training set. Most ANN software packages periodically process the test set through the model during training to ensure that memorization does not occur. The production set is used as an independent validation of the model following training. The trained model is applied to the production set data patterns, to which the model has not been exposed, and an assessment of the accuracy of prediction is made.
The data patterns are divided among the training, test, and production sets in a predetermined ratio; a 3:1:1 ratio has proven to be effective for many process models (Baxter et al. 2001b ). The organization of data patterns into the three sets can be accomplished by first sorting the data patterns according to the value of the output variable and then assigning the patterns to the data sets in order according to the ratio. This simple method is an effective means of ensuring that the three data sets are similar with respect to the mean and variance of the output variable and that each data set is fully representative of the study domain. Significant differences between the data sets can be detected through the use of analysis of variance and other statistical measures. 
Determination of architecture characteristics
The determination of architecture characteristics is the step where the model architecture is actually built. Depending on the ANN software being used, many different architecture factors can be selected and varied by the user. Some of the most common factors include base architecture type, number of hidden layers, number of hidden layer neurons, type of scaling function, type of activation functions, initial range of weights between neurons, and the type of learning rule (Table 1 ). The characteristics of each of these factors are discussed in great detail by Baxter (1998) . Evaluating the best values for each of the many factors can take a considerable amount of time. On the basis of past modelling experiences, successful process models can be developed using a multilayer perceptron network with a single hidden layer, a linear scaling function in the input layer, logistic activation functions in the hidden and output layers, random initial weight values, and the backpropagation learning rule (Stanley et al. 2000) . This configuration is commonly referred to as a standard three-layer multiplayer perceptron ANN architecture. When using this standard architecture, the only major factor that needs to be experimentally determined is the number of hidden layer neurons. By creating a series of models that differ only in the number of hidden layer neurons and recording the statistical measures of prediction error for each, the best models can be identified. While the prediction error can be assessed by a number of different statistical methods, the best models will generally have a low mean absolute error and high coefficient of multiple determination (R 2 ) when applied to the production set. At this stage, it is not uncommon to have multiple candidate models that offer similar prediction performance on the production set. The final model is selected from among these candidates in future steps.
Evaluation of model stability (cross-validation)
To ensure that the prediction performance of the candidate models is independent of the manner in which the data patterns were separated into the three data sets, the patterns in the three sets are redistributed. A simple way to achieve pattern redistribution without affecting the 3:1:1 ratio is to move the first data pattern to the end of the data set after sorting in order of the value of the output variable and prior to assigning the patterns to one of the three modelling data sets. The candidate models are retrained on the new data sets and the results are compared to those of the candidate model. A significant increase in prediction error on the new production set is an indication of model instability. The best candidate models will have similar prediction errors when the data sets are redistributed. If model instability is detected, the data should be re-sorted into the three modelling data sets using the advanced methodology discussed later in the paper.
Model fine-tuning
In determining the architecture characteristics, the number of hidden layer neurons is the only major factor that is evaluated. In model fine-tuning, a number of software-specific variables, such as the type of scaling and activation functions and the type of learning rule, can be altered in an attempt to achieve modest decreases in prediction error on the production set. Model fine-tuning is typically user specific and no protocols are known to exist. Some models do not improve during fine-tuning, and the improvement in those that do may not justify the time and effort required for this step. However, where a maximum tolerable prediction error has been mandated for the process being modelled, model fine-tuning can make the difference between acceptable and unacceptable prediction performance.
Repetition of modelling protocol steps
On occasion, new information concerning the process being modelled or the data used in modelling will be uncovered during the modelling process. It is not uncommon, for example, to discover that one or more variables initially included as model input parameters are redundant and can be removed without negatively impacting model performance. In addition, previously undetected erroneous data patterns may be discovered at any point in the modelling process due to errors and omissions in data analysis and characterization. The sequential multi-step modelling approach presented in preceding sections and in Fig. 1 can be augmented with recursive loops to accommodate the repetition of some of the modelling steps should the need arise.
Performance evaluation
The model development protocol presented herein can lead to the development of several candidate models, each offering similar prediction capabilities. The best model is the one that meets the needs defined in the first stage while offering the smallest prediction errors. Prediction errors can be evaluated through a number of statistical and graphical methods. With respect to the former, both absolute and relative measures of error are often reported by the ANN modelling software, as are coefficients of correlation and determination. Absolute measures of error, such as mean absolute error (MAE) and maximum absolute error, allow the user to compare model performance to utility needs on an absolute scale. In building a model of turbidity removal through coagulation, for example, a utility may specify a maximum absolute error of 0.1 NTU for predictions made on the production set. As such, absolute error measurements allow immediate comparison to utility needs and targets. Relative measures of error, such as mean absolute percentage error (MAPE), can help to identify percent discrepancies between actual and predicted values and provide the user with a type of prediction error threshold. Finally, coefficients of correlation can be used to determine the strength of the relationship between the actual and predicted values, while coefficients of determination explain how much of the variation in the predicted values is accounted for by the model. Graphical analyses of model results provide visual confirmation of model prediction ability. By plotting either the predicted values of the model output variable or the absolute prediction errors, along with the actual historical values, across all data patterns, periods of acceptable and unacceptable model performance can be identified. Such plots are particularly useful for identifying events where the largest prediction errors occurred. Once these events have been identified, the user can determine the source of the prediction error; both erroneous data entries and incomplete model training can yield large prediction errors.
Where the completed model is to be used for on-line applications in real time, the performance evaluation stage should also include an evaluation of model performance in real time. Most models are built using historical data sets where values of model variables have been averaged on a daily basis or otherwise manipulated. When applied in real-time applications, the model must be able to effectively handle the discrepancies caused by differences in data collection frequency and methodology. Real-time model evaluations can be accomplished through integrating the model with the plant SCADA system and monitoring model predictions over a set time period. Alternatively, the model can be applied to a historical data set on a stand-alone computer for which the collection frequency simulates real time. Since ANN models learn by mapping the underlying cause-effect relationships between input and output variables, models developed on averaged or aggregate data can generally be transferred to real-time applications with little difficulty. Real-time model evaluations should be carried out to confirm that this observation holds for the modelling scenario being studied, before time and effort are spent on full-scale integration.
Model updating
Models that are developed using representative data will remain valid as long as raw water quality and operational conditions remain consistent. When changes occur and model performance subsequently degrades, the model should be updated or retrained to accommodate the changes. When a new raw water quality event is observed, data patterns that stem from the event can be added to the modelling sets. The model is then retrained with the updated data using the original model architecture.
Changes in the location of chemical addition, hydraulic modifications, and other major process updates all have the potential to render trained ANN models invalid. If changes in treatment operations have a significant negative impact on model performance, a new model must be developed. Only data collected after the process modifications should be used in the development of a replacement model. As previously discussed, one full cycle of data should be considered a minimum for model development. During the data collection period a temporary model can be developed using the first available data. This model can then be periodically updated throughout the data collection period. The temporary model will have constrained prediction abilities as gaps in the data domain will invariably exist. Once the full cycle of data has been collected, the replacement model can be trained and implemented. Periodic updates of this model may be necessary as new data is collected during subsequent cycles.
Advanced modelling
The stages of model development presented in the previous sections are sufficient for developing reliable models under most circumstances. Occasionally, utilities that have extremely complex raw water quality and operational profiles will benefit from the use of more advanced modelling techniques. While a complete discussion of advanced ANN modelling is beyond the scope of the current discussion, some points worthy of consideration are presented here.
At surface water treatment facilities that experience extreme seasonal variations in raw water quality, a more complex method of separating the modelling data into training, testing, and production sets may be required to ensure a representative distribution of data in each set. Typically, the raw water quality at these facilities can be categorized according to the values of one or more model input variables. For example, in Edmonton, Alberta, Canada, there are seven different raw water categories that are observed sequentially throughout the year; data can be categorized by the values of raw water temperature, raw water turbidity, and raw water colour. The categorization of data patterns can be facilitated through the use of Kohonen ANNs. These networks automatically separate all the data patterns into a user-defined number of categories based on the values of one or more user-selected input variables (Baxter et al. 2001b ). As such, data patterns with similar raw water quality attributes will be grouped together. Once the data patterns are categorized, representative training, testing, and production data sets can be built by separating the patterns in each category in a 3:1:1 ratio, as previously discussed.
Where the boundaries for the different raw water categories are well defined, and where plant operational strategies for these categories differ greatly, a separate ANN model can be developed for each category. The benefit of this strategy is that each model is trained on a more cohesive data domain, resulting in better model performance when compared to a single model for all categories combined. The multiple models can be neatly linked using a Kohonen network categorization system to facilitate real-time model applications. When input data are received by the system the Kohonen network identifies the category to which the data belongs and the appropriate model can be applied. A detailed description of such a system is presented by Baxter et al. (2001b) .
Case study: Oxidation Demonstration Project plant

Background information
In 1999, an American Water Works Association Research Foundation (AWWARF) grant was awarded to a research team from the University of Alberta, EPCOR Water Services (EP-COR), and the Metropolitan Water District of Southern California (MWD) to determine the feasibility of using artificial intelligence systems for process optimization in the water industry. While EPCOR and the University of Alberta had completed previous studies involving the ANN technology, MWD had little experience with ANNs. To ensure that all project participants were comfortable with the technology and its applications an ANN model was developed to predict filter effluent turbidity at the MWD Oxidation Demonstration Project (ODP) facility, using historical operational data. The results of this study are presented here to demonstrate the utility and applicability of the model development methodology previously described. A complete description of the models developed throughout the AWWARF study is presented by Baxter et al. (2001b) .
The ODP facility, owned and operated by MWD, is located on the premises of the F.E. Weymouth Filtration Plant, in La Verne, California. The facility began operating in 1992 to evaluate the use of ozone and a combination of ozone and hydrogen peroxide (PEROXONE) as primary disinfectants at the full-scale MWD facilities. The facility has a capacity of 20.8 ML/d and consists of two types of ozone generators, two feed gas systems, an external mix ozone contacting system, two ozone contactors, three types of ozone destruction systems, a hydrogen-peroxide injection system, and conventional coagulation and filtration unit processes. With respect to the conventional process, the ODP plant has the ability to feed sulfuric acid, sodium hydroxide, metal coagulant (alum, ferric chloride, or polyaluminum chloride), polymer, filter aid, chlorine, and ammonia. The ODP plant is operated as a stand-alone facility, although treated water is currently pumped from the clearwell to the head works of the Weymouth facility.
Needs and suitability assessment
As previously mentioned, the model presented in this case study was used to familiarize the project participants with the ANN technology. The MWD did not define any specific goals for model development, nor were any potential applications beyond technology familiarization identified. Based on previous modelling experience, the model development team identified internal goals for the model performance prior to building the model: (1) the model should be able to predict filter effluent turbidity with a MAE no greater than 0.01 NTU and (2) a high coefficient of multiple determination (R 2 > 0.8) between the actual values and model predicted values of the model output variable should be observed.
With regards to the suitability of the ANN technology to the modelling of filtration performance, a careful examination of data, hardware, software, and personnel requirements was completed. As a research facility, the ODP facility kept extensive manual and electronic data records of all experiments conducted within. A data set from a filtration study was identified as a candidate for ANN model development, as it contained the most complete record of filter operation of all studies conducted at the ODP plant. With regards to hardware, software, and personnel requirements, model development was completed at the University of Alberta using hardware that exceeded the minimum requirements previously identified, and reliableANN modelling software. Based on previous modelling experience, it was determined all hardware, software, and personnel requirements were met. Finally, the removal of turbidity through filtration is known to be a complex process, and no mechanistic or empiri- cal models existed at the ODP facility. As such, the process was a prime candidate for ANN modelling.
Data collection and analysis
With the needs and suitability assessment successfully completed, attention was focussed on the collection and analysis of data for model development. In addition to the evaluation of alternative disinfectants, the ODP facility has been used to study biological filtration, filter air binding, enhanced coagulation, arsenic removal, and other filtration issues. Each of these studies required different plant configurations and had different data collection requirements. As such, while the plant had been in continuous operation for over 7 years at the time of the study, the quality and quantity of data varied considerably with time.
A filtration study conducted at the ODP plant from July 1996 to December 1997 offers the most complete data record at the facility. The data set consists of 125 individual data records; each record represents water quality and operational data that has been averaged over the course of a single 24-h filter cycle. The majority of the water quality variables recorded during the study are based on grab-sample water quality analyses, although filter effluent turbidity and particle counts were determined using on-line analyzers. A complete list of the water quality and operational variables that were measured at the facility during this study is presented in Table 2 .
As can be seen in Table 3 , the raw water quality over the course of the study was relatively good. Influent turbidity, for example, exceeded 7.30 NTU <5% of the time and never exceeded 9.60 NTU. As is noted in the table, some of the raw water quality variables, such as UV 254 absorbance and alkalinity, were measured infrequently throughout the study, and all other variables were subject to frequent data collection errors that resulted in blank data entries. With regards to seasonal variation of raw water quality, both temperature and turbidity tended towards higher values in the spring and summer months. With respect to operational characteristics throughout the study, the plant was operated at a mean flow, reported with its standard deviation, of 3.83 ± 1.17 MGD (MGD, million gallons per day) (14.5 ± 4.4 ML/d), while mean doses of the ferric chloride coagulant and polymeric coagulant aid, reported with their standard deviations, were 4.17 ± 1.29 mg/L and 2.67 ± 0.72 mg/L, respectively. With few exceptions, the filter aid feed was either disabled or was set to a dose of 0.01 mg/L. Ozone was used as the primary microorganism reduction agent in the study, with a mean dose, reported with its standard deviation, of 1.13 ± 0.34 mg/L. Filter effluent turbidity was monitored in real time using an on-line instrument, and the data was compiled and presented as the mean and median values over a 24-h filter cycle. With few exceptions throughout the study, the filter effluent turbidity was maintained below 0.10 NTU.
Application of the model building protocol Selection of model inputs and outputs
With regards to the model output variable, median filter effluent turbidity was chosen over the mean filter effluent turbidity as the median is less affected by the observations made at the extreme ends of a range for a variable. Based on data availability and reliability, as well as recent literature and preliminary modelling results, eight model inputs were used in model development. The inputs consist of raw water quality variables and operational variables and are listed in Table 4 .
Selection and organization of data patterns
While the filtration study data set used in model development was the most complete data set available from the ODP facility, the frequency of measurement for each of the model variables varied considerably. Data patterns containing blank entries, as well as those containing erroneous entries, were removed. The resulting final modelling data set consisted of 80 data patterns. Since these patterns were evenly distributed over the 16-month study period and both raw water quality and process operations are relatively stable at the facility, the data set size, while small, was adequate for meeting the modelling needs previously identified. To separate the data patterns into the required training, testing, and production data sets, the data patterns were first sorted according to the value of the model output variable. The patterns were then separated into training, testing, and production data sets in a 3:1:1 ratio using the methodology previously described. Analysis of variance was used to ensure that all three data sets were statistically similar with regards to the mean values for each variable.
Determination of architecture characteristics
Preliminary modelling confirmed that a three-layer multilayer perceptron architecture produced the best prediction results. Other architectures were therefore eliminated from further consideration, a decision supported by the methodology previously presented. Model development proceeded using a linear scaling function, logistic activation functions, initial weight randomization, and the backpropagation learning rule. The number of hidden layer neurons was evaluated in the range of 1-40; the best results were obtained when 32 hidden-layer neurons were employed. When applied to the production data set the turbidity model demonstrated excellent predictive capacity, predicting the median value of filter effluent turbidity with a mean absolute error of 0.003 NTU and a coefficient of multiple determination of 0.88 (Table 5) .
Model stability evaluation
As was previously discussed, the stability of the model must be ascertained by redistributing the data in the modelling data sets and retraining the model using identical modelling variables. This cross-validation technique ensures that model performance is not a function of the manner in which the data sets were extracted. As can be seen in Table 5 , the results for the turbidity model improved slightly during cross-validation. The deviation between original model results and cross-validation model results is not statistically significant and, therefore, does not invalidate the model.
Model fine-tuning
The modelling results presented in Table 5 demonstrate that the model met the performance goals previously defined. As such, no fine-tuning adjustments were made on the model.
Performance evaluation
In addition to the results presented in Table 5 , the modelling results for the turbidity model are presented graphically in Fig. 2 . Because of the limited size of the data sets used in model development, modelling results for each of the training, testing, and production data sets are presented, although the production set results are the most important in determining the predictive capacity of a model. The figure demonstrates that the model provides excellent predictions on the vast majority of the data points, as absolute prediction errors are small (<0.02 NTU). The largest prediction errors in the production data set were found to occur when the value of median filter effluent turbidity exceeded 0.07 NTU. The magnitude of these prediction errors can be explained by a lack of similar data patterns in the model training set. As can be seen in Fig. 2 , only 5 of the 48 patterns in the training set contained filter effluent turbidity values that exceeded 0.07 NTU. As such, the model may not have enough historical data to consistently generate accurate predictions in this range. The prediction errors of such cases can be minimized by increasing the size of the training set to include a greater number of patterns collected during suboptimal operating conditions. As previously discussed, all of the useable data were employed in model development; increasing the size of data sets is not possible unless further data are collected.
Conclusion
While the challenges involved in developing ANN process models may be prohibitive for some utilities, the current trend towards archiving process data, in combination with recent advances in computing technology, have made the technology appropriate for many utilities. The methodology presented herein will allow utilities to successfully build ANN models of their treatment processes and maximize the predictive potential that the technology offers. As demonstrated through the case study, the ANN modelling methodology allows utilities to develop multiple-variable nonlinear models of complex unit processes in a simple sequential fashion. With improved usability, the ANN technology will play a larger role in helping utilities meet customer and regulatory demands on finished water quality through improved modelling.
