With F q the finite field of q elements, we investigate the following question. If γ generates F q n over F q and β is a non-zero element of F q n , is there always an a ∈ F q such that β(γ + a) is a primitive element? We resolve this case when n = 3, thereby proving a conjecture by Cohen. We also improve substantially on what is known when n = 4.
Introduction
Let q be a prime power and let F q be the finite field of order q. Suppose that γ generates F q n (over F q , as throughout); thus F q n = F q (γ). Davenport [7] showed that whenever q is a sufficiently large prime there exists an a ∈ F q such that γ + a is a primitive element of F q n . This result was generalised for q a prime power by Carlitz [3] .
Consider the following problem: If γ 1 and γ 2 are non-zero members of F q n such that γ 2 /γ 1 generates F q n , is there always an a ∈ F q such that aγ 1 + γ 2 is primitive? Equivalently, if γ generates F q n and β ∈ F * q n , is there always an a ∈ F q such that β(γ + a) is primitive? Define L n to be the set of all q for which such an a always exists for any γ 1 and γ 2 (or β and γ in the alternative formulation) satisfying the conditions. The line problem for degree n extensions is to determine which prime powers q are in L n .
For quadratic extensions F q 2 Cohen [4] proved that there is always such a representation (i.e., that all prime powers q are in L 2 ). In [5, Thm 5 .1] he considered cubic fields and proved Theorem 1 (Cohen) . Let q / ∈ {3, 4, 5, 7, 9, 11, 13, 31, 37} be a prime power. Unless q is one of an explicit set of 149 possible exceptions (the largest of which is q = 9811) then q ∈ L 3 . Theorem 1.3 in [6] establishes that there are at most 149 exceptional values of q, and these are listed in [6, Thm 6.4] . 1 For completeness, a full list of the possible exceptions (modified as explained in Section 2) is given in Corollary 1 below.
The principal goal of this paper is to resolve the line problem for cubic extensions completely by proving Theorem 2. Let q be a prime power. Then q ∈ L 3 iff q / ∈ {3, 4, 5, 7, 9, 11, 13, 31, 37}.
The outline of this paper is as follows. In Section 2 we outline an improvement of the modified prime sieve, as used by Cohen [6] . This, and the results in Section 3, allow us to reduce the list of possible exceptions of Theorem 1. In Section 4 we outline the computational complexity in verifying that an element satisfies Theorem 1, and in Section 5 we present the results of our computations. These allow us to prove Theorem 2. Finally, in Section 6 we give an improvement on what is known for quartic extensions.
A refinement of the modified prime sieve
Consider [5, Prop 4.1] and its generalisation to extensions of degree n in [6, Prop 6.3] . This modifies the sieving argument given in [5, Prop 3.3] by treating specially one of the sieving primes l (in practice the largest prime divisor). We can extend this by treating specially r primes l 1 , . . . , l r (in practice the largest r prime divisors).
Throughout, for any positive integer e, define θ(e) = φ(e)/e. The function N is as defined in [5] and [6] . Lemma 1. Let q be a prime power, and write the radical of q n − 1 as kp 1 · · · p s l 1 · · · l r , where k has t distinct prime divisors and p 1 , . . . , p s , l 1 , . . . , l r are distinct prime numbers. Set 
Of course, N (1) = q. Also, from [6, Cor 2.3] ,
for i = 1, . . . , s,
and, for j = 1, . . . , r,
Applying (3), (4) and (5) to (1) and (2) and using the definitions of m, δand ε, we obtain
The criterion of the lemma follows.
The possible gain in using Lemma 1 in lieu of [6, Prop 6.3] stems from the reduction in s. Provided that the primes l 1 , . . . , l r are sufficiently large, the reduction in s may offset the loss of a slightly smaller value of δ.
Restricting to n = 3, we can use Lemma 1 to eliminate three values of q from Cohen's list S in [5, Thm 4.2] . Setting r = 0 and t = 1 suffices 2 to eliminate q = 809, while choosing r = 2 and t = 2 allows us to rule out q = 1951 and q = 5791. This proves Corollary 1. Let q / ∈ {3, 4, 5, 7, 9, 11, 13, 31, 37}. 3 An improvement of Katz' lemma for cubic extensions Let χ be a multiplicative character of F q n , whence the order of χ is a divisor of q n − 1. For any γ ∈ F q n , define S γ (χ) = a∈Fq χ(γ + a). A key tool for attacking existence questions for primitive elements in extensions has been a deep result of Katz [8] .
Lemma 2 (Katz) . Suppose that γ generates F q n over F q and χ is a non-principal character of F q n (i.e., has order exceeding 1). Then
When n = 2, Lemma 2 shows that |S γ (χ)| ≤ √ q. Prior to the publication of [8] , Cohen [4] had proved this result elementarily with an improved bound when the non-principal character χ had order dividing q + 1. When n = 3, Lemma 2 shows that |S γ (χ)| ≤ 2 √ q. Whereas we cannot offer an alternative proof of this result in general, we can establish an improvement with an elementary proof in the case in which the non-principal character χ has order dividing q 2 + q + 1. This might be viewed as an analogue of the improvement in the quadratic case.
Lemma 3. Let β, γ be non-zero elements of F q 3 such that γ generates F q 3 . Also let χ be a non-principal character of F q 3 whose order divides
Proof. The significance of the restriction on the order of χ is that χ(c) = 1 for all c ∈ F * q , since such c are (q 2 + q + 1)-th powers in F q 3 . Furthermore, observe that the sum in question is χ(β)S γ (χ) which has the same absolute value as S γ (χ). Hence it suffices to show that
Abbreviate S γ (χ) to S and denotes its complex conjugate byS. Then
Next we investigate the set T = c(γ+a) γ+b : a, b, c ∈ F q , c = 0 appearing in (8) and compare this to the set of non-zero elements of F q 3 . We claim that the subset T 0 of T comprising those members for which a = b is a set of (q − 1) 2 q distinct elements.
To see this, suppose that
; then c 1 (γ + a 1 )(γ + b 2 ) = c 2 (γ + a 2 )(γ + b 1 ). Now, {γ 2 , γ, 1} is a basis of F q 3 over F q , since γ generates the extension. It follows that
(by definition of T 0 ), so it follows that b 1 = b 2 and a 1 = a 2 . Thus elements of T 0 can only be equal if they are identical, and the claim is established.
The members of T \ T 0 comprise {c : a, b, c ∈ F q , a = b, c = 0} = F * q , each element c ∈ F * q occurring with multiplicity q in T . Thus the cardinality of T as a subset of F * q 3 (discounting multiplicities) is q(q − 1) 2 + (q − 1) = (q − 1)(q 2 − q + 1). Hence, the cardinality of U , defined as the complement of T in F * q 3 , is (q 3 −1)−(q −1)(q 2 −q +1) = 2q(q −1). Indeed, we can identify precisely the elements of U as follows. Suppose
the set of reciprocals of members of U 1 satisfies U −1 ⊆ U . Moreover, U 1 and U −1 are disjoint sets each of cardinality q(q − 1). From the cardinalities, we conclude that U = U 1 ∪ U −1 .
The facts established in the previous paragraph applied to (8) yield
The first sum in (9) is zero, and χ(c) = 1 for c ∈ F * q . Accordingly,
Hence (|S| − 1) 2 ≤ q and the inequality (7) follows.
Applying the better bounds of Lemma 3 gives two useful improvements to Lemma 1.
Lemma 4. Take n = 3 and adopt the same notation as in Lemma 1. Assume that l 1 , . . . , l r divide q 2 + q + 1. Define
For odd q we may take k = 2 so that t = 1 and m = 1 2 . If
Alternatively, for q ≡ 1 (mod 6) we may take k = 6 so that t = 2 and m = 
Proof. The proof uses the plan of Lemma 1 with appropriate adjustments to the constants arising from the bounds of Lemma 2 and Lemma 3. For k = 2 no improvement applies over (3), so we have
)N (k), the underlying formula uses characters of order p i and 2p i . This gives an improvement over (4) for the character of order p i when p i | q 2 + q + 1. Moreover, l j | q 2 + q + 1 so we always get an improvement over (5) .
Thus for k = 2 we have
Applying these revised bounds in the proof for Lemma 1 gives (10) . For k = 6 we proceed similarly, noting that 3 | q 2 + q + 1. The character sum for N (6) involves characters of order 1, 2, 3, and 6; we can apply the improved bound for order 3,
)N (k), the characters involved have orders p i , 2p i , 3p i , and 6p i ; the improved bounds apply for p i and 3p i when p i | q 2 + q + 1. As before, we always get better bounds for the l j .
So for k = 6 we get
Applying these revised bounds in the proof for Lemma 1 gives (11).
We now apply Lemma 4 to the list of 146 possible exceptions given by Corollary 1. Using k = 2 we apply (10) for r = 0, 1, 2 which eliminates all but 96 elements from our initial list. For those remaining cases where q ≡ 1 (mod 6) we then apply (11) for r = 0, 1, 2; this reduces the number of potential exceptions to 82, establishing (12) While it does not seem possible to make any further theoretical advances by modifying Lemma 4, we note that the largest element in (12) is considerably smaller than the largest element in (6) . This reduction allows us to proceed with direct computation on the elements in (12). The next sections give details of computational arguments that eliminate the remaining exceptions, thereby proving Theorem 2.
Computational complexity
Let β and γ be elements of F q 3 . We call the pair (β, γ) potentially bad if β = 0 and γ generates F q 3 over F q (i.e., γ / ∈ F q ). Given a potentially bad pair (β, γ), we call the pair good if there exists some a ∈ F q such that β(γ + a) is primitive; otherwise we call it bad. Then q ∈ L 3 iff all potentially bad pairs are good.
The number of potentially bad pairs is (q 3 − 1)(q 3 − q), but we can reduce the number that need checking through two observations. For convenience in the following discussion, fix ω to be a primitive element of F q 3 and let τ = (q 3 − 1)/(q − 1) = q 2 + q + 1.
Firstly, for any λ ∈ F q the pair (β, γ + λ) is good iff (β, γ) is. Thus we only need to check one value of γ in each additive coset with respect to F q . More concretely, we can write γ = γ 2 ω 2 + γ 1 ω + γ 0 with γ i ∈ F q , and the previous observation shows that we need only consider pairs where γ 0 = 0. This observation saves a factor of q, reducing the number of pairs that need to be considered down to (q 3 − 1)(q 2 − 1).
Secondly, for any λ ∈ F * q the pair (β, λγ) is good iff the pair (λβ, γ) is good. In the former case we check for badness by considering the values β(λγ + a) = λβγ + aβ for all a ∈ F q , while in the latter we consider the values λβ(γ + a) = λβγ + λaβ. But λa also covers all values in F q , just in a different order, so these sets are the same. This observation allows us to check only one item in each multiplicative coset with respect to F * q , saving a further factor of q − 1 and reducing the number of pairs that need to be considered to (q 3 − 1)(q + 1).
There is a choice as to how to apply this multiplicative reduction. If it is applied to β then we have to choose a suitable set of representatives; a simple option is to let β = ω k for 0 ≤ k < τ , since the elements of F * q are precisely the powers of ω τ . This leads to considering the pairs (ω k , γ 2 ω 2 + γ 1 ω) for 0 ≤ k < τ and γ 1 , γ 2 ∈ F q , not both zero.
Note that by our previous observation about elements of F * q we can write nonzero γ 1 and γ 2 as powers of ω τ . So an equivalent set of γ to consider is the values ω 1+k 1 τ , ω 2+k 2 τ , and ω 2+k 2 τ + ω 1+k 1 τ where 0 ≤ k 1 , k 2 < q − 1. Algorithm 1 uses this alternative presentation; it turned out to be faster in practice.
Algorithm 1: Check whether q is good using reduced (β, γ) pairs
Alternatively, we could apply the multiplicative reduction to γ; then the pairs to be considered become (β, ω 2 + γ 1 ω) and (β, ω) for β ∈ F * q 3 , γ 1 ∈ F q . Additionally, let R be the radical of q 3 − 1; then ω k is primitive iff k is coprime to R (equivalently, iff gcd(k, R) = 1). This property is unchanged by reduction modulo R; hence we need only consider β = ω k with k < R.
A reformulation of the problem allows us to do even better: β(γ +a) = βγ(1+a/γ), and as β iterates through F * q 3 so does βγ. So this is equivalent to considering the values β ′ (1 + a/γ), where β ′ ∈ F * q 3 and γ is one of the values ω 2 + γ 1 ω (γ 1 ∈ F q ) or ω. This alternative version provides two benefits that lead to practical time savings. First, setting a = 0 in β ′ (1 + a/γ) yields β ′ regardless of the value of γ, so if β ′ is primitive then all associated pairs are automatically good. It is thus only necessary to test non-primitive values of β ′ .
Second, a small simplification of the γ values used in this method is possible. Calculating 1/(ω+u) as a function of u, we see that each u ∈ F q gives rise to a different class representative ω 2 + γ 1 ω. 3 For a given β ′ ∈ F * q 3 this allows us to use the slightly nicer values β ′ (1 + a/ω) and
This approach is shown in Algorithm 2. Although it has the same asymptotic complexity as Algorithm 1, it usually iterates fewer times and is considerably faster in practice. For some values of q for which both were tested, Algorithm 2 was more than 400 times faster.
Algorithm 2:
Check whether q is good using reduced (β, γ −1 ) pairs
Procedure check beta inv gamma(β, γ −1 ) for a in F * q do if β(1 + aγ −1 ) is primitive then next a FAIL
Computation
Initial computation was undertaken using Magma V2.23 [2] , with early estimates indicating that some of the q < 1000 would take about a year to complete. An improvement was made by changing a Magma setting to ensure that the finite fields involved used the Zech logarithm representation (which is more computationally efficient but requires more memory); doing so reduced those estimates to less than eight months.
Implementing Algorithm 1 reduced these times to about three months for q < 1000 and implementing Algorithm 2 further reduced these times to at most two weeks. These computations were completed, so it has been checked by Magma V2.23 that each q < 1000 in Corollary 2 is good. 3 Explicitly, γ1 = f2 − u, where ω 3 + f2ω 2 + f1ω + f0 = 0.
In Table 1 we give the minimum, average, and maximum times (Magma V2.23, 2.6GHz Intel R Xeon R E5-2670) for checking q listed in Corollary 2 in given ranges using an implementation of Algorithm 2 in Magma. As can be seen from these timings, q < 1000 can be checked in less than 15 days each. In fact 62 of these 64 q can be checked in less than 6 days each, 53 in less than a day each, and 29 in less than 1 hour each. The memory overhead of the Zech logarithm representation prohibits its use for q > 1000, mandating a switch to a more general implementation of finite fields. The impact of this is seen in the last column of Table 1 , and it is clearly not very practical to use this approach for larger q.
Instead, a highly specialised and optimised stand-alone program was written to perform the computations. This program first calculates a table of all reduced (γ, a) pairs together with their logarithms (with respect to the primitive element). Then, for each γ, it loops through the values of β and checks as many a as necessary.
Primitivity testing can be done very easily using logarithms, as previously mentioned. Thus this stage does not need to construct any elements of the finite field at all; instead, the loop is over the logarithm of β, which is combined with the logarithms from the table. Further refinements enable even the gcd to be eliminated, and some heuristic (anti-)sorting reduces the number of a that need to be checked in practice. Source code and a detailed explanation of the program may be found at [1] .
This program was used to test all prime powers q < 5 000, using 24 threads on a 2.3GHz Intel R Xeon R E5-2699. All q < 2 000 had been checked after 12.3 hours, and the remaining six values of q > 2 000 in Corollary 2 were separately checked using 16 threads on a 3.1GHz Intel R Xeon R E5-2687W. The latter computation completed in approximately 18.5 hours. 
Quartic extensions
The preceding sections have focussed on cubic extensions of finite fields, but Cohen [6] also considered quartic extensions. In Theorem 7.2 of [6] Cohen gave conditions on whether q ∈ L 4 . We correct some errors in this result, and, using Lemma 1 we prove Theorem 3. Let q be a prime power, and E 4 be the set of 1514 prime powers described in the Appendix (the largest of which is 102829). If q / ∈ E 4 then q ∈ L 4 . Moreover, let 
We give a sketch of the proof of Theorem 3. From Proposition 7.1 in [6] we need only consider those q such that q 4 − 1 has at most 14 distinct prime factors. Applying Lemma 3 with r = 0 gives a list of 4981 values of q that require further analysis. We now apply Lemma 3 again, using the exact value of δ for each q, with r = 0, 1, 2, 3, 4. This establishes that q ∈ L 4 for all but the stated 1514 values of q. The computations in §6.1 identify the 21 genuine exceptions that make up G L .
We note that Theorem 7.2 in [6] gave q = 25943 as the largest possible exception, though this appears to be an error. This value of q was used by Rúa [9] , [10] in a related problem concerning finite semifields. Correspondingly, one must update Corollary 5 of [9] with q = 102829 coming from Theorem 3.
Let T n be the set of prime powers q such that for any γ ∈ F q n which generates F q n over F q there exists an a ∈ F q with γ + a primitive. The determination of those prime powers in T n is the translate problem for degree n extensions. It follows trivially from the definitions that L n ⊆ T n , so exceptions to the translate problem can only arise from exceptions to the line problem.
Rúa's work relies not on q being in L n but on q being in T n . While it currently seems infeasible to eliminate the remaining possible exceptions in Theorem 3, which is concerned with L 4 , we note that more progress can be made on determining membership of T 4 .
Theorem 4. Let q be a prime power, and E 4 be the set of 1514 prime powers described in the Appendix (the largest of which is 102829). If q / ∈ E 4 then q ∈ T 4 . Moreover, let 
By computationally verifying some values of q in §6.1 we can improve Theorem 3 to Theorem 5. Similarly in §6.2 we improve Theorem 4 to Theorem 6.
Membership of L 4
We use a similar approach to the cubic case and adjust Algorithm 2 to Algorithm 3. As we have not yet found convenient values for the inverses of ω 2 + uω and ω 3 + tω 2 + uω we must compute them each time which appears to cost an extra 10-20%. Unfortunately the complexity of this algorithm is O(q 6 ).
Theorem 5. Define E L = (E 4 ∩ {x : x > 200}) \ {239, 241, 243, 251, 257, 577}, a set with 1448 elements and largest member 102829, and let q be a prime power not in
We give some timings for computations which check that some other possible exceptions are not genuine exceptions in Tables 3, 4 and 5. Again these timings use Magma V2.23, 2.6GHz Intel R Xeon R E5-2670 or a similar machine.
Procedure check q(q) Construct F q , F q 4 , and ω R ← rad (q 4 − 1)
Procedure check beta inv gamma(β, Table 3 : Timings for checking the line problem q < 128.
For q > 128 we group our timings according to the product of q 2 and the radical of q 4 − 1, as this has substantial influence on the expense of the computation and how it can be carried out, and provide minimum, maximum and average times for these ranges. Note that for q > 188, q 4 > 2 30 so the efficient Zech logarithm representation cannot be used and verifying such q are not exceptions becomes substantially more expensive. We have been able to verify that only a few q > 188 are not exceptions computationally and these all have minimal radical among such q. We separate timings for q < 188 and q > 188 and note that in contrast to the cubic case where the general Magma implementation could not handle q with q 3 > 2 30 it can handle some q with q 4 > 2 30 , i.e. q > 188 as the subfield F q 2 can use the more efficient representation when q 2 < 2 30 , this occurs for q < 2 15 ∼ 32000.
We have checked the line problem for all q < 200 and for six q > 200. Note that some of these timings for q ≥ 128 are not the best possible. We had to split jobs into several subjobs to adhere to the 21-day limit of the machines. There are a number of q for which, knowing the timings above, we could divide into subjobs more efficiently and avoid any overlap. This would run the checks in less time. However, the returns are not worth the extra computing resources to rerun all these jobs for this paper.
We estimate that verifying that the remaining 1448 possible exceptions are not genuine Table 5 : Timings for checking the line problem for some 188 < q < 600.
exceptions will take over 3.6 × 10 17 years using q 2 R(q 4 − 1)/(577 2 R(577 4 − 1)) × 315 (days) for q ∈ E L , q > 260 but even the shortest time for checking a q we have not will take longer than most of the times we have given, that is at least 200 days to check each extra q this way. But if we use an implementation which precomputes the logs of all elements of F q 4 then we have seen an improvement in timings for q = 239, 251 by a factor of about 3.
Membership of T 4
The computation for this problem is much cheaper and a straightforward algorithm is at worst O(q 4 ) -it is likely closer to O(q 3 ) in practice since an a is usually found in a few iterations. We first tried iterating through all β ∈ F q 4 but this is at worst O(q 5 ) and at best O(q 4 ). We found it best to iterate through all β = λ 3 ω 3 + λ 2 ω 2 + λ 1 ω of which there are O(q 3 ). For those β / ∈ F q 2 we checked that there is an a such that β + a is primitive. We only need to check those q which are genuine exceptions to the line problem and those q which were too expensive to check for the line problem. It took 7.5s in total (using Magma V2.23, 2.6GHz Intel R Xeon R E5-2670) to check that q = 2, 4, 8, 9, 27, 37, 47, 73 are not genuine exceptions to the translate problem.
Theorem 6. Define E T = E 4 ∩ {x : x > 5570} ∪ {3461, 3463, 3467, 3469, 3481, 3499, 5501}, a set with 785 elements and largest member 102829, and let q be a prime power not in
We remark that all even prime powers 2 e are in T 4 . This improves Corollary 2 in [10] : one may remove 'T 4 ∩' from this Corollary.
We give some timings in Tables 6 and 7 Table 6 : Timings for checking the translate problem using a general implementation.
3500 will take between 51 and 70 days and will be finished by the end of July.
We therefore arrive at E T , the list of possible exceptions in Theorem 6. We estimate that checking the remaining elements of E T in this way will take at least 30000 years. We calculated this estimate using the timing for q = 3019 which was minimal in its range. For q ∈ E T , q > 4000, min q {(q/3019) 3 × 31.6} ∼ 73 and max q {(q/3019) 3 × 31.6} ∼ 3420 × 365 so that the time taken to check these q will be more than 73 days each and there will be a q which will take at least 3420 years to check. The average estimate for checking these q is 32 years.
Looking at the more achievable, checking all 4000 < q < 5000 may take 30 years, or 1 year using 30 processors efficiently. Each q < 6825 may be able to be checked in at most about 1 year each although there are 267 such q, 163 more than 4000 < q < 5000.
Using a specialised implementation which precomputes the logs of all elements of F q 4 and reduces overhead we have seen an improvement in timings by a factor of about 24 for q ∈ [3500, 4000], that is, computations which took about x days using the general implementation take about x hours in the specialised implementation. The timings in Table 7 Table 7 : Timings for checking the translate problem using a specialized implementation of Sydney's high performance computing cluster Artemis for providing the high performance computing resources that have contributed to the research results reported within Section 6 of this paper.
