ABSTRACT The intelligent wearable heart rate measurement requirement has attracted more and more attention, and the related applications of Internet of Things are emerging. However, under intensive physical exercises, motion artifacts are strong interference sources for wrist-type photoplethysmography (PPG) sensor signals, thus significantly affecting the accurate estimation of heart rate and other physiological parameters. Currently, how to effectively remove the motion artifacts from PPG sensor signals is becoming an active and challenging research realm. In this paper, we propose a multi-channel spectral matrix decomposition (MC-SMD) model to accurately estimate heart rate in the presence of intensive physical activities. Motivated by the observation that the PPG signal spectrum and the acceleration spectrum have almost the same spectral peak positions in the frequency domain, we first model the removal of motion artifacts as a spectral matrix decomposition optimization problem. After removing motion artifacts, we propose a new spectral peak tracking method for estimating heart rate. Experimental results on the wellknown PPG data sets recorded from 12 subjects during intensive movements demonstrate that MC-SMD can efficiently remove the motion artifacts and retrieve an accurate heart rate using multi-channel PPG sensor signals.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
With the rapid development of electronics technology miniaturization [1] , the monitoring of human health is gaining more and more attention. One public health report in 2010 showed that almost 1 in every 4 deaths every year in the United States is due to heart disease [2] . Hence, heart rate monitoring is always regarded as having great importance among all monitored vital signs. Recently, photoplethysmography (PPG) [3] , [4] has become an efficient and popular estimation method for heart rate estimation. Compared with an electrocardiogram (ECG), which is obtained from the chest without body movement, PPG sensor signals are obtained via a non-invasive method [5] , [6] . More importantly, PPG sensors are simple, low-cost, easy-to-use, and do not require specific techniques to be attached to skin.
Despite the attractive attributes of PPG, a major disadvantage of PPG is that it is sensitive and vulnerable to human physical motion. Therefore, to decode heart health status more reliably, the motion artifacts introduced by physical motion must be extracted and rejected from the original noisy PPG sensor signals. However, the motion artifacts component can mostly mask the heart rate information during intensive physical exercise; thus, removal of the motion artifacts in raw PPG sensor signals is a challenging task [7] .
B. STATE-OF-THE-ART
To date, researchers have presented numerous signal processing approaches to removing motion artifacts in PPG, such as wavelet-based method [8] - [10] , empirical mode decomposition (EMD) [11] , [12] , Kalman filtering [13] , time-frequency analysis [14] , non-line methods [15] , spectrum subtraction [16] , independent component analysis (ICA) [17] , and adaptive noise cancellation (ANC) [18] , [19] , to name a few. However, the above methods were mainly proposed for clinical scenarios when subjects performed some small motions.
For strong motion artifacts, Zhang et al. [20] , [21] proposed a TROIKA framework, which consists of signal decomposition, sparse signal reconstruction and spectral peak tracking with verification. The signal decomposition stage is used to partially remove motion artifacts. Then, a high resolution spectrum of the PPG signal can be calculated using sparse signal reconstruction. The spectral peak tracking with the verification stage facilitates the finding of spectral peaks corresponding to heart rate. Zhilin Zhang proposed another approach, i.e., JOSS [22] . This approach exploits the common spectral structures between the PPG signal and the accelerometer signals. Moreover, it includes the multiple measurement vector (MMV) model, spectrum subtraction and spectral peak tracking. Compared with the TROIKA framework, the JOSS method further improves the denoising performance.
Meanwhile, Zhu et al. [23] proposed the MICROST framework. It was designed as a mixed algorithm that consists of acceleration classification (AC), first-frame processing and heuristic tracking. Sun and Zhang [24] proposed the SPECTRAP method. This method first calculates the spectra of the PPG signal and the acceleration signal and then removes the motion artifacts' spectral components using a new spectrum subtraction algorithm. In [25] , a novel algorithm that consists of motion artifacts cancellation and spectral analysis was proposed. The motion artifacts cancellation step cleanses the contaminated PPG sensor signals, utilizing the acceleration data, while the spectral analysis step estimates a higher spectrum of the signal and chooses the spectral peaks corresponding to heart rate. However, the main drawbacks of these methods are that the denoising process does not make use of the sparsity of the PPG sensor signals and the strong relativity between the PPG sensor signals and the acceleration signals.
C. CONTRIBUTIONS AND PAPER ORGANIZATION
The study aims to improve heart rate estimation performance while solving the aforementioned drawbacks. A novel denoising algorithm for heart rate estimation is proposed, which is based on Multi-Channel Spectral Matrix Decomposition, denoted by MC-SMD. Firstly, we construct a spectral matrix using multi-channel PPG sensor signals and acceleration signals during the same time period. Next, the spectral matrix is divided into a motion artifacts matrix and real PPG sensor signals matrix. Finally, we use the spectral peak tracking methods to estimate heart rate.
The remainder of this paper is organized as follows. Section II describes our MC-SMD model in detail. Section III presents the framework of heart rate measurement. Section IV presents the experimental results. The conclusion is given in the last section.
II. PROPOSED FRAMEWORK A. MULTI-CHANNEL SPECTRAL MATRIX DECOMPOSITION MODEL
The MMV model [22] is an extension of the single measurement vector (SMV) model [20] , [21] , which can estimate a solution jointly from multiple measurement vectors. When estimating the power spectra of multi-channel signals, we can model the procedure as follows
where
is the redundant discrete Fourier transform (DFT) basis, X ∈ C N ×H is the desired solution matrix (i.e., the sparse matrix), and V ∈ R M ×H represents measurement noise or model errors. We adopt the Regularized M-FOCUSS algorithm [26] to solve Eq. (1), because here the matrix is highly coherent.
Motivated by the SMV model [20] , [21] and the MMV model [22] , we first divide the spectral matrix into the motion artifacts matrix and real PPG sensor signals matrix. This can be expressed as follows
where X is the sparse matrix as before, P is the motion artifacts spectral matrix, and Q is the real PPG sensor signals spectral matrix. Because the periodicity of the cleaned PPG sensor signals corresponds to the cardiac rhythm [27] , the cleaned PPG sensor signals have sparsity in the frequency domain. The PPG spectrum and the acceleration spectrum almost have the same spectral peak positions in the frequency domain because of the strong relativity between PPG sensor signals and acceleration signals. Hereby, combined with the compressive sensing theory, the MC-SMD model can be expressed as follows
where We find that the objective function (3) is composed of two parts: the differential experience cost function L(P, Q) and the convex non-smooth regularization part G(P, Q), i.e.,
It is well known that this kind of objective function has been studied in [28] - [30] . In this paper, we adopt the Accelerated Proximal Gradient (APG) method to solve Eq. (3). Compared with the traditional sub-gradient-based methods, APG has a better convergence rate. It can obtain the global optimal solution with a quadratic convergence rate. Namely, APG can acquire the optimal solution with O 1/m 2 residual after m iterations. Thus, we utilize the composite gradient mapping [28] method to rewrite Eq. (3) in the following form:
where F (P, Q; , ) consists of the regularization term G(P, Q) and the first order Taylor expansion L(P, Q) at point ( , ). The square of the Euclidean distance between (P, Q) and ( , ) denotes the remainder term of the Taylor expansion. ∇ P L( , ) and ∇ Q L( , ) denote the partial derivatives of L(P, Q) about P and Q, respectively. η is the parameter for controlling step length.
In the m-th iteration of APG, the linear combination of (P m , Q m ) and P m+1 , Q m+1 can form m+1 , m+1 ; thus, m+1 , m+1 stores the historical information of (P, Q) in the previous iteration process. Generally, the process is called the aggregation step. The updated results of m+1 , m+1 can be expressed as follows
where α m = 1 when m = 0 and α m = 2 m+3 when m > 1. Once ( m , m ) is given, we can obtain the solution of the m-th iteration by solving the following optimization problem.
To better describe the solving process, we first give two conclusions, defined as Eq. (10) and Eq. (11) [31] , [32] .
where S ε R i,j denotes a soft threshold operation, which can be defined as Eq. (12). The computation rules of W ε (R) can be expressed as Eq. (13).
where r i denotes the i-th row of R. Then, the optimization problem of Eq. (9) can be decomposed into two sub-problems for P and Q, respectively, i.e.,
In general, the process of the whole optimization algorithm can be summarized as in algorithm 1.
Algorithm 1 APG Algorithm
Compute P m and Q m using Eq. (14), (15) . Fig. 1 is the flowchart of our heart rate estimation. The spectral peak tracking method can deal with some extreme conditions and retrieve the frequency locations of a heart rate precisely. 
End while

III. HEART RATE ESTIMATION
A. SPECTRAL PEAK TRACKING
We can obtain the real PPG spectra and motion artifacts spectra by solving the MC-SMD model. In this section, we mainly utilize the real PPG spectra to identify the spectral peaks corresponding to heart rate. Because the real PPG spectra may have some extreme situations, to ensure the accuracy of heart rate estimation, we propose an effective spectral peak tracking method that can handle these extreme situations containing the no-peak condition (shown in Fig. 2 ) and the multi-peak condition (shown in Fig. 3 ).
FIGURE 2.
No-peak condition. Red diamond tag is the true heartbeat frequency (estimated from the ECG signal). (a) There are heart rate peaks in PPG1 but no heart rate spectral peaks in PPG2. (b) There are no heart rate peaks both in PPG1 and PPG2.
Our spectral peak tracking method mainly consists of three stages: initialization, peak selection and peak detection (given two-channel PPG spectra and three-channel acceleration spectra). 1) Initialization: The initialization stage is done in a manner similar to the process proposed by Zhang [22] . In this stage, wearers are required to reduce hand motions as much as possible for several seconds. Heart rate is estimated by choosing the highest spectral peak in the PPG1 spectrum.
We use the kurtosis of the PPG1 spectrum from 0.8 Hz to 2.5 Hz to classify whether hand motions are reduced sufficiently. If the kurtosis is larger than 10, the current time window is determined to be in the initialization stage and we select the highest spectral peak in the PPG1 spectrum from 0.8 Hz to 2.5 Hz; in the next time window, the approach enters the next stage. Otherwise, the current time window is not in the initialization stage and no heart rate estimate is output; in the next time window, we need to again perform this process to check whether it is in the initialization stage. 2) Peak Selection: In this stage, the goal is to choose peaks in the PPG1 and PPG2 spectra with the knowledge of estimated heart rate values from previous time windows.
We need to determine the spectral peak location of the heart rate in the current time window for three cases. To better understand the following procedure, some variables are shown in Table 1 .
First, a search range denoted as 1 is set. This search range is centered at the location of the previously estimated spectral peak. Then, denoted as prevLoc1, the frequency bin corresponding to the previously estimated heart rate, i.e., 1 = [prevLoc1 − R 1 , prevLoc1 + R 1 ], where R 1 = 7 is a positive integer, is set.
Case 1: In the search range 1 , 0 < pc1 ≤ 4; the flowchart is given in Fig. 4. (a) If |mpLoc1 − prevLoc1| ≤ 3, we select the one (namely, mpLoc1) with the highest value; thus, mpLoc1 is the frequency location index of the heart rate (namely, curLoc) in the current time window.
(b) If (a) condition is established and 0 < pc2 ≤ 4, |mpLoc2 − prevLoc1| < |mpLoc1 − prevLoc1|, mpLoc1 and mpLoc2 are located on the same side; then, we choose mpLoc2 instead of mpLoc1.
(c) If (a) condition is not established and 0 < pc2 ≤ 4, then we select the one (namely, cLoc) closest to prevLoc1 between cLoc1 and cLoc2.
(d) If (a) and (c) conditions are not established, we can select the one (namely, cLoc1) closest to prevLoc1 in the PPG1 spectrum.
To ensure the rationalization of the selected curLoc, we propose a validation mechanism. Namely, if |curLoc − prevLoc1| ≤ 4 or |curLoc − prevLoc2| ≤ 4 (prevLoc2 denotes the frequency bin corresponding to the estimated heart rate in the penultimate time window), then the validation mechanism output curLoc and Trap_count = 0. Otherwise, we need to trigger a prediction mechanism and Trap_count = Trap_count + 1.
The prediction mechanism is used to solve problem where we cannot find the spectral peak locations corresponding to the heart rate in the PPG1 and PPG2 spectra. The mechanism can be expressed as follows:
where h = predictLoc1 -predictLoc2, predictLoc1 is the predicted spectral peak location in the current time window, and predictLoc2 is the predicted spectral peak location in the previous time window. Then, we utilize the Smoother algorithm [33] to acquire predictLoc1 and predictLoc2. The algorithm is performed using the spectral peak positions of the 10 closest previously estimated heart rate values; the smoother parameter is set to 20. We may face a situation in which two peaks have equal distance to prevLoc1 (one has lower frequency and the other has higher frequency) when we select the peak closest to prevLoc1. To deal with this situation, we put forward an effective approach. If prevLoc1 − prevLoc2 > 0, then select the higher frequency. If prevLoc1−prevLoc2 ≤ 0, then select the lower frequency.
Case 2: When pc1 ≥ 5, denoted as multi-peak. The flowchart is shown in Fig. 5 . We set another search range closest to prevLoc1 between ID1 and ID2 and Trap_count = 0. Otherwise, we need to trigger the prediction mechanism and Trap_count = Trap_count + 1. Case 3: When pc1 = 0, denoted as no-peak. The flowchart is shown in Fig. 6 . Here, we still use the search range 2 
(a) If pc2 > 0 and |ID2 − prevLoc1| ≤ 3, then we choose the one (namely, ID2) with the highest value and Trap_count = 0. (b) If (a) condition is not established and 0 < pc2 ≤ 4, |Loc − prevLoc1| ≤ 4, then we choose the one (namely, Loc) closest to prevLoc1 in the PPG2 spectrum and Trap_count = 0. If not, we need to trigger the prediction mechanism and Trap_count = Trap_count + 1.
3) Peak Detection: This stage can prevent the spectral peaks corresponding to the heart rate from being lost effectively. When the counter Trap_count ≥ 3, it indicates that the target spectral peak may be lost. Thus, a peak discovery procedure is triggered.
First, a larger search range than before is set. The search range is 3 = [centerLoc − R 3 , centerLoc + R 3 ], where centerLoc denotes the estimated spectral peak location when Trap_count = 0 (in the next time window, Trap_count = 1) and R 3 = 10. 7 shows the flowchart of peak discovery. We first judge whether the spectral peaks exist in the PPG1 spectrum. If we find any, then the one with highest value is selected. If not, the spectral peak is predicted by performing the Smoother algorithm in the current time window. The algorithm is performed for the spectral peak positions of the 15 closest previously estimated heart rate values; the smoother parameter is set to 20.
IV. EXPERIMENTAL RESULTS
A. DATA DESCRIPTION
We validated our method using a published database of IEEE Signal Process Cup 2015 [34] . Data was collected from 12 healthy male subjects with yellow skin and ages ranging from 18 to 35. Each dataset consists of two-channel PPG sensor signals, three-axis simultaneous acceleration signals, and a one-channel ECG signal recorded by using pulse oximeters (Green LED: 515 nm), an accelerometer on the wrist and wet ECG sensors on the chest, respectively. Both the pulse oximeters and the accelerometer were embedded in a comfortable wristband, and two pulse oximeters, placed 2-cm apart (from center to center), were used. Then, the ground-truth of the heart rate was calculated from the ECG signal, which was used to evaluate the algorithms' performance. Note that we did not use any ECG heart rate estimation algorithms to avoid estimation errors. All signals were wirelessly transmitted to a nearby computer or mobile phone.
During the recording of the 12 datasets, the subjects walked or ran on a treadmill at the following speeds, in order: 1-2 km/hour for 0.5 minute, 6-8 km/hour for 1 minute, 12-15 km/hour for 1 minute, 6-8 km/hour for 1 minute, 12-15 km/hour for 1 minute, and 1-2 km/hour for 0.5 minute. In this process, the subjects were asked to purposely do some motions, such as pulling clothes, wiping sweat on forehead, pushing buttons on the treadmill, and freely swinging hands.
Note that all signals were sampled at 125 Hz initially. Then, the multi-channel PPG sensor signals and the simultaneous acceleration signals were down-sampled to 25 Hz to guarantee high computational efficiency.
B. PARAMETER SETTINGS
Heart rate estimation was done for each 8-second window (200 samples), with a shift of 2 seconds (50 samples). Before performing MC-SMD, all raw signals were processed using a 2nd order Butterworth filter, with a low cut-off frequency and a high cut-off frequency of 0.4 Hz and 4 Hz, respectively.
Meanwhile, the relevant parameters in the experiments were adjusted as follows: the weighting parameters in Eq. (3), to λ 1 = 0.01, λ 2 = 1.1; the spectrum grid parameter in DFT, N = 1024. For the spectral peak tracking, the relevant parameters have been explained in section III; thus, they will not be repeated here.
C. PERFORMANCE MEASUREMENT
In each time window, the number of cardiac cycles H and the duration D (in seconds) were counted; then, the heart rate was calculated as 60H /D (in BPM). To evaluate the performance of MC-SMD, four measuring objects were used in the paper. The average absolute error (Error1) and the average absolute error percentage (Error2) were computed as
where BPM true (i) denotes the ground-truth of heart rate in the i-th time window, BPM est (i) denotes the estimated heart rate, and W is the total number of time windows. A Bland-Altman plot (namely, B-A plot) [35] was the third measurement index. It was used for a combined graphical and statistical interpretation of the two measurement methods. In this analysis, Limit of Agreement (LOA) was calculated, which is defined as LOA = [u − 1.96σ, u + 1.96σ ], where u is the average difference between each estimate and the associated ground-truth against their average; σ is the standard deviation.
Meanwhile, Pearson correlation was also adopted to reflect the linear correlation between ground-truth values and estimates.
D. RESULTS ANALYSIS
To validate the performance of MC-SMD for heart rate frequency estimation, it was compared with other stateof-the-art techniques that utilize the same datasets. The average absolute error (Error1) and the average absolute error percentage (Error2) for the 12 datasets are listed in Table 2 and Table 3 , respectively. We find that MC-SMD had better performance than the other methods. Averaged across the 12 subjects, the absolute estimation error (Error1) of MC-SMD was 1.11 BPM and the error percentage (Error2) was 0.80%. In contrast, TROIKA had a performance of Error1 = 2.42 BPM and Error2 = 1.82%; the Error1 of JOSS was 1.28 BPM and the Error2 was 1.01%; the Error1 of MICROST was 2.58 BPM and the Error2 was 1.99%; the Error1 of SPECTRAP was 1.50 BPM and the Error2 was 1.12%; in [25] , Error1 = 1.25 and Error2 = 0.99% (these results were directly adopted from [21] - [25] ). To deeply investigate the performance of MC-SMD, Fig. 8 shows the estimated heart rate trace on subject 9 (randomly chosen) as an example. The results show that the estimated heart rate was very close to the ground-truth heart rate. Every small change in the ground truth was estimated with high fidelity.
Moreover, we also evaluated the effectiveness of our algorithm and compared the estimated and the true heart rate. The B-A plot for all 12 datasets is depicted in Fig. 9 . The LOA was [−3.68, 4.13] BPM, where u = 0.2248, σ = 1.9940. Fig. 10 gives the scatter plot between the ground-truth heart rate values and the associated estimates. The fitted line was Y = 0.988X + 0.875, where X indicates the ground-truth heart rate values; Y denotes the associated estimates. The Pearson coefficient was 0.9968.
E. DISCUSSIONS
In the experiments the subjects had yellow skin-color and the LED light was green. Skin-color and LED light may affect the MC-SMD's performance. Thus, our further work is to acquire other database at other skin-color and LED light and evaluate the performance of the proposed algorithm.
In addition, MC-SMD works well at low sampling rates, which means low energy consumption in data acquisition and in wireless transmission. Meanwhile, MC-SMD method does not add an extra noise-removal modular, which reduces the complexity of the algorithm. Certainly, we can use a noiseremoval modular (such as wavelet denoising, adaptive noise cancellation) in MC-SMD method to improve the robustness.
V. CONCLUSION
In this paper, a method named MC-SMD for heart rate estimation using a multi-channel wrist-type PPG during intensive physical activities was presented. The approach consists of two key parts: MC-SMD model and spectral peak tracking method. This new method was tested using datasets of 12 subjects, and ECG was used to validate the derived heart rate. The experimental results indicated that the MC-SMD method has high robustness against strong motion artifacts. Moreover, its performance is better than that of current existing state-of-the-art methods. 
