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Let θ(x) = (x−1)/3 if x 1, and θ(x) = 2x/(1− x) if 0 x< 1. We
conjecture that the θ-orbit of every nonnegative rational number
ends in 0. A weaker conjecture asserts that there are no positive
rational ﬁxed points for any map in the semigroup Λ generated by
the maps 3x + 1 and x/(x + 2). In this paper, we prove that the
asymptotic density of the set of maps in Λ that have rational ﬁxed
points is zero. Moreover, we prove that certain types of elements
in the semigroup Λ cannot have rational ﬁxed points.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For rational numbers a,b 1, let
φa,b(x) =
{
x−1
a , if x 1;
bx
1−x , if 0 x< 1.
By the orbit of x under φa,b , we mean the set {x, φa,b(x), φ2a,b(x), . . .}. In this paper, we are interested
in the following question regarding the rational orbits of φa,b .
Question. For what values of rational numbers a and b the orbit of every nonnegative rational number under
φa,b ends in 0?
E-mail address:mjavaheri@siena.edu.0022-314X/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
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ψ(x) =
{
x− 1, if x 1;
x
1−x , if 0 x< 1.
One sees that all of the orbits of φ1,1 starting from nonnegative rational numbers end in 0 (see also
part (iii) of Theorem 1.2 below for a more general statement).
For simplicity, we make the following deﬁnition. Here and throughout, Q+ denotes the set of
nonnegative rational numbers.
Deﬁnition 1.1. A map φ :Q+ →Q+ with φ(0) = 0 is said to have the Terminating Orbits (TO) property
if for every x ∈Q+ there exists n 1 so that φn(x) = 0.
In Section 2, we prove the following statements regarding the TO property.
Theorem 1.2. Let a = r/s and b = u/v for u, v, r, s ∈N with gcd(u, v) = gcd(r, s) = 1.
(i) The map φa,b has the TO property if and only if φb,a does.
(ii) If φa,b has the TO property, then gcd(u, r) = 1, and v and s have the same (possibly empty) set of prime
factors (in particular, a ∈N if and only if b ∈N).
(iii) The map φa,1 (equivalently φ1,a) has the TO property if and only if a ∈N.
For integer values of a,b greater than 1, we make the following conjectures.
Conjecture 1. Let a,b ∈N and a,b > 1.
(a) The map θ = φ3,2 (and equivalently φ2,3) has the TO property.
(b) The map φa,b does not have the TO property for {a,b} = {2,3}.
Part (a) of Conjecture 1 has been veriﬁed for all rational numbers m/n with 1 m,n  224 [20].
In light of Theorem 1.2, part (b) of Conjecture 1 is correct at least for the values of a,b that are not
coprime. The TO property can fail in two ways:
(i) Periodic orbits exist. For example, the map φ3,4 does not have the TO property, since it has the
periodic orbit {1/3,2} (and so not every orbit of φ3,4 ends in 0).
(ii) Or inﬁnite orbits exist. For example, the map φ2,4 has the inﬁnite orbit {4,3/2,1/4,4/3,1/6,
4/5, . . .}. To show that this orbit is inﬁnite, one can show inductively that the function η(p/q) =
p + q is non-decreasing along the orbit (here p/q is simpliﬁed so that gcd(p,q) = 1).
In order to prove part (a) of Conjecture 1, one needs to rule out both of these scenarios for φ3,2,
while to prove part (b) of the conjecture, one needs to show that either (i) or (ii) occurs for φa,b
when {a,b} = {2,3}.
Equivalently, one can study Oa,b , the orbit of 0 under the action of the semigroup generated by
r(x) = ax+ 1 and s(x) = x
x+ b , (1.1)
and ask for all values of a,b  1 for which Oa,b = Q+ . The orbit Oa,b can be viewed as a directed
graph, where the vertices are the numbers in the orbit, and the directed edges connect x to ax + 1
and x/(x + b). By removing the vertex 0, we obtain a binary tree, since each vertex (except 1) has
in-degree = 1 and out-degree = 2. Hence, every nonnegative rational number appears at most once
along the orbit of 0; part (a) of Conjecture 1 simply claims that every nonnegative rational number
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which in turn implies the following.
Theorem 1.3. Let a,b ∈Q+ and a,b 1. Then for any interval I ⊆ [0,∞), there exists a rational number in I
whose orbit under φa,b ends in 0.
1.1. Collatz conjecture
The results in this paper regarding part (a) of Conjecture 1 are motivated by the existing results
on the Collatz conjecture. The Collatz conjecture, also known as the 3x + 1 problem, states that the
orbit of every natural number under the iteration of the map
κ(n) =
{
n
2 , if n is even;
3n+1
2 , if n is odd,
ends in 1. See [9,19] for surveys of results on the Collatz conjecture and its generalizations. Krasikov
studied π1(x), deﬁned as the number of integers between 1 and x that satisfy the Collatz conjecture,
and showed that π1(x) x3/7 for x large enough [7]. This result was later improved to π(x)  x0.84
in [8]. Numerically, the Collatz conjecture has been veriﬁed for all numbers n 20× 258 [14].
If we let u(x) = x/2 and v(x) = (3x + 1)/2 be the two branches of the map κ , then every ﬁ-
nite sequence of u’s and v’s can occur as symbolic dynamics for the iteration of κ . In other words,
for every sequence (w1,w2, . . . ,wk) with wi ∈ {u,v} for 1  i  k, there exists an integer n so that
κ i(n) = wi ◦ wi−1 ◦ · · · ◦ w1(n) for 1  i  k. In Proposition 4.6, we determine all inﬁnite binary se-
quences in (x − 1)/3 and 2x/(1 − x) (the branches of φ3,2) that can be realized as the symbolic
dynamics for a number in [0,∞).
The weak Collatz conjecture states that the cycle {1,2} is the only cycle for the iteration of the
map κ on the set of positive integers. In the context of Collatz conjecture, Steiner [15] deﬁned a
k-circuit to be a cycle in which the numbers appear in k sequences, each of which comprised of an
increasing subsequence of odd integers followed by a decreasing subsequence of even integers. We
make the following analogous deﬁnitions regarding Conjecture 1.
Deﬁnition 1.4. A sequence of nonnegative real numbers r1, r2, . . . , rn, is called a cycle if ri+1 = θ(ri),
i = 1, . . . ,n−1, and θ(rn) = r1. A cycle is called rational, if all of the numbers in the cycle are rational.
A cycle is called a k-circuit, if the numbers in the cycle appear in k sequences each of which comprises
a block of numbers less than one followed by a block of numbers greater than one. A k-circuit is called
even, if the length of each of its 2k blocks is even.
We formulate the following conjecture, which is weaker than Conjecture 1.
Conjecture 2. . The map θ = φ3,2 has no positive rational cycles.
Equivalently, Conjecture 2 states that there does not exist a map t in the semigroup generated by
r and s (deﬁned in (1.1)) together with a positive rational number x so that t(x) = x. Note that the
map φ3,2 admits cycles, for example, {1/
√
3,
√
3+1} is a cycle (but not a rational cycle). In fact, there
exists a cycle for the map φa,b associated with any given ﬁnite binary sequence (see Proposition 4.6),
and Conjecture 2 claims that none of these cycles are rational. However, rational cycles for the Collatz
map (extended to the set of rational numbers with an odd denominator) exist; in fact, there exists
a rational cycle associated with any given ﬁnite binary sequence in the two branches of the Collatz
map (i.e., x/2 and (3x+ 1)/2) [10].
Steiner [15] proved that the only 1-circuit for the Collatz map on the set of positive integers is
the trivial cycle {1,2}. He also studied the more general Q x + 1 problem [16] and showed that the
only 1-circuit in the case of Q = 5 on the set of positive integers is {13,33,83,416,208,104,52,26},
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following analogous result in Section 5 (see also Remark 4.7).
Theorem 1.5. There are no rational 1-circuits for the map θ . In other words, there is no cycle that comprises a
block of rational numbers less than 1 followed by a block of rational numbers greater than 1.
In Section 5, we also prove the following theorem, which can be viewed as another evidence in
support of Conjecture 1.
Theorem 1.6. There are no even rational circuits for the map θ . In other words, there is no cycle that can be
partitioned into blocks of rational numbers less than 1 and blocks of rational numbers greater than 1 so that
each block has even length.
1.2. Matrix semigroups
There is a natural homomorphism from the set of invertible 2 × 2 real matrices under matrix
multiplication to the set of real linear fractional transformations under composition:
A =
(
a b
c d
)
	→ Aˆ(x) = ax+ b
cx+ d . (1.2)
Let
R =
(
3 1
0 1
)
and S =
(
1 0
1 2
)
. (1.3)
The semigroups 〈R, S〉 and 〈r, s〉 are both free semigroups i.e., every element in each semigroup can be
represented in a unique way as a word in the generators (see Lemma 4.1). The homomorphism (1.2)
induces a one-to-one correspondence between the two semigroups; moreover, a matrix A ∈ 〈R, S〉
which is not a pure power of R or S has integer eigenvalues if and only if Aˆ has a positive rational
ﬁxed point (see Proposition 4.2). And so, we have the following reformulation of Conjecture 2 (see
also Corollary 4.3).
Conjecture 2′ . The only matrices in the semigroup generated by R and S that have integer eigenvalues are Rn
and Sn, n 0.
An equivalent formulation of the Collatz conjecture states that the stopping time of n i.e., the
least m for which κm(n) < n, is ﬁnite for all n > 1. Terras [17,18] showed that the set of positive
integers n for which the stopping time is inﬁnity has asymptotic density zero. The main result of this
paper is to show that the asymptotic density of rational k-circuits in the context of Conjecture 1 is
zero (see Theorem 1.7 below).
Let Λk,M denote the set of k-syllable matrices of the form
Rm1 Sn1 · · · Rmk Snk , 0<mi,ni  M for all i  k.
Also, let Ωk,M denote the subset of Λk,M consisting of matrices that have integer eigenvalues. We
prove the following theorem in Section 4.
Theorem 1.7. For any ﬁxed k 2, the asymptotic density of Ωk,M in Λk,M is zero i.e.,
lim
M→∞
|Ωk,M |
|Λk,M | = 0.
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eigenvalues is zero. One can show that the probability of a general integer matrix having integer
eigenvalues is zero [11]; more precisely, for any 
 > 0, the probability that an n × n matrix with in-
teger entries bounded in absolute value by k has an integer eigenvalue is less than Ck
−1, where C
depends on 
 and n.
1.3. The undecidability problem
In general, the problem of ﬁnding a matrix with integer eigenvalues in a semigroup of matrices
might be undecidable i.e., there might not exist an algorithm that can determine if the semigroup
generated by two given matrices contains a matrix with integer eigenvalues (see [4] for some exam-
ples of undecidable problems on semigroups generated by two matrices). Below we mention a proof
given by Bjorn Poonen in [13] that shows that, at least for l = 48 · 53 = 2544, the problem of ﬁnding
a matrix with integer eigenvalues in a given 2-generator semigroup of l × l matrices is undecidable.
In the following paragraph, we set n = 48 and p = 53.
Let A and B be two n × n integer matrices. Let f (x) = xp + ap−1xp−1 + · · · + a0, where ai ∈ Z
for all 0  i  p − 1, and so that the Galois group of f (x) is the full symmetric group Sp . Let C be
a p × p integer matrix with characteristic polynomial f (x). Now, consider the matrices A ⊗ C and
B ⊗ C , where ⊗ denotes the Kronecker product. The matrices in the semigroup generated by A ⊗ C
and B ⊗ C are of the form M ⊗ Cm , where M is in the semigroup generated by A and B , and m 1.
The eigenvalues of M are of degree at most n over Q, while the eigenvalues of Cm are of degree
exactly p. Therefore, the eigenvalues of M ⊗ Cm are all integers if and only if all of the eigenvalues of
M are 0, which holds if and only if M is nilpotent. Thus, the semigroup generated by A⊗C and B ⊗C
contains a matrix all of whose eigenvalues are integers if and only if the semigroup generated by A
and B contains the zero matrix. However, the latter problem i.e., whether the zero matrix belongs to
the semigroup generated by a pair of n × n matrices is undecidable for n = 48 [3,4,12].
2. The TO property
In this section, we prove Theorem 1.2, which summarizes what we know about the TO property.
We begin with a lemma that allows us to carry out an induction on positive rational numbers, if φa,b
has the TO property.
Lemma 2.1. Suppose that φa,b has the TO property. Suppose that a given statement (S) on positive rational
numbers satisﬁes these conditions:
(i) S(1) is true.
(ii) If S(x) is true, then so are S(ax+ 1) and S(x/(x+ b)).
Then S(x) is true for every positive rational number x.
Now, we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Since any orbit of φa,b that reaches 0 must ﬁrst reach 1, it suﬃces to show
that 1 belongs to all rational orbits of φa,b if and only if it belongs to all rational orbits of φb,a . Let
ν(x) = 1/x. Then φa,b and φb,a are conjugates via ν i.e.,
φa,b = νφb,aν−1 on (0,∞).
It follows that ν maps the nonzero part of orbits of φa,b to nonzero parts of orbits of φb,a . In particular,
1 belongs to the orbit of φa,b if and only if 1 belongs to the orbit of φb,a . And so φa,b has the TO
property if and only if φb,a does.
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gcd(u, r) = 1. On the contrary, suppose that gcd(u, r) = d > 1. Then the statement
S(p/q): gcd(pq,d) = 1
satisﬁes the conditions in Lemma 2.1; here the rational number p/q is simpliﬁed so that gcd(p,q) = 1.
Clearly S(1) is true. Suppose that S(p/q) is true i.e., gcd(pq,d) = 1. It is then suﬃcient to show that
gcd((rp + sq)sq,d) = 1 and gcd(vp(vp + uq),d) = 1. We have
gcd
(
(rp + sq)sq,d)= gcd((sq)2,d)= 1,
since d|r, gcd(r, s) = 1, and gcd(q,d) = 1. Similarly gcd(vp(vp + uq),d) = 1. By Lemma 2.1, it would
follow that S is valid for every positive rational number. This is a contradiction, and so gcd(u, r) = 1.
Next, we show that if s = 1, then every prime factor of s is a prime factor of v . On the contrary,
suppose that s has a prime factor f that does not divide v . We show that the property
S ′(p/q): (p, f ) = 1
satisﬁes the conditions of Lemma 2.1, where p/q is simpliﬁed so that gcd(p,q) = 1. Clearly S ′(1) is
true. Suppose that S ′(p/q) is true. We need to show that gcd(rp + sq, f ) = 1 and gcd(vp, f ) = 1.
Since f divides s and gcd(r, s) = gcd(p, f ) = 1, we have gcd(rp + sq, f ) = 1. On the other hand,
gcd(v, f ) = gcd(p, f ) = 1, and so gcd(vp, f ) = 1. By Lemma 2.1, it would follow that S ′ is true for
every positive rational number. This is a contradiction, and so either s = 1 or every prime factor of s
is a prime factor of v . Similarly, one proves that either v = 1 or every prime factor of v is a prime
factor of s, and part (ii) follows.
It follows from part (ii) that if a /∈ N, then φa,1 does not have the TO property. It is left to show
that φa,1 has the TO property if a ∈ N. This can be easily seen by noticing that the numerator of the
simpliﬁed rational numbers along the orbits of φa,1 are non-increasing, if a ∈N. 
3. Eigenvalue bounds and trace formulas
In this section, we obtain upper and lower bounds on the smallest eigenvalue of a k-syllable word
in 〈R, S〉, where R and S are given by (1.3). We will need these bounds in the proofs of Theorems 1.5
and 1.7. Moreover, we derive a formula for the trace of k-syllable words, which will be used to prove
Theorem 1.6. In the sequel, the transpose of a row vector (x, y) is denoted by (x, y)T .
Lemma 3.1. Let A = Rm1 Sn1 · · · Rmk Snk , mi,ni > 0, be a k-syllable word in 〈R, S〉 with integer eigenvalues
a,b, where a b. Then
2k
k∏
i=1
2ni3mi
(2ni + 1)(3mi + 1) − 2 < a< 2
k
k∏
i=1
(
3mi
3mi + 1
)
. (3.1)
Proof. Deﬁne
R¯ =
(
1 −1
0 3
)
and S¯ =
(
2 0
−1 1
)
.
We have R R¯ = 3I2×2 and S S¯ = 2I2×2, where I2×2 is the 2× 2 identity matrix. Since all of the entries
of A are positive integers, it follows that there exists an eigenvector (x, y)T with x, y ∈ Z so that
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solving the eigenvector equation, we can calculate x/y = (b− A11)/A12 > 0, since
b= 1
2
(
A11 + A22 +
√
(A11 − A22)2 + 4A12A21
)
> A11.
Hence, we can choose x, y > 0. Then
det(A) · (x, y)T = b · S¯nk R¯mk · · · S¯n1 R¯m1(x, y)T .
Set (x0, y0) = (x, y) and inductively deﬁne (xi, yi)T = S¯ni R¯mi (xi−1, yi−1)T . In particular,
Rmi Sni (xi, yi)T = 3mi2ni (xi−1, yi−1)T , and since we have (xk, yk)T = b · det(A)(x, y)T , it follows in-
ductively that xi, yi > 0 for all i = 0, . . . ,k. We conclude that, for i  1,
xi = 2ni
(
xi−1 − 12
(
3mi − 1)yi−1
)
> 0, (3.2)
yi =
(
3mi + 1
2
(
2ni − 1)(3mi − 1))yi−1 − (2ni − 1)xi−1 > 0. (3.3)
Inequalities (3.2) and (3.3) imply that
2 · 2ni3mi
(2ni + 1)(3mi + 1) − 2 <
xi + yi
xi−1 + yi−1 <
2 · 3mi
3mi + 1 , ∀i = 1,2, . . . ,k.
Multiplying all of the k inequalities above yields (3.1) for a= det(A)/b. 
We now ﬁnd closed-form formulas for the entries of A = Rm1 Sn1 · · · Rmk Snk , where mi,ni  0 for
1 i  k. For k 1, let Pk denote the set of subsets of {1,2, . . . ,k}. Let Πk :Pk →Pk be the following
map. For F ∈ Pk , let Πk(F) = {i − 1, i ∈ F}, where the indices are understood modulo k i.e., the
index 0 is identiﬁed with the index k. Also let Ek = E ⊕ Πk(E) denote the symmetric difference of E
and Πk(E).
For E,F ∈Pk , let
hk(E,F) = 2−k+
∑
i∈E ni3
∑
j∈F mj (−1)|Ek∩F |, (3.4)
where |Ek ∩F | is the number of elements of the set Ek ∩F . Next, we deﬁne:
Uk00 =
∑
k/∈E,1/∈F
hk(E,F), (3.5)
Uk10 =
∑
k∈E,1/∈F
hk(E,F), (3.6)
Uk01 =
∑
k/∈E,1∈F
hk(E,F), (3.7)
Uk11 =
∑
k∈E,1∈F
hk(E,F). (3.8)
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A11 = Uk00 + Uk01 − Uk10 + Uk11, (3.9)
A12 = Uk11 − Uk10, (3.10)
A21 = 2Uk10 − 2Uk00, (3.11)
A22 = 2Uk10. (3.12)
In particular, the trace of A is given by
tr(A) =
∑
E,F∈Pk
hk(E,F). (3.13)
Proof. The proof is by induction on k. The base of the induction, k = 1, can be easily checked. Suppose
the proposition is true for A, and let B = ARmSn . We only prove (3.12) for B i.e., we show that
B22 = 2Uk+100 . The other equations are proved similarly. One calculates
B22 = 1
2
A21
(
3m2n − 2n)+ A222n.
Hence, we need to show that
2Uk+110 = Uk103m2n − Uk003m2n + Uk002n + Uk102n. (3.14)
We deﬁne the following four sets of pairs (E,F) of members of Pk+1.
• Set I: pairs (E,F) such that k,k + 1 ∈ E , k + 1 ∈F , and 1 /∈F .
• Set II: pairs (E,F) such that k /∈ E , k + 1 ∈ E , k + 1 ∈F , and 1 /∈F .
• Set III: pairs (E,F) such that k,k + 1 ∈ E but 1,k + 1 /∈F .
• Set IV: pairs (E,F) such that k /∈ E , k + 1 ∈ E , and 1,k + 1 /∈F .
Using Eq. (3.6), we have
2Uk+110 = 2
∑
(E,F)∈I
hk+1(E,F) + 2
∑
(E,F)∈II
hk+1(E,F)
+ 2
∑
(E,F)∈III
hk+1(E,F) + 2
∑
(E,F)∈IV
hk+1(E,F). (3.15)
We claim that the four terms on the right hand side of (3.15) are the same as the four terms on right
side of (3.14) (in the same order). We prove this claim for the ﬁrst term only, since the proof for the
other terms is similar. And so we need to show that
2
∑
(E,F)∈I
hk+1(E,F) = Uk103m2n.
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2
∑
(E,F)∈I
hk+1(E,F) = 2
∑
(E,F)∈I
2−k−1+
∑
i∈E ni3
∑
j∈F mj (−1)|Ek+1∩F |
= 3m2n
∑
k∈E ′,1/∈F ′
2−k+
∑
i∈E ′ ni3
∑
j∈F ′ mj (−1)|(E ′)k∩F ′|
= 3m2n
∑
k∈E ′,1/∈F ′
hk
(E ′,F ′)
= 3m2nUk10.
Finally, the trace equation (3.13) is obtained by adding Eqs. (3.9) and (3.12). 
The trace formula (3.13) can be rewritten as
tr(A) = 2−k
∑
F∈Pk
3
∑
j∈F mj
∑
E∈Pk
2
∑
i∈E ni (−1)|Ek∩F |
= 2−k
∑
F∈Pk
3
∑
i∈F mj
∏
i∈F
(−1+ 2ni )∏
i /∈F
(
1+ 2ni ), (3.16)
and
tr(A) = 2−k
∑
E∈Pk
2
∑
i∈E ni
∑
F∈Pk
3
∑
j∈F mj (−1)|Ek∩F |
= 2−k
∑
E∈Pk
2
∑
i∈E ni
∏
j∈E
(−1+ 3mj )∏
j /∈E
(
1+ 3mj ). (3.17)
4. Matrix dynamics of 〈R, S〉
David A. Klarner [6] obtained suﬃcient conditions for the semigroup generated by the aﬃne maps
f i(x) = aix+bi , ai,bi ∈ Z, ai  2, to be a free semigroup. In the case of the pair of real linear fractional
transformations r and s as in (1.1) and matrices R and S in (1.3), we have the following lemma.
Lemma 4.1. The semigroups 〈r, s〉 and 〈R, S〉 are free i.e., every element in the semigroup can be written in a
unique way as a product of the generators.
Proof. It is suﬃcient to show that 〈r, s〉 is free, since there is a homomorphism from 〈R, S〉 to 〈r, s〉.
Let t be a map in 〈r, s〉 of shortest word-length that has two different representations as words in
r and s. Then these two representations begin with different letters (otherwise, by removing the
common left letter, we obtain a word of shorter length than t with two different representations).
And so, we can write t = rt′ and t = st′′ , where t′ and t′′ are (possibly empty) words in r and s. But
rt′(x) 1, while st′′(x) 1 for all x 0. This is a contradiction, and so 〈r, s〉 is a free semigroup. 
In the next proposition, we make the correspondence deﬁned by (1.2) more clear.
Proposition 4.2. The map A → Aˆ deﬁned by (1.2) is a one-to-one correspondence between 〈R, S〉 and 〈r, s〉.
Moreover, the following statements are equivalent:
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(ii) A has integer eigenvalues.
(iii) Aˆ has a positive rational ﬁxed point, or A is a pure power of R or S.
Proof. On the contrary, suppose that there exist A, B ∈ 〈R, S〉 with the shortest word-length sum
so that Aˆ = Bˆ i.e., A = cB for some c ∈ R. Then A and B begin with different letters (otherwise,
by removing the common beginning letter, we obtain matrices with a shorter word-length sum).
It follows that there exist two (possibly empty) words A′ and B ′ in R and S so that RA′ = cSB ′ .
However, this is not possible, since the image of RA′ as a map from R2+ to R2+ is included in the
region {(x, y): x y}, while the image of cSB ′ is included in the region {(x, y): x y}.
Next, let A = [a,b; c,d] ∈ 〈R, S〉 so that Aˆ(x) = (ax+ b)/(cx+ d). The eigenvalue equation for A is
x2 − (a + d)x+ (ad − bc) = 0. (4.1)
Since a,b, c,d ∈ Z, any rational eigenvalue must be an integer by the Rational Root Theorem, and so
(i) and (ii) are equivalent. On the other hand, the ﬁxed-point equation for Aˆ is given by
cx2 + (d − a)x− b = 0. (4.2)
The discriminants of Eqs. (4.1) and (4.2) are the same. It follows that (4.2) has rational solutions if
and only if c = 0 or (4.1) has rational solutions. The case c = 0 occurs if and only if A is a pure power
of R , while the case of zero ﬁxed point occurs if and only if A is a pure power of S . And so (ii) and
(iii) are equivalent as well, and the proposition follows. 
In particular, Proposition 4.2 implies that Conjectures 2 and 2′ are equivalent.
Corollary 4.3. Conjecture 2 is equivalent to Conjecture 2′ .
Proof. Suppose that Conjecture 2 fails i.e., suppose that there exist a map t ∈ 〈r, s〉 and a positive
rational number x so that t(x) = x. Let A be such that Aˆ = t. Then A is a k-syllable word in 〈R, S〉.
Since Aˆ has the positive rational ﬁxed point x, by Proposition 4.2, A has integer eigenvalues, and so
Conjecture 2′ fails. For the converse, suppose Conjecture 2′ fails i.e., there exists a matrix A ∈ 〈R, S〉
with integer eigenvalues and A is not a pure power of R or S . But then Aˆ, deﬁned by (1.2), has a
positive rational ﬁxed point (by Proposition 4.2), and so Conjecture 2 fails. 
In Proposition 4.6, we ﬁnd out which inﬁnite words in (x− 1)/3 and 2x/(1− x) can be realized as
the symbolic dynamics for the iteration of φ3,2. We make the following deﬁnition.
Deﬁnition 4.4. Let x 0 and {φk3,2(x): k 0} be the φ3,2-orbit of x. Let Tk ∈ {(x− 1)/3,2x/(1− x)} be
deﬁned by the equation
φk+13,2 (x) = Tk ◦ φk3,2(x).
Let dk(x) = 0 if Tk(x) = 2x/(1− x) and dk(x) = 1 if Tk(x) = (x−1)/3. Then the inﬁnite binary sequence
σ(x) = (d0(x),d1(x),d2(x), . . .) is called the orbit-generating sequence of x. An inﬁnite binary sequence
(d0,d1,d2, . . .), di ∈ {0,1} for all i  0, is called terminating if there exists k  0 so that di = 0 for all
i  k.
Lemma 4.5. Let (T0, T1, . . . , Tk) be a binary sequence of maps, where Ti ∈ {(x − 1)/3,2x/(1 − x)} for 0 
i  k. Then there exists an interval [a,b) ⊆ [0,∞) that is mapped by Tk ◦ Tk−1 ◦ · · · ◦ T0 monotonically onto
[0,∞).
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onto [0,∞), while 2x/(1 − x) maps [0,1) monotonically onto [0,∞). Suppose that the claim is true
for k and let (d0, . . . ,dk+1) be a binary sequence of length k+1. By the inductive hypothesis, there ex-
ists an interval [a,b) that is mapped by f= Tk ◦ · · · ◦ T0 monotonically onto [0,∞); in particular there
exists c ∈ [a,b) so that f(c) = 1. Now, if Tk+1(x) = 2x/(1− x), then Tk+1 ◦ f maps [a, c) monotonically
onto [0,∞), while if Tk+1(x) = (x− 1)/3, then Tk+1 ◦ f maps [c,b) monotonically onto [0,∞). 
Let B denote the set of all inﬁnite binary sequences (d0,d1, . . .) with di ∈ {0,1} for i  0 such that
for any k 0 there exists i  k with di = 0.
Proposition 4.6. If t ∈ B, then there exists a unique x ∈ [0,∞) so that t is the orbit-generating sequence of x
i.e., the map σ : [0,∞) → B is a one-to-one correspondence.
Proof. Let t = (d0,d1,d2, . . .) ∈ B. For k  0, let Ik be the interval obtained by Lemma 4.5 for the
ﬁnite binary sequence (T0, T1, . . . , Tk), where Ti(x) = 2x/(1 − x) if di = 0 and Ti(x) = (x − 1)/3 if
di = 1. By the proof of Lemma 4.5, Ik+1 ⊆ Ik for all k  0. We ﬁrst show that the set I =⋂k0 Ik is
nonempty. To see this, let Ik = [ak,bk), and notice that
ak  ak+1 < bk+1  bk,
and bk+1 = bk if and only if dk+1 = 1. Let x0 = limi→∞ ai . Then x0  bi for all i  0. We show that
x0 < bk for all k  0. On the contrary, suppose that x0 = bk for some k  0, and consequently bi = x0
for all i  k. It follows that di = 1 for all i > k, which contradicts our assumption that t ∈ B.
Next, we show that I is a single point. On the contrary, suppose that (u, v) ⊆ I for some u, v  0
with u < v . By Theorem 1.3, the interval I contains a rational number whose φ3,2-orbit ends in 0,
which implies that t is terminating. Now, let x0 be any irrational number in the interval I . Since t is
terminating and it is the orbit-generating sequence of x0, we must have Tk ◦ · · · ◦ T0(x0) = 0 for some
k 1. This is a contradiction, since all of the coeﬃcients in the expression of the linear fractional map
Tk ◦ · · · ◦ T0 are rational, and so the solution to Tk ◦ · · · ◦ T0(x) = 0 must be rational. 
A binary sequence (d0,d1, . . .) is called purely periodic if there exists k  1 such that di+k = di
for all i  0. It follows from Proposition 4.6 that every purely periodic binary sequence is the orbit-
generating sequence of some x ∈ [0,∞) ∪ {∞} (where ∞ has the generating-orbit (1,1,1 . . .)). It is
worth mentioning that purely periodic generating-orbits for the map φ1,1 on the set [0,∞) occur for
positive quadratic irrational numbers that have a negative conjugate [2]. Conjecture 2 basically states
that no positive rational number can have a purely periodic generating-orbit for the map φ3,2.
We are now ready to prove Theorem 1.7.
Proof of Theorem 1.7. Since 〈R, S〉 is a free semigroup by Lemma 4.1, we have |Λk,M | = M2k for k 2.
Now, suppose that A = Rm1 Sn1 · · · Rmk Snk has integer eigenvalues, and let a be its smallest eigenvalue.
Given k 2, choose N = N(k) so large that
2N3N
(2N + 1)(3N + 1) >
2k − 1
2k
,
and so if mi,ni > N for all i  k, then the left hand side of the inequalities in (3.1) is greater than
2k − 1. It follows that if mi,ni > N for all i, then 2k − 1 < a < 2k , which is in contradiction with a
being an integer. In other words, if mi,ni > N for all i  k, then A has no integer eigenvalues, and so
|Ωk,M |
|Λk,M |  1−
(M − N)2k
M2k
→ 0,
as M → ∞. 
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u, v  1, let A = [a,u;0,1] and B = [1,0; v,b]. Then for every k  1, there exists N(k) so that if
mi,ni > N(k) for i = 1, . . . ,k, then the matrix f = Am1 Bn1 · · · Amk Bnk has no integer eigenvalues.
5. Non-existence of rational 1-circuits and even circuits
We will now prove Theorems 1.5 and 1.6.
Proof of Theorem 1.5. On the contrary, suppose that there exists a rational 1-circuit i.e., there exists
a 1-syllable word rmsn , m,n > 0, with a positive rational ﬁxed point. By Proposition 4.2, the matrix
A = RmSn has integer eigenvalues. Now, let a be the smallest eigenvalue of A. By Lemma 3.1, we have
1< a< 2, which is a contradiction, and so there are no rational 1-circuits. 
Proof of Theorem 1.6. Suppose that rm1sn1 · · · rmksnk has a positive rational ﬁxed point and mi and ni
are even for all i = 1, . . . ,k. Then, by Proposition 4.2, the matrix A = Rm1 Sn1 · · · Rmk Snk has integer
eigenvalues. Since ni is even, 2ni + 1 is not divisible by 3, and so Eq. (3.16) implies that tr(A) is
odd. Similarly, since mi is even, 3mi + 1 is not divisible by 4, and so Eq. (3.17) implies that tr(A)
is not divisible by 3. It follows that tr(A) is coprime with 6. However, if A has integer eigenvalues,
then tr(A) cannot be coprime with 6 unless the eigenvalues are 2
∑
i ni and 3
∑
i mi , both of which are
greater than or equal to 2k . This contradicts the inequalities in (3.1), and the theorem follows. 
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