Criticality in Two-Dimensional Quantum Systems: Tensor Network Approach by Ran, Shi-Ju et al.
ar
X
iv
:1
60
9.
06
85
2v
1 
 [c
on
d-
ma
t.s
tr-
el]
  2
2 S
ep
 20
16
Criticality in Two-Dimensional Quantum Systems: Tensor Network Approach
Shi-Ju Ran,1 Cheng Peng,2 Wei Li,3 Maciej Lewenstein,1, 4 and Gang Su2, ∗
1ICFO-Institut de Ciencies Fotoniques, The Barcelona Institute of Science and Technology, 08860 Castelldefels (Barcelona), Spain
2CAS Key Laboratory for Vacuum Physics, School of Physics,
University of Chinese Academy of Sciences, P. O. Box 4588, Beijing 100049, China
3Department of Physics, Beihang University, Beijing 100191, China
4ICREA-Institucio´ Catalana de Recerca i Estudis Avanc¸ats, Lluis Companys 23, 08010 Barcelona, Spain
Determination and characterization of criticality in two-dimensional (2D) quantum many-body systems be-
long to the most important challenges and problems of quantum physics. In this paper we propose an efficient
scheme to solve this problem by utilizing the infinite projected entangled pair state (iPEPS), and tensor net-
work (TN) representations. We show that the criticality of a 2D state is faithfully reproduced by the ground
state (dubbed as boundary state) of a one-dimensional effective Hamiltonian constructed from its iPEPS repre-
sentation. We demonstrate that for a critical state the correlation length and the entanglement spectrum of the
boundary state are essentially different from those of a gapped iPEPS. This provides a solid indicator that allows
to identify the criticality of the 2D state. Our scheme is verified on the resonating valence bond (RVB) states
on kagome´ and square lattices, where the boundary state of the honeycomb RVB is found to be described by
a c = 1 conformal field theory. We apply our scheme also to the ground state of the spin-1/2 XXZ model on
honeycomb lattice, illustrating the difficulties of standard variational TN approaches to study the critical ground
states. Our scheme is of high versatility and flexibility, and can be further applied to investigate the quantum
criticality in many other phenomena, such as finite-temperature and topological phase transitions.
PACS numbers: 03.65.Ud, 71.27.+a, 74.40.Kb
Introduction.— Considerable efforts have been devoted to
explorations of novel properties of two-dimensional (2D)
quantum many-body systems. In such systems, rich geome-
tries of 2D lattices, and strong competition between quantum
fluctuation and magnetic ordering, provide a fertile ground for
various exotic phenomena [1]. Among others, the 2D frus-
trated Heisenberg models (e.g. the kagome´ antiferromagnet
[2]) were shown to be good candidates of realizing quantum
spin liquids (QSLs) [3]. Currently it is still of great inter-
est in condensed matter physics to address elusive properties
of the QSLs like topological orders [4], fractional excitations
[5], and criticality [6], etc.
However, many important issues of 2D systems remain un-
solved due to the lack of efficient methods. Even for mod-
els with local interactions, the entanglement in ground states
increases with the boundary length between the sub-systems
(obeying the so-called area law [7]), making the model diffi-
cult to study. In addition, the artificial gap due to finite-size
effect makes it even harder to access the criticality. Unfortu-
nately, most of the recognized many-body algorithms are ef-
ficient only for finite-size systems, including quantum Monte
Carlo [8] and density matrix renormalization group [9]. Ef-
ficient algorithms for infinite 2D systems are still in urgent
demand.
Tensor network (TN) has been widely accepted as a pow-
erful tool to investigate 2D quantum systems [10]. For ex-
ample, matrix product states (MPS) [11], and their higher-
dimensional generalization, called projected entangled pair
states (PEPS) [11, 12] naturally fulfil the area law of en-
tanglement [13]. TN have also been proven successful to
construct non-trivial states such as resonating valence bond
states (RVB) [13, 14], and string-net states [15]. On the other
hand, they provide faithful variational ansatz for non-critical
ground-states [12], and for thermodynamic [16] simulations.
With a powerful ansatz, the following task would be to opti-
mize and extract the physical properties of the system under
consideration; unfortunately this is very difficult in 2D.
Optimization task consists essentially in finding an efficient
way to contract a TN, which in general can be done only ap-
proximately [12, 17]. Many algorithms have been developed
to achieve this task, including tensor renormalization group
[18], time-evolving block decimation [19], tensor network en-
coding schemes [16, 17, 20], and so on. Even with the imple-
mentation of PEPS (by either construction or optimization),
it is still very challenging to extract useful physical informa-
tion. One straightforward way is to compute the average of
an operator, e.g. energy or magnetization, which is useful to
study the states that obey Landau’s paradigm (i.e. they exhibit
local order parameters [21]). For some exotic states of mat-
ter including QSLs, the quantities to characterize their nature
may be non-local (e.g. topological orders [4]), or even simply
unknown. Many efforts have been realized to settle down this
issue; in particular boundary theories [22–24] provide novel
insight into topological orders in 2D.
In this paper, we propose a general scheme to determine the
criticality of 2D quantum many-body systems in infinite lat-
tices. By mapping an infinite PEPS (iPEPS) |Ψ〉 onto a 2D TN
simply with 〈Ψ|Ψ〉, an effective 1D Hamiltonian ̺ is defined
by an infinite stripe of the TN. We rigorously demonstrate that
the criticality of an iPEPS can be robustly reproduced by the
ground state of ̺ (named the boundary state of the iPEPS).
By increasing the bond dimension (D) of the boundary state
(in the MPS form), its entanglement spectrum varies essen-
tially in two different ways for gapped and critical iPEPS. For
a gapped iPEPS, the Schmidt numbers {λi} of the boundary
state do not change when the bond dimension D increases. In
2Figure 1: (Color online) (a) The graphic representation of an iPEPS
|Ψ〉 formed by infinite copies of the local tensor P [Eq. (1)]. (b) The
local tensor T [Eq. (3)] of the TN 〈Ψ|Ψ〉. (c) The graphic repre-
sentation of the TN 〈Ψ|Ψ〉, where the 1D effective Hamiltonian ̺ is
defined as an infinite tensor stripe (green shadow).
contrast, for a critical iPEPS, {λi} are squeezed as D increases,
forming a completely different pattern. Consequently, the en-
tanglement entropy converges to a finite value as D increases,
when the iPEPS is gapped, or diverges logarithmically, when
it is critical. This is consistent with the existing theories of
criticality proposed in 1D systems [25]. We verify our scheme
for the RVB states on kagome´ and honeycomb lattices. These
two states can both be written as iPEPS with only D = 3
[14], but one is gapped and the other is critical [26]. Con-
sequently, the entanglement spectrum of the boundary state
faithfully identifies the criticality, where the boundary state of
the honeycomb RVB is found to be described by the c = 1
conformal field theory (CFT) [27, 28].
Furthermore, we apply our scheme to the ground-state
iPEPS of the XXZ model on honeycomb lattice by the sim-
ple update algorithm [29]. The complexity of capturing the
criticality of a 2D ground state with variational TN schemes
is discussed. Our work provides a reliable way to investigate
the criticality of 2D states with boundary states and CFT.
Correspondence between a 2D iPEPS and a 1D effective
quantum Hamiltonian.— In the following, by utilizing TN
and MPS, we prove that the criticality of a 2D quantum state
written as iPEPS is reproduced by the ground state of a 1D ef-
fective Hamiltonian. Taking square lattice as an example, an
iPEPS [Fig. 1 (a)] can be written as
|Ψ〉 = tTr
∏
j
P[ j]
s j,a jua
j
l a
j
da
j
r
|s j〉, (1)
where tTr stands for the contraction on all shared indexes, j
runs over all lattice sites, and |s j〉 denotes the local physical
basis on the j-th site. The virtual indexes {a} carry the entan-
glement of the iPEPS. In the thermodynamic limit, we intro-
duce translational invariance, i.e., the local tensor P[ j] satisfies
P[ j] = P, without losing generality. The iPEPS representa-
tion can be used to construct non-trivial many-body states, as
well as a variational ansatz of the ground state for a quantum
Hamiltonian.
The inner product of an iPEPS with its conjugate defines a
2D TN as
〈Ψ|Ψ〉 = tTr
∏
j
Tg jug jl g jd g jr . (2)
Figure 2: (Color online) (a) The graphic representation of the local
tensor for calculating observables [Eq. (5)]. (b) The graphic repre-
sentations of the boundary state |φ〉 as an MPS formed by copies of
the local tensor A (blue shadow) and the MPO ˜̺ formed by T and
˜T (red shadow). The correlation function can be obtained simply
by Eq. (6). The transfer matrix M [Eq. (7)] is given in the dashed
square.
The local tensor in the TN satisfies
Tg jug jl g jdg jr =
∑
s j
P
s j,a jua
j
l a
j
da
j
r
P∗
s j,a′ ju a
′ j
l a
′ j
d a
′ j
r
, (3)
with g jα = (a jα, a′ jα ). See Figs. 1 (b) and (c).
Such a TN is very important as it contains fruitful infor-
mation about physical properties of a quantum state. For in-
stance, to calculate the correlation function
C( j1, j2) = 〈Ψ|
ˆS z( j1) ˆS z( j2)|Ψ〉
〈Ψ|Ψ〉
, (4)
one needs to contract a TN that is the same as 〈Ψ|Ψ〉 given by
Eq. (2) except for two tensors, each of which is obtained by
˜Tg jug jl g jdg jr =
∑
s j s′ j
P
s j,a jua
j
l a
j
da
j
r
S z
s j s′ j P
∗
s′ j ,a′ ju a
′ j
l a
′ j
d a
′ j
r
, (5)
with S z
s j s′ j = 〈s j| ˆS
z|s′j〉 [Fig. 2 (a)]. For simplicity, we assume
these two operators locate in a same row of the lattice.
We may then introduce a 1D matrix product operator
(MPO) [30] ̺ defined as an infinite tensor stripe in the TN
[Fig. 2 (b)]. Different from the previously proposed boundary
Hamiltonian [22], the MPO ̺ is actually the “transfer matrix”
of the TN satisfying 〈Ψ|Ψ〉 = limN→∞ Tr(̺N). It corresponds
to a 1D effective quantum Hamiltonian defined in the space of
the virtual bonds of the iPEPS. Then, by computing its domi-
nant eigenvector |φ〉 (dubbed as boundary state) of ̺, one sim-
ply has
C( j1, j2) = 〈φ| ˜̺|φ〉
〈φ|̺|φ〉
, (6)
where ˜̺ is obtained by replacing the j1-th and j2-th T ’s in
̺ with ˜T . The calculations of other observables are simi-
lar. Note that |φ〉 can be obtained using many different algo-
rithms. Here, we choose the ab-initio optimization principle
of TN [20], where |φ〉 is represented as a translationally in-
variant MPS formed by infinite copies of the local tensor A
as
∑
· · · Ag j ,a ja j+1 Ag j+1,a j+1a j+2 · · · [see the blue shadow in Fig. 2
(b)].
Let us further simplify Eq. (6) by introducing the transfer
matrix of 〈φ|̺|φ〉 [Fig. 2 (b)] that reads
Ma jglb j ,a j+1grb j+1 =
∑
g jg′ j
Ag j ,a ja j+1 Tg jglg′ jgr A∗g′ j ,b jb j+1 . (7)
3Between two ˜T ’s, there exists the product of | j1 − j2| matri-
ces M. Thus, one can readily see that the decay of the cor-
relation function of the iPEPS versus the distance | j1 − j2| is
dominated by the eigenvalue spectrum of M in Eq. (7), i.e.,
C( j1, j2) ∼ (Λ2Λ1 )| j1− j2 | with Λi the i-th eigenvalue of M. Thus,
the correlation length is given by Λ1 and Λ2 as
ξ =
1
ln(Λ1
Λ2
)
(8)
Note that Eq. (8) is independent of the specific choice of the
correlation.
In fact, the correlation length of the MPS |φ〉 is also given
by Eq. (8), implying that the criticality of an iPEPS can be
determined by its boundary state |φ〉. In the following, we
take two 2D RVB states as examples and employ the scaling
method of MPS [25] to demonstrate the validity of our theory.
Resonating valence bond states on infinite two-dimensional
lattices.— The iPEPS has many successful applications, one
of which is to construct non-trivial many-body states. It has
been shown that the nearest-neighbor RVB (NNRVB) state
can be written in an iPEPS with the bond dimension χ = 3
[13, 14] (χ denotes the bond dimension of the iPEPS). Though
the iPEPS is so simple, the physics is abundant and interest-
ing. Such two NNRVB states possess the so-called topologi-
cal order that cannot be characterized by any local parameters
[14]; NNRVB is gapped on kagome´ lattice, but critical on a
bipartite lattice [26]. We demonstrate that the boundary state
can faithfully reproduce the criticality of the NNRVB states.
In Fig. 3, by varying the bond dimension D of the bound-
ary state MPS |φ〉, we give the entanglement spectrum {λi}
of |φ〉 for both NNRVB states. The spectrum {λi} exhibits
completely different patterns in critical or gapped situations.
For the NNRVB on honeycomb lattice that is critical, the ele-
ments of each λi are squeezed as the dimension D increases.
In comparison, the elements of λi do not change with D for
the gapped NNRVB on kagome´ lattice. Such results strongly
indicate that the patterns given by gapped or critical iPEPS are
essentially different from each other, providing a solid indica-
tor to determine the criticality of the 2D iPEPS. It also means
that for a gapped state, the D-largest Schmidt numbers can al-
ways be accurately determined with a finite D. For a gapless
system, the criticality is encrypted in the scaling behavior of
S and ξ against D. Note that an MPS with a finite D always
gives gapped state with an exponentially decaying correlation
length [Eq. (8)].
Meanwhile, we find that the correlation length ξ and the
entanglement entropy S = −
∑
i λ
2
i ln λ
2
i of the boundary states
shows different scaling behavior against D. One can see from
Fig. 4 that the boundary state of the honeycomb NNRVB is
critical [25], satisfying
ξ ∼ Dκ, (9)
S = η ln D + const. (10)
From CFT [27, 28], the central charge characterizing the crit-
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Figure 3: (Color online) The entanglement spectrum log λi of the
boundary states of NNRVB on (a) honeycomb and (b) kagome´ lat-
tices versus the bond dimension D of the boundary state. For honey-
comb NNRVB that is critical, the values of the entanglement spec-
trum are squeezed when D changes from 2 to 40. For kagome´
NNRVB that is gapped as a comparison, the values of the entangle-
ment spectrum stay unchanged with increasing D. For convenience,
we normalize λ so that λ1 = 1.
icality of a 1D theory is defined as
c =
6η
κ
. (11)
By fitting, we have η ≃ 0.22 and κ ≃ 1.24, thus the cen-
tral charge c = 1.06 ≃ 1, amazingly the same as the central
charge obtained by Monte Carlo on the low-energy effective
Hamiltonian of a 2D finite-size valence bond solid state [31].
Our results show that the boundary state of the honeycomb
NNRVB is described by a free bosonic field [32].
For the boundary state of the kagome´ NNRVB, both the
correlation length ξ and the entanglement entropy S are small
and converge as the bond dimension increases (Fig. 4). These
results suggest that the boundary state is gapped, which is con-
sistent with the properties of the kagome´ NNRVB.
Complexity of simulating critical ground states with tensor
networks— We apply then our scheme to the variationally ob-
tained iPEPS. To begin with, let us ask an important question:
how large is the bond dimension of the iPEPS one needs to
simulate the ground state at a critical point? For the MPS
in 1D, the answer is infinite due to the logarithmic relation
between the bond dimension and the entanglement entropy.
Luckily, CFT allows us to access the criticality by the scaling
with finite dimensions [25]. For the iPEPS in 2D, there is not
a simple yes-or-no answer. Thanks to the network structure
of iPEPS, the bond dimension does not have to be infinite to
describe a critical state since the entanglement is carried by
more than one bonds across the boundary of each subsystem.
The NNRVB on honeycomb lattice is an example, which is
critical, but given by an iPEPS with only χ = 3 [13, 14].
If the iPEPS is obtained by a variational TN algorithm,
this question becomes much more difficult to answer. First,
the accuracy of the ground-state iPEPS is determined by not
only the ansatz but also the optimization algorithms, for which
there exist different variational strategies. Second, if the
phases are gapped, one can expect an accurate location of the
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Figure 4: (Color online) (a) The correlation length ξ and (b) the en-
tanglement entropy S against the bond dimension D of the boundary
state of NNRVB on kagome´ and honeycomb lattices. For the honey-
comb NNRVB, we find that ξ increases in a power law as ξ ∼ Dκ with
κ ≃ 1.24 and S increases logarithmically as S = η ln D + const. We
have the central charge from Eq. (11) as c ≃ 1, which corresponds
to a free bosonic field in CFT. In contrast for honeycomb NNRVB,
both ξ and S are small and converge to finite values as D increases,
suggesting a gapped boundary state.
critical point between them because the iPEPS is believed to
be faithful in both phases. But, it is still in debate whether the
obtained iPEPS at the critical point truly captures the critical
behaviour or not. For these reasons our scheme is of particu-
larly great importance, since it enables us to efficiently iden-
tify the criticality for a given iPEPS.
We consider as an example the XXZ model on honeycomb
lattice, dewscribed by the Hamiltonian:
ˆH =
∑
〈i, j〉
[Jxy( ˆS xi ˆS xj + ˆS yi ˆS yj) + Jz ˆS zi ˆS zj] + h
∑
i
ˆS zi , (12)
where the summation is over all nearest neighbors and h is the
magnetic field in the z direction. We choose Jxy = 0.5 and
Jz = 1, and then, there exists an Ising-type quantum phase
transition by changing the magnetic field.
Applying the simple update algorithm [29], we calculate
the ground state energy E0 and magnetization M. Here, we
take the bond dimension cut-off of the iPEPS as χ = 8. A
second-order quantum phase transition is clearly observed at
hc = 0.34 [Fig. 5 (a)], indicated by the magnetization jump
and the energy cusp.
The determination of hc is quite reliable because the iPEPS
can accurately give the states in both the anti-ferromagnetic
and super-solid phases [33]. Though, this does not mean the
variational iPEPS at the critical point can really capture the
criticality. In Fig. 5 (b), we show the entanglement spectrum
log λi of the boundary state with different bond dimension D
(with χ = 8 fixed). When D increases, the spectrum does not
move or squeeze, which gives the same pattern as the gapped
NNRVB on kagome´ lattice. We also calculate the entangle-
ment entropy and correlation length, both of which converge
to finite values as D increases. Besides, we change the mag-
netic field h and the dimension cut-off of the iPEPS χ, and
observe no critical pattern of the entanglement spectrum.
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Figure 5: (Color online) (a) The ground state energy E0 and mag-
netization M versus magnetic field h. A quantum phase transition
is found at hc = 0.34. (b) The entanglement spectrum logλi of the
boundary state at h = 0.34 do not move when the bond dimension D
increases, showing that the iPEPS is not critical. Here, we take the
bond dimension cut-off of the iPEPS as χ = 8.
Our results indicate the difficulties of obtaining the ground
state at a critical point with the iPEPS approaches. Though
the critical point can be accurately located, the iPEPS at the
critical point is observed to be gapped, suggesting that the in-
formation of the criticality is lost. Surely, a lot of issues re-
main open in this context, one of which is to test different TN
algorithms to see how the optimization strategies take effects
on capturing criticality. Another open issue is to explore the
finite-dimensional TN representations of 2D critical quantum
fields. Our scheme would be extremely useful to investigate
these important issues.
Conclusion.— We proposed a robust scheme to determine
the criticality of an infinite 2D quantum state with the help
of iPEPS and TN. The entanglement spectrum {λi} of the
boundary state becomes squeezed as the the bond dimension
D increases for a critical iPEPS, and stays unchanged for a
gapped one, giving two completely different D-λi patterns.
Our scheme is verified for the NNRVB states on kagome´ and
honeycomb lattices, where we find that the criticality of the
honeycomb NNRVB is described by a c = 1 CFT. Our work
also unveils the difficulties of investigating the ground state at
a critical point by variational iPEPS methods.
With great versatility and flexibility, our scheme has a broad
application on exploring the criticality of any other iPEPS’s
such as the string-net [15] and chiral [34] iPEPS’s, as well
as those obtained variationally by any TN algorithms [35].
Besides, it can also be used to investigate finite-temperature
phase transitions with tensor product density operator algo-
rithms [16, 17, 36].
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