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Precise measurement of physical quantities plays a crucial role in the development of
science and technology. The main purpose of the dissertation is two-fold: to investigate
the ultimate precision for estimation of physical quantities using Gaussian states and to
propose an efficient method for certification of Bayesian error region in general quantum
parameter estimation.
In the first part, we begin with analyzing sensitivity for estimating a phase difference
in an optical interferometer. Optical interferometry is widely used in science and indus-
try for measuring small displacements. Recently, a large-scale optical interferometer so-
called the Laser interferometer Gravitational-Wave Observatory (LIGO) has succeeded
in detecting a gravitational wave, the signal of which is extremely small. On the other
hand, it has been shown that a non-classical feature of quantum states can improve the
sensitivity of estimation, such as in optical interferometer, including the LIGO. From a
practical point of view, we inspect the practically achievable precision using non-classical
Gaussian states in Mach-Zehnder interferometer with feasible measurements and realis-
tic photon loss. We then investigate the precision of single-mode phase estimation us-
ing Gaussian measurement, which can be realized by using homodyne detection, and
i
show that non-Gaussian measurement is necessary to utilize the power of Gaussian input
probes optimally. Finally, we find the optimal measurement for general Gaussian quantum
metrology and identify three distinct optimal measurements corresponding to different
circumstances.
In the second part, we study the Bayesian error region, which is a crucial concept
for a general estimation process. When estimating a physical quantity, one has to sup-
ply the error interval (single-parameter) or error region (multi-parameter) as well as the
estimate. However, it has been shown that as the dimension of quantum systems of in-
terest grows, it becomes intractable to calculate the size and credibility of Bayesian error
regions. As an alternative, we derive an analytical expression for the properties, the size
and credibility, of Bayesian error regions, in an asymptotic regime. We then propose an
efficient numerical method to calculate them for high-dimensional quantum systems even
in a non-asymptotic regime.
Keywords : Quantum Metrology, Gaussian quantum information, Bayesian credible re-
gion
Student Number : 2014-22371
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Precise measurement of physical quantities is undoubtedly central for the develop-
ment of science and technology. Especially, important recent discoveries in science, such
as the observation of gravitational waves, have necessitated an extremely high precision
physical device [1]. As much attention is paid on exploring a microscopic scale, the de-
velopment of exceptionally accurate devices will be necessary for the advancement of
science and industry in the future.
Ever since Carlton M. Caves, a pioneer of quantum metrology, proposed an enhanced
optical interferometer [2], a remarkable breakthrough has started to emerge for develop-
ing high-resolution sensors through the power of quantum states [3, 4, 5]. As the power of
quantum resources is established, such as coherence [6] and entanglement [7], and the ex-
perimental manipulation of quantum objects is accessible, the so-called second quantum
revolution is in progress. The revolution is upgrading existing information processing into
quantum information processing and classical computers into quantum computers. Partic-
ularly, quantum sensors are expected to be the first realizable quantum devices that will
replace classical counterparts.
One critical enhancement that the revolution will bring is the precision of sensors.
One of the most interesting improvement is optical interferometers [8], which are exten-
sively used in science and industry for the measurement of tiny displacements. As the de-
velopment of a large-scale interferometer enables detecting gravitational waves, quantum-
enhanced gravitational wave detectors are being further established for detecting smaller
signals which cannot be detected by the existing classical interferometers [2, 9]. Besides
1
optical interferometers, advanced atomic interferometers have also been proposed to de-
tect a gravitational constant more precisely than conventional methods [10, 11]. Another
implication of quantum-enhanced sensors is a magnetometer that is used for measuring
nuclear magnetic resonance (NMR) [12]. NMR spectroscopy is evidently a core technique
for medical diagnosis and biochemical studies.
In this dissertation, we investigate practically attainable precision in quantum metrol-
ogy, such as optical interferometers using Gaussian states. Quantum metrology is the
study of the improvement of sensors by using quantum resources. In the first chapter, we
study quantum estimation using Gaussian states. Gaussian states have been paid atten-
tion due to their simple mathematical structure and relatively easy experimental genera-
tion and manipulation. In addition, they have been used for testing various fundamental
quantum features such as Bell violation [13] and entanglement [14] and enable diverse
quantum information processing such as quantum computing [15]. We investigate a prac-
tically achievable sensitivity using Gaussian states and find the optimal setup to exploit
the ultimate power of Gaussian states in general Gaussian quantum metrology.
In the second chapter, we study Bayesian error certification [16, 17, 18] in quantum
estimation theory. Providing an error interval or error region together with the estimate is
necessary to show the reliability of the estimate. However, when inspecting many param-
eters in high-dimensional quantum systems, calculating an error region and its credibility
is demanding because typically the error region is extremely small compared to the entire
space. Furthermore, due to the positivity constraint in the case of quantum state tomogra-
phy, precise calculation of size and credibility of Bayesian is in general NP-hard [19]. In
order to resolve the difficulty, we derive an approximated analytical expression of the size
and credibility of the credible region in an asymptotic regime. We then propose a novel
numerical method to compute them efficiently.
This dissertation is based on the following publications:
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2.1 Continuous variable system















where h̄ is the reduced Planck constant, ωi is the frequency of the mode, and âi(â
†
i )
is called a annihilation (creation) operator of ith mode. The annihilation and cre-
ation operators satisfy the following commutation relation,
[âi, â
†
j ] = δi j. (2.2)
For simplicity, we set h̄ = ω = 1 throughout the dissertation. The Hamiltonian of














The annihilation and creation operators transform the Fock basis as
âi|ni⟩=
√
ni −1|ni −1⟩, â†i |ni⟩=
√
ni +1|ni +1⟩. (2.4)
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which obey the canonical commutation relation (CCR),
[x̂i, p̂ j] = iδi j. (2.6)
If we define the n-mode quadrature operator vector,
Q̂ = (x̂1, p̂1, ..., x̂n, p̂n)T, (2.7)
the CCR is simply written as




where 1n is the n× n identity matrix. Transformations of the quadrature operators
that preserve the CCR are called symplectic transformations represented by sym-
plectic matrices S,
Q̂ → Û†Q̂Û = SQ̂, STΩS = Ω. (2.9)
Another transformation preserving the CCR is the so-called displacement operation
or Weyl transformation, which displaces the quadrature operators such as
Q̂ → V̂ †(⃗ξ)Q̂V̂ (⃗ξ) = Q̂+(Ω⃗ξ)T, V̂ (⃗ξ) = exp(i⃗ξTQ̂), (2.10)
where ξ⃗ is a 2n-dimensional real vector. Equivalently, we can define displacement
6











which displaces the annihilation operator as
âi → D̂†(⃗α)âiD̂(⃗α) = âi +αi. (2.12)
Throughout the dissertation, when a 2n-dimensional real-vector argument d⃗ instead
of a n-dimensional complex-vector α⃗ is applied to the displacement operator D̂(·),
it is understood as displacing the quadrature vector as
Q̂ → Q̂+ d⃗, (2.13)
which is equivalent to the Weyl transformation V̂ (−Ωd⃗). If a displacement operator
is applied to a vacuum state, then we obtain a so-called coherent state [20],
D̂(⃗α)|0⟩⊗n = |α1⟩|α2⟩...|αn⟩= |⃗α⟩, (2.14)
where each coherent state is an eigenstate of the corresponding annihilation opera-
tor, âi|αi⟩= αi|αi⟩. The displacement operator has the following properties,
D̂†(⃗α) = D̂(−α⃗), (2.15)
Tr[D̂(⃗α)] = πnδ(2n)(⃗α), (2.16)







The last property can be obtained by using the Baker-Campbell-Hausdorff formula.
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One useful property of the parity operator Π̂ is Π̂D̂(α)Π̂ = D̂(−α).







Tr[ÔV̂ (⃗ξ)]V̂ †(⃗ξ), (2.20)
where we define χ[Ô](⃗ξ)≡ Tr[ÔV̂ (⃗ξ)] as the characteristic function of the operator







Here the characteristic function of an operator Ô is χ[Ô](⃗α) =Tr[ÔD̂(⃗α)]. The char-
acteristic function generates moments of symmetrized quadratures for a density op-










ξ=0 = Tr [ρ̂[x̂
p p̂q]S] , (2.22)
8

































The generalization to an arbitrary number of modes is straightforward. Similarly,
for a single-mode complex-displacement operator D̂(α), moments of symmetric







































Finally, we introduce the Wigner function of an operator Ô that is defined as the





















Note that all the properties presented for complex-displacement operators can be
equivalently written for Weyl operators and the Wigner function in terms of real








Gaussian states are an important class of quantum states in the continuous variable
system not only because their mathematical structure is simple to analyze their
properties but also because they are relatively easy to generate in practice [22, 23,
24, 25, 26].





























Thus, Gaussian states are fully characterized by their covariance matrix Γ and the
first moment vector d⃗, which are defined as Γi j = Tr[ρ̂{Q̂i − di, Q̂ j − d j}]/2 and
di =Tr[ρ̂Q̂i]. Here, {Â, B̂}≡ ÂB̂+B̂Â. The covariance matrix represents a legitimate
10




Ω ≥ 0. (2.32)
Since the covariance matrix Γ is real symmetric, it can be diagonalized by a sym-
plectic matrix S according to Williamson decomposition such that [27, 28]
Γ = SDST, (2.33)
where the diagonal matrix D has a form of (d1,d1,d2,d2, ...,dn,dn), which is the so-
called Williamson decomposition. Noting that a single-mode Gaussian state of the
covariance matrix of diag(d,d) represents a thermal state of a mean photon number











and thus D represents a product of thermal states, arbitrary multimode Gaussian
states can be written as
ρ̂G = ÛS (⊗ni=1ρ̂Ti)Û†S , (2.35)
where ÛS is a unitary operation corresponding to the symplectic matrix S by the






with orthogonal matrices O1 and O2 and si > 0 for all i, arbitrary multimode Gaus-
11
Figure 1: Generation of arbitrary Gaussian states.










where Ô1 and Ô2 are a combination of beam splitters and phase shifters, corre-
sponding to the orthogonal matrices O1 and O2, and Ŝ(ri) is a squeezing operator
corresponding to a diagonal symplectic matrix diag(si,1/si), which are depicted in
Fig. 1. Since the implementation of beam splitters and phase shifters in practice
is simple, the only obstacle is to execute squeezing operation of high squeezing
parameters. By the virtue of the decomposition, one can easily see that any single-
mode Gaussian states can be written as
ρ̂ = D̂(α)Ŝ(ξ)ρ̂TŜ†(ξ)D̂†(α), (2.38)
where α = |α|eiθc,ξ = reiθs ∈ C are displacement and squeezing parameters.
2.3 Quantum estimation theory
Precise measurement of physical quantities is essential in development of science
and technology. In this section, we exhibit a gist of quantum estimation theory.
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Let us begin with an arbitrary situation in which one wants to estimate a physical
quantity of interest. A general estimation procedure can be described as follow-
ing. There is a physical quantity of interest which changes our probe so that we
obtain the information of the quantity by analyzing the transformed probe. If the
transformation or the result is probabilistic, we may describe the probability of ob-
taining the outcome x when the true value θTrue of the quantity of interest is a cer-
tain value θ by a conditional probability p(x|θTrue = θ). After collecting outcomes
D = {x1,x2, ...,xN}, we process the data to estimate the true value by constructing
an estimator, which is a function of data,
θ̂ = θ̂(D). (2.39)
If we use an unbiased estimator, i.e., ⟨θ̂(D)⟩D = θTrue for all θTrue, the mean squared




θ̂ ≡ ⟨(θ̂−θ)2⟩ ≥ 1
NF(θ)
, (2.40)
which is called the Cramér-Rao inequality and N is the number of copies. The
overall estimation procedure and the Cramér-Rao inequality are illustrated in Fig. 2.
The inequality can be asymptotically saturated by using the maximum likelihood
estimator [30].
If we employ quantum resources such a way that a quantum state ρ̂ is used as an
input probe and evolves by a quantum operation Eθ encoding a quantity of interest
θ and is measured by POVM {Êx}, the conditional probability, which is essential
13
Figure 2: General quantum estimation procedure and Quantum Cramér-Rao inequality.
An input probe ρ̂in evolves by a quantum operation encoding the information of an un-
known paramter θ and is measured. Finally, the measurement outcome is post-processed
to obtain an estimate. We can optimize the estimator to reduce the estimation error with
fixing a measurement, which gives classical Cramér-Rao inequality. If we further opti-
mize the measurement, we finally obtain the quantum Cramér-Rao inequality. See the
main text for the details.






where we defined ρ̂θ = Eθ(ρ̂). In the quantum case, we can choose our input probe
and the measurement to change p(x|θ) which is related to the Fisher information.





















If we write the state in a diagonal form ρ̂θ =
∑






pi + p j
|ψi⟩⟨ψ j|. (2.45)





pi + p j
. (2.46)
When the input state is pure, ρ̂ = |ψ⟩⟨ψ|, and the quantum operation encoding the
parameter θ is unitary, Eθ(·) = Ûθ ·Û†θ = e−iĤθ · eiĤθ, the quantum Fisher informa-
tion is further simplified as [32]
H(θ) = 4⟨∆2Ĥ⟩|ψ⟩. (2.47)




−λxL̂θρ̂1/2θ ) = 0, (2.48)
Tr[Êxρ̂θL̂θ] ∈ R, (2.49)
If one prepares measurement consisting of projection operators onto the eigenba-





Quantum Metrology using Gaussian states
The contents of the present chapter are largely based on the papers [C. Oh, S.-Y.
Lee, H. Nha, and H. Jeong, “Practical resources and measurements for lossy optical
quantum metrology,” Phys. Rev. A 96, 062304 (2017)] Ref. [34], [C. Oh, C. Lee,
C. Rockstuhl, H. Jeong, J. Kim, H. Nha, and S.-Y. Lee, “Optimal Gaussian mea-
surements for phase estimation in single-mode Gaussian metrology,” npj Quantum
Information 5, 10 (2019)] Ref. [35], and [C. Oh, C. Lee, L. Banchi, S.-Y. Lee,
C. Rockstuhl, and H. Jeong, “Optimal measurements for quantum fidelity between
Gaussian states and its relevance to quantum metrology,” Phys. Rev. A 100, 012323
(2019)] Ref. [36].
3.1 Introduction
Gaussian states have been considered as important resources for precision measure-
ment since Carlton M. Caves, a pioneer of quantum metrology, proposed to use a
squeezed vacuum state in a gravitational wave detector for improving the sensitiv-
ity of the Michelson interferometer [2]. A conventional Michelson interferometer
operates by injecting a laser on only one input arm and letting the other arm empty.
Having realized that a vacuum fluctuation on the empty arm causes a severe un-
certainty on the phase sensitivity, he proposed to inject a squeezed vacuum state,
which has a property that the uncertainty on an axis is reduced while that on the
other axis is inevitably amplified due to Heisenberg’s uncertainty principle [37]. By
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the virtue of the reduced uncertainty on an axis, consequently, the error caused by
the photon-number uncertainty is significantly reduced whereas that induced by a
radiation pressure only slightly increases. This proposal has enlightened physicists
to begin developing many sensing devices using quantum resources to improve sen-
sitivities.
Due to his proposal, a squeezed state, which is one of the most representative and
important nonclassical states, begins to be considered as an essential resource in
quantum metrology. Besides a coherent & squeezed vacuum (CSV) state that Caves
proposed, many advantageous quantum states have been proposed for advanced
optical interferometer such as NOON state [12, 38, 39], twin Fock state [40], two-
mode squeezed vacuum (TMSV) state [41], and entangled coherent state [42, 43].
Although there are a plenty of proposals and experiments for generation of the
useful nonclassical states [44, 45, 46], only a CSV state and a TMSV state, which
are Gaussian states, are practically accessible for a sufficiently large number of
photons.
First of all, in this chapter, we analyze and compare the phase sensitivity attained
by a CSV state and a TMSV state in the Mach-Zehnder interferometer (MZI). No-
tice that the mathematical description of MZI is equivalent to that of the Michelson
interferometer [47, 48]. We first derive the quantum Fisher information of the states
for estimating a phase difference. We then compare classical Fisher information
based on the parity measurement and homodyne detection. Homodyne detection is
currently available in laboratory, and parity detection using photon-number resolv-
ing detection (PNRD) is expected to be accessible for low photon-number regime
[49, 50]. Based on the analysis, we conclude that homodyne detection, which is
a subset of Gaussian measurement, allows one to achieve high sensitivity and is
robust to photon loss.
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The conclusion motivates us to proceed to inspect the capability of general Gaussian
measurement for single-mode phase estimation. Gaussian states are often cooper-
ated with Gaussian measurements, and it has been shown that Gaussian measure-
ments enable the full characterization of all Gaussian states [51]. Furthermore, they
can be used for testing the inseparability of Gaussian states with a necessary and
sufficient condition [52], and Gaussian measurements are sufficient to constitute the
optimal set of POVMs for a minimization involved in the computation of quantum
discord for Gaussian states [53, 54]. The main question that we tackle is whether
or not general Gaussian measurement is optimal for any Gaussian input states for
phase estimation. Our answer to the question is that Gaussian measurement is not
optimal in general except for displaced thermal states and squeezed vacuum states.
We also find the general optimal measurement for Gaussian single-mode phase es-
timation.
In the final section of chapter, we identify the optimal measurement for general
Gaussian quantum metrology by finding the optimal measurement for quantum
fidelity between general Gaussian states. Focusing on the single-mode case, we
found three distinct optimal measurements depending on the circumstance. Finally,
our method can be straightforwardly generalized to multimode cases for establish-
ing the general optimal measurement beyond Gaussian measurement for Gaussian
metrology.
3.2 Advanced Mach-Zehnder Interferometer
In this section, we begin with briefly explaining the structure of the Mach-Zehnder
inteferometer (MZI), which is depicted in Fig. 3. The MZI consists of two 50:50
beam splitters, the first of which makes two paths to encode a phase difference
19
Figure 3: Lossy MZI considering all possible photon losses. When the photon loss rates
at each arm are equal, we can simplify (a) to (b).
that we are interested in. A conventional MZI uses a laser, which is described as
a coherent state in quantum optics, as an input state on one of two input ports and
injects nothing on the other port. The coherent state is split to two coherent states
with the equal amplitude by the first 50:50 beam splitter. Due to the difference of a
path length of interest, two coherent states obtain different phases before they mix
again by the second beam splitter. Finally, we measure the intensity difference on
the two output ports by which we estimate the phase difference or the path length
difference.
In the language of quantum optics, the MZI can be illustrated as follows. We have
two input modes described by the annihilation operators â and b̂ for each mode. The
20








In the Heisenberg picture, the beam splitter transforms the mode operators as, by
using Baker-Campbell-Hausdorff formula,
â → B̂†1âB̂1 =
â+ b̂√
2











which transforms the mode operator as
â → P̂†(φ)âP̂(φ) = âeiφ, b̂ → P̂†(φ)b̂P̂(φ) = b̂. (3.4)
Finally, after the second beam splitter B̂2 = B̂
†
1, we measure the average of an ob-
servable Ô = â†â− b̂†b̂, which represents the intensity difference. Since the input
state is |ψin⟩= |α⟩⊗|0⟩, where α= |α|eiθc , one may derive the uncertainty by using












where N is the number of repetition. Thus, if the true value of the relative phase




= (Nn̄)−1, which is the
so-called shot-noise limit. As mentioned before, the sensitivity can be improved by
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using quantum resources such as squeezed states. If we replace the vacuum state







( |α|2e−2r + sinh2 r
(|α|2 − sinh2 r)2
+
|α|2 +2sinh2 r cosh2 r
(|α|2 − sinh2 r)2 tanh2 φ
)
, (3.6)
where we have chosen the optimal angles of the coherent state and the squeezed










where n̄= |α|2+sinh2 r ≃ |α|2. Moreover, if we employ a photon-number resolving
detection instead of measuring the intensity difference of the output modes, the







|α|2e2r + sinh2 r
, (3.8)







when |α|2 ≃ sinh2 r ≃ n̄/2 and n̄,N ≫ 1. Hence, the squeezed state significantly
reduces the uncertainty of the estimation, and consequently classical resources can-
not achieve the same uncertainty using the same energy. Thus, quantum resources
such as squeezed states enable exceptionally precise estimation of phase. It is worth
noting that as presented before, there have been many proposals for advantageous
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quantum states such as NOON state [12, 38, 39], twin Fock state [40], TMSV state
[41].
From a practical point of view, on the other hand, consideration of photon loss and
the analysis of the robustness of the system is important since it is practically im-
possible to perfectly isolate the system from the environment [56, 57]. A description
of photon-loss has been extensively studied, and the most frequently used model is










where L[ô]ρ̂ = (2ôρ̂ô† − ô†ôρ̂− ρ̂ô†ô) with a damping rate of γ ≥ 0, and ne ≥ 0
represents the average number of thermal photons of the environment. Note that
Eq. (3.10) is written in the interaction picture. When we describe a pure-loss model,
i.e. n̄e = 0, the photon loss can be equivalently described by a beam splitter model,
Figure 4: Beam splitter model for the description of photon loss. η is the transmissivity
of the beam splitter.
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which is shown in Fig. 4, where the state for the environment is usually described
by the vacuum and one of two output modes is inaccessible. Here, the transmissivity
η of the beam splitter is characterized by η = e−γt .
3.2.1 Comparison between Coherent & Squeezed vacuum state
and two-mode squeezed vacuum state
In this section, we analyze the sensitivity of a CSV state and a TMSV state based
on quantum Fisher information and classical Fisher information for parity measure-
ment and homodyne measurement. In order to do that, we first derive the covariance
matrix and the first-moment vector of the phase-encoded states. First of all, when
the input state is ρ̂in, the phase-encoded state, which is the state before the second





A CSV state and a TMSV state are respectively given by
|ψCSV⟩= Ŝ1(r)D̂2(α)|0⟩12, |ψTMSV⟩= Ŝ12(s)|0⟩12, (3.12)
where Ŝ1(r) = exp[r(â†2 − â2)/2] is a single-mode squeezing operator of a real
squeezing parameter r ∈R on the first mode, D̂2(α) = exp(αâ†−α∗â) is a displace-
ment operator of a displacement parameter α ∈ C, and Ŝ12(s) = exp[s(â†b̂† − âb̂)]
is a two-mode squeezing operator of a squeezing parameter s ∈ R. The total aver-
age photon numbers of each state are given by n̄CSV = ⟨ψCSV|â†â+ b̂†b̂|ψCSV⟩ =
α2+sinh2 r and n̄TMSV = ⟨ψTMSV|â†â+ b̂†b̂|ψTMSV⟩= 2sinh2 s. Applying a unitary
operation Û on the density operator of a Gaussian state is equivalently described by
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applying the corresponding symplectic transformation SÛ to the covariance matrix,
which are obtained by the relation Û†Q̂Û = SÛ Q̂; consequently, the covariance ma-
trix and the first-moment vector transform to
Γ → SÛ ΓSTÛ , d⃗ → SÛ d⃗. (3.13)
The transformation rule enables one to obtain the covariance matrices of a CSV
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( cosh2r+cos2φsinh2r sin2φsinh2r 0 0
sin2φsinh2r cosh2r−cos2φsinh2r 0 0
0 0 e−2r 0
0 0 0 e2r
)
. (3.15)
The first moment vector of a TMSV state is zero, and that of a CSV state is
d⃗CSV = (αcosφ,αsinφ,−α,0)T, (3.16)
where α is assumed to be real.
3.2.1.1 Quantum Fisher information
Once we have the covariance matrix and the first moment of the phase-encoded
state, the quantum Fisher information of the state can be calculated by using a
closed-form of quantum fidelity between two-Gaussian states [60]. More specifi-
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where F0(Γ0,Γ1) has a closed analytical form in terms of Γ0 and Γ1, and δ⃗u =














where ∆ ≡ |Γ0 +Γ1|,Γ ≡ 24|ΩΓ0ΩΓ1 −1/4|, and Λ ≡ 24|Γ0 + iΩ/2||Γ1 + iΩ/2|.
Using the quantum fidelity formula, one can calculate the quantum Fisher informa-





Let us first compare the quantum Fisher information of CSV states and TMSV
states. If there is no photon-loss, we obtain




α=0−−→ n̄CSV(2n̄CSV +3), (3.21)
HTMSV = cosh4s−1 = 2n̄TMSV(n̄TMSV +2). (3.22)
If we consider the photon-loss of transmissivity η on each mode, the quantum
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Figure 5: Quantum Fisher information of CSV state and TMSV state. (a) The red curve
represents the inverse of quantum Fisher information for a CSV state, the blue curve for a
TMSV state, and the green curve for a coherent state, which is a benchmark for a classical
limit. The brown line represents the inverse of quantum Fisher information for coherent
state without considering photon loss. the Both states show a quantum enhancement even
when photon loss exists. (b) The inverse of quantum Fisher information for different mean
photon number n̄. (c) Optimized ratio of squeezed state in CSV states. When loss rate
is small, injecting a squeezed state without a coherent state is optimal while the ratio
decreases as loss rate increases.











The comparison of quantum Fisher information of CSV state and TMSV state is
shown in Fig. 5 (a), (b). When it comes to quantum Fisher information, both CSV
state and TMSV state maintain quantum enhancement even under a moderate loss
rate 1−η < 0.4 for a given n̄ = 10. Thus, if we can construct the optimal measure-
ment for each state, quantum enhancement can be attained.
On the other hand, non-classical states generally tend to be more fragile to photon-
loss than classical states. Thus, it is important to investigate the optimal ratio of
the mean photon number of the squeezed state and coherent state. We have also
analyzed the optimal ratio of the mean photon number of the squeezed state to the
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total mean photon number,
µ =
sinh2 r
|α|2 + sinh2 r
. (3.25)
When loss rate is small, using only squeezed states is more beneficial than using
coherent states. As expected, however, as loss rate increases we need more coherent
states that are more robust to loss for high sensitivity, which is shown in Fig. 5 (c).
3.2.1.2 Parity measurement
The parity measurement is a measurement that distinguishes between even and
odd photon numbers [61]. It is described by a parity operator Π̂ ≡ (−1)â†â; it
yields measurement outcome 0 for even photon numbers and measurement out-
come 1 for odd photon numbers. Once the Wigner function of the state W (x, p)
is known, the expectation value of the parity operator can be easily calculated by
⟨Π̂⟩ = πW (0,0) = exp(−d⃗TΓ−1d⃗)/2
√
|Γ|. Parity measurement has been demon-
strated to be optimal for CSV state and TMSV state [41, 55, 62, 63]. The linearized
error based on the parity operator, which is actually the same as the inverse of the












Let us consider a sensitivity based on the parity measurement performed on the
first mode Π̂1 after the second beam splitter. When there is no photon-loss, the
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Figure 6: Classical Fisher information based on parity for CSV state and TMSV state.
Each colored curve represents the quantity of the same state as Fig. 5, replacing quantum
Fisher information by classical Fisher information. Parity measurement is so fragile to
photon loss that both CSV state and TMSV state do not show quantum enhancement
when 1−η > 0.05.





















which clearly achieve the Heisenberg scaling, although they do not attain the ul-
timate sensitivity of quantum Fisher information. Fig. 6 displays the sensitivity of
CSV and TMSV states by parity measurement, which shows that the sensitivity
via parity measurement is extremely fragile to photon-loss. Consequently, parity
measurement does not enable one to see quantum enhancement in a realistic cir-
cumstance.
3.2.1.3 Homodyne measurement
Finally, we consider homodyne measurement [64]. The homodyne measurement
measures the quadrature of the state x̂θ = (âe−iθ+ â†eiθ)/
√
2. We calculate the clas-
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sical Fisher information of homodyne detection on two modes. When an input state
is a single-mode Gaussian state characterized by (Γ, d⃗), the outcome probability
distribution of homodyne detection on the input state can be described by its covari-




, and first moment vector, ([SP̂(θ1,θ2)d⃗]1, [SP̂(θ1,θ2)d⃗]3)
T,
where P̂(θ1,θ2) is a phase shifter on the first and second mode for homodyne de-
tection angles θ1 and θ2, respectively.
In the absence of photon-loss, the classical Fisher information for two-mode homo-




= n̄CSV(2n̄CSV +3), FTMSVHD = 2n̄TMSV(n̄TMSV +2). (3.29)
We have numerically optimized the Fisher information of homodyne detection over















Figure 7: Classical Fisher information based on homodyne detection for CSV state and
TMSV state. Each colored curve represents the quantity of the same state as Fig. 5, replac-
ing quantum Fisher information by classical Fisher information. (a) For a fixed n̄ = 10,
estimation errors of CSV state and TMSV state, implied by the inverse of classical Fisher
information based on homodyne detection, is smaller than classical limit and that of co-
herent state under photon loss. (b) For a given fixed loss 1−η= 0.2, it shows that quantum
enhancement is obtained for different 0 < n̄ ≤ 100.
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homodyne angle, which is shown in Fig. 7. It shows that quantum enhancement
is maintained even when loss rate is not very small, 1−η < 0.32, which is in the
contrast to parity measurement. Also, for a given loss rate 1−η = 0.2, quantum
enhancement is considerable for different mean photon number 0 < n̄ ≤ 100. Al-
though we have focused on two-mode homodyne detection, single-mode homodyne
detection also achieves a robust sensitivity under photon-loss [34].
3.2.1.4 Comparison among different measurement schemes
We have analyzed the sensitivity of each measurement scheme for a CSV state and
a TMSV state, which is shown in Fig. 8. In this section, we compare the sensi-
tivities to see which measurement is most robust. One interesting result is that for
CSV state, homodyne detection is nearly optimal in a sense that the gap between
the estimation errors based on homodyne detection and quantum Fisher informa-
tion is small. Also, homodyne detection is robust for both states against to photon
loss, so that it is expected to be employed in practice for quantum enhanced phase
estimation. Finally, as we have already seen, parity measurement is so fragile that
the quantum enhancement is lost even under a small photon-loss.
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Figure 8: Comparison of sensitivities based on quantum Fisher information, parity, and
homodyne measurement. Red curve represents the inverse of quantum Fisher informa-
tion, blue curve the inverse of classical Fisher information based on parity, green curve
the homodyne, brown the inverse of quantum Fisher information for coherent state, and
purple the standard quantum limit.
3.2.2 Remarks
We have investigated the sensitivity for phase estimation in MZI using a CSV state
and a TMSV state. First of all, we conclude that under a photon-loss, parity de-
tection for a CSV state and a TMSV state is extremely fragile, while homodyne
detection is much more robust against the loss. More importantly, even under a
photon-loss, homodyne detection renders a nearly optimal sensitivity. In the follow-
ing section, we investigate Gaussian measurement, which is a generalized version
of homodyne detection, and inspect if it is optimal for phase estimation.
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In this section, we have fixed the total mean photon number as n̄ = 10. Under the
current technology, it is possible to generate a two-mode squeezed vacuum state
with n̄ = 10. In experiment, the generation of 15dB single-mode squeezed vacuum
states was reported [65], which corresponds to n̄ ≈ 7. Injecting each single-mode
squeezed vacuum state with n̄ = 7 to a 50:50 beam splitter, we can obtain the two-
mode squeezed vacuum state with n̄ = 14. Although the coherent and squeezed
vacuum state may not approach the range of n̄ = 10, we obtain similar phenomena
to the results shown in this dissertation for the case of n̄ = 7 [34]. It is worthwhile
to mention that although one may have thought of using different states other than a
squeezed state when one employs a coherent state on one of two modes, the optimal
choice of the state on the other port is proved to be a squeezed vacuum state [66].
Finally, it is worth emphasizing that the phase shift operator of Eq. (3.3) assumes a
strong reference beam outside of the interferometer which can be used for homo-
dyne detection or other types of coherent measurements. If one does not want to
assume the reference beam, an appropriate phase randomization or multiparameter
estimation has to be properly considered. More detailed discussion is provided in
Ref. [67]
3.3 Gaussian measurements for single-mode phase esti-
mation with Gaussian states
In this section, we verify that Gaussian measurements are not sufficient to achieve
the ultimate sensitivity for a single-mode phase estimation using Gaussian states.
We focus on a single-mode phase estimation with Gaussian states and calculate
quantum Fisher information and compare it with classical Fisher information of
general Gaussian measurements.
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Recall that any single-mode Gaussian states can be written as
ρ̂ = D̂(α)Ŝ(ξ)ρ̂TŜ†(ξ)D̂†(α), (3.30)
where α = |α|eiθc ,ξ = reiθs ∈C are displacement and squeezing parameters, and ρ̂T
is a thermal state. We consider a single-mode phase estimation, which is depicted
in Fig. 9. The input state ρ̂in evolves to ρ̂φ = P̂(φ)ρ̂inP̂†(φ) through a phase shifter
P̂(φ) = e−iâ
†âφ. The goal is to estimate φ as precise as possible. We shall analyze
the optimal sensitivity and then the sensitivity attainable by using general Gaus-
sian measurement. Finally, we find the optimal measurement to achieve the optimal
precision.
3.3.1 Optimal Sensitivity
We first calculate the quantum Fisher information for the unknown parameter φ.
When the parameter of interest φ is generated by a Hamiltonian Ĥ, the correspond-
ing quantum Fisher information can be written in terms of the Hamiltonian and the
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Figure 9: Single-mode phase estimation
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For phase estimation, illustrated in Fig. 9, the Hamiltonian is written as Ĥ = â†â
and φ represents the phase of interest. Also, from Eq. (3.30), we have a diagonalized












where n̄ is the average photon number of the thermal state ρ̂T, and thus, the eigen-








|coshr− ei(θs−2θc) sinhr|2. (3.33)
Before we proceed, let us consider the Gaussian environment that introduces noise
on the state with preserving the Gaussian property. Let us recall that the dynamics
of the state under a typical phase-insensitive Gaussian channel in thermal equilib-











where L[ô]ρ̂ = (2ôρ̂ô† − ô†ôρ̂− ρ̂ô†ô) with a damping rate of γ ≥ 0, and ne ≥ 0
represents the average number of thermal photons of the environment. For Gaussian
states, the quantum master equation can be easily solved and the state after time t
can be characterized by




where Γ∞ = (n̄e + 1/2)12 and η = e−γt . If we prepared an input Gaussian state of
a squeezing parameter rin and a displacement αin with a thermal photon number




















where A = η(2n̄th,in + 1) + (1 − η)(2n̄e + 1)]2,B = 4η(1 − η)(2n̄th,in + 1)(2n̄e +
1)sinh2 rin. An important remark is that the loss channel maps a Gaussian state
into another Gaussian state, the form of which is again written as Eq. (3.30)
3.3.2 Optimal Gaussian measurement
Gaussian measurement is defined, throughout the present dissertation, as a mea-
surement that gives Gaussian distribution if it is performed on Gaussian states [24].
From a practical perspective, any Gaussian measurement is implementable only by
adding Gaussian ancilla and using homodyne detection with Gaussian operations,
as depicted in Fig. 10. More rigorously, the elements of general single-mode Gaus-





where Π̂0 is a density matrix of a general Gaussian state characterizing the mea-
surement, and y ∈ C is the measurement outcome. Thus, the resulting distribution
of the measurement on a quantum state ρ̂ is P(y) = Tr[ρ̂Êy]. Since the probabil-
ity distribution of the measurement outcome for Π̂0 being a squeezed thermal state
36
can be decomposed into a mixture of those for Π̂0 being squeezed vacuum states,
without loss of generality, we can assume Π̂0 to be a squeezed vacuum state of a
squeezing parameter seiψ by the virtue of data processing inequality [68, 69]. The
implementation of general Gaussian measurements is described in Fig. 11. Partic-
ularly important examples of Gaussian measurement are homodyne detection and
heterodyne detection. Homodyne detection corresponds to the case where Π̂0 is an
infinitely squeezed state, and heterodyne detection corresponds to the case where
Π̂0 is a vacuum state. The classical Fisher information of Gaussian measurement
of characterized by γ, which is the covariance matrix of Π̂0, for a Gaussian state




















The derivation is supplied in Appendix.
The squeezing parameter of seiψ with s ≥ 0, characterizing Π̂0, can be controlled
in the general-dyne measurement setup by adjusting a transmittance τ of the beam
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Figure 11: Implementation of (a) homodyne detection and (b) Gaussian measurement.
The homodyne detection can be performed by injecting the signal and a strong laser as
a local oscillator into a 50:50 beam splitter and measuring the intensity difference of the
output modes. The general Gaussian measurement can be done by injecting the signal and
a vacuum into a beam splitter with a transmissivity τ and performing double homodyne
detection with an appropriate angle.
splitter shown in Fig. 11(b), i.e., s = ln
√
τ/(1− τ) with τ ≥ 1/2, and the phase
ψ can be tuned by varying phases of the local oscillator modes in two-homodyne










where Xψ/2 and Pψ/2 are the rotated quadrature variables, being measured in the
respective output ports of the beam splitter.
Let us first consider a displaced thermal state and a squeezed thermal state. Dis-
placed thermal states (DTS) are written as
ρ̂DTS = D̂(α)ρ̂TD̂†(α), (3.42)
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The Fisher information for a general Gaussian measurement is obtained by using
Eq. (3.40) as
FDTS =
2|α|2(1+2n̄+ cosh2sDTS − cosχDTS sinh2sDTS)
1+2n̄(n̄+1)+(2n̄+1)cosh2sDTS
, (3.44)
where χDTS = 2(θc −φ)−ψ. We find that when sDTS → ∞ and χDTS = π, FDTS is
equal to HDTS. It means that homodyne detection is optimal when we use a dis-
placed thermal state.
Let us consider squeezed thermal states, which are written as
ρ̂STS = Ŝ(ξ)ρ̂TŜ†(ξ). (3.45)
The quantum Fisher information of STS is obtained by Eq. (3.33),
HSTS =CH sinh2 2r, (3.46)
where CH = 2(2n̄+ 1)2/(2n̄2 + 2n̄+ 1). When we use a squeezed vacuum state, it
is known that a homodyne detection (s → ∞) with a homodyne angle χ = tanh2r is
optimal. However, when the input state is a squeezed thermal state, the parameters
of general Gaussian measurement have to be optimized and we get two different
39
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Figure 12: Quantum Fisher information and classical Fisher information with general
Gaussian measurement of squeezed thermal states. Here, n(STS)th,c = 1/
√
2.









where C(I)F = 2, and C
(II)
F = [(2n̄+ 1)/(n̄+ 1)]
2. F(I)STS is obtained by a homodyne
detection (s → ∞) with a homodyne angle cosχ(I)STS = tanh2r and F
(II)
STS is obtained
by a general Gaussian measurement with s = r and cosχ(II)STS = 1. Thus, when n̄ ≤
1/
√
2, the homodyne detection is the optimal Gaussian measurement. Otherwise,
the latter is the optimal Gaussian measurement. More importantly, neither of the
Gaussian measurements achieve the optimal sensitivity implied by quantum Fisher
information of Eq. (3.46), as shown in Fig. 12.
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3.3.3 Optimal measurement
We have shown that Gaussian measurement is not optimal for phase estimation
with Gaussian states in general. In this section, we find the optimal measurement
for phase estimation with general Gaussian states. The optimal measurement can be
found by using symmetric logarithmic derivative (SLD) operator L̂φ satisfying the
equation ∂ρ̂φ/∂φ = (ρ̂φL̂φ + L̂φρ̂φ)/2. It is well-known that a measurement com-
posed of the projections onto the eigenbasis of the SLD operator is the optimal
measurement, which is unique if the encoded state is full-rank [33, 71]. Since any
non-pure Gaussian states are full-rank, the measurement derived by the SLD oper-
ator is always the unique optimal measurement. The SLD operator for a parameter-
encoded state ρ̂φ =
∑







where the summation is taken over n,m for which pn + pm ̸= 0. Using the spectral
decomposition of a single-mode Gaussian state of Eq. (3.30), when r ̸= 0, one can










[cos(φ+θc −θs)cosh2r+ cos(φ−θc)sinh2r], (3.51)
Imω =− |α|
2n̄+1
[sin(φ+θc −θs)cosh2r+ sin(φ−θc)sinh2r], (3.52)
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and the constant c can be determined from Tr[ρ̂φL̂φ] = 0. It implies that the optimal
measurement is the projections onto the eigenbasis of x̂ p̂+ p̂x̂ followed by Gaussian
unitary operations, including displacement operator and phase shifter.




sinh2r(x̂θs/2−φ p̂θs/2−φ + p̂θs/2−φx̂θs/2−φ), (3.53)
which implies that if we use a squeezed state as an input probe, which is the optimal
state in a lossless case, and photon-loss occurs, we need to construct the measure-
ment setting for x̂ p̂+ p̂x̂ to achieve the optimal sensitivity.







Hence, the optimal measurement is projections onto quadrature operator, which can
be implemented by homodyne detection [64].
3.3.4 Remarks
In this section, we have investigated a single-mode phase estimation with Gaussian
states. One of the most intriguing results is that Gaussian measurement is not op-
timal for phase estimation with Gaussian states except for displaced thermal states
and squeezed vacuum states. It suggests that certain non-Gaussian measurements
have to be prepared to achieve the optimal sensitivity, which turns out to be the pro-
jections onto the eigenbasis of x̂ p̂+ p̂x̂ followed by Gaussian unitary operations,
including displacement operator and phase shifter. Since the experimental imple-
mentation of the optimal measurement has not been found, an important future
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work is to find an appropriate measurement setup for it.










where Q̂ = (x̂, p̂)T is the quadrature vector, L(0)
φ
is a real constant, L⃗(1)
φ
is a real
2-dimensional vector, and L(2)
φ
is a 2 × 2 real symmetric matrix. L(2)
φ
of displaced
thermal states for phase estimation is a zero matrix because the SLD operator con-
sists of linear terms of â and â† as shown in Eq. (3.54). Thus the SLD operator is
proportional to a rotated quadrature operator, so that the eigenbasis of SLD opera-
tor is the quadrature eigenstate. In this case, it is evident that a homodyne detection
along a rotated quadrature operator is the optimal measurement. On the other hand,
the SLD operator of displaced squeezed thermal states has non-zero L(2)
φ
. Eq. (3.50)









where Q̂′ is a transformed quadrature operator vector by symplectic matrices. The
fact that Gaussian measurement is not optimal for displaced squeezed thermal states
suggests that non-Gaussian measurement is required to implement optimal mea-
surement for the SLD operator Eq. (3.56). For pure states, the eigenbasis of Eq.
(3.55) is not enough to provide full information for optimal measurements. Note
that the SLD operator is not unique for pure states. Thus, in that case, whether
Gaussian measurement is optimal or not cannot be determined solely by Eq. (3.55).
It is worth comparing the SLDs of loss parameter in Gaussian metrology [74]. For
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 Q̂′ = L(0)φ +K (x̂′2 + p̂′2) = L(0)φ +K â†′â′ (3.57)
where K is some real constant and Ô′ is symplectic-transformed operators. In this
case, photon number counting after Gaussian operations is the optimal measure-
ment. Inspired by the above observation, in the following section, we find optimal
measurements for general Gaussian quantum metrology.
3.4 Optimal measurements for Quantum fidelity and Quan-
tum Fisher information of Gaussian states
In this final section of the chapter, we identify the optimal measurement for general
Gaussian metrology. So far, we have concluded that general Gaussian measurement
is not enough for Gaussian metrology, so that certain non-Gaussian measurement
is necessary to attain the optimal sensitivity that the input state allows. In this sec-
tion, we find the optimal measurement for general Gaussian metrology and classify
three different types of optimal measurements for single-mode Gaussian metrology
depending on the circumstances: an excitation-number-resolving detection, a pro-
jection onto the eigenbasis of operator x̂ p̂+ p̂x̂, and a quadrature variable detection.
In order to derive the optimal measurement, we first study quantum fidelity and the
optimal measurement for it.
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3.4.1 Optimal measurement for Gaussian quantum fidelity
Before we start to study quantum fidelity, let us consider two probability distribu-
tions p0(x) and p1(x) over the same domain X . For these distributions, we may
define a closeness between the distribution that measures how similar they are. One












p0(x)p1(x) if discrete variable, (3.59)
which is a kind of an overlap between the distributions. It enjoys a property that 0 ≤
BC(p0, p1)≤ 1 where BC(p0, p1) = 0 if and only if the supports of the distributions
are disjoint, i.e., p0(x)p1(x) = 0 for all x ∈ X , and BC(p0, p1) = 1 if and only
if p0(x) = p1(x) for all x ∈ X . Thus, it properly measures the similarity of given
two distributions. Note that the Bhattacharyya coefficient is not a distance in a strict
sense because it does not obey the triangle inequality which a distance has to satisfy.
We may extend the concept of the Bhattacharyya coefficient for quantum states ρ̂0
and ρ̂1 by introducing a measurement or POVM (positive-operator valued measure)
{Êx}x∈X satisfying Êx ≥ 0 and
∑
x∈X Êx = 1. Thus, one may define a measurement
dependent measure as





which represents the similarity between the probability distribution obtained by a
POVM. If we optimize this quantity over all possible POVMs, we finally obtain
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Figure 13: Quantum Fidelity
quantum fidelity [76, 77]
F(ρ̂0, ρ̂1) = min
{Êx}
BCQ(ρ̂0, ρ̂1;{Êx}). (3.61)
Quantum fidelity also enjoys a similar property that 0≤F(ρ̂0, ρ̂1)≤ 1 where F(ρ̂0, ρ̂1)=
0 if and only if the supports of the quantum states are disjoint, and F(ρ̂0, ρ̂1) = 1
if and only if ρ̂0 = ρ̂1. Thus, it also properly measures the similarity of given two












If we focus on the operational meaning of quantum fidelity, which is the maximal
distinguishability of the resultant distribution over all POVMs, it is crucial to find
and prepare an optimal POVM to discriminate the quantum states the most. It has






†) = 0, (3.63)
Tr(Ŵ ρ̂1/20 Êxρ̂
1/2
1 ) ∈ R, (3.64)








1 and µx is a
46
constant. If the quantum states of interest are full-rank, the unique optimal mea-
surement consists of projections onto the eigenbasis of a Hermitian operator











Notice that for any unitary operator Û , the quantum fidelity and the operator M̂
satisfy
F(Û ρ̂0Û†,Û ρ̂1Û†) = F(ρ̂0, ρ̂1), (3.66)
M̂(Û ρ̂0Û†,Û ρ̂1Û†) = ÛM̂(ρ̂0, ρ̂1)Û†, (3.67)
which are straightforward but highly useful in this section.
Let us now consider quantum fidelity between arbitrary Gaussian states. Due to its
importance, there have been numerous studies to find a closed form of quantum
fidelity between any Gaussian states [78, 79, 80, 81, 82, 83, 84, 85, 86, 60]. Only
recently, an analytical expression of quantum fidelity between arbitrary multimode
Gaussian states has been found [60]. In order to achieve it, we need to find the opti-
mal measurement satisfying Eqs. (3.63) and (3.64) or to simplify the expression of
Eq. (3.65). To do those, it is crucial to introduce and employ the Gibbs exponential











where d⃗ is the first moment vector, G is the Gibbs matrix defined as G= 2iΩcoth−1(2ΓiΩ)
with the covariance matrix Γ, and ZΓ = det(Γ+ iΩ/2)1/2 is a normalization factor,
which we hereinafter omit for simplicity.
Let us consider two arbitrary Gaussian states ρ̂0 and ρ̂1, characterized by (G0, d⃗0)
47
and (G1, d⃗1), respectively. Plugging the Gibbs representation of the states into Eq. (3.65)








where the matrix GM is the solution of the equation
eiΩGMeiΩG1eiΩGM = eiΩG0, (3.70)
and v⃗M is a real vector, which can be explicitly expressed for particular cases as be-
low. First of all, when the Gibbs matrices are the same, G0 =G1 =(S−1)T(⊕nj=1g j12)S−1
with g j being the symplectic spectrum, Eq. (3.70) has a trivial solution GM = 0, and
Eq. (3.69) reduces to a simple form of M̂ ∝ e⃗v
T
M(Q̂−d⃗1) where
v⃗M = (S−1)T(⊕nj=1 tanh(g j/2)12)(d⃗0 − d⃗1). (3.71)
The eigenbasis is the same as that of v⃗TMQ̂, and therefore the homodyne detection is
optimal. On the other hand, if G0 ̸= G1, the operator M̂ reduces to
M̂ ∝ D̂(d⃗1)D̂(d⃗M)ρ̂G[GM,0]D̂†(d⃗M)D̂†(d⃗1), (3.72)
where v⃗M = GMd⃗M and the expression of d⃗M is provided in Appendix. Note that
when the first moment vectors of the states are the same, i.e., d⃗0 = d⃗1, one gets
v⃗M = 0.
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3.4.2 Optimal measurements for single-mode Gaussian states
In this section, let us focus on the single-mode case and find the optimal measure-
ments. Any single-mode Gaussian states can be written as





n/(n̄ + 1)n+1|n⟩⟨n| is a thermal state, and Ŝ(ξ) represents a






Due to the property of M̂ of Eq. (3.67), we can assume one of the two states, ρ̂1,
to be a thermal state and the other, ρ̂0, to be a general Gaussian state without loss
of generality up to Gaussian unitary operations. Thus, the Gibbs matrix of ρ̂1 is
given by g112. Since we already concluded that homodyne detection is optimal for
G0 = G1, we focus only on the case G0 ̸= G1 where M̂ has a form of M̂ ∝ ρ̂G[GM,0]
up to Gaussian unitary operations including displacement operations in Eq. (3.72).
Thus, the crucial factor determining the optimal measurement is the matrix GM.
Since GM is a symmetric matrix, we can classify it by the signs of its eigenvalues
µ1 and µ2. The identified types are listed below.
(i) If the signs of the eigenvalues are the same, i.e., GM is positive or negative defi-
nite, then the eigenbasis of M̂ is that of the number operator n̂= (x̂2+ p̂2−1)/2 fol-
lowed by Gaussian unitary operations including a squeezing operation that makes
the magnitude of the eigenvalues the same. Thus, the number resolving detection
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along appropriate Gaussian unitary operations is optimal.
(ii) If the signs of the eigenvalues are different, then the eigenbasis of M̂ is that
of x̂ p̂ + p̂x̂ followed by similar Gaussian unitary operations to type (i). Thus, a
measurement performing projection onto the eigenbasis of x̂ p̂+ p̂x̂ is optimal.
(iii) If one of the eigenvalues is zero, then the eigenbasis of M̂ is that of a quadrature
operator. Thus, homodyne detection is optimal.
The above classification is described in Fig. 14. It is worth emphasizing that type (ii)
measurement is non-Gaussian, which has been shown in Sec. 3.3. Thus, except for
type (iii), which is homodyne detection, non-Gaussian measurement is necessary
for optimality.












Figure 14: Classification of optimal measurements. n̄1 represents the average photon
number of a state and n̄0 and r0 represent the average photon number and squeezing
parameter of the other state.
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is a displaced thermal state. Thus, its Gibbs matrix is g012. If g0 = g1, we have
G0 = G1; thus type (iii) is optimal. If g0 ̸= g1, we have GM = (g0−g1)1/2; thus the
optimal measurement is type (i). Finally, when the average thermal photon numbers
of the states are different each other while G0 ̸= G1, one can find the signs of the
eigenvalues of GM are alway opposite, which corresponds to type (ii).
3.4.3 Optimal measurement for Gaussian quantum Fisher infor-
mation






The relation implies that quantum parameter estimation is a task of distinguishing
two infinitesimally close states ρ̂θ and ρ̂θ+dθ. Let us recall that the optimal POVM




−λxL̂θρ̂1/2θ ) = 0, (3.76)
Tr[Êxρ̂θL̂θ] ∈ R, (3.77)
which looks similar to Eqs. (3.63) and (3.64). Indeed, we prove that the above con-
ditions of Eqs. (3.76) and (3.77) are equivalent to those of Eqs. (3.63) and (3.64)
when dθ is infinitesimal, which results in the relation between M̂ and the SLD op-
erator L̂θ such that,
M̂(ρ̂θ, ρ̂θ+dθ)≃ 1+ L̂θdθ/2. (3.78)
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The proof is supplied in Appendix. Using the form of the operator M̂ for arbitrary
Gaussian states, one can find the expression for two infinitesimally close Gaussian
states ρ̂θ and ρ̂θ+dθ,
M̂(ρ̂θ, ρ̂θ+dθ)≃ 1− D̂(d⃗θ)(Q̂TGMQ̂/2− v⃗TMQ̂)D̂†(d⃗θ), (3.79)
where d⃗θ is the first-moment vector of ρ̂θ, and GM and v⃗M are associated of the
states as in Eq.(3.69). Consequently, one can derive the expression for the SLD
operator,
L̂θdθ =−D̂(d⃗θ)(Q̂TGMQ̂− 2⃗vTMQ̂)D̂†(d⃗θ)+ν, (3.80)
where ν = Tr[D̂†(d⃗θ)ρ̂θD̂(d⃗θ)Q̂TGMQ̂] can be determined from Tr[ρ̂θL̂θ] = 0. In the
















and v⃗M = Γ−1θ (∂d⃗θ/∂θ)dθ/2, where Γθ is the covariance matrix of the state ρ̂θ.










Using the expression of the SLD operator for Gaussian states, we can now derive
the quantum Fisher information for general Gaussian states,
















Furthermore, a general expression of quantum Fisher information matrix of Gaus-
sian states for a multiparameter case can be derived,


















Let us consider displacement, phase, squeezing and loss estimation and find the
optimal measurement. For a single-mode Gaussian probe state ρ̂in of (Γin, d⃗in), the
displacement operation D̂(⃗ζ) changes the first-moment vector only.
Γin → Γin, d⃗in → d⃗in + ζ⃗, (3.86)




T = (dζ1,0) are related as
Γ⃗
ζ+d⃗ζ = Γ⃗ζ, d⃗⃗ζ+d⃗ζ = d⃗ζ +(dζ1,0)
T, (3.87)
respectively. Since the displacement transforms only the first-moment vector, we




ζ+d⃗ζ is type (iii), namely, homodyne detection. Using the expression of v⃗M,
one can easily find the SLD operator and quantum Fisher information for displace-
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]11(x̂−ζ1)+ [Γ−1ζ1 ]12 p̂, (3.88)
H(ζ1) = [Γ−1ζ1 ]11. (3.89)
Let us consider a phase estimation of a phase shifter P̂(θ) = e−iθQ̂
TQ̂ with a single-
mode Gaussian input probe ρ̂in. Since the first-moment vector of the input probe
does not change the type of optimal measurement, we will focus on a squeezed
thermal state input,
ρ̂in = Ŝ(ξ)ρ̂TŜ†(ξ)→ ρ̂θ = P̂(θ)Ŝ(ξ)ρ̂TŜ†(ξ)P̂†(θ). (3.90)
We assume ξ = r ∈ R hereinafter. The relevant states under investigation are ρ̂θ and
ρ̂θ+dθ, but since the full expression for arbitrary θ is complicated and the value of θ
does not change the optimal type of measurement, we set θ = 0 for simplicity; thus,
the relevant states are ρ̂0 and ρ̂dθ.





cosh2r+ cos2θsinh2r sinh2r sin2θ
sinh2r sin2θ cosh2r− cos2θsinh2r
 , (3.91)
and that of ρ̂0 is obtained by substituting θ = 0. Since the average thermal photon
numbers of the state are equal but the covariance matrices are not as long as θ ̸= 0
and r ̸= 0, we can conclude that the optimal measurement is type (ii). One can
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where a constant A is given by cosA = (4n̄2 +4n̄+2)/[(4n̄2 +2n̄+1)(4n̄2 +6n̄+
3)+ (2n̄+1)2 cos2θ+2(2n̄+1)2 cosh4r sin2 θ]1/2. Indeed, the signs of the eigen-
values of GM are different; thus, it confirms that type-(ii) is optimal. Explicitly, after









M̂ = 1− (2n̄+1)sinh2r
2(2n̄2 +2n̄+1)
dθ(x̂ p̂+ p̂x̂) = 1+ L̂θdθ/2, (3.94)
where L̂θ is the SLD operator that is the same as one that we have derived in Sec.
3.3. Even though we have derived the matrix GM directly, one may derive the same
result by using Eq. (3.82).
In squeezing parameter estimation, an input Gaussian state transforms as
ρ̂in = D̂(d⃗)Ŝ(ξ)ρ̂TŜ†(ξ)D̂†(d⃗) (3.95)
→ ρ̂s = Ŝ(s)D̂(d⃗)Ŝ(ξ)ρ̂TŜ†(ξ)D̂†(d⃗)Ŝ†(s), (3.96)
where we assume ξ = s is a real number. It means that we estimate the squeezing
magnitude while the squeezing angle is already known. Since ρ̂s and ρ̂s+ds have a
different squeezing magnitude and the equal average thermal photon number, one
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can immediately find that the optimal measurement is type-(ii). Explicitly, we can
find the expression of the SLD operator and the quantum Fisher information by













[cosh2r− sinh2r cos(2θc +θs)], (3.98)
where we have defined d⃗ =
√
2|α|(cosθc,sinθc)T. The SLD operator shows that
the optimal measurement is indeed type-(ii).
Finally, let us consider estimation of a loss parameter in a phase-insensitive loss






(2âρ̂â† − â†âρ̂− ρ̂â†â), (3.99)
where â = (x̂+ ip̂)/
√
2 is the annihilation operator and γ is the unknown loss pa-
rameter of interest. The solution of the master equation can be given in terms of the
first-moment vector and the covariance matrix as [22]
d⃗t=0 → d⃗t = e−γt/2d⃗0, (3.100)
Γt=0 → Γt = e−γtΓ0 +(1− e−γt)12/2. (3.101)
After some algebra, one can easily obtain the expression for GM and the quantum
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Fisher information,
GM = A×diag(sin4 φ− e2r cos4 φ,sin4 φ− e2r cos4 φ)tdγ, (3.102)
H(γ) =
cos2 φ(1−2sin2 φcos2 φ)sinh2 r
sin2 φ(1+2sin2 φcos2 φsinh2 r)
t2, (3.103)
where A ≡ 4/(−2sinh2 r cos4φ+cosh2r+7)sin2 φ and cos2 φ ≡ e−γt , and we have
assumed a zero-displacement of the input state for simplicity. The signs of the
eigenvalues of GM is always negative regardless of the parameters, which suggests
that the optimal measurement is type-(ii). The same result has already been derived
in Ref. [74, 88]. It is worth emphasizing that the optimality of type-(ii) holds for
any loss parameters of phase-insensitive channels.
3.4.4 Remarks
In this final section of the present chapter, we have identified the optimal measure-
ments for quantum fidelity between two Gaussian states. Especially for a single-
mode case, we found that there are three different types of optimal measurement
depending on a type of a parameter of interest : (i) Number resolving detection, (ii)
x̂ p̂+ p̂x̂ type measurement, (iii) homodyne detection. One may generalize the re-
sult of a single-mode case by investigating the normal form of symplectic matrices.
Our finding is applied for parameter estimation of a Gaussian operation preserv-
ing Gaussian properties of states. The same classification holds due to the relation
between quantum Fisher information and quantum fidelity.
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3.5 Conclusion
In this chapter, we have studied about Gaussian quantum metrology, beginning
with analysis of advanced Mach-Zehnder interferometer with coherent & squeezed
state and two-mode squeezed state. Concluding that homodyne detection is robust
and promising measurement for quantum enhanced phase estimation, we studied
about Gaussian measurement, which is a generalization of homodyne detection, for
single-mode phase estimation and found that Gaussian measurement is not suffi-
cient to achieve the optimal sensitivity of phase estimation. Finally, we have identi-
fied three different types of optimal measurement in single-mode Gaussian metrol-
ogy and provided a general method to find the optimal measurement in general
Gaussian metrology.
A remaining interesting question is to find an experimental scheme to realize x̂ p̂+
p̂x̂ type of measurement which is the optimal measurement for phase estimation
when squeezed thermal state is employed. Since there are only three different types
of optimal measurement, which are x̂ p̂+ p̂x̂ type of measurement, homodyne mea-
surement, and number resolving detection, and homodyne detection and number
resolving detection are accessible in a certain regime, study about the realization
of x̂ p̂+ p̂x̂ type of measurement will complete the optimal set of measurement for
single-mode Gaussian metrology.
Gaussian states are important resources that are accessible in experiments. Our the-
oretical analysis is expected to be demonstrated in experiment in the near future and




Classical Fisher information of Gaussian measurement on Gaus-
sian state
Let us recall that any operator applied on a single-mode can be written by Weyl





d2ξTr[ÔV̂ †(ξ)]V̂ (ξ). (3.104)
Then, the expectation value of the operator can be easily written as
⟨Ô⟩= Tr[ρ̂Ô] = 1
2π
∫






where χ[Ô](⃗ξ) = Tr[ρ̂V̂ (⃗ξ)] is the characteristic function of an operator Ô.





and the probability of the corresponding POVM element is
































ζ = seiψ,and β = |β|eiθc . (3.112)

















































































Σ ≡ Γ+ γ
2
. (3.114)
This implies that Gaussian measurement with a parameter seiψ on Gaussian states
with {Γ, d⃗} results in the Gaussian probability density with covariance matrix and
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the first moment vector {Σ, d⃗/
√








































SLD for displaced squeezed thermal states








where the summation is taken over n,m for which pn + pm ̸= 0. Using Eq. (3.117)
and |∂φψn⟩=−iâ†â|ψn⟩ for phase rotation, we can obtain
⟨ψm|∂φψn⟩=−i⟨m|S†(ξ)D†(α)â†âD̂(α)Ŝ(ξ)|n⟩






















mα∗eiθs sinhr+δm,n · (irrelevant term)
)
, (3.118)
where the last term that is proportional to δm,n which is irrelevant in the summation.
Substituting pn = n̄n/(1+ n̄)n+1 and Eq. (3.118) into Eq. (3.117) and simplifying,
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one get















For a given operator Ô defined as






















θb = θs −θc, (3.120)
the operator L̂1 + L̂2 is written as
L̂1 + L̂2 = Ô−C1, (3.121)
where C = 2A |β|2 sin(θs − 2θc). Substituting Eq. (3.121) to Eq. (3.119), one may
show that Eq. (3.50) is derived after a little algebra.
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SLD for displaced thermal states
























where the rotated quadrature operator x̂θ is defined as x̂θ = R̂†(θ)x̂R̂(θ).
SLD for squeezed thermal states






















x̂θs/2−φ p̂θs/2−φ + p̂θs/2−φx̂θs/2−φ
)
.
Proof of optimality of homodyne detection for squeezed vacuum
states
Here, we prove that homodyne detection is optimal for squeezed vacuum states
explicitly by showing that homodyne detection satisfies Eqs. (3.76), (3.77). First,
one can easily verify that Eq. (3.77) is automatically satisfied if the input state is
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pure and the POVM measurement setup is composed of rank-one projectors.
Now, we show that Tr(ρ̂φΠ̂xL̂φ) is real. Squeezed vacuum states and the SLD oper-
ator for the states can be written as
ρ̂φ = R̂(φ)Ŝ(ξ)|0⟩⟨0|Ŝ†(ξ)R̂†(φ) = Ŝ(ξe−2iφ)|0⟩⟨0|Ŝ†(ξe−2iφ)
= |ξe−2iφ⟩⟨ξe−2iφ|.
L̂φ = i2sinh2rR̂(φ)Ŝ(ξ)(â†2eiθs − â2e−iθs)Ŝ†(ξ)R̂†(φ).
If we assume a homodyne detection with local oscillator angle ψ/2, Π̂x = |xψ/2⟩⟨xψ/2|,
















































































2(1− eiχ tanhr)5/2 (e
iχ tanhr−1+2x2) (3.123)






− tx1−t . (3.124)

























which is real. This proves that the homodyne detection with the appropriate local
oscillator angle is optimal for squeezed thermal states.
Simplification of the operator M̂












and ρ̂1 = e−
Q̂TG1Q̂
2 . Note that el
TiΩQ̂e−Q̂
TGQ̂/2 ∝ e−(Q̂−u)
TG(Q̂−u)/2 with u= (e−iΩG−
65














with l0 = (e−iΩG0 −1)v0, one can have































































When GM = 0, corresponding to the case that G0 = G1, we obtain M̂ ∝ em
TiΩQ̂,
where m = eiΩG1/2l1 is a pure imaginary vector. Especially if G0 = G1 =⊕nj=1g j12,
we obtain m = −i[⊕nj=1 tanh(g j/2)12]Ωv0. If G0 = G1 are not diagonal, we intro-
duce a symplectic transformation that diagonalizes the Gibbs matrices, G0 = G1 =






−1Q̂. As a consequence,
M̂ ∝ ÛSe
vT0 [⊕nj=1 tanh(g j/2)12]Q̂Û†S = e
vT0 [⊕nj=1 tanh(g j/2)12]S−1Q̂,
where we have used Eq. (3.65).
When GM ̸= 0, the operator M̂ can always be written in the Gibbs-exponential form,
M̂ ∝ e−(Q̂−uM)
TGM(Q̂−uM)/2. (3.129)









Here, v⃗M = 0 if v0 = 0, v⃗M = GMuM if G0 ̸= G1, and GM = 0 and
v⃗M = (S−1)T[⊕nj=1 tanh(g j/2)12]v0 if G0 = G1. From Eqs. (3.127) and (3.128), it is
clear that GM is the solution of
eiΩGMeiΩG1eiΩGM = eiΩG0,
and the vector uM is written as
uM =(e−iΩGM −1)−1eiΩG1/2(e−iΩGK/2 −1)(e−iΩGK −1)−1
×e−iΩG1/2(e−iΩG0 −1)v0.
Finally, in order to return to the original problem between two general Gaussian
states, ρ̂0 = e−
(Q̂−u0)TG0(Q̂−u0)
2 and ρ̂1 = e−
(Q̂−u1)TG1(Q̂−u1)
2 , we simply introduce a dis-
placement operator D̂(u1) with u0 −u1 = v0, so that, by using Eq. (4), we obtain M̂








Full equation for d1 and d2.
We simplify Eq. (3.70) for the single-mode case by assuming G0 and G1 to be Gibbs
matrices of a general single-mode Gaussian state and a thermal state, respectively.









the left hand side of Eq. (3.70) is written as
L012 +L1σ̂x +L2σ̂y,
where

































































Equations of (3.131) to enable d1 and d2 to be written as functions of r0, n̄0, and n̄1.
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Pure state limit of optimal measurement
Consider a single-mode state with a diagonal covariance matrix of
V =
12 + ε 0
0 12 + ε
 .
Such state is pure in the limit of ε → 0. The analysis can be trivially extended to a



















Q+ εP+O(ε2) , (3.138)






 , Q = 1−P.
Note P2 = P and Q2 = Q, so they are projection operators. The Gibbs matrix of the
operator M̂ satisfies
eiΩG1 = e−iΩGMeiΩG0e−iΩGM . (3.139)
In the limit where G1 corresponds to the pure state |ψ1⟩⟨ψ1|, we use Eqs. (3.137)
to write eiΩG1 ≈ P
ε
. Then a possible solution for e−iΩGM is e−iΩGM ≈ αP because
the above equation (3.139) becomes α2PeiΩG0P = eiΩG1 ≈ P
ε
, which is approxi-
mately true for some α. Indeed, for any state ρ̂0 with nonzero overlap with ρ̂1, it is
PeiΩG1P ∝ P. Therefore, e−iΩGM ∝ P ∝ eiΩG1 , namely, M̂ ∝ 1−|ψ1⟩⟨ψ1|, where all
approximations made in the above equations refer to the corrections that disappear
in the limit of ε → 0. The operator M̂ implies that the measurement with projectors
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{|ψ1⟩⟨ψ1|,1−|ψ1⟩⟨ψ1|} is optimal.
The relation between optimal measurements for quantum fidelity
and quantum Fisher information
Let ρ̂0 = ρ̂+dρ̂ and ρ̂1 = ρ̂. For simplicity, we assume ρ̂ is a full-rank state, which






1 = ρ̂+ X̂ , where X ∝ dρ̂.






2 + ρ̂1/2dρ̂ρ̂1/2 = ρ̂2 + ρ̂X̂ + X̂ ρ̂,
leading to ρ̂1/2dρ̂ρ̂1/2 = ρ̂X̂ + X̂ ρ̂. For ρ̂ =
∑







































where L̂θdθ = 2
∑










1 ) = Ê
1/2
x (1−µx(1+ L̂θdθ/2)) = 0.
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This results in
Ê1/2x (1−λxL̂θ) = 0
with a constant λx, which is equivalent to the optimal condition of Eq. (2.48) for
quantum Fisher information.
Now, we turn to the second condition. For two quantum states that are infinitesi-
mally close, Eq. (3.64) can be simplified as
Tr[U ρ̂1/20 Êxρ̂
1/2











= Tr[(1+ L̂θdθ/2)Êxρ̂] ∈ R.
One can immediately see that this is equivalent to Eq. (2.48).
Infinitesimal limit of GM matrix





Since the zeroth order of the two matrices Gθ and Gθ+dθ is equal in an infinitesimal
limit of dθ, the zeroth order of GM is zero. Therefore, one can write iΩGM =Cdθ
for some unknown matrix C and, similarly, iΩGθ = A and iΩGθ+dθ = A+Bdθ for
some matrices A and B. From the above equation, it can be shown that C is the
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solution of
eA+Bdθ ≈ eA + eACdθ+CdθeA +O(dθ)2.
Using the notation from Ref. [60], one may write eiΩGθ = Wθ−1Wθ+1 and expand the
matrices Wθ as Wθ+dθ =WA +WBdθ with Wθ =WA. Therefore,










(eA −1)WB(eA −1) ,












for which (Wθ +1)C(Wθ −1)+(Wθ −1)C(Wθ +1) = 2WB is used. The solution of




















































Writing in the basis, in which Vθ is symplectically diagonalized, one can recover


















where the superscript of s denotes operators being transformed by the symplectic
operator S, λ j’s are the symplectic eigenvalues of Vθ, and S is a symplectic matrix
that diagonalizes Vθ.
The vector uM for an infinitesimal dθ is written as
uM = (−iΩGM)−1eiΩGθ/2(e−iΩGθ/2 −1)(e−2iΩGθ −1)−1
× e−iΩGθ/2(e−iΩGθ −1)∂uθ
∂θ







where we have used eiΩGθ = Wθ−1Wθ+1 . Thus,




As a final remark, we highlight that Eq. (3.141) with GM and v⃗M facilitates the
derivation of the quantum Fisher information, being made as






















= D̂†(uθ)ρ̂θD̂(uθ) is a Gaussian state with zero mean and the same covari-






where (mlk) denotes a cyclic permutation, and Tr[ρ̂0
θ
Q̂nQ̂m] = Vnm + iΩnm/2 [56].
Note that the method we provide above can be straightforwardly applied to multi-





The contents of the present chapter are largely based on [Y. S. Teo, C. Oh, and
H. Jeong, “Bayesian error regions in quantum estimation I: analytical reasonings,”
New J. Phys. 20, 093009 (2018)] Ref. [90], [C. Oh, Y. S. Teo, and H. Jeong,
“Bayesian error regions in quantum estimation II: region accuracy and adaptive
methods,” New J. Phys. 20, 093010 (2018)] Ref. [91], [C. Oh, Y. S. Teo, and H.
Jeong, “Probing Bayesian credible regions intrinsically: a feasible error certifica-
tion for physical systems,” Phys. Rev. Lett. 123, 040602 (2019)] Ref. [92], and [C.
Oh, Y. S. Teo, and H. Jeong, “Efficient Bayesian credible-region certification for
quantum-state tomography,” Phys. Rev. A 100, 012345 (2019)] Ref. [93].
4.1 Introduction
Precise description of quantum systems is crucial for various applications of quan-
tum information processing. If one wants to build a quantum computer or to con-
struct a quantum network, one has to precisely characterize the input quantum state
and quantum gates with the environment and measurement devices. Hence, quan-
tum estimation theory is one of the most important ingredients for quantum infor-
mation processing. While much study about quantum estimation theory has been
focusing on estimators, relatively less attention has been paid on error certification
for estimators. Although error certification is already well established in statistic,
a serious obstacle emerges when one is interested in a high-dimensional system of
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a complicated parameter space. Especially when an unknown parameter of interest
is around the boundary of the parameter space, one has to explore the complicated
boundary of the space, which may be intractable such as quantum state tomography
which deals with the positive-density-matrix space. In this chapter, to circumvent
the main obstacle, we derive an analytical expression for Bayesian error regions
in asymptotic regime and propose an efficient numerical algorithm that operates in
non-asymptotic regime. Before presenting the main results, we begin with intro-
ducing a general protocol of quantum estimation and study about Bayesian error
certification in the protocol to characterize the estimation error region.
4.2 Bayesian Error Region
Let us consider a situation where we would like to estimate a d-dimensional pa-
rameter r⃗ = (r1, ...,rd)T encoded in quantum systems. The parameter can be one
characterizing a quantum state or a physical quantity with which a probe state has
interacted. This is a typical situation in quantum state tomography, quantum process
tomography, and quantum metrology. To characterize the parameter, we measure
the quantum state ρ̂(⃗r) by a POVM {Êk} (Êk ≥ 0,
∑
k Êk = 1) to obtain data D ac-
cording to the measurement probabilities pk = pk(⃗r) = Tr[ρ̂(⃗r)Êk]. In this section,
we assume that the measurement outcome x is discrete for simplicity although it
is straightforward to generalize to continuous-valued measurement. Based on the
dataset D = {nk} (
∑
k nk = N), nk denoting the number of clicks for each POVM
element Êk, we infer r⃗ using standard tools in statistical inference. Particularly, we
focus on an important estimator, namely the maximum likelihood estimator r⃗ML,
which chooses a point that maximizes the likelihood function L(D|⃗r) =∏k pnkk in
the reconstruction space R0. In typical circumstances, the maximum likelihood esti-
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mator is unique in the space of interest. When one conveys the result of estimation,
the estimator is not sufficient but it is necessary to provide it with an appropriate
error region (or interval for a single-parameter case). While there may be various
ways to define the error region, we shall use a so-called Bayesian credible region
[94], which is defined as follows: Let us denote by (d⃗r) the prior probability of the
infinitesimal volume of state in R0, satisfying
∫
R0(d⃗r) = 1. In Bayesian statistics,
the prior probability is a way to introduce the prior knowledge of the experimental-





Figure 15: Size and credibility for a single-parameter case. The credible region is
parametrized by 0 ≤ λ ≤ 1, which decides the isolikelihood boundary points. Once the
isolikelihood boundary points are determined, the size and credibility can be easily com-
puted as shown in the figure.
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where χλ(⃗r) = η(L(D|⃗r)−λL(D|⃗rML)) and η(.) is the heaviside theta function. The
size and credibility are illustrated in Fig. 15 for a single-parameter case. The credi-
bility of a region represents the probability that the unobserved parameter value lies











which allows us to calculate the credibility by using the knowledge of the size sλ,
and consequently calculating sλ is crucial. In a practical circumstance, an exper-
imentalist chooses a credibility (e.g. 95%) in advance and provide a size of the
credible region R after the experiment. Equipped with the λ-parametrized size and
credibility, one finds a lambda that gives the prechosen credibility and then obtain
the size corresponding to the λ.
There is another important type of Bayesian region which is called a plausible re-
gion [95], which is not subjective to the choice of the experimentalist. We say that
a point r⃗ is plausibly the true value if there is evidence such that its normalized pos-
terior probability L(D|⃗r)/L(D) is larger than its prior probability p(⃗r). A plausible
region R is defined as one containing all plausible points of r⃗ only, which can be







for which L(D|⃗r ∈ ∂Rλ=λcrit) = L(D) To facilitate this understanding, we give a
80
short instructive proof by noting that the constant L(D) is simply related to the size





















dλ′ sλ′ , (4.5)
so that the assignment L(D|⃗r ∈ ∂Rλ=λcrit) ≡ λcritLmax = L(D) gives the expression
for λcrit.
Although it is crucial to provide the size and credibility of the credible region to-
gether with the estimate, it is often demanding to calculate them for high-dimensional
parameter even using numerical methods. Particularly, when the parameter space R
is a space of quantum states, which is the case for quantum state tomography, the
calculation of the size and credibility is known as an NP-hard problem because of
the complicated boundary of the space ∂R [19]. In this chapter, we provide an an-
alytical approximation for them and an efficient numerical method for the direct
calculation.
We will focus on quantum state tomography case, but the method is general and ap-
plicable to any multiparameter estimation. Before we proceed, let us introduce pa-
rameterization of density matrices. Density matrices of the D-dimensional Hilbert
space can be parameterized by d = D2 − 1 parameters due to the positivity, ρ̂ ≥ 0
and the unit-trace condition Tr[ρ̂] = 1. One way to parametrize density matrices is
to introduce d number of D×D traceless Hermitian matrices {Π̂ j}dj=1 satisfying the
orthogonality condition Tr[Π̂ jΠ̂k] = δi j for j,k ≥ 1 with Π̂0 = 1/D. The parameters
corresponding to a density matrix can be obtained by r j = Tr[ρ̂Π̂ j]. Conversely, the
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density matrix is recovered by the relation,
ρ̂(⃗r) = Π̂0 +
∑
j
r jΠ̂ j. (4.6)
4.3 Analytical approximation
In this section, we derive the analytical approximated expressions for the size and
credibility of a credible region R . We assume that the parameter space R0 of r⃗ is a
convex space, which is a typical situation in quantum estimation experiments. Es-
pecially when the parameter space is the space of all legitimate quantum states ρ̂ of
a given dimension, i.e., ρ̂ ≥ 0 and Tr[ρ̂] = 1, the parameter space is obviously con-
vex. The motivation of deriving analytical approximation of the size and credibility
is that the computation of the size and credibility is known to be an NP-hard prob-
lem [19] because of the complicated influence from the parameter space boundary
∂R0. In order to derive approximated expressions for the size and credibility, we
also assume that the number of copies N is large enough for the Gaussian approx-
imation of likelihood function being valid. Finally, although the choice of a prior
distribution is essential in Bayesian statistics, we take the uniform prior distribution
to reveal interesting properties of the size and credibility avoiding technical compli-
cations. The influence of the choice of a prior distribution becomes negligible when
the number of copies N is sufficiently large.
We present the results for three different circumstances. The first case is that the
credible region is inside of the parameter space. The second case is that the cred-
ible region is truncated by the parameter space with the estimator being inside of
the region. The final case is that the estimator is on the boundary and the credible
region is again truncated. Although there may be another cases than the above three
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cases, in the limit of large N, these three cases will be the typical situations that we
encounter in practice.
4.3.1 Case 1: Interior-point theory for a full likelihood
Case 1 exhibits the situations where the estimator is inside of the parameter space
R0 and the number of copies N is sufficiently large that the region is not truncated
by the boundary of the parameter space as described in Fig. 16. For a d-dimensional
parameter r⃗, if r⃗ ̸∈ ∂R0, then for a given data D collected with large number of copies









which is a Gaussian function [97] centered at the estimator r⃗ML (⃗∆(⃗r)≡ r⃗− r⃗ML) that
has a covariance equal to the inverse of d-dimensional Fisher information matrix,










∆⃗(⃗r) = r⃗− r⃗ML, (4.9)
at r⃗ML, i.e., FML ≡ F (⃗rML). By the virtue of the Gaussian shape of the likelihood






Figure 16: Credible region contained in R0 (Case 1). (a) Case 1 arises when the estimate
lies in R0 and it is sufficiently far from the boundary ∂R0. The latter condition is satisfied
if N ≫ 1 when the estimate is inside of R . (b) The likelihood function vanishes at the
boundary.











where Vd = πd/2/(d/2)! is the volume of the (d − 1)-sphere of unit radius, and
Γ(a,y) is the order-a upper incomplete Gamma function of y (See Appendix for
the derivation). Note that the size function diverges as sλ ∼ (− lnλ)d/2 as λ goes
to zero. This divergence arises due to the Gaussian approximation of a likelihood
function ignoring the boundary of the parameter space (See Sec. 4.3.4 for details).






















We note here that for the plausible region, the scaling behaviors of sλcrit and cλcrit
with N are more complicated. For i.i.d. copies, we have sλcrit ∼ (lnN+ · · ·)d/2/Nd/2
and 1−cλcrit ∼ (lnN)d/2−1/Nd/2, where the appearance of logarithmic scaling comes
from picking the largest credible region that contains all plausible parameters.
4.3.2 Case 2: Interior-point theory for a truncated likelihood
Case 2 arises when the estimate is close to the boundary of the parameter space and
the number of copies N is not sufficiently large, which leads to the truncation of the
likelihood function, which is depicted in Fig. 17. It frequently occurs in quantum
(a) (b)
Figure 17: Credible region truncated by the boundary ∂R0 (Case 2). (a) Case 2 arises
when the estimate is close to the boundary of the space R and the number of copies N
is not sufficiently large. (b) The likelihood function is truncated by the boundary, which
complicates the analysis of the region R .
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state tomography since a typical aim is to generate a pure state ideally or a state
sufficiently close to a pure state, which is on the boundary of the quantum state
space or adjacent to it. This case is not as simple as the previous case because of the
truncation of the likelihood function by the boundary of the parameter space. Even
when we use the Gaussian approximation of the likelihood function, we need to
know the boundary precisely, which may be computationally hard, for example, for
a quantum state space. In order to resolve the difficulty caused by the complicated
boundary ∂R0, we will assume that the boundary is smooth enough to be considered
as a hyperplane P as illustrated in Fig. 18. This assumption is valid for the Bloch
sphere corresponding to a qubit case. This hyperplane P has a normal vector n⃗ that
is perpendicular to the isolikelihood contour at r⃗P, which is the point having the
largest likelihood on ∂R0 ∪R (see Appendix for the detail of finding r⃗P).
(a) (b)
Figure 18: We approximate the boundary ∂R0 as a tangential hyperplane P characterized
by a normal vector n⃗. (b) The red region represents the error caused by the approximation.
The approximation is valid when the boundary is smooth enough that the red region is
small.
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, it is possible to show
that the estimated fraction γ of the hyperellipsoid truncation is given in terms of the
regularized incomplete beta function Iy(a,b) as




















with which we arrive at the generalized interior-point statement sλ ≈ γVd,λ/VR0 .
For λ = λint, γ = 1 characterizes the untruncated size expression in Eq. (4.11). The
approximate credibility has no simple closed form but may be computed with the
relation in Eq. (4.3) efficiently.
Details of the derivation of (4.15) is given in Appendix. More relevantly, let us
briefly discuss the volume estimate characterized by the fraction in (4.15) in broad
terms. For this, we emphasize that ∂R0 can be a highly sophisticated surface with
corners and edges. For instance, if R0 is the space of quantum states of Hilbert-space
dimension D = 2—the qubit space—, then ∂R0 that is enforced by the operator pos-
itivity constraint is a 2-sphere. However if D > 2, ∂R0 is generally a complicated
surface with corners and edges, for the convex space is “neither a polytope nor a
smooth body.” [98] For such boundaries, the approximated volume fraction offered
by (4.15) is an overestimate of the actual fraction for any finite N due to the con-
vex nature of R0. If however r⃗ML lies on a smooth ∂R ∩ ∂R0 to which we may
approximate the local boundary with a hyperplane, then in the limit of large N, this
overestimate approaches the exact answer, which applies, for instance, to the qubit
space.
It is easy to see that this methodology gives the asymptotically exact, not an over-
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estimated volume fraction in single-parameter estimation (d = 1), as the ∂R ∩∂R0
intersects P at exactly the point rP. We note, however, that the likelihood near rP is
exponential in r. The corresponding quantities sλ, cλ and λcrit also admit analytical
expressions























which can be derived by evaluating the one-dimensional version of the integral in
(4.44). The limiting case in which λint → 0 can be confirmed right away.
4.3.3 Case 3: Boundary-point theory
Case 3 represents the case when the ML estimator is on the boundary of the param-
eter space, which inevitably leads to the truncation of the likelihood function by
the boundary. It also frequently arises in quantum state tomography with the same
reason as Case 2.
With the statistical conviction that the true parameter r⃗ is close to the boundary-
point ML estimator r⃗ML, we may again expand lnL(D|⃗r) to second order,




g⃗ML = ∂⃗ML lnL(D|⃗rML) , (4.17)
where now evidently the first order does not vanish since r⃗ML is on the boundary
and Lmax, the maximum likelihood value for R0, is less than the exterior maximal
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Figure 19: Credible region truncated by the boundary ∂R0 (Case 3). (a) Case 3 arises
when the ML estimate is on the boundary, regardless of the number of copy N. (b) The
likelihood function is truncated by the boundary ∂R0.






for the approximated Gaussian function.
Similar to Case 2, we may introduce a hyperplane P′ that contains r⃗ML and has a
normal n⃗′ = g⃗ML that is orthogonal to the Gaussian isocontour intersecting r⃗ML. The
volume VR of R can then be (over)estimated with the shaded volume presented in
Fig. 20. For smooth boundaries, this estimate once more becomes asymptotically
exact.
Interestingly, we point out the role changes for some relevant quantities: r⃗ML now
takes the place of r⃗P as the boundary point in the hyperplane and Lmax,G is now
replacing Lmax to be the largest possible likelihood. We may next define λeff =
λLmax/Lmax,G < 1 to be the effective “λ” that characterizes the approximated Gaus-
sian likelihood with respect to the actual one. Finally, after realizing that the esti-
mated volume for VR falls on the opposite side of the hyperplane in contrast with
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(a) (b)
Figure 20: (a) We apply a similar approximation as case 2. The boundary is assumed to
be smooth so that a tangential hyperplane replaces the boundary for truncation. (b) The
red region is now considered as the credible region which contains some points outside of
the original credible region.



















of the total hyperellipsoidal volume that contributes to the approximate size esti-
mate sλ ≈ γ′Vd,λ/VR0 .
The asymptotically exact region quantities for d = 1 can be obtained by taking
the aforementioned role changes into account. This suggests the replacements in
(4.15) (from Case 2 to Case 3) |∆(rP)| → gML, λint → λeff/λ and λ → λeff, which









with the appropriate sign changes due to the opposite “side” of the truncation to
Case 2.
4.3.4 Remarks on logarithmic divergence and VR0
In all the Bayesian-region property formulas developed [(4.11), (4.14), (4.15), (4.18)]
as a means to provide an asymptotic size and credibility certification for the ML es-
timator r⃗ML, the size formulas exhibit logarithmic divergences—sλ ∼ (− lnλ)d/2.
This feature stems from the Gaussian approximations in (4.7) and (4.17) that ig-
nores the parameter-space boundary ∂R0\(∂R ∩∂R0) that falls on “the other side”
of the joint one (if there is any). These approximations are strictly valid for the like-
lihood portion sufficiently near the maximum. For extremely small λ values or high
credibilities, the asymptotic size formulas either give highly conservative (much
larger) estimates for sλ, or gradually exceeds the unit physical upper bound.
This reinforces the importance of measuring a sufficiently large number of copies
N such that most portion of the likelihood is approximately part of a Gaussian
function. Put differently, there exists the sufficient condition




given a particularly interesting range of λ. This is geometrically equivalent to keep-
ing the tails of the likelihood from penetrating the boundary ∂R0 ̸= ∂R ∩ ∂R0 as
much as possible, so that the logarithmic divergence has no visible effect on the
size estimation.
Furthermore, all operational formulas invoke the knowledge of the volume VR0 of
R0 under the uniform-prior assertion. For parameter estimation settings with simple
convex boundary constraints this can be found very easily. For instance, VR0 for an
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a priori uniformly distributed phase a ≤ θ ≤ b is b−a. In the case of quantum-state
characterization VR0 is much more complicated, but known to have closed forms
for specialized priors [99, 100]. Just as an example we shall take the prior to be the
uniform distribution over the continuous space R0 =MD of D-dimensional complex
positive matrices of unit trace that represent quantum states ρ̂, or the Lebesgue prior
for this space. For this prior, the volume for the (d = D2 − 1)-dimensional state







4.3.5 Examples in quantum-state tomography
In quantum-state tomography of a single-qubit (D= 2), states in the space R0 =M2
of statistical operators can be represented as the 2×2 positive semidefinite matrix
ρ̂ =
 r1 r2 − ir3
r2 + ir3 1− r1
 (4.22)
in terms of the (d = 3)-dimensional state parameter r⃗. The qubit space also has
the nice property that the boundary ∂M2 is smooth—it is the surface of a 2-sphere.
This implies that ∂M2 is smooth and can eventually be described by a hyperplane
for sufficiently large N. We shall see that the expressions in (4.15) and (4.18) indeed
exactly describe the actual size and credibility in this limit.
To verify our theoretical results, we may consider three different classes of qubit
states. For the numerical computation of sλ and cλ, one may first generate a set
of qubit states for the integrations by performing uniform rejection sampling. In
accordance with the Lebesgue measure, the parametrization in (4.22) allows a uni-
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form sampling on the parameter ranges 0 ≤ r1 ≤ 1 and −1 ≤ r2,r3 ≤ 1 depending
on the class of qubit states, where the range of r1 trivially maintains the unit-trace
constraint. From this set of random operators, rejection sampling is then carried
out by simply eliminating randomly generated operators this way that are not pos-
itive semidefinite. These matrices may be numerically filtered out by verifying ef-
ficiently that their Cholesky decompositions do not exist [101]. In what follows,
the yield percentage from uniform rejection sampling, that is the percentage ratio
of the number of positive operators out of the total number of sampled Hermitian
operators, is calculated explicitly for each of the three classes.
4.3.5.1 One-parameter qubit (d = 1)
Suppose that r2 = r3 = 0, so that only the single parameter r = r1 needs to be esti-
mated. The POVM considered shall then be the simple (M = 2)-outcome projective















Figure 21: Single-parameter qubit estimation. (a) For a one-dimensional qubit in a mixed
state specified by r = 0.99, N = 30 is sufficiently large for boundary effects of M2 to
vanish, which explains the accuracy of the interior-point expressions in Eq.(4.11) and
(4.12). The plausible region, of 0.966 credibility, is defined with λcrit = 0.08 (dashed
line). (b) In the case where rML = 1 is in ∂R ∩∂R0, while N = 30 avoids the tail-boundary
effects at r = 0, the part at r = 1 modifies the behaviors of sλ and cλ according to (4.18).
Here, the plausible region, of 0.967 credibility, is constructed with λcrit = 0.03.
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measurement onto the eigenstates of σ̂z = |0⟩⟨0|− |1⟩⟨1| that directly probes r,
p1 = ⟨0|ρ̂|0⟩= r, p2 = ⟨1|ρ̂|1⟩= 1− r. (4.23)
The value of VM (d=1)2
is simply equal to one, the Lebesgue length of the interval 0 ≤
r ≤ 1. As the Lebesgue prior is defined for the entire M (d=1)2 , we have L(D|r = 0) =
L(D|r = 1) = 0 such that only Case 1 and 3 apply. Rejection sampling is certainly
not necessary for such a simple class of states. Figure 21 studies the behaviors of
theoretical results for these two cases.
4.3.5.2 Two-parameter qubit (d = 2)
Suppose we know that only r3 = 0, then ρ̂ lies in the plane (r1 −1/2)2 + r22 ≤ 1/4.
The volume VM (d=2)2














and the yield percentage through uniform rejection sampling for these states is
therefore equal to 39.27%. The POVM employed is the M = 4 “crosshair” mea-
surement consisting of projections onto the eigenstates of both Pauli operators σ̂z























Figure 22 illustrates the validity of our theory.
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Figure 22: Two-parameter qubit estimation. (a) Tomography is carried out on a two-
dimensional qubit which quantum state is represented by r⃗ = (0.8 0.1)T inside the Bloch
ball. The interior ML estimator r⃗ML for N = 50 is far enough from the boundary so that
the results of Case 1 apply. The plausible region of 0.957 credibility is defined by λcrit ≈
0.05. (b) For a different state r⃗ = (0.8 0.4)T, r⃗ML for N = 500 is near ∂R ∩ ∂R0 and the
generalized solutions for Case 2 clearly resolve the curvature modifications on sλ (see also
the inset for a blown up plot of sλ) and cλ. Here λcrit ≈ 0.0031 gives a plausible region
of 0.994 credibility. (c) Similarly, whenever Case 3 happens, the modifications result in
λcrit ≈ 0.0014 for a plausible region of 0.99 credibility with a given dataset.
4.3.5.3 Three-parameter qubit (d = 3)
For full qubit tomography, we require a minimum set of M = 22 = 4-outcome
informationally complete (IC) POVM to completely characterize the qubit quan-
tum state. We consider the popular tetrahedron POVM composed of the follow-
ing four symmetrically oriented measurement outcomes (symmetric IC POVM or
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Figure 23: Full qubit estimation. Credible-region quantities are plotted for tomography on
the complete qubit characterized by r⃗ = (0.8,0.4,0.1) using the tetrahedron measurement
by measuring data made up of N = 90 copies. (a) In the optimistic Case 1, the plausible
region, of 0.927 credibility, is defined by λcrit ≈ 0.017. (b) With the same N, boundary
effects begin to influence the characteristics of both region size and credibility when r⃗ML is
near ∂R ∩∂M2 as in Case 2, giving a plausible region of 0.963 credibility at λcrit ≈ 0.015
for a particular dataset. (c) Case 3 happens rather frequently as well, with an example

























This qubit POVM as well as its extensions to higher dimensions is known to consti-
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tute an optimal class of measurements in quantum information under certain con-
ditions [102, 103, 104]. The volume of the M2 under the Lebesgue prior can be

























The yield percentage for M2 is 13.09%. The analyses of all three cases are described
in Fig. 23.
4.3.5.4 Qutrit
The qutrit is the next simplest quantum system of dimension D = 3 which state
ρ̂ =

r1 r3 + ir4 r5 + ir6
r3 − ir4 r2 r7 + ir8
r5 − ir6 r7 − ir8 1− r1 − r2
 (4.28)
can be completely characterized by the (d = 32 −1 = 8)-dimensional state param-
eter r⃗. Therefore the minimum number of POVM outcomes needed to estimate r⃗
is M = 9. The volume of the qutrit space, according to (4.21), is VM3 = π
3/20160.
To compute sλ and cλ over M3, we may again perform uniform rejection sampling
over the ranges 0 ≤ r1,r2 ≤ 1 and −1 ≤ r3, . . . ,r8 ≤ 1. This time, we see that the
yield percentage for M3 is significantly lower than that for M2—2.4× 10−3 % to
be more precise for the uniform Lebesgue prior. Although it is possible to sam-
ple diagonal entries of ρ̂ such that Tr[ρ̂] = 1 (i.e. sampling on any unit simplex)
without sample wastage by renormalizing exponentially distributed random real
numbers [105, 106], inevitably as D grows, the method of rejection sampling for
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Figure 24: Qutrit Bayesian regions constructed with a (M = 90)-outcome POVM.
(a) Case 1 (N = 150) and (b) Case 2 (N = 180) are studied with the maximally-mixed
true state ρ̂ = 1/3. (c,d) Case 3 refers to the true pure state described by the equal super-
position (|0⟩+ |1⟩+ |2⟩)/
√
3 of three orthonormal kets. The 3rd case is presented with an
ML estimator of (c) rank-1 (N = 30) and that for (d) rank-2 (N = 90). All insets blow up
the scale for sλ. Panels (c) and (d) show that the (overestimated) size approximations still
fare much better than the optimistic expressions in (4.11). Improvements on sλ estimates
with asymptotic truncations become more conspicuous especially when (c) logarithmic
divergence dominates in the low-N regime, in which truncations can reduce a significant
amount of Gaussian-approximation artifacts.
off-diagonal parameters rapidly becomes an inefficient and obsolete option for gen-
erating adequate parameter samples.
The qubit system possesses a dimension D small enough such that the average er-
ror E[|⃗r− r⃗ML|] is small and the Gaussian approximations in (4.7) and (4.17) are
valid even when N is not very large. Quantum systems of larger D, starting with the
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qutrit, generally requires a correspondingly larger N to achieve similar tomographic
precisions [107, 108]. For very large N values, the likelihood function becomes ex-
tremely narrow since its curvature is asymptotically governed by FML ∼ N. As a
result, the size sλ is tricky to calculate numerically with sophisticated Monte Carlo
methods [105, 106]. For the purpose of demonstrating the performance of our re-
sults, we may slightly circumvent this problem by considering an overcomplete
POVM (M > 9) while maintaining a reasonable N value, which similarly reduces
the average error [107] for the Gaussian approximations to hold.
Figure 24 showcases qutrit tomography for all the various cases discussed in the
previous section. For qutrits, the size corrections are generally overestimates be-
cause of the complicated ∂M3.
4.3.6 Remarks
In this section, we provided an asymptotic theory of Bayesian error regions for
general convex parameter spaces that cover a wide range of applications in quan-
tum information, including quantum-state tomography, whenever a uniform prior is
used to describe the unknown true parameter. This allows one to perform asymptotic
error certification for uniform priors that circumvents NP-hard Monte Carlo com-
putations. The theory provides asymptotically analytical formulas for the region
size and credibility in cases where the ML estimator is an interior point [Eq. (4.11),
(4.14), and (4.15)], as well as the case where the ML estimator is on the boundary
of the parameter space [Eq. (4.18)]. These expressions approach the exact answers
whenever the joint boundary of both the region and full parameter space is smooth
such as quantum-state tomography of qubits. Otherwise they generally give con-
servative overestimates for the region size as this is related to the way region trun-
cations are handled by the theory. When applied to examples in quantum-state to-
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mography, these asymptotic expressions give extremely accurate estimates in spite
of the sophisticated state-space boundaries. The theoretical framework presented
here can in principle be generalized to any other prior so long as analytical inte-
grals for Gaussian likelihoods and the volume of the parameter space are known
for that prior. This, however, has to be done on a case-by-case basis at the moment.
In high-dimensional quantum-state tomography, as shown by the qutrit case, the
assumption of smooth-boundary begins to fail, so that we need to construct an ef-
ficient numerical method. In the following section, we shall propose an effective
numerical method that works for the error certification of high-dimensional param-
eter estimation.
4.4 Efficient Monte-Carlo Method
In this section, we provide an efficient numerical method to calculate the size and
credibility of the credible region R . A traditional numerical method to calculate
the region is to sample points in the parameter space and filter the points which
are outside of the region of interest, which we call Monte-Carlo (MC) filtering.
This kinds of MC sampling becomes highly inefficient as the dimension of the
parameter space gets larger. If the dimension of the parameter space is large, the
ratio of the size of the region of interest to the entire parameter space becomes
exponentially small so that the required number of samples to obtain a reasonable




In this section, we introduce a numerical method to compute both size sλ and cred-
ibility cλ without MC filtering. The intuition behind our method is to realize that if
one inspects the average of some quantity qλ over the region Rλ through λ, then the
ratio of change with λ bears information about the behavior of the size sλ with λ. It
is formally described by the following lemma:
Lemma 1. (Region-average computation (RAC) lemma) For any prior (d⃗r′) and the
number of copies N, the size sλ (up to a multiplicative factor), and hence the credi-
bility cλ, are all inferable from the Rλ-average quantity uλ = lnL(D|⃗r′)− ln(λLmax)
Rλ .
We prove this lemma by taking derivative of uλSλ in λ. Noting that ∂Sλ/∂λ =∫
R0(d⃗r






The differential equation characterizes the full evolution of yλ with a boundary
condition sλ=0 = 1. Finally, the equation can be easily solved by iterating yλ j+1 =
yλ j/(λ juλ j) following Euler’s method [109], so that we obtain cλ using Eq. (4.3).
Now, our task of computing the size and credibility is to generate a sufficient
number of random samples to calculate the Rλ-average quantity uλ. There exist
many MC schemes to compute uλ, many of which use Markov-chain algorithms
[105, 110]. Hit-and-run sampling [111, 112, 113, 114] is one such extensively-
studied scheme. Hit-and-run algorithm begins with a construction of a convex set
B ⊇ Rλ. For large N ≫ 1 and some λ, two general cases exist as shown in Fig.
25. In case A, we define B as the hyperellipsoid Eλ centered at r⃗c = r⃗ML that pro-
files the Gaussian L when r⃗ML is an interior point. In case B, where r⃗ML is on the
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boundary of the space R0, we set B as the truncated hyperellipsoid E ′λ centered at
r⃗c = r⃗ML +F−1MLg⃗ML, where FML is the Fisher information matrix evaluated at r⃗ML
and g⃗ML = ∂ lnL/∂⃗r′ |⃗r′=⃗rML . Note that there exists an intermediate case between
case A and B as illustrated in the previous section. Although the hyperellipsoid ap-
proximates the credible region well and contains the region for large N, one may
choose a more conservative hyperellipsoid that is bigger than described above to
be more accurate, which does not change the time-duration of the algorithm much.
Next, we pick a point in the convex set B , which can be straightforwardly done
by picking the ML estimator r⃗ML. We then draw a random line segment passing
the selected point in the convex body and pick a random point on the segment. We
keep the point if it is in the region Rλ, the condition of which is that the likelihood
function at the point is larger than λ and it corresponds to a physical quantity (for
example, if it corresponds to a positive semi-definite density matrix in the case of
Figure 25: Typical two cases arise in quantum state tomography. Case A represents the
Bayesian region inside of the parameter space, while Case B that truncated by the bound-
ary of the parameter space.
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quantum state tomography). If it is not in the region, we generate a random point on
the segment between r⃗ML and the previous point, which is repeated until the point
lies on Rλ. After picking a point in Rλ, we keep this point and repeat the routine
with choosing the previously selected point as a new starting point until we obtain
a sufficient number of samples. Here, a line segment of a random direction can be
obtained by generating a random vector v, elements of which are generated by a
normal distribution. Also, when selecting a random point on the line segment, the
probability distribution of a random point is set to be equal to the truncated marginal
distribution.
4.4.2 Region capacity
Inspired by the in-region sampling method, we propose a concept of region ca-
pacity, which is an average distance of the region from the ML estimator r⃗ML; it
measures how close is points in R from the ML estimator on average. Formally, the
R -average is defined as








where D is any distance function that one can choose.
One can argue that if the metric is an lp-norm of p > 0, SD,λ monotonically de-
creases with λ when N ≫ 1 for an appropriate (d⃗r′). To see this we begin with
D ≡ Dp(⃗r′ ,⃗rML) =
(∑
j |r′j − r⃗ML, j|p
)1/p
. According to Fig. 26, after the substitu-
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Figure 26: Barring unforeseen pathological examples, we shall assume that the R0 for
any physical system possesses a boundary ∂R0 that is either (a) a smooth surface, or (b)
has corners and edges. For the latter, a corner at which an ML estimator might reside can
be well approximated by multiple hyperplanes if N ≫ 1.


















if (dα r⃗′′) = g(α)(d⃗r′′)
]
. (4.31)
The same conclusion for Case A follows by definition, and remains unchanged also
for Dp(⃗r′ ,⃗rML) =
∑
j |r′j − r⃗ML, j|p since SDp,λ ∼ (− lnλ)p/2 is also monotonic in λ.
These imply that SDp,λ induced by any lp-norm behaves as a proper capacity mea-
sure in the limit N ≫ 1 under a sufficient class of priors that includes the uniform





for some p > 0.
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4.4.2.1 Analytical error certification with region capacity
It turns out that the approximated extensions of all
∫
R0 integrals to the whole r⃗
′ space
free all R -average quantities from any geometrical dependence on R0, unlike Sλ
that asymptotically depends on R0’s volume [90]. We may then use this observation
to acquire asymptotic formulas for SDp,λ and uλ to perform approximate analytical
error certifications. To this end, we regard S2 ≡ SD2 induced by the squared l2-norm
(p = 2), D ≡ |⃗r′− r⃗ML|2, as the prototypical metric-induced capacity measure for
Rλ. Let us first discuss the case in which r⃗ML is an interior point of Rλ (Case A).
Since Rλ =Eλ, finding S2 becomes the business of doing a hyperellipsoidal average










The logarithmic divergences in λ, a derivation byproduct from Gaussian approxima-
tion of L and relaxation of ∂R0, pose no ill consequence so long as N is sufficiently
large such that Rλ ⊂ R0 for all λ values that give desirably large Cλ < 1.
The situation becomes more complicated for Case B, which demands geometrical
knowledge about ∂R0 for an exact calculation of S2 (see Fig. 27). This tempts us to
use a first-order approximation by expanding the likelihood L about r⃗ML to a Gaus-
sian function of hyperellipsoidal-E ′
λ
profile centered at r⃗c, and next introducing a
hyperplane containing r⃗ML that is tangent to its isoGaussian (constant-Gaussian-
value) contour. S2 is then a hyperellipsoidal-cap (formed by the hyperplane and
the hyperellipsoid from the Gaussian expansion of L) average. All related technical
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Figure 27: After expanding the likelihood L about r⃗ML to a Gaussian function centered
at r⃗c (cross) with its own isoGaussian contours, a hyperplane (red solid line) is introduced
in a manner that its normal n⃗ is orthogonal to the isoGaussian curve at r⃗ML to form a cap.
calculations are provided in Appendix, and we simply state the final formulas:
S2B,λ =2Tr[M⃗]/Nd,l,1 ,
uB,λ =[− lnλ′+Tr[⃗gMLm⃗T −FML M⃗]/Nd,l,1]
× ln(λLmax)/ ln(λ′Lmax) , (4.33)
involving Vd = πd/2/(d/2)!, l =
√
ln(λ/λ′)/(− lnλ′), Nd,l,x =Vd I(1−l)/2((d+x)/2,(d+





















It is easy to see that Eqs. (4.33) and (4.34) include Case A by recognizing that
the “effective λ” (λ′) approaches λ (⃗gML = 0⃗), so that l → 0 gives Nd,0,x = Vd and
M⃗ = (− lnλ)F−1ML/(d +2).
4.4.2.2 Discussions for quantum-state tomography
All results presented thus far apply to arbitrary physical systems. Here, we specifi-
cally investigate quantum-state tomography, thereby endowing explicit forms to all
important quantities that are pertinent to Bayesian CR error certification.
For an unknown quantum state ρ̂ of Hilbert-space dimension D, every data-copy
measurement in a tomography experiment is usually mutually independent, so that
the log-likelihood lnL=
∑M
j=1 n j ln p j catalogs the relative frequency data
∑M
j=1 n j =
N of all M measurement outcomes Π̂ j ≥ 0 (
∑
j Π̂ j = 1), each with the Born prob-





j=1 such that tr[Ω̂ j] = 0 and tr[Ω̂ jΩ̂k] = δ j,k, so that we may denote





j/pML, j (N ≫ 1) and g⃗ML =
∑M
j=1 n j q⃗ j/pML, j for the ML state estima-
tor ρ̂ML of ML probabilities pML, j = tr[ρ̂MLΠ̂ j]. In concrete terms, for Case A, ρ̂ML
is full rank, such that the CR Rλ ≈ Eλ; whereas for Case B, ρML is rank-deficient
and Rλ ≈ R0 ∩E ′λ is therefore approximately a truncated E ′λ (covariance profile of
the Gaussian expansion of L about r⃗ML) by the quantum-state space R0—the convex
set of unit-trace positive operators. The uniform (d⃗r′) is assumed.
To compare with the closed-form approximations in Eqs. (4.32) and (4.33), we pick
the l2-norm to measure the region capacity SHS ≡ S2 of R , which is equivalent to
the Hilbert-Schmidt (HS) distance for quantum states. We emphasize that for suffi-
ciently large N, all arguments leading to the monotonicity of SD,λ still applies for
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Case B as g⃗ML → 0⃗. Figures 28 and 29 showcase our in-region sampling theory. The
matches in both Case A and B between theory and hit-and-run sampling are very
good for moderate D, but are expected to have some discrepancies for more com-
plex systems due to the more pronounced corners in ∂R0 [98]. Instead, accelerated
hit-and-run can be used [114].
4.4.3 Numerical Complexity estimation of hit-and-run algorithm
After suppressing dependences on logarithmic factors and error parameters, it was
argued that the number of hit-and-run steps needed to gather enough sample points













[115, 116] in the limit D≫ 2, where Rout is the radius of the smallest
outer sphere that contains Rλ and Rin is that of the largest inner sphere that can be
inscribed in Rλ. Together with the floating-point-operations complexity O(D3) in






























Figure 28: Plots for Sλ and Cλ generated from the in-region sampling technique on
three-qubit systems (D = 8), with a rank-1 r⃗ML, M = 512 square-root measurement out-
comes and N/M = 5000. The rapidly decreasing Sλ is a signature of typically small re-
gions of such datasets, which cannot be handled with MC-filtering. The results for Cλ
obtained from the sampled uλ generated with 200 recursive steps of Euler’s method to
solve Eq. (4.29) for Sλ. The flexibility of in-region sampling is demonstrated by present-





















Figure 29: The (magnified) per-D graphs of SHS versus C for (a) Case A and (b) Case B
for various D, with M = D3 random outcomes and N/M = 500. The two-tuples in the
legend of (b) represent (D, rank{⃗rML}). The respective dashed curves passing through
the markers are calculated using Eqs. (4.32) and (4.33). The magnification factors (top to
bottom, left to right in legend) for Case A are 10, 50 and 150, and those for Case B are
100, 200, 150, 10, 20 and 50.
a typical Cholesky decomposition algorithm [117], we have an estimate for the
complexity cmpl = O(D7R2out/R
2
in) for the entire hit-and-run scheme.
The treatment of Case A is straightforward as we have the complete informa-
tion about Rλ ≈ Eλ in the large-N limit. If we denote σ> and σ< to respectively
be the largest and smallest eigenvalue of F̃ML
−1/2
, then the corresponding outer














The analysis for Case B requires extra care given the complicated state-space bound-
ary ∂R0. While complete and precise details of R0 are absent so far, from [98], we
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Figure 30: Schematic diagrams for the geometrical relationship between the CR R and
the quantum state space R0. The situation for (a) Case A is completely known and so com-
plexity estimation for hit-and-run is a simple matter. To acquire conservative complexity
estimates for Case B, two special types of such CR may exist: either the CR (b) lies on
an extremely sharp corner of R0 in at least one of its dimension (Type I) in whichever
orientation, or (c) on one of its edges that is almost flat (Type II) in all its dimensions,
with the longest E ′
λ
-axis oriented along the flat surface.
know that in the Euclidean space, the largest inner sphere inscribable in R0 has a
radius that approaches 1/D for D ≫ 2, and that the smallest outer sphere that con-
tains R0 has a radius going to 1 in the same dimension limit. The overall shape of
R0 is therefore a “squashed” convex body for large D, such that at least one of its
dimensions drops appreciably to zero. To estimate the complexity for Case B, we
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consider CRs of two tractable types: a Type I CR is located at an extremely sharp
corner of R0 that is made from at least one of its rapidly shrinking dimensions, as
shown in Fig. 30(b), whereas a Type II CR is situated at an extremely flat bound-
ary of R0 where all of its dimensions remain approximately constant within the CR
as in Fig. 30(c). For a conservative estimate of cmpl, we consider an R such that
Figure 31: Schematic diagrams for (a) Type I and (b) Type II Bayesian regions. Type I
regions have complexities that are strongly influenced by the cornered geometry (greatly
exaggerated for visual aid), whereas Type II regions have complexities that strongly de-
pends on the eigenvalue aspect ratios of FML. All other intermediate CR types give rise to
complexities affected by the geometries of both ∂R0 and FML.
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the longest axis of E ′
λ
is aligned with the flat surface. All other types of Case-B
CRs may be viewed as intermediate situations of these two and have no analytical
complexity estimates known to us. The data-copy number N ≫ 1 is assumed to be
sufficiently large such that g⃗ML ≈ 0⃗ and r⃗c ≈ r⃗ML.
To estimate cmpl for a Type I CR, we assume that the corner is extremely sharp in
one particular dimension such that the curvature of ∂R0 extending out from r⃗ML is
almost flat. Then following Fig. 31(a), the concept of similar figures give Rout/Rin ≈





The complexity for Type II CRs may be estimated with the help of Fig. 31(b),




is now independent of ∂R0 due to its extremely








In realistic multi-dimensional parameter estimation problems, sufficiently large dataset
almost exclusively results in extremely small Bayesian credible regions relative to
the entire parameter space. The conventional practice of first doing Monte Carlo
to sample the parameter space followed by sample filtering almost always fails to
accurately construct such small error regions. Our technique of in-region sampling
introduced in this dissertation is capable of constructing any such small regions
efficiently with perfect yield. In-region sampling is equivalent to computing region-
averages that is efficient with a wide range of numerical methods. The region-
average perspective of in-region sampling allows us to operationally formulate an
alternative concept of region capacity through averaging any lp distance norm be-
tween two credible-region points, for which, in the special case p = 2, closed-form
approximation formulas to facilitate ultrafast analytical Bayesian error estimations
with sufficiently large datasets are readily available. Either way, efficient Bayesian
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error certifications can now be carried out on physical systems of varying com-
plexity. For exceedingly large quantum systems where Monte Carlo computations
start to become visibly taxing, these asymptotic formulas can serve as large-scale
approximate certifiers at least for high credibility values.
4.5 Conclusion
In this section, we have investigated Bayesian error region in quantum parameter es-
timation. We have derived asymptotic analytical expressions for size and credibility
of Bayesian error regions by using Gaussian approximation and assuming a smooth
boundary of the parameter space. While the analytical expressions fit very well to
numerical simulation for low-dimensional system such as a qubit, it starts to exhibit
a discrepancy as the dimension of quantum systems of interest gets larger. In order
to make it possible to calculate the size and credibility even for high-dimensional
quantum systems, we proposed an efficient numerical method by the so-called in-
region sampling. The algorithm is inspired by an observation that the behavior of
the average of a function defined in the parameter space of interest gives the size
of Bayesian region through a differential equation, which can be solved by Euler’s
method.
The in-region sampling provides a different measure for closeness of Bayesian re-
gion which is called region capacity. It is defined as the average distance from the
maximum likelihood estimator to points in the region. Since it is based on a metric,




Derivation of analytical expression of size and credibility in Case 1
We start with the definition of size and credibility of Eq. (4.2) and the Gaussian
approximation of the likelihood function in Eq. (4.7) in Case 1 to calculate the size


























































































The credibility may be calculated either with Eq. (4.2) or Eq. (4.3). The former can




dλ′(− lnλ′)α = α!−Γ(α+1,− lnλ), (4.40)
Γ(α+1,y) = αΓ(α,y)+ yαe−y (4.41)
for the upper incomplete Gamma function.
The estimation of rP




of L boundary parameter columns, which can be done by generating
many random d-dimensional columns ε⃗ j of small magnitudes and defining r⃗
(bd)
j =
M ( ˆ⃗r+ ε⃗ j), where M is a map that brings any column that lies outside of R0 to ∂R0
(the probability of generating a random boundary point without the action of M
is effectively zero). Then r⃗P may be taken to be the boundary point that gives the
maximum likelihood value L(∂R0)max .
As an example, we suppose that in state tomography, ˆ⃗r is the (d =D2−1)-dimensional
real parameter column that uniquely represents the D-dimensional ML quantum
state ρ̂ that lies close to ∂R ∩ ∂R0. Then a set of random columns ε⃗ j, distributed
according to the standard Gaussian distribution for instance, is added to ˆ⃗r one
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at a time and the resulting columns ˆ⃗r + ε⃗ j → H j are transformed into the corre-
sponding Hermitian operators H j = H
†
j . We discard those H js that are full-rank
positive operators and move on to others that are nonpositive, and apply the map
M (·) = N [ ·+σmin(·)1] to H j, which adds a multiple of the identity equal to the
minimum eigenvalue σmin and trace-normalize the resulting operator. This turns




j that is near ˆ⃗r if ε⃗ j is small
enough.
The derivation of (4.15)
With the Gaussian likelihood in (4.7) centered at r⃗ML, let us denote the full hyper-
ellipsoid defined by the isolikelihood contour at some value of λ as Eλ. If R = Rλ
is truncated, then the region R̃λ ⊇ Rλ that is bounded ∂Eλ ∩ ∂P is an overestimate
of Rλ. The task here is to calculate the volume VR̃λ of this region.
The hyperellipsoidal surface ∂Eλ for any λ is described by the equation
(⃗r− r⃗ML) ·F ′ML · (⃗r− r⃗ML) = 1 (4.42)
with F ′ML = FML/(−2lnλ), or in terms of its more convenient diagonal-basis rep-
resentation found with the spectral decomposition F ′ML = O⃗DO⃗
T,
(⃗r′− r⃗′ML) ·D · (⃗r′− r⃗′ML) = 1 , (4.43)
where a⃗′ = O⃗T · a⃗, where the diagonal entries D j of D are reciprocals of squares of
the λ-hyperellipsoidal axes lengths. In the primed coordinates, the hyperplane P,
which contains r⃗′P, the ML estimator over ∂R0, and the normal n⃗′ ∝ D · (⃗r′P − r⃗′ML),
satisfies the equation n⃗′ · r⃗′ = n⃗′ · r⃗′P. One easy trick to calculate VR̃λ would then be
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n′ · (⃗r′P − r⃗′)
)
, (4.44)













− n⃗′ ·D−1/2 · r⃗′′
)
(4.45)
as a multiple of the volume of intersection between a corresponding unit (d −1)-
hypersphere Sd−1 and a transformed hyperplane P′ described by the equation
n⃗′ ·D−1/2 · r⃗′′ = n⃗′ · (⃗r′P − r⃗′ML) in the r⃗′′ reference frame.
For the primitive prior and the earlier definition of n⃗′, this intersection volume has
a known analytical answer, which depends on the shortest distance
l = l0 =










between the center of the hypersphere and P′. It follows that the magnitude of l0
increases with λ. At the critical value λ = λint, we have l0 = 1, which tells us that
at this critical value ∂Eλ≥λint ∩ ∂P = /0. Beyond λ > λint we must have the shortest
distance l = 1 set to unity since this would imply that VR̃0 = VEλ = γVd,λ. It can
then be shown, for instance either refer to [118] or Appendix D of [91], that VR̃λ =










Approximation of various D measures
The HS distance measure DHS (⃗r′ ,⃗rML) takes the very simple quadratic form in
DHS = (⃗r′ − r⃗ML)2 under any circumstance, whereas the trace-class distance Dtr
has no easy functional form in terms of r⃗′ for D > 2. Nevertheless in the limits
N ≫ 1 and D ≫ 2, based on the principles of random matrix theory, it is deduced







relating the final R -averages SHS and Str is approximately valid for both Case A and
B, which incidentally takes the same form found in [119] that was calculated for
statistical-fluctuation studies.
We start with making an approximate connection between Str and SHS by examining
the Hermitian operator ∆ρ̂′ = ρ̂′− ρ̂ML (ρ′ ∈ R ). In Case A, the distribution of ∆ρ̂′
in R has zero mean, ∆ρ̂′R = 0. This is also approximately true for the Case B
situation when N is sufficiently large such that R is small. Furthermore, the space
of ∆ρ̂′ is essentially a bounded set of Hermitian random operators. Here, we shall
make the assumption that each matrix entry ∆ρ̂′jk in the computational basis is an
independent random complex number. Under this condition, the ∆ρ̂′s form what is
now known as a Wigner ensemble [120, 121, 122, 123] with the second moment
equal to |∆ρ̂′jk|2
R
= tr[(∆ρ′)2] = SHS. Moreover, they are known to have an i.i.d.


































so that we end up with (4.47).
For Case B, that ∆ρ̂′
R
= 0 is obvious, but as we have no means of analytically
estimate ∆ρ̂′
R
, we make a further approximation that as long as R is sufficiently
small, the offset to ∆ρ̂′
R
will proportionately be small, so that (4.47) remains a
reasonable asymptotic approximation.
The Bures distance measure DB also has no tractable functional form in r⃗′ for gen-
eral D. To find the asymptotic link with r⃗′ this time, it is technically more convenient
to inspect the behavior of F around ρ̂ML ↔ r⃗ML as N ≫ 1.




(⃗r′− r⃗ML)T QD (⃗r′− r⃗ML) (4.50)
for Case A and











for Case B, where Pr is the projector onto the support of ρ̂ML having the rank-
deficient spectral decomposition ρ̂ML =
∑r






















(⃗r′− r⃗ML) , (4.53)
reveals the large-N characteristics that is needed for analysis. The structure of quan-
tum fidelity, however, demands the operator variation of
√
A for a positive (semidef-
inite) A. An integral representation of
√














where the limit is understood to be applied at the very end of all calculations so that
Eq. (4.54) is valid even for A with zero eigenvalues.


















































In terms of F , we substitute A ≡ ρ̂1/2ML ρ̂′ ρ̂
1/2
ML, and evaluate the above result with
ρ̂′ = ρ̂ML, or A → AML = ρ̂2ML, then with δAML = ρ̂
1/2










3/2 Ω⃗] , (4.56)
where we remind the Reader that tr acts on operators only, not on the vectorial
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character. For Case B in which ρ̂ML =
∑r
j=1 |λ j⟩λ j⟨λ j| is rank-deficient, we get,
after taking the trace,
∂FML
∂ r⃗ML
= tr[Pr Ω⃗] , (4.57)
where Pr =
∑r
j=1 |λ j⟩⟨λ j|. It is then trivial to realize that this first-order derivative
is zero for Case A. Qualitatively, this confirms the fact that when r⃗ML is an interior
point, F has a local maximum at this point as it should, while a boundary estimator
evaluates to a nonzero F slope.




ML, the second-order variation follows from the sec-



































































After evaluating the variation at ρ̂′ = ρ̂ML and further undoing all integrations with


















The counterpart expression for Case A is immediate, of course.
Analytical expression of region capacity for Case A
The approximated expression for region capacity reduces the necessary ingredients




















(d⃗r′)η(1− ∆⃗′TMLFML⃗∆′ML/(−2 logλ)) (4.61)
and transform r⃗′ → r⃗′′ = D1/2 OT⃗∆′ML to the translated diagonal coordinate variables
of FML/(−2 logλ) = ODOT, so that in the large-N limit and uniform primitive











(−2logλ)d/2 |FML|−1/2 , (4.62)
which is a function of the volume Vd = πd/2/(d/2)! of the d-dimensional unit hy-
perball, the inverse of FML that characterizes Eλ together with the logarithm of λ.
In this case, the integral column is zero since the integrand after variable transfor-

























(d{solid angle}) e⃗′′ e⃗′′T = Vd
d +2
1 , (4.64)
where the last equality is explained by the orthogonally invariant of the (d − 1)-








(−2logλ)d/2+1|FML|−1/2 F−1ML . (4.65)

















Here Tr now addresses the dyadic character, as opposed to tr, and we witness the
manifestation of logarithmic divergences from both the relaxation of ∂R0 and Gaus-
sian approximation of L.
Next, to analytically calculate uλ using f (L) = logL with which Cλ can be found,
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ML, so that we may use the right-hand





after some basic trace and logarithmic manipulations. It is clear that d/(d + 2) ≤
uA,λ ≤ 1 is bounded.
Analytical expression of region capacity for Case B
In Case B, although the geometry of Rλ ≈ E ′λ ∩R0 is now much trickier to deal
with, the central limit theorem allows us to approximate Rλ by a regular analytical
region.
As shown in Fig. 27, one can introduce a hyperplane P , described by n⃗ · (⃗r′− r⃗ML)=
0 (⃗n ∝ g⃗ML) that is tangent to the level curve of the Gaussian function at r⃗ML. The
hyperspherical cap formed by P and E ′
λ
hence asymptotically contains Rλ, where
we have essentially modeled the highly nontrivial ∂Rλ ∩∂R0 as P . This model im-
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plies the estimated assignment
∫
Rλ





(d⃗r′)unif η(1− (⃗r′− r⃗c)T FML (⃗r′− r⃗c)/(−2 logλ′))
×η(⃗n · (⃗rML − r⃗′)) · · · . (4.69)
The change of variable r⃗′ → r⃗′′ = D′1/2 O′T (⃗r′− r⃗c) with respect to the diagonal










for any function q, which is parametrized by the cap element (d⃗r′′)cap =(d⃗r′′)unif η(1−








(⃗rML − r⃗c)T FML (⃗rML − r⃗c)
(−2 logλ′) ≤ 1 . (4.71)








and that for any qλ belonging to either one of the three distance measures or logL−







′′T. These integrations can be all carried out [93].
In combining all results gathered, we denote Nd,l,x = Vd I(1−l)/2((d + x)/2,(d +
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x)/2), which depends on the incomplete Euler’s beta function I·(·, ·), and organize


































for the distance-induced capacity functions and
uB,λ =[− logλ′+Tr[⃗gMLm⃗T −FML M]/Nd,l,1]
× log(λLmax)/ log(λ′Lmax) . (4.75)
We caution the Reader once more regarding the actions of tr and Tr at the right-hand
side of S (B)
B,λ in (4.74).
For consistency, we end this section by noting that Eqs. (4.74) and (4.75) cover
Eqs. (4.66) and (4.67) because Case A implies that λ′ = λ (⃗gML = 0⃗ = m⃗), such that




Quantum estimation theory will play a core role in science and technology as nano-
and micro-scale systems become important. Considering feasibility of an estima-
tion procedure, in this dissertation, we have studied two different topics in quantum
estimation theory: quantum metrology using Gaussian states and Bayesian error
certification. Since quantum estimation theory is obliged to be practically applica-
ble, we have studied Gaussian states, which are relatively less demanding to gener-
ate and manipulate in laboratory but have a power to render quantum advantages in
various applications of quantum information processing. Optical interferometry has
been and will be extensively used for estimation of small displacements. Replacing
classical resources used in existing interferometers with quantum counterparts, one
will be able to broaden the scale of systems that can be handled and observe undis-
covered features in a new field.
In order to constitute quantum enhanced optical interferometer, we have analyzed
Mach-Zehnder interferometer with squeezed states. We have demonstrated the quan-
tum enhancement obtained by nonclassical effects of squeezed states and its ro-
bustness. Considering practically accessible measurement schemes, we found that
homodyne detection is a promising measurement to employ quantum enhancement
under a practical loss mechanism.
Motivated by the robustness of homodyne detection against photon-loss, we have
extended the detection to Gaussian measurement, a special case of which is ho-
modyne detection. By comparing the ultimate sensitivity of general Gaussian states
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and the sensitivity achieved by Gaussian measurement, we concluded that Gaussian
measurement is not optimal if we consider photon-loss. Thus, non-Gaussian mea-
surement is necessary even for characterizing Gaussian operations with Gaussian
input probes for optimal precision.
Furthermore, optimal non-Gaussian measurements have been identified in general
Gaussian quantum metrology and classified for different important tasks by ex-
emplifying particular circumstances such as phase, squeezing, displacement, and
loss estimation. Unfortunately, the experimental implementation of optimal mea-
surement for phase and squeezing estimation is still unknown, so that it will be an
important mission to figure it out.
In the second part, we study calculation of Bayesian error certification. In estima-
tion procedure, it is necessary to provide an error interval or error region together
with the estimator to present the reliability of the estimator. As the dimension of
quantum systems under consideration grows, precise calculation of error regions
becomes intractable even in numerical methods. In order to resolve the difficulty,
we derived an approximated analytical expression in an asymptotic regime using
Gaussian approximation. We confirmed that the expression matches very well with
simulation when the dimension of Hilbert space is not large. One interesting point
is that the expression works even with a reasonable number of copies. However,
one problem of the approximation we found is that it gets inaccurate when the es-
timator is around the boundary of the parameter space and the dimension of the
space is large. This difficulty arises due to the complicated boundary of the high-
dimensional parameter space. To overcome the problem, we proposed an efficient
numerical method for calculating the size and credibility of the region. The pro-
posed method is called an in-region sampling and it is highly efficient even when
the dimension of the parameter space is large because it does not sample in the
128
whole space. Our method enables one to calculate size and credibility of Bayesian
error regions for high-dimensional systems. Finally, we introduced a concept of re-
gion capacity which measures the average distance from the estimator to the region,
which can measure the size of error region in a different manner. As characterization
and manipulation of high-dimensional systems is crucial for from quantum com-
munication to quantum computing, our efficient numerical algorithm is expected to
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물리적인 양의 정확한 측정은 과학 기술에서 핵심적이다. 본 학위 논문의 주제
는가우시안상태를이용한양자계측과양자계측에있어서효율적인베이지안
오류검정방식을제안하는것이다.먼저우리는광학적간섭계에서위상차이를




사용할 경우, 광학적 간섭계 등에서 높은 정확도를 같게 된다는 것이 알려졌다.











것이 기하급수적으로 오래걸린다는 것이 밝혀졌다. 우리는 이러한 문제를 해결
하기위해점근적인영역에서오류영역의크기와신용도의근사적표현을유도
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