This paper considers integration in the worst case setting and approximation in the average case setting based on the scramble sampling scheme proposed by Owen (1995) . The tractability and strong tractability exponents are found for the function spaces with reproducing/covariance kernels which are scramble-invariant. Integration and approximation for a space with a nonscrambled-invariant kernel are no harder than the corresponding problems with the associated scramble-invariant kernel. This enables us to derive tractability results for weighted Sobolev spaces.
INTRODUCTION
Scramble sampling (Owen, 1995 ) is a hybrid of Monte Carlo and quasiMonte Carlo methods of integration based on randomly scrambling the digits of a net or a sequence in base b. Figure 1 shows an example of the scrambling transformation applied to the unit cube. Scrambled sampling can achieve the superior accuracy of the quasi-Monte Carlo methods while allowing the simple error estimation methods of Monte Carlo methods. A nice property of this scrambling is that a scrambled (t, m, d)-net or (t, d)-sequence in base b is still a net or a sequence with probability one. Owen (1997a Owen ( ,b, 1998 , Yue (1999) , and Yue and Mao (1999) , studied the variance of the quadrature error using scrambled nets and sequences.
From a different perspective, Hickernell (1996) , Hickernell and Hong (1999) , and Hickernell and Yue (1999) investigated the root mean square discrepancies of scrambled nets and sequences. The discrepancy of a set 3 FIG. 1. The step-by-step scrambling of a square in base 2. Each coordinate is scrambled to four levels. P = {x 1 , . . . , x n } based on a kernel K d is
. This is the worst case quasi-Monte Carlo quadrature error for integrands with unit norm in a Hilbert space with reproducing kernel K d (see e.g., Hickernell and Woźniakowski (2000a) ). For a scrambled point set, taking the root mean square discrepancy involves computing the expectation of
for any x i , x k in the set. Rather than the brute force approach, it is better to find a kernel K scr,d such that
where P is the original point set and P scr is the set after scrambling according to the scheme of Owen (1995) . The kernel K scr,d corresponding to any K d is a filtered Haar-wavelet expansion (Hickernell and Yue, 1999) . Any kernel which is unchanged by this filtering is called scramble-invariant. Applying the filtering once results in a scramble-invariant kernel. For results on the root mean square discrepancies of (t, d)-sequences in base b under scrambling see Hickernell and Yue (1999) . In this paper we investigate Hilbert spaces of functions whose reproducing kernels are scramble-invariant and find conditions under which integration and approximation are tractable. We confine our consideration to scrambling in base b = 2 because this greatly simplifies the technical details. The tractability results presented here are based on the results of Hickernell and Woźniakowski (2000a) for general Hilbert spaces of functions defined on general d-dimensional domains. In this paper the domains are considered to be the unit cube, [0, 1) d . There has been recent attention given to the tractability of integration for Korobov spaces (Hickernell and Woźniakowski, 2000a,b, Sloan and Woźniakowski, 2001 ). The Korobov spaces are natural spaces of integrands to consider when the sample points are given a random shift modulo one (Hickernell and Woźniakowski, 2000a) , because the reproducing kernel defining such spaces is shift-invariant. Likewise, spaces with scrambleinvariant kernels arise naturally when sample points are scrambled. Therefore, the authors believe that is is interesting to study the tractability of integration and approximation for such spaces.
The tractability problems are now defined. Suppose that the integral is
where the integrand f is in a Hilbert space H d with a reproducing kernel K d . Quadratures are of the form
where P = {x 1 , . . . , x n } is the node set where the integrand is evaluated, and the real numbers a 1 , . . . , a n are some predetermined weights. The worst case error of the quadrature Q n,d for integration is
where the discrepancy for quadrature rules with arbitrary weights is similar to that for quasi-Monte Carlo rules (a i = 1/n):
The cost of integration is the minimal number of function evaluations needed to reduce the initial error by a factor of ε ∈ [0, 1), i.e.
Tractability means that this minimal number is bounded by C(d)ε −p for some exponent p and for some function C(d). Strong tractability means that C(d) can be made independent of d. The tractability exponents are
For the approximation problem one assumes that the f lies in a Banach space B d with a Gaussian probability measure, µ d , whose mean is zero and covariance kernel is
for some predetermined square integrable functions a i . The average case error of Q n,d is defined by
Analogously to the case of integration, the cost of approximating a function is
and the tractability exponents are defined as:
The tractability results of Hickernell and Woźniakowski (2000a) depend on the square norm of the integration functional, which is the integral of the reproducing kernel over its domain:
and the square norm of the approximation operator, which is integral of the kernel along the diagonal:
Another important quantity is the following sum of powers of the eigenvalues:
where the λ i,d are solutions of the following eigenvalue problem:
The remainder of this paper proceeds as follows. In Section 2 we define a scramble-invariant reproducing kernel, K scr,d , in terms of its Haar wavelet expansion and define the corresponding Hilbert space of integrands, H scr,d . Conditions for tractability and strong tractability for the integration and approximation problems are given, along with bounds on the tractability exponents. In Section 3 it is shown that integration and approximation for arbitrary spaces can be related to the same problems on spaces with scramble-invariant kernels. This leads to tractability results for integration and approximation on weighted Sobolev spaces.
TRACTABILITY FOR SPACES WITH SCRAMBLE-INVARIANT KERNELS
We first define the Hilbert space H scr,d . Define a basis that is a tensor product of Haar wavelets. Let
which is called the mother wavelet. For integers k ≥ 0 and 0 ≤ t < 2 k the dilated and translated versions of the mother wavelet are
For any subset u ⊆ {1, · · · , d}, let |u| denote the cardinality of u. For each j ∈ u let k j and t j be integers satisfying k j ≥ 0 and 0 ≤ t j < 2 kj . Let k denote the |u|-vector of k j , and let t denote the |u|-vector of t j , j ∈ u. For any point x = (x 1 , . . . ,
where |k| denotes the sum of the k j , j ∈ u, i.e., |k| = j∈u k j . For u = ∅ we take by convention ψ ukt (x) = ψ ∅ (x) = 1. It is known that these wavelets are orthonormal with respect to the L 2 -norm on [0, 1) d . Define the Hilbert space H scr,d as consisting of all series of these wavelets
with the inner product
where the ω uk are arbitrary non-negative weights. Here the summation u,k,t is taken over all subsets u ⊆ {1, . . . , d}, over all |u|-vectors k, and over all |u|-vectors t, defined above. The reproducing kernel for this Hilbert space is
Note that t ψ ukt (x)ψ ukt (y) = 0, if first k j digits of y j and x j are different for some j,
st digits of yj and xj are different}| , otherwise.
It follows that K scr,d is scramble-invariant (Hickernell and Yue, 1999). The quantities S d and M d defined in (3) and (4) can be evaluated as follows: If, in addition,
then integration is strongly tractable.
We now consider the eigenvalue problem (6) . From the orthonormality of the Haar wavelets it follows that the coefficients ω uk are the eigenvalues with multiplicity 2 |k| for any u and k. The 2 |k| eigenfunctions corresponding to ω uk are the functions ψ ukt for |u|-vectors t with t j ∈ {0, 1, . . . , 2 kj − 1}, j ∈ u. Note that
for each t. The main tractability results in Hickernell and Woźniakowski (2000a) require that the L ∞ -norms of eigenfunctions must be bounded for all u, k and t. This is not the case unless we re-define new eigenfunctions that are linear combinations of the old ones. New univariate eigenfunctions η kj tj are defined as:
where H kj is a Hadamard matrix of order 2 kj , that is, a 2 kj × 2 kj matrix with elements −1 and +1 satisfying
where I kj denotes the 2 kj × 2 kj identity matrix. The multivariate eigenfunctions are defined as:
It is easy to check the orthonormality of the functions η ukt and that
It follows that for any t, η ukt is an eigenfunction of the kernel K scr,d corresponding to the eigenvalue ω uk , and that its L ∞ -norm is unity.
The sum of powers of the eigenvalues defined in (5) becomes:
By (Hickernell and Woźniakowski, 2000a, Corollary 8) we have the following tractability results:
Theorem 2.2. Consider the integration and approximation problems for spaces with reproducing/covariance kernel K scr,d . If sup{r ≥ 1 : M r,d < ∞} is well defined, then the tractability exponents for integration and approximation satisfy:
/ω ∅ < ∞} is well-defined, then the strong tractability exponent for integration satisfies:
< ∞} is well-defined, then the strong tractability exponent for approximation satisfies
The following is an example for illustration. Let
where the β j and γ j are assumed to be nonnegative. This kernel corresponds to the Hilbert space H scr,d of functions
equipped with the inner product
whereū denotes the complement of u with respect to {1, . . . , d}. Therefore we have
Note that
γ j /β j < ∞, and in this case the integration is strongly tractable. Furthermore, we have
where r ≤ α is necessary. Observing that
This same condition is necessary and sufficient to guarantee that sup
Therefore, we have the following tractability exponents:
Theorem 3.1. Consider the integration and approximation problems defined in the Introduction for arbitrary reproducing/covariance kernels K d . Let e int-wor (n; K d ) and e app-avg (n; K d ) be the minimal worst case error for integration and the minimal average case error for approximation under the best quadrature rules. Let K scr,d be the associated scramble-filtered kernel. Then e int-wor (n; K d ) ≤ e int-wor (n; K scr,d ),
In other words, integration and approximation in the spaces defined by K d are no harder than that in the spaces defined by K scr,d .
Proof. Let P be a an arbitrary finite subset of [0, 1) d , and let P scr denote its scrambled version. It was shown in Hickernell and Yue (1999) 
). For the quadratures with unequal weights the same argument shows that
By the mean-value theorem it follows that e int-wor (n; K d ) ≤ e int-wor (n; K scr,d ). For the approximation problem recall the definition of the approximation algorithm Q n,d in (1) using the sample P = {x 1 , . . . , x n } and the predetermined square integrable functions a 1 , . . . , a n . A particular scrambling is a map, ϕ, from the unit cube into itself. This is a one-to-one map with probability one. For any x, let ϕ(x) be the scrambled version of x. Thus, P scr = {ϕ(x 1 ), . . . , ϕ(x n )} is the scrambled version of P .
Define an approximation algorithm based on the scrambled set as
where ϕ −1 (x) denotes the point that becomes x after scrambling. The average case error for Q scr (f ) for the space with kernel
Since the scrambling ϕ is measure preserving, i.e., the Lebesgue measure of a set and its image under ϕ are the same, one may replace
Exchanging the integration over the unit cube and the average over the functions then gives
The definition of a scramble-filtered kernel implies that (Hickernell and Yue, 1999 ):
This implies that
E[e app-avg (Q scr ;
Thus, for any quadrature rule the mean value theorem implies that there exists some scrambled rule with e app-avg (Q scr ; K d ) ≤ e app-avg (Q n,d ; K scr,d ). Since this holds for any quadrature rule, it follows that e app-avg (n; K d ) ≤ e app-avg (n; K scr,d ), ∀ n, as claimed.
The reproducing kernel for the weighted Sobolev space of functions with square integrable mixed partial derivatives is
for some nonnegative scalarsβ j andγ j (Sloan and Woźniakowski, 1998). The discrepancy corresponding to this kernel is the L 2 -star discrepancy. The kernel K * d is not scramble-invariant, but according to Theorem 3.1 integration and approximation are no harder than for the spaces with the associated the scramble-invariant kernel, K Forβ = 0 andγ = 1, we have p * = 1.4828 . . . , which is a little bit smaller than the bound 1.4982 . . . given in Hickernell and Woźniakowski (2000a) , but is no improvement on the bound 1.4778 . . . proved in Wasilkowski and Woźniakowski (1997) .
