Abstract: Blind flooding in mobile ad hoc networks could result in the broadcast storm problem and the broadcast unreliability. To mitigate the broadcast storm, improve the broadcasting reliability and prolong the lifetime of networks, we propose a broadcasting algorithm based on successful broadcasting ratio and energy balance of nodes (BSREB) in mobile ad hoc networks. Heavy traffic usually aggravates the broadcast problem. Thus, we introduce the successful broadcasting ratio which reflects both local topology and traffic to determine the forwarding probability. To prolong the network lifetime, energy balance strategy is adopted by using residual energy to determine the forwarding probability. Since the forwarding probability of each node is determined by its own successful broadcasting ratio and residual energy, BSREB is simple and easy to implement. The simulation results show that BSREB can achieve a lower latency and higher reachability. Meanwhile, the BSREB algorithm has a strong adaptability to node mobility.
Introduction
A mobile ad hoc network is a temporary autonomous multihop system without any preexisting infrastructure, which consists of a group of mobile terminals with wireless transmitters and receivers. Disaster rescue and military communications are typical applications of mobile ad hoc networks. Broadcasting is a fundamental operation in mobile ad hoc networks. It aims to transmit a message from a source to all other nodes in the network. It has wide applications in mobile ad hoc networks. Time synchronisation, routing, multimedia games and multicast are typical examples of broadcasting in mobile ad hoc networks (Reina et al., 2015; Tseng et al., 2002; Williams and Camp, 2002) . Therefore, it is necessary to design an efficient broadcasting protocol in mobile ad hoc networks.
The simplest broadcasting technique is flooding by which every node transmits the message to all of its neighbour nodes in the transmission range after receiving it for the first time. It, however, causes severe contentions and collisions that are referred to as the broadcast storm problem (Tseng et al., 2002) . The broadcast storm also causes a lot of resource consumption, which eventually impacts the network throughput and other quality of service (QoS) metrics. Meanwhile, broadcast reliability is very important for many applications. For example, during the route discovery phase, unreliable broadcast may lead to the failure of route discovery or finding an unsuitable route.
Finally, the lifetime of the entire network is greatly impacted by the energy consumption since the terminals in mobile ad hoc networks rely on batteries to provide energy. Instead of minimising the energy consumption (Wan et al., 2002) , our goal is to balance the energy consumption of the network nodes, which will result in a long lifetime of the network since energy depletion of some nodes may lead to a disconnected network.
There have been tremendous efforts toward the improvement of broadcast algorithms whose goal is to mitigate the broadcast storm, provide the broadcast reliability or minimise energy consumption. A few of them tried to address these issues all together at the cost of high complexity. Probability based broadcasting is one of basic scheme to suppress the broadcast storm. In general, the forwarding probability of each node varies with the local topology such as the number of neighbours. However, we observed that the packet collision and channel competition occurs more frequently when the traffic is too heavy, which means the successful transmission ratio of nodes will be lower. As a result, the broadcast performance is severely impacted by heavy traffic. In a mobile ad hoc network, if a node transmits a broadcast packet successfully, that means no collision or channel competition exists. Thus, the transmission is successful, which implies that the completed transmission is effective and the temporary topology and traffic is appropriate for the node to transmit the coming broadcast packets with a higher probability. Therefore we use the successful broadcasting ratio to determine the forwarding probability with the expectation for achieving higher reliability. Meanwhile, we attempt to prolong the network lifetime by balancing the energy consumption. To implementing this idea, we use the residual energy as a factor to determine the forwarding probability, which means the forwarding probability is higher when the residual energy is high, and vice versa.
In this paper, we propose a broadcast algorithm based on successful broadcasting ratio and energy balance of nodes (BSREB), which is referred to as BSREB hereinafter. Since nodes transmit packets according to the forwarding probability, BSREB is a probability based algorithm. Hence, BSREB can suppress the broadcast storm as well.
The rest of this paper is organised as follows. Section 2 introduces the related work. Section 3 presents the proposed broadcasting algorithm based on successful broadcasting ratio and energy balance of nodes in mobile ad hoc networks. Section 4 introduces the simulation scenarios, presents and analyses the simulation results. The conclusion is given in Section 5.
Related work
So far, most of the research on broadcasting in mobile ad hoc networks has focused on broadcast storm suppression, reliable broadcast and energy-efficient broadcast. Broadcast storm is caused by a large number of duplicate messages that lead to severe redundant transmissions, contentions and collisions. Existing methods of broadcast storm mitigation are designed to reduce the number of retransmissions. They can be generally categorised as follows: probability based algorithms, area based algorithms, neighbour knowledge based algorithms and hybrid algorithms (Peng and Lu, 2000; Reina et al., 2013 Reina et al., , 2015 Tseng et al., 2002; Williams and Camp, 2002; Zhang et al., 2014 Zhang et al., , 2013 . All of them intend to reduce redundant transmissions. The broadcasting efficiency is usually achieved at the expense of the algorithm complexity or resources. The neighbour knowledge based methods are supposed to have the best performance regarding broadcast storm suppression. But they usually have the highest time complexity and introduce additional network load due to employing "HELLO" packet to exchange neighbour information. The area based methods need additional hardware such as GPS to obtain the location information of nodes. Probability based methods are therefore preferably used in real networks.
The reliability of transmission is another issue to be considered in broadcasting. Unreliable broadcasting may result in route establishment failure and/or inconsistent routing information (Lipman et al., 2004; Wu, 2003, 2007; Obraczka et al., 2001; Vollset and Ezhilchelvan, 2003a; Wu and Dai, 2003) . Therefore it is equally important to provide reliability for broadcasting. To provide broadcasting reliability, acknowledgement or collision reducing mechanisms are usually adopted. Currently, reliable broadcast programs can be classified into the following categories: flooding based algorithms (Obraczka et al., 2001) , minimum spanning tree based algorithms (Lipman et al., 2004) and hybrid reliable broadcasting algorithms Wu, 2003, 2007; Wu and Dai, 2003) .
The basic idea of flooding based algorithms is to provide reliability while keeping the implementation simple. It causes, however, the broadcast storm problem as mentioned above. Among minimum spanning tree schemes, the typical one is reliable minimum spanning tree (RMST) (Lipman et al., 2004) , in which the unicast retransmission mechanism is employed for providing broadcasting reliability while suppressing broadcast storm simultaneously. But constructing minimum spanning tree requires a large amount of computation and unicasting is used for each tree. Therefore, it is difficult to implement and is not adaptable to mobile network environments. Hybrid reliable broadcasting solutions are formed by combining several schemes together or improving based on one of the existing schemes. The typical hybrid algorithm is Reliable Broadcast (RB) proposed by Vollset et al. (2003b) . In this method, decision is made according to the network environment. When the nodes in a network move slowly, the spanning tree algorithm is used. Otherwise, flooding algorithm is utilised. This hybrid scheme is able to provide reliability in terms of reachability. But it usually needs to switch broadcasting algorithm frequently, which may lead to unstable network performance.
Energy consumption is another issue needed to be solved in a mobile ad hoc network due to the energy limitation of nodes (Wieselthier et al., 2000) . If many nodes deplete their energy, the network may collapse and is unable to provide any communication any more. Hence, in broadcasting, we need to take the energy consumption into consideration. The energy efficient broadcast algorithms can be generally classified into the following two categories: energy consumption minimisation and network lifetime maximisation. One typical example of minimum energy consumption broadcasting algorithms is Broadcast Incremental Power (BIP) algorithm (Wieselthier et al., 2000) . The algorithms aiming to minimise the energy consumption are energy efficient and simple to implement. They, however, require knowing the global topology of the network, which leads to heavy communication load. The network may collapse due to the failure of some key nodes. A typical broadcasting algorithm of maximising lifetime is efficient power aware broadcast (EPAB) algorithm proposed (Vijayakumar and Poongkuzhali, 2012) . EPAB combines energy efficient algorithm and dynamic probabilistic (DP) algorithm. The main idea behind this algorithm is that the rebroadcasting probability of a node is high if the number of neighbour nodes is less than the average number of neighbour nodes and if the residual energy of the node is greater than the average residual energy. Otherwise, the rebroadcasting probability of the node is low. EPAB dynamically adjusts the rebroadcasting probability according to residual energy.
Abdalla, et al. proposed a hybrid method combining probability and neighbour knowledge based algorithms, which is referred to as DP broadcasting algorithm (Hanashi et al., 2009 ). In DP, each node in a network dynamically calculates the broadcasting probability according to the number of its neighbours. There is an inverse relationship between the broadcasting probability and the number of neighbours, which means that broadcasting probability is higher when the area of the network is sparsely distributed and it is lower when the area of the network is densely distributed. Obviously, the complexity of DP is low since each node only requires to acquire the number of neighbours. However, it does not consider the energy balance into account. Thus, some nodes that forward packets frequently deplete energy earlier than others.
Liu proposed a hybrid proactive algorithm that is called distance and energy-balance based reliable broadcast (DEBRB) (Liu, 2013) . In DEBRB, when a node S intends to send a broadcast packet, it will select the maximum distance to the neighbour D max and calculate the threshold of distance to neighbours D th according to the number of neighbour nodes and distances to the neighbours. Then the node encapsulates D max and D th into the header of the broadcast packet. When a neighbour node of node S receives this broadcast packet, the distance to node S will be compared to D max and D th . The broadcast packet will be discarded if the distance to node S is less than D th . Or else, the neighbour node determines the forwarding priority according to the residual energy and distance to node S and schedules the forwarding in a time-division manner according to its own forwarding priority. Therefore, energy balance and redundant transmission reduction are achieved in DEBRB by suppressing some forwarding according to the distance to the neighbours and the residual energy. DEBRB can also provide fairly good broadcasting reliability as a result of time-division forwarding. However, it is complex for nodes to calculate distance to each other and determine D max and D th . Also, it is not desirable that broadcast packets have longer header due to inserting D max and D th into the headers.
From the related work described above, we found that no algorithm considers the local traffic of a node as a factor when make a forwarding decision. The heavy traffic will certainly aggravate the broadcast storm and the broadcast unreliability and reduce the successful broadcasting ratio, which means the nodes in the area of heavy traffic should reduce the forwarding probability. Also, it is usually necessary to prolong the network lifetime. To achieve this point, we use energy balance strategy. By combining the above strategies, we propose BSREB. In BSREB, we determine a node's forwarding probability by its successful broadcasting ratio and residual energy. Both factors are easy to acquire so the complexity of BSREB is low. Thus, it is applicable in engineering practice.
Broadcasting algorithm based on successful BSREB in mobile ad hoc networks
To provide broadcast reliability, suppress broadcast storm and balance energy consumption, we proposed a broadcasting algorithm based on successful broadcasting ratio and energy balance of nodes (BSREB). The details of BSREB are described in the following subsections.
The outline of BSREB
First of all, we need to clarify that a broadcast transmission is called a successful broadcast when a node receives a packet it transmitted. When the node receives the same packet sent by its own, this node considers at least one of the neighbours has relayed and therefore this packet has been successfully transmitted. In BSREB, each node i in a network is required to record its successful broadcasting ratio and its current residual energy. A broadcasting factor U i of node i is then calculated based on its residual energy and successful broadcasting ratio. The broadcasting factor increases as the successful broadcasting ratio increases and/or the residual energy of the node is high, and vice versa. The forwarding probability of each node is then determined according to the broadcasting factor. The forwarding probability increases as the broadcasting factor increases. Apparently, using residual energy to determine the forwarding probability can achieve energy balance while the successful broadcasting ratio of each node is actually relevant to the reliability. Obviously, when a transmission is successful, its reliability is guaranteed. Therefore, it is to reinforce the reliability by using successful broadcasting ratio of each node as a parameter to determine the forwarding probability.
To further improve the reliability, a message which is prepared to transmit is randomly delayed to transmit, which allows the same message from different senders to arrive at one common neighbour at different time. Therefore, it reduces collisions at the neighbour receivers. As a result, this mechanism enhances the reliability.
Moreover, to prevent the packet from being lost when the source node is transmitting, the retransmission mechanism is adopted at the source node.
Besides, BSREB does not require exchanging neighbour knowledge by sending 'HELLO' packets and maintaining a neighbour table to record the neighbour knowledge. Thus, it consumes less resource and causes fewer collisions. Also, it does not need to insert additional neighbour information to the packet header. Moreover, the time complexity is low because each node in the network just needs to record its own successful broadcasting ratio and residual energy. Each node decides whether to forward or not a packet according to its own successful broadcasting ratio and residual energy. Therefore, its time and space complexity is low while providing transmission reliability, suppressing broadcast storm, and balancing energy consumption all together.
Details of BSREB

Forwarding probability calculation
Packet collision, transmission failure and channel competition is certainly aggravated when the traffic of the network is heavy. When a node receives the same packet sent by its own, this node considers at least one of the neighbours has relayed and therefore this packet has been successfully transmitted. The broadcast transmissions of a node are more successful when the local topology and traffic is appropriate. Therefore, we introduced the successful broadcasting ratio into the forwarding probability to reflect both local topology and traffic. Meanwhile, we attempt to balance energy consumption in order to prolong the network lifetime. So the residual energy of a node is used as a factor to impact the forwarding probability.
Suppose S i is the total number of packets sent by node i and successfully forwarded by its neighbour nodes. M i is the total number of packets sent by node i. Let R i denote the successful broadcasting ratio of the node. Then, R i is calculated by
Suppose the total energy consumption of node i is E ci , and E max is its initial maximum energy value. Then, the residual energy of the node is:
For node i, the forwarding probability P i is almost equal to a broadcasting factor U i which is produced by a combination of the arguments in terms of its successful broadcasting ratio R i and its residual energy E i . To suppress broadcast storm, provide reliability and achieve energy balance, the forwarding probability is required to abide by the following rules: Regarding the argument E i , the probability should increase as the residual energy increases. But when the residual energy is beyond certain threshold, the probability should increase slowly. When the residual energy is less than certain threshold, the probability goes down dramatically since the node may not even complete the transmission. When the residual energy is 0, the probability is definitely set to be 0.
Regarding the successful broadcasting ratio, the higher successful broadcasting ratio means that the transmissions of this node are efficient enough. More messages are not only successfully be sent out but also be forwarded by one neighbour node at least. Hence, the forwarding probability increases as the successful broadcasting ratio increases.
Therefore, we combine the two rules into the broadcast factor U i which is calculated as follows:
where α is a weighting factor and 0 < α < 1. Obviously, in equation (3), the maximum value and minimum value of the forwarding probability is increased more slowly when the residual energy E i is large and vice versa. The value of α determines the importance of the successful broadcasting ratio or the residual energy to the forwarding probability. If α is large, the residual energy plays a more important role in determining the probability. If not, the successful broadcasting ratio becomes the main factor influencing the forwarding probability. To achieve better performance, the value of α needs to be adjusted. Through simulation studies, we have learned that the performance is fairly good when α = 0.6. Specifically, the forwarding probability is determined as follows:
Here E ifw = 0.1 E max . Apparently, the maximum forwarding probability is 1. For nodes with enough residual energy, their minimum forwarding probability is set to be 0.3. The reason for this is that the broadcast is going to be very unreliable when the forwarding probability is too low. For nodes with no enough energy, the forwarding probability is set to be 0. Each node in a network broadcasts according to the forwarding probability. We will describe how each node broadcasts in the next two subsections.
From equations (3) and (4), we can see that the forwarding probability of each node is determined by its own successful broadcasting ratio and residual energy. The successful ratio is acquired by listening to the packets after being sent. Apparently, there is no extra packet exchanging. Thus, it is simple and easy to be implemented in practice.
The source node sending a broadcast packet
Each node in a mobile ad hoc network can act as a source which generates packets into the network. Both initial values of M i and S i of node i are 0. A source will process as shown in Figure 1 when sending a broadcast packet:
1 Node i sends a broadcast packet, stores the packet into the cache, updates the residual energy, and increments M i by one.
2 If S i = 0, set the successful broadcasting ratio R i = 0.7 (to ensure a certain value of forwarding probability at beginning) ; Otherwise, R i remains unchanged.
3 Node i initiates a timer T ack for broadcast response. If node i receives the packet which is forwarded by one of its neighbours before T ack expires, node i considers the packet sent by itself has been successfully received by one of its neighbours at least. Therefore, the transmission of node i is successful. Then, increment S i by 1, and update the residual energy.
To avoid the packet lost during the delivery from the source, a retransmission mechanism is adopted. After T ack expires, the source node i will check whether it has received the packet transmitted by its own sometime before. If not, node i will repeat the process (1)-(3). After the source node sends the packet for the second time, it will not retransmit anymore. It will then cancel the packet in the cache.
A relay node receiving and forwarding a broadcast packet
After a relay node receives a broadcast packet, it processes the packet as shown in Figure 2 .
1 Node h receives a packet from one of its upstream neighbour nodes.
2 Node h determines if there are errors in the packet. If there are some errors, drop the packet directly, update its residual energy, and jump to (7).
3 If the packet is correct, determine if it receives the packet for the first time. If not, and if this specific packet has been transmitted and has been successfully received by one of its neighbours, no processing is needed, update its residual energy and jump to (7). If node h does not receive the packet for the first time, and has recorded that this packet was transmitted but has not recorded the packet successfully broadcasted by one of its neighbours, node h will record this packet into the successfully broadcasted recording table, increment the number of successfully broadcasted packets by 1, drop this packet, update its residual energy, and jump to (7).
4 If node h does not receive a packet for the first time and there is no record showing that the packet has been broadcasted, which means that the packet has been received before but was not arranged to transmit by node h. This time node h will not arrange to forward the packet again, drop the packet directly, update its residual energy and jump to (7).
5 If node h receives the packet for the first time, it stores the packet and its corresponding source address and packet serial number, computes the forwarding probability P h according to the successful broadcasting ratio and residual energy, and forwards the packet according to the forwarding probability. Generate a random number RN h . If RN h > P h , node h will not transfer the packet and drop the packet directly, update its residual energy and jump to (7). 
Simulation
To evaluate the performance of BSREB, we conducted a series of simulation studies. DP combined the idea of probability based methods and neighbour knowledge based methods. DEBRB, which is based on its own distance to its immediate upstream neighbour and residual energy, is similar to our algorithm in terms of forwarding mechanism without any neighbour knowledge exchange. Therefore we took these two algorithms as a reference for comparison. Two scenarios are considered for simulation: networks with static nodes and networks with mobile nodes that move according to the random waypoint model (Bettstetter et al., 2003) . In the simulation, the parameters for the random waypoint model is as follows. A node moves at a speed which is randomly selected from (0, 10) m/s at a random direction to the predetermined random destination position. After arriving at the destination, the node will pause for 20 s and then repeat the previous process by selecting a random direction, a random speed and a random destination.
The simulation scenarios are set as follows. Initially, nodes in a network are randomly and uniformly distributed in an area with size of 1.0 km * 1.0 km. Each node has a transmission range of 250 m. Each node uses IEEE 802.11 DCF as the MAC layer protocol with wireless interface rate of 11 Mb/s. The sources to send broadcast data were randomly selected among the nodes in the network. The sources send constant bit rate (CBR) flow. The packet size is 64 bytes. Simulation time is 3 hours. To analyse the performance of the algorithms, the simulations were conducted with different number of nodes and different CBR flow. When changing the number of nodes in the network, CBR flow produces packets with a rate of 5 packets/s and the number of networks is 30, 60, 90, 120, 150 respectively. When varying the CBR rate, the number of nodes in the networks equals to 90. The rates of CBR flows are 2, 4, 6, 8, 10 packets/s, respectively. The initial energy of nodes is set to be 100.
To evaluate the performance of the algorithms, the metrics of interest for comparison are end-to-end delay, reachability and network lifetime, which are defined as follows. Average end-to-end delay is defined as average delay from a source to each destination node. We record the time when the source sending a broadcast packet as well as the time when the broadcast packet reaches a destination node. The difference between these two time values is the end-to-end delay for the broadcast packet. Reachability is defined as all the number of data packets received by all of the destination nodes over the number of data packets should be received by all of the destination nodes, where the number of data packets that should be received by all of the destination nodes is the product of the number of data packets sent by source nodes and the number of nodes in the network. Network lifetime is defined as the duration of the network before the first node runs out of its energy.
Networks with static nodes
We first conducted simulation studies of the algorithms while keeping nodes static over a range of network conditions.
1 Average end-to-end delay Figure 3 shows the average end-to-end delay versus the number of network nodes, and Figure 4 shows average end-to-end delay versus CBR rates. As is seen from Figure 3 and Figure 4 , the average delay of BSREB is slightly less than that of DP. The average delay of DEBRB is obviously larger than that of the other two algorithms. As expected, the main reason that the delay of BSREB is low is that the successful broadcasting ratio is one of the main factors to determine the forwarding probability. Higher successful broadcasting ratio implies fewer collisions occurring and the transmissions before are more efficient. Then the higher forwarding probability is assigned with the expectation that fewer collisions occur in future. Hence the packet is transmitted faster, which means less delay is obtained. Second reason is that BSREB benefits from calculating all parameters which determine the forwarding probability without exchanging "HELLO" packets periodically. Last but not the least, the transmissions at every node are delayed randomly after deciding to forward the received packet. Then, fewer collisions occur at neighbour nodes. Fewer collisions allow the network to broadcast more efficiently and less delay is then obtained.
Reachability
As is taken from its definition, reachability is a parameter about reliability. Figure 5 plots the reachability versus the number of network nodes. Figure 6 shows the reachability versus CBR rate. In most cases, the reachability of BSREB is evidently greater than that of DEBRB and DP. The primary reason is that the forwarding probability of a node is mainly determined by successful broadcasting ratio. The algorithm sets higher priority for those nodes that are more likely to transmit successfully. This strategy implies that this algorithm can avoid many collisions which degrade the reachability. Secondly, the algorithm does not require 'HELLO' packets to exchange neighbour information, which causes fewer collisions. Thus, the reachability can be enhanced. Thirdly, the transmissions are arranged in a time-division manner, which can alleviate packet collisions and channel competition. As a result, the broadcast reliability is improved, i.e., the reachability is greater. In some cases when the CBR rate is higher, the reachability of DEBRB is a slightly greater than that of BSREB. This is possibly due to the retransmission mechanism at every forwarding node (including the source node and the relay nodes) in DEBRB when packet is lost. The goal of the retransmission mechanism is to provide the reliability of transmission. In contrast, BSREB achieves higher reachability in most cases with retransmission mechanism only at the source node. This confirms the effectiveness of BSREB in terms of reliability even without retransmission mechanism in relay nodes. In DP, the forwarding probability of a node is dynamically adjusted according to the number of neighbour nodes. However, there is no direct relevance between the number of neighbour nodes and the reliability. Hence, the reachability of DP is the lowest.
3 Network lifetime Figure 7 shows the network lifetime versus the number of nodes in a network. Figure 8 shows the network lifetime versus CBR rates. Figure 7 and Figure 8 illustrate that the network lifetime of BSREB is between the network lifetime of DEBRB and DP while the network lifetime of DEBRB is the longest. The reasons are given as follows. In BSREB, the algorithm attempts to balance energy consumption by adjusting forwarding probability according to residual energy. This mechanism avoids some nodes shutting down soon due to depletion of energy and achieves energy balance. In DEBRB, instead, the algorithm determines whether to transmit or not directly according to the residual energy. Therefore, DEBRB achieves the longest network lifetime. In DP, however, none of energy controlling mechanism is adopted. Therefore, the network lifetime of DP is the worst. That is why the performance of BSREB in terms of the network lifetime is between that of DEBRB and DP. 
Networks with mobile nodes
In mobile ad hoc networks, nodes usually move around. We simulated networks under mobile scenarios to further demonstrate the improved performance of BSREB.
1 Average end-to-end delay Figure 9 presents the average end-to-end delay versus the number of nodes in a network. Figure 10 shows the average end-to-end delay versus CBR rates. We observe similar relative performance to that in the static networks. Of course, the average delays are much larger than that in static networks. Intuitively, movement of the nodes will directly lead to an increase of the forwarding time. That is why the delay is longer.
2 Reachability Figure 11 shows the reachability versus the number of nodes in a network. Figure 12 presents the reachability versus CBR rate. As is seen, the reachability of BSREB is still better than that of DEBRB under mobile scenarios and keeps beyond 96%. We interpret the results as follows. In BSREB, the forwarding probability of a node is determined according to successful broadcasting ratio that is weakly related to the topology variation due to movements of nodes, which enhances the reliability and increases the reachability. BSREB is suitable to mobile scenarios. There is not much degradation of reachability of DP in mobile scenarios. However, the reachability of DEBRB is evidently worse than that in static scenarios. Understandably, this is because DEBRB strongly depends on the distance that is closely relevant to movements, which eventually affects the reachability of DEBRB.
3 Network lifetime Figure 13 shows the network lifetime versus the number of nodes in a network. Figure 14 depicts the network lifetime versus CBR rate. From Figure 13 and Figure 14 , we can see that the network lifetime of DEBRB remains the longest. The lifetime of network of the three algorithms drops down as the number of networks increase. The reason is the same as what is described in static scenarios. Also, we can see that the network lifetime of the three algorithms is much shorter than that in static scenarios. Intuitively, when nodes move, the complexity of all the three algorithms increases resulting in more energy consumption, which affects the network lifetime. 
Conclusions
In this paper, we have proposed a broadcasting algorithm based on successful broadcasting ratio of nodes and energy balance (BSREB) with the goal to provide reliability, achieve energy balance, and suppress broadcast storm. We have conducted a series of simulations over a range of conditions. The results demonstrate that BSREB can provide fairly good performance in terms of reachability. That is because the forwarding probability of a node is determined by successful broadcasting ratio relevant to reliability, which leads to efficient forwarding. In the meantime, since the forwarding probability is also determined by the residual energy of a node, BSREB can achieve energy balance to some extent. Experimental results also show that BSREB can adapt to mobile scenarios well. Finally, BSREB is simple and easy to be implemented. Therefore, BSREB can be readily employed by mobile ad hoc networks (MANETs).
