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A fundamental challenge for current research on speech science and technology is under-
standing and modeling individual variation in spoken language. Individuals have their own
speaking styles, depending on many factors, such as their dialect and accent as well as
their socioeconomic background. These individual dierences typically introduce modeling
diculties for large-scale speaker-independent systems designed to process input from any
variant of a given language. This dissertation focuses on automatically identifying the di-
alect or accent of a speaker given a sample of their speech, and demonstrates how such a
technology can be employed to improve Automatic Speech Recognition (ASR).
In this thesis, we describe a variety of approaches that make use of multiple streams of
information in the acoustic signal to build a system that recognizes the regional dialect and
accent of a speaker. In particular, we examine frame-based acoustic, phonetic, and phono-
tactic features, as well as high-level prosodic features, comparing generative and discrim-
inative modeling techniques. We rst analyze the eectiveness of approaches to language
identication that have been successfully employed by that community, applying them here
to dialect identication. We next show how we can improve upon these techniques. Fi-
nally, we introduce several novel modeling approaches { Discriminative Phonotactics and
kernel-based methods. We test our best performing approach on four broad Arabic di-
alects, ten Arabic sub-dialects, American English vs. Indian English accents, American
English Southern vs. Non-Southern, American dialects at the state level plus Canada, and
three Portuguese dialects.
Our experiments demonstrate that our novel approach, which relies on the hypothesis
that certain phones are realized dierently across dialects, achieves new state-of-the-art
performance on most dialect recognition tasks. This approach achieves an Equal Error
Rate (EER) of 4% for four broad Arabic dialects, an EER of 6.3% for American vs. Indian
English accents, 14.6% for American English Southern vs. Non-Southern dialects, and 7.9%
for three Portuguese dialects. Our framework can also be used to automatically extract
linguistic knowledge, specically the context-dependent phonetic cues that may distinguish
one dialect form another. We illustrate the ecacy of our approach by demonstrating the
correlation of our results with geographical proximity of the various dialects.
As a nal measure of the utility of our studies, we also show that, it is possible to
improve ASR. Employing our dialect identication system prior to ASR to identify the
Levantine Arabic dialect in mixed speech of a variety of dialects allows us to optimize
the engine's language model and use Levantine-specic acoustic models where appropriate.
This procedure improves the Word Error Rate (WER) for Levantine by 4.6% absolute; 9.3%
relative. In addition, we demonstrate in this thesis that, using a linguistically-motivated
pronunciation modeling approach, we can improve the WER of a state-of-the art ASR
system by 2.2% absolute and 11.5% relative WER on Modern Standard Arabic.
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Chapter 1
Introduction
A fundamental challenge for current research on speech science and technology is under-
standing and modeling individual variation in spoken language. Individuals have their own
speaking styles, depending on many factors, including the dialect and accent of the speaker
as well as the socioeconomic background of the speaker and contextual variables such as
the degree of familiarity between the speaker and hearer and the register of the speaking
situation, from very casual to very formal [Eskenazi, 1992].
The past few decades have seen considerable progress in automatically identifying the
language of a speaker given a sample of his/her speech. Accent and dialect recognition have
more recently begun to receive attention from the speech science and technology commu-
nities. The task of dialect identication is the recognition of a speaker's regional dialect,
within a predetermined language, given the acoustic signal alone. Dialect recognition is a
dicult problem in particular since even within the same accent/dialect or register individ-
ual variation may occur; for example, in spontaneous speech, some speakers tend to exhibit
more articulation reduction (e.g., reducing or deletion of function words) than others. The
problem of dialect recognition has been viewed as more challenging than that of language
recognition due to the greater similarity between dialects of the same language. Although
dialects may dier in any dimension(s) of the linguistic spectrum including, morphological,
lexical, syntactic, phonetic and phonological dierences, these dierences are likely to be
more subtle across dialects than those across languages.
Dialect identication helps in Automatic Speech Recognition (ASR) since speakers with
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dierent dialects pronounce some words dierently, consistently altering certain phones
and even morphemes. This is evident, for example, with the Arabic language, which has
multiple variants, including Modern Standard Arabic (MSA), the formal written standard
language of the media, culture and education, and the informal spoken dialects that are the
preferred method of communication in daily life. While there are commercially available
ASR systems for recognizing MSA with low error rates (typically trained on Broadcast
News), these recognizers fail when a native Arabic speaker speaks in his/her regional dialect.
Even in news broadcasts, speakers often code switch between MSA and dialect, especially
in conversational speech, such as that found in interviews and talk shows. Being able to
identify dialect vs. MSA as well as to identify which dialect is spoken prior to the recognition
process allows for the use of a more restricted pronunciation dictionary in decoding, resulting
in a reduced search space. Moreover, it will enable the ASR system to adapt its acoustic,
morphological, and language models appropriately.
Identifying the regional dialect of a speaker will also provide important benets for
speech technology beyond improving speech recognition. It will allow us to infer the
speaker's regional origin and ethnicity and to adapt features used in speaker recognition to
regional origin. It should also prove useful in telephony-based help systems, either adapt-
ing the output of text-to-speech synthesis in a spoken dialogue system to produce regional
speech or directing the telephone conversation to an agent whose dialect is the same as the
caller. In addition, it can be helpful in forensic speaker proling in judicial or military situ-
ations. Finally, Arabic dialect identication is helpful for identifying charismatic speakers.
In our own work, we have observed that the more dialectal words a speaker utters, the less
charismatic he/she is perceived [Biadsy et al., 2007].
In this thesis, we describe dierent approaches and modeling techniques that make use
of multiple streams of information in the acoustic signal to build a system that identies
the regional dialect of speakers. In particular, we examine frame-based acoustic, phonetic,
phonotactic, and high-level prosodic features as well as modeling techniques for identifying
four broad Arabic dialects (Levantine, Gulf, Iraqi, and Egyptian). We rst analyze the
eectiveness of some approaches that have been successfully employed by the language
recognition community for the task of Arabic dialect recognition. Then, we improve upon
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these approaches as well as analyzing our novel methodology. Afterwards, we test our
best performing approach on ten Arabic sub-dialects, American English vs. Indian English
accents, American English Southern vs. Non-Southern, American dialects at the state level,
and three Portuguese dialects. We also demonstrate how an Arabic dialect identication
system can improve Arabic speech recognition.
Most of our approaches to Arabic dialect recognition rely heavily on MSA phone hy-
potheses. An essential component of ASR and phone recognition systems is the pronun-
ciation dictionary (lexicon), which maps the orthographic representation of words to their
phonetic or phonemic pronunciation variants. The correspondence between orthography
and pronunciation in MSA falls somewhere between that of languages such as Spanish and
Finnish, which have an almost one-to-one mapping between letters and sounds, and lan-
guages such as English and French, which exhibit a more complex letter-to-sound mapping
[El-Imam, 2004]. The more complex this mapping is, the more dicult the language is for
ASR. In this thesis, we also describe a method which relies on linguistically motivated pro-
nunciation rules applied on the output of a morphological analyzer and disambiguation tool
to automatically construct pronunciation dictionaries. We show that using such dictionaries
improve phone and word recognition.
This thesis represents the following contributions: We design a new pronunciation mod-
eling technique for MSA, relying on morphological analysis, that signicantly improves
phone recognition as well as a state-of-the-art Arabic ASR system. Using this pronunciation
modeling approach, we examine the eectiveness of two well-known phonotactic-based ap-
proaches, Phone Recognition followed by Language Modeling (PRLM) and Parallel-PRLM,
on Arabic dialects. We improve the standard speaker and language recognition acoustic-
based approach, Gaussian Mixture Model-Universal Background Model (GMM-UBM), us-
ing feature space Maximum Likelihood Linear Regression transforms (fMLLR). We also
propose a new approach and new features to model the prosodic structure of dialects and
use these features to identify prosodic structure dierences across four broad Arabic dialects.
More importantly, we invent two novel techniques, Discriminative Phonotactics and Kernel-
based phonetic methods, for dialect and accent recognition that yield our best results, with
signicant improvement over previous approaches. We also show that our framework can
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be used to automatically identify phonetic knowledge that contributes to our understanding
of how dialects dier. Using the Kernel-based approach, we achieve a new state-of-the-art
performance on most evaluated dialect and accent tasks. Another important contribution of
this work is showing that Arabic dialect identication system can be used to improve ASR
for Levantine Arabic. Finally, we show that we can summarize the phonetic content of any
given utterance of any duration with a single vector of a xed size, a representation that we
hypothesize can benet multiple speech processing technologies (e.g., speaker verication
and identication).
This thesis is organized as follows. In Chapter 2, we explain some linguistic aspects of
Arabic, primarily the pronunciation of MSA and phonological variations of Arabic dialects.
Based on these pronunciation phenomena, we discuss, in Chapter 3, our new method to
improve pronunciation modeling for ASR and phone recognition for MSA. In Chapter 4, we
describe some related work to dialect recognition. This chapter also describes the general
framework we adopt for dialect recognition. We also describe the corpora we employ for the
four broad Arabic dialects. We analyze the performance of phonotactic approaches on these
dialects in Chapter 5. We suggest a method to model the prosodic structure of dialects to
improve a phonotactic approach in Chapter 6, and identify prosodic dierences across these
four Arabic dialects. We also test and improve upon a standard acoustic modeling-based
approach in Chapter 7. We discuss our novel methods, discriminative phonotactics and our
kernel-based approach, in Chapters 8 and 9, respectively. We then test our best-performing
dialect-recognition system, the kernel-based approach, on dialects of languages other than
Arabic in Chapter 10. Employing our Arabic dialect recognition system, we show how we
can improve Arabic ASR system in Chapter 11. Finally, we conclude and propose directions
of future work in Chapter 11.8.




The Arabic language has multiple variants, including Modern Standard Arabic (MSA),
the formal written standard language of the media, culture and education across the Arab
world. MSA is syntactically, morphologically and phonologically based on Classical Arabic,
the language of the Qur'an (Islam's Holy Book). Lexically, however, it is much more modern.
MSA is not a native language of any Arab.
The Arabic dialects, in contrast, are the true native language forms. They are generally
restricted in use to informal daily communication. They are not taught in schools or even
standardized, although there is a rich popular dialect culture of folktales, songs, movies, and
TV shows. Dialects are primarily spoken, not written. However, this is changing as more
Arabs gain access to electronic media such as emails and newsgroups. The Arabic dialects
we see today originate from historical interactions between Classical Arabic and languages
of the contemporaneous cultures. For example, Algerian Arabic has many inuences from
Berber as well as French. Arabic dialects dier substantially from MSA and each other in
terms of phonology, morphology, lexical choice and syntax.
In this chapter, we explain some linguistic aspects of Arabic. These will motivate our
approaches to MSA pronunciation modeling and dialect recognition. See [Habash, 2010] for
additional computational and non-computational linguistic aspects of the Arabic language.
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2.2 Arabic Orthography and Pronunciation
MSA is written in a morpho-phonemic orthographic representation using the Arabic script,
an alphabet accented with optional diacritical marks (see [Biadsy et al., 2006; Habash,
2010] for the details of the Arabic script).1 MSA has 34 phonemes (28 consonants, 3 long
vowels and 3 short vowels). The Arabic script has 36 basic letters (ignoring ligatures) and
9 diacritics. Most Arabic letters have a one-to-one mapping to an MSA phoneme; however,
there is a small number of common exceptions [El-Imam, 2004; Habash et al., 2007] which
we summarize next.
2.2.1 Optional Diacritics
Arabic script commonly uses nine optional diacritics: (a) three short-vowel diacritics repre-
senting the vowels /a/, /u/ and /i/; (b) one long-vowel diacritic (Dagger Alif `) representing
the long vowel /A/ in a small number of words; (c) three nunation diacritics (F /an/, N
/un/, K /in/) representing a combination of a short vowel and the nominal indeniteness
marker /n/ in MSA; (d) one consonant lengthening diacritic (called Shadda ) which re-
peats/elongates the previous consonant (e.g., katab is pronounced /kattab/); and (e) one
diacritic on consonants for marking when there is no diacritic (called Sukun o) { i.e., an
indication that the consonant does not precede a short vowel.
Arabic diacritics can only appear after a letter. Word-initial diacritics (in practice,
only short vowels) are handled by adding an extra Alif @ A (also called Hamzat-Wasl) at
the beginning of the word. Sentence/utterance initial Hamzat-Wasl is pronounced like a
glottal stop preceding the short vowel; however, the sentence medial Hamzat-Wasl is silent
except for the short vowel. For example, Ainkataba kitAbN is /Ginkataba kitAbun/ but
kitAbN Ainkataba is /kitAbun inkataba/. A `real' Hamza (glottal stop) is always pronounced
as a glottal stop. The Hamzat-Wasl appears most commonly as the Alif of the denite article
Al. It also appears in specic words and word classes such as relative pronouns (e.g., Al*y
1In this thesis, we provide Arabic script orthographic transliteration in the Buckwalter transliteration
scheme [Buckwalter, 2004]. For MSA phonetic symbols, we use a variant of the Buckwalter transliteration
with the following exceptions: glottal stops are represented as /G/ and long vowels as /A/, /U/ and /I/.
All Arabic script diacritics are phonologically spelled out.
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`who').
Arabic short vowel diacritics are used together with the glide consonant letters w and y
to denote the long vowels /U/ (as uw) and /I/ (iy). This makes these two letters ambiguous
in undiacritized transcripts.
Diacritics are largely restricted to religious texts and Arabic language school textbooks.
In other texts, fewer than 1.5% of words contain a diacritic. Some diacritics are lexical
(where word meaning varies) and others are inectional (where nominal case or verbal
mood varies). Inectional diacritics are typically word nal. Since nominal case, verbal
mood and nunation have all disappeared in spoken dialectal Arabic, Arabic speakers do not
always produce these inections correctly or at all.
Much work has been done on automatic Arabic diacritization [Vergyri and Kirchho,
2004; Ananthakrishnan et al., 2005; Zitouni et al., 2006; Habash and Rambow, 2007]. In this
thesis, we use the MADA (Morphological Analysis and Disambiguation for Arabic) system
to diacritize Arabic [Habash and Rambow, 2005; Habash and Rambow, 2007]. MADA,
which uses the Buckwalter Arabic morphological Analyzer databases [Buckwalter, 2004],
provides the necessary information to determine Hamzat-Wasl through morphologically
tagging the denite article; in most other cases it outputs the special symbol \f" for Hamzat-
Wasl.
2.2.2 Hamza Spelling
The consonant Hamza (glottal stop /G/) has multiple forms in Arabic script: Z' 0,

@ >, @ <,
ð' &, ø g,

@ j. There are complex rules for Hamza spelling that depend primarily upon its
vocalic context. For example, g is used word medially and nally when preceded or followed
by an /i/ vowel. Similarly, the Hamza form j is used when the Hamza is followed by the
long vowel /A/.
Hamza spelling is further complicated by the fact that Arabic writers often replace
hamzated letters with the un-hamzated form (

@ > ! @ A) or use a two-letter spelling, e.g.
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ø g ! Z'ø Y 0. Due to this variation, the un-hamzated forms (particularly for

@ > and @
<) are typically ignored in Arabic ASR evaluation. The MADA system regularizes most of
these spelling variations as part of its analysis.
2.2.3 Morpho-phonemic Spelling
Arabic script includes a small number of morphemic/lexical phenomena, some very common:
 Ta-Marbuta The Ta-Marbuta (p) is typically a feminine ending. It appears word-
nally, optionally followed by a diacritic. In MSA it is pronounced as /t/ when
followed by a diacritic; otherwise it is silent. For example, maktabapN `a library' is
pronounced / maktabatun/.
 Alif-Maqsura The Alif-Maqsura (Y ) is a silent derivational marker, which always
follows a short vowel /a/ at the end of a word. For example, rawaY `to tell a story'
is pronounced /rawa/.
 Denite Article The Arabic denite article is a proclitic that assimilates to the rst
consonant in the noun it modies if this consonant is alveolar or dental (except for
j). These are the so-called Sun Letters: t, v, d, *, r, z, s, $, S, D, T, Z, l, and n.
For example, the word Al$ams `the sun' is pronounced /a$$ams/ not */al$ams/. The
denite article does not assimilate to the other consonants, the Moon Letters. For
example, the word Alqamar `the moon' is pronounced /alqamar/ not */aqqamar/.
 Silent Letters A silent Alif appears in the morpheme +uwA /U/ which indicates
masculine plural conjugation in verbs. Another silent Alif appears after some nunated
nouns, e.g., kitaAbAF /kitAban/. In some poetic readings, this Alif can be produced
as the long vowel /A/: /kitAbA/. Finally, a common irregular spelling is that of the
proper name Eamrw /Eamr/ `Amr' where the nal w is silent.
2.3 Linguistic Aspects of Arabic Dialects
Arabic dialects vary on many dimensions, primarily, geography and social class. Geo-
linguistically, the Arab world can be divided in many dierent ways. The following is only
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one of many classications of the main Arabic dialects:
 Gulf Arabic (Glf) includes the dialects of Kuwait, Saudi Arabia, Bahrain, Qatar,
United Arab Emirates, and Oman;
 Iraqi Arabic (Irq) is the dialect of Iraq. In some dialect classications, Iraqi Arabic
is considered a sub-dialect of Gulf Arabic;
 Levantine Arabic (Lev) includes the dialects of Lebanon, Syria, Jordan, Palestine
and Israel;
 Egyptian Arabic (Egy) covers the dialects of the Nile valley: Egypt and Sudan;
 Maghrebi Arabic covers the dialects of Morocco, Algeria, Tunisia and Mauritania.
Libya is sometimes included;
 Yeminite Arabic is often considered its own class;
 Maltese Arabic is not always considered an Arabic dialect. It is the only Arabic
variant that is considered a separate language and is written with Latin script.
Socially, it is common to distinguish three sub-dialects within each dialect region: city
dwellers, peasants/farmers and Bedouins. The three degrees are often associated with a
class hierarchy from rich, settled city-dwellers down to Bedouins.
The relationship between MSA and the dialect in a specic region is complex. Arabs
do not think of these two as separate languages. This particular perception leads to a
special kind of coexistence between the two forms of language that serve dierent purposes
| a phenomenon linguists term diglossia. Although the two variants have clear domains
of prevalence | formal written (MSA) versus informal spoken (dialect) | there is a large
gray area in between which is often lled with a mixing of the two forms.
2.3.1 Phonological Variations among Arabic Dialects
Although Arabic dialects andMSA vary on many dierent levels | phonology, orthography,
morphology, lexical choice and syntax | we will focus on phonological dierences in this
thesis. It is important to point out that since Arabic dialects are not standardized, their
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orthography may not always be consistent. However, this is not a relevant point to this thesis
since we are interested in dialect recognition using acoustic data and without making use of
dialectal transcripts. MSA's phonological prole includes 28 consonants, three short vowels,
three long vowels and two diphthongs (/ay/ and /aw/). Arabic dialects vary phonologically
from standard Arabic and each other. Some of the common variations include the following
[Holes, 2004; Habash, 2006]:
The MSA consonant (/q/) is realized as a glottal stop /'/ in Egy and Lev and as /g/
in Glf and Irq. For example, the MSA word /t






ari:g/ (Glf and Irq). Other variants also are found in sub dialects such as /k/
in rural Palestinian (Lev) and /dj/ in some Glf dialects. These changes do not apply to
modern and religious borrowings from MSA. For instance, the word for `Qur'an' is never
pronounced as anything but /qur'a:n/.
The MSA alveolar aricate (/dj/) is realized as /g/ in Egy, as /j/ in Lev and as /y/
in Glf. Irq preserves the MSA pronunciation. For example, the word for `handsome' is
/djami:l/ (MSA, Irq), /gami:l/ (Egy), /jami:l/ (Lev) and /yami:l/ (Glf).
The MSA consonant (/k/) is generally realized as /k/ in Arabic dialects with the ex-
ception of Glf, Irq and the Palestinian rural sub-dialect of Lev, which allow a /c/ pro-
nunciation in certain contexts. For example, the word for `sh' is /samak/ in MSA, Egy
and most of Lev but /simac/ in Irq and Glf.
The MSA consonant // is pronounced as /t/ in Lev and Egy (or /s/ in more recent
borrowings from MSA), e.g., the MSA word /ala:a/ `three' is pronounced /tala:ta/ in
Egy and /tla:te/ in Lev. Irq and Glf generally preserve the MSA pronunciation.
The MSA consonant // is pronounced as /d/ in Lev and Egy (or /z/ in more recent
borrowings from MSA), e.g., the word for `this' is pronounced /ha:a/ in MSA versus
/ha:da/ (Lev) and /da/ Egy. Irq and Glf generally preserve the MSA pronunciation.
The MSA consonants /d

/ (emphatic/velarized d) and /

/ (emphatic //) are both
normalized to /d

/ in Egy and Lev and to /















rub/ (Glf). In modern borrowings from MSA, /

/ is pronounced as /z

/ (emphatic z)
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in Egy and Lev.
In some dialects, a loss of the emphatic feature of some MSA consonants occurs, e.g.,
theMSA word /lat

i:f/ `pleasant' is pronounced as /lati:f/ in the Lebanese city sub-dialect of
Lev. Emphasis typically spreads to neighboring vowels: if a vowel is preceded or succeeded








/) then the vowel becomes an emphatic
vowel. As a result, the loss of the emphatic feature does not aect the consonants only, but
also their neighboring vowels.
Other vocalic dierences among MSA and the dialects include the following: First,
short vowels change or are completely dropped, e.g., the MSA word /yaktubu/ `he writes'
is pronounced /yiktib/ (Egy and Irq) or /yoktob/ (Lev). Second, nal and unstressed
long vowels are shortened, e.g., the word /mat

a:ra:t/ `airports' inMSA becomes /mat

ara:t/
in many dialects. Third, theMSA diphthongs /aw/ and /ay/ have mostly become /o:/ and
/e:/, respectively. These vocalic changes, particularly vowel drop, lead to dierent syllabic
structures. MSA syllables are primarily light (CV, CV:, CVC) but can also be (CV:C and
CVCC) in utterance-nal positions. Egy syllables are the same asMSA's although without
the utterance-nal restriction. Lev, Irq and Glf allow heavier syllables including word
initial clusters such as CCV:C and CCVCC.





Almost all the approaches we develop in this thesis for Arabic dialect recognition make use
of an Arabic phone recognizer. An essential component for building a phone recognizer or a
speech recognizer is the pronunciation dictionary (lexicon). It maps the orthographic rep-
resentation of words to their phonetic or phonemic pronunciation variants (cf. the example
in Figure 3.1).
For languages with complex letter-to-sound mappings, pronunciation dictionaries are
typically written by hand. However, for morphologically rich languages, such as MSA,
pronunciation dictionaries are dicult to create by hand, because of the large number of
word forms, each of which has a large number of possible pronunciations. MSA words,
for example, have fourteen features: part-of-speech, person, number, gender, voice, aspect,
determiner proclitic, conjunctive proclitic, particle proclitic, pronominal enclitic, nominal
case, nunation, idafa (possessed), and mood. MSA features are realized using both concate-
native (axes and stems) and templatic (root and pattern) morphology with a variety of
morphological and phonological adjustments that appear in word orthography and interact
with orthographic variations.
Fortunately, the relationship between orthography and pronunciation is relatively reg-








Figure 3.1: Sample entries in an English pronunciation dictionary
ular and well understood for MSA. Also, recent automatic techniques for morphological
analysis and disambiguation, such as MADA [Habash and Rambow, 2005; Habash and
Rambow, 2007], can also be useful in automating part of the dictionary creation process.
Nonetheless, most documented Arabic ASR systems appear to handle only a subset of Ara-
bic phonetic phenomena; very few use morphological disambiguation tools. This typically
results in graphemic-like acoustic models as opposed to phonetic. Modeling phones accu-
rately is particularly important for our dialect recognition work. It has been shown that
the more accurate the phone hypotheses, the more accurate the phonotactic-based language
identication approach [Decker et al., 2003].
In the next section, we briey describe related work and the baseline systems (BasePR
and BaseWR) employed in this chapter for the rst evaluation. Afterwards, we describe the
pronunciation rules we have developed based upon the linguistic phenomena described in
Chapter 2. We then show how these rules are used, together with MADA, to automatically
build pronunciation dictionaries for training and decoding. We then present evaluations
of our phone- and word-recognition systems (XPR and XWR) on MSA, comparing these
systems to the two baseline systems, BasePR and BaseWR. To ensure that our results
will generalize when we use a state-of-the-art ASR system, we test the eect of an improved
version of our approach on IBM's Attila Arabic ASR system [Soltau et al., 2009].
3.2 Related Work
Most recent work on ASR for MSA uses a single pronunciation dictionary constructed
by mapping each undiacritized word in the training transcripts to all of its diacritized
Buckwalter analyses and/or to the diacritized versions of the word in the Arabic Treebank
[Maamouri et al., 2003; Afy et al., 2005; Messaoudi et al., 2006; Soltau et al., 2007;
Soltau et al., 2009]. Each diacritized word is converted to a single pronunciation with
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a one-to-one mapping using some generally unspecied rules. None of these systems use
morphological disambiguation to determine the most likely pronunciation of the word given
its textual context.
Vergyri et al. [2008], in contrast, do use a morphological and disambiguation tool to pre-
dict word pronunciation based on context. They also apply some linguistically-motivated
pronunciation rules (described in the next section) to convert the morphological analyses
to pronunciations. They select the top choice from the MADA system for each word in the
training transcript to train their system's acoustic models. For the dictionary used dur-
ing decoding (decoding pronunciation dictionary), each undiacritized word in the training
transcripts is mapped to the corresponding top MADA morphological analysis. In Evalua-
tion I (Section 3.5), we train the acoustic models of our baseline phone recognition system
(BasePR) using their ([Vergyri et al., 2008]'s) method for generating the pronunciation dic-
tionary. BaseWR is our baseline word recognition system trained using their pronunciation
dictionary; and for during decoding, it employs their decoding pronunciation dictionary.
For the baseline for Evaluation II (Section 3.6), we use the pronunciation dictionary em-
ployed in the IBM vowelized system [Soltau et al., 2009] described in detail in Section 3.6.2.
In a dierent version of the IBM system (e.g., [Saon et al., 2010]), an \unvowelized" pro-
nunciation dictionary is used. This dictionary is created by simply running Buckwalter's
morphology analyzer on every word in the vocabulary. Then, every undiacratized word
is mapped to all the morphological analyses. Afterwards, all the diacritics (including the
3 MSA short vowels, but not nunations) in these analyses are removed. Thus, the set of
the remaining Buckwalter symbols represents the phonemic inventory of the system. For
example, one of the entries in the dictionary for the undicritized word ktAb (given the anal-
ysis kitAbuN), is "ktAb ! /k t A b N/". On MSA, this system performs worse than the
vowelized system of [Soltau et al., 2009]. Note that while, to our knowledge, there is no
comprehensive study for Arabic pronunciation modeling for ASR, El-Imam [2004] discusses
MSA pronunciation rules for speech synthesis.
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3.3 Pronunciation Rules
As noted in Section 2.3, diacritization alone does not predict actual pronunciation in MSA.
In this section, we describe a set of rules based on MSA phonology which will extend a
diacritized word to a set of possible pronunciations. It should be noted that even MSA-
trained speakers, such as broadcast news anchors, may not follow the \proper" pronunci-
ation according to Arabic syntax and phonology. So we attempt to accommodate these
pronunciation variants in our pronunciation dictionary.
The following rules are applied on each diacritized word.1 These rules are divided into
four categories: (I) a shared set of rules used in all systems compared (BasePR, BaseWR,
XPR and XWR);2 (II) a set of rules in BasePR and BaseWR which we modied for
XPR and XWR; (III) a rst set of new rules devised for our systems XPR and XWR; and
(IV) a second set of new rules that generate additional pronunciation variants. Below we
indicate, for each rule, how many words in the training corpus (335,324 words) had their
pronunciation aected by the rule. We also show an example for each rule after applying it
independently of the other rules. Although most of the rules can be applied in any arbitrary
order, applying them in the following order guarantees the correctness of the output.
I. Shared Pronunciation Rules
1. Dagger Alif: ` ! /A/
(e.g., h`*A ! hA*A) (This rule aected 1.8% of all the words in our training data)
2. Madda: j ! /G A/
(e.g., Aljn ! AlGAn) (aected 1.9%)
3. Nunation: AF ! /a n/, F ! /a n/, /K/ ! /i n/, N ! /u n/
(e.g., kutubAF ! kutuban) (aected 9.7%)
1The script that generates the pronunciation dictionaries from MADA output can be downloaded from
www.cs.columbia.edu/speech/software.cgi.
2 We have attempted to replicate the baseline pronunciation rules for [Vergyri et al., 2008] based on pub-
lished work and personal communications with the authors. Note that none of these rules are implemented
in the IBM baseline system [Soltau et al., 2009] (see Section 3.6).
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4. Hamza: All Hamza forms: 0; g;&; <;> ! /G/
(e.g., >kala ! Gakala) (aected 21.3%)
5. Ta-Marbuta: p ! /t/
(e.g., madrasapa ! madrasata) (aected 15.3%)
II. Modied Pronunciation Rules
1. Alif-Maqsura: Y ! /a/
(e.g., salomY ! saloma) (aected 4.2%) (Baseline: Y ! /A/)
2. Shadda: Shadda is always removed
(e.g., ba$ara ! ba$ara) (aected 23.8%) (Baseline: the consonant was doubled)
3. U and I: uwo ! /U/, iyo ! /I/
(e.g., makotuwob ! makotUb) (aected 25.07%) (Baseline: same rule but it inaccu-
rately interacted with the baseline Shadda rule)
III. New Pronunciation Rules
1. Waw Al-jamaa: suxes uwoA ! /U/
(e.g., katabuwoA ! katabU) (aected 0.4%)
2. Sun letters: if the denite article (Al) is followed by a sun letter, remove the l and
replace A by /a/.
(e.g., Al$amsu ! a$amsu) (aected 8.1%)
3. Denite Article: Al ! /a l/ (if tagged as Al+ by MADA)
(e.g., wAlkitAba ! walkitAba) (aected 30.0%)
4. Hamzat-Wasl: f is always removed.
(aected 3.0%)
5. \Al" in relative pronouns: Al ! /a l/
(aected 1.3%)
IV. New Pronunciation Rules Generating Additional Variants
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 Ta-Marbuta: if a word ends with Ta-Marbuta (p) followed by any diacritic, remove
the Ta-Marbuta and its diacritic. Apply the rules above (I-III) on the modied word
and add the output pronunciation.
(e.g., marbwTapF ! marbwTa) (aected 15.3%)
 Case/Mood ending: if a word ends with a short vowel (a, u, i), remove the short
vowel. Apply rules (I-III) on the modied word, and add the output pronunciation
(e.g., yaktubu ! yaktub (aected 60.9%)
As a post-processing step in all systems, we remove the Sukun diacritic and convert
every letter X to phoneme /X/. In XPR and XWR, we also remove short vowels that
precede or succeed a long vowel.
3.4 Building the Pronunciation Dictionaries
As noted above, pronunciation dictionaries map words to one or more phonetically ex-
pressed pronunciation variants. These dictionaries are used for training and decoding in
ASR systems. Typically, most data available to train large vocabulary ASR systems is
orthographically (not phonetically) transcribed. There are two well-known alternatives for
training acoustic models in ASR: (1) bootstrap training, when some phonetically annotated
data is available, and (2) at-start, when such data is not available [Young et al., 2006]. In
at-start training, the pronunciation dictionary is used to map the orthographic transcrip-
tion of the training data to a sequence of phonetic labels to train the initial monophone
models. Next, the dictionary is employed again to produce networks of possible pronun-
ciations which can be used in forced alignment to obtain the most likely phone sequence
that matches the acoustic data. Finally, the monophone acoustic models are re-estimated.
In our work, we refer to this dictionary as the training pronunciation dictionary. The
second usage of the pronunciation dictionary is to generate the pronunciation models while
decoding. We refer to this dictionary as the decoding pronunciation dictionary.
For languages like English, no distinction between decoding and training pronunciation
dictionaries is necessary, since word pronunciations typically do not change based on con-
text. Also, as noted in Section 2.3, short vowels and other diacritic markers are typically not
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orthographically represented in MSA texts. Thus ASR systems typically do not output fully
diacritized transcripts. Diacritization is generally not necessary to make the transcript read-
able by Arabic-literate readers. Therefore, entries in the decoding pronunciation dictionary
consist of undiacritized words that are mapped to a set of phonetically-represented diacriti-
zations. However, every entry in the training pronunciation dictionary is a fully diacritized
word mapped to a set of possible context-dependent pronunciations. (Recall that a word
may get dierent diacritic markers (e.g., short vowels) based on its context/grammatical
function.) Particularly in the training step, contextual information for each word is avail-
able from the transcript; so, for our work, we can use the MADA morphological tagger to
obtain the most likely diacritics. As a result, the speech signal is mapped to a more ac-
curate representation of the training transcript, which we hypothesize will lead to a better
estimation of the acoustic-model parameters.
As noted in Section 3.1, pronunciation dictionaries for ASR systems are usually written
by hand. However, Arabic's morphological richness makes it dicult to create a pronunci-
ation dictionary by hand since there are a very large number of word forms, each of which
has a large number of possible pronunciations. The relatively regular relationship between
orthography and pronunciation and tools for morphological analysis and disambiguation
such as MADA, however, make it possible to create such dictionaries automatically with
some success.3
3.4.1 Training Pronunciation Dictionary
In this section, we describe an automatic approach to building a pronunciation dictionary
for MSA that covers all words in the orthographic transcripts of the training data. First,
for each utterance transcript, we run MADA to disambiguate each word based on its con-
text in the transcript. MADA outputs all possible fully-diacritized morphological analyses
for each word, ranked by its condence, the MADA condence score.4 We thus obtain a
3The MADA system [Habash and Rambow, 2005; Habash and Rambow, 2007] reports 4.8% diacritic
error rate (DER) on all diacritics and 2.2% (DER) when ignoring the last (inectional) diacritic.
4In our training data, only about 1% of all words are not diacritized because of lack of coverage in the
morphological analysis component.















Figure 3.2: Mapping an undiacritized word to MADA outputs to possible pronunciations
fully-diacritized orthographic transcription for training. Second, we map the highest-ranked
diacritization of each word to a set of pronunciations, which we obtain from the pronun-
ciation rules described in Section 3.3. In Figure 3.2, the training pronunciation dictionary
maps the 2nd column (the entry keys) to the 3rd column.
We generate the baseline training pronunciation dictionary using only the baseline rules
from Section 3.3. This dictionary also makes use of MADA, but it maps the MADA-
diacritized word to only one pronunciation. In other words, the baseline training dictionary
maps the 2nd column (the entry keys) to only one pronunciation in the 3rd column in
Figure 3.2.
3.4.2 Decoding Pronunciation Dictionary
The decoding pronunciation dictionary is used in ASR to build the pronunciation models
used in decoding. Since, as noted above, it is standard to produce unvocalized transcripts
when recognizing MSA, we must map word pronunciations to unvocalized orthographic out-
put. Therefore, we normalize each diacritized word in our training pronunciation dictionary
by removing diacritic markers and replace Hamzat-Wasl (f), <, and > by the letter `A',
and then map the modied word to the set of pronunciations for that word. For example, in
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Figure 3.2, the undiacritized word mdrsp in the 1st column is mapped to the pronunciations
in the 3rd column. Note that there is another advantage of generating pronunciations from
the top MADA choice only over generating them from all the Buckwalter morphological
analyses. MADA can also be viewed as a lter of uncommon or even errorful morphological
analyses. In other words, if a word is never ranked as rst in any context, it will not end
up in the dictionary, thus resulting in a smaller and more precise dictionary. The baseline
decoding pronunciation dictionary is constructed similarly but from the baseline training
pronunciation dictionary.
3.5 Evaluation I
To determine whether our pronunciation rules are useful in speech processing applications,
we evaluated their impact on two tasks, automatic phone recognition and ASR. For our
experiments, we used the broadcast news TDT4 corpus (Arabic Set 1), divided, randomly,
into 47.61 hours of speech (89 news shows) for training and 5.18 hours (11 shows) for
testing.5 Both training and test data were segmented based on silence and non-speech
segments and down-sampled to 8Khz.6 This segmentation produced 20,707 speech segments
for our training data and 2,255 segments for testing.
3.5.1 Acoustic Models
Our monophone acoustic models are built using 3-state continuous Hidden Markov Models
(HMMs) without state-skipping with a mixture of 12 Gaussians per state. We extract
standard MFCC (Mel Frequency Cepstral Coecients) features from 25 ms frames, with
a frame shift of 10 ms. Each feature vector is 39D: 13 features (12 cepstral features plus
energy), 13 deltas, and 13 double-deltas. The features are normalized using cepstral mean
normalization. For our phone recognizer, the acoustic models are context-independent (i.e.,
monophone acoustic models are trained). For our ASR experiments, tied context-dependent
5http://projects.ldc.upenn.edu/TDT4/
6We down-sample because our ultimate goal is to use this system to decode telephone conversations for
our Arabic dialect recognition approaches.
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Gold Variants Open-loop (Accuracy) Bigram Phone LM (Accuracy)
GV Acoustic Model of Pron. Dict. of BasePR XPR BasePR XPR
1 BasePR BasePR 37.40 39.21 41.56 45.17
2 BasePR BasePR+XPR 38.64 42.41 43.44 50.73
3 XPR XPR 37.06 42.38 42.21 51.41
4 XPR BasePR+XPR 37.47 42.74 42.59 51.51
Table 3.1: Comparing the eect of BasePR and XPR pronunciation rules, alone and in
combination, using 4 Gold Variants under two conditions (Open-loop and LM)
cross-word triphone acoustic models are created with the same settings as monophones. The
acoustic models are speaker- and gender-independent, Maximum Likelihood (ML)- trained
from at-start. We build our framework using the HMM Toolkit (HTK) [Young et al.,
2006].7
3.5.2 Phone Recognition Evaluation
We hypothesize that improved pronunciation rules will have a profound impact on phone
recognition accuracy. To compare our phone recognition (XPR) system with the baseline
(BasePR), we train two phone recognizers using HTK. The BasePR recognizer uses the
training-pronunciation dictionary generated using the baseline rules; the XPR system uses
a pronunciation dictionary generated using these rules plus our modied and new rules
(cf. Section 3.4). The two systems are identical except for their pronunciation dictionaries.
We evaluate the two systems under two conditions: (1) phone recognition with a bigram
phone language model (LM)8 and (2) phone recognition with an open-loop phone recognizer,
such that any phoneme can follow any other phoneme with a uniform distribution. Results
of this evaluation are presented in Table 3.1.
Ideally, we would like to compare the performance of these systems against a common
7For Evaluation I, we have not employed advanced acoustic modeling techniques, such as vocal track
length normalization, discriminative features, and speaker adaptation.
8The bigram phoneme LM of each phone recognizer is trained on the phonemes obtained from forced
aligning the training transcript to the speech data using that recognizer's training pronunciation dictionary
and acoustic models.
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MSA phonetically-transcribed gold standard. Unfortunately, to our knowledge, such a data
set does not exist. So we approximate such a gold standard on a blind test set through
forced alignment, using the trained acoustic models and pronunciation dictionaries. Since
our choice of acoustic model (of BasePR or XPR) and pronunciation dictionary (again of
BasePR or XPR) can bias our results, we consider four gold variants (GV) with dierent
combinations of acoustic model and pronunciation dictionary, to set expected lower and
upper bounds.9 These combinations are represented in Table 3.1 as GV1{4, where the
source for the acoustic models is BasePR or XPR and source of pronunciation rules are
BasePR, XPR or XPR and BasePR combined. These GV are described in more detail
below, as we describe our results.
Since the BasePR system uses a pronunciation dictionary with a one-to-one mapping
of orthography to phones, the GV1 phone sequence for any test utterance's orthographic
transcript according to BasePR can be obtained directly from the orthographic transcript.
Note that if, in fact, GV1 does represent the true gold standard (i.e., the correct phone
sequence for the test utterances) then if XPR obtains a lower phone error rate using this
gold standard than BasePR does, we can conclude that in fact XPR's acoustic models
are better estimated. This is in fact the case. In the rst line of Table 3.1, we see that
XPR under both conditions (open-loop and bigram LM) signicantly (p-value < 0:001)
outperforms the corresponding BasePR phone recognizer using GV1.10
If GV1 does not accurately represent the phone sequences of the test data, then there
must be some phones in the GV1 sequences that should be deleted, inserted, or substituted.
On the hypothesis that our training-pronunciation dictionary might improve the BasePR
assignments, we enrich the baseline pronunciation dictionary with XPR's dictionary. Now,
we force-align the orthographic transcript using this extended pronunciation dictionary,
still using BasePR's acoustic models, with the acoustic signal. We denote the output
phone sequences as GV2. If a pronunciation generated using the BasePR dictionary was
9Note that the notion `gold variant' here does not refer to human annotated phonetic labels. They are
phonetic labels obtained form forced alignment.
10Throughout this discussion we use paired t-tests to measure signicant dierence, where the sample
values are the phone recognizer accuracies on the utterances.
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already correct (in GV1) according to the acoustic signal, this forced alignment process still
has the option of choosing it. We hypothesize that the result, GV2, is a more accurate
representation of the true phone sequences in the test data, since it should be able to model
the acoustic signal more accurately. On GV2, as on GV1, we see that XPR, under both
conditions, signicantly (p-value < 0:001) outperforms the corresponding BasePR phone
recognizers (see Table 3.1, second line).
We also compared the performance of the two systems using upper bound variants. For
GV3 we used the forced alignment of the orthographic transcription using only XPR's pro-
nuncation dictionary with XPR's acoustic models. In GV4 we combine the pronunciation
dictionary of XPR with BasePR dictionary and use XPR's acoustic models. Unsurpris-
ingly, we nd that the XPR recognizer signicantly (p-value < 0:001) outperforms BasePR
when using these two variants under both conditions (see Table 3.1, third and fourth lines).
The results presented in Table 3.1 compare the robustness of the acoustic models as well
as the pronunciation components of the two systems. We also want to evaluate the accu-
racy of our pronunciation predictions in representing the actual acoustic signal. One way to
do this is to see how often the forced alignment process choose phone sequences using the
BasePR pronunciation dictionary as opposed to XPR's. We force align the test transcript
| using the XPR acoustic models and only the XPR pronunciation dictionary | with the
acoustic signal. We then compare the output sequences to the output of the forced alignment
process where the combined pronunciations from BasePR+XPR and the XPR acoustic
models were used. We nd that the dierence between the two is only 1.03% (with 246,376
phones, 557 deletions, 1696 substitutions, and 277 insertions). Thus, adding the BasePR
rules to XPR does not appear to contribute a great deal to the representation chosen by
forced alignment. In a similar experiment, we use the BasePR acoustic models instead of
the XPR models and compare the results of using BasePR-pronunciation dictionary with
the combination of XPR+BasePR's dictionaries for forced alignment. Interestingly, in
this experiment, we do nd a signicantly larger dierence between the two outputs 17.04%
(with 233,787 phones, 1404 deletions, 14013 substitutions, and 27040 insertions). We can
conclude from these experiments that the baseline pronunciation dictionary alone is not
sucient to represent the acoustic signal accurately, since large numbers of phonemes are
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edited when adding the XPR pronunciations. In contrast, adding the BasePR's pronunci-
ation dictionary to XPR's shows a relatively small percentage of edits, which suggests that
the XPR pronunciation dictionary extends and covers more accurately the pronunciations
already contained in the BasePR dictionary.
3.5.3 Speech Recognition Evaluation
We have also conducted an ASR experiment to evaluate the usefulness of our pronunciation
rules for this application. We employ the baseline pronunciation rules to generate the
baseline training and decoding pronunciation dictionaries. Using these dictionaries, we
build the baseline ASR system (BaseWR). Using our extended pronunciation rules, we
generate our dictionaries and train our ASR system (XWR).
Both systems have the same model settings, as described in Section 3.5.1. Recall that
the ASR systems employ context-dependent acoustic models (triphones). Both systems also
share the same language model (LM), a trigram LM trained on the undiacritized transcripts
of the training data and a subset of Arabic gigawords (approximately 281 million words,
in total), using the SRILM toolkit [Stolcke, 2002]. Recall that the training and testing
acoustic data were down-sampled to 8Khz which is well-known to signicantly increase the
WER. Table 3.2 presents the comparison of BaseWR to the XWR system.
To evaluate the impact of the set of rules that generate additional pronunciation variants
(described in Section 3.3 - IV) on word recognition, we built a system, denoted as XWR I-
III, that uses only the rst three sets of rules (I{III) and compared its performance to that
of both BaseWR and XWR system. As shown in Table 3.2, we observe that XWR I-III
signicantly outperforms BaseWR in 2.27% (absolute) (p-value < 0.001). Also, XWR that
uses all the rules (including IV set) signicantly outperforms XWR I-III in 1.24% (p-value
< 0.001).
The undiacritized vocabulary size used in our experiment was 34,511. We observed
that 6.38% of the words in the test data were out of vocabulary (OOV), which may partly
explain the high WER. We have done some error analysis to understand some of the reasons
behind high error rates for both systems. We observed that many of the test utterances are
very noisy. We wanted to see whether XWR still outperforms BaseWR if we remove these
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System WER Corr (%) Del (%) Sub (%) Ins (%)
BaseWR 47.22 65.36 0.98 33.7 12.6
XWR I{III 44.95 66.84 0.88 32.3 11.8
XWR 43.71 69.06 0.75 30.2 12.7
Table 3.2: Comparing the performance of BaseWR, XWR I{III, and XWR Correct is
accuracy without counting insertions (%); total number of words: 36,538
utterances. Removing all utterances for which BaseWR obtains an WER of more than
75%, we are left with 1720/2255 utterances. On these remaining utterances, the BaseWR
WER is 35.6% and XWR's WER is 32.77% | a signicant dierence despite the bias in
favor of BaseWR.
3.6 Evaluation II + Improvements
We have seen a signicant reduction in WER using our pronunciation modeling approach
for our HTK-based ASR system. In this section, we further evaluate the impact of our
approach on a state-of-the-art Arabic ASR system { The IBM GALE Arabic ASR system
[Soltau et al., 2009]. The basic settings of the system are described next.
3.6.1 ASR System
In the IBM Arabic ASR system, the input speech is represented by 13-dimensional Per-
ceptual Linear Prediction (PLP) features extracted from 25ms frames, with a frame-shift
of 10ms, with cepstral mean and variance normalization. Each frame is spliced together
with four preceding and four succeeding frames and Linear Discriminant Analysis (LDA) is
performed to yield 40-dimensional feature vectors.
The phonetic/allophonics acoustic model topology is the same as our HTK system, 3-
state left-to-right HMMs, without state-skipping, but with a 2-state HMM for each of the
three Arabic short vowels (/a/, /i/, and /u/). All models in this system have penta-phone
cross-word acoustic context, as opposed to triphone in the HTK system. The number of
context-dependent states is 3000, with a total of 50,000 Gaussian components. The acoustic
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models were ML-trained on 50 hours of speech, randomly selected from the Arabic GALE
BN collection. Unlike our HTK-based experiment, all acoustic data here are sampled with
16Khz.
The following speaker compensation transforms are computed using the most likely word
sequence hypothesis from the rst-pass of a speaker-independent system: (1) Vocal-tract
length normalization (VTLN), (2) feature space Maximum Likelihood Linear Regression
(fMLLR), followed by (3) Maximum Likelihood Linear Regression (MLLR).
The system utilizes a 4-gram language model (of about 880 million n-geams) resulted
from interpolating 20 language models trained with modied Kneser-Ney smoothing [Kneser
and Ney, 1995] from the following resources: Transcripts of the audio data, Arabic Gigaword
corpus, and Web transcripts for broadcast conversations collected by CMU/ISL (28M words
from Al-Jazeera). The interpolation weights were optimized using GALE eval07 of BN and
BC data which comprises about 74K words.
3.6.2 Pronunciation Dictionary Baseline
Both pronunciation dictionaries (training and decoding) are created by mapping every
undiacritized word in the training data (speech transcripts and language model data)
to all possible Buckwalter morphological analyses, as described in [Soltau et al., 2007;
Soltau et al., 2009; Saon et al., 2010]. One pronunciation variant is created for every analy-
sis, by simply representing every letter and diacritic as a phoneme { except for the shadda
diacritic, for which the consonant is doubled. Thus, the phonetic inventory consists of 43
phonemes. We can see that this is almost a letter-to-sound mapping; in other words, the
representation is almost graphemic as opposed to phonemic { almost no pronunciation rules
(except for the shadda rule).
The training pronunciation dictionary has on average 3.4 pronunciations per word, and
the decoding pronunciation dictionary has 3.3 pronunciations per word for a total of 774K
vocabulary size without pronunciation probabilities. The training pronunciation dictionary
contains pronunciations for only the audio transcript vocabulary, whereas the decoding
pronunciation dictionary contains, in addition, pronunciations for the vocabulary of the
language model training data. Although this mapping is very simplistic, various ASR
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parameter settings (such as acoustic weights and number of context-dependent acoustic
model states) have been tuned for such a representation. It should be noted that the
morphology analyzer ignores the context of each word, in contrast to using MADA which
utilizes the context to disambiguate/rank the analyses, thus more accurate pronunciations.
3.6.3 Training Pronunciation Dictionary
The training pronunciation dictionary is built using the same methodology explained in
Section 3.4.1 on the transcripts of the 50 hour training data. Since the ASR system we
employ here make use of penta-phone acoustic context, we modied the shadda rule here
(rule II.2 above), by simply doubling the consonant instead of removing the shadda ().
For example: (e.g., ba$ara ! /b a $ $ a r a/). We hypothesize that the phonetic decision
tree using penta-phone contexts can disambiguate whether consonants are lengthened or
not.
Since MADA may not always rank the best analysis as its top choice, we also run the
pronunciation rules on the second best choice returned by MADA, when the dierence
between the top two choices is less than a threshold determined empirically (in our imple-
mentation we chose 0.2). The IBM system is exible enough to allow specifying multiple
word options at the transcript level. A sentence can be a sequence of word pairs as opposed
to a sequence of single words. Figure 3.3 illustrates an input utterance transcript in the
rst line. The second line is produced after running MADA and choosing the rst and
second MADA options for some of the words. The second line is the input to the ASR
trainer. We test whether adding the second MADA choice to the training pronunciation
dictionary/transcript improves WER or not. The pronunciation dictionary has an entry for
each diacritized word in the second line (possibly, with multiple pronunciations using the
pronunciation rules above). Our training pronunciation dictionary has 1.72 pronunciations
per word in average.
3.6.4 Decoding Pronunciation Dictionary
We follow the same procedure described in Section 3.4.2 to build the decoding dictionary
for this evaluation using the pronunciation rules except for the shadda rule. We run MADA
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   byn                   AlSfqp                                    AlsyAsyp                       wAlm&$r                          AlAyjAby 
bayona   (AlSafoqapi, AlSafoqapu)   (AlsiyAsiy~api,  AlsiyAsiy~apa)   waAlmu&a$~iri   (Al<iyjAbiy~I,  Al<iyjAbiy~a) 
Figure 3.3: An illustration of the mapping of undiacritized words in the transcript to one
or two diacritized words
on the transcripts of the speech training data and on the Arabic Giga Word corpus to build
the decoding dictionary. Recall that in this dictionary, all pronunciations produced (by the
pronunciation rules) for all diacritized word instances (from MADA rst and second choices)
of the same undiacritized and normalized form are mapped to this form. A pronunciation
condence score is calculated for each pronunciation. These scores are typically termed
pronunciation probabilities, but in the IBM's system they need not form a probability
distribution { scores do not have to sum to one.
We compute a pronunciation score s for a pronunciation p as the average of the MADA
condence scores of the MADA analyses of the word instances that this pronunciation was
generated from. We compute this score for each pronunciation of a normalized undiacritized
word. Letm be the maximum of these scores. Now, the nal pronunciation condence score
for p is  log10(c=m). This basically means that the best pronunciation receives a penalty
of 0 when chosen by the ASR decoder. This dictionary has about 3.6 pronunciations per
word when using the rst and second MADA choices.
3.6.5 Experiments
We build multiple ASR systems to evaluate the eectiveness of our pronunciation modeling
using IBM's Attila framework. We test the following systems on GALE dev07 data set
(2.6 hours of speech from 212 speakers; total 825 utterances; number of reference words is
18,186) and report their WER in Table 3.3.
 IBMBase: This is the baseline system which utilizes the baseline dictionaries de-
scribed in Section 3.6.2.
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 IBMXR-T1: This system employs the training pronunciation dictionary described in
Section 3.6.3 to train the acoustic models. In this system, we include pronunciations of
the rst MADA choice only. The decoding pronunciation dictionary is the same as the
one in the baseline system (IBMBase), but using our rules to produce pronunciations
applied on Buckwalter's analyses. In other words, MADA is not employed for the
decoding dictionary. Also this decoding dictionary lacks pronunciation condence
scores.
 IBMXR-T2: This system employs the same training dictionary as IBMXR-T1 but
we include both the rst and second MADA choices as pronunciations. The decoding
pronunciation dictionary is exactly as in IBMXR-T1.
 IBMXR-T1-D2: This system employs the same training dictionary as IBMXR-T1
(rst MADA choice). But now, the decoding pronunciation dictionary is created from
MADA rst and second choices as described in Section 3.6.4. Note that the dictionary
has pronunciation condence scores. In other words, MADA is used for both training
and decoding pronunciation dictionaries.
 IBMXR-T2-D2: This system employs the same training dictionary as IBMXR-T1-
D2 (rst and second MADA choices). The decoding pronunciation dictionary is the
same as in IBMXR-T2.
System WER Sub (%) Del (%) Ins (%)
IBMBase 19.2 13.4 4.3 1.5
IBMXR-T1 18.2 13.2 3.1 1.8
IBMXR-T2 18.1 13.1 3.2 1.9
IBMXR-T1-D2 17.4 12.5 3.2 1.7
IBMXR-T2-D2 17.0 12.2 3.2 1.6
Table 3.3: Comparing systems with dierent pronunciation dictionaries
We observe that all the systems that use our pronunciation dictionaries signicantly
outperform the baseline system (IBMBase). We obtain the most reduction in WER with
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IBMXR-T2-D2, the system that uses the rst and second MADA choices for the train-
ing and decoding pronunciation dictionaries. The dierence between IBMXR-T1-D2 and
IBMXR-T2-D2 is statistically signicant (p-value=0:005). There is no signicance dif-
ference between IBMXR-T1 and IBMXR-T2. This may suggest that the pronunciations
generated from the MADA rst choice are generally good enough to represent the actual
spoken words. However, surprisingly, the dierence between the performance of these two
systems is signiant when the MADA decoding dictionary is used in both (IBMXR-T1-D2,
and IBMXR-T2-D2). The dierence between the WER of every other pair of systems in
Table 3.3 is statistically signicant. Note that we have also experimented using the rst 3
MADA choices in our dictionaries; nevertheless we have not obtained a reduction in WER.
Moreover, obtaining signicant improvement in IBMXR-T1 and IBMXR-T2-D2 suggests
that the acoustic models are more robustly estimated (\sharper") than the baseline's. On
the other hand, improving further the WER using IBMXR-T2-D2 suggests also that the
pronunciation models (used at the ASR decoding stage) represent MSA pronunciations
more accurately.
We conduct another experiment to test whether the gain we obtain over the baseline
system holds when more than 50 hours of acoustic training data is used. We train the two
systems IBMBase and IBMXR-T2-D2 using 1,500 hours of speech. We employ the same
language model as the other experiments. Testing on the same test set (dev07), as shown
in Table 3.4, IBMXR-T2-D2 signicantly outperforms IBMBase in 1.7% absolute EER
(11.1% relative) (p-value < 0:001).
System WER Sub (%) Del (%) Ins (%)
IBMBase 15.3 10.7 3.0 1.6
IBMXR-T2-D2 13.6 9.7 2.1 1.8
Table 3.4: Comparing systems when using 1,500 hours of training data
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3.7 Conclusions
In this chapter, we have shown that the use of more linguistically motivated pronunciation
rules can improve phone recognition and word recognition results for MSA. In particular,
we run a morphological analysis and disambiguation tool (i.e., MADA) on the training data
(acoustic transcripts and LM texts) to rank morphological analyses based on contexts. We
then apply our pronunciation rules on the most likely analyses to generate two pronunciation
dictionaries: one is used to train the ASR's acoustic models and the other is used during
ASR decoding.
We have demonstrated that these dictionaries can signicantly improve both MSA phone
recognition and MSA WER. We have conducted a series of experiments to compare our
HTK-based XPR and XWR systems to the corresponding baseline systems BasePR and
BaseWR. We have obtained a signicant improvement of 3.77%{7.29% (absolute) in phone
error rate, and a signicant improvement of 3.5% (absolute) in WER in the HTK-based
ASR system. Testing our pronunciation modeling approach on a state-of-the-art Arabic
ASR system, we have obtained 2.2% improvement in absolute WER (11.5% relative). We
have found for this system that using the rst and second MADA choices in the training and
decoding dictionaries provide the best results. Also, we have seen how we could produce
pronunciation condence scores for the decoding pronunciation dictionary from MADA's
condence scores. Finally, our approach still signicantly outperforms the baseline (11.1%
relative reduction in WER) when far more acoustic training data is employed.




A variety of cues by which humans and machines distinguish one language from another
have been explored in previous research on language recognition. Such cue types include
phone inventory and phonotactics, prosody, lexicon, morphology, and syntax. In this chap-
ter, we discuss important related work employed in the language and dialect recognition
community. We then explain the probabilistic framework adopted to guide us in exploring
some of our baseline and novel approaches for dialect recognition. In this thesis, we rst
test these approaches on four broad Arabic dialects (described in Section 4.3). In Chap-
ters 5{9 we present results of these Arabic experiments. We then, in Chapter 10, test the
best performing approach (our Kernel-based method, described in Chapter 9) on Arabic
sub-dialects and on dialects of languages other than Arabic.
4.2 Related Work
Some successful approaches to language identication have made use of phonotactic varia-
tion. For example, the parallel Phone Recognition followed by Language Modeling (parallel
PRLM) [Zissman, 1996] approach uses phonotactic information { i.e., rules that govern
phonemes and their sequences in a language { to identify languages using n-gram language
models over phone sequence hypotheses. Zissman et al. [1996] show that the PRLM ap-
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proach yields good results classifying Cuban and Peruvian dialects of Spanish in the Miami
corpus, using an English phone recognizer. The recognition accuracy of this system on these
two dialects is 84%, using up to 3 minutes of test utterances. Shen et al. [2008] describe a
dialect recognition system that makes use of adapted phonetic models per dialect applied in
a PRLM framework to distinguish American vs. Indian English and two Mandarin dialects
(Mainland and Taiwanese). Using the adapted phonetic models outperforms the PRLM
system in about 2% (absolute).
Gaussian Mixture Models - Universal Background model (GMM-UBM) has also achieved
considerable success in speaker and language recognition [Reynolds et al., 2000; Wong et
al., 2000]. Torres-Carrasquillo et al. [2004] develop a system using GMM-UBM with shifted
delta cepstral (SDC) features. The system performs worse than that of [Zissman et al.,
1996] on the Miami corpus (70% accuracy) but performs well on two Mandarin dialects and
two Spanish dialects from CallHome [Canavan and Zipperlen, 1996e].
Discriminative training has proven quite useful in recent language recognition systems
(e.g., [Burget et al., 2006; Matejka et al., 2006]). Torres-Carrasquillo et al. [2008] show
that GMM-UBM-based models { discriminatively trained with SDC features with an eigen-
channel compensation component to remove language independent information, and vocal-
tract length normalization (VTLN) { provide good results for the recognition of American
vs. Indian English, four Chinese dialects, and three Arabic dialects (Gulf, Iraqi, and Lev-
antine). Specically, in this system, a GMM-UBM is initially ML-trained using the data
from all dialects of the same language. A GMM for each dialect is then generated from the
GMM-UBM by Maximum-A-Posteriori (MAP) adaptation. Following [Matejka et al., 2006],
they further discriminatively train the dialect GMMs with the Maximum Mutual Informa-
tion (MMI) criterion, where the objective function is the posterior probability of correctly
classifying all training utterances, using the extended Baum-Welch algorithm [Povey, 2004].
Alor explores ergodic HMMs to model phonetic dierences between two Arabic dialects
(Gulf and Egyptian Arabic) employing standard MFCC features [Alor, 2008]. Ma et
al. [2006] use multi-dimensional pitch ux features and MFCC features to distinguish three
Chinese dialects.1 These pitch ux features reduce the error rate by more than 30% when
1The authors dene pitch ux features for a given frame as the covariance of autocorrelation with its
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added to a GMM based MFCC system. Given 15s of test-utterances, the system achieves
an accuracy of 90% on the three dialects.
Recent approaches attempt to automatically extract linguistic (typically phonetic) rules
that distinguish pairs of accents/dialects. Chen et al. [2010]'s system automatically iden-
ties a set of biphones which discriminate American vs. Indian English accents using log-
likelihood ratios. In particular, the authors compare the log-likelihood of the acoustic
data of a given biphone under an adapted American English acoustic model to the log-
likelihood under an adapted Indian English acoustic model. These set of biphones are
subsequently used to adapt accent-dependent phone recognizer's acoustic models used for
accent recognition. Their approach achieves an EER of 14.7%, and when fused with the
PRLM approach, they obtain, similar to [Torres-Carrasquillo et al., 2008] on the this task,
an EER of 10.6%. Koller et al. [2010] build a system that makes use of acoustic data and
orthographic transcripts to automatically identify a set monophones that distinguish pairs
of Portuguese varieties (African, Brazilian, and European). For each pair of varieties, for
each phone class, a binary Multi-Layer Perceptron classier is trained to distinguish which
variety a phone belongs to. The discriminating monophones are identied as those with
the best performing classiers. Using this knowledge, a phone recognizer is trained utilizng
an augmented monophone inventory (standard Portuguese phones + the most discriminat-
ing phones). Employing this phone recognizer in a PRLM approach, the authors obtain a
signicant reduction in error over the Parallel-PRLM approach.
Intonational cues have been shown to be useful indicators for human subjects identifying
regional dialects. Peters et al. [2002] show that human subjects rely on intonational cues
to identify two German dialects (Hamburg urban dialects vs. Northern Standard German).
Similarly, Barakat et al. [1999] show that subjects are able to distinguish between Western
vs. Eastern Arabic dialects signicantly above chance based on intonation alone.
Hamdi et al. [2004] show that rhythmic dierences exist between Western and Eastern
Arabic. The analysis of these dierences is done by comparing percentages of vocalic inter-
vals (%V) and the standard deviation of intervocalic intervals (C) across the two groups.
These features have been shown to capture the complexity of the syllabic structure of a
adjacent frame; where a frame of voiced speech signal is represented as the summation of harmonics.
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language/dialect in addition to the existence of vowel reduction. The complexity of syllabic
structure of a language/dialect and the existence of vowel reduction in a language are good
correlates with the rhythmic structure of the language/dialect; hence, such cues can be
important for language/dialect identication [Ramus, 2002].
It has been shown, for language recognition, that the phonotactic and acoustic ap-
proaches are the most eective approaches. Thus these have received the most attention
from researchers. This may be due to the fact that typical prosodic features capture,
in addition to language/dialect dependent information, a great deal of speaker-dependent
information (e.g., speaking rate and pitch range) and, more importantly, pragmatic and
paralinguistic information, such as the emotional state of the speaker. Moreover, prosodic
dierences are typically suprasegmental phenomena (e.g., at the intonational and/or inter-
mediate phrase level) which may require long test utterances during identication. Thus
far, there is no obvious way to isolate only the prosodic information that can distinguish
languages/dialects. In fact, we show in this thesis that global prosodic features plus prosodic
features extracted at the pseudo-syllable level modeled in HMMs improve signicantly over
a purely phonotactic approach.
4.3 Materials { Four Broad Arabic Dialects
When training a system to recognize languages or dialects, it is essential to use training and
testing corpora recorded under similar acoustic conditions. Otherwise, the trained models
may capture channel specic information as opposed to linguistic dierences. In this work,
we test our approaches on the following four Arabic dialects.
 Iraqi Arabic, including three sub-dialects: Baghdadi, Northern, and Southern.
 Gulf Arabic, including three sub-dialects: Omani, UAE, and Saudi Arabic.
 Levantine Arabic, including four sub-dialects: Jordanian, Lebanese, Palestinian, and
Syrian Arabic.
 Egyptian Arabic, including primarily Cairene Arabic.
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We obtain corpora for the above dialects recorded in similar recording conditions from
the Linguistic Data Consortium (LDC) CallHome and CallFriend corpora [Canavan and
Zipperlen, 1996c; Canavan et al., 1997b]. The data are spontaneous telephone conversations,
produced by native speakers of the dialects, speaking with family members, friends, and
unrelated individuals, sometimes about predetermined topics. Although some of the data
have been annotated phonetically and/or orthographically by LDC, we do not make use of
these annotations for our work.
In this work, we develop and compare multiple approaches for dialect recognition. Due
to the nature of the dierences between these approaches, we have used two slightly dierent
corpora with dierent divisions of the data into training and test sets, denoted as Data I
and Data II. Our initial approaches utilized Data I. In particular, during the development
of an approach that models acoustic features directly, we found that the Levantine corpus
appeared to have dierent recording conditions from the others. Therefore, for Data II, we
decided to replace the Levantine corpus in further experiments with a dierent Levantine
corpus. Moreover, in Data II, we decided to equalize the number of test speakers across
multiple categories, including gender and landline vs. mobile phones, and to use multiple
test trials from the same speaker.
4.3.1 Data I
We use the speech les of 965 speakers (about 41 hours of speech) from the Gulf Arabic con-
versational telephone Speech database for our Gulf Arabic data [Appen Pty Ltd, 2006a].2
From these speakers we hold out 150 speakers for testing.3 We use the Iraqi Arabic Conver-
sational Telephone Speech database [Appen Pty Ltd, 2006b] for the Iraqi dialect, selecting
475 Iraqi Arabic speakers with a total duration of about 25.73 hours of speech. From these
speakers we hold out 150 speakers4 for testing. Our Levantine data consists of 1258 speakers
2We excluded very short speech les from the corpora.
3The 24 speakers in devtest folder and the last 63 les, after sorting by le name, in train2c folder (126
speakers). The sorting is done to make our experiments reproducible by other researchers.
4Similar to the Gulf corpus, the 24 speakers in devtest folder and the last 63 les (after sorting by lename)
in train2c folder (126 speakers)
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from the Arabic CTS Levantine Fisher Training Data Set 1-3 [Maamouri et al., 2006]. This
set contains about 78.8 hours of speech in total. We hold out 150 speakers for testing from
Set 1.5 For our Egyptian data, we use CallHome Egyptian and its Supplement [Canavan et
al., 1997b] and CallFriend Egyptian [Canavan and Zipperlen, 1996c]. We use 398 speakers
from these corpora (75.7 hours of speech), holding out 150 speakers for testing.6 (about
28.7 hours of speech.)
Unfortunately, as far as we can determine, there is no data with similar recording condi-
tions for MSA. Therefore, we obtain our MSA training data from the TDT4 Arabic Broad-
cast News corpus. We use about 47.6 hours of speech. The acoustic signal was processed
using forced-alignment with the transcript to remove non-speech data, such as music. For
testing we again use 150 speakers, this time identied automatically from the GALE Year 2
Distillation evaluation corpus. Non-speech data (e.g., music) in the test corpus was removed
manually. It should be noted that the data includes read speech by anchors and reporters
as well as spontaneous speech spoken in interviews in studios and though the phone.
4.3.2 Data II
We use the speech of the 478 speakers from the Iraqi Arabic Conversational Telephone
Speech corpus [Appen Pty Ltd, 2006b], holding out 20% of the speakers for testing. We
use the 976 speakers from the Gulf Arabic Conversational Telephone Speech corpus [Appen
Pty Ltd, 2006a], again holding out 20% of the speakers for testing. Our Levantine data
consists of 985 speakers from the Levantine Arabic Conversational Telephone Speech corpus
[Appen Pty Ltd, 2007], also holding out 20% of the speakers for testing. These three corpora
were collected by the same company (Appen Pty Ltd) and appear to have been collected
under similar conditions. Each of the corpora contains male and female speakers speaking
by landline or mobile phones. Since it is likely that the distribution of these categories
may inuence the trained models, we decided to equalize the number of test speakers in
each category. So, our test set for each of the three dialects include: 25% are selected
randomly from the set of female speakers speaking on mobile phones; 25% selected from
5We use the last 75 les in Set 1, after sorting by name.
6The test speakers were from evaltest and devtest folders in CallHome and CallFriend.
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male speakers speaking on mobile phones; 25% selected from females speaking on landline
phones; and 25% selected from males speaking over landlines. For the Egyptian dialect
corpus, we use the 280 speakers in CallHome Egyptian and its supplement [Canavan et
al., 1997b] for training. Attempting to test our system on dierent acoustic conditions, we
employ a completely dierent corpus for testing: 120 speakers from CallFriend Egyptian
[Canavan and Zipperlen, 1996c]. This corpus was collected under dierent conditions. The
Egyptian data also includes male and female speakers, but it is not clear if the speakers
used landlines, mobile phones, or both. All corpora are provided by the Linguistic Data
Consortium (LDC).
To identify speech regions in the audio les, we segmented the les based on silence using
Praat [Boersma and Weenink, 2001], using a silence threshold of -35db, with a minimum
silence interval of 0.5s and minimum sounding intervals of 0.5s. All segments were used
in training. In this work, we test our system on 30-second cuts of this corpus. Each cut
consists of consecutive speech segments totaling 30s in length.7 Multiple cuts are extracted
from each speaker. For Iraqi, we have a total of 477 30s test cuts, and 801, 818, 1912 30s
test cuts for Gulf, Levantine, and Egyptian, respectively.
4.4 Dialect Recognition Framework
Some of the approaches used previously for dialect recognition, particularly the Parallel-
PRLM and GMM-UBM, have been employed with considerable success in the language
recognition community. In this thesis, we test and analyze the performance of the Parallel-
PRLM approach on dialect recognition in some detail in Chapter 5. In Chapter 6, we
describe a new way to model the prosodic structure of dialects to improve the Parallel-
PRLM approach. We further examine the eectiveness of the GMM-UBM approach, widely
employed in the language/speaker recognition community, on the task of Arabic dialect
recognition in Chapter 7. We also show how we can improve such an approach by applying
a speaker adaptation technique. In Chapters 8 and 9, we introduce two novel approaches
and show that these approaches, which are specically designed to model subtle phonetic
7N.B. It is sometimes necessary to truncate speaker turns to achieve exactly 30 seconds.
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dialectal dierences, signicantly outperform the others.
Hazen and Zue [1993] have designed an excellent formal probabilistic framework to in-
corporate dierent components which model the phonotactic, prosodic, and acoustic char-
acteristics of languages for the task of language identication. We adopt this framework
throughout this thesis to guide us in explaining the dierent approaches.
Let D = fD1; D2; :::; Dng represents the dialect set of interest of a predetermined lan-
guage. Given a speech utterance U of a speaker, we denote the acoustic information of the
utterance by two sequences: (1) ~a = f~a1;~a2; :::;~aT g, the frame-based vector sequence that
encodes the wide-band spectral information of U . (2) ~f = f~f1; ~f2; :::; ~fT g, the frame-based
prosodic feature vector sequence (i.e., F0 and intensity contours). If the task of interest is
identication, then we would like to nd the dialect Di that can best matches U. Therefore,
we can view the problem as a maximization process, as shown in (4.1).
argmax
i
P (Dij~a; ~f) (4.1)
The expression in (4.1) can be viewed as the most general expression describing the
dialect recognition task. Since every utterance contains an underlying sequence of linguis-
tic units, Hazen and Zue attempted to incorporate these units into the framework. Let
C = fc1; c2; :::; ckg represent the most likely linguistic unit sequence obtained from some
system, and S = fs1; s2; :::; sk+1g represent the corresponding alignment segmentation (e.g.,
time osets for each unit) in the utterance. If our linguistic units are phonemes, for exam-
ple, then these units and segmentations can be obtained from the rst best hypothesis of a
phone/phoneme recognizer. Assuming that these sequences can be obtained independently
of the dialect, it was shown that expression (4.1) can be reduced to (4.2), which is equiv-




P (DijC; S;~a; ~f) (4.2)
argmax
i
P (Di) P (CjDi) P (S; ~f jC;Di) P (~ajC; S; ~f;Di) (4.3)
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To simplify the modeling process, we can see that, instead of modeling one complicated
expression in (4.2), we can model each expression in the four factors in (4.3), separately.
For example, we note that the linguistic units and prosodic information are contained in
separated terms. Throughout this thesis, our choice of linguistic units are phonemes (i.e.,
C is a sequence of phonemes); therefore, these four expressions are termed:
1. P (Di): The prior probability of the dialect.
2. P (CjDi): The phonotactic model.
3. P (S; ~f jC;Di): The prosodic model.
4. P (~ajC;S; ~f;Di): The acoustic model.
4.5 NIST Evaluation Framework
For our phonotactic and prosodic modeling approaches, we report dialect identication
results using classication accuracy and an F-Measure for each class. However, in order
to allow comparison of our results to those obtained by other recent dialect-recognition
systems, we adopt the NIST language/dialect and speaker recognition evaluation framework
for the rest of our evaluations. In this framework, we report detection results instead of
identication. In the detection task, we are given a hypothesis and a set of test trials. We
are asked to give a decision for each test trial to accept or reject the hypothesis, along with
a condence score. Employing these scores, we report our results using Detection Error
Tradeo (DET) gures, which plots false alarms versus miss probabilities, and Equal Error
Rate (EER), the error rate when both false alarm and miss probabilities are equal [Martin
et al., 1997]. To plot an overall DET, our results are pooled across each pair of dialects
with dialect prior equalized to discount the impact of dierent number of test trials in each
dialect.8
8We use the NIST scoring software developed for LRE07: www.itl.nist.gov/iad/mig/tests/lre/2007






The phonotactic approach to dialect recognition relies on the hypothesis that dialects dier
in their phone sequence distributions. Arabic dialects dier in many respects, such as
phonology, lexicon, and morphology; therefore, it is highly likely that they too dier in
terms of phone sequence distribution and phonotactic constraints. Using the probabilistic
framework in Chapter 4 and assuming that the prior distribution is uniform, the dialect
recognition problem can simply be written as in (5.1) | i.e., in this approach, the prosodic





A well-known method for modeling phonotactic constraints of languages is PRLM (Phone
Recognition followed by Language Modeling) [Zissman, 1996]. In this approach, for dialect
recognition, the phones of the training utterances of a dialect are rst recognized using a
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single phone recognizer.1 Then an N-gram model is trained on the resulting phone sequences
for this dialect. This process results in an N-gram model (i) for each dialect that models
the dialect's distribution of phone sequence occurrences. During recognition, given a test
speech segment, one runs the phone recognizer to obtain the phone sequence C for this
segment and then computes the likelihood of the phone sequence given the N-gram dialect
model. For example, if N = 3, then the likelihood is computed as shown in (5.2).
P (C = c1; c2; :::; ck;i) = P (c1;i)P (c2jc1;i)
kY
j=3
P (cj jcj 1; cj 2;i) (5.2)
The dialect with the N-gram model that maximizes the likelihood is selected as the
hypothesized dialect of the given speech utterance, as shown in the expression (5.1).
5.3 Parallel PRLM Approach
Parallel PRLM is an extension to the PRLM approach, in which multiple (m) parallel
phone recognizers, each trained on a dierent language, are used instead of a single phone
recognizer [Zissman, 1996]. For training, one runs all phone recognizers in parallel on the
set of training utterances of each dialect. An N-gram model is trained on the outputs of
each phone recognizer for each dialect. Thus if we have n dialects, m x n N-gram models
are trained. During testing, given a test utterance, we run all phone recognizers on this
utterance and then compute the likelihood of the output phone sequence of each phone
recognizer given the corresponding N-gram model. Finally, the likelihoods are fed to a
combiner to determine the hypothesized dialect. It should be noted that this approach
assumes all streams of phones from the dierent phone recognizers to be independent.
Therefore, expression (5.1) can be written as in (5.3), where Cj is the phone sequence
obtained from phone recognizer j and ji is N-gram model j of dialect i.
2
1The phone recognizer is typically trained on one of the languages/dialects being identied. However, a
phone recognize trained on any language can be a good approximation, since languages/dialects may share
many phones in their phonetic inventory.
2Note that likelihoods in (5.3) have to be normalized rst.
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Instead of using such a simple combination and classication criteria (i.e., maximum
of the product of normalized likelihoods), we can make use of a back-end classier. In
our work, we have experimented with multiple discriminative classiers, such as logistic
regression, SVM and neural networks. We have found that a logistic regression classier
is superior. The recognition system with a back-end classier is illustrated in Figure 5.1.
There are multiple advantages of utilizing a back-end classier: (1) The likelihood scores
may not be comparable across phone recognizers (2) some phone recognizers may be less
eective than others on the task. A logistic regression classier, for example, nds the
































Figure 5.1: Parallel phone recognition followed by language modeling (Parallel PRLM) for
dialect recognition.
The idea behind using multiple phone recognizers as opposed to only one is to allow the
system to capture more phonetic dierences that might be crucial for distinguishing dialects.
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Particularly, since the phone recognizers are trained on dierent languages, they may be able
to model dierent vocalic and consonantal systems, hence a dierent phonetic inventory.
For example, an MSA phone recognizer typically does not distinguish the phonemes /g/
and /Z/; however, an English phone recognizer does. This phoneme is an important cue
to distinguishing Egyptian Arabic from other Arabic dialects. Moreover, phone recognizers
are prone to many errors; relying upon multiple phone streams rather than one may lead
to a more robust model overall.
5.4 Phone Recognizers
In our experiments, we have used phone recognizers for English, German, Japanese, Hindi,
Mandarin, and Spanish, from a toolkit developed by Brno University of Technology.3 These
phone recognizers are trained on the OGI multilanguage database [Muthusamy et al., 1992]
using a hybrid approach based on Neural Networks and Viterbi decoding without language
models (open-loop) [Matejka et al., 2005].
Since Arabic dialect recognition is our goal, we hypothesize that an Arabic phone recog-
nizer will also be useful, particularly since other phone recognizers do not cover all Arabic
consonants, such as pharyngeals and emphatic alveolars. We build three MSA phone rec-
ognizers: An open-loop phone recognizer which does not distinguish emphatic vowels from
non-emphatic (ArbO). This is the same as XPR, described in Chapter 3. Using the exact
settings (training data and design) of XPR, we build two other phone recognizers: Open-
loop with emphatic vowels (ArbOE), and a phone recognizer with emphatic vowels and
with a bi-gram phone language model (ArbLME). We add a new pronunciation rule to
the set of rules described in Chapter 3 to distinguish emphatic vowels (vowels in the con-
text of emphatic consonant, see Section 2.3.1) from non-emphatic ones when generating the
pronunciation dictionary. In total we employ 9 (Arabic and non-Arabic) phone recognizers.
3http://speech.t.vutbr.cz/en/software/phoneme-recognizer-based-long-temporal-context
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5.5 Evaluation of PRLM and Parallel PRLM
We conduct three experiments. The rst is an attempt to classify four colloquial Arabic
dialects using the Parallel PRLM approach. In the second experiment, we compare the
performance of PRLM and Parallel PRLM approaches on the four dialects. Finally, in the
third, we evaluate the parallel PRLM approach when including MSA as the fth \dialect"
{ a ve-way classication task. In all the experiments, we use the SRILM toolkit [Stolcke,
2002] to train backo trigram models with Witten-Bell smoothing. The 150 test speakers,
described in Section 4.3 (Data I), of each dialect are rst decoded using the phone rec-
ognizer(s) to phone sequences. Then the perplexities of the corresponding trigram models
on these sequences are computed and given to the logistic regression classier.4 Instead of
splitting our held-out data into test and training sets to train/test the back-end classier,
we report our results with cross validation. To analyze how dependent our system is on the
duration of the test utterance, we report the system accuracy and the F-measure of each
class for dierent durations (5s { 2m). The longer the utterance, the better we expect the
system to perform.
5.5.1 Four Arabic Dialect Recognition (Parallel PRLM)
In our rst experiment, we test our system on four colloquial Arabic dialects (Gulf, Iraqi,
Levantine, and Egyptian) in Data I. As mentioned above, we use the phone recognizers
to decode the training data to train the nine trigram models per dialect (9x4=36 trigram
models). We report our 10-fold cross validation results on the test data in Figure 5.2.
We can observe from these results that, regardless of the test-utterance duration, the best
distinguished dialect among the four dialects is Egyptian (F-Measure of 90.1% with 30s test
utterances), followed by Levantine (F-Measure of 79.9% with 30s). The most confusable
dialects, according to the classication confusion matrix, are those of the Gulf and Iraqi
Arabic (F-Measure of 65.9%, 65.7%, respectively with 30s). This confusion is consistent with
dialect classications that consider Iraqi a sub-dialect of Gulf Arabic. Using this framework
4In this work, we have not employed feature selection, which make our results slightly dierent from our
published work [Biadsy et al., 2009].






















Figure 5.2: The accuracies and F-Measures of the four-way classication task with dierent
test-utterance durations
on 2-minute utterances, we obtain a classication accuracy of 83.5%. Note that if instead
of using a back-end classier, we compute the expression in (5.3), we obtain substantially
lower accuracy of 65.5% (for 2-minute utterances).
5.5.2 PRLM vs. Parallel PRLM for Dialect Recognition
In this experiment, we compare the PRLM approach (one stream of phones) versus the
Parallel PRLM approach (using 9 streams of phones) for the task of four Arabic dialects.
For the PRLM, we use only the phone recognizer with emphatic vowels (ArbOE), and
the nine phone recognizers as described in previous section for the Parallel PRLM. In this
experiment, we report results with 25-fold cross validation to allow more reliable statistical
signicance testing. The results are shown in Figure 5.3. We observe that Parallel PRLM
outperforms the PRLM approach in all test duration conditions with statistical signicance
in almost all cases except for the 120 second utterances. These results are consistent with
previous results in the language recognition literature.



















Figure 5.3: The PRLM versus the Parallel PRLM approach for the four-way classication
task with dierent test-utterance durations. The bars represent the standard error with
0.05 signicance level
5.5.3 Dialect Recognition with MSA
Considering MSA as a dialectal variant of Arabic, we are also interested in analyzing the
performance of our system when including it in our classication task. In this experiment,
we add MSA as a fth class. We perform the same steps described above for training,
using the MSA corpus described in Section 4.3 (Data I). For testing, we use also our 150
hypothesized MSA speakers as our test set. Interestingly, in this ve-way classication, we
observe that the F-Measure for the MSA class in the cross-validation task is always above
98% regardless of the test-utterance duration, except for the 15s case (94.6%), as shown in
Figure 5.4.
It would seem that MSA is rarely confused with any of the colloquial dialects: it appears
to have a distinct phonotactic distribution. This explanation is supported by linguists, who
note that MSA diers from Arabic dialects in terms of its phonology, lexicon, syntax and
morphology, which appears to lead to a profound impact on its phonotactic distribution
[Holes, 2004]. Similar to the four-way classication task, Egyptian was the most easily























Figure 5.4: The Accuracies and F-Measures of the ve-way classication task with dierent
test-utterance durations
distinguished dialect (F-Measure=91.4%, with 30s test utterance) followed by Levantine
(79.8%), and then Iraqi and Gulf (67.6% and 70%, respectively). Due to the high MSA
F-Measure, the ve-way classier can also be used as a binary classier to distinguish MSA
from colloquial Arabic (Gulf, Iraqi, Levantine, and Egyptian) reliably.
However, it should be noted that our classication results for MSA might be inated
for several reasons: (1) The MSA test data were collected from Broadcast News, which
includes read (anchor and reporter) speech, as well as telephone speech (for interviews). (2)
The identities of the test speakers in the MSA corpus were determined automatically, and
so might not be as accurate since we do cross-validation. As a result of the high recognition
rate of MSA, the overall accuracy in the ve-way classication task is higher than that of
the four-way classication.
5.6 Conclusions
In this chapter, we have analyzed the performance of well-known language recognition
phonotactic-based approaches (PRLM and Parallel-PRLM) on distinguishing our four broad
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Arabic colloquial dialects plus MSA. We have found that these dialects signicantly dier
in terms of their phonotactic distributions. Parallel-PRM can identify Arabic dialects with
considerable accuracy, especially when employing a back-end classier. Importantly, we
have observed that Parallel-PRLM rarely confuses MSA with any other colloquial dialects,
suggesting that MSA has its own distinct phonotactic constraints. Consistent with previous
results in the language recognition literature, we have seen that Parallel-PRLM signicantly
outperforms the PRLM approach in most test-durations on Arabic dialects as well.






The prosodic modeling approach for dialect recognition relies on the hypothesis that dialects
dier in their prosodic structure. Using the probabilistic framework described in Chapter 4
and assuming that the prior distribution is uniform, the dialect recognition problem can
simply be written as in (6.1) | i.e., in this approach, the phonotactic and acoustic models
are ignored. In addition to suggesting a method to model the prosodic structure of dialects,
we also focus our attention in this section on identifying and analyzing prosodic dierences
across four Arabic dialects. In particular, we attempt to answer the following questions:
(1) Do dialects dier in terms of their prosodic structure?; if so, (2) what are the individual
prosodic cues that make dialects dierent?; (3) How can we model the prosodic structure
of a dialect?; (4) How well does a dialect recognition system that relies only on prosodic
features perform?; and nally, (5) how much can prosody contribute to the recognition task
when combined with a phonotactic approach?
argmax
i
P (S; ~f jC;Di) (6.1)
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6.2 Prosodic Dierences Across Dialects
In this section, we identify global prosodic features that dier signicantly across our four
Arabic dialects. We randomly select 398 speakers from each dialect corpus from (Data I)
and examine the rst 2 minutes of speech from each speaker. We rst segment the speech
les based on silence. We assume that each non-silent segment is a valid speech segment;
inspection of a random sample of the output of this process shows this assumption to be
reasonable. In this work, several of our prosodic features are calculated at the syllable level;
therefore, we next syllabify the speech segments. Since, to our knowledge, there are no au-
tomatic syllabication systems for Arabic dialects that employ only acoustic information,
we employ a pseudo-syllabication approach which has been employed in previous work
[Rouas, 2007; Timoshenko and Hoge, 2007]. We dene a pseudo-syllable as a cluster of op-
tional consonants followed by a single vowel (i.e., C*V). To identify vowels and consonants,
we run our open-loop phone recognizer (ArbO), described in Section 5.4, and map all six
MSA vowels to V and all other phones to C. Note that we have time boundaries of the
syllables from our phone recognizer.
6.2.1 I. Pitch Features Across Dialects
To test whether dialects dier in their pitch variation, we compute the mean pitch range for
each speaker by rst Z-normalizing the entire F0 contour and then computing the average
of the F0 maxima in all the speaker's segments.1 Using the normalized F0 contour, we
also compute the pitch register across dialects; this is computed as the average of the
dierence between the F0 maximum and F0 minimum over all the speech segments of the
speaker. Similarly, we extract the average of the F0 minimum of all speech segments of the
speaker. We also compute the standard deviation of the entire (unnormalized) F0 contours
of the speaker to test if one dialect employs more dynamic intonational contours than other
dialects.
Previous work has suggested that H peaks may align earlier in Egyptian formal Arabic
1We use the mean of F0 maxima for pitch range instead of the absolute maximum, to reduce the sensitivity
to errors introduced by the pitch tracking algorithm.
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(within the stressed syllable) than in Egyptian colloquial Arabic [Hellmuth and El Zarka,
2007]. To test whether Arabic dialects dier in the alignment of the pitch peaks to sylla-
bles, we compute the mean distance (in seconds) of pitch maxima from the beginning of
the syllable, normalized by the duration of the syllable. This value is between 0 and 1.
(Currently, we do not attempt to distinguish stressed syllables from unstressed.) We then
compare these prosodic features for each pair of dialects, using Welch's t tests. Table 6.1
shows the dierences we have observed in the data for each pitch feature across all 6 pairs
of dialects. X* indicates that dialect X has a greater mean for that feature than does the
other dialect with signicance level of 0.05; **, with signicance level of 0.01; and ***, with
0.001.
Dialect 1 Dialect 2 Pitch
Register
Pitch Range Pitch Min Pitch SDev Pitch Peak
Alignment
Gulf Iraqi I*** I*** G** { I***
Gulf Levantine L*** L*** { G .07 G**
Gulf Egyptian E*** { G*** G*** E***
Iraqi Levantine { L .067 L* I*** I***
Iraqi Egyptian I*** I*** I .056 I*** {
Levantine Egyptian L*** L*** L*** L*** E***
Table 6.1: Comparing global pitch features between dialect pairs
We see from these results that Levantine and Iraqi speakers tend to speak with higher
pitch range and more expanded pitch register than Egyptian and Gulf speakers. In addi-
tion, Gulf speakers tend to use a more compressed pitch register than Egyptian speakers.
Moreover, Iraqi and Gulf intonation show more variation than Egyptian and Levantine.
Nonetheless, the intonational contours of Levantine speakers vary signicantly more than
that of Egyptian speakers. Pitch peaks within pseudo-syllables in Egyptian and Iraqi are
shifted signicantly later than the pitch peaks in Gulf and Levantine. However, Levantine
speakers tend to shift their pitch peaks earlier in syllables than do Gulf speakers.
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6.2.2 II. Durational and Rhythmic Features Across Dialects
We analyze dialects' timing features using Ramues' rhythmic measures [Ramus, 2002]. Par-
ticularly, we compare percentages of vocalic intervals (%V), the standard deviation of rvo-
calic intervals (V), and the standard deviation of intervocalic intervals (C) across pairs of
dialects. These measures have been shown to capture the complexity of the syllabic structure
of a language/dialect in addition to the existence of vowel reduction. Languages/dialects
that have a high variability of consonantal intervals are likely to have more clusters of con-
sonants, which lead to more complex syllables. The complexity of syllabic structure of a
language/dialect and the existence of vowel reduction in a language/dialect are good corre-
lates with the rhythmic structure of the language/dialect. In this work, we identify vocalic
intervals using our phone recognizer. A sequence of consecutive vowels are considered as
a single vocalic interval. Similarly a sequence of consecutive consonants is considered as
one intervocalic interval. Again, we use Welch's t test to indicate signicant dierences in
features between each dialect pair. Table 6.2 again shows our results.
Dialect 1 Dialect 2 C V %V Speaking Rate
Gulf Iraqi { G*** G*** G***
Gulf Levantine G* { { G**
Gulf Egyptian G*** E** E*** E**
Iraqi Levantine I*** L*** L*** {
Iraqi Egyptian I*** E*** E*** E***
Levantine Egyptian L*** E .1 E*** E***
Table 6.2: Comparing global durational features between dialect pairs
We observe that both Gulf and Iraqi have signicantly higher variation in their inter-
vocalic intervals than Levantine and Egyptian. Assuming that our automatically obtained
pseudo-syllables are good approximations of true syllables, we may conclude that Gulf and
Iraqi dialects tend to have more complex syllabic structure. Also, Egyptian has the low-
est variation in its intervocalic intervals, suggesting that it has the least complex syllabic
structure.
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Egyptian tends to have longer and more variation in vocalic intervals than other dialects,
which may account for vowel reduction and quantity contrasts. These features suggest that
some of these dialects do in fact dier in their rhythmic structure, empirical conrmation
of previous phonological hypotheses.
We also want to test the eect of speaking rate on distinguishing our Arabic dialects.
Speaking rate is computed here as the number of pseudo-syllables per second. We see that
Egyptian speakers are the fastest speakers followed by Gulf speakers. Iraqi and Levantine
are the slowest speakers, with comparable rates.
6.3 Modeling Prosodic Patterns
Although we have found major dierences between dialects in prosodic and rhythmic vari-
ation, we suspect that the global features described above are not sucient to capture
aspects of the prosodic structure of a dialect. These features do not, for example, capture
specic contextual, segmental and sequential patterns, such as the shape of intonational
contours and the distribution of dierent contour types in a dialect. We believe that mod-
eling sequences of local prosodic features using sequential models, such as HMMs, may be
more eective in modeling the prosodic patters of a dialect. To model sequential prosodic
structure, we extract ve dierent sequences from each speech segment in our training
data: mean F0 (~fmean), pitch slope (~fslope), pitch peak alignment (~fpeaks), RMS (Root
Mean Square) intensity (~e), and duration (~d). Each sequence consists of two-dimensional
feature vectors. Each vector is extracted from prosodic data within pseudo-syllables. These
features are illustrated in Figure 6.1 and described below.
To test whether dialects dier in the characteristics of their intonational contours, we
extract three types of sequences from the Z-Normalized F0 contour. We calculate the mean
of the F0 values within each pseudo-syllable and compute the deltas of these means to
approximate the rst derivative of the F0 contour (this feature is denoted as I in Figure 6.1);
we dene delta here as the dierence between each two consecutive values. To model pitch
slope, we t a linear regression given the values of the Z-normalized F0 contour in each
pseudo syllable, and extract the angle of the regression line (denoted as II in the gure).
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Figure 6.1: Local prosodic features extracted from the pseodo-syllables in a speech segment
We also add the deltas of these angles. For pitch peak alignment, we extract the location
in time (starting from the onset of the syllable) of the F0 peak within pseudo syllables
(denoted as III). The values of these features are between 0 and 1. We also compute the
delta of these locations.
Intensity features play an important role in prosodic events [Rosenberg and Hirschberg,
2006]. Therefore, for each speech segment, we rst Z-normalize the intensity contour and
then extract the RMS of the intensity values within pseudo-syllables (denoted as IV in the
gure). We also add the deltas of these RMS intensity features.
As mentioned in Section 4.2, Arabic dialects have been shown to dier in their rhythmic
structure. We approximate the rhythm of a dialect by modeling the sequence of the log of
the duration of each pseudo-syllable (denoted as V). Similar to the other sequences, the
delta of these log durations is included in the feature vector. This modeling of rhythm is
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somewhat similar to [Timoshenko and Hoge, 2007], but that work models rhythm using
a joint multinomial distribution of two consecutive durations instead of an HMM of log
durations and deltas, described next.
Now, we turn our attention to modeling the prosodic structure of each dialect using the
prosodic features described above for the task of dialect recognition. To model the prob-
ability distribution in (6.1), as mentioned above, we extract multiple prosodic sequences
at the level of pseudo-syllables. First, note that the expression in (6.1) is equivalent to
the expression in (6.2). Since we assume here that the phonotactic model is uniform,
we obtain the expression in (6.3). Now, instead of modeling this complicated probability
distribution, we extract only useful prosodic feature sequences, by employing some param-
eterization function of f~f , S, and Cg.2 Assuming that our prosodic features are limited
to f~fmean; ~fslope; ~fpeaks; ~e; ~dg, the expression in (6.3) is equivalent to the expression in (6.4).
In this work, we assume that these sequences are statistically independent, thus expression
(6.4) can be written as in (6.5).3
argmax
i
P (~f; S; CjDi)=P (CjDi) (6.2)
argmax
i
P (~f; S; CjDi) (6.3)
argmax
i
P (~fmean; ~fslope; ~fpeaks; ~e; ~djDi) (6.4)
argmax
i
P (~fmeanjDi)P (~fslopejDi)P (~fpeaksjDi)P (~ejDi)P (~djDi) (6.5)
An obvious approach that can be used to model each of these sequences is an ergodic
HMM, described in the next section. Although HMM assumes conditional independence
between the sequence elements, it has proven to be robust in similar scenarios. Note that
2Note that this function uses S and C to pseudo-syllabify the utterance and then extract prosodic features
for each pseudo-syllable.
3In fact, we have built a model without this assumption, but our approach which involves a back-end
classier (described below) performs signicantly better than that of one joint model.
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Hazen and Zue [1993] extract only the F0 contour and assume that they are independent
of the phone durations and identities. They model the F0 contour using a multinomial
distribution in which they assume that the F0 points are statistically independent.
6.4 HMM Settings
For each dialect, we model each of the ve sequence types mentioned above using an ergodic
continuous HMM with GMM observation distribution for all states with diagonal covariance
matrices for all Gaussian components.4 The state transition matrix (A) and initial state
distributions () in all HMMs are initialized uniformly, and the Gaussian mixture compo-
nents of all the states are initialized by running k-mean clustering rst. The number of
states and number of Gaussians are determined empirically. For all the F0 HMMs (I{III),
we use four hidden states with one Gaussian per state. For the intensity HMMs (IV), we
use six states and two Gaussian components per state, and for the durational HMMs (V),
we use 3 states and one Gaussian per state. We have an HMM for each pair of dialect and
sequence type. Since we analyze four dialects and ve sequence types, we have 20 HMMs
in total. All HMMs are trained using the Baum-Welch algorithm on the training data in
Section 4.3 (Data I). We use the HMM Matlab toolkit [Murphy, 2004] for training and
decoding.
6.5 Evaluation Using Prosodic Features
In this section, we describe a system for classifying the four Arabic dialects using the global
and sequential prosodic features described above, which we then compare to the parallel
PRLM system described in the previous section. Finally, we combine these two systems to
see if prosodic features provide information that phonotactics does not.
We rst evaluate the eectiveness of the global features described in Section 6.2 for
dialect recognition. We use the 150 test speakers in Data I from each dialect to train a
logistic classier that uses only the nine global features. Four-way 10-fold cross-validation
4We have experimented with full covariance matrices instead, but generally we have not observed im-
provements over diagonal matrices.
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classication shows that, with these features only, we obtain an accuracy of 54.83%. F-
Measures of the classes are shown in Table 6.3; the chance baseline is 25%.
Feature Type Acc (%) Gulf (F1) Iraqi (F1) Lev (F1) Egy (F1)
Chance baseline 25.0 - - - -
Nine global prosodic features 54.8 41.2 53.6 56.5 65.3
+ Vowel duration mean & SDev. 60.0 52.7 57.1 62.8 66.9
+ Sequential prosodic modeling 72.0 68.9 66.4 72.9 79.2
Phonotactic classier (Parallel PRLM only) 83.5 74.7 75.7 88.4 95.2
Phonotactic & prosodic features (one classier) 81.5 74.1 74.6 86.3 90.2
Combining phonotactic & prosodic classiers 86.3 79.5 81.5 89.5 94.9
Table 6.3: Four-way 10-fold cross-validation dialect recognition results for our 600 speakers,
with dierent feature sets; F1 is the F-Measure. Test utterance duraion is 2 minutes.
We have also observed that dierent dialects lengthen certain vowels more than others,
so we include the mean and standard deviation of the durations of each vowel type from a
speaker as features in our classier. When we analyze the errors of our phone recognizer,
we also observe that glottal stops and vowels are often confused, so we include the duration
and standard deviation of glottal stop durations as well. Thus, we have fourteen additional
features: the mean and standard deviation of 6 vowels and the glottal stop phone. When
we add these duration features we obtain a signicant increase in accuracy 60%. All F-
measures also show some increase, as shown in Table 6.3. It should be noted that the vowel
duration features do not perform well alone; the accuracy of the dialect recognition system
using the fourteen features alone is only 44.16%.
To test the usefulness of our sequential prosodic features on dialect recognition, we
extract the feature-vector sequences of each sequence type from each dialect and train an
HMM on the training corpus for each of our dialects. In total, we have 20 (4 dialects x 5
sequence types) HMMs. Given a speaker's utterance, we rst extract each sequence type
and compute the likelihood of this sequence given each of the ve corresponding HMMs.
Again using the held-out 150 speakers for each dialect, if we calculate the expression in
(6.5), we achieve an accuracy of only 38.0% for our four-way classication task.
Similar to the Parallel-PRLM back-end classier, we hypothesize that nding optimal
weights for combining the likelihoods to discriminate dialects is also important. Therefore,















Figure 6.2: Dialect recognition for local prosodic features
we make use of a logistic regression back-end classier where the normalized log-likelihoods
of each utterance are the features (4 dialects x 5 HMMs = 20 features).5 We report 10-fold
cross-validation results over the 600 speakers held out from HMM training. The recognition
framework is illustrated in Figure 6.2. Using a back-end classier, we obtain an accuracy
of 63.8%, a substantial improvement. Another advantage of using a back-end classier as
opposed to the product of the likelihoods is that it allows us to include additional features.
In fact, when we add the global prosodic features, we obtain a signicant increase in accuracy
of 72% (Table 6.3).
6.6 Combining the Phonotactics and Prosodic Features
We have seen that prosodic features when used alone are valuable features for identifying
Arabic dialects. We also have observed, in Chapter 5, that phonotactic features so far
are superior at distinguishing dialects. Now we examine whether prosodic features add
new information that may improve dialect classication. If so, how can we best combine
5The log-likelihoods are normalized by the length of the corresponding sequence.
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phonotactic and prosodic information?
Recall that we have two back-end logistic classiers, one for the phonotactic approach
(see Section 5.3) and another for the prosodic approach. If, instead of training the two sep-
arately, we train a single classier that includes both phonotactic and prosodic information,
we obtain an accuracy of 81.5% { somewhat lower than the accuracy of the phonotactic clas-
sier alone. We speculate that the reason for this lower performance may be a data sparsity
issue, since we increase the feature dimensionality but still perform 10-fold cross-validation
on only 600 instances.
So, instead of training one classier that combines all features, we combine the poste-
rior probabilities of the two classiers by multiplying the posterior probabilities and then
returning the class with the maximum score. We found that this approach outperforms the
sum and max combination strategies [Kittler et al., 1998]. Using this approach, we obtain
a signicant (p-value=:022) increase in accuracy (86.33%) over the phonotactic approach
alone (Table 6.3). We have also obtained similarly signicant increase in accuracy when
using 15, 25 and 50 -fold cross-validation.
It should be noted that the percentage of instances that are incorrectly classied by the
phonotactic classier but correctly classied by the prosodic classier is 9.5%. Thus, the
upper bound accuracy that could be obtained by using the phonotactic and the prosodic
classiers together would be 93% (9.5 + 83.5). Further research is required to nd a
better method for combining phonotactic and prosodic features. Similar to the phonotactic
approach, with the combined systems, we also observe that the most distinguishable dialect
among our four dialects is Egyptian, followed by Levantine, and still the most confusable
dialect pairs are Iraqi and Gulf Arabic.
6.7 Distinguishing Dialects using Phonotactic versus Prosodic
Features
In this section, we attempt to test the following hypothesis:
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The easier it is to distinguish a pair of Arabic dialects using phono-
tactic features, the easier it is to distinguish them using prosodic
features.
We test this hypothesis by analyzing the correlation between the performance of our
phonotactic-based classier and our prosodic-based classier on all pairs of dialects. In
particular, we train two binary logistic regression classiers for each pair of dialects. The
rst classier makes use only of phonotactic features, and the second makes use only of
prosodic features (Global + HMM log-likelihoods). We compute the accuracies of 10-fold
cross-validation of the two classiers; thus we have a 2D point for each pair of dialects.6 We
plot these 2D points for the six pairs shown in Figure 6.3. We nd that there is a signicant














































Accuracy of  the prosodic system (%) !
Figure 6.3: Linear Regression between the accuracy of the phonotactic approach and the
prosodic approach for each pair of dialects
6We use 2-minute utterances for each system.
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It is known that there are certain correlations between these two domains of pho-
netic/phonotactic and prosodic information. Vowels are distinguished in part by dierences
in their intrinsic F0, for example. This relationship between phonotactic and prosodic struc-
tures may be seen in the relationship that exists between syllabic structure, which is partly
captured by phonotactic constraints, and rhythmic structure. In our own work, we have
found that %V and  V in Egyptian Arabic are higher than they are in all other Arabic di-
alects. Also, we have seen that Egyptian is the most easily distinguished dialect using either
a phonotactic or a prosodic approach. We hypothesize that Egyptians greater percentage
of vocalic intervals may allow opportunities for a greater range of pitch patterns. Nonethe-
less, the correlation we observe between the performance of our two classiers is still quite
striking. It is possible that this correlation reects an important underlying relationship
between the prosodic and phonotactic structures of a dialect and they may in fact constrain
each other. More careful studies however will be needed to validate this hypothesis.
6.8 Conclusions
We have shown empirically that four Arabic dialects (Gulf, Iraqi, Levantine, and Egyptian)
exhibit signicant dierences from one another in terms of characteristics of their prosodic
structure, including pitch range, register, and pitch dynamics, as well as dierences in their
rhythmic structure, speaking rate, and vowel durations. We have demonstrated that we
can utilize these prosodic features to automatically identify the dialect of a speaker with
considerable accuracy. Modeling sequences of local prosodic features at the level of pseudo
syllables using HMMs signicantly improves accuracy when combined with global prosodic
features, resulting in an accuracy of 72.0%. Such accuracy strongly indicates that prosody
alone carries signicant information for distinguishing dialects. Note that this information
is also available to human listeners attempting to identify dialects, and suggests that these
subjects can rely on prosody to do that. This has been corroborated by perceptual studies
in two German dialects as well as Eastern vs. Western Arabic dialects, as discussed in
Section 4.2.
Our prosodic modeling approach can also signicantly improve a system that utilizes
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phonotactic features only, resulting in an accuracy from 83.5% to 86.3% . Although our
analyses and modeling techniques here are specically done for Arabic dialects, our method-
ology is general enough to be applied to other dialects of other languages. We have also
observed that the more dicult it is to distinguish a pair of dialects using the phonotactic
approach, the more dicult it is to distinguish using only prosodic features.






Acoustic modeling has received a great deal of attention in the past decade for both language
and speaker recognition systems, due to its simplicity and relatively good performance. The
acoustic modeling approach for dialect recognition relies on the hypothesis that dialects
dier in terms of their spectral distribution. According to phonologists, Arabic dialects
have been shown to dier in the vowel and consonantal spaces as well as in some subtle
phonetic realizations (see Chapter 2). Therefore, it is also highly likely that the spectral
distributions will signicantly dier across Arabic dialects. Again, using the probabilistic
framework in Chapter 4 and assuming that the prior distribution is uniform, the dialect




P (~a = a1; a2; :::; aT jC; S; ~f;Di) (7.1)
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7.2 Acoustic Feature Extraction
The acoustic features we extract for this approach are the same features employed in IBM's
Attila Arabic ASR system [Soltau et al., 2009]. The front end is a 13-dimensional PLP
with cepstral mean and variance normalization (CMVN). Each frame is spliced together
with four preceding and four succeeding frames and then LDA is performed to yield 40-
dimensional feature vectors. We use the LDA matrix derived for IBM's Attila Arabic ASR
system here [Soltau et al., 2009]. Hence, ai (where 1  i  T ) in (7.2) is a 40D PLP vector.
7.3 GMM Approach
Most acoustic-based language/dialect recognition systems employ, at some point, a Gaussian
Mixture Model (GMM) to model the acoustic space of each language/dialect. GMM is a
well-studied statistical model. GMMs are computationally inexpensive, and, typically, the
standard acoustic features used tend to be locally normally distributed and uncorrelated. In
this approach, each language/dialect's acoustic frames are modeled using a separate GMM.
What makes this approach simple is the assumption that the acoustic-frame sequence ~a is
statistically independent of the linguistic units C, segmentation S, and prosodic features ~f .
Hence, the expression in (7.1) can be reduced to (7.2). Furthermore, the acoustic frames
are assumed to be i.i.d. (independent and identically-distributed). Thus we obtain (7.3).
Under the assumption that the acoustic distribution is a GMM with m mixtures, we get the
expression in (7.4), where !ij , ij , and ij are the weight, mean, and covariance matrix of
Gaussian j (where 1jm) of dialect i respectively, and N represents the pdf (probability
density function) of the normal distribution.
argmax
i












!ijN (at;ij ;ij) (7.4)
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7.4 GMM-UBM
The parameters of the GMM of each dialect could be estimated using the well-known Expec-
tation Maximization (EM) algorithm. However, instead, a \large" GMM-Universal Back-
ground Model (GMM-UBM) is rst trained to represent the dialect-independent (\univer-
sal") distribution of acoustic data. Afterwords, a separate GMM for each dialect is derived
by MAP (Maximum A-Posteriori) adapting the trained GMM-UBM to the acoustic training
data of that dialect (see next section for MAP adaptation). The advantages of using such
adaptation over running the EM algorithm to train each dialect model (GMM) separately
are as follows: We obtain a tighter coupling between the dialect model and the UBM. This
coupling has shown to outperform the decoupled models for speaker recognition [Reynolds
et al., 2000]. Moreover, all dialect models have the same initialization parameters, which
are the same as the UBM's. In addition, MAP adaptation combines the robustly estimated
UBM parameters with the dialect model parameters. This leads to more robust estimates
of dialect models for those dialects with insucient training data. Finally, training a new
dialect model is faster than running the EM again on each dialect { it requires only a few
adaptation iterations.
7.4.1 MAP Adaptation for GMMs
For the past decade, adapting the UBM parameters using MAP (or so-called Bayesian)
adaptation has become a standard technique in the speaker and language recognition com-
munities. We next describe the formulas to adapt the GMM parameters.1
Let X = fx1; :::; xT g be the training data of dialect k to which we are adapting the
UBM. MAP adaptation is like the EM algorithm in consisting of two steps. The rst step
is identical to the expectation step, in which the sucient statistics of X are computed for
each mixture component i in the UBM, see (7.5){(7.8).2
1The formulas and material presented in this subsection are based on [Reynolds et al., 2000]. For more
details about the mathematical derivations of these formulas, see [Gauvain and Lee, 1994].
2We assume diagonal matrices, where 2i is the variance vector of Gaussian component i. We denote x
2
as diag(xxT ).
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P (ijxt) = !iN (xt;i; 
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The second step in adaptation is unlike the one in EM. In adaptation, the new sucient
statistics are then linearly combined with the old sucient statistics using a data-dependent
mixing factors (fwi ; mi ; vi g) to obtain the adapted parameters !^i; ^i; ^i2 (for each Gaus-




i ni=T + (1  wi )!i] (7.9)
^i = 
m
i Ei(x) + (1  mi )i (7.10)
^i
2 = viEi(x
2) + (1  vi )(2i + 2i )  ^i2 (7.11)
Note that there is a data-dependent adaptation coecient i , where  2 fw;m; vg,
for each mixture and each parameter in the above equations. This coecient is dened in
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7.5 Scoring
We describe in this section how we can obtain condence scores to be used in plotting the
DET curves (see Section 4.5). First, we denote the feature vector extracted for a given test
trial r, as Or. For example, in the GMM-UBM approach, Or is the acoustic-frame sequence
~a of trial r, in (7.2). Every test trial is given a condence score for belonging to target
dialect Dt. Assuming that the dialect priors are equal, the posterior probability of Or can
be reduced to the expression in (7.13). We use these posterior probabilities to represent
the detection scores used in plotting DET curves, similar to [Matejka et al., 2006]; where D
is the set of dialects of interest, p(OrjDx) represents the likelihood of Or given the model
Dx of dialect Dx, and r normalizes duration dierences across trials.
In the standard NIST Language Recognition Evaluation (LRE), the task is a pairwise
language/dialect detection task; therefore, for score computation we can make use of the
knowledge that an utterance belongs to either the target or non-target dialect. So, in our
rst scoring scheme, PairScoring, we normalize by the sum of the likelihoods under the
target and non-target dialect models only | i.e., D in (7.13) contains only Dt and Dnt,
the non-target dialect. However, in the second scoring scheme, AllScoring, we do not
use this knowledge. Instead, we normalize by the sum of the likelihoods of Or under every
model to represent the nal score | i.e., D in (7.13) contains all our dialects.




7.6 Evaluation of GMM-UBM
Employing the evaluation framework described in Section 4.5, we evaluate the standard
GMM-UBM approach using the acoustic features described in Section 7.2. We rst extract
these acoustic features to obtain the 40-dimensional PLP vectors for the training and test
sets in Data II. We use an equal number of training frames from three dialects (Iraqi,
Gulf, and Levantine) to ML-train the UBM with 2048 Gaussian components (with diagonal
covariance matrices), using the EM algorithm. Note that it has previously been shown that
2048 components achieve the best performance for language and speaker recognition tasks.
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A GMM (Dx) is created for each dialect (Dx) by MAP adapting only the means of
the UBM using the entire training data for that dialect. We run the MAP adaptation in
5 iterations with a relevance factor of rm = r = 16.3 These settings are similar to [Torres-
Carrasquillo et al., 2008]. In this work, we do not employ fast scoring [Reynolds et al., 2000;
Wong et al., 2000].
During testing, we calculate the scores as in (7.13), where Or represents the sequence of
40D PLP features of trial r, and p(OrjDx) represents the likelihood of Or given GMM Dx
of dialect Dx, and r is the inverse of the number of frames in the sequence Or. We use the
test data of the four dialects, described in Section 4.3 (Data II), to test the performance
of the GMM-UBM approach on 30s cuts. We test the two scoring schemes described in
Section 7.5. Using AllScoring, which uses all the scores from all GMM models, we
obtain an EER of 20%. We get a signicant improvement when utilizing PairScoring: an
EER of 15.3%. The overall DET curve using PairScoring is shown in Figure 7.1.
7.7 Context-Dependent Phone Recognizer
We next show how we can improve the GMM-UBM approach by employing feature space
Maximum Likelihood Linear Regression (fMLLR) adaptation. For such an adaptation,
we need to provide the fMLLR algorithm either word or phone hypothesis for each utter-
ance. Employing phone hypotheses, we build our own phone recognizer which uses the
front-end described in Section 7.2. We build a continuous HMM-based triphone context-
dependent (CD) phone recognizer using IBM's Attila system [Soltau et al., 2009]. This
phone recognizer is trained on MSA using 50 hours of GALE speech data of broadcast news
and broadcast conversations, downsampled to 8Khz. Our phone recognizer consists of 230
context-dependent acoustic models and a total of 20,000 Gaussians. We use one acoustic
model for silence, one for non-vocal noise and another to model vocal noise. Therefore, in
total, we have 227 CD-phones. The set of CD-phones is automatically generated by using a
decision tree which asks questions about left and right contexts of each triphone. Contexts
3r controls the balance between old and new estimates. The value r = 16 is employed in most recent
language/dialect and speaker recognition works.
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Figure 7.1: Overall DET curves for GMM-UBM vs. GMM-UBM-fMLLR
with the smallest acoustic dierence are clustered together.
All CD-phone HMMs consist of 3 states, except for the the MSA short vowels (/a/ /i/
/u/) which consist of only 2 states.4 All state observation densities are GMMs. We utilize a
unigram language model of phones trained on MSA. We do not use higher order of n-gram
to avoid bias for any particular dialect. The pronunciation dictionary and MSA phonetic
inventory used in this work are generated as described in Chapter 3.
The phone-recognizer is a two-pass system. In the rst pass, we obtain the most likely
phone sequence hypothesis. The second pass uses this hypothesis to perform model adap-
tation, followed by decoding. In this work, we rst apply fMLLR followed by MLLR adap-
tation, given the most likely phone sequence hypothesis. The resulting CD-phones are
4It has been previously shown that 2 states for short vowels as opposed to 3 signicantly improves ASR
word error rate [Soltau et al., 2009].
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exemplied by the CD-phone /r/: [Voiced-Consonant & !Glide]-/r/-[Front Vowel].
7.8 GMM-UBM with fMLLR Adaptation
It has been shown that the GMM-UBM approach can be improved by applying some normal-
ization/transformation techniques for the acoustic signal. For example, Wong and Sridharan
[Wong and Sridharan, 2002] and Torres-Carrasquillo et al. [2008] have shown that Vocal
Tract Length Normalization (VTLN), to remove speaker-dependent features, improves lan-
guage and dialect recognition results. In addition, channel compensation techniques to
retain only language dependent information have been shown to signicantly improve per-
formance (c.f. [Campbell et al., 2006b; Torres-Carrasquillo et al., 2008]).
It has been demonstrated that fMLLR adaptation method helps remove channel eects
for ASR [Rennie and Dognin, 2008]. In this work, we apply fMLLR to transform the feature
vectors given the phone hypotheses. Specically, we rst run the CD-phone recognizer
described above to obtain the most likely phone sequences. Afterwords, we use the phone
sequences to rst estimate the fMLLR ane transformation [A ~b] for each speaker. We then




we use the transformed frames (a^i) as new features in the GMM-UBM approach. To the
best of our knowledge, fMLLR has not been employed for the task of language/dialect
recognition in such framework. We term this approach GMM-UBM-fMLLR.
Applying the same settings of the GMM-UBM experiment in Section 7.6, but with
fMLLR adaptation, we achieve an EER of 15.8% with the AllScoring scheme. Similar
to GMM-UBM without adaptation, we obtain signicantly better results when utilizing
PairScoring: an EER of 11.0%. The GMM-UBM approach with fMLLR, interestingly,
provides us with signicantly higher results when compared to GMM-UBM without adap-
tation. The comparison of DET curves between GMM-UBM with and without fMLLR
adaptation is shown in Figure 7.1; both use PairScoring. We speculate that this substan-
tial improvement could be due to the reduction of channel eects, which may have resulted
in more compact GMMs that focus on linguistic information as opposed to channel vari-
ations. We also hypothesize that the fMLLR matrices of speakers may be \more similar"
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within the same dialect than those of speakers across dialects, and a result can lead to
better separation of dialects.5
























Figure 7.2: Overall DET curves for the GMM-UBM-fMLLR with adapting means only
vs. GMM-UBM-fMLLR with adapting all parameters: means, covariances, and weights.
Throughout this work, we MAP adapt only the means of the Gaussians in GMMs. It
has been shown that, in the GMM-UBM framework, adapting, in addition, the Gaussian
covariance matrices and weights makes no signicant improvement over adapting the means
only [Reynolds et al., 2000]. We validate these results using our fMLLR adapted features
for the task of Arabic dialect recognition as well. We MAP adapt all the GMM-UBM
parameters (means, weights and covariances), using a relevance factor r = 16, for each
 2 fw;m; vg. We nd, in fact, that such adaptation leads to higher error (EER: 11.7%)
5As future work, we will analyze this hypothesis by, for example, comparing the transformation matrix
determinants of speakers across dialects to those of speakers within the same dialect.
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compared to 11.0%, when adapting the means only. Nonetheless, the dierence between
the EERs is not statistically signicant (see Figure 7.2).
7.9 Conclusions
We have seen in this chapter that the standard GMM-UBM approach, a well-known speaker
and language recognition acoustic modeling approach, also performs well on our four Arabic
dialects. This suggests that these dialects signicantly dier in terms of their spectral
distributions. We have improved this approach by applying a speaker adaptation technique
to transform the feature space using fMLLR before employing the GMM-UBM approach.
This feature transform substantially and signicantly improves results (from EER of 15.3%
to 11.0%). Moreover, consistent with the literature of speaker recognition, we have found
that MAP adapting only the Gaussian means of the GMM-UBM as opposed to adapting
all of its parameters yields comparable results.






Thus far, we have seen three approaches that make use of phonotactic, prosodic, and acous-
tic features respectively. None of these approaches explicitly focuses on subtle context-
dependent (CD) phonetic realization dierences that may specically contribute to distin-
guishing the dialects of interest. For example, the =r= in Scottish English is trilled in some
phonetic contexts but produced as an approximant in dialects such as American English.
Considering such subtle dierences is essential in particular when the inputs to the dialect
recognition system are short utterances, since we may not be able to reliably observe higher
level features, such as prosodic and/or phonotactic patterns. In this section, we introduce
a new approach to dialect recognition that rst classies CD-phones to one of our dialects.
The output of these classiers is then used to augment the phonotactic features, which are
subsequently given to a discriminative classier to obtain dialect detection scores. We call
this approach Discriminative Phonotactics. Note that, for this approach, we do not follow
Hazen and Zue's [1993] probabilistic framework described above, since our models are based
on discriminative classiers as opposed to generative models.
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Figure 8.1: Discriminative Phonotactic Procedure
8.2 Context-Dependent Phone Classiers
As noted above, dialects typically dier in some number of phonetic realizations in context.
In this section, we describe an approach that allows us to classify each CD-phone instance
in an utterance as belonging to one of our dialects. This approach is similar in spirit to
the GMM-SVM approach introduced by Campbell et al. [2006a] for speaker verication.
However, in our approach, we target the acoustic dierences at the level of CD-phones as
opposed to the dierences in the overall acoustic data of a speaker, independent of linguistic
units.
8.2.1 CD-Phone Representation
As illustrated in Figure 8.1, the rst step in our approach, after front end processing, is
to obtain the CD-phone sequence of a given speech utterance U . To do this, we run the
CD-phone recognizer described in Section 7.7 to obtain the most likely phone sequence
hypothesis. In the second step, for each CD-phone in the sequence, we extract the acoustic
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features aligned to each HMM state in the corresponding acoustic model. In other words,
for each CD-phone instance in the phone sequence, we have one sequence of acoustic frames
aligned to the rst state in the HMM, and another frame sequence aligned to the second
state. If the HMM has three states, then we have also another frame sequence aligned to
the third state. Note that these features are extracted after normalization (CMVN) and
fMLLR transformation. See the second row in Figure 8.1.
Recall that there is a GMM for each HMM state. For each CD-phone instance in
the utterance, we adapt the GMMs of each of its HMM states. To do this, we use the
acoustic frame alignments to the HMM states to MAP adapt each GMM in each state
to the corresponding frames. That is, if the HMM has three states, then we get three
new adapted GMMs for each CD-phone instance in the utterance; see the fourth row in
Figure 8.1. In our implementation, we only adapt the means of the Gaussians using a
relevance factor of r = 0:1. In the context of the GMM-UBM approach, the HMM can be
viewed as the universal background model (UBM) of the CD-phone type.
To be able to classify a CD-phone instance as belonging to one of our dialects, we
adopt the GMM-Supervector representation [Campbell et al., 2006a] | but at the level of
phone instances as opposed to a single vector for the entire utterance and HMMs instead
of GMMs. We represent each CD-phone instance in the utterance by a supervector which
is the result of stacking all the mean vectors of the two or all three adapted GMMs of the
CD-phone HMM. The intuition is that the modied means of the adapted CD-phone GMMs
`summarize' the variable number of frames in a particular phone instance with a xed-size
representation.1 It is also important to note that the supervector representation retains
some of the phonetic structure of the CD-phone instance (albeit without the complete
frame order). As observed in Chapter 6, the duration of vowels and certain consonants
signicantly dier across Arabic dialects. Therefore, we also include the phone duration as
an additional feature in the supervector of each CD-phone.2 These steps are summarized
below.
1Supervectors can be with dierent lengths across CD-phone types.
2One could add additional prosodic features to the phone vector (similar to those in Chapter 6). We
hypothesis that such features would be particularly useful for tonal dialects.
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1. Run the CD-phone recognizer on utterance U ) CD-phone sequence
2. For each CD-phone instance:
(a) Extract the acoustic features aligned to each HMM (of the corresponding CD-
phone type) state
(b) MAP adapt each GMM of each HMM state using the aligned frames) Adapted
GMMs
(c) Stack all the Gaussian mean vectors of the adapted GMMs and the phone dura-
tion in one vector ) Supervector
8.2.2 CD-Phone Classication
Now, we make use of the above CD-phone representation to build a discriminative classier
at the CD-phone level. For training, we apply the procedure described above on the training
data to obtain a set of supervectors for each CD-phone type from each dialect. Using these
sets of supervectores, we train a binary discriminative classier for each CD-phone type
for each pair of dialects. From our 227 CD-phones, we thus have a total of 227 binary
classiers for each pair of dialects. In our implementation, we train SVM classiers with
RBF kernel.3 We have found that an SVM with such a kernel performs signicantly better
than an SVM with a linear kernel and also better than a logistic regression classier for
the vast majority of the 227 classiers. During testing, given a CD-phone instance with its
frame alignment, we apply the procedure described above to extract its supervector, and
then run the corresponding SVM classier to classify this CD-phone into one of our dialects.
8.3 Automatic Extraction of Linguistic Knowledge
There are several uses of our CD-phone classication framework. First, we can utilize
it to automatically extract linguistic knowledge, specically the phonetic cues that may
distinguish one of our dialects from another. We are particularly interested in knowing
which phones in which contexts are realized dierently across dialects. An empirical measure
3In our implementation, we use the LibSVM and LibLinear toolkits [Chang and Lin, 2001].
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of the classication performance of each CD-phone classier provides us with a measure of
how the realization of a CD-phone is distinguishable across pairs of dialects.4
To extract these phonetic cues, we conducted the following experiment. We split the
training speaker set (in Data II) of each dialect into halves. We use the rst half to train
the CD-phone classiers for each pair of dialects and the second to test each classier's
performance. We randomly balance the number of test instances so that a chance baseline
is 50%. Using the test instances, we apply the binomial test procedure to identify those
CD-phone classiers that perform on the test set with a signicance level of 0.05. We report
on this performance in Table 8.1 where we show the weighted accuracy of the classiers that
perform signicantly better than chance for each dialect pair. We observe that the Egyptian
dialect has the highest number of top performing classiers under our denition.







Table 8.1: Number of CD-phone classiers out of the 227 that performed signicantly higher
than chance for each pair of dialects (* signicance level of 0.05)
We report the accuracy of the CD-phone classication results in Table 8.2-8.4 for the
10 most and 3 least accurate classiers for some of our dialect pairs (with signicance level
of 0.05).5 The third column in these tables contains the number of instances used in the
classication task per dialect. The top 10 CD-phones can be viewed as those that best
4Note that other methods (such as Kullback-Leibler divergence) can be used to quantify dierences
between adapted dialect acoustic models. However our approach uses held out data instead of \distance"
between models. Also our accuracy measures can be more easily interpreted.
5See Chapter 3 for the MSA phonetic symbols used in this work.
CHAPTER 8. DISCRIMINATIVE PHONOTACTICS
(APPROACH IV) 79
distinguish between a pair of dialects. We found, for example, that some consonants in the
context of central vowels can be useful cues to distinguish dialects. Moreover, the phoneme
=k= is one of the top 10 cues for distinguishing between Iraqi and Levantine. This might
be due to the consistent replacement of the MSA =k= sound to =ch= by the Iraqi dialect.6
These empirical ndings can be useful for dialectologists as well as speech scientists and
engineers.
CD-Phone ([l-context]{phone{[r-context] Accuracy #
[]{sh{[] 71.1 6302
[SIL]{a{[] 70.3 3935
[SIL]{?{[Central Vowel] 68.7 1323
[]{j {[] 68.5 3722
[! Central Vowel]{s{[! High Vowel] 68.5 1975
[Nasal]{A{[Anterior] 68.1 5459
[!SIL & ! Central Vowel]{E{[!Central Vowel] 67.8 3687
[Central Vowel]{m{[Central Vowel] 66.7 2639
[!Voiced Cons. & !Glottal & !Pharyngeal & !Nasal & !Trill &
!w & !Emphatic]{A{[Anterior]
66.4 11857
[]{k{[Central Vowel] 66.4 1433
... ... ...
[!SIL & !Central Vowel]{G{[!Central Vowel] 57.5 852
[!A]{h{[Back Vowel] 57.0 409
[!Vowel & !SIL]{m{[!Central Vowel & !Back Vowel] 56.2 300
Table 8.2: The 10 most and 3 least accurate CD-phone classiers for Levantine/Iraqi dialects
(with signicance level of 0.05)
It should be noted that substantially more accurate phonetic cues can be obtained
by making use of orthographic transcripts in the system instead of using a phone recog-
nizer. In other words, we can do forced-alignment to obtain the phone sequences and
then train/analyze the CD-phone classiers from that. However, we currently lack such
orthographic transcripts and/or a pronunciation dictionary that maps our colloquial dialect
transcripts onto a shared phonetic inventory.
6Note that =ch= and =k= are modeled as one phoneme in the phone recognizer.
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CD-Phone ([l-context]{phone{[r-context] Accuracy #
[!Central Vowel & !Unvoiced Cons.]{t{[SIL] 71.2 473
[]{sh{[] 67.9 6302
[SIL]{w{[Central Vowel] 67.3 745
[!Central Vowel]{H {[Central Vowel] 67.0 1234
[SIL]{a{[] 66.5 3935
[!Central Vowel]{s{[!Hight Vowel] 66.2 1975
[SIL]{b{[!Central Vowel & !Front Vowel] 66.1 505
[!Central Vowel & !SIL]{b{[Central Vowel] 66.1 750
[!SIL & !Central Vowel]{E{[Central Vowel] 65.8 1480
[!SIL & !Central Vowel]{E{[! Central Vowel] 65.7 3687
... ... ...
[Strident]{u{[] 55.7 380
[Glottal Stop]{a{[] 55.3 515
[Pharyngeal]{A{[!SIL & !Anterior] 55.1 484
Table 8.3: The 10 most and 3 least accurate CD-phone classiers for Gulf/Iraqi dialects
CD-Phone ([l-context]{phone{[r-context] Accuracy #
[]{sh{[] 80.2 8127
[Central Vowel]{H {[Central Vowel] 77.4 1980
[SIL]{f {[!Front Vowel] 76.5 612
[SIL]{m{[Central Vowel] 75.8 2547
[]{T{[Central Vowel Vowel] 75.5 1145
[!Central Vowel]{s{[!High Vowel] 75.3 3396
[SIL]{a{[*] 75.1 7411
[h]{A{[Anterior] 74.5 1370
[!Central Vowel & !Unvoiced Cons.]{t{[SIL] 74.4 857
[SIL]{w{[Central Vowel] 74.1 1534
... ... ...
[Front Vowel]{h{[!Back & !Central Vowels] 59.0 183
[Central Vowel]{?{[Central Vowel] 58.4 353
[!Vowel & !SIL]{m{[SIL] 57.5 389
Table 8.4: The 10 most and 3 least accurate CD-phone classiers for Egyptian/Gulf dialects
8.4 Discriminative Phonotactics Dialect Recognition System
We saw in Chapter 5 that Arabic dialects signicantly dier in terms of their phonotactic
distribution. Particularly, we showed that the PRLM approach distinguishes Arabic dialects
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with good identication accuracy for the four broad Arabic dialects. In this section, we
show how we can use the CD-phone classiers described above to augment the phonotactic
approach for Arabic dialect recognition.
Given an utterance U , we rst run our CD-phone recognizer to obtain the most likely
CD-phone sequence hypothesis along with the frame alignment. Then, for each CD-phone
in the sequence, we extract its supervector and run the corresponding SVM classier, as
described in Section 8.2. We next attach the classication output to the CD-phone identity
itself. If, for example, a CD-phone is [Voiced Cons.]{r{[Central Vowel] and the classication
output is Iraqi, then we produce [Voiced Cons.]{r{[Central Vowel]Iraqi. We apply this
procedure to the entire CD-phone sequence. (See the sixth row in Figure 8.1.) We denote
the output as the annotated CD-phone sequence (Utext). We thus transform the dialect
recognition problem from classifying a speech utterance to classifying a textual sequence,
similar to PRLM. Note that the idea of appending extra information to the phone identity
is suggested by [Zissman, 1996], who attaches duration tags (Long/Short) to vowels based
on their duration.
Now the task is classifying an annotated CD-phone sequence (Utext) to one of the di-
alects. One could simply adopt the PRLM approach using the annotated CD-phone se-
quences instead of raw phone sequences. Instead of applying a generative model (e.g.,
n-grams for each dialect), we train a discriminative classier for each pair of dialects. These
models are trained on the following list of textual features extracted from the annotated
phone sequence:
 Frequency of annotated CD-Phone bigrams, e.g.,
\[Nasal]{r{[Vowel]Iraqi [Voiced Cons.]{a{[Liquid]Gulf"
 Frequency of bigrams with only one annotated CD-Phone, e.g.,
\[Nasal]{r{[Vowel] [Voiced Cons.]{a{[Liquid]Gulf"
 Frequency of annotated unigrams, e.g.,
[!Central Vowel]{E{[Central Vowel]Gulf
 Frequency of not annotated CD-Phone unigrams and bigrams, e.g.,
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\[Nasal]{r{[Vowel] [Voiced Cons.]{a{[Liquid]"
 Frequency of context independent phone trigrams, e.g.,
\s A l"
We normalize the feature vector by its euclidean norm to address durational dierences
across samples. Note that most of our features are annotated CD-phone unigrams and
bigrams. This is because the classication is performed at the level of CD-phone | not
context-independent (CI). Moreover, using CD bi-phones captures phonetic context better
than CI bi-phones but less successfully than CI quad-phones. In fact, we have found that
using a PRLM with bigram models trained on CD-phone sequences, instead of trigrams
trained on CI phones, performs slightly better. The list of the features above is also ranked
by feature importance, according to our experimental results.
There is a commonly held belief that discriminative classiers are almost always to be
preferred over generative classiers due to modeling directly the posterior probability, or a
map from input to class label. It has also been shown empirically that logistic regression
and maximum entropy have typically lower asymptotic error than naive Bayes for multiple
classication tasks as well as for text classication [Ng and Jordan, 2002]; [Nigam et al.,
1999]. Moreover, the advantage of using a discriminative classier over an n-gram model in
our case is due to the noisy identity tags attached to phones. An n-gram model trained on
such sequences may not be robust; however a logistic classier with a regularizer or SVM
classier will focus on the informative features and attempt to avoid irrelevant features that
do not contribute to the classication task.
In addition, using a classication framework allows us to include dierent types of
features at any level | even global features, which cannot be modeled using an n-gram
model. In our experiments, we nd that logistic regression with L2-regularizer performs
slightly worse than SVM with a linear kernel. However, surprisingly, logistic-regression
with a L2-regularizer typically performs slightly better than logistic regression with a L1-
regularizer, even though the L1-regularizer is known for its feature selection capability [Ng,
2004]. For our detection task, we are interested in using condence scores. Therefore, we
choose logistic regression with a L2-regularizer. We will make use of the posterior probability
provided by logistic regression as our detection scores, described below.
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8.5 Evaluation of Discriminative Phonotactics
To explain how we evaluate our Discriminative Phonotactics approach, recall that we train
two types of models for each pair of dialects: the SVM CD-phone classiers and a logistic
regression classier, which relies on features extracted in part from the predictions of the
SVM classiers. To train these two models, we divide our training speaker sets of Data II
into two sets (SetI and SetII). For this approach, similar to the GMM-UBM experiments
(in Chapter 7), we are also interested in evaluating it on 30s speech cuts. However, our
training les are substantially longer. We therefore segment all les in both sets into
approximately 30s-long cuts.
Now we rst run the CD-phone recognizer on both sets to obtain a CD-phone sequence
for each 30s cut. We then train the SVM CD-phone classiers using SetI (see Section 8.2).
Afterwards, we use these SVM classiers to annotate the CD-phone sequences of SetII.
Finally, we extract the textual features, described in Section 8.4, for each of these annotated
sequences, producing one feature vector for each sequence. Using these vectors, we train a
logistic regression classier for each pair of dialects. One way to utilize the entire training
data is to use the second set for training the SVM classiers and the rst set to train the
logistic regression classier. For classication, we use the average of the posteriors of both
logistic classiers; we term this a cross training method.
Recall that, during testing, given a trial r, we rst run the CD-phone recognizer to
obtain the most likely CD-phone sequence. We then extract a supervector for each CD-
phone. Each supervector is classied using the corresponding SVM classier to obtain
a dialect label. Attaching the labels to the phones in the CD-phone sequence, we then
extract our textual features to obtain a feature vector xr. On the assumption that each
trial is either a target dialect, Dt or a non-target Dnt, we use the posterior probability
provided by the corresponding logistic regression model (DtDnt) to represent our trial
score: p(Dtjxr; DtDnt).
We use the NIST evaluation framework described in Section 4.5 to report our results.
As shown in Figure 8.2, the Discriminative Phonotactics approach with the cross-training
method, described above, yields an overall EER after pooling all test trials across dialect of
6.0%. The EER without cross-training is 6.9%. The discriminative approach outperforms
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both the standard GMM-UBM (15.3%) and GMM-UBM-fMLLR (11.0%).


























Figure 8.2: The overall DET curve for the four dialects with the best scoring scheme for
each of the four approaches
8.6 Comparison to PRLM
As noted above, the PRLM approach is eective in identifying Arabic dialects. Moreover,
since our Discriminative Phonotactics approach captures phonotactic features as well, we
think it is essential to compare both using the same front-end, phone recognizer, and eval-
uation metric. For the PRLM experiment, every non-silent segment in the training data
(of Data II) of all dialects is tokenized to the most likely CI phone sequence hypothesis,
using the same CD-phone recognizer used for the Discriminative Phonotactics approach.
Afterwords, using the CI phone sequences of dialect Dx, we train a phonotactic back-o tri-
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gram model with Witten-Bell smoothing for this dialect, denoted as Dx , using the SRILM
toolkit [Stolcke, 2002].
During testing, we calculate the scores as in (7.13), where Or represents the most likely
CI phone sequence of trial r, and p(OrjDx) represents the likelihood of Or given the phono-
tactic trigram model Dx of dialect Dx, and r is the inverse of the number of phones in
the sequence Or. Using our test data for the four dialects, and employing AllScoring
scheme, the overall EER obtained by pooling the six pairs of dialects is 23.0%. When we
use the target and non-target models only, i.e., using PairScoring, we achieve a signicant
improvement: the EER is 17.3%. The Discriminative Phonotactics approach achieves sig-
nicantly higher results than PRLM, GMM-UBM, and GMM-UBM-fMLLR. See the DET
curves for all approaches compared in Figure 8.2.
8.7 Evaluation per Dialect
We also compare the detection of each dialect against the rest separately, to determine
whether the Discriminative Phonotactics approach outperforms the best baseline (GMM-
UBM-fMLLR) in every dialect. As shown in Figure 8.3, we can see that, for all dialects,
the Discriminative Phonotactics approach is superior when compared to this baseline.
In addition, we can see that the Egyptian dialect is the most distinguishable dialect
across all dialects for both GMM-UBM-fMLLR and Discriminative Phonotactics. This is
consistent with the results in Chapters 5 and 6. This could be due to several reasons:
(1) According to linguists, and as observed in Chapter 6, the Egyptian Arabic has distin-
guishable linguistic cues (e.g., syllabic structure is simple); (2) our Egyptian dialect corpus
contains mostly Cairene Arabic as opposed to the other dialect corpora which include multi-
ple sub-dialects; (3) the Egyptian test corpus was not collected by the same company which
collected the other three dialect corpora. Therefore, it is possible that dierent recording
conditions have inated the results. However, this is unlikely because our test utterances
are from a completely dierent corpus than the training data.
We have also conducted more experiments in which we exclude the Egyptian dialect
from our test trials. For the discriminative phonotactics approach, we obtain 10.5%; we
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Figure 8.3: The DET curve of each dialect against the rest, comparing two approaches:
Discriminative Phonotactics (thicker lines) vs. GMM-UBM-fMLLR
obtain 17.6% for the GMM-UBM with fMLLR adaptation; we obtain 23.1% for the GMM-
UBM without adaptation, and 21.5% using the PRLM approach | all using PairScoring
scheme.
8.8 Conclusions
In this chapter, we have introduced Discriminative Phonotactics, a novel approach to dialect
recognition. We represent each CD-phone with a supervector, a result of stacking the mean
vectors of MAP adapted GMMs of the CD-phone's acoustic model (HMM). Using this
representation, we train an SVM classier for each CD-phone type. We employ these
classiers to rst augment the phonotactic sequences with dialect labels and then train a
CHAPTER 8. DISCRIMINATIVE PHONOTACTICS
(APPROACH IV) 87
second discriminative classier to classify dialects. Thus, Discriminative Phonotactics can
be viewed as taking advantage of both phonotactic and acoustic-phonetic information.
Analyzing the performance of the Discriminative Phonotactics approach on detecting the
four broad Arabic dialects, we have seen that it signicantly outperforms PRLM and GMM-
UBM baselines as well as our own improved version GMM-UBM-fMLLR (see Chapter 7).
Discriminative Phonotactics achieves an EER of 6.0%, a reduction of 5% in EER (45.5%
relative) over our best baseline (GMM-UBM-fMLLR).
An important use of this framework is its ability to automatically extract linguistic
knowledge, specically the phonetic cues that may distinguish one of our dialects from
another. Particularly, the system can be used to distill which phones in which contexts are
realized dierently across dialects.






We have seen that the Discriminative Phonotactics approach is eective in recognizing
Arabic dialects. An important aspect of this approach is its ability to automatically identify
the subtle linguistics dierences between dialects. In addition, this approach can be applied
to online dialect identication, since we identify the dialect of single phones independently
of future phones. To do online dialect identication, we will have to replace the back-end
logistic classier by a model that can work with a stream of data (e.g., an n-gram model).
On the other hand, there are some limitations of the Discriminative Phonotactics ap-
proach. We need to train a classier for each CD-phone type for each pair of dialects.
This can be quite expensive during training and recognition, and may be a little dicult
to manage. Moreover, in this approach, the training speakers have to be split into two
parts, one to train the SVM classiers and another to train the logistic regression classier
to model the textual features. In this chapter, we introduce a kernel-based approach that
allows us to train only a single SVM classier for each pair of dialects. We design two
main kernel functions to be used in the SVM classier that computes the acoustic-phonetic
similarities between pairs of utterances. We also experiment with two ways of extracting
acoustic-phonetic features. Like the Discriminative Phonotactics approach, the kernel-based
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approach we propose here also relies on the hypothesis that dialects dier in their acoustic-
phonetic structure. While we do not attempt to model the phonotactic distribution of
dialects here, the approach implicitly captures CI or CD-phone unigram features.
9.2 Kernel-HMM (Using CD-Phone HMMs)
The feature extraction step in this approach and phonetic feature representation are the
same as those in the Discriminative Phonotactics approach (see the steps in Section 8.2.1).
In both, a supervector is extracted for each CD-phone using the means of the MAP adapted
GMMs of the two or three state HMM of that CD-phone. Recall that every CD-phone
HMM, which is an acoustic model of the phone recognizer, can be viewed as the UBM of
this CD-phone type.
For the new approach, we represent each utterance U as a sequence SU of tuples
(~vi; i), such that ~vi is the supervector of the i
th CD-phone in the sequence and i is
the identity of that CD-phone. Thus, an utterance U is represented as a sequence of tuples
SU = f(~v1; 1); (~v2; 2); :::; (~vn; n)g, where n is the number of CD-phones in U . It should
be noted that our representation retains the dependency between the phone identity and
the supervector which `summarizes' the spectral characteristics of the CD-phone. More
importantly, as mentioned in Section 8.2.1, the supervector representation retains some of
the phonetic structure of the CD-phone instance (albeit without the complete frame order).
This is unlike the GMM-UBM approach which assumes that all frames are statistically
independent (see Chapter 7). The sequence of tuples extraction procedure is illustrated in
Figure 9.1.
9.2.1 Designing a Phone-Based SVM Kernel
From the sequences of tuples SU produced for the utterances U of the training corpora,
we next train an SVM classier for each pair of dialects to distinguish one dialect from
another at the utterance level as opposed to CD-phone level. To train an SVM classier,
we need a kernel function that computes the `similarity' between pairs of training items.
In our case, these items are sequences of tuples; therefore, we need to design a kernel



















Figure 9.1: The Kernel-HMM sequence of tuples extraction procedure
function to compute the similarity between pairs of tuple sequences of utterances Ua and
Ub. Let SUa = f(~vi; i)gni=1 and SUb = f(~uj ;  j)gmj=1 be the tuple sequences of Ua and Ub,
respectively. Our kernel function is dened in (9.1), where  is the phone inventory:









This function computes the sum of RBF kernels between every pair of supervectors of
CD-phone instances with the same type across the two utterances. It is straightforward to
show that this kernel is positive denite, satisfying the Mercer condition. Note that this
kernel ignores the order of supervectors in the sequence. As a result, phonotactic features
(higher than unigram), for example, are not captured. Further research will be required to
incorporate the sequential aspect in the kernel. We term this approach Kernel-HMM.
9.2.2 SVM Classication
We train an SVM classier for each pair of our Arabic dialects as follows. We rst extract
the tuple sequences for all the 30s cuts, described in Section 8.5. Employing the kernel
CHAPTER 9. KERNEL-BASED METHOD
(APPROACH V) 91
function above, we then compute a kernel matrix for each pair of dialects using the training
30s cuts. Next we train a standard binary SVM classier for each pair of dialects using the
pair's kernel matrix.1 The regularization parameter C and  (in the kernel function 9.1)
are selected by 10-fold cross-validation on the training data. Since we need to recognize




iyiK(SU ; xi) + b (9.2)
During testing, we rst run the phone recognizer to obtain the most likely phone se-
quence hypothesis for U along with the frame alignment for each CD-phone instance. We
next extract the supervector for each CD-phone instance in the sequence, as described above,
to obtain SU . Using our kernel function, we then compute the kernel values K(SU ; xi), for
all N support vectors xi (1  i  N). The nal class prediction is then the sign of f(SU )
in expression (9.2), where i and b are the estimated parameters of the dialect-pair SVM
model (after training) and yi 2 f 1; 1g, the class label of support vector xi.
9.2.3 Evaluation
For each pair of dialects, we use the SVM classier described above to identify our test 30s
utterance (U) to one of the dialects. To be able to plot a DET curve, we need condence
scores. We employ Wu et al. [Wu et al., 2004]'s technique, implemented in LibSVM, which
allows us to train SVM models that estimate posterior probabilities. Again, on the hy-
pothesis that each trial is either a target dialect, Dt or non-target Dnt, we use the posterior
probability provided by the corresponding SVM model (DtDnt) to represent our trial score:
p(DtjSU ; DtDnt). Using the same training/testing cuts in Data II, as we have done in
the PRLM, GMM-UBM, GMM-UBM-fMLLR, and Discriminative Phonotactics, the overall
EER obtained by pooling the six pairs of dialects is 5.88%, slightly better than Discrimi-
native Phonotactics. While this dierence is not statistically signicant, the Kernel-HMM
approach is more elegant and simpler to implement and easier to manage { we are required
to train only one classier for each pair of dialects. As shown in Figure 9.2, both Discrimi-
1In our implementation, we use LibSVM toolkit [Chang and Lin, 2001] to train our SVM models.
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Figure 9.2: The overall DET curve for each of the ve approaches
native Phonotactics and Kernel-HMM perform very similarly along all decision thresholds
(both DET curves are very similar). We will see next how we can further improve the
kernel-based approach.
9.3 Kernel-GMM (Using CI-Phone GMMs)
There are some limitations that may inuence the performance of the Kernel-HMM ap-
proach:
1. Limiting the comparison between a pair of utterances to CD-phones of the same type
may lead to a small number of comparisons overall, since the utterances may not share
many CD-phones.
2. The number of frames for a given CD-phone is typically very small. Since our HMMs
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are typically composed of three states, the number of frames aligned to each state will
even be smaller. MAP adapting each of the three GMMs of the HMM using such a
small number of frames may not lead to robust adapted-GMM parameter (i.e., mean)
estimates.
3. We are limiting ourselves to the design and implementation of the phone recognizer,
since we employ its acoustic models as the UBMs. For example, the number of CD-
phones used must be small enough to be able to compare CD-phones of the same
type. Also, the number of Gaussians per GMM in the phone recognizer must also
be reasonably small; otherwise it is impractical to construct and maintain very high
dimension supervector for every CD-phone.
We address these limitations by modifying the feature extraction step in Kernel-HMM
approach: First, instead of comparing CD-phones across pairs of utterances, we can simply
compare context-independent (CI) phones. Therefore, we extract supervectors from CI-
phones as opposed to CD-phone. For our Arabic experiments, for example, our phone set
will as a result consist of 34 CI-phones instead of 227 CD-phones. Since a pair of utterances
will share more CI-phones than CD-phones, more phones will be compared to each other.
This change will resolve the rst problem above. To alleviate the second problem, instead of
using an HMM to represent the UBM for each CD-phone, we can simply train a single GMM-
UBM for each CI-phone type. Note that, as opposed to HMMs, GMMs will not capture
structural information in phones (i.e., sub-phonetic information: beginning/middle/end of
phones). The third problem is resolved simply by not employing the acoustic models of
the phone-recognizer as our UBMs. As noted, we can instead train a GMM-UBM for each
CI-phone from scratch, as we describe next. We term this new approach Kernel-GMM.
9.3.1 Phone GMM-UBM
The rst stage in the Kernel-GMM approach, after front-end pre-processing, is to use our
phone recognizer to obtain the most likely CI-phone sequence hypothesis for each utter-
ance in the training corpora. We then extract the PLP feature vectors for each frame
of each phone instance in the sequence. Note that these features are also extracted after
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normalization (CMVN) and fMLLR transformation. We next train a GMM-UBM for each
CI-phone type using all frames of all instances of that phone type from all dialects. We
denote this GMM-UBM as phone GMM-UBM. All GMMs are ML-trained, with 100 Gaus-
sian components, using the EM algorithm.2 To avoid a bias for any particular dialect in
the GMM-UBM, we select an equal number of frames from each dialect for each phone
GMM-UBM. From our 34 MSA phone inventory we thus train 34 phone GMM-UBMs.
9.3.2 Creating Phone-GMM-Supervectors
For the Kernel-GMM approach, we extract acoustic-phonetic features from CI-phones for
a given utterance U . Using U 's phone hypothesese and frame alignments, we represent U
with a sequence SU of tuples (~vi; i), such that ~vi is the supervector of the i
th CI-phone
instance in the sequence and i is the identity of that CI-phone. The supervector ~vi of
phone i is constructed as follows. We use the acoustic frames aligned to i to MAP adapt
the Gaussian means of the corresponding phone GMM-UBM, with a relevance factor of
r = 0:1. We denote the resulting GMM as the adapted phone-GMM. The supervector ~vi is
the result of stacking all the mean vectors of the Gaussians of this adapted phone-GMM.
We also include the duration of i as an additional feature in ~vi. The duration feature here
is computed as the log of the number of frames in the phone. The extraction procedure of
the sequence of tuples is illustrated in Figure 9.3.
9.3.3 Evaluation
Extracting the sequences of tuples described above, we compute our kernel matrix using
the kernel function (9.1) for each pair of dialects. We then train a binary SVM classier
for each pair of dialects using the same training data used in the Kernel-HMM approach.
We compute the overall DET curve on the same test data as well. As shown in Figure 9.4,
Kernel-GMM yields a signicant improvement in EER (4.9%) over Discriminative Phonotac-
tics and Kernel-HMM approaches, a relative reduction in EER of 18.3% over Kernel-HMM.
We can conclude from these results that, with our kernel function, modeling phonetic dif-
ferences using GMM supervectors of CI-phones is more robust than modeling them with
2The number of Gaussians employed for each phone type was determined empirically.
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Acoustic frames: 
CI-Phones: (e.g.) (e.g., /aa/) 
Phone GMM-UBMs: 
 Given an utterance U:!





Sequence of tuples: 







Figure 9.3: The Kernel-GMM sequence of tuples extraction procedure
HMM supervectors of CD-phones.
9.3.4 Time Complexity
Let us turn our attention to calculating the time complexity of computing the kernel function
and matrix in this approach for training and testing. Let pik and m
j
k be the number of
instances of phone type k (where, 1  k  jj, and  is the phone inventory) in utterances
Ui and Uj , respectively. For simplicity, let assume that all supervectors of dierent phone
types have the same size (D), which is the case in Kernel-GMM (D = 4; 000). Denoting
M = maxi;kfmikg, and assuming that the Euclidian distance between two D-dimensional
vectors takes O(D), the time complexity of comparing a pair of utterances using the kernel
function (9.1) is upper bounded with O(M2jjD) (from O(Pjjk=1 pjkmikD)). For example,
the average of the frequency of the most frequent phone nan in our Arabic data across all
utterances is about 53. Therefore, the expected number of comparisons for this phone is
532 for each pair of utterances.
To construct the kernel matrix for training, we have to compute the kernel function
between each pair of the N training utterances. Thus, it takes O(N2M2jjD) (from
O(PNi=1PNj=iM2jjD)). For testing, we have to compute this kernel function with all
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Figure 9.4: The overall DET curve for each of the six approaches
support vectors xl (1  l  L). Thus, the time complexity for testing is O(M2LjjD)
(from O(PLl=1Pjjk=1 xlkulD), where ul is the number of instances of phone type l in the
input utterance U).
We can see that computing the kernel function in (9.1) is quite expensive, partly due
to the cross-comparison between every phone instance of the same type across each pair of
utterances. This becomes increasingly signicant when the training/testing utterances are
long (leading to large M). Note that a smaller phone inventory would result in a larger
number of instances of each type within each utterance; because the cost is linear in in-
ventory size, but quadratic in instance count, this would increase cost. Another signicant
disadvantage of the Kernel-GMM-Instance approach is that since each phone instance typ-
ically consists of just a few frames, performing the MAP adaptation at this level leads to
robustness issues with the parameter estimates for the adapted phone-GMM.
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9.4 Kernel-GMM-Type
As we saw in the previous section, modifying the feature extraction step from CD-HMM
supervectors to CI-GMM supervecors led to a signicant improvement over all other ap-
proaches. However, as we also noted, the time complexity of the Kernel-GMM approach
can still be an obstacle. In this section, we propose a new kernel function that can be com-
puted substantially faster than the function in (9.1). Instead of comparing supervectors of
phone instances, we will compare the supervectors of phone types. Therefore, we will have
a constant number (as many as phone types) of comparisons between a pair of utterances.
9.4.1 Creating Phone-Type-GMM-Supervectors
We create one supervector for each phone type in a given utterance U . Similar to Kernel-
GMM, we rst run the phone recognizer to obtain the most likely CI-phone sequence hypoth-
esis for U along with the frame alignment for each phone instance. Instead of performing
MAP adaptation for each phone instance (as for Kernel-GMM), here we use all the frames
of all the phone instances of the same phone type in U to MAP adapt the corresponding
phone GMM-UBM. Thus, we obtain jj adapted phone-GMMs.3 Again, we adapt only the
means of the Gaussians using a relevance factor of r = 0:1. The adapted GMM means are
then stacked to construct a supervector for each phone type. This representation captures
the `general' realization of each phone type as opposed to the individual realization of each
phone instance, as in Kernel-GMM. We term this approach as Kernel-GMM-Type.
9.4.2 Designing a Phone-Type-Based SVM Kernel
An utterance U is represented by a set SU of supervectors, each supervector corresponding
to one phone type. Therefore, the size of SU is at most the size of the phone inventory
(jj).4 We denote the supervector ~u of phone type , as ~u. Let SUa = f~ug2 and
SUb = f~vg2 be the phone-type supervector sets of utterances Ua and Ub, respectively.
Our new kernel function is dened in (9.3). It compares the general phonetic realization of
3Recall that we denote our phone inventory as  { so, the number of phone types is jj.
4Since we model 34 MSA phones in the Arabic phone recognizer, jj = 34.
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the same phone types across a pair of utterances, as opposed to the realization of every pair
of individual-phone instances of the same type across the pair of utterances, as in (9.1). We
term this approach Kernel-GMM-Type.































Figure 9.5: Comparing the overall DET curves of the kernel-based approaches
Similar to the Kernel-GMM evaluation, we compute a kernel matrix but use the kernel
function in (9.3) for each pair of dialects. We then train a binary SVM classier for each pair
of dialects using the same training data used in Kernel-GMM. We compare the performance
of the three kernel approaches in Figure 9.5. Interestingly, the Kernel-GMM-Type approach
performs better than Kernel-GMM. The EER of kernel-GMM-Type is 4.35%. Nonetheless,
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the improvement in ERR is not statistically signicant. Although the main motivation for
Kernel-GMM-Type is to improve the time complexity of Kernel-GMM, we also achieve a
reduction in EER. We believe that this is due to the resolution of the second problem in
Section 9.3 (i.e., having insucient number of frames to MAP adapt the GMMs). Recall
in Kernel-GMM-Type, all the frames of the same phone type in an utterance are used to
MAP adapt the corresponding phone-type GMM. Thus, the parameters of the adapted
phone-type GMMs are more robustly estimated than those of adapted phone-GMMs that
utilize the frames of individual phone instances, as in Kernel-HMM and Kernel-GMM.
9.4.4 Kernel Choice
The kernel functions we have designed thus far are the sum of RBF kernels between phone-
type supervectors. In this section, we experiment with replacing the RBF kernel by: (1) a
linear kernel and (2) an upper-bound of Kullback{Leibler (KL) divergence.
9.4.4.1 Linear Kernel
Employing the linear kernel, we dene our kernel function between a pair of utterances in
(9.4). We simply replace the RBF kernel in (9.3) with a linear kernel. Although the RBF
kernel is more powerful than the linear kernel, particularly in modeling linearly inseparable
data, the linear kernel typically performs very well in high-dimensional data. One of the
advantages of employing a linear kernel over RBF is that we need not determine/tune the
parameter  in the expression (9.3).
K(SUa ; SUb) =
X
2
~ut  ~v (9.4)
We evaluate the linear-based kernel function in the expression (9.4) using the same
settings as in Kernel-GMM-Type. As shown in Figure 9.5, when applying the linear-based
kernel, the EER is 4.45% which is slightly worse, but not signicantly, than the EER when
using the RBF kernel.
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Figure 9.6: Comparing dierent kernels for Kernel-GMM
9.4.4.2 KL-Divergence-based Kernel
Recall that a supervector in the Kernel-GMM-Type approach is a result of stacking the
Gaussian means of a MAP adapted phone-type GMMs. Instead of comparing the means
of the GMMs in our kernel functions, we can compare the KL-divergence between the two
adapted GMMs. Unfortunately, the KL divergence is not symmetric and does not satisfy
the Mercer condition and thus cannot be straightforwardly used in SVM.
Moreno et al. [2004] have shown how to create a kernel function between two GMMs by
exponentiating the negative symmetric KL-divergence value along with scaling and shifting
it. Since there is no closed form for computing the KL-divergence between GMMs, the
authors have resorted to applying Monte Carlo and approximation methods. However, these
solutions complicate the approach. Do [2003] on the other hand has shown that, using the
log-sum inequality, the KL-divergence between two GMMs ga and gb (KL(ga k gb)) is upper
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i are the weight, Gaussian mean vector, covariance
matrix of Gaussian i in GMM X, respectively. d is the space dimension. The symmetric
version of the KL divergence is shown in (9.6).
KL(ga k gb)  KL(!a k !b) +
X
i
!aiKL(N (:;ai ;ai ) k N (:;bi ;bi)) (9.5)



















= D(ga k gb)
KLsym(ga k gb) = KL(ga k gb) +KL(gb k ga) (9.6)
 D(ga k gb) +D(gb k ga) (9.7)
:
= Dsym(ga k gb)
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Since we only MAP adapt the means of the phone GMM-UBMs, the covariance matrices
and weight vectors (!a and !b) of the adapted phone-GMMs are the same as those of the
corresponding phone GMM-UBM, for all utterances. Let !;i and ;i respectively be the
weight and covariance matrix of Gaussian i of the phone GMM-UBM of phone-type ; and
let assume diagonal covariance matrices (which is in fact the case for our GMMs). From
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(9.7), the approximation of the symmetric KL-divergence between two adapted phone-
GMMs is therefore equivalent to the expression in (9.8). Using the distance metric in (9.8),
Campbell el al. [2006b] have found a corresponding kernel function between the two GMM
mean vectors (supervectors a and b), as shown in the expressions (9.10) and (9.11). Note





 ) GMM mean vectors.
As a result it satises the Mercer condition. Note also that this scaling can be pre-computed
for each mean vector before computing the kernel matrix.
Using the KL-divergence-based kernel function (9.11), we dene our new kernel function
between a pair of utterances:
K(SUa ; SUb) =
X
2
K(~u   ~; ~v   ~) (9.12)
where  is the stacked mean vectors of the phone-GMM-UBM of phone-type . The sub-
traction of ~ in (9.12) from the supervectors is to allow zero contributions from Gaussians
that are not aected by the MAP adaptation, which will result in sparse supervectrors.
We have observed that this subtraction slightly improves ERR. We term this approach
Kernel-GMM-Type-KL.
It is interesting to note that for a linear kernel K such as (9.11), we can represent each
utterance SUx in (9.12) with a single vector. This vector, say Wx, is formed by stacking





 and subtracting the corresponding
~) in some (arbitrary) xed order, with zero supervectors for phone types not in Ux. This
representation allows the kernel in (9.12) to be written as:
K(SUa ; SUb) =W
T
a Wb (9.13)
The vector-of-supervectors Wx can be viewed as the `phonetic ngerprint' of the utterance.
We hypothesize that such a representation can be useful for multiple speech applications,
including speaker verication and identication. It is important to note that, in our vector-
of-supervectors, the phone labels constrain which Gaussians can be aected by the MAP
adaptation, i.e., the comparison incorporates the linguistic constraints realized by the phone
recognizer. This is in contrast to the GMM-supervector representation [Campbell et al.,
2006a] for which, in theory, any Gaussian in the GMM-UBM can be aected by any frame
of any phone { ignoring the linguistic context of each frame.
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This representation is also interesting because, given that an utterance can be repre-
sented in one vector, we can experiment with a dierent classier instead of SVM. In fact,
we have evaluated our American English Southern vs. Non-Southern using a logistic regres-
sion with L2 regularizer. Unsurprisingly, due to the close relationships of these classiers,
the logistic regression classier performs slightly but not signicantly better than the SVM
classier which uses the kernel in (9.12) [Vapnik, 1999].
9.4.5 Evaluation
We evaluate Kernel-GMM-Type-KL using the same data sets and settings as for Kernel-
GMM. As shown in Figure 9.6, this approach provides us with our best results: an EER
of 3.96% with signicant dierence from Kernel-GMM (19.8% relative improvement). Ta-
ble 9.1 and 9.2 respectively present the classication accuracy and EER for each pair of
dialects. The pairwise DET curves are also shown in Figure 9.7.





























Figure 9.7: DET curves for each pair of dialects
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We next compare the performance of Kernel-GMM-Type-KL to that of GMM-SVM
[Campbell et al., 2006b] with the same front-end. For the GMM-SVM approach, we make
use of our GMM-UBM-fMLLR, described in Chapter 7. Recall that we showed in Chapter 7
that transforming features using fMLLR signicantly improves results for GMM-UBM. Re-
call also that this UBM is composed of 2048 Gaussians. We use here a relevance factor
r=16 to adapt the UBM given an input utterance. We term this approach GMM-fMLLR-
SVM. This approach can be viewed as a specic case of our Kernel-GMM-Type-KL, since
in GMM-fMLLR-SVM we ignore all phone labels by treating all of them as a single general
phone.5
We compare the classication accuracy and EER of our Kernel-GMM-Type-KL to that
of GMM-fMLLR-SVM for each pair of dialects in Tables 9.1 and 9.2. The DET curves com-
paring the two approaches are shown in Figure 9.8. We can see that Kernel-GMM-Typle-KL
yields better results for all dialect pairs. These results indicate that modeling/comparing
phone-type supervectors is better than simply comparing supervectors at the whole utter-
ance level, as proposed in [Campbell et al., 2006b]. As discussed above, in Kernel-GMM-
Type-KL, the comparison between utterances incorporates linguistic constraints which allow
only certain Gaussians to be aected by the MAP adaptation.
There is another signicant advantage of Kernel-GMM-Type-KL over GMM-SVM, which
is an advantage in running time. In Kernel-GMM-Type-KL, we MAP adapt each individual
phone type modeled with a relatively small number of Gaussians, using a relatively small
number of frames. Let ni be the number of Gaussians of phone-GMM i (where 1  i  jj)
and ti is the number of frames for this phone in a given utterance; then the time complexity
of MAP adapting all the phone GMM-UBMs in the utterance is O(Pi niti). Assuming that
we have the same total number of Gaussians for the single UBM for GMM-SVM (
P
i ni),
the time complexity of MAP adapting the UBM using all frames of this utterance in con-
trast is O(Pi niPi ti), which is substantially higher than MAP adapting each individual
phone GMM-UBM. Note also that MAP adapting individual Gaussians can be easily and
more eciently parallelized. Nevertheless, unlike Kernel-GMM-Type-KL, GMM-SVM does
not require phone recognition unless fMLLR transform is used.
5We still use the KL-divergence-based kernel and mean shifting.
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We observe here, similar to the results of all our approaches, that the Egyptian dialect
is the easiest to classify of all the dialects, followed by Levantine (See our discussion in
Section 8.7.). Also, we see that Iraqi/Gulf is the most dicult pair of dialects to distinguish
(see the discussion in Section 5.5.1).







Table 9.1: Comparing the classication accuracy (in %) of our approach to GMM-fMLLR-
SVM for each pair of dialects







Table 9.2: Comparing the EER of our approach to GMM-fMLLR-SVM for each pair of
dialects
9.4.6 Time Complexity
Not only do we obtain the best results with Kernel-GMM-Type-KL, but also the time
complexity of this approach is also substantially lower than that of Kernel-GMM. Assuming
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Figure 9.8: Comparing the DET curves of Kernel-GMM-Type-KL to GMM-fMLLR-SVM
for each pair of dialects; Dotted thin lines are GMM-fMLLR-SVM
that all utterances have at least one instance from each phone type, the time complexity
of computing the kernel function (9.12) on a pair of utterances is O(jjD), where D is the
GMM supervector size; for the Arabic experiments, D = 4; 000; jj is the size of the phone
inventory, which is a small constant.6 Thus, constructing the kernel matrix for N utterances
is O(N2D). Note that, unlike Kernel-GMM, for which the complexity is O(N2M2D), the
time complexity here is independent of the duration of utterances, since we compare phone
types as opposed to phone instances. We observed run-time speed improvements of about
12-15.
6We assume that the dot product between two D-dimensional vectors takes O(D).
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9.5 Biphones, Bi-Manner of Articulation and CD-Phones
All the features employed in our kernel-based approaches are mono-phonetic-based fea-
tures { i.e., supervectors extracted from frames of individual phones. We attempt in this
section to model dierences of larger context, features extracted from biphones (two con-
secutive phones) employing Kernel-GMM-Type-KL. We conduct a series of experiments to
test whether these types of features improve classication accuracy. Since our kernel-based
approaches and Discriminative Phonotactics perform very well on the Egyptian dialect
(classication accuracy of about 99%), we decided to test the approaches proposed in this
section on only the three other Arabic dialects (Levantine, Gulf, and Iraqi). This allows us
to conduct more experiments, since now we need to train only three binary classiers as
opposed to six. In this section, we report classication accuracy for each of the three binary
classiers.
9.5.1 Adding Biphone Features
Augmenting the mono-phonetic features with biphonetic, we rst train a phone GMM-UBM
for each phone type, exactly as in Kernel-GMM-Type. We then train a GMM-UBM for
some biphones using the frames aligned to the biphone (from both phones) pooled from all
training data. Since the number of possible biphones is quite large (i.e., jj2), we select
only a subset of biphones. In our experiments we choose the 100 most frequent biphones.
Then we employ the steps in Kernel-GMM-Type-KL to compute the kernel matrix followed
by SVM classication. This approach can be viewed as augmenting  to include not only
the phone inventory but also the 100 most frequent biphones.
We test the eect of adding such biphonetic features to our framework on classifying
Iraqi/Gulf. The accuracy of using the Kernel-GMM-Type-KL with mono-phonetic features
only, as in Section 9.4.4.2, is 92.3%. When we add the biphonetic features, we achieve
a slight improvement: 92.5%; the improvement is not statistically signicant. Note that
this approach relies heavily on the correctness of the phone recognizer; biphones will be
included in the features only if both were correctly recognized. This could explain the lack
of signicant improvement.
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9.5.2 Adding Bi-Manner of Articulation Features
As noted above, adding all possible biphones can increase the complexity of the algorithm.
Instead of limiting the number of biphones, as proposed in the previous section, we decided
to cluster consonants based on their manner of articulation and to cluster the six MSA
vowels in one category, as shown in Table 9.3. Instead of extracting features from biphones,
as described above, we now extract features from two consecutive manner-of-articulation-
based clusters, which we term Bi-Manner of Articulation (BMA). For example, we may
extract a supervector for `a nasal followed by a vowel', and a dierent supervector for `a
nasal followed by an unvoiced plosive'.
We have 7 categories; therefore, we build 72 (= 49) GMM-UBMs, one for each BMA,
similar to the biphones in the previous section. Using the Kernel-GMM-Type-KL framework
and augmenting the mono-phonetic features with these BMA features, we obtain a slight
improvement approaching signicance (p-value = 0:075) for Iraqi/Gulf, but no signicant
improvement for the other two dialect pairs (see Table 9.4.) Note, in this table, that the
BMA features do not perform well alone. As future research, we hypothesize that biphones




Unvoiced Plosives t, k, T, q, G
Voiced Plosives b, d, D, j
Unvoiced Fricatives f, v, s, S, $, x, H, h
Voiced Fricatives V, z, Z, g, E
Approximants and Trill w, y, l, r
Vowels a, A, i, I, u, U
Table 9.3: Categorizing phones based on manner of articulation
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Dialect Pair Mono-phones BMA Mono-phones + BMA CD-Phones
Levantine/Iraqi 95.8 94.4 95.3 93.1
Levantine/Gulf 93.3 92.8 93.6 92.3
Iraqi/Gulf 92.3 91.7 93.4 91.5
Table 9.4: The classication accuracy (in %) with dierent feature types
9.5.3 CD-Phones with GMMs
We have seen in Section 9.4 that modeling CI-phone types with GMMs performs better than
modeling CD-phone instances with HMMs. We think it is valuable to test whether modeling
CD-phone types with GMMs improves results or not. To do that, we simply replace , the
set of 34 phones, by the set of 227 CD-phones, described in Section 7.7. Training a GMM-
UBM for each of these CD-phones, we test our Kernel-GMM-Type-KL approach using this
phonetic set. Interestingly, as shown in Table 9.4, this approach achieves the worst results,
signicantly worse for the Levantine/Iraqi classier. We hypothesize that the reason for this
poor performance is that, as the phone inventory size increases, fewer phones are compared
to each other across pairs of utterances. We discuss this problem in Section 9.3 (Problem
1).
9.6 Comparison to a State-of-the-Art Approach
Using a state-of-the-art system, Torres-Carrasquillo et al. [Torres-Carrasquillo et al., 2008]
showed that GMM-UBM-based models discriminatively trained with SDC features with an
eigen-channel compensation component and VTLN and with a back-end classier achieve
an EER of 7.0% on three Arabic dialects (Gulf, Iraqi, and Levantine) using the same Appen
corpora employed here. (See Section 4.2 for more details) To compare our performance to
this work, we experiment with Kernel-GMM-Type-KL (with monophones), using both the
training and the development data used by [Torres-Carrasquillo et al., 2008] to train our
SVM models; we evaluate on the test cuts used in [Torres-Carrasquillo et al., 2008].7
7We thank P. Torres-Carrasquillo and N. Chen for providing us with the segmentations.
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Figure 9.9: The overall DET curve of Kernel-GMM-Type-KL on test cuts on three Arabic
dialects using Torres-Carrasquillo et al. [2008]'s test cuts
Using this data segmentation, our Kernel-GMM-Type-KL approach achieves better per-
formance than [Torres-Carrasquillo et al., 2008]: an EER of 6.1% (12.9% relative improve-
ment in EER) { see Figure 9.9. Moreover, testing our Kernel-GMM approach on these
segments, we obtain an EER of 6.4%. Our results suggest that Kernel-GMM-Type-KL has
considerable potential, particularly when VTLN and channel compensation components are
added. According to [Torres-Carrasquillo et al., 2008], these components reduce the EER
from 18% to 12% using the GMM-UBM approach on this task. Note that we obtain higher
EER on these three dialects than our overall EER for all four dialects since Egyptian Arabic
is the most distinguishable dialect of the four. In the next chapter we also compare our
system to Torres-Carrasquillo et al [2008]'s system on American English vs. Indian English.
CHAPTER 9. KERNEL-BASED METHOD
(APPROACH V) 111
9.7 Conclusions
In this chapter, we have introduced another novel approach for dialect recognition, based
on the hypothesis that some phones are realized quite dierently across dialects. Given an
input utterance, we employ a phone recognizer to obtain the most likely phone sequence.
We extract GMM supervectors for each phone instance/types in the sequence. Using these
supervectors, together with phone identity, we design two novel kernel functions that com-
pute similarities between phone instances/types with same phone identities across pairs of
utterances. With these kernels we train only a single SVM classier for each pair of dialects.
We have seen that the kernel-based approach gives us the best results for recogniz-
ing the four Arabic dialects. When supervectors are constructed from means of GMMs
of CD-HMMs, the kernel-based approach performs as well as the Discriminative Phono-
tactics approach (EER=6.0, EER=5.9%, respectively). The kernel-based approach is sig-
nicantly improved when the supervectors are constructed from CI-phones modeled with
GMMs (EER=4.9%). We have found that comparing supervectors of phone types as op-
posed to phone instances improves the EER (4.35%) and substantially improves the time
complexity of the algorithm. Finally, using an upper bound of a KL-divergence-based kernel
yields a signicant reduction in EER (3.96%). Attempting to model features extracted from
a larger context beyond monophones does not yield signicant gains. Our kernel-based ap-
proach also outperforms a state-of-the-art approach (12.9% relative improvement of EER)
on Arabic dialect recognition.





Thus far, we have evaluated multiple approaches for dialect recognition on four broad Arabic
dialects. We have found that Kernel-GMM-Type-KL is our best performing approach. In
this chapter, we further evaluate the performance of this approach on Arabic sub-dialects
to test whether our approach is able to capture more subtle dierences between dialects.
In addition, to test whether our approach generalizes for dialects and accents of other
languages, we evaluate it: (1) on two NIST tasks: American English vs. Indian English
accents and Southern vs. Non-Southern American English; (2) on American English at the
state level plus Canadian English; (3) and on three Portuguese dialects.
10.2 Arabic Sub-dialect Recognition
10.2.1 Materials
We saw in Section 4.3 that each of the three Appen corpora (Levantine, Gulf, and Iraqi)
includes multiple sub-dialects. Appen provides a \region" eld for each speaker. Unfortu-
nately, this eld is not well documented. So, for our experiments, we assume that this eld
is the regional origin of the speaker. The Levantine corpus contains four regions for the four
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countries in Levantine: Jordan, Israel/Palestine, Lebanon, and Syria. Similarly, the Gulf
corpus contains three countries: Oman, Saudi-Arabia, and UAE. However, the Iraqi corpus
contains regions within a single country, Iraq: Baghdad, North, and South.
For each sub-dialect in these three corpora, 80% of the speaker les are used for training
and 20% for testing. Recall that these Appen corpora contain male and female speakers
speaking by landline or mobile phones. Similar to the construction of the test set of Data
II, for each sub-dialect, we randomly selected: 25% from the set of female speakers speaking
on mobile phones; 25% from male speakers speaking on mobile phones; 25% from females
speaking on landline phones; and 25% from males speaking over landlines. Unfortunately,
this selection may lead to a small number of test speakers overall for dialects that lack
sucient speakers for any individual category. Therefore, we may have limited condence
in our conclusions about the diculty of identifying these dialects. We test our approach
here on 30s-long segments, so each speaker le is segmented to 30s cuts (after removing
silence). We also use multiple cuts from the same speaker. See Table 10.1, for the number
of speakers and cuts for each sub-dialect for training and testing.
Dialect # Train Speakers # Train Cuts # Test Speakers # Test Cuts
Baghdad 241 1546 60 400
North-Iraq 57 394 16 107
South-Iraq 84 548 20 154
Oman 112 620 28 156
Saudi-Arabia 471 3054 120 751
UAE 197 1154 48 271
Jordan 188 1076 48 292
Lebanon 198 1068 52 287
Israel/Palestine 204 1232 52 323
Syria 195 1215 48 285
Table 10.1: Number of speakers and cuts for each sub-dialect for training and testing
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10.2.2 Results
We test the Kernel-GMM-Type-KL approach on every pair of sub-dialects, as described
above, and report the EER on the corresponding test set. Recall that, in this approach, we
need to train an SVM binary classier for each pair of dialects. We have ten dialects; thus
we train 45 classiers.
As shown in Table 10.1, some dialects contain far fewer training speakers than others.
We observe that the SVM does not perform very well on imbalanced data for this task.1
In this work, we have attempted to resolve the problem by giving dierent weights to each
class, but unfortunately this does not improve the results. We nd that balancing the
training data by downsampling to the minority class performs better than weighting or
than training on imbalanced data.
The EER for each pair of dialects is shown in Figure 10.1. The average EER of all pairs
is 12.2%. Unsurprisingly, we nd that the most confusion occurs between sub-dialects of
the same broad dialect: the average EER between sub-dialects of the Gulf is 18.1%; the
average EER between sub-dialects of Levantine is 15.8%; and the highest confusion occurs
between sub-dialects of Iraqi (average EER is 41.9%). Note that we have a small number
of training speakers for North and South of Iraq. This may have inuenced the results; it is
likely that, the more subtle dierences between dialects, the more training data is required.
Comparing the average EER across broad dialects, we obtain 5.4% for Iraq vs. Levantine,
5.6% for Gulf vs. Levantine, and 13.1% for Gulf vs. Iraq.
Figure 10.1: EER for each pair of Arabic sub-dialects
1This is also a challenge for speaker verication; see [Mak and Rao, 2011] for a literature review of this
problem and a new idea for resolving it for speaker verication.
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10.2.3 Dialect-Map Visualization
In this section, we are interested in visualizing a two-dimensional map based on similar-
ities between dialects using Multi-Dimensional Scaling (MDS). We would like to see the
correspondence between this dialect map and the geographical map of the regions where
the ten dialects are spoken. For MDS, we need a pairwise similarity matrix to describe
the similarity between each pair of dialects. MDS assigns a location to each element (i.e.,
dialect) in the D-dimensional space; in this work D = 2.
One could suggest multiple ways to dene distances between dialects. For example,
symmetric KL-divergence between the distributions of lexical items (including morphemes),
phones/phonemes, or phonotactics can be calculated as distance metrics across pairs of
dialects. However, such metrics may require linguistic knowledge and analyses for each
individual dialect. For example, we will need to develop shared orthographic and phonemic
spelling systems as well as morphology analyzers for all dialects. In this work, we focus on
phonetic dierences based on our system's performance using acoustic data only.
Since our dialect recognition approach models phonetic features, it is reasonable to
assume that, the higher the error (i.e., EER) between a pair of dialects using our system on
a held out set, the more phonetically similar the pair is. In other words, the harder for the
system to distinguish the pair of dialects, the more phonetically similar they are. We use
the confusion matrix in Figure 10.1 as the input to MDS. After running MDS, we obtain
the map in Figure 10.2.
We compare the resulting dialect map in Figure 10.2 to the geographical map in Fig-
ure 10.3. We observe that the locations of the dialects on the dialect map correspond closely
to their locations on the geographical map for all dialects except for Oman and UAE. In the
geographical map, Oman and UAE are located in the most southeastern sector. However,
on the dialect map they are located south or southeast of every dialect except for Saudi-
Arabia, which they are north of. This may suggest that these two dialects are more similar
in terms of their phonetic structure to the rest of the dialects than to Saudi-Arabian. Al-
though the general structure/orientation of the dialect map is still preserved, the Lebanese
dialect is separated from the rest of the dialects. This suggests that Lebanese has a distinct
phonetic structure. We also observe that Palestinian and Jordanian dialects are very close
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Figure 10.2: Dialect map using MDS
to each other on the dialect map. This can be explained by the fact that the majority of
Jordanians are descended from Palestinians. Also, according to the United Nations Re-
lief and Works Agency (UNRWA) for Palestine refugees in the near East, the Palestinian
refugees in Jordan as of June 2008, were 31.5% of Jordan's population. We also nd that
Levantine dialects are the most scattered.
While this type of visualization may provide linguistic knowledge about the degree of
dierences between dialects, it can also aid, for example, in deciding what dialects should
be grouped together when training an Arabic ASR system's acoustic models. For example,
we might decide that the Lebanese dialect should have its own set of acoustic models, while
the acoustic data for all the Iraqi dialects might be grouped together. Note that our system
relies upon acoustic-phonetic features; thus the decision for the choice of language model
would be a separate decision.
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Figure 10.3: The geographical map of part of the Arab world
10.3 American vs. Indian English Accent Recognition (A
NIST Task)
For the past few years, NIST has been introducing new dialects and accent tasks in the
Language Recognition Evaluation (LRE). In this section, we test our system on one of the
2007 evaluation tasks: the recognition of American English vs. Indian English.
10.3.1 Materials
The American English training data are from the following telephone conversation corpora,
totaling about 83 hours of speech: The American English speaker training les (30s cuts)
form the 2005 NIST LRE [Le, 2005]; The CallHome American English Speech corpus [Cana-
van et al., 1997a]; and 26.6 hours of randomly selected speech of Native American English
speakers from Fisher English Training Part 1 [Cieri, 2005].
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Our Indian English Accent training data are from the following telephone conversation
corpora: The Indian English speaker training les (30s cuts) form the 2005 NIST LRE. The
14.5 hours of speech of Indian and Tamil English speakers from Fisher English Training
Part 1 and 2. On the assumption that speakers carry aspects of the articulatory and
coarticulatory eects from their native language to a non-native language, we augment our
Indian accent training data with CallFriend Hindi Speech corpus [Canavan and Zipperlen,
1996d], following [Torres-Carrasquillo et al., 2008]. Note that we can make use of such data
particularly because our system models low-level phonetic features only. The total duration
of our Indian training data is about 40 hours of speech.
We segment both corpora to 30s training segments and use multiple segments from the
same speaker. We end up with 2589 Indian training segments, and 4877 American English
training cuts.
10.3.2 Evaluation
We test our kernel-based system on the ocial 2007 NIST LRE Test Set (the 30s task)
[Martin and Le, 2007]. This set contains 79 American English speakers and 160 trials of
Indian English speakers. This ocial set allows to directly compare the performance of our
approach to published work and to the winning system in NIST LRE 2007.
10.3.2.1 Baselines
We saw in Section 9.6 that Kernel-GMM-Type-KL outperforms Torres-Carrasquillo et
al. [2008]'s system on the three broad Arabic dialect recognition task. Torres-Carrasquillo et
al. [2008] also test their state-of-the-art approach on the American vs. Indian English accent
task, employing a superset of the training data described in Section 10.3.1. They obtain an
EER of 10.6%. The EER using the GMM-SVM approach [Campbell et al., 2006b] on this
task, according to [Torres-Carrasquillo et al., 2008] is 11.3%. Chen et al. [Chen et al., 2010]
evaluated their system on this task as well. Their system identies dialect-discriminating
phonetic rules which are subsequently used to adapt biphone models. These models are
then used for scoring a test trial for recognition (see Section 4.2 for more details). Their
approach achieves an EER of 14.7%, and, when fused with the PRLM approach, they obtain
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an EER of 10.6%, similar to [Torres-Carrasquillo et al., 2008]. We compare the performance
of our approach to these systems.
10.3.2.2 Results
To train the Kernel-GMM-Type-KL system on the English corpora, we need English phone
hypotheses. We employ the English phone recognizer from the Brno University of Tech-
nology [Matejka et al., 2005]. The phone inventory () of this recognizer consists of 38
phones (phone types). For each phone type, we ML-train a phone-GMM of 60 Gaussian
components using a random sample of frames from the training data, aligned to phone
instances of this phone type. For this task, the acoustic features are 13 RASTA-PLP fea-
tures (including energy) plus delta and delta-delta, resulting 39D feature vector from each
frame.2 The rest of the steps/settings of this system are exactly the same as those of the
Kernel-GMM-Type-KL of the Arabic experiments.
We train another system which is based on the Kernel-GMM approach. Recall that,
in this approach, we compare phone instances between utterances as opposed to phone
types. Instead of the RBF kernel in (9.1), the kernel function which corresponds to the
approximation of the GMM-KL-divergence in (9.11) is utilized for this system. We denote
this system Kernel-GMM-Instance-KL.
As shown in Figure 10.4, evaluating these two systems on the the ocial 2007 NIST
LRE test set, we obtain an EER of 8.7% for Kernel-GMM-Type-KL and slightly, but not
signicantly, better ERR of 7.8% using Kernel-GMM-Instance-KL. Combining the output
of these two systems by simply averaging the SVM posteriors, we achieve the best EER:
6.3%. All these systems outperform both [Torres-Carrasquillo et al., 2008] and [Chen et al.,
2010]'s systems. Although the combination system achieves 40.6% relative improvement in
EER, the improvement over both baselines is not statistically signicant, due to the small
number of test trials. Also, as shown in Figure 10.5, our combination system performs
better than the winning 2009 NIST system on this data set.
2We use the Audio feature calculation program feacalc version 0.91 from ICSI's SPRACHcore software
package.
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Figure 10.4: Comparing the DET curves of our approaches on the 2007 NIST LRE test set
for American vs. Indian English
10.4 American English Dialects: Southern vs. Non-Southern
(A NIST Task)
In this section, we evaluate our Kernel-GMM-Type-KL system on the 1996 NIST LRE
dialect task: Southern American English vs. Non-Southern. We compare the performance
of our system to the GMM-UBM approach.
10.4.1 Materials
The speakers in the \southern" collection are from the CallFriend American English-Southern
Dialect corpus [Canavan and Zipperlen, 1996b]. The speakers were identied primarily
based on vowel quality patterns common among native speakers raised in the southeastern
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Figure 10.5: The DET curve of the best performing 2007 NIST system on the American
vs. Indian English task (screenshot from the 2009 NIST workshop slides)
United States (from Texas eastward to the Atlantic coast, and from Virginia and Kentucky
southward to the Gulf of Mexico). This corpus also includes a small number of African-
American speakers, whose geographic origins may be more dispersed, but who share some
of the vowel quality patterns distinctive of southern white speakers. The dialects of these
speakers were veried by a human subject who is a native speaker familiar with American
English dialects.
This corpus is divided into 40 speakers for training, 40 for development, and 40 for
testing. In this work, we use both the training and development portions to train our
models and the 40 test speakers to evaluate the system. Similar to our other experiments,
we initially segment the speech les based on silence, and then extract multiple cuts of
about 30s each from each speaker's data (see Table 10.2).
The speakers in the \non-southern" collection are from the CallFriend American English-
Non-Southern Dialect corpus [Canavan and Zipperlen, 1996a]. The speakers in this corpus
are from a wide geographic range, based on their own reports of where they were raised.
Some of these speakers identied their origins as being in the southeastern U.S. However,
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Dialect # Train Speakers # Train Cuts # Test Speakers # Test Cuts
Southern 80 1694 40 839
Non-Southern 80 1816 40 871
Table 10.2: Number of speakers and cuts for each American dialect
according to the LDC, regardless of the speakers' geographic or ethnic backgrounds, all of
them share clear absence of a vowel quality pattern that would distinguish them as speakers
of a \southern" dialect.
This corpus contains as many speakers as in the southern corpus, and also is divided
into 40 speakers for training, 40 for development, and 40 for testing. In this work, we also
use both the training and development portions for training and evaluate on the 40 test
speakers. As shown in Table 10.2, we again segment the les based on silence, and then
segment each speaker's audio data to multiple cuts of about 30s each. It is important to
note that, in both corpora, the participants on both sides of the telephone conversations
spoke in the same dialect. This avoided possible phonetic entrainment between the speakers
on both sides.
10.4.2 Evaluation
As far as we can determine, there is no published work which reports individual results
(DET curves or EERs) for this task. Also, this task is not in any recent NIST LRE,
and no results are presented in any NIST Speaker and Language Recognition workshop.
Therefore, we choose the standard GMM-UBM approach as our baseline (see Chapter 7 for
the GMM-UBM approach).
Similar to the American vs. Indian English accent experiments, for the GMM-UBM, we
extract 39D RASTA-PLP acoustic features. We use the training les in both corpora to
ML-train the GMM-UBM, of 2048 Gaussians. For each dialect, using the training cuts of
this dialect, we build a GMM by MAP adapting the UBM with 5 iterations using relevance
factor r = 16. We score the test cuts in each dialect using PairScoring scheme to plot
the DET curve. As shown in Figure 10.6, the EER is 31.4%, signicantly above chance.
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Figure 10.6: The DET curves GMM-UBM, Kernel-GMM-Type-KL and Logistic-GMM-
Type-KL for American English Southern vs. Non-Southern dialects.
Now we compare the GMM-UBM performance to that of the Kernel-GMM-Type-KL
system on these test cuts. The Kernel-GMM-Type-KL system here has the same settings
as in the American vs. Indian English experiments, but is trained on the corpora described
above. We obtain an EER of 15.7% (absolute), a 53.5% relative improvement over the
GMM-UBM, a signicant improvement (see Figure 10.6). Recall that, for this task, we
have only 80 training speakers per dialect, a relatively small number comparing to our
Arabic and American vs. Indian English experiments. Form our experience on Arabic, we
believe that including more training speakers, our system will achieve better results.
We mentioned in Section 9.4.4.2 that, for the Kernel-GMM-Type-KL approach, an ut-
terance can be represented as a single vector W of supervectors.3 Such a representation
3The supervectors are scaled and shifted using the weights, inverse covariance matrices and means of the
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allows us to experiment with a dierent classier than SVM. We experiment with logistic
regression using this vector representation for the Southern vs. Non-Southern American
English task. We train a logistic regression with L2 regularizer on the same vectors used for
Kenel-GMM-Type-KL above and test on the same test cuts. Unsurprisingly, as shown in
Figure 10.6, due to the close relationship between SVM (with linear kernel) and logistic re-
gression, the logistic regression classier on this task performs slightly but not signicantly
better (EER of 14.6%) than the SVM using the kernel in (9.12) [Vapnik, 1999]. We denote
this approach Logistic-GMM-Type-KL. Note however that the DET curve corresponding
to the logistic regression in Figure 10.6 has a slope closer to  1 than the SVM DET curve.
Hence, the logistic regression posteriors (condence scores used to plot the DET curves)
were drawn from more standard normal distribution.4
10.5 American English Dialects: Pairwise State Classica-
tion
We saw in the previous section that Southern and Non-Southern American English regional
dialects can be distinguished from one another with considerable accuracy. In this section,
we are interested in identifying dialects at the American state level. In other words, we
identify those pairs of American states whose dialects are distinguished from one another.
While it is known that some of these states do not have their own distinct dialects, we
would still like to use our system to help address one of Labov's questions: \What are the
major dialect regions of the United States?" [Labov et al., 1997]. As in our Arabic sub-
dialect experiments, we visualize an American state dialect map based on pairwise dialect
similarities using EERs obtained from our system.
10.5.1 Materials
For the experiments in this section, we employ the Fisher English Training Part 1 and 2
corpora [Cieri, 2005]. These corpora consist of conversational telephone speech, created
corresponding Gaussians of each phone-GMM (see Section 9.4.4.2).
4Condence scores normally distributed with a variance of 1 are crucial for speaker verication.
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at the LDC during 2003. Each audio le contains a full English conversation of up to 10
minutes. In this work, we use only audio the les whose speakers are native North American
English speakers. In addition to the annotation of whether a speaker is a native English
speaker or not, speakers are annotated with the North American state where they were
raised. In our experiments we also include native English speakers from Canada as a single
separate class.5
For each state, we randomly select 80% of the speakers for training and hold out the rest
(20%) for testing. To avoid cases were we have insucient data, we limit our experiments
to states that have at least 50 training speakers. With such constraints, we end up with 31
American states plus Canada. Similar to our other experiments, we test our system on 30s
cuts (after removing silence), with multiple cuts from the same speaker. See Table 10.3 for
the number of the training and testing speakers and cuts for each American state.
It is important to note that these corpora are not designed for the task of dialect
recognition. There are no annotations about the number of years the speakers lived in their
native states. Speakers may have moved to dierent parts of the country, so their native
dialects may have faded. Moreover, there is no dialect-based assessment, as for the NIST
Southern vs. Non-Southern corpus, in Section 10.4. Due to the lack of such knowledge, we
cannot judge the real diculty of the task from our experiments.
10.5.2 Results
Using the Kernel-GMM-Type-KL approach with the same settings as in the previous English
experiments (Sections 10.3 and 10.4), we train a binary SVM classier for each pair of
states on the corresponding training cuts in Table 10.3. We balance the training data by
downsampling to the minority class. For the 32 states, we therefore train 496 classiers and
evaluate them on the corresponding held-out test cuts. We report the EER for each pair of
classiers in Tables A.1{A.7.
To summarize our classication results, we categorize the American states using Labov et
al. [1997]'s dialect categorization. We then compute the average EER within each category
and the average EER across classes. We report these numbers in Tables 10.4 and Table 10.5;
5There are no state-level annotations for Canadian speakers.
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Dialect # Train Speakers # Train Cuts # Test Speakers # Test Cuts
AL 159 873 21 115
AZ 143 798 19 109
Canada 200 1141 24 134
CA 1914 10639 235 1338
CO 142 807 21 121
CT 278 1552 33 190
FL 538 3038 69 387
GA 382 2156 53 297
IA 165 915 21 122
IL 761 4288 94 535
IN 321 1796 42 249
KS 140 789 18 102
KY 169 942 21 122
LA 152 868 21 123
MA 449 2531 58 324
MD 286 1630 39 227
MI 586 3313 69 381
MN 314 1776 38 215
MO 244 1387 31 175
NC 256 1473 34 197
NJ 807 4582 99 567
NY 2295 13125 276 1586
OH 681 3829 88 497
OK 189 1104 23 128
OR 187 1053 25 134
PA 1649 9391 195 1105
SC 111 620 16 93
TN 255 1436 29 169
TX 815 4587 107 595
VA 296 1643 39 221
WA 359 2008 44 243
WI 243 1360 33 180
Table 10.3: Number of speakers and cuts for each American State
recall that chance EER is 50%.
We observe that Canadian English is the most distinguished from all other American
dialect categories. Also, Canadian English is most similar to the Eastern dialects. We also
nd that the Southern and the Western dialects are the easiest to distinguish from one
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Dialect Pair Average EER (%) Sdev
Canada vs. The South 20.2 5.12
Canada vs. The Midland 23.89 5.6
Canada vs. The West 27.76 3.73
Canada vs. The East 29.34 2.87
The South vs. The West 30.47 7.12
The South vs. The East 32.8 6.33
The East vs. The West 34.78 3.9
The Midland vs. The West 35.5 6.09
The Midland vs. Th South 36.27 7.6
The Midland vs. The East 36.31 6.26
Table 10.4: Average EER across dialect categories
Dialect Pair Average EER (%) Sdev
The West 36.65 6.73
The East 37.25 5.58
The Midland 37.91 6.93
The South 43.93 8.03
Table 10.5: Average EER within dialect category
another (EER of 30.47%). Note that this error is far greater than the error we obtain for
the Southern vs. Non-Southern experiment in the previous section (EER of 15.7%). We
speculate that this dierence may be due to the major dierences between the two corpora.
As discussed in Section 10.5.1, unlike the Fisher corpora, the Southern vs. Non-Southern
corpus is designed specically for dialect recognition. Moreover, the dialects of all speakers
were manually veried by a linguist. In addition, the participants on both sides in this
corpus spoke the same dialect { to avoid dialect entrainment. From Table 10.5, we observe
that the dialects of the Southern states are the most similar to each other, whereas the
dialects of the Western states are the most diused.
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As in our Arabic experiments, we are interested in visualizing our results in a two-
dimensional dialect map using MDS. To construct the pairwise similarity matrix for MDS,
we utilize the EER of each pair of states as the dialectal similarity measure between this
pair. The output map is shown in Figure 10.7. We can see that this map resembles the
actual geographical map somewhat. If we impose manual clustering somewhat similar to
Labov's work, we obtain Figure 10.8. We can see in this map that only California, Colorado,
Iowa, and North Carolina are geographically misplaced. The Californian dialect is located
on the middle of the map. This may be due to the substantial migration to California from
dierent parts of the country. We believe that this empirical dialect map may be of an
interest of dialectologists and speech scientists as well as engineers who, for example, would
like to build dialect-specic ASR acoustic models.
10.6 Portuguese Dialect Recognition
In this section, we are interested in testing whether the Kernel-GMM-Type-KL approach
generalizes for dialects of languages other than Arabic and English. So, we evaluate the
Kernel-GMM-Type-KL on three Portuguese dialects: African Portuguese (AP), Brazilian
Portuguese (BP), and European Portuguese (EP).
10.6.1 Materials
We employ the same training and testing data sets and segmentations used in [Koller,
2010; Koller et al., 2010] (see Tables 10.6 and 10.7). The AP data set is a collection of
broadcast news and soap operas from RTP-Africa, a terrestrial television channel for the
Portuguese-speaking African countries. It has been pointed out by Koller et al. [2010] that
many of the African speakers, namely reporters and politicians, were educated in Portugal.
According to human subjects in a perceptual study, these African Portuguese reporters
and politicians are hardly distinguished from European Portuguese speakers. Also, some
of the African speakers are not native speakers of Portuguese. The BP data set contains
recordings of several broadcast news and conversations. The EP data set consists of a
selection of about eight hours from the ALERT Speech Recognition Training corpus. These










































Figure 10.7: American State map using MDS
corpora are described in greater details in [Koller, 2010].
It should be noted that, unlike all our previous experiments, the data here consists
mostly of broadcast news shows (sampled at 16Khz) as opposed to telephone conversations,
which is sampled at 8Khz. Another dierence from our other experiments is that most of
the segments here are substantially shorter than 30s (see Tables 10.6 and 10.7).
10.6.2 Evaluation
Using the Kernel-GMM-Type-KL approach, we train three binary SVM classiers, one for
each pair of the three Portuguese dialects. To build such systems, we need Portuguese
phone hypotheses for each segment. In this work, we run the European Portuguese phone
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Figure 10.8: American State map using MDS with manual clustering somewhat similar to
Labov's work
recognizer developed by Koller et al. [2010]. The phone inventory of this phone recognizer
consists of 38 phones. The acoustic features, aligned to each phone instance, are also 39D
vectors: 13 RASTA-PLP features (including energy), delta and delta-delta.6 Similar to the
American vs. Indian English experiment, the phone-GMM are of 60 Gaussian components
and are trained for each of the 38 phone types using all the training data from the three
dialects.
Figure 10.9 shows the results of our system on the test segments (in Table 10.7) for
6We thank Alberto Abad Gareta for running the phone recognizer and extracting these PLP features for
all the Portuguese data.
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Training Data AP BP EP
Duration (min) 238.8 256.1 279.1
# Segments 1424 1434 1283
% Segments (< 3s) 10.1 10.7 13.1
% Segments (3  10s) 42.3 44.4 49.6
% Segments (10  30s) 38.7 38.7 44.1
% Segments (> 30s) 2.2 4.1 6.3
Table 10.6: Portuguese Training Data
Testing Data AP BP EP
Duration (min) 88.8 80.2 99.0
# Segments 610 462 412
% Segments (< 3s) 23.3 18.0 0.2
% Segments (3  10s) 43.1 40.0 42.5
% Segments (10  30s) 32.8 38.1 50.0
% Segments (> 30s) 1.0 4.1 7.5
Table 10.7: Portuguese Testing Data
each of the pairs of Portuguese dialects. We observe that the most distinguishable pair
of dialects is BP vs. EP (EER=8.0%). This is not surprising due to the major phonetic
dierences between this pair of dialects, including vowel reduction [Rouas et al., 2008;
Abad et al., 2009]. We obtain an EER=9.0% for AP vs. BP. We nd that the most dicult
pair to distinguish is AP vs. EP (EER=11.9%). Nonetheless, none of these dierences is
statistically signicant. Obtaining the highest error between AP vs. EP may be due to
the similarities between the dialects/accents of the AP and EP speakers in these corpora
(see Section 10.6.1). However, due to the unbalanced distribution of test segment durations
across dialects, we cannot draw clear conclusions about the degree of similarities between
these dialects.
It has been shown that some of these dialects dier in terms of their rhythmic structures
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Figure 10.9: DET curve for each of the three Portuguese dialects (without rhythmic fea-
tures)
[Frota and Vigrio, 2001]. We saw in Section 9.4.4.2 that, for the Kernel-GMM-Type-KL
approach, each utterance can be represented in one vector W . This representation allows
us to add new features easily. We experiment with the following durational and rhythmic
features to W .
 The mean and standard deviation of the durations of phone instances of each phone
type in the utterance { two features for each phone type (similar to our Arabic prosodic
modeling experiments, Chapter 6);
 The mean and standard deviation of the durations of all vowels in the utterance;
 The percentage of vocalic intervals (%V );
 The standard deviation of intervocalic intervals (C).
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Adding these rhythmic features, we obtain reduction in EER for distinguishing EP form
the other two dialects: AP vs. EP (from 11.9% to 8.5%) and BP vs. EP (from 8.0% to
6.3%). However, for some reason these rhythmic features increase the EER for AP vs. BP
(from 9.0% to 12.3%). See Figure 10.10 for the comparison between the DET curves of each
pair of classiers with and without the rhythmic features.




















Figure 10.10: DET curve for each of the three Portuguese dialects (thick lines are with
rhythmic features)
Now we compare our best results to those obtained by Koller [2010] on the same corpora
and segments.7 It is important to note that a main dierence between our system and
Koller's is that his system requires orthographic transcripts (during training) for each dialect
to be identied. For our system we need only one phone recognizer, ideally, but not crucially
7Koller's system is described in detail in Section 4.2.
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trained on one of the dialects.8 In fact, we hypothesize that our system can work reasonably
well using a phone recognizer trained on a dierent language. As shown in Table 10.8,
Koller's system outperforms our approach for identifying the three pairs of Portuguese
dialects, Nonetheless, none of theses dierences is statistically signicant. We speculate
that the greater error of our approach over Koller's system may be due to the very short
utterances in this data set. Recall that we need to MAP adapt multiple phone GMMs from
the input utterance. With short utterances, these GMMs will not be robustly estimated,
especially with errors introduced by the phone recognizer.
Dialect Pair Koller's System (EER) Kernel-GMM-Type-KL (EER)
AP vs. EP 4.1% 8.5%
EP vs. BP 5.9% 6.3%
AP vs. BP 7.6% 9.0%
Table 10.8: Comparing the EER of Koller [2010]'s System to the EER of our system on the
three Portuguese dialects
10.7 Conclusions
In this chapter, we have shown that, not only does Kernel-GMM-Type-KL exceeds the state-
of-the-art results for four broad Arabic dialects, but it is also eective for distinguishing
most pairs of Arabic sub-dialects, and it outperforms state-of-the-art approaches on recog-
nizing American English vs. Indian English Accents. Moreover, we see that this approach
outperforms the standard GMM-UBM approach for Southern vs. Non-Southern American
English, with 53.5% relative improvement. Our system can also be used to distinguish a
number of dialects across American states plus Canada with considerable accuracy. In ad-
dition to Arabic and English, the system achieves comparable results to the state-of-the-art
Portuguese dialect recognition system, a system which, unlike ours, requires orthographic
transcripts during training. These experiments lead us to conclude that the Kernel-GMM-
8For example, in all our colloquial Arabic experiments we use a phone recognizer trained on MSA.
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Type-KL is general enough for languages other than Arabic. Finally, we plot data-driven
dialect maps using the pairwise EER between pairs of dialects for the Arabic dialects as
well as for those of American states.
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Chapter 11
Improving ASR using Dialect ID
11.1 Introduction
As discussed in previous chapters, one of the key challenges in Arabic speech recognition
research is how to handle the dierences between Arabic dialects. In this chapter, we suggest
a method that utilizes our dialect recognition system in aid of improving ASR. Since Arabic
dialects dier in their lexical items, we hypothesize that optimizing the language model to a
specic dialect may improve Arabic ASR on this dialect. Similarly, since some phones and
allophones are realized dierently across Arabic dialects, training dialect-specic acoustic
models may also improve performance. To build and utilize such dialect-specic models we
have to annotate the data prior to training and recognition. To do that, we make use of
our Arabic dialect recognition system.
Note that building a completely dialect-specic ASR system requires a third component
to be specialized (or adapted) along with the language model and acoustic models: the
pronunciation dictionary. In this chapter, we do not attempt to improve pronunciation
modeling for Arabic colloquial dialects due to the lack of a morphological analyzer and a
disambiguation tool, such as MADA (see Chapter 3), for Arabic colloquial dialects.
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11.2 Dialect Identication System
Recall that our best performing dialect recognition system makes use of the kernel-based
approach (Kernel-GMM-Type-KL). In this system, we train a binary SVM classier for each
pair of dialects, hence six binary classiers for the four broad Arabic dialects (Levantine,
Iraqi, Gulf, and Egyptian). To annotate the data with dialect ID tags, we need a single
four-way classier to classify the dialect of the speaker to one of the four dialects. To build
such a classier, we rst run the six SVM binary classiers on the held-out test set in Data
II (4008 30s samples). Every SVM binary classier provides a posterior probability P (C1jx)
for each test sample x of belonging to class C1. We use these posteriors as features to train
a four-way logistic regression on the test cuts. The 10-fold cross validation of this classier






Table 11.1: F-Measure for each dialect class using the four-way classier with 30s cuts
11.3 Data Sets
In this section, we describe three data sets we construct for our ASR experiments. All these
sets are selected from the GALE project data collection released by the LDC. The data
consists of broadcast news and conversations sampled at 16Khz. Recall that our dialect ID
system is trained on telephone conversations; therefore, downsampling to 8Khz is required
when running the dialect ID system on this data.
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11.3.1 Baseline Data Set (BaseSet)
We use approximately 301 hours randomly selected from the entire GALE data collection
(broadcast news and conversations) to train our baseline acoustic models. This data set
contains 9,774 speakers. We denote this data set as BaseSet. Since the GALE collection
consists mostly of MSA data, this set is likely to be composed of mostly MSA.
11.3.2 Hypothesized Dialect Data Set (DialectData)
In Broadcast Conversations (BC), the genre we attempt to improve the ASR system on,
Arabic speakers often code switch between MSA and their native regional dialects. Code
switching may occur in the multiple dimensions of the linguistic spectrum, including phonol-
ogy, morphology, lexicon, and even syntax. For example, Arabic sentences may contain both
MSA and dialectal phrases as well as MSA words with dialectal axations.
The mixing of the two variants in the same utterance makes it dicult to select \clean"
dialectal data to train and test our dialect-specic models. But, fortunately, some of the
GALE broadcast conversations were manually annotated with MSA and non-MSA tags at
the word level, by LDC.1 So, in this section, we make use of these annotations to construct
our training and testing data sets for each dialect as follows. We do that by selecting all
utterances with more than 50% of the words annotated as non-MSA. To avoid the problem
of having too little data for speaker compensation transforms, we retain speakers who have
at least two utterances of at least 10 words. As a result, we obtain about 46.1 hours of
speech from 1095 dierent speakers. We denote this data set as DialectData.
We run our four-way dialect classication system, described in the previous section, at
the speaker level of DialectData to obtain dialect tags. The number of speakers and
duration for each hypothesized dialect set is shown in Table 11.2. Since we lack true dialect
annotations, we have manually evaluated a random sample of the hypothesized dialect tags
and have found that the annotations are reasonable. Note that most of the speakers were
classied as Levantine. This is not surprising since most of the data were collected from
Levantine TV channels (such as, LBC, Alurdunya and SyriaTV).
1On the other hand, manual inspection of a sample of these annotations showed various deciencies.
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Table 11.2: The distribution of hypothesized dialect data
Due to the biased distribution towards Levantine, in this chapter we focus our attention
on improving the WER only on Levantine { i.e., we will optimize the language model for
Levantine and build Levantine acoustic models. Nonetheless, we still test the Levantine-
specic system on the other three dialects to test whether we obtain the most gain on
Levantine. From the 33.4 hours of hypothesized Levantine, we construct three sets of 27.3,
3.0, and 3.1 hours for training (LevTrain), development (LevDev), and test (LevTest),
respectively. We have no speaker overlap in these three sets. We use 3.0 hours from the
9.0 hour-hypothesized Egyptian data for testing our system on Egyptian. We select all the
2.0 and 1.8 hours of hypothesized Iraqi and Gulf, respectively, as our test sets for these
two dialects. The total duration of the hypothesized dialectal data is about 9.9 hours; we
denote this set as DialectTestSet.
11.3.3 Hypothesized Levantine BC (LevBC)
We have only 33.4 hours of speech annotated as non-MSA and automatically tagged as
Levantine. This amount of data is not sucient to robustly train an ASR system's acoustic
models. Therefore, we run our dialect ID system on the entire GALE BC data regardless of
whether the utterances are tagged as MSA or not. After running the dialect ID system, we
obtain about 313 hours of speech annotated as Levantine. Note that this data set includes
LevTrain but does not include LevDev or LevTest. It should also be noted that this
set may contain noisy Levantine data, since some utterances may be completely MSA. We
denote this data set as LevBC. The total number of speakers in this set is 5,291 speakers.
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11.4 ASR System
We use IBM's Attila ASR system to conduct our experiments. Below we describe the design
of the system used in all these experiments. The system design is similar to that described
in [Saon et al., 2010].
11.4.1 Front-End and Acoustic Models
The input speech is represented by 13-dimensional PLP features extracted from 25ms
frames, with a frame-shift of 10ms, with cepstral mean and variance normalization. Each
frame is spliced together with four preceding and four succeeding frames and LDA is per-
formed to yield 40-dimensional feature vectors. The LDAmatrix used here is from a previous
IBM's ASR Arabic system [Saon et al., 2010].
Using the pronunciation dictionary, words are represented as sequences of phones which
are modeled using 3-state left-to-right HMMs, without state skipping. All models have
penta-phone cross-word acoustic context. The numbers of context-dependent states in the
system is 4000, and a total of 200,000 Gaussian components. The acoustic models where
initially ML trained and then discriminatively trained using the Boosted Maximum Mutual
Information (BMMI) method.
11.4.2 Language Model
The system utilizes a 4-gram language model (of about 880 million n-grams) resulted from
interpolating 20 language models trained with modied Kneser-Ney smoothing from the
following resources: transcripts of the audio data, Arabic Gigaword corpus, and web tran-
scripts for broadcast conversations collected by CMU/ISL (28M words from Al-Jazeera).
The interpolation weights were optimized using GALE eval07 of BN and BC data which
contains about 74K words. Note that the hypothesized dialectal data set described in Sec-
tion 11.3.2 (DialectData) is not part of the data used for training these language models.
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11.4.3 Decoding
The ASR decoding steps comprise the following: (1) The speech segments are clustered
into speaker clusters; (2) These speech segments are decoded using a speaker independent
system (3) Using the decoded output, speaker compensation transforms (VTLN, fMLLR
and MLLR) are applied; and nally (4) the adapted segments are decoded again using the
adapted models.
11.4.4 Pronunciation Dictionary
We saw in Chapter 3 that there are two main pronunciation modeling techniques for Arabic
(unvowelized and vowelized). Recall that the unvowelized dictionary is created by running
Buckwalter's morphology analyzer on every word in the vocabulary. Then, every undi-
acratized word is mapped to all the morphological analyses for which all the diacritics are
removed (including the 3 MSA short vowels but not nunations). The vowelized dictionary
is described in detail in Section 3.6.2.
We need to decide which dictionary to use for our ASR dialect experiments in this chap-
ter. So, we train two identical ASR systems except for their pronunciation dictionaries,
using the ASR settings described above, on BaseSet. The rst system employes the un-
vowelized dictionary and the second utilizes the vowelized dictionary. The vocabulary size
of both dictionaries is 795K words. Typically, a simple vowelized version of the dictionary
performs better on MSA than a completely unvowelized version. To validate this, we test
our two systems on GALE dev07, which consists of only MSA data. We nd, in fact, that
the WER using the unvowelized system is 12.4% but 11.4% using the vowelized system
{ the dierence is statistically signicant. However, testing these two systems on our di-
alect data (DialectTestSet), we nd that the performance of the unvowelized system is
signicantly and consistently, across hypothesized dialects, better on this non-MSA data.
The unvowelized system's WER is 46.8%, while the vowelized system achieves a WER of
48.2%. We believe that this is due to the fact that Buckwalter's morphology analyzer, which
is used to obtain the short vowels, is designed to handle only MSA words, thus resulting
in inaccurate pronunciations for dialectal data. From these results, we choose to use the
unvowelized pronunciation dictionary for our experiments in this chapter.
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11.5 Levantine-Specic Language Model
We test the hypothesis that optimizing the LM interpolation weights on hypothesized Lev-
antine data will improve ASR on Levantine. Using the system design above, we train the
system's acoustic models on BaseSet and compare its performance when employing the
following language models:
1. Baseline LM-I: The LM described in Section 11.4.2 (without DialectData).
2. Baseline LM-II: This is a 4-gram language model results from interpolating: (1) The
20 LMs described in Section 11.4.2 and (2) a 4-gram LM trained on the hypothesized
Levantine data set (LevTrain) (1.4 million n-grams). The interpolation weights are
optimized utilizing GALE eval07 data set (same optimization set used for Baseline
LM-I).
3. Levantine LM: Similar to the previous LM, but now we optimize the interpolation
weights on our hypothesized Levantine dev set (LevDev). This is a Levantine-specic
LM.
4. Levantine LM BC: This is a 4-gram language model results from interpolating: (1)
The 20 LMs and (2) a 4-gram LM trained on LevBC (3.8 million n-grams). The
interpolation weights are also optimized on LevDev. This is also Levantine-specic
LM but with more noisy Levantine data (may contain MSA data).
Dialect Baseline LM-I Baseline LM-II Levantine LM Levantine LM BC
Levantine 49.7 49.2 47.9 47.5
Iraqi 49.5 50.1 48.8 49.0
Gulf 49.8 49.4 49.3 49.3
Egyptian 40.4 40.9 39.7 39.8
Table 11.3: Comparing the WER on each dialect using dierent LMs
We test these LMs on our hypothesized dialect test set (DialectTestSet) and report
the WER in Table 11.5 for each of the four dialects. We observe that the Levantine-specic
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LM slightly improves all dialects but as expected, signicantly better (p-value < 0.001) with
the most relative improvement on the hypothesized Levantine test set (LevTest). From
Baseline LM-I, for Levantine, we obtain the greatest reduction in WER (2.2% absolute)
when using the Levantine LM BC. Hence, adding the hypothesized Levantine BC data
(although it is noisy) improves the WER by 0.4% over using only utterances tagged with
non-MSA.
11.6 Levantine-Specic Acoustic Models





Table 11.4: Comparing the WER on each dialect using Levantine vs. baseline Acoustic
Models
In this section, we test the hypothesis that building Levantine-specic acoustic models
(AM) may improve WER on Levantine input. For the Levantine system, we use all the 313
hours of speech from the hypothesized Levantine on BC (LevBC). The baseline acoustic
models are trained on the 301 hours from BaseSet. Although both data sets have com-
parable number of hours, LevBC contains far fewer (almost half) speakers than BaseSet.
This may bias the WER towards BaseSet. Since in this section we are only interested in
the eect of clustering the acoustic data using dialect tags on the acoustic models, we use
Baseline LM-I, described in previous section, for both systems.
Similar to the LM experiments, we compare the performance of these two systems on our
hypothesized dialect test set (DialectTestSet). We report the WER for each hypothe-
sized dialect in Table 11.6. We only report the ML-trained acoustic models in this section.2
2We accidentally deleted the BMMI-trained models and some important les needed to be able to retrain
the models.
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The system employing the Levantine-specic acoustic models performs signicantly (p-value
< 0.05) better (1.8% in absolute WER) than systems that utilize the baseline acoustic mod-
els on the Levantine test set (LevTest).
11.7 Levantine-Specic System
We have seen signicant improvement in ASR when using dialect-specic language models
and when using acoustic models separately. Now, we test the combination of these two
types of dialect-specic models on (DialectTestSet). The baseline system's acoustic
models are trained on BaseSet and its LM is Baseline LM-I. The dialect-specic system's
acoustic models are trained on LevBC and its LM is Levantine LM BC. Both systems
are discriminatively trained (using BMMI). Similar to previous experiments we compare
the performance on our dialect test set (DialectTestSet). The WER for each dialect
is shown in Table 11.7. We nd that the Levantine-specic system achieves signicant
reduction in WER (of 4.6% absolute, 9.3% relative) over the baseline on the Levantine test
set (LevTest). We also see a reduction in WER for all dialects, with the most improvement
for Levantine, followed by Egyptian. The high improvement for Egyptian may suggest
some similarities between the Egyptian and Levantine phonetic/allophonic structures. For
example, both dialects typically replace the phoneme /q/ by a Glottal Stop. (See Chapter 2)
Recall also that our acoustic data here (LevBC) is very noisy { it includes a great deal of
MSA (only 27.3 out of the 313 hours were manually tagged as non-MSA). So, it could be
that some of this MSA data is MSA-accented with Egyptian and other dialects.





Table 11.5: Comparing the WER on each dialect using Levantine vs. baseline systems
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11.8 Conclusions
We can conclude that targeting specic dialects and building specialized language models is
better than simply treating the data as one cluster (i.e., leading to a single language model).
We show that using our dialect ID system for clustering the transcripts and identifying the
dialect prior to ASR improves WER. Similarly, training specialized acoustic models using
speech data clustered using our dialect ID hypotheses improves results on the targeted
dialect. When we employ both specialized types of models (LM+AM) for the ASR system,
we obtain the best results (4.6% absolute; 9.3% relative) on the targeted dialect (Levantine
in our case). These results also suggest that these two types of modeling are complementary
to each other. This is not surprising since Arabic dialects dier phonetically and lexically.
For future work, instead of building the Levantine acoustic models from scratch, we will
experiment with MAP adapting already ML-trained acoustic models on MSA using our
hypothesized Levantine acoustic data.
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Chapter 12
Conclusions and Future Work
In this thesis, we have presented the results of a series of experiments in automatic dialect
identication. We have compared previous to novel approaches, exploring a number of
dierent features and modeling techniques for the task of dialect and accent recognition
problem. We have experimented with lower and higher level information in the speech signal,
including acoustic, phonetic, phonotactic, and prosodic information. We have developed a
general approach for dialect and accent recognition that requires acoustic input only for
training and testing. We have evaluated this approach on multiple dialects of dierent
languages, and we have shown that, in most cases, we achieve state-of-the-art performance,
even without combining dierent systems.
Most of the approaches we have employed in this work require a phone recognizer trained,
ideally, on a variant of the language of the dialects to be identied. An essential component
for building either a phone recognizer or a speech recognizer is a pronunciation dictionary.
However, there has been no comprehensive study accurately modeling pronunciations in
Arabic. In Chapter 3, we describe a method that addresses the diculties inherent in
modeling pronunciations for Modern Standard Arabic (MSA). In particular, we make use of
a morphological analysis and disambiguation tool to predict most likely word diacritizations
given the textual context of transcripts. We have developed a set of linguistically-motivated
pronunciation rules and applied them on these diacritized words to automatically generate
MSA pronunciation dictionaries. We have generated two dierent dictionaries: one is used
during the training of the acoustic models and another is employed during the decoding
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phase in ASR. Using these dictionaries, we have improved the absolute phone error rate
by 3.77%{7.29% over a state-of-the-art pronunciation model for Arabic. Also, we have
obtained a 2.2% absolute signicant reduction in Word Error Rate (WER) (11.5% relative)
in a state-of-the-art Arabic ASR system.
We begin our work on dialect identication, we rst analyzed the performance of well-
known language recognition-based phonotactic approaches (PRLM and Parallel-PRLM) to
distinguish four broad classes of Arabic dialects (Gulf, Iraqi, Levantine, and Egyptian) from
each other and from MSA. Employing the Arabic phone recognizer described above, we have
shown that these dialects signicantly dier in terms of their phonotactic distributions. The
Parallel-PRM approach can identify Arabic dialects with considerable accuracy, especially
when employing a back-end classier which combines the likelihoods from the n-gram mod-
els. Importantly, we have observed that Parallel-PRLM rarely confuses MSA with any
other colloquial dialects, suggesting that MSA has its own distinct phonotactic constraints.
Consistent with previous results in the language recognition literature, we have seen that
Parallel-PRLM signicantly outperforms the PRLM approach in almost all test-durations.
Next, we turned our attention to analyzing and modeling the prosodic structure of
the four broad Arabic dialects. We have shown empirically that these dialects exhibit
signicant dierences from one another in terms of the characteristics of their prosodic
structure, including pitch range, register, and pitch dynamics, as well as dierences in their
rhythmic structure, speaking rate, and vowel durations. We have demonstrated that we can
utilize these global prosodic features to automatically identify the dialect of a speaker with
considerable accuracy. Modeling sequences of local prosodic features at the level of pseudo-
syllables using HMMs signicantly increases accuracy when combined with global prosodic
features, resulting in an accuracy of 72.0% (chance is 25%). Such performance strongly
suggests that prosody alone carries signicant information for distinguishing these dialects.
This nding is consistent with human perception studies of dialects of other languages,
which have found that listeners can distinguish dialects using prosody. We have found
that our prosodic modeling approach can also signicantly improve a system that utilizes
phonotactic features only, resulting in a classication accuracy of 86.3% on 2-minute-long
utterances. While we have focused in this work on the prosody of Arabic dialects, our
CHAPTER 12. CONCLUSIONS AND FUTURE WORK 148
methodology should generalize to dialects of other languages. We have also observed that,
the more dicult it is to distinguish a pair of dialects using the phonotactic approach, the
more dicult it is to distinguish them using only prosodic features. It is possible that
this correlation reects an important underlying relationship between the prosodic and
phonotactic structures of a dialect which may in fact constrain each other.
Based on the hypothesis that dialects dier in terms of their spectral distributions, we
have also tested a standard acoustic-based approach, Gaussian Mixture Model { Universal
Background Model (GMM-UBM), which has been widely employed by the speech and
language recognition communities. We have found that this approach also performs well on
our four Arabic dialects. We have improved this approach by applying a speaker adaptation
technique to the feature space, i.e., feature space Maximum Likelihood Linear Regression
(fMLLR). We compute the fMLLR transformation matrix using the rst hypothesis of
a context-dependent (CD) phone recognizer. We then use this matrix to transform the
acoustic frames and then employ these transformed frames in the GMM-UBM approach.
This feature transform signicantly improves results | from an Equal Error Rate (EER)
of 15.3% to one of 11.0%. We have also found that, consistent with the speaker recognition
literature, Maximum-A-Posteriori (MAP) adapting only the Gaussian means for the UBM
is sucient also for dialect recognition.
None of the approaches described above has explicitly focused on subtle CD phonetic
realization dierences that may contribute to distinguishing the dialects of interest. To
test the usefulness of such distinctions, we have introduced Discriminative Phonotactics, a
novel approach to dialect recognition. This approach automatically identies CD phonetic
dierences across dialects. In developing this approach, we represent each CD-phone with
a supervector, a result of stacking the mean vectors of MAP-adapted GMMs of the corre-
sponding CD acoustic model (HMM). We employ this novel representation to train SVM
classiers we use to augment the phonotactic sequences with dialect labels. We then train a
second discriminative classier to identify dialects. Thus, this Discriminative Phonotactics
approach takes advantage of both phonotactic and acoustic-phonetic information.
Analyzing the performance of the Discriminative Phonotactics approach on detecting
the four broad Arabic dialects, we have shown that it signicantly outperforms PRLM
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(EER of 17.3%) and GMM-UBM (EER of 15.3%) baselines as well as our own improved
version GMM-UBM-fMLLR (EER of 11.0%). Discriminative Phonotactics achieves an EER
of 6.0%, which represents an improvement of 5% in absolute EER and 45.5% in relative
EER improvement over our best baseline (GMM-UBM-fMLLR). An important use of this
framework is its ability to automatically extract linguistic knowledge | specically, the
phonetic cues that may distinguish one of our dialects from another. This system can be
used to determine which phones in which contexts are realized dierently across dialects.
Although Discriminative Phonotactics is quite eective in recognizing dialects, this ap-
proach has the disadvantage that it requires one to train a classier for each CD-phone type
for each pair of dialects. This can be quite expensive during training and recognition, and is
potentially dicult to manage. To address this problem, we turned to kernel-based meth-
ods. Using the CD-phone supervector representation in Discriminative Phonotactics, we
design a kernel function that cross compares CD-phone instances of the same type across
pairs of utterances. Using this kernel function, we can train a single SVM classier for
each pair of dialects. This approach yields some (EER of 5.88%) but not signicant im-
provement over the Discriminative Phonotactics approach. Employing CI-phones instead
of CD-phones and using GMMs instead of HMMs, our kernel-based approach provides a
signicant reduction in EER (4.9%).
We observed that computing such a kernel function is quite time consuming, partly
due to the cross comparison between our high dimensional supervectors. We resolved this
problem by comparing supervectors of phone types as opposed to phone instances in our
kernel function. To do that, we MAP-adapt each phone type's GMM-UBM using the
acoustic frames of all the instances of this phone in the utterance. We thus obtain one
supervector for each phone type. With this change, we obtain a substantial reduction in the
time complexity of the algorithm (since results in a small constant number of comparisons),
and even a slight reduction in EER (4.35%). Moreover, using an approximation of a KL-
divergence (between phone-type GMMs) in our kernel function yields our best results |
an EER of 3.96% on the four broad Arabic dialects. Finally, attempting to model features
extracted from a larger context beyond CI-phones does not seem to yield signicant gains.
We have also shown that, not only does the Kernel-GMM-Type-KL approach provide
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state-of-the-art results for four broad Arabic dialects, but it is also eective for distinguish-
ing most pairs of Arabic sub-dialects, and it outperforms state-of-the-art approaches to
recognizing American English vs. Indian English Accents. Moreover, we have seen that this
approach outperforms the standard GMM-UBM approach for Southern vs. Non-Southern
American English, a 53.5% relative improvement. This system also distinguishes a number
of dialects from dierent American states plus Canada with considerable accuracy. It also
achieves results comparable to a state-of-the-art Portuguese dialect recognition system, a
system which, unlike ours, requires orthographic transcripts during training. These experi-
ments lead us to conclude that our Kernel-GMM-Type-KL is general enough for languages
other than Arabic. Finally, we have suggested a way to plot data-driven dialect maps using
the pairwise EER between pairs of dialects.
We can conclude form all our experiments that phonetic features alone carry signicant
and nearly sucient information to distinguish dialects. We have found that phonetic fea-
tures modeled with our kernel-based methods substantially outperform all the approaches
we tested in this thesis (previous and ours) that attempt to model phonotactics, prosodic
and/or frame-based acoustic features (independent of phonetic constrains). Moreover, for
our best performing approach (Kernel-GMM-Type-KL), we have seen that a speaker's ut-
terance can be represented in a single vector which summarizes the general realization of
the speaker's individual phones. It is important to note that, in our vector representation,
the phone labels constrain which Gaussians can be aected by the MAP adaptation, i.e.,
the comparison in our kernel incorporates the linguistic constraints realized by the phone
recognizer. This is in contrast to the previous GMM-supervector representation [Campbell
et al., 2006a] for which, in theory, any Gaussian in the GMM-UBM can be aected by any
frame of any phone { ignoring the linguistic context of each frame. Empirically, we have
found that our approach outperforms GMM-SVM for the six pairs of the broad Arabic
dialects as well as for the American vs. Indian English task.
Finally, we have shown that, if we cluster the ASR acoustic training and testing data
based on dialect labels using our dialect ID system and then train dialect-specic models,
we improve ASR on Arabic. Specically, we have found that optimizing the interpolation
weights of a language model on a hypothesized Levantine development set (tagged by our di-
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alect ID system) reduces the WER on a hypothesized Levantine test set. Similarly, training
Levantine-specic acoustic models using speech data annotated as Levantine by our dialect
ID system improves results on the Levantine test set as well. Combining both models to
build a Levantine-specic ASR system, we obtain a signicant reduction in WER (4.6% ab-
solute; 9.3% relative) on Levantine. Employing hypothesized dialect IDs, we can conclude
that using these dialect tags to target specic dialects and build specialized language and
acoustic models is better than simply treating the data as one cluster, leading to a single
language model and one set of acoustic models.
12.1 Summary of Contributions
This thesis represents the following contributions:
 Developing a new pronunciation modeling technique for MSA that signicantly im-
proves phone recognition as well as a state-of-the-art Arabic ASR system
 Providing thorough analyses of well-known methods (PRLM, Parallel-PRLM, GMM-
UBM) used by the language and speaker recognition communities on Arabic dialects
 Improving the GMM-UBM approach using a speaker adaptation technique
 Proposing a new approach and features to model the prosodic structure of dialects
and identifying prosodic structure dierences across four broad Arabic dialects
 Developing two novel and general (i.e., language-independent) approaches for dialect
and accent recognition that requires acoustic input only for training and testing
 Proposing a method to automatically identify phonetic knowledge (specically, context-
dependent phonetic cues) that contributes to our understanding of how dialects dier
 Being able to represent the summary of the phonetic content of any given utterance of
any duration with a single vector of a xed size (a vector of phone-type supervectors), a
representation that we hypothesize can benet multiple speech processing technologies
(e.g., speaker verication)
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 Achieving new state-of-the-art performance on most evaluated dialect and accent tasks
 Signicantly improving ASR on Levantine using our dialect ID system
12.2 Further Work
We have seen that our best performing approach makes use of phone-type GMMs with a
xed number of Gaussians for all phones. In future work, we would like to experiment with
data-driven methods to obtain the optimal number of Gaussians for each phone-type GMM.
Also, we have observed that using GMMs for modeling phone-instances perform better than
HMMs. We plan to test whether HMMs as opposed to GMMs perform better for modeling
phone types. Note that HMMs have an advantage over GMMs since HMMs capture part of
the phonetic temporal structure { HMMs would constrain even further the MAP adapted
GMMs with sub-phonetic units (beginning, middle, and end of phones).
We have seen that our system outperforms Torres-Carrasquillo et al. [Torres-Carrasquillo
et al., 2008]'s system on Arabic and on American vs. Indian English. Their system employs
a channel compensation component to remove language/dialect independent information
and vocal-tract length normalization component to remove speaker-dependent information.
Torres-Carrasquillo et al. showed that such components improved their results on both
Arabic and English. In future work, we would like to test the impact of such techniques
on our system's performance. Particularly, we are interested in experimenting with the
SVM nuisance attribute projection (NAP) method [Campbell et al., 2006b]. Although such
a technique cannot be employed in a straightforward manner, due to the limited acoustic
context of the phone-type supervector, we would like to experiment with compensating using
the vector of all phone-type supervectors and then projecting this vector to a sub-space that
removes channel eects, as in NAP.
The acoustic features we use for our non-Arabic experiments are RAST-PLP features
with delta and delta-delta. We would like to experiment with discriminative features ex-
tracted from a large window of frames. In particular, we rst will stack together N frames
in one vector, and then derive an LDA matrix that projects this high dimension vector to
lower dimensions where the classes for LDA are the dialects. This approach is widely used
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in ASR where phones are the classes. To our knowledge this method has not been employed
for the language/dialect or speaker recognition.
We have mentioned above that using our phone-type supervector representation, an
entire utterance can be represented as a single vector of phone-type supervectors. This
representation can be viewed as the `phonetic nger print' of the input speaker. We would
like to test our system on the tasks of speaker identication and verication. In one of our
preliminary experiments, we found that our kernel-based approach can identify the gender
of the speaker with an accuracy of more than 98%. We would also like to augment this
vector with prosodic features similar to those proposed in Chapter 6.
In ASR systems, the set of CD acoustic models is automatically generated by using
phonetic decision trees which ask questions about the left and right contexts of each HMM
state. Contexts with the smallest acoustic dierence are clustered together. This procedure
is necessary to maintain a balance between model complexity and the number of parame-
ters to be robustly estimated from the training data. The questions that these trees ask
are typically phonetic, such as: is the left=plosive and right=vowel?. Soltau et al. [2009]
have found that extending the regular phonetic decision tree algorithm with dynamic ques-
tions about the \dialects" in the training and testing data improves the WER of the-state
of-the-art-system in 0.6% (absolute). However, these dialectal questions were in fact simply
annotations about the channel and program in the speech le, such as the Al-Jazeera Morn-
ing Show. The authors assumed that certain TV channels and channels are more likely to
contain distinct dialects. In future work, we plan to use our system to automatically obtain
dialectal annotations and then test this approach for improving the acoustic models.
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Appendix A
Appendix
A.1 Pairwise American State Classication Results
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State Pair EER
Canada vs. NC 13.49
Canada vs. TN 15.43
Canada vs. IA 15.52
Canada vs. OK 16.30
Canada vs. LA 16.99
Canada vs. GA 17.04
AL vs. Canada 17.94
LA vs. WI 19.30
AL vs. IA 19.65
NC vs. WI 19.72
Canada vs. TX 19.81
Canada vs. OR 19.96
NJ vs. TN 20.01
NC vs. NJ 20.10
OK vs. WI 20.24
AL vs. CO 20.56
Canada vs. MD 20.60
AL vs. AZ 20.78
MA vs. NC 21.09
CO vs. LA 21.10
IA vs. NJ 21.11
TN vs. WI 21.55
GA vs. WI 21.98
AL vs. WI 22.17
CO vs. OK 22.24
LA vs. WA 22.65
LA vs. OR 22.69
NC vs. WA 23.13
AL vs. WA 23.19
IN vs. WI 23.51
Canada vs. OH 23.62
Canada vs. MO 23.65
NY vs. OK 23.92
NY vs. TN 23.97
LA vs. MN 23.99
FL vs. WI 24.06
MD vs. OR 24.34
State Pair EER
NC vs. OR 24.43
CT vs. OK 24.55
NJ vs. OK 24.78
AL vs. MI 24.88
MD vs. NC 25.13
MN vs. NC 25.14
MN vs. TN 25.17
GA vs. NJ 25.32
MI vs. NC 25.45
IL vs. TN 25.65
OR vs. WI 25.75
Canada vs. VA 25.82
Canada vs. NJ 25.83
Canada vs. CT 25.85
CT vs. NC 25.99
CO vs. NC 26.05
MD vs. TN 26.15
MI vs. TN 26.19
TX vs. WI 26.23
GA vs. WA 26.29
Canada vs. MI 26.43
NJ vs. OR 26.45
Canada vs. IN 26.50
AL vs. OR 26.52
NC vs. NY 26.55
FL vs. IA 26.69
IA vs. VA 26.70
AL vs. MD 26.73
MA vs. TN 26.79
NJ vs. WI 26.79
MD vs. WI 26.86
IL vs. NC 26.94
IL vs. OK 27.09
AZ vs. Canada 27.15
Canada vs. SC 27.36
CA vs. NC 27.43
IA vs. TX 27.45
Table A.1: EER for Each Pair of American States
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State Pair EER
GA vs. MN 27.49
CO vs. TN 27.52
Canada vs. MA 27.93
AZ vs. WI 27.94
MN vs. TX 27.94
Canada vs. FL 27.94
MA vs. WA 27.94
AZ vs. NC 27.98
AL vs. MN 28.08
IA vs. NY 28.23
IA vs. WI 28.32
CO vs. IA 28.34
MN vs. OK 28.40
NC vs. PA 28.47
IN vs. MA 28.49
Canada vs. CO 28.54
Canada vs. IL 28.65
PA vs. WA 28.74
MN vs. NJ 28.80
IN vs. NJ 28.81
AZ vs. GA 28.83
MA vs. OH 28.86
IA vs. LA 28.89
CT vs. KS 28.95
IA vs. NC 28.98
TN vs. WA 29.10
GA vs. MA 29.12
MO vs. NJ 29.16
AL vs. PA 29.21
GA vs. OR 29.23
CA vs. CO 29.24
NY vs. OR 29.32
MA vs. OR 29.38
MI vs. TX 29.40
CT vs. OR 29.41
Canada vs. WI 29.41
NC vs. OH 29.44
State Pair EER
CA vs. WI 29.46
LA vs. MI 29.48
LA vs. MD 29.50
PA vs. TN 29.63
MN vs. SC 29.64
AZ vs. TN 29.69
GA vs. MI 29.71
MD vs. MN 29.78
NJ vs. OH 29.82
MI vs. NJ 29.93
Canada vs. CA 30.03
Canada vs. PA 30.04
AL vs. MA 30.10
NJ vs. TX 30.17
IN vs. MN 30.25
IN vs. LA 30.34
SC vs. WI 30.57
AL vs. CA 30.62
OR vs. SC 30.68
AL vs. OH 30.76
NY vs. OH 30.80
CO vs. GA 30.93
LA vs. NJ 30.95
FL vs. MN 30.98
CO vs. FL 30.99
CA vs. GA 31.03
PA vs. WI 31.07
MA vs. TX 31.17
IN vs. NY 31.17
MI vs. NY 31.19
CT vs. LA 31.29
AZ vs. LA 31.29
AL vs. TX 31.35
GA vs. IA 31.36
IA vs. OK 31.38
NY vs. WA 31.41
CT vs. IA 31.41
Table A.2: EER for Each Pair of American States
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State Pair EER
IA vs. MD 31.44
MA vs. OK 31.44
MN vs. NY 31.47
Canada vs. WA 31.47
AZ vs. PA 31.49
MD vs. WA 31.50
AL vs. NJ 31.51
NY vs. WI 31.59
AL vs. NY 31.62
SC vs. WA 31.74
MN vs. PA 31.83
NJ vs. WA 31.83
CA vs. MI 31.88
MO vs. NC 31.88
MD vs. MI 31.92
GA vs. IL 32.03
FL vs. OR 32.16
OK vs. PA 32.17
Canada vs. NY 32.18
IN vs. OR 32.22
OH vs. WA 32.29
IN vs. NC 32.29
CA vs. NJ 32.30
AZ vs. MA 32.35
AZ vs. NJ 32.41
CT vs. TN 32.46
CT vs. MO 32.47
MO vs. WI 32.55
MA vs. SC 32.64
MI vs. OR 32.88
CA vs. IA 32.91
IA vs. MA 32.91
GA vs. NY 32.96
AL vs. OK 33.04
FL vs. WA 33.08
IL vs. NY 33.09
MD vs. MO 33.10
State Pair EER
CO vs. WI 33.16
MA vs. WI 33.19
AZ vs. NY 33.21
PA vs. TX 33.21
IL vs. LA 33.26
LA vs. NC 33.34
KS vs. WI 33.36
CT vs. GA 33.37
FL vs. NJ 33.42
KS vs. LA 33.48
OK vs. WA 33.52
GA vs. OH 33.53
OR vs. TX 33.56
NJ vs. SC 33.56
TN vs. VA 33.60
OH vs. OR 33.61
Canada vs. MN 33.62
IA vs. SC 33.66
MA vs. MN 33.73
KS vs. NY 33.73
AZ vs. MN 33.87
CO vs. NJ 33.95
AL vs. IL 34.00
AZ vs. CO 34.01
CA vs. OH 34.04
CT vs. IN 34.06
MN vs. OH 34.06
CT vs. WA 34.07
IN vs. MD 34.09
TX vs. WA 34.10
CA vs. MN 34.11
CA vs. TN 34.12
CA vs. PA 34.13
MI vs. WI 34.16
OR vs. VA 34.17
CA vs. TX 34.18
MA vs. MI 34.37
Table A.3: EER for Each Pair of American States
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State Pair EER
CA vs. NY 34.39
IA vs. PA 34.42
GA vs. MD 34.49
IL vs. NJ 34.66
IL vs. TX 34.67
NC vs. TX 34.67
AL vs. MO 34.71
AZ vs. FL 34.76
MI vs. OH 34.82
MD vs. TX 34.82
CO vs. OR 34.84
AL vs. IN 34.86
GA vs. IN 34.88
AZ vs. IN 34.92
CA vs. MA 34.92
AZ vs. CT 34.94
LA vs. OH 34.95
FL vs. MI 35.09
IA vs. OR 35.09
IL vs. OR 35.10
NC vs. OK 35.13
GA vs. MO 35.16
GA vs. PA 35.17
IA vs. TN 35.22
CA vs. MD 35.25
IA vs. KS 35.30
CT vs. WI 35.34
CO vs. MA 35.37
MI vs. SC 35.51
MD vs. NJ 35.64
CA vs. OK 35.67
LA vs. PA 35.68
IN vs. WA 35.69
SC vs. TN 35.73
OH vs. WI 35.74
VA vs. WI 35.76
IA vs. MI 35.78
State Pair EER
OH vs. TN 36.31
GA vs. TX 36.40
LA vs. NY 36.44
FL vs. MA 36.46
FL vs. NC 36.56
MI vs. MO 36.66
NY vs. PA 36.68
IA vs. OH 36.70
MO vs. NY 36.71
IL vs. PA 36.77
IN vs. MI 36.80
CO vs. MN 36.86
MD vs. OH 36.87
OR vs. PA 36.91
FL vs. NY 36.98
MA vs. VA 36.99
FL vs. GA 37.02
MO vs. OR 37.17
LA vs. MA 37.23
CA vs. FL 37.24
OH vs. OK 37.24
MA vs. PA 37.26
MD vs. OK 37.29
IL vs. MD 37.31
AL vs. FL 37.36
CT vs. OH 37.40
AZ vs. MD 37.40
OH vs. PA 37.42
IN vs. VA 37.48
AZ vs. WA 37.57
IL vs. WA 37.64
MD vs. SC 37.69
WA vs. WI 37.73
FL vs. PA 37.74
CO vs. NY 37.76
CO vs. MO 37.79
IL vs. VA 37.84
Table A.4: EER for Each Pair of American States
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State Pair EER
MN vs. MO 37.90
MN vs. VA 37.93
CT vs. MN 37.94
AL vs. VA 37.95
AL vs. CT 37.97
MI vs. OK 38.01
CA vs. WA 38.02
MI vs. WA 38.03
IA vs. WA 38.14
CA vs. IL 38.16
IN vs. OH 38.21
IN vs. PA 38.27
OH vs. VA 38.30
VA vs. WA 38.34
MA vs. MO 38.36
MD vs. NY 38.45
FL vs. TN 38.48
AZ vs. SC 38.50
CO vs. MD 38.54
IL vs. MA 38.68
MN vs. WA 38.82
AL vs. KS 38.95
IA vs. IN 39.00
IN vs. TX 39.01
CA vs. IN 39.09
MN vs. OR 39.21
AZ vs. MI 39.22
AZ vs. OH 39.23
MA vs. NJ 39.23
CO vs. MI 39.28
AZ vs. IL 39.28
IL vs. IN 39.29
GA vs. NC 39.32
FL vs. LA 39.42
CA vs. LA 39.46
NJ vs. VA 39.53
IL vs. OH 39.59
State Pair EER
FL vs. IN 39.80
CT vs. TX 39.80
CT vs. MA 39.82
CA vs. VA 39.87
CO vs. WA 39.99
FL vs. OH 40.05
CO vs. IL 40.06
CO vs. TX 40.08
CO vs. PA 40.09
FL vs. OK 40.12
LA vs. TX 40.22
FL vs. IL 40.28
NC vs. VA 40.35
CT vs. MI 40.37
AL vs. NC 40.40
NY vs. VA 40.43
IL vs. SC 40.60
MA vs. NY 40.65
AZ vs. IA 40.69
MO vs. TN 40.83
IN vs. OK 40.85
IL vs. MO 40.93
MA vs. MD 40.95
CA vs. MO 40.96
GA vs. TN 41.16
MD vs. VA 41.27
NJ vs. PA 41.28
IA vs. MO 41.36
MN vs. WI 41.40
LA vs. MO 41.58
CO vs. SC 41.59
CO vs. CT 41.66
AZ vs. TX 41.74
FL vs. MD 41.75
CT vs. MD 41.75
KS vs. WA 41.76
KS vs. MN 41.78
Table A.5: EER for Each Pair of American States
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State Pair EER
MO vs. WA 42.08
LA vs. OK 42.35
LA vs. TN 42.37
MD vs. PA 42.56
IA vs. MN 42.71
PA vs. SC 42.78
MI vs. VA 42.82
AL vs. GA 42.87
GA vs. LA 43.03
IL vs. MN 43.11
AZ vs. OK 43.18
CO vs. IN 43.23
AZ vs. OR 43.29
AZ vs. VA 43.30
IL vs. WI 43.43
KS vs. SC 43.53
KS vs. NC 43.54
KS vs. VA 43.57
IL vs. MI 43.58
CT vs. SC 43.60
CO vs. KS 43.66
CT vs. NJ 43.76
CA vs. CT 43.76
CA vs. OR 43.88
CT vs. FL 44.10
CA vs. KS 44.23
AZ vs. KS 44.29
GA vs. OK 44.41
OK vs. TN 44.42
GA vs. VA 44.44
CT vs. PA 44.48
CT vs. VA 44.52
IN vs. MO 44.52
KS vs. NJ 44.60
AZ vs. CA 45.02
FL vs. MO 45.04
AL vs. TN 45.07
State Pair EER
KS vs. MD 45.10
NJ vs. NY 45.13
OK vs. OR 45.16
KS vs. OK 45.18
KS vs. MA 45.19
FL vs. TX 45.24
GA vs. KS 45.29
LA vs. VA 45.30
NY vs. SC 45.59
MO vs. OH 45.61
AZ vs. MO 45.71
AL vs. LA 46.00
KS vs. TN 46.08
FL vs. SC 46.41
MO vs. SC 46.52
OH vs. SC 46.66
IN vs. KS 46.81
TN vs. TX 46.99
KS vs. PA 47.01
MO vs. OK 47.14
FL vs. KS 47.15
CA vs. SC 47.40
CO vs. VA 47.58
PA vs. VA 47.59
KS vs. MO 47.74
OK vs. VA 47.97
MO vs. VA 48.09
IN vs. SC 48.37
MO vs. TX 48.50
KS vs. OH 48.69
IL vs. KS 48.75
CT vs. IL 49.34
NC vs. TN 49.55
OR vs. WA 49.84
GA vs. SC 50.44
OK vs. TX 50.59
FL vs. VA 50.87
Table A.6: EER for Each Pair of American States
APPENDIX A. APPENDIX 171
State Pair EER
CT vs. NY 51.54
KS vs. MI 52.33
KS vs. TX 53.78
TX vs. VA 54.32
NC vs. SC 54.73
LA vs. SC 57.38
SC vs. VA 59.24
SC vs. TX 61.00
AL vs. SC 62.77
Table A.7: EER for Each Pair of American States
