Ever increasing hardware capabilities and computation powers have made acquisition and analysis of big scientific data at the nanoscale routine, though much of the data acquired often turns out to be redundant, noisy, and/or irrelevant to the problems of interests, and it remains nontrivial to draw clear mechanistic insights from pure data analytics. In this work, we use scanning probe microscopy (SPM) as an example to demonstrate deep data methodology, transitioning from brute force analytics such as data mining, correlation analysis, and unsupervised classification to informed and/or targeted causative data analytics built on sound physical understanding. Three key ingredients of such deep data analytics are presented. A sequential excitation scanning probe microscopy (SE-SPM) technique is first adopted to acquire high quality, efficient, and physically relevant data, which can be easily implemented on any standard atomic force microscope (AFM). Brute force physical analysis is then carried out using simple harmonic oscillator (SHO) model, enabling us to derive intrinsic electromechanical coupling of interests. Finally, principal component analysis (PCA) is carried out, which not only speeds up the analysis by four orders of magnitude, but also allows a clear physical interpretation of its modes in combination with SHO analysis. A rough piezoelectric material has been probed using such strategy, enabling us to map its intrinsic electromechanical properties at the nanoscale with high fidelity, where conventional methods fail. The SE in combination with deep data methodology can be easily adapted for other SPM techniques to probe a wide range of functional phenomena at the nanoscale. * These authors contributed equally to the work. † Author to whom the correspondence should be addressed to.
Introduction
The fusion of scientific research and big data has provided unprecedented opportunity for accelerated discovery, understanding, and innovation [1] [2] [3] [4] [5] [6] , yet it also imposes new challenges for scientists to adjust, adapt, and thrive in the face of daunting data volume 7, 8 . Ever increasing hardware capabilities and computation powers have made acquisition and analysis of big scientific data routine, though much of the data acquired often turns out to be redundant, noisy, and/or irrelevant to the problems of interests, and it remains nontrivial to draw clear mechanistic insights from brute force data analytics 2, 7, 9 . As such, there is a strong desire to push big data toward deep data, i.e., from data mining, correlation analysis, and unsupervised classification to causative data analytics that fuse scientific knowledge of physics, chemistry, and biology into big data 2, 3, 5, 6, 9, 10 , and thus from brute forces to informed and/or targeted strategies. We believe that three key questions need to be answered to enable such vision are: (1) how do we develop innovative experimental and/or computational methodologies to acquire high quality (less noisy), efficient (less redundant), and physically relevant scientific data to enable deep analysis; (2) how can we learn clear mechanistic insights from the data, guided by the underlying physical principles; and (3) how can we accelerate and enhance physical understanding by informed and targeted big data analytics. Scanning probe microscopy (SPM) is capable of acquiring multidimensional physical datasets in the form of high resolution images and spectroscopy 11, 12 , providing us an ideal playground for deep data methodology. In this work, we demonstrate the essence of such deep data analysis via a simple yet revealing case study that incorporates all the three key ingredients above, enabling us to resolve a long-standing challenge in scanning probe microscopy -mapping weak intrinsic response at the nanoscale quantitatively [13] [14] [15] . Of particular interest is a clear mechanistic understanding of the unsupervised principle component analysis (PCA) [16] [17] [18] acquired through sound physical principle, which makes it possible to speed up physical analysis by at least four orders of magnitude.
Results and Discussion

Sequential excitation
As the first step, we develop a sequential excitation scanning probe microscopy (SE-SPM)
technique to acquire high quality 19 , efficient, and physically relevant data in frequency domain.
The method can be easily implemented in any standard atomic force microscope (AFM) without 4 the need for any additional hardware and instrumentation. The code used for SE-PFM analysis can be accessed at online 20 . To this end we note that majority of SPM measurements deduce physical properties of samples from the interactions between a cantilever with a sharp tip and sample surface, as schematically shown in Fig. 1, and 24, 25 synthesize AC waveform combining either two distinct or a band of frequencies to excite the sample (Fig. 1 ). The former yields only two set of data, not amenable for reliable analysis, and the resonance tracking is not always robust, especially for rough sample surfaces. The latter, on the other hand, distributes excitation energy over a frequency band, reducing signal strength substantially and thus acquired data are often noisy. Newly developed general mode (G-mode) SPM records complete time-instead of frequency-domain data 7, 26 , yet a substantial portion of data is either redundant or irrelevant for the problem of interests, and it requires sophisticated instrumentation that is not easily accessible.
Therefore, there is still a strong desire for innovative yet simple and easily accessible approach to acquire high quality (less noisy), efficient (less redundant), and physically relevant SPM data to enable deep analysis.
To this end, we develop sequential excitation (SE) that excites the sample using a sequence of AC waveforms with distinct frequencies j  , as shown in Fig. 1 , wherein the excitation energy is concentrated on only one frequency at a time instead of being distributed over a band of spectrum, ensuring that the signal is strong and the response is not noisy. In such a setup, each excitation frequency captures cantilever-sample resonance at selected spatial points that are unique, ensuring that the data is relevant yet not redundant. Furthermore, no resonance tracking is needed as in DART, ensuring that the measurement is robust and reliable. In a sense, such strategy of SE is analogous to super-resolution microscopy in biology that turns specific fluorescent molecules on and off in a sequential manner for imaging 27, 28 , wherein we excite specific resonances of different points sequentially using distinct frequencies. Our approach, however, requires no extra hardware and further instrumentation in a standard AFM, and it can be easily implemented, making it widely accessible.
As a demonstration, we study piezoresponse force microscopy (PFM) of a PZT ceramic under SE, wherein a sequence of its amplitude mappings ( , , ) difficult to determine intrinsic SPM response quantitatively, and it is necessary to deconvolute these different effects. In fact, our work was originally motivated by this very issue, which has important implication in nanoscale probing of electromechanical coupling ubiquitous in nature that underpins functionalities of both synthetic materials and biology for information processing as well as energy conversion and storage 11, [29] [30] [31] [32] [33] [34] [35] . While dynamic strain-based SPM techniques have emerged as a powerful tool to investigate electromechanical coupling at the nanoscale in the last decade 11 , which are known as PFM for piezoelectrics and ferroelectrics 34, [36] [37] [38] [39] [40] and as electrochemical strain microscopy (ESM) for electrochemical systems [41] [42] [43] [44] [45] [46] , determining intrinsic electromechanical response remains challenging due to its crosstalk with topography, elasticity, and energy dissipation. SE-PFM makes it possible to overcome such difficulties, though we must reconstruct data to determine the intrinsic response, analogous to super-resolution microscopy in biology. In this regard, the three-dimensional (3D) data sets of amplitude ( , , ) A x y  and phase ( , , ) xy  obtained from SE are amenable to both physics-based SHO analysis and statistics based PCA, making deep data analysis possible.
Physical analysis by simple harmonic oscillator model
We start with brute force physical analysis accomplished by fitting 3D datasets of amplitude ( , , ) A x y  at each pixel ( , ) xy using SHO model represented by Eq. (1.1). This is demonstrated by one representative pixel in Fig. 3a , yielding a resonant frequency of 347.8kHz, quality factor of 33.23, and intrinsic electromechanical response of 15.25pm at that particular point. Note that the sample surface is rather rough as revealed by its topography (Fig. 3b) , which imposes substantial difficulty for DART-PFM, yet such SHO analysis can be easily applied to each pixel of SE-PFM to reconstruct the mappings of intrinsic amplitude, resonant frequency and quality factor, as shown in Fig. 3c -e. Indeed, there is strong spatial variation in intrinsic amplitude mapping, though little correlation is seen between topography ( Fig. 1 , and uses the difference between these two responses as feedback for resonance tracking. Such strategy often runs into difficulties: if the separation between two excitation frequencies is too small, they will easily fall out of resonance range during scanning and thus fail to track resonance shift; and if the separation is too large, then the responses are weak and the signal-to-noise ratios are low. For materials exhibiting substantial heterogeneity at the nanoscale, for instance near the grain boundaries 14, 47, 48 wherein the contact resonance frequency can shift significantly over a relatively short distance, resonance tracking of DART and thus SHO analysis often fail 15 . This is demonstrated on a PZT sample ( Fig. 3f-h ) that has a strong piezoelectric response yet a rough topography (Fig. 3b) , which is not uncommon in practice, and the excitation frequency must shift substantially during scanning ( Fig.   3g and Fig. S2 ). An excellent ferroelectric material such as PZT still suffers from such difficulty, and the issue is only more serious for other materials with weaker electromechanical coupling.
Mappings acquired from SE-PFM, on the other hand, are free of such problems.
Principal component analysis and its physical interpretation
While SHO fitting works well under SE-PFM, it is a computationally an expensive process, taking an Intel Xeon E5-2695 CPU approximately 0.06s for one pixel and thus 1.09hr
for a 256×256 mapping (or 5.8min for a parallel pool with 28 CPU workers). We thus resort to multivariate statistical tools such as PCA to speed up the analysis 16 , as a sequence of images has been obtained under different excitation frequencies, ideal for PCA. Through orthogonal transformation, PCA converts a set of possibly correlated variables, in this case SE-PFM mappings under different excitation frequencies, to a set of linearly uncorrelated variable known as principal components. As a powerful unsupervised data analytic tool, PCA is widely used to compress and visualize multi-dimensional dataset, though its physical meaning is often unclear.
Here, we demonstrate that PCA not only speeds up our computation by four orders of magnitude, but also allows a clear physical interpretation of its modes in combination with SHO analysis. To this end, we recast 3D dataset of ( , , ) 
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On the other hand, Aj-row can also be reformulated from Eq. (1) of SHO as detailed in SI,
where components To demonstrate this analysis, we compare the first three spectral eigenvectors of PCA versus the SHO expansion in Fig. 4a , using SE-PFM data presented in Intuitively, the set of SE-PFM mappings under different frequencies contain two important information, the variation of the amplitude with respect to the spatial locations and with respect to excitation frequencies, which are interconnected in the original mappings of Fig.   2 . Under PCA, the data are transformed, such that the spatial variation is best represented by the spatial eigenvectors, and the frequency variation is reflected in the spectral eigenvectors for each PCA mode. Note that the principal components are sorted by their eigenvalues in a descending manner, with the first principal component accounting for the maximum possible variability in the data, as shown by the scree plot of variance in Fig. S3 . The physical interpretation of PCA eigenvectors, however, are often unclear, which we resolved in this work with the assistance of SHO analysis. Note that PCA takes only 0.24s for an Intel Xeon E5-2695 CPU to complete, which is four orders of magnitude faster than brute force fitting.
The spatial variation of intrinsic amplitude, resonant frequency, and quality factor, key material parameters of interests in this analysis, are not known in advance. Thus, in order to unambiguously establish our physical interpretation of PCA, we construct a model three-phase system numerically with given distribution of intrinsic amplitude, resonant frequency, and quality factor, as shown in Fig. 5a , from which corresponding SE-PFM mappings can be computed using SHO model followed by PCA analysis. Taylor expansion of SHO can then be carried out. The comparison of the first three spectral eigenvectors are shown in Fig. 5b , which agree with each other well. Meanwhile, the comparison of spatial eigenvectors for PCA (Fig. 5c) and SHO expansion (Fig. 5d) 
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Methods
DART PFM
An Asylum Research (AR) Cypher AFM was used to perform DART PFM measurements. An AC bias with an amplitude of 3V near the sample-probe resonance frequency was applied to the PZT disk to amplify the piezoresponse via a Nanosensors PPP-EFM with a spring constant of 2.6Nm -1 . The line scan rate was set to 0.57Hz to ensure the DART technique work smoothly.
SE-PFM
A series of single frequency PFM mappings were acquired under an AC voltage of 3V and excitation frequency ranging from 320 to 400 kHz with a 2kHz increment. The scan rate was set as 1.5Hz. Therefore, a total of 41 PFM mappings were obtained by using the programmable function Macrobuilder of AR software. All raw amplitude data were then imported into MATLAB as 41 256×256 matrices. Subpixel image registration were performed for all images by cross-correlation to correct for inevitable topography drifts during the experiment.
Image registration
We take the deflection mapping of the first scan as a benchmark to do the image registration for other scans. The obtained translation is applied to the amplitude and phase mappings as well to correct drifting. An open-source algorithm is adopted in this process, which obtains an initial translation estimation of the cross-correlation peak and refines it by a matrixmultiply discrete Fourier transform (DFT) 1 . Mov. S1 compares the original deflection map with the registered mappings of deflection, amplitude and phase, where each frame represents data acquired under a specific frequency.
SHO Fitting and R 2 Mapping
Default Fit function with nonlinear least-squares method in MATLAB is used to perform SHO fitting, which returns the mappings of A 0 , ω 0 , Q, and R 2 . R 2 is a statistical measure of how close the data are to the fitted regression line. It ranges from 0 to 1. 
PCA Analysis
PCA function based on SVD in MATLAB is used to perform this analysis. The variance data plotted in Fig.S3 , which are also known as the eigenvalues of the covariance matrix, are from an output vector "latent" of PCA function.
Structural similarity
SSIM is an index for measuring the similarity between two images, which is defined as the mean of the local SSIM value map SSIM Mov. S1 Realignment of SE-PFM data set to correct for drifting among different scans.
