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1. INTRODUCTION 
In this paper we discuss various aspects of obtaining bifurcation 
diagrams in the (u, %)-plane for the nonlinear boundary value problem 
-u,,=Ru(l -u)(u-u) for t~(O,l) 
u(O) = b = u( 1 ), 
(1.1) 
where a, b, 3, are real parameters with 0 < a, b < 1. This problem arises in 
population genetics with the unknown function u corresponding to the 
relative frequency of a gene. The parameter a is given by a combination of 
the death rates of the various genotypes involved, b gives the frequency of 
the gene on the boundary of the region, and 1. is the reciprocal of the diffu- 
sion rate of the gene (see Aronson and Weinberger [ 1 ] for further details). 
Solutions of (1.1) correspond to possible steady states of the gene popula- 
tions. We are interested mainly in how the bifurcation diagram changes as 
a and b vary and we investigate this question by exploiting singularity 
theory for bifurcation problems as developed by Golubitsky and Schaeffer 
c51. 
Equation (1.1) is a simple example of a semilinear elliptic boundary 
value problem and a standard method of investigating the bifurcation of 
*This paper consists of work done while J. Furter was supported by Science and 
Engineering Council Grant GR/D,!37180. 
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solutions of such equations is by using the LyapunovGchmidt technique in 
which the existence of solutions for jU close to an eigenvalue of the corre- 
sponding linear problem is reduced to the study of a single scalar equation. 
In Section 2 we suppose that for fixed values of a, h, and i,, the linearisation 
of (1.1) with respect to a solution U is non-invertible and using the 
Lyapunov-Schmidt technique we show that the existence of solutions close 
to (u, 2) is equivalent to finding the solutions of a single equation 
g(x, 3.) = 0 where x and i are real variables. 
In Section 3 we study the special case where a = h, U = a, and i, = i,, is 
the kth eigenvalue of the linearisation of (1. I ) about U. It is shown that the 
bifurcation diagram of g(x, j”) = 0 is a pitchfork if k is even or a = l/2 and 
a transcritical bifurcation otherwise. In Section 4 we investigate whether a 
and b are unfolding parameters for the bifurcation diagrams of Section 3, 
i.e., whether it is possible to obtain all possible bifurcation diagrams 
close to the pitchfork or transcritical bifurcation by varying a and b in a 
neighbourhood of their original values. We show that a and b are unfolding 
parameters if k is odd whereas if k is even the bifurcation diagram remains 
a pitchfork for all u and 6. 
Our results imply that many steady-state solutions exist for values of the 
parameters close to the pitchfork bifurcation point. The results also make 
clear how bifurcation diagrams obtained by Eilbeck in [4] in a numerical 
study of (1.1) are related to each other and indicate parameter values for 
which there exist more steady-state solutions than found in the cases 
considered in [4]. 
Another approach to Eq. (1.1) is to consider the phase plane associated 
with the differential equation -u,,=u(l -u)(u-a). Solutions of (1.1) 
correspond to trajectories in the phase plane which join the line u = b to 
itself in time 4. If T(p) denotes the time taken for a trajectory passing 
through the point (b, p) to return to the line u = b (at the point (b, -p)), 
the number of solutions of (1,l) is determined by the properties of the func- 
tion T, which is often referred to as the time map. The time map is given 
by a certain integral and properties of T can be deduced by using elemen- 
tary calculus. The time map has been studied extensively by other authors, 
in particular we shall refer later to the results of Smoller and Wasserman 
[6, 71. In Section 5 we discuss some connections between the results of the 
earlier sections and the time map and show how it is possible to use the 
phase plane approach to obtain information on how the local bifurcation 
diagrams previously obtained join up in a global bifurcation diagram. 
Our approach can greatly help to organize the results obtained by 
the time map technique. Problem (1.1) is actually equivalent to the 
more general cubic problem studied by Smoller and Wasserman in [7]. 
They studied -u,,= -p(u-a)(~-b)(u--y) for te [0, 11, cc<B<r, and 
Dirichlet boundary conditions. This is equivalent to (1.1) under the change 
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in coordinates b = a/(y - a) and a = (/I - a)/(y - a). This change of variable 
prevents a straightforward comparison of our results and those in [7]. 
Nevertheless our results make it easier to understand some of the 
phenomena obtained in [7], e.g., the so-called “higher order bifurcation” 
discussed in the concluding remarks of [7] where the view is taken that the 
bifurcation diagrams shown in Figs. 11 and 12 of [7] demonstrate the fact 
that bifurcation diagrams may change discontinuously with parameters. If
the singularity theory viewpoint is adopted, however, the dependence of the 
diagrams on the parameters becomes more transparent. If we consider the 
family of all solutions instead of simply positive solutions, then Fig. 11 also 
contains a parabola-like branch of negative solutions and Fig. 12 becomes 
a transcritical bifurcation. Thus the lack of continuity disappears as we 
discuss in Theorem 3.1 how Fig. 11 arises in the unfolding of Fig. 12. The 
analysis in Section 3, however, is valid only locally whereas the results in 
[7] are global in nature. 
Finally in Section 6 we show that any critical point of the time map T(p) 
corresponds to an x-critical point of the bifurcation function g(x, ;O, of the 
same order, i.e., T’(p,) = . . = Tck- ‘) ( pO) = 0, Tck’( pO) # 0 if and only if 
g;(xO, 1.) = . . = g+ 1(x,, 1) = 0, g\-k (x,, A) # 0. This generalizes the results 
of Brunosky and Chow [2] who discuss the non-critical case where 
T’hl) z 0. 
Our approach seems capable of generalisation to the case where the non- 
linearity is a polynomial of degree k and the (k - 1) unfolding parameters 
are taken as (k - 2) roots of the polynomial and the value of the solution 
on the boundary. An analysis similar to that described in Section 3 would 
be possible around the special point where each of the (k-2) roots is 
equal to l/2. 
Many of our results would also hold in higher space dimensions (where 
u,, is replaced by du) with the generic assumption that the eigenspace of 
the linearized problem is one dimensional. In the one dimensional case 
study of the phase plane suggests that the results which can be established 
locally by singularity theory in fact hold for a wide range of parameter 
values; in the case of higher space dimensions results of Budd [3] suggest 
that the local analysis will be valid in a much more limited range.. 
2. LYAPUNOV-SCHMIDT TECHNIQUE 
In order to apply the Lyapunov-Schmidt technique it is more convenient 
to work with zero Dirichlet boundary conditions. Thus we use the change 
of variable u = u - b to transform (1.1) into 
-o,,=Ah(u,a,b) for O<t<l; u(0) = 0 = u( 1 ), (2.1) 
where h(u,a,b)= -u3+(1+a--3b)u2+(2ub-3b2+2b-u)u+b(b-u)(l-6). 
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It is also convenient to rescale the control parameters as 
so that we may rewrite (2.1) as 
--t;,,=ih(v,~,,iz~) for O<f<l: u(0) = 0 = c( 1) (2.3) 
where h(t:, c,, E2) = -v3 - (c, + 3&J? + (l/4 - (1/4)&f - 2e,c, - 3Ef)L’ + 
(&*/4X1 - (El + 2%)2). 
To apply the Lyapunov&Schmidt technique to (2.3) we must introduce 
an appropriate function space setting. Let 
v= jUEC2[0, l]:U(o)=o=U(l)j 
Then we can express (2.3) as an operator equation 
F((a, 2, E, 1 El) = I’,, + hqc, El) 62) = 0, (2.4) 
where F: Vx R’ -+ C[O, l] is a smooth function. 
Suppose that (2.4) has a solution (6, x, Err, gz). We shall discuss 
the solution set of (2.4) in a neighbourhood of (0, 2, C,, ez). Let 
L = F,,(G, 2, E,, E2), the Frechet derivative of F with respect to L‘. Thus 
Lq = plr + &,.(fi, 2, C, , &)q. If L is invertible, the implicit function theorem 
shows that there is a unique branch of solutions (u(n), /I, “, , e2) passing 
through (C, 2, E,, C?). On the other hand, if L is not invertible, the 
null-space of L consists of the non-zero solutions of the linearisation of 
(2.3), viz., 
-lli,=2q& c,, F,)u; v(0) = 0 = li( 1 ) (2.5 1 
and Sturm-Liouville theory shows that the null space is one dimensional, 
being generated by v0 say. By projecting onto the subspace generated by 
vu, we next show that (2.4) is equivalent to a single scalar equation-the 
bifurcation equation. 
Let (, ) and I/ /I denote the usual inner product and associated norm on 
L’(0, 1). Let X= spanjv,) and let Y= {uEC[O, 11: (u, l;()) =O}. Then 
(Lu, tl) = (u, Lv) for all U, UE V, X=null space of L, and L: Yn V-t Y 
is an isomorphism. Let P denote the projection of C[O, l] into X, i.e., 
PO= ((t’, v,>/(t.,,, II~))ZI~ and let Q = I- P. Any function I: E C’ can be 
written uniquely as u = XZ:~~ + 11‘ where x E R and M’ E Y n V’. Thus Eq. (2.4) 
is equivalent to the pair of equations 
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PF(o+xu,+w,~+~,E,,e*)=O (2.6) 
QF(O+xu,+w, X+A, E,, &*)‘O. (2.7) 
Since L: Y n V-+ Y is invertible, it follows that QL; i.e., the Frechet 
derivative of u’ + QF(V + MJ, 2, E,, EZ) at )v= 0 is invertible. Hence by the 
implicit function theorem there exists a unique smooth function 
N(.x, iv, F, , Ed) mapping into Y such that 
QF(V+ xuo + w(x, A, E, , Ed), li + i, E,, .Q) = 0 (2.8) 
for all (x, i., E,, a2) in a neighbourhood of (0, 0, Er, EZ). Hence (2.4) is 
equivalent to a single equation 
PF(v+xu,+~~~(x,/1,&,,~,),3T+i,E,,&,)=o 
which is in turn equivalent to the scalar equation 
G(x, A, E,, Ed) = (F(v+ xuo + w(x, A, E,, Q), ,i + I,, cl, Q), uo) = 0. (2.9) 
The solutions and so the bifurcation diagram of (2.4) in the (%, u)-plane 
when s1 = E, and Ed = Ez are determined by the equation 
g(x, 2) = G(x, I., E,, F2) = 0. (2.10) 
The function g is termed the bifurcation function of (2.4) associated with 
the solution (V, 2, E, , EZ). 
Finally in this section we derive some simple properties of the functions 
u’ and g. It is easy to see that ~(0, 0, E,, EZ) = 0 and so g(0, 0) = 0. We now 
calculate M’,(O, 0, E, , E2). Since u(.u, A, E, , Ed) E Y for all appropriate 
(x, 1, sr, cZ) it follows that all derivatives of MI with respect to these 
variables must be in Y. In particular ~~(0, 0, E,, F?) E Y. Differentiating 
(2.8) with respect to x gives 
and so, setting (x, i, cl, E*) = (0, 0, El, Es), QL(u, + w,(O, 0, E,, EZ)) = 0. 
Since QLu, = 0, we must have that QLw,(O, 0, E,, E2) = 0. But 
QL: Vn Y + Y is an isomorphism and so ul,(O, 0, E,, EZ) = 0. 
Differentiating (2.9) with respect to x and with respect to 1” gives respec- 
tively 
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g?.(O, O)= Cwi(09 Ot E*, &I, L”O) + (h(v~ El, E2)r 00) 
= 
s 
’ h(ti(t), E,, E2) u,(t) dt. 
0 
(2.13) 
3. LOCAL ANALYSIS OF THE BIFURCATION EQUATION 
It is easy to see that when a = b (i.e., when s2 =0) Eqs. (2.1) and (2.3) 
have the trivial solution v = 0 for all values of 2. We study bifurcation 
points for Eq. (2.3) on this trivial branch. Since h&O, El, 0) = 
(l/4)( 1 -EC’), Eq. (2.5) becomes 
-ut,= $i(l -&I+; u(0) = 0 = ?I( 1) 
and so bifurcation occurs at A= Ak = 4(krc)*(l -ET*) for k = 1, 2, . . . . 
We shall use the singularity theory techniques developed by Golubitsky 
and Schaeffer in [S] to study the bifurcation function corresponding to 
these bifurcation points and so obtain a good understanding of the local 
bifurcation diagrams. We recall some of the basic definitions of [S]. 
Let E be the ring of germs of smooth functions f: R* -+ R. We denote by 
A the maximal ideal of E containing all functions f such that f (0,O) = 0 
and by Mk the ideal (feE:D”f(O)=O for 1~1 <k-l}. 
Let f, g E E. Then f and g are contact equivalent if there are smooth 
changes in coordinates T(x, A), X(x, A), A(A) such that 
f(x, 1.) = T(x, A) g(Wx, A), 42)) 
with T(0, 0) #O, X(0,0) = 0, X,(0,0) > 0, A(0) = 0, and Al(O) > 0. Thus, if 
f and g are contact equivalent, the equation g(x, A) = 0 can be transformed 
into the equation f(x, i) = 0 by a smooth change of coordinates and the 
bifurcation diagrams associated with the two equations are qualitatively 
similar. Using singularity theory we can find a normal form for the bifurca- 
tion function g in (2.10), i.e., a simpler expression, in fact a polynomial, to 
which g is contact equivalent. Then the bifurcation diagram of the normal 
form and so qualitatively the bifurcation diagram for g can be easily 
determined. 
THEOREM 3.1. (i) Suppose E2 = 0 and El #O. Then the bifurcation 
function at (0, 2, E,, EZ) = (0, i,, E,, 0) is contact equivalent to a pitchfork 
with normal form -x3 + Ax if k is even and to a transcritical bifurcation with 
normal form -x2 + Ix if k is odd. 
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(ii) Suppose El = E, = 0 (i.e., a = b = l/2). Then the bifurcation,function 
at (0, A,., 0,O) is contact equivalent to a pitchfork. 
Proof: Let g(x, 2) denote the bifurcation function associated with the 
solution (u, 2, Ei, E2) = (0, ik, E,, 0). Since E, and E2 are regarded as fixed 
parameters while considering g, we suppress the dependence of functions 
on &i and E, as far as possible, writing F(u, I, E,, 0) as F(u, A), etc. 
Since 
Lu = F,(O, &)v = v,, + A,h,(O)u = u,, + k2x2v 
we may choose v0 = sin knt. 
Finding the normal form (or in the terminology of [4] solving the 
recognition problem) of the bifurcation function involves checking various 
conditions on g and its derivatives at (x, A) = (0, 0). Since all derivatives of 
g are evaluated at (0,O) only, we write g=g(O, 0), g, =g,(O, 0), etc. It was 
shown in Section 2 that g=g,V=O and by (2.13) 
gj. = 1’ h(0, El, 0) sin knt dt = 0. 
0 
It is shown in [S] that provided g = g,T = g, = 0 then 
(i) g is contact equivalent to a transcritical bifurcation if and only if 
gx, + 0, g:, - gxxg,, ’ 0. 
(ii) g is contact equivalent to a supercritical pitchfork if and only if 
g,, = 0 and g.xxxgj..y < 0. 
We showed in Section 2 that w,(O, 0) = 0. We now compute w,(O, 0) and 
w,,(O, 0). Again since all derivatives are evaluated at (0,O) we write 
w,,(O, 0) as ~‘,,, etc. Differentiating (2.8) with respect to 1 gives 
QLw, + QFJO, A,) = 0. 
Since FJO, EVk) = h(0, El, 0) = 0, QLw, = 0. Hence as QL: Vn Y + Y is an 
isomorphism, w1 = 0. 
It follows from differentiating (2.11) again with respect to x that w,, is 
the unique solution in Y of the second order O.D.E. 
I$” + k2rc2d = 2E, &Qv$ (3.1) 
We now compute the appropriate derivatives of g. Differentiating (2.9) 
twice with respect o x gives 
gxx = (~u,(O, Mvo + wx12 + Lw,,, 00) 
I = -2&& 
s 
sin3 km dt. 
0 
(3.2) 
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If E, # 0 and k is odd, g,,. = - (8/3kz) &Cl # 0 and so g is contact equiv- 
alent to a transcritical bifurcation provided g:, - g,,g,, > 0. Differentiating 
(2.9) with respect to s and then L gives 
gv,. = CFcdj.(O, i!f) UO, V()) = j ' h,.(O, El, 0) 2;; dt = $ (1 - CT). 0 
Differentiating (2.9) twice with respect to 3, gives 
Thus gtj. -g,, g,, > 0 and so g is contact equivalent to a transcritical 
bifurcation when k is odd and Ei #O. 
If k is even or E1 = 0 then g,., = 0 and we must compute g,,,. Differen- 
tiating (2.9) three times with respect to x gives 
g,,, = (F,,,,(O, h) 1;;: + 3F,,,(O, &I uO~v,, + Lul,,,, uo> 
and so 
g YTT = -6&f [u~+E,v;w,,] dt. 
0 
(3.3) 
Suppose E, = 0. Then it follows from (3.1) that #‘.yr = 0 and so 
g,,,r = -6A, jh vi dt = - (9/4) 3., < 0. Suppose now that k is even. Then 
vi=sin’knx and (I$, vo) = 0. Thus Qvi= 2;; and so w,, is the unique 
solution in Y of 
4” + k2n2d = 2E, Ak sin’ knt. 
Hence 
wy,(t)=g$[ 1 +;cos2knt-;cosknt . 
I 
Therefore by (3.3) 
’ [sin4kzt+E,sin2kztw,,(t)]dt= 
Therefore, if E, = 0 or k is even, g.,, = 0 but g,,, g.,, < 0 and so g is contact 
equivalent to the pitchfork. This completes the proof. 
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4. UNIVERSAL UNFOLDINGS 
In this section we investigate whether E, and s2 (and so a and b) are 
unfolding parameters for the bifurcation diagrams obtained in the previous 
section, i.e., whether it is possible to obtain all bifurcation diagrams close 
to the pitchfork or transcritical bifurcation by varying (E,, .s2) in a 
neighbourhood of their values at the bifurcation point. 
First we recall the relevant material from [S]. Let E2+k be the ring of 
smooth maps F: RZfk +R such that F(O,O,O)=O. IffEE and FEE~+~ 
such that F(x, A, 0) =f(x, A), we say that F is an unfolding with k 
parameters of J: If FE E, + k and G E E, + I are unfoldings of f E E, we say 
that F reduces into G if there exists T, X, and /i which are unfoldings of the 
identity in the relevant spaces and a germ Y: Rk -+ R’ with tj(0) = 0 such 
that 
If f E E, an unfolding F off is called versa1 if every other unfolding off 
reduces into F. The smallest number k of parameters needed for an unfold- 
ing F off (i.e., FE E, + k) to be versa1 is termed the codimension off; the 
corresponding unfoldings are called universal. It can be proved that all 
universal unfoldings off are contact equivalent. The universal unfolding 
characterizes all possible bifurcation diagrams of small perturbations off; 
i.e., every possible bifurcation diagram lying close to the bifurcation 
diagram off is exhibited by F(x, I, ~1) = 0 for some small fixed values of the 
parameters CI. It is proved in [S] that the unfolding parameter space, i.e., 
a space, can be split up into a finite number of regions, all germs F(x, A, CI) 
corresponding to each region being contact equivalent and so possessing 
qualitatively the same bifurcation diagram in (x, ).)-space. These regions 
are separated by the following transition varieties 
B = { CI : there exist x, E. such that F(x, 2, a) = F,(x, 1, c() = 
Fib, 4 aI= 0 } 
H= {c(: there exist x, i. such that F(x, i, cx) = F,(x, I, a) = 
Lb, 4 a) = 0) 
DL = {a : there exist x, y, I such that F(x, I., a) = F( y, 2, a) = 
F.,(x, A, cc) = F,( y, 2, cc) = O}. 
If CI E B, H, or DL, the bifurcation diagrams of F(x, i, a) = 0 contain 
respectively at least a bifurcation point, a hysteresis point, and two limit 
points at the same value of 1, respectively. 
For example, the pitchfork bifurcation f(x, 1.) = -x3 + 1.x is of codimen- 
sion 2 with universal unfolding -x3 + Ax + c( - /?x’ where c1 and fl are 
409;166’2-I3 
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the unfolding parameters. In this case the transition varieties are 
B={(~,fl):cc=O), H={(cr,fl) : c( = - f13/21}, and DL is empty. 
We now investigate when a, and s2 are unfolding parameters of the 
bifurcation function g of the previous section. 
THEOREM 4.1. Suppose E, = E, = 0 and k is odd so that the bifurcation 
function g(x, 2) has a pitchfork singularity. Then the function G(x, A, E, , E2) 
is a universal unfolding of g(x, 2) with unfolding parameters E~ and Ed. 
Proof We work with germs around (x, i) = (0,O) or (x, i, E,, Ed) = 
(0, 0, 0,O) and so unless otherwise stated all derivatives are evaluated at 
these points. It is shown in [S] that G(x, 2, E,, s2) is a universal unfolding 
of the pitchfork singularity g(x, A) if 
We have already shown that g., = g, = g,, = g,, = 0, that g,, = l/8, and that 
gxx, = - (9/4) ik. We now compute a sufficient number of the remaining 
terms in the above determinant o enable us to calculate its value. 
First we must compute some more derivatives of w. We have already 
shown that w,, =0 in this case. Differentiating (2.8) with respect o E, gives 
QLw,, + QF,,(O, ik, 0, 0) = 0. 
But FE,(O, %k, 0, 0) = Akh,,(O, 0, 0) = 0. Hence QLw,, = 0 and so, since 
QL: V n Y --* Y is an isomorphism, w’,, = 0. 
Similarly by differentiating (2.11) with respect o E,, it can be shown that 
W w, = 0. 
By carrying out the appropriate differentiations on (2.9), it can be shown 
that G,, = G,,, = G,,, = 0 and that 
G XIEl = ;&h,,,,(O, 0,O) il’ v; dt = -F 
and 
Thus the determinant in (4.1) = - k2z2/48 and so the proof is complete. 
The universal unfolding H(X, A, ~1, /I) = -X3 + AX+ CI -/3X’ of the 
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normal form of the pitchfork -X’ + AX is shown in Fig. 4.1. It follows 
from [S] that there is a contact equivalence between G(x, i, E,, sZ) and 
H(X, A, cx, /I); i.e., there exist smooth maps T, A, and 4 such that 
It is straightforward to check that these mappings must be of the form 
T(x, i, E,, Q)= 1 +A’ 
x(X, 2, El, EZ) = UkX + dtf2 
/1(&tg2)=bkA+.h%f2 
$(E,> E2) = (CkEZ + d2, L&E, + d2), 
where ak, b,, ck, and d, are given by 
3 
a;=-k2n2; 
kn 
8 
b, = (8~~)~‘; c,=--; 
2 
dkzu$? 
Because of the above explicit form of the transformation between G and 
H, it can be seen that G can be represented as an unfolding of g as shown 
in Fig. 4.2. The fact that the orientation of branches is preserved between 
the two diagrams depends on the special form of the linear part of the 
transformation CD: (x, A) + (X, A). The definition of contact equivalence 
ensures that the matrix corresponding to this transformation is upper 
triangular with positive diagonal entries but this in itself does not imply 
FIG. 4.1. The unfolding in c( - fl space 
496 BROWN AND FURTER 
FIG. 4.2. The unfolding in 8, -c2 space 
that orientation is preserved, e.g., x2 - 3.x and X2 + /1X are contact equiv- 
alent with transformation X: x - 2, /1 = 1. In this case, however, the matrix 
corresponding to the linear part of @ is diagonal and so orientation is 
preserved. This is important as the sign of x determines the sign of the 
derivative and so the general nature of the corresponding solution of the 
differential equation. The transition varieties in (E, , &,)-space are 
B={(~,,EJ:E~=O} and 
Thus the transition varieties remain qualitatively the same for all odd k but 
H approaches B as k -+ cc. 
As (si, Ed) -+ (a, b) is a simple afline map it is easy to see that the unfold- 
ing diagram in (a, b) space is as shown in Fig. 4.3. 
By using arguments similar to those above the following result can be 
obtained for the case E1 # 0, E2 = 0. 
THEOREM 4.2. Suppose k is odd, E, #O, Ez = 0 so that the bifurcation 
function g(x, i) has a trunscritical bifurcation. Then the function G( ., ., Cl, .) 
is a universal unfolding of g with unfolding parameter E2. 
In this case it can be checked that G reduces to -X2 + KY+ y the 
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b 
1 
3 
FIG. 4.3. The unfolding in a-h space. 
canonical unfolding for the transcritical bifurcation using the following 
change of variable 
T=l+.A 
X=a,x+A* 
A = h& + ,0/J&, -E*) + A2 
qs=CkF2+~*, 
where 
a,>O, a:= 
16knE, 
3(1-s;‘) 
b =1-G* 
k 8a, ’ 
2k7c - (kn)*E, 
Ck = ~ 
1 -&T2’ “=a,(1 -Ef)’ 
Theorem 4.1 does not apply to the case where k is even. In this case 
G,, = (l/4) 2, l; o0 dt = 0 and so the determinant in (4.1) equals zero. We 
now show by using symmetry arguments that s1 and s2 are not unfolding 
parameters for the pitchfork in this case. 
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The O.D.E. (1.2) is invariant with respect to the map 
y: C’[O, l] -+ C’[O, l] such that y: u(t) + ~(1 -I). Along with the iden- 
tity, y induces a group action of the group {y, I) z Zz into C’[O, 11. Since 
the hypotheses for the standard theorems in equivariant bifurcation theory 
are satisfied, the bifurcation equation is equivariant for the induced action 
of r into ker L. If k is even the induced action is non-trivial since 
y(sin 2~nt) = sin 27rm( 1 - t) = -sin 2mt and so g is L,-invariant. The 
pitchfork is stable under L, perturbations (see Golubitsky and Schaeffer 
[SJ) and it is easy to see that the perturbations induced by E, and a2 pos- 
sess Z, symmetry. Therefore G(x, 1, a,, sZ) is always contact equivalent to 
a pitchfork for all small e, and a2 and so F, and E* cannot act as unfolding 
parameters. 
If k is odd, the induced action is trivial as y(sin(2n + 1) rrt) = 
sin(2n + 1) 7~2. Hence the bifurcation function is not symmetric and so 
E, and E* can and (as is shown in Theorem 4.1) do act as unfolding 
parameters. 
5. BIFURCATION DIAGRAMS AND THE TIME MAP 
The bifurcation diagram associated with ( 1.1) can also be determined 
from the phase plane associated with the differential equation. The change 
of variable t + ,/5- t transforms ( 1.1) into 
-u,, =f(u) for TV (0, fi); u(0) = h = u($,, t5.1 )i 
where f(u) = u( u - a)( 1 - u). 
The phase plane associated with - u,, =f( U) is shown in Fig. 5.1. There are 
three equilibrium points (0, 0), (a, 0), and (1,O). The point (a, 0) is a centre 
and (0,O) and (1,0) are saddle points. There is a homoclinic orbit through 
(0,O); inside this homoclinic orbit lie closed trajectories surrounding (a, 0). 
Solutions of (5.1), correspond to trajectories in the phase plane which join 
the line u = b to itself in time 4. Consider trajectory A, A, A, in Fig. 5.1 
where A, has coordinates (0, p). This trajectory corresponds to a solution 
of (5.1);. like that shown in Fig. 5.2, the associated value of 1 being the 
square of the time required to traverse the trajectory. This time can be 
expressed as a function of p using elliptic integrals, see Smoller and 
Wasserman [7]. The function p -+ T(p) is termed the time map associated 
with the equation. The multiplicity of solutions of (5.1); may be deduced 
from the graph of T, e.g., if T( p,) = T( pz) ( = y say) then (5.1), has two 
solutions U, and u2 with u;(O) =p,, u;(O)=p, where 2 = y*. Other types of 
solutions may be studied by using other types of trajectories and their 
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FIG. 5.1. The phase plane for the differential equation 
associated time maps. For example, trajectories B, B, B, and B, B, B, B4 B, 
correspond to solutions like those shown in Fig. 5.3. 
We now discuss the bifurcation diagrams in the unfolding of G shown in 
Fig. 4.3. Suppose b < a. We consider first solutions of the type shown in 
Fig. 5.2, i.e., with u(t) > b for all t E (0, &). Such solutions correspond to 
trajectories ranging from trajectories such as A,A,A, lying close to the 
stable and unstable manifolds of the equilibrium point (1,O) to the small 
closed trajectory C, C,C, which touches the line u = b. As the trajectory 
A, A,A, approaches the critical manifolds of (1, 0), the time taken to get 
from A, to A, and hence the associated value of 2 approaches +:o. It can 
be shown that the time taken to traverse a small closed trajectory surround- 
ing (a, 0) once approaches 271/“(O) as the size of the trajectory tends to 0. 
U 
-------t 
FIG. 5.2. B, B,B, solution. 
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FIG. 5.3. B,B B B B B,B,B, solutions 2 3 4 1, 
Thus when h - a is small the time taken to traverse trajectory C, C, C, 
is approximately 271/f’(O) and the time taken to traverse trajectory 
B, B,B,, which may be regarded roughly speaking as one half of a small 
closed trajectory, is approximately n/“(O). Thus as we move down the 
u’-axis from A, close to the stable manifold of (1,O) to C, on the u-axis, 
trajectories tarting on the u’-axis correspond to solutions of (5.1);. where 
1. decreases from large positive values to approximately (rcif’(0))’ and then 
increases again to approximately (27r/“(0))2. These solutions correspond to 
the upper branch of solutions possessing a single limit point in regions 2 
and 3 in Fig. 4.3. Our analysis shows that close to a = h = l/2 the time map 
described above has a single turning point close to i. = (rrlf’(0))‘. 
The lower branch of solutions of the bifurcation pictures in regions 2 and 
3 correspond to trajectories like B, B, B, It is clear that for such solutions 
u(t) < b for all t and the corresponding value of 3. increases from 0 to DL 
as B, moves down the u’-axis from C, to close to the homoclinic orbit 
associated with (0,O). In region 3, 1. increases monotonically but in 
region 2, 1, has two turning points. 
We next investigate the bifurcation diagram associated with i, = i,. 
When a = b small closed trajectories correspond to solutions like those 
shown in Fig. 5.4 for values of 3, close to 4712/cf’(0)]2; the value of A 
increases as the size of the trajectory increases. It is easy to see that if u(t) 
is a solution to (5.1). then so is u(l - t) so that there is a oneeone corre- 
t 
FIG. 5.4. B B B f3 B,, B,B,B,B,B, solutions. L 2 3 4 
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FIG. 5.5. C,C,C, solution. 
spondence between the two types of solutions shown in Fig. 5.4. Thus there 
is a pitchfork bifurcation in this case. If a # l/2 and b #a the pitchfork 
bifurcation persists and corresponds to the closed trajectory C, C,C, 
Suppose that this trajectory is a solution of (5.1 )I*. Then (provided b - a 
is small) i* z [27r/f’(O)]’ and this solution also satisfies zero Neumann 
boundary conditions, see Fig. 5.5. For I just less than E.*, we obtain a 
solution like that shown in Fig. 5.2 associated with a trajectory of the 
form B,B,B,; for A. just greater than A* we obtain three solutions of the 
forms shown in Fig. 5.6 associated with trajectories like B, B, B,B, B,, 
B, B, B, B, B,, and B B B B B B B 3 4 I 2 3 4 1% respectively. It is easy to see that 
each of the four kinds of solutions described above can be regarded as a 
small perturbation of the solution of (5.1)).* satisfying zero Neumann 
boundary conditions. Solutions corresponding to closed trajectories like 
B, B, B, B,B, and B, B,B, B, B, can be obtained from one another using 
the transformation u(t) -+ u( 1 - t). Thus there is a supercritical pitchfork at 
i=i*. 
We can now discuss how the global bifurcation picture is built up from 
the local bifurcation pictures. Consider the local picture in region 3 in 
Fig. 4.3 corresponding to iv close to j., . The lower curve extends from L = 0 
to 1. = cc. The upper branch of the upper curve extends to A. = o; the lower 
branch of the upper curve however extends to E, = A* z [27#‘(0)]’ at 
which point the pitchfork bifurcation described in the previous paragraph 
U 
.r.-y -. :, . . \ 
I/-\, 
.. ’ ,. I . . . . ’ \ 
: I \ u:b 
‘..\ ,-:* ’ ‘. . . 
FIG. 5.6. B,B,B,B,B,, B,B,B,B,B,, B3B,B,B2B,B,B, solutions. 
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FIG. 5.7. Global bifurcation diagram. 
occurs (see Fig. 5.7). It is easy to see from the phase plane that each of the 
branches S, , S,, S, extend to i. = E:; the branch S, forms the lower branch 
in region 3 of the unfolding associated with i = 1.,, this local picture also 
containing an upper branch with a limit point (see Fig. 5.7). 
Of course our results are valid only locally, i.e., close to the point 
a = b = l/2. It is unclear from our analysis what happens away from this 
point. However, it is easy to see that if the homoclinic orbit associated with 
(0,O) cuts the u-axis at (do) and h > 6 then only solutions with u(t) > 6 
are possible and so the bifurcation diagram contains only a single branch 
of solutions. 
6. COMPARISON OF CRITICAL POINTS 
In this section we investigate the connection between the shape of the 
solution curves of the bifurcation equation and the graph of the time map 
T(p) described at the start of Section 5. As the number of solutions predic- 
ted by the two approaches must be the same it is clear that a turning point 
or saddle point in the bifurcation diagram must correspond to a stationary 
point of the same type occurring in the graph of T. It is possible, a priori, 
however that the two types of curve while predicting the same number of 
solutions may have different shapes in the neighbourhood of a stationary 
point, e.g., T(p) - (p - p0)4 and g(x, ;i) = x2 - IL. We show that simple 
turning points and saddle points for T correspond to the same type of 
points in the bifurcation diagram g(x, I!) = 0. We confine our attention to 
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solutions such that u(t) > b for t E (0, 1); similar considerations apply to 
solutions of other types. 
Let u( ., p) denote the solution of the initial value problem 
- 4” =,f(q5) for t > 0; d(O) = 0; d’(O) = P. 
Suppose that r(p) = fi and let u(t, p) = ~(4 t, p). Then V( ., p) satisfies 
-u“=Xf(u(t, ~))for t>O; u(0) = 0; u’(0) = $ p, (6.1) 
where ’ denotes differentiation with respect o t. 
Differentiating (6.1) with respect o p gives 
-u;=E,f’(u(t, ~))u,for t>O, u,(O) = 0; l&(O) = JZ 
i.e.. 
- 21; = X h’(u) up for t > 0, u,(O) = 0; l&(O) = J. (6.2) 
Comparing (6.2) with (2.5), it can be seen that (2.5) has a non-trivial 
solution if and only if uP( 1) = 0. 
Since u(T(p), p) =O, we have 
uv~P):~‘P)=o. (6.3) 
Suppose that T has a critical point at p, i.e., (dT/dp)(p)=O and let 
c(t) = u(t, p). Thus (17, iI) is a solution of (2.1). 
Differentiating (6.3) with respect o p gives 
(6.4) 
and so up( 1, j) = 0. Hence u0 = uP( ., p) is a non-trivial solution of (2.5) and 
so in the terminology of Section 2 the kernel of L = F,(V, 2) is generated 
by uO. Thus using the notation of Section 2 we have that 
g(x, A)= (F(V+xu,+w(x, A), 2+2), u()). 
We showed in Section 2 that g,(O, 0) = 0 and 
g>.to, 0) =j’ MC(t)) u,(t) dt. 
Hence 
g,(O, 0) = i s” h(u) up fit. 
$0 
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Now, considering the equation of a trajectory in the phase plane, 
$Cu,(c P)l2 + H(4f, Y)) = 3 P’ for r>O, 
where H(u) = 1: h(v) AI. Differentiating with respect to p we obtain 
U,(4 0) u,,(t, Y) + Nu(t, PI) u,(t, P) = P. 
Hence 
= p$- u,u,($) + u,u,(O) + jov” u,,ul, dt 
Hence 2 I0 J’ h(u) U, dt = p$ and SO g,(O, 0) = p/2 # 0. 
Thus, if (dT/dp)(p) = 0, g,(O, 0) = 0 and g,(O, 0) #O and so g must 
be contact equivalent to a singularity of the form xk k i where 
(dg/dx)(O, 0) = .., = (dk-‘g/dxk-~ ‘)(O, 0) =0 and (dkg/dxk)(O, 0) ~0. 
We now investigate the relationship between (d2T/dpZ)( p) and g,,(O, 0). 
We have shown that 
I ’ g,,(O,O)= (F,,(U, x)u;+F,(o, Qw,,, vo)=X h”(z;) u;: dt. 0 
Differentiating (6.1) twice with respect to p gives 
-II;, - Xh’(iq upp = az”(V)(v,J2; v,,(O) = 0. 
Hence 
i 
?’ 
1 h”(v) u; dt = j’ [ - L$, - &z’(C) up,,] u. dt 
0 
= u,,(l, P) 4(l). 
Thus 
SAO, 0) = VI’J1’ P) d(l). 
Differentiating (6.3) twice with respect to p, gives 
1 d2 
!‘) 
dT 1 d2T 
=‘,I & & .,&+~v’&+v”’ 13. 
- +‘v =o 
and so 2;,,,( 1, p) = 0 if and only if (d’T/dp’)( p) =O. 
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Thus we have shown that (d2T/dp2)(p) =0 if and only if g,,(O, O)=O. 
Now suppose that (dT/dp)( p) = (d2T/dp2)( 0) = 0 and so g,(O, 0) = 
g.,(O, 0) = 0. Then as we have shown above 
5 
1 
h"(ii)v;dt=O. 
0 
(6.5) 
Differentiating (2.9) with respect o x gives 
s,.dA 0) = (Lv:, + 3F,,vo~a.. + ~,w,,,, vo> 
= j jb’ lb3’(u) v; dt + 32 Jo1 h”(u) v;w,, dt. (6.6) 
Now arguments similar to those used in Section 3 show that w,, satisfies 
the equation 
i.e., Lw,,=x Q[h”(C) ai]. But Eq. (6.5) shows that h”(g) I$, lies in the 
orthogonal complement of span{ oo} and so Q[h”(C) ~$1 = h”(v) II:. Hence 
both w,, and vPP satisfy the differential equation 
Ld = nz”(v) vi; $w) = 0 = & 1) 
and so w,, and v,, can differ only by a multiple of vo. Hence by (6.5) 
i 
1 
h”(v) v; w,, dt = ’ h”(v)v; vpp dt 
0 s 0 
and so 
gx,,(O, 0) = X i): /Z(~)(V) II; + 3/z”(v) II$I~~ dt. 
Differentiating (6.1) three times with respect o p gives 
-v;w -X/z’(v) vppp = M3)(V) u; + 31 h”(v) vppvo. 
Hence 
(6.7) 
X j: [/Z(~)(V) u; + 3/z”(v) L&Q,,] dt = 1’ (-I&,, - i. h’(G) uppp) co dt 
0 
= vppp( 1, PI ub( 1). (6.8) 
4Wl66;2-14 
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Differentiating (6.3) three times with respect to p shows that 
(d3T/dp3)( j?) = 0 if and only if u,,,( 1, 0) = 0. Thus it follows from (6.7) and 
(6.8) that g,,,(O, 0) = 0 if and only if (d’T/dp’)( p) = 0. 
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