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Abstract
We present a faster method for finding the Fiedler vector of the Laplacian of a mesh.
This problem is the main computational cost of spectral partitioning, a technique for
partitioning a graph into pieces of roughly equal size with few crossing edges, which
has applications to load balancing on parallel machines. Our experiments show an
improvement of 15 to 40 percent in the speed of the standard Lanczos algorithm for
mesh Laplacian Fiedler vectors.
The speedup is achieved by choosing a better starting vector for the Lanczos
iteration. The strategy is to choose a vector with small Rayleigh quotient with respect
to the Laplacian, which we can do based on the techniques which Spielman and Teng
use in "Spectral partitioning works" to prove that well-shaped meshes have small
Fiedler values. The major difference in our work is that a key step of their proof
shows the existence of a map which conformally moves points on the sphere so that
their center of gravity is 0 without actually constructing the map. We give an iterative
method of constructing this map which works well experimentally, although we do
not have a proof that it works.
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1 Introduction
The computation of eigenvectors and eigenvalues is fundamental in numerical linear
algebra. There are several algorithms which are used for this problem. Broadly,
they can be divided into two categories: methods which attempt to find all the
eigenvector/eigenvalue pairs (eigenpairs), and methods which attempt to find one or
a selected few eigenpairs. See [GV] for presentations of many of these algorithms.
The best-known algorithm of the latter type is the Lanczos method, which provably
finds the extremal (largest and smallest) eigenvalues of a symmetric matrix quickly.
It is the fastest algorithm in practice for finding eigenvalues of sparse symmetric
matrices. We present and analyze the Lanczos method in detail in Section 3; it
is enough for now to understand that it is an iterative method that gives better
approximations with more iterations, and that it needs to be given a starting vector.
Our basic strategy for speeding up the convergence of the Lanczos method is to
choose a good starting vector. "Good" for our purposes means close (in a precise
sense to be defined later) to the eigenvector being sought. We do not know how to do
this for a general sparse symmetric matrix. However, we do have experimental results
which show a substantial speedup for a particular class of matrices: the Laplacian
matrices of well-shaped meshes. In particular, we concentrate on finding the second-
smallest eigenvalue of the Laplacian, called the Fiedler value after [Fie73], and its
corresponding eigenvector, the Fiedler vector. It has many important applications:
the Fiedler vector is used in spectral partitioning of graphs, which has applications to
VLSI layout, load balancing for parallel machines, solving systems of linear equations,
and many other problems [ST96].
The key to our approach to choosing the starting vector is to use geometric in-
formation about the mesh. Essentially, we make a constructive version of the proof
of [ST96] that the interconnection graphs of well-shaped meshes have small Fiedler
values. We give the details of their analysis which are relevant to our work (and
necessary extensions to make it constructive) in Sections 4 and 5. In section 6, we
present experiments on actual meshes which show that our method achieves a 15 to
40 percent speedup. Finally, we present some possible future research problems, in
both theoretical and practical directions.
2 Graph Laplacian matrices
2.1 Definitions and basic properties
Given an undirected graph G with vertices vl through va, the Laplacian of G, denoted
L(G), is the nx n matrix whose ith diagonal entry is the degree of v, and whose (i, j)th
entry for i $- j is -1 if vi and vj are connected by an edge of G and 0 otherwise. Since
row i of L(G) has a -1 in exactly degree(vi) positions, degree(v,) on the diagonal
and 0 elsewhere, its elements sum to 0. This is true for all rows, so the all-i vector
is an eigenvector of the Laplacian with eigenvalue 0. Here are some properties of the
Laplacian which we will need:
* L(G) is symmetric and positive semidefinite, so all its eigenvalues are real and
nonnegative. The multiplicity of the 0 eigenvalue is equal to the number of
connected components of G.
* From the previous property, the second-smallest eigenvalue of L(G), called the
Fiedler value and denoted A2, is positive if and only if the graph is connected.
In this paper we will always be dealing with connected graphs, so the Fiedler
value will be positive.
* Since the Laplacian is symmetric, its eigenvectors are orthogonal. Thus an
eigenvector corresponding to the Fiedler value, called a Fiedler vector, is or-
thogonal to the all-i eigenvector; that is, the sum of its components is 0.
2.2 Significance of the Fiedler value and vector
The fact that the Fiedler value A2 is 0 if and only if the graph is disconnected and a
positive real number otherwise suggests a possible interpretation of A2 as a measure
of connectivity: the "more connected" G is, the larger we would expect the Fiedler
value to be. Fiedler, in the original paper pointing out the significance of the second-
smallest eigenvalue [Fie75], realized this and called A2(G) the algebraic connectivity
of the graph G.
This notion can be made precise by relating A2(G) to quantities which directly
measure the connectivity of G. One such quantity is the isoperimetric number O(G).
Letting G = (V, E) and VI = n, we have
(G) min IE(S, V - S) I
SCV, ISIn/2 S|
where E(S, V - S) is the set of edges with one endpoint in S and the other in V - S.
This is superficially similar to the definition of min-cut. The crucial difference is the
ISI in the denominator. If we view a good cut as one with small isoperimetric number,
the definition penalizes cuts which may have small numbers of crossing edges but are
very unbalanced. In fact, quite frequently the min-cut of a graph consists of one
vertex, especially for sparse graphs such as those associated with well-shaped meshes.
In fact it can be shown that - < 0(G) < A2(2d - A2). [Moh88]
Since the Fiedler value is related to the quality of the best ratio cut (that is, the
cut which defines ¢(G)), one might wonder if the Fiedler vector is related to good ratio
cuts. The answer is that it is, and this relationship is what underlies the effectiveness
of the method of spectral partitioning of graphs. The method was first proposed in
[Fie75] and later applied to load balancing on parallel machines in [PSL90], which
showed that the method worked well experimentally.
[ST96] showed that under appropriate conditions the method provably finds a good
ratio cut. Here we give experimental evidence that the method of proof of [ST96] can
be adapted to find a good starting vector for Lanczos iteration on the Laplacian
matrix of the interconnection graph of a well-shaped mesh.
3 The Lanczos method
Entire books have been written about the Lanczos method and its many variants.
The method has a deep mathematical structure: it is part of the class of Krylov
subspace methods (discussed briefly below), which also includes the Arnoldi method,
the conjugate gradient method, and many others. It is also tricky to implement in
practice for many applications because of numerical stability issues. For a thorough
discussion of these points, see the books mentioned above, the chapter on Lanczos
methods in [GV], or the original paper of Lanczos [Lan51]. For the most part, we do
not consider these issues here (but see Section 6 which describes minor modifications
we make to the basic Lanczos process for our purposes.)
For now we will concentrate on how and why Lanczos works to find the smallest
eigenvalue of a matrix-it will require only minor modifications to use it for our
situation in which the second-smallest eigenvalue is required (what makes it easy is
that we already know an eigenvector corresponding to the smallest eigenvalue of the
Laplacian).
3.1 Krylov subspace methods
The Lanczos method is one of a larger number of numerical algorithms collectively
known as Krylov subspace methods. To motivate the definition of the Krylov spaces
of a matrix, suppose you are given a black box which computes Ax given a vector x.
Note that you are not given the matrix A explicitly, but only this black box. It is quite
possible that the black box does not compute Ax using the standard O(m 2) matrix-
vector multiply: for example, the Fourier transform of v is a matrix-vector multiply
but can be done much faster than explicitly multiplying the transform matrix by v
by the standard algorithm. Our matrices A (the Laplacians of graphs associated to
meshes) are sparse, so that obtaining Ax from x can be done in far fewer than m 2
operations. Starting from an initial vector vo, how can we use this black box? We can
obtain Avo, and from Avo we can get A 2v0 , et cetera. In n - 1 steps we can obtain a
basis for the nth Krylov space
1.n(vo) = (vo, Avo, . . . , An-vo).
The idea of Krylov subspace methods for eigenvector and eigenvalue computation
is that an eigenvector v of an m x m matrix A may be very well approximated by
a vector in KCn(vo) even when n is much smaller than m, for "most" choices of vo0.
The approximation is particularly good when v corresponds to an extremal (large or
small) eigenvalue. In practice "much smaller" means n ( v-m)! An analysis of
convergence behavior for our situation will be given later; for now this fact is enough
to help us derive the Lanczos algorithm. Lanczos depends on the fact that the matrix
A is symmetric, and for a symmetric matrix there is a nice characterization of the
smallest eigenvalue (actually, for all of the eigenvalues, but we focus on the smallest
for now).
To characterize the smallest eigenvalue, we introduce the Rayleigh quotient, which
is important not only for understanding Lanczos but also in the analysis of [ST96]
which we use in speeding up eigenvector computations.
3.2 The algorithm and its properties
Now we are ready to introduce the Lanczos algorithm: each iteration is one step of
the while loop below, and at the end of the ith iteration one obtains an approximate
smallest eigenvalue. The initial vector given as an input to the Lanczos algorithm
is ql, and the symmetric matrix whose eigenvalues we are trying to find is A. (The
observant reader will notice that the iteration breaks down if k = 0. [GV] discusses
this point; we will assume for simplicity that !3 k - 0.) Note that as written the
iteration is continued infinitely many times; the idea is that we obtain better and
better estimates of the eigenvalues and eigenvectors of A with each iteration, and in
practice one must have a stopping criterion; this will be discussed further in section
6 on experimental results.
ro = q1 ; o = 1; q0 = 0; k = 0
while (k - 0)
qk+l = rk// 3 k
k=k+l
T Aq
ak = qkAqk
rk = (A - ak)qk - 3k-lqk-1
13k = 1rk2
end
The eigenvalues we are looking for are not presented directly in the iteration given
above, so how are they found? Indeed, since the loop involves only the four basic
operations, and eigenvalues in general are roots of polynomials, it could not possibly
give exact eigenvalues directly. The answer is that after each iteration, the ai and /i
are put into a tridiagonal matrix, as follows:
al 01 ... 0
01 a 2
Tk
" k-1
0 ... /k-1 Oak
after iteration k of the loop. After each iteration of the loop (or every 10, or any
rule we want to follow) the eigenvalues of Tk can be found, and it turns out that the
extremal eigenvalues of Tk will be better and better approximations to the extremal
eigenvalues of A. This may seem circular, since we still need to find the eigenvalues of
Tk, but it is not. There are two key points: first, the extremal eigenvalues and corre-
sponding eigenvectors of a tridiagonal symmetric matrix can be found quickly, O(cn)
time for the c smallest and c largest eigenvalues of an n x n tridiagonal symmetric
matrix, which is much faster than for a general matrix. Second, the size of the tridiag-
onal matrix (i.e., the number of iterations done so far) is typically much smaller than
the size of A. See [GV] for several methods of finding eigenvectors and eigenvalues
of tridiagonal symmetric matrices. Thus the Lanczos iteration can be viewed as a
method of generating a sequence of tridiagonal matrices whose eigenvalues are better
and better approximations to the eigenvalues of A.
We can thus get approximations to the eigenvalues of A after each iteration, but
what about the eigenvectors? For this it is useful to better understand the qi, known
as Lanczos vectors. We start with several important properties of Qk = [q ... qkl
Proposition 1 (a) The vectors ql ... qk are orthonormal.
(b) They form a basis for the Krylov space IC(A, ql, k) defined by
ran([q1 , Aql, A 2ql , . . ., Ak-lq]).
(c)
QTAQk Tk (1)
We have
rk = (A - akI)qk - 3k-lqk-1-
We know qk+1 = rk/lk from the iteration, so
3kqk+l = (A - kl)qk - 3 k-lqk-1
lkqk+1 = Aqk - akqk - klqk-1
Aqk = fk-lqk-1 + akqk + kqk+l (2)
(a) Each q, is of unit length since we set qk+l := rk/ 3 k = rk/ Trk2. To prove
orthogonality, assume inductively that ql ... qk are orthonormal. We want to
show qkT+ 1 i = 0 for i = 1 ... k. First notice that since qk+1 = rk/l3 k, we have
T
q+lqi = 0 if and only if qi rk = 0. Now
rk = (A - akl)qk - /k-lqk-1
so for i - 1 ... qk-2 we have
T Tqi rk qi [Aqk
= q TAq1
= qj(-1iqj- 1 + aijq+ q2+1) = 0.
Also, q Trk = qAqk - ak = 0, since ak = q Aqk Finally,
qk rk = q 1 Aqk - -1
= qTAqk-1 - k-1
=0
since qk Aqk-1 q rk-1 = k-1
(b) This is easy to see by induction: assume that ql ... qk form a basis for IC(A, ql, k).
Then to span IC(A, ql, k + 1) we need only show that Ax is in span(q1 ... qk+l)
for each x E IC(A, ql, k), or equivalently that Aq, E span(q ... qk+1) for i =
1... k. But this is clear from (2). Also from (2) it is clear that qk+1 E
span(Aql... Aqk) = IC(A, q, k). So ql...qk+1 spans exactly those vectors in
IC(A, ql, k + 1) and since the qi are orthogonal and thus linearly independent
they form a basis.
(c) From (2) we have AQk QkTk + Tke . Premultiplying by QT gives Q'AQk
Tk + Q rke = Tk + kQk qk+1 = Tk by orthogonality of the qj.
What can we say about the Lanczos iteration at this point? By (1), it is almost
true that Tk expresses the action of A in the basis q, ... qk. (It is only "almost"
true in the sense that Tkek has only components of e1 ... ek, while Aqk may have a
component of qk+l.) Now we are ready to state how the approximate eigenvectors are
computed after an iteration of Lanczos. If Sk is the smallest-eigenvalue eigenvector
of Tk, then Qksk = Yk is the approximate smallest-eigenvalue eigenvector of A: view
the ith component of Sk as expressing the magnitude of the component of Yk in the
direction of qi. Notice that QkSk E IC(A, ql, k).
3.3 Convergence analysis
We have now given a description of the basis Lanczos algorithm, but there is still no
reason to believe that it works, that the "approximate" smallest-eigenvalue eigenvec-
tor is at all close to the actual smallest-eigenvalue eigenvector. In order to do this, we
first define the Rayleigh quotient of an n-vector with respect to an n x n symmetric
matrix A and show that a smallest-eigenvalue eigenvector of A is simply one with
smallest Rayleigh quotient.
Definition 1 The Rayleigh quotient of an n-vector w with respect to the n x n sym-
metric matrix A is given by
wTAw
WTw
Proposition 2 A vector v has minimal Rayleigh quotient with respect to A if and
only if v is a smallest-eigenvalue eigenvector of A.
To see this, first note that the definition of Rayleigh quotient is unchanged if
we require Iw|| = 1, by linearity. Then the denominator in the definition is 1,
so the Rayleigh quotient is simply wTAw. Now let v = EE aiv, where vl... vn
are orthonormal eigenvectors of A with corresponding eigenvalues A1 ... An. Then
v Av = vT(Av) = (-i1 Cve)T(Zi= A~aiv2) A= a=1CAi. Since v is of unit length
IE= 1 22 - 1, so to minimize vTAv any nonzero ai must correspond to a smallest
Ai-that is, v is a linear combination of smallest-eigenvalue eigenvectors, so v is a
smallest-eigenvalue eigenvector. Conversely if v is a smallest-eigenvalue eigenvector
v TAv is minimized.
Before continuing with the proof of convergence of the Lanczos process, we will
change the setting slightly by returning to our original situation: we want the Fiedler
vector of a graph Laplacian, which corresponds to the second-smallest eigenvalue.
There is a Rayleigh quotient characterization of the Fiedler vector as well. For sim-
plicity we assume that G is connected, so that the Fiedler value A2 is positive, and
that A2 < A3, so that the Fiedler vector is unique (up to length and sign).
Proposition 3 A vector v is a Fiedler vector of L(G) if and only if v is orthogonal
to the all-i vector 1 m, of size m and has minimal Rayleigh quotient among all vectors
orthogonal to 1 m.
Let the n eigenvalues of L(G) be A1 ... An, in increasing order, and the corresponding
eigenvectors be vl ... vn. Since A1 = 0 and A2 > 0 a Fiedler vector is a multiple of v2.
Clearly v2 is orthogonal to 1m (the is vector of length m). Also v2TAv 2/(v 2Tv 2) = A2
whereas the Rayleigh quotient of a general vector (among those orthogonal to the
all-1s vector) v = a 2v 2 +. . + anVn is
a2 +...H +C
In other words, the Rayleigh quotient is a weighted average of A2 through An and
thus its minimal value A2 is attained only when v is a multiple of the Fiedler vector
v 2 .
We have asserted that the Lanczos iteration finds extremal eigenvalues quickly,
but for a graph Laplacian we are not interested in the smallest eigenvalue (which we
already know is 0) but in the Fiedler value, which is second-smallest. In fact it is true
that Lanczos can find interior eigenvalues as well, but it doesn't do so as quickly and
it is harder to analyze this situation. Fortunately, there is an easy way to make A2 in
essence play the role of the extremal eigenvalue. This is done by choosing the initial
vector q, orthogonal to ,m. It is clear that all the q, are then orthogonal to 1, if the
Lanczos iteration is carried out exactly. To see this, look at the second line of the
iteration, in which rk is formed. Assuming inductively that q, is orthogonal to im for
i < k, rk and qk+l are orthogonal to the ones vector (since imTAqk = qkTAlm = 0). It
is particularly easy to orthogonalize a given vector q' to 1 to form q1 : just subtract
the mean of the entries of q' from each entry.
Now we can look at convergence of what we will call the "modified Lanczos"
procedure-that is, modified as described in the last paragraph. The convergence
theorem we give is a slight modification to our situation of a standard result from the
theory of Lanczos iteration convergence. This theory is known as the Kaniel-Paige
theory. The proof which we modify is in [GV] and further references can be found
there. Notice that convergence is not guaranteed for an arbitrary symmetric matrix
but depends on several parameters.
Proposition 4 After k Lanczos iterations with unit starting vector ql on an m x m
graph Laplacian matrix A with spectrum 0 = A1 < A 2 < A3 < An, we have
(An - A2 ) tan( 1)2
>2 < 81 _2 +
ckl(1 + 2p )
2
where pn - A2 and cos( l1) qlTv 2, Ck(z) is the kth Chebyshev polynomial,
given by the recursion
Ck(z) -- 2zCk- (z) - Ck-2(z), Co - 1, C1 -,
and 01 is the smallest eigenvalue of the tridiagonal matrix Tk generated in the kth
Lanczos iteration.
What does this mean? First, since a Chebyshev polynomial grows as its argument
increases beyond 1, it helps to have a gap between A2 and A3. More important for
our purposes is the tan(0n)2 term in the numerator, which depends on the angle
between the starting vector ql and the Fiedler vector v2 : making q1 small improves
the convergence bound. This suggests that choosing a starting vector close to the
Fiedler vector is a good idea, which is what we try to do in Section 4.
Proof: We have
yTTky yTQ TAQk y wTAw
01 = min = min Y = min T (3)
y#O yTy y:o (Qky)TQky wEIC(A,qi,k) W T
The first equality comes from Proposition 2; the last two follow by Proposition 1.
Now
A2 =min w
wIlm wTw
But since we have chosen ql 1 1m, IC(A, ql, k) 1 1m. Thus A2 < 01, since A2 and 01
are minimizations of the same quantity, but the minimization for A2 is over a larger
set. To upper-bound 01, we have to look more carefully at the spectrum of A. Since
(qi, Aqi, ... , Ak- 1q1) spans IC(A, q1, k), the vectors in AK(A, q1, k) are exactly vectors
which can be written as p(A)ql where p is a degree-(k - 1) or smaller polynomial.
Let the set of such p be Pk-1. Then by (3),
q Tp(A)Ap(A)qi
01= min
pEPk-1 qiTp(A)2ql
Write ql = __E2 ici, where vi is the eigenvector corresponding to A,. Notice that
the eigenvalues of p(A) are just p(A,) where A, are the eigenvalues of A, and the
corresponding eigenvectors are the same as those of A. Then
qlTp(A)Ap(A)ql E_ 2 c2P( )2 2
qiTp(A) 2q 1 n=2c p(2  2
EZ -2 P(A) 2 A2 2  =2 o (A2)2 2)
Z=- 2 2 ( 2 + i 2  2 2(A-)Z=2 z Z'\\\=  zp() 2
y n 2 2
< A2 Ap() + A 2) 3 2p(AE) 2ap(A2 i=3 Cp(Az) 2
To make this upper bound as close to A2 as possible, we would like to have p(Ai)
small for i > 2 but very large for i = 2. We can use the Chebyshev polynomial ck-1,
which satisfies ||Ck-1(x) < 1 on [-1, 1] but grows quickly outside [-1, 1]. We want
a polynomial which is small on [A3 , An] but large at A2 . So we can scale and shift ck
and choose
p(x) = ck- 1 - 2 "
Then
En 2
01 < A2 +(A- A2) 2 =3 2
a p(A2
where we write p(A2) = Ck-1(1 + 2pn) with p, = (As - A2)An - 3). Since qi is a
unit vector, this becomes
1 - C02
01 < A2  (An - A 2) 2 ) 2
a2ck-1(1 + 2pn)
c(A - A2) tan2 2
ck-l(1 + 2pn)2
This concludes our discussion of theoretical aspects of the Lanczos algorithm. The
most important point for us is the dependence of the convergence bound on the angle
between the starting vector and the Fiedler vector. We will discuss some practicalities
of Lanczos in the section on experimental results.
4 Choosing a starting vector
(Throughout this section A is the m x m Laplacian of a well-shaped mesh (G, Y)
where G = (V, E) is the interconnection graph of the mesh and Y is an m x 2 matrix
of the coordinates in space of the m vertices of G. For simplicity of exposition we
present only the case of a planar mesh, though the method can be used for meshes
in any dimension and a very similar analysis applies. In fact our experiments are on
meshes in 2 and 3 dimensions.)
In this section we present a scheme for choosing a starting vector ql 1 m with
small Rayleigh quotient qiTAqi/(qlTqi). This is unfortunately (from the point of
view of analyzing the method) not the same as having a small angle with the Fiedler
vector, though in practice the vector we choose using the method of this section is
close to the Fiedler vector in this sense as well. The scheme is based on the proof of
[ST96] that well-shaped mesh interconnection graphs have small Fiedler values.
4.1 The embedding lemma
Recall the definition of the Rayleigh quotient of v with respect to A:
RA (U) vTV
Since A = L(G), we have
VTAV E_ Z j:(ij)E(G) Vi(2 v - v) i,)E(G) (v 2, -
Z)vE )v
The key to the approach of [ST96] is to use a vector analog of the Rayleigh quotient.
Instead of letting v be a vector of m scalar components, let V be an m x 3 matrix,
so V,: is a point in 3-space for each i. We now present our
lemma of [ST96].
Lemma 1 Given an m x 3 matrix V = (vi,) such that
Z (i,3)E E V, 3,: - U 2 = 11
Eml Vz,:
2
'
version of the embedding
(4)
and
we can construct
0.
ZVi,: = 0,
i=1
a vector w such that E (ij)EE(Wi -
Z= w1
Proof: We have
flVj,: - VjJII2 E(i,) E ((ii - Vji) 2 - (V2 - V 2)2 + (V 3 - Vj3) 2 )
(= v - vji) 2 -
(i,3)EE
Z (Vi2 -
(i,j)E E
V 2)2 + ( 3 - )2
(Z,3)EE
and similarly
,
vi 2 -E
m m
2
1 + + 
2
2 E z
i=1 z=1 i=1 i=1
(z,3) E IUi,: - ,: 2
Z -1 Vi,: 2
(2 ,j)EE(Vil - 11)2 + E(i,)EE(Vi2 - 32 (+ E(i,)EE( 3 - 33 )2
E 1v 21 + mv2 +1 v2
wTAw
WTW
E
(ij) E
< 7 and ,W, =
z- = 1
a+b+c ( abcUsing the inequality > min a b for nonnegative a, b, c, x, y, z, we see
x+y+z ;x'y'z
that
E(i,3)E E I ,V,: - VU,: I2
I =l V2,.112
(min ((i,j) CE(Vil - v31 )J2 E(2,j)CE(V2z2 - vj 2 ) 2 E(2,j)EE(vi3 - V3) 2
1=1 il i=1 Ui2 i=1 U3
The embedding lemma thus provides a way to obtain a vector with small Rayleigh
quotient (< -y) if V satisfies (4): just choose j = 1, 2, or 3, and for at least one of
these j, v:,j has Rayleigh quotient < y.
This shows that we can look at embeddings of m points in higher dimensions in
order to choose a starting vector. How are we going to do this? An interesting fact
about our method for choosing q1, which is shared with the method of [MTTV96b], is
that no information about the graph structure is used directly-only the coordinates
of the vertices in the plane are used.
4.2 Our model for well-shaped meshes
At first this seems absurd. Indeed, without further assumptions it is absurd: for any
particular orientation of points in the plane we can put any graph structure we want
on the points, so it would be unreasonable to expect a good starting vector for finding
eigenvalues of a matrix (the Laplacian) to emerge from an algorithm that uses only
geometric information.
The solution to this puzzle is that for well-shaped meshes, the graph structure of
the mesh is related to its geometric structure. Intuitively, the idea is that points which
are far apart geometrically cannot be connected by an edge in the graph. Formally,
we introduce the a-overlap graph of a k-ply neighborhood system. For details on why
this is a good model for well-shaped meshes, see [MTTV96].
Definition 2 A k-ply neighborhood system C in the plane is a collection of disks
{Bi}=l such that each point lies in at most k of the disks.
Definition 3 The a-overlap graph a k-ply neighborhood system is the graph whose
vertices are {Bi } 1 and whose edges are
{(Bi, B,) : (Bi n (a B) 0) and ((a -Bi) n Bj #0)}
where a - B, is a disk with the same center as B, and a times the radius of B,.
We will use the fact that if a and k are chosen properly, then the graph of a well-
shaped mesh can be obtained by putting disks with centers at the mesh points to
form a k-ply neighborhood system and taking a subgraph of the associated a-overlap
graph [ST96].
This provides the connection between the geometry and graph structure of the
mesh that we need.
4.3 Stereographic projection and choosing ql
We are given mesh coordinates in the plane, and we could simply use these (viewed
as coordinates in 3-space) in the embedding lemma. But this is not guaranteed to
give a vector with small Rayleigh quotient-there are counterexamples.
To get a vector with provably small Rayleigh quotient, we follow [ST96] and embed
the vertices in the 3-sphere by stereographic projection. This projection is also used
in the geometric partitioning method of [MTTV97].
The map I : 7~2 -+ S2 defined by sending (X, y) to the point on 82 on the line
from (x, y, 0) to the north pole of 82 is called stereographic projection. It is not hard
to derive algebraically: if v = [x y 0 ] T is the point being projected, then
I(v) =[0 0 1] T+ (v- [O 0 1]T)
for some a. To determine a, note that
1 = H(v)T H(v) = -1 2a + a 2 11v - [0 0 1]T112
0 = a 2 v-[0 0 1] 112 -2a
2
a v-[0 0 1]T112'
(Note that the formula for H(v) thus obtained can be applied to any v E R 3, not just
those with v3 = 0. For proving that this is a good embedding, three properties of
the stereographic projection map are important: it preserves circles, spheres, disks,
and balls (for convenience we simply say it is circle-preserving to mean all of these),
it is one-to-one, and it maps points in the plane z = 0 to a surface of finite area
(namely, the unit sphere, whose surface area is 47r.) Now almost all the pieces are in
place: stereographically project up onto the sphere and use the embedding lemma to
choose a starting vector from this embedding. There is only one problem with this
approach: the starting vector obtained this way will not, in general, be orthogonal to
the all-1 vector. We could simply orthogonalize it to the all-i vector, but we do not
know how to analyze the quality of the starting vector thus obtained. Instead, we
move the points on the sphere so that their mean is the zero vector. Then the vector
chosen by the embedding lemma will have mean 0, i.e. will be orthogonal to lm.
This moving of the points cannot be done in an arbitrary way, but must be done in a
circle-preserving way. [ST96] show the existence of such a map without constructing
it. For our experiments, we have to actually construct the map. This is a sufficiently
nontrivial problem that it merits its own special section. For the rest of this section,
we merely assume that such a procedure, which we call movepoint, is available. To
summarize, here is our method:
1. Given the m mesh points in the plane, project them onto the sphere using the
stereographic projection described in this section.
2. Use movepoint (described in Section 5) to move the points to new positions on
the sphere so that their center of gravity is 0.
3. Use the embedding lemma to obtain a vector qi with small Rayleigh quotient.
4.4 Why the method works
To understand why our method works (that is, finds a starting vector with small
Rayleigh quotient), it is useful to keep the following picture in mind: we are given
only vertex coordinates in space, and the algorithm is applied to project these up onto
the unit sphere and then move them conformally so that their center of mass is 0.
At the same time, for the purpose of analysis, view the algorithm as doing the same
thing to the disks surrounding each vertex. These disks form a k-ply neighborhood
system, and using this fact we will be able to analyze the method.
Theorem 1 Let a well-shaped mesh be given with m vertices whose coordinates are
given in an m x 2 matrix Y and whose graph structure is G, where G is a bounded-
degree subgraph with maximum degree A of the a-overlap graph of a k-ply neighbor-
hood system K = {B 1,...,Bm}, where Y, is the center of Bi. Assume also that an
algorithm movepoint is given which meets the requirements described in this section.
Then we have
qlTL(G)ql 32A k
q T q1  - m (7a- + a + 7) 2 '
where ql is the starting vector we find.
Proof: A circle on the surface of the unit sphere divides the sphere's surface into two
connected components. The union of the circle and one of these components is called
a cap. The center of the cap is defined to be the unique point in the cap equidistant
from all points on the boundary of the cap. The radius of the cap is defined as the
distance from the center of the cap to any point on its boundary. Notice that this is
distance in 3-space, not along the surface the sphere.
Because I1 and movepoint are circle-preserving, movepoint(II(B,)) is a cap for
i = ... m. Let r, = radius(Ci), and let V = (v,,) be an m x 3 matrix such that
vi,: = movepoint(H(Y ,:)), i.e. vi,: is where the ith mesh point gets mapped.
We want to bound
Z(i,3)E Vi,: - v3,: 2
Ern l V,112
so that we can apply the embedding lemma. It is easy to deal with the denominator-
since each vi, is on the unit sphere, the denominator is exactly m.
Before continuing the proof the theorem we state without proof a lemma whose
proof is contained in [ST96].
Lemma 2 Let a > 1. Let A and B be balls in R 2 such that (A n (a -B) z 0) and
((a - A) n B L 0). Then (ia + a + 7) - movepoint(H(A)) touches (7ra + a + 7) .
movepoint(II(B)).
To upper-bound the numerator, use Lemma 2. The vertices i and j of an edge
{i, j} are mapped to vi,, and vj,. respectively where vi,: C Ci, vj,: E Cj. Now we know
from Lemma 2 that (ira + a + 7) -Ci touches (ir + a + 7r) C,. Since vi,: E C, and
V3j,: C3,
|Vv,: - , 11 2(ra + a + x)r, + 2(Fa + a + 7)r 3
= 2 (a a + +r (ri + r)),
so
v1,: - v3,:ll < 4(ra + a + w)2(r, + rj 2
S8(i a + ir)2 (rl + rl).
We split the contribution of this bound between vertex i and vertex j by assigning
8(7ra + a + ir)2r2 to vertex i and 8(ia + a + 7)2r2 to vertex j. Since the maximum
degree is A, the contribution of each vertex is at most 8A(a + a + ir)2r2. So the
numerator is < 8A(rac + a + 7)2  I rT2
Since {C}r 1 form a k-ply neighborhood system, and since the surface area of Ci
is > ir , we have
m m
E~ r, E surface area(Ci) < k -surface area(unit sphere)
i=-i i= 1
= 47k.
So E M 1 r2 < 4k, and we get that the numerator is < 32kA(ra + a + 7T) 2 . Thus
E(i,)EE Vz,: _ V,: 112 32kA + a + 7)2 ( _
Eiml IV,,:11 2 - n
Applying the embedding lemma, qi has Rayleigh quotient < 32kA (rT a O+ 7) 2 =
5 The movepoint problem
The method of the previous section requires an algorithm for moving the points vi
through vm to f(vi), -- , f(vm) where f is one-to-one, sends the unit sphere to itself,
and preserves circles, so that 1 - n f(v,) = 0. The key point is that f must be
circle-preserving: otherwise we could simply define f to move the points so that the
f(vz) are (for example) equally spaced on the equator of the unit sphere. Another
obvious idea is to let f (v) = v - Z 1 V2,. This is circle-preserving and satisfies
Eml f(vi) = 0, but it doesn't preserve the unit sphere.
A better idea is to find a map g which sends the unit sphere to itself and satisfies
g(I Ei=l vi) = 0. As we will see, it is not hard to construct such a g, and at first
glance this might appear to solve our problem. But note that g( 1 E 1 vi) is not the
same as -1 EZ_ g(vi) = 0, since g is not linear. (It is clear that f must be nonlinear,
since any linear map 1 which preserves the unit sphere must be length-preserving, so
that 1E j (vi)l = (- v,) = v I ± v z 0 in general.) Denote by g,, the circle-
preserving map (constructed later in this section) which preserves the unit sphere and
sends w to 0.
Applying gzo once where zo = 1 = E 1 vi doesn't work, but what happens when g is
iterated? That is, after iteration k compute the new mean zk of the points and apply
gzk-move the new mean to 0. One might hope that 4 Zm g2k O ... 09z(v2) + 0
as n -- oc. Experiments we have done show that this is in fact the case for many
initial layouts of vertices, but that convergence tends to be slow and erratic (and
sometimes does not occur). Determining the convergence properties of this method is
an interesting open question. However, by slightly modifying this method, we are able
to give an iterative scheme which is faster and more robust, at least experimentally.
Before doing that, we need to find a g which has the properties of preserving the
unit sphere and moving a given point z0o with |z0o l < 1 to the origin. We will construct
g with three elementary building blocks: dilation, translation, and inversion.
Definition 4 A map f is a dilation if f(x) = a for some constant a, a translation
if f (x) = x + 3 for some constant /, and an inversion if f (x) = x/Hx12 .
Note that the term "inversion" is justified by the fact that the norm is inverted by
f: flf(x)|| = x/ |x|11211 = 2xHJ/[]x[2 = 1/||x[ . Also, 0 is mapped to oc by inversion.
All three of these maps are sphere-preserving. Inversion of a sphere not centered
at the origin is the only case for which this is not obvious. Let f be the inversion
map and let S be a sphere with center c and radius p. Consider the antipodal points
c - cp/llcll and c + cp/llcll on S. It is intuitively clear that if f preserves spheres, it
maps this pair of antipodes of S to antipodes of f(S). But
f cp f j (-(c ) C
f( cp f c +p) = c
||c| |16 c||c (|c| + p)
so we would expect c and c to define a diameter of f(S). Then thehcIhc I-p) IlcIl(lclI-p)
center of f(S) must be
cl i1 1 c 211c|
||cI12 - p2
and its radius must be
c c p
c (c - p) IIC 2 - p2 11 Il2 - p2_ 
This derivation of the center and radius of f(S) assumes that f(S) is a sphere. This
is a straightforward calculation using the fact that |z - c[] = p for z c S.
Knowing what inversion does to spheres is what we need to create gzo. First, let
fti(z) = z - zo. This moves z0o to 0 but also shifts the unit sphere centered at 0 to a
unit sphere centered at -zo. Let fi(w) = w/llw112. Then fi o ftl moves zo to oc and
moves the unit sphere to a sphere of radius 1 and center '0 So we translate1- lzo112  11zo112-1 "
by z0 i.e. let ft 2 (a) = u - z .
Then ft 2 o fio ft moves the unit sphere to a sphere of radius 1/(1 - |Zo 112) centered
at the origin. Letting fd(v) = v(1 - z 112) we see that fd o ft,2 o fi o ft preserves the
unit sphere while sending zo to oc. Thus fi o fdo ft 2 o fi o ft1 preserves the unit sphere
and sends zo to 0.
However, for our purposes the final fi can be dropped, since it does nothing to
points on the unit sphere. Let g = fd o ft 2 o fl o ftl. We have
zo() = fd -fto2 - Z2|z zo 2
Z - ZO
-
o 
( 
- zo)- o
Then iterating gzo is one possible method. It turns out that iterating gzo/2 is a
better choice. We can get an intuitive idea of why this is a good choice by looking at
the formula
2
If zo/2 is small, then we can approximate the coefficient of x - zo/2 by 1, and we get
gzo/ 2 (x) 0 x - zo, which would mean 9zo/2 (x) 0 O. Of course, this is not really
an argument.
We don't yet have an analysis giving broad conditions under which
1m
m Y9zk/2 O gzk,_/2 o . . zo/2 (z)
i=1
is guaranteed to converge to 0 as n - oc. But we do have some idea of what is
happening, particularly in the case when zo is small. We set e = lzo to suggest this.
Theorem 2 With zl, zo, and e defined as above, and assuming e < 1/2, zl =
Sm=1 zo/2(2) = ( O(e2 ) + 1 z=l(ZTxi)x i
Sketch of proof: Look at the error term e(x) = 9zo/ 2 (x) - (x - z). Note that
E Z9zo/2 (X)
z=1
m e(xi).M... I
e(x) 21 1
~X-~ \
ZO Zo
2 - 2
I)(x 2
= 1 - (c/2)2
= 1 - X -zo + (c/2)
2 - 1) (x x2)
Using the fact that 1/(1 - y) = 1+ y + O(y 2) for y < 1/2 (any constant less than one
will suffice), we have
1 (e/2)2
1 - xTzo + (e/2)2 -1 - xTZO + (/2)2
= 1 + Tz 0o - (/2)2 + O ((xTz0o + (/2)2)2
S(x Tzo + O(2)) ( Z
- O(2) 
- 1)
= ( zo)x + OO( 2 )
The theorem follows by summing over all xi.
We can write the result of the theorem in the more suggestive form
1
l = O(6 2 ) - XTXz o,m
where X is the m x 3 matrix of vectors xi. Intuitively, if we ignore the 0(C2) term, zl =
SXTXzo can be viewed as one iteration of the power method for finding eigenvalues
of the matrix ZXTX.
m
It is not really a power iteration since XTX changes with each step. However, the
intuition is backed up by numerical tests which show that in practice the direction
Now
e(x)
ZO)
- (X - ZO)
(1 - 1  2
|Ix - || 2
of zk stabilizes to a constant (the eigenvector direction of the limit of XTX) and
Ilzkll/llZklll also tends to a constant (the largest eigenvalue of the limit of XTX).
6 Experiments
We performed experiments on over a dozen meshes to test our method of choosing
ql. The standard method of choosing ql for Lanczos iteration, which we use for
comparison, is just to choose it randomly on the unit sphere (for example by choosing
each of its coordinates from a normal distribution with mean 0 and variance 1, and
normalizing the result). For the Laplacian graph, though, an obvious optimization to
the standard method is to orthogonalize the vector obtained to 1m, and we do this
for our comparisons.
In fact, there are a few things that need to be done to make our experiments
practical. First, Lanczos tends to find extreme eigenvalues first, and the minimal
eigenvalue of the Laplacian is 0, corresponding to 1m. In section 2, we described
how starting with a vector orthogonal to 1m would result in Lanczos finding the
second-smallest eigenvalue. However, this is true only in the absence of roundoff
error. On a real machine, there will inevitably be roundoff error as the Lanczos
vectors q, are computed. So if there is any component of 1m (even if it is extremely
small, on the order of machine precision) in q1 , Lanczos will tend to amplify it greatly
and will eventually find the corresponding 0 eigenvalue. In experiments a curious
phenomenon occurred: convergence to the Fiedler value would occur first, but after
some more iterations the 0 eigenvalue would suddenly "break out of its cage": the
smallest eigenvalue of the tridiagonal matrix would change from something close to
the Fiedler value to something much closer to 0. This is problematic for two reasons:
first, the method we use of taking the smallest eigenvalue of Tk no longer works to
find the Fiedler value after a large number of iterations; second, the convergence to
the Fiedler value is slower than if we avoid the problem in the way we now describe.
The remedy is simply to orthogonalize each newly computed Lanczos vector qk to im
at step k. In this way the "strong attraction" of the Lanczos vectors to 1 m is resisted.
We also need to discuss when the iteration has converged acceptably. The conver-
gence result of section 2 is not really useful here, since it depends on quantities (the
angle between qi and the Fiedler vector, the gap A3 - A2) that we don't know until
we find A2, A3 , and the Fiedler vector with acceptable accuracy. Fortunately, there is
a simple test for convergence, if we measure convergence by
lAx - Ax ,
where A is the smallest eigenvalue of Tk, with corresponding eigenvector v, and x =
Qkv. We have AQkv = QkTkv + /kqk+lVk from the proof of Proposition 1, so
Ax - Ax = AQkV - AQkv =- kvkqk+1
But since lqk+1 = 1, JAx - Ax = /3kuVk = /3k|. The important point is that we
can detect convergence without explicitly computing Ax - Ax, which would require
storing the Lanczos vectors. For our tests we required ||Ax - Axj| < I.
In practice, it might be necessary to store the Lanczos vectors ql ... qk in order to
obtain the actual eigenvector of A. However, notice that this can be a huge memory
requirement. As an example, if there are 50000 vertices in G, each Lanczos vector of
A = L(G) will require 400K to store in double precision. Typically Lanczos might
take on the order of 500 iterations to converge acceptably, requiring 200 megabytes of
storage. As a check on our computations, we ran some experiments using the Lanczos
vectors and making sure the computed Fiedler vector had converged directly without
using the "trick" of the last paragraph. However, it is much more convenient to use
the trick, and we did this for most of the experiments, thus avoiding the need to store
the Lanczos vectors.
For each sample mesh, we ran Lanczos with 10 random starting vectors and aver-
aged the number of iterations. We also ran it on the starting vector produced by our
method. We computed the dot product qlTv 2 of the starting vector with the Fiedler
vector. The results are summarized in Tables 1 and 2. Our method gives a substan-
tial improvement over choosing a random (among vectors orthogonal to im) starting
Airfoill Airfoil2 Airfoil3 Dbel Vase
nodes
edges
random ql L lm:
iterations (avg. of 10)
ql -v 2 1 (avg. of 10)
our ql:
iterations
14q -v21
PSL qx:
iterations
1q, -v21
randomized PSL ql:
iterations
1q, -v2 1
1024
2846
141
.0266
4253
12289
211
.0166
111 132
.7574 .9180
117
.7773
146
.0170
120
.8305
227
.0074
4720
13722
203
.0114
111
.9085
15606
45878
413
.0060
259
.9383
158 239
.6874 .7982
222 424
.0048 .0029
Table 1: Results for 2-d meshes
Results\ Meshes
nodes
edges
random ql - lm:
iterations (avg. of 10)
l v 2 1 (avg. of 10)
our ql:
iterations
14 -V21
PSL qj:
iterations
1ql -v21
randomized PSL ql:
iterations
Alcoa Brack2 Copter
8337
19754
278
.0069
231
.6980
246
.3759
277
.0085
62631
366559
355
.0036
242
.9683
321
.1452
364
.0017
55476
352238
319
.0035
253
.7887
297
.2073
300
.0047
Fjc
54957
107903
346
.0036
255
.7787
255
.8515
300
.0035
Cyl Falcon Wing
86701
169447
393
.0034
109914
217669
469
.0021
248 279
.9440 .9068
367 358
.2274 .4257
394
.0042
507
.0006
Table 2: Results for 3-d meshes
16231
24156
591
.0082
459
.8506
490
.2818
574
.0084
5972
8918
311
.0063
180
.7962
294
.0111
340
.0020
266556
527966
504
.0019
376
.6811
442
.1305
506
.0016
I
Results\ Meshes Tapir
vector in every case. The improvement varies from about 15% to over 40%. How can
we explain this improvement? The first thought one might have is that starting with
ql having a small Rayleigh quotient explains the convergence. This is how we chose
ql in the first place, so it would be nice if this were true. Unfortunately, it cannot
be the whole story: typically there will be several eigenvalues less than RA(ql), so if
we choose any of their corresponding eigenvectors (say v3 corresponding to A3) as the
starting vector, we will have no component in the direction of v2 and thus (at least
in exact arithmetic) no chance of converging to v2.
This is why we computed the component of each starting vector in the direction of
the computed eigenvector. For random starting vectors this tends to be pretty small,
as shown in the tables. For our starting vector it is very large, in no case < 2/3.
This means that the bound of Section 2 is much better (experimentally) for the qx
we produce.
We also compared convergence with our starting vector to another starting vector
which has been proposed. What we are calling the "PSL ql" was proposed in the
paper of Pothen, Simon, and Liou which suggested the use of spectral partitioning for
load balancing on parallel machines [PSL90]. The vector they use is linearly spaced
with mean 0. Overall, our starting vector seems to have an advantage over the PSL
starting vector, but it is not as clear as in the comparison with a randomly chosen
starting vector: in 3 cases PSL beat or tied our choice.
However, the PSL vector has one important disadvantage compared to ours: it
depends on the numbering of the vertices in the mesh. Intuitively, if the numbering
is such that the two endpoints of each edge are assigned numbers whose difference
is small, then the PSL vector can be expected to have a small Rayleigh quotient.
However, we cannot expect that the numbering will always be "good" in this way. We
tested how the PSL vector worked when the mesh vertices were randomly permuted
in the "randomized PSL ql" part of the table, and the performance was much worse.
(The careful reader may wonder how we compute the dot product of the starting
vector with the computed eigenvector without computing the eigenvector. The trick
is similar to that used for the convergence bound: notice that if y is the smallest-
eigenvalue eigenvector of Tk, then the estimate Qky of an eigenvector of A has compo-
nent yl in the direction of ql. Once close convergence to the eigenvector is achieved,
yl will therefore be a close estimate of the dot product of the starting vector ql with
the computed eigenvector.)
7 Conclusions and open problems
We have presented a method of using geometric information about a mesh layout
to produce a starting vector for Lanczos iteration applied to the mesh Laplacian.
The method produces a substantial improvement in convergence speed on a variety
of meshes. The starting vector has provably small Rayleigh quotient, but the key
property which improves the convergence seems to be a notion of closeness to the
Fiedler vector which is perhaps more natural, the angle between the starting vector
and the Fiedler vector.
The main idea of the method is to use the proof of [ST96] to produce the starting
vector. In order to do this, we modify their proof to make it constructive. The
substantial modification which is required is the development of a constructive method
to move the center of gravity of points on a sphere to the origin. The method we
develop works (with linear convergence) in practice. Analyzing the algorithm to prove
that it works on a large class of cases (or that it fails in a significant way) is a possible
future research direction.
Another open problem is whether the method of [ST96] produces a starting vector
which has a large component of the Fiedler vector. If this is true it would lead to a
provably better bound of the type given in Section 2 for well-shaped mesh Laplacians.
It seems to be true in practice, but it is not obvious how to prove it (or even if it
is always true). A different possibility for proving that our method works would
be to prove something about the convergence of Lanczos for starting vectors with
small Rayleigh quotients. As we have indicated, this is impossible without further
assumptions, but it may be possible to prove such a result with only a very weak
assumption about the component of the starting vector in the direction of the Fiedler
vector. Then only a weak result about whether the starting vector of [ST96] has a
large component in the Fiedler vector direction would be needed.
Finally, we chose the basic Lanczos process because it is a fast method commonly
used in practice, but it might be worthwhile to test our choice of starting vector
on variants of Lanczos, such as s-step Lanczos with restarting and Lanczos with
preconditioning.
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