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Abstract
We answer a problem of Liao [S.T. Liao, Standard systems of differential equations and obstruction sets—from linearity to
perturbations, in: System Researches, Proceedings Dedicated to the 85th Anniversary of Qian Xue-Sen, Zhejiang Education Press,
Hangzhou, China, 1996, pp. 279–290 (in Chinese)]: A C1 vector field or a C1 diffeomorphism on an n-dimensional manifold has
equal entropy with that of its bundle extensions. We also prove that each ergodic probability with simple Lyapunov spectrum has
at most 2nn! covering probabilities on each bundle extension.
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1. Notions and a problem
We start from a C1 vector field S on a compact smooth n-dimensional Riemannian manifold M , and its induced
flows φt :M → M , t ∈R on the state manifold and Φt = dφt :TM → TM , t ∈R on the tangent bundle.
Fix some integer , 1  n. Construct a bundle U =⋃x∈M U(x) of -frames, where the fiber over x is
U(x) =
{
(u1, . . . , u) ∈ TxM × · · · × TxM | u1, u2, . . . , u are linearly independent
}
.
The vector field S induces a flow on U, which we denote (with the same notation as the tangent map for the sake of
simplicity) by Φt , t ∈R, namely,
Φt(u1, u2, . . . , u) =
(
dφt (u1), dφt (u2), . . . , dφt (u)
)
.
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α ◦B =
(
∑
i=1
bi1ui,
∑
i=1
bi2ui, . . . ,
∑
i=1
aiui
)
.
Then Φt(α ◦B) = Φt(α) ◦B . By the Gram–Schmidt orthogonalization process there exists a unique upper triangular
matrix Γ (α) with diagonal elements 1 such that α ◦ Γ (α) is orthogonal.
Construct the bundle F = Ux∈MnF(x) of orthogonal -frames, where the fiber over x is
F(x) =
{
(u1, u2, . . . , u) ∈ U(x) | 〈ui, uj 〉 = 0, 1 i = j  
}
.
The vector field S then induces a flow
χt :F →F, α 	→ Φt(α) ◦ Γ
(
Φt(α)
)
.
If we define π :U →F by α 	→ α ◦ Γ (α) then χt (α) = π(Φt (α)), t ∈R.
Construct a bundle F# = Ux∈MF# (x) of orthonormal -frames, where the fiber over x is
F# (x) =
{
(u1, u2, . . . , u) ∈F(x) | ‖ui‖ = 1, i = 1,2, . . . , 
}
.
Then F# is a compact metric space. Let π# :F →F# be given by
π#(u1, u2, . . . , u) =
(
u1
‖u1‖ ,
u2
‖u2‖ , . . . ,
u
‖u‖
)
.
Setting χ#t = π# ◦ (χt |F# ), we get a flow χ#t :F# →F# , t ∈R.
Construct a Grassmann bundle L(M) = ⋃x∈M L(x), where the fiber L(x) over x is the Grassmann mani-
fold formed by all -dimensional linear subspaces in TxM . Such a linear subspace H , when regarded as a point of
L(x), will be denoted by [H ]. Then L(M) is a compact metric space. Defining ϕt ([H ]) := [Φt(H)] gives a flow
ϕt :L(M) → L(M), t ∈ R. By p we denote the canonical projections F# → M and L(M) → M . The following
commutable properties hold clearly
p ◦ χ#t = φt ◦ p = p ◦ ϕt , t ∈R,  = 1, . . . , n.
For more details of these flows see [5] or [12].
A probability μ on M is φ-invariant if μ(φt (B)) = μ(B) for any t ∈ R for any Borel set B ⊂ M . A probability μ
is φ-ergodic if each Borel set B that is φt -invariant for any t ∈R has μ-probability 1 or 0. Denote by E(M,φ) the set
of all φ-invariant and ergodic probabilities on M . Similarly one defines E(F# ,χ#) and E(L(M),ϕ),  = 1, . . . , n.
Problem. (Liao [7]) Let 1    n. Take arbitrarily ν ∈ E(M,φ), μ ∈ E(F# ,χ#) and m ∈ E(L(M),ϕ) so that
p∗μ = ν = p∗m. For measure-theoretic entropy, what is the relation among hν(φ), hμ(χ#) and hm(ϕ)? And
what is the relation among topological entropies h(φ), h(χ#) and h(ϕ)?
For a given C1 diffeomorphism f :M → M , we replace the flows Φt :U → U, χ#t :F# →F# and ϕt :L(M) →
L(M) by homeomorphisms df :U → U, F # :F# →F# and L :L(M) → L(M), respectively, where F # and L
are induced by df in a corresponding process to that for the flow case. Clearly
p ◦ F # = f ◦ p = p ◦L,  = 1, . . . , n.
For more details of these homeomorphisms one sees [13]. Let E(M,f ) denote the set of all f -invariant ergodic proba-
bilities. One can similarly define E(L(M),L) and E(F# ,F # ). One can pose the Liao problem for diffeomorphisms
f :M → M .
In Liao’s problem the entropy of a flow indicates the entropy defined by the time one homeomorphism, e.g.
hν(φ) := hν(φ1), h(φ) := h(φ1). For the entropy of a flow defined by the whole flow itself, instead of by the time
one homeomorphism, see Thomas [16,17], Sun [11] and Sun and Vargas [15]. We point out that the above problem
is basic in Liao theory [5], the fundamental concepts of which, qualitative functions (see Section 4), standard sys-
tems of differential equations (see [5]), and obstruction sets (see [5]), are established on or through the induced flows
χ# :F# × R →F# and ϕ :L(M) × R → L(M). We answer Liao’s problem for both cases of a C1 vector field and
a C1 diffeomorphism by the following.
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(1) If ν ∈ E(M,φ),m ∈ E(L(M),ϕ) and μ ∈ E(F# ,χ#) satisfy p∗(m) = ν = p∗(μ), then for measure-
theoretic entropy
hm(ϕ) = hν(φ) = hμ(χ#).
For topological entropy
h(ϕ) = h(φ) = h(χ#).
(2) If ν ∈ E(M,f ),m ∈ E(L(M),L) and μ ∈ E(F# ,F # ) satisfy p∗(m) = ν = p∗(μ), then for measure-
theoretic entropy
hm(L) = hν(f ) = hμ
(
F #
)
.
For topological entropy
h(L) = h(f ) = h
(
F #
)
.
A special case of Liao’s problem was solved by Sun in [14], where the cardinality of pre-images (under the canon-
ical bundle projection) of ν almost every point is finite, namely, each quasi-regular point (for definition see Section 4)
for ν has finitely many pre-images that are quasi-regular with respect to covering probabilities. The difficulty faced in
the general case, Theorem 1.1, is that one quasi-regular point for ν has uncountable many pre-images that are quasi-
regular with respect to coving probabilities. We will prove Theorem 1.1 by using an approach different from that
in [14]. In Section 2, we will present a probability version of the Bowen entropy inequality (his inequality is originally
for topological entropy [2, Theorem 17]) for general semi-conjugate systems, by which Liao’s problem can be reduced
to show that the set of pre-images (under the natural bundle projection) of ν almost every point contributes no entropy,
even though the set is uncountable. In order to show that the set contributes no entropy, Sacksteder–Shub’s argument
in [9] on topological entropy for a differentiable dynamical system and its unit sphere bundle will be adapted. We will
solve Liao’s problem completely in Section 3.
The next theorem shows that an ergodic probability with a simple Lyapunov spectrum has finitely many covering
probabilities on bundle extensions.
Theorem 1.2. Let n = dimM and let 1  n.
(1) Let ν ∈ E(M,φ) have a simple Lyapunov spectrum, namely, all Lyapunov exponents of ν have multiplicity 1. Let
A= {μ ∈ E(F# ,χ#) | p∗(μ) = ν} and B = {m ∈ E(L, ϕ) | p∗(m) = ν}. Then
An  CardA 2nAn and 1 CardB  2nAn,
where An = n(n− 1) · · · (n− + 1).
(2) Let ν ∈ E(M,f ) have a simple Lyapunov spectrum, namely, all Lyapunov exponents of ν have multiplicity 1. Let
A= {μ ∈ E(F# ,F # ) | p∗(μ) = ν} and B = {m ∈ E(L,L) | p∗(m) = ν}. Then
An  CardA 2nAn, and 1 CardB  2nAn,
where An = n(n− 1) · · · (n− + 1).
In order to estimate the upper bound of covering probabilities for a given ergodic probability ν, we will establish
a general criterion Lemma 4.8, by which it suffices to estimate the cardinality of quasi-regular points in one fiber
over a quasi-regular point for ν. The techniques in [14] could be applied to get the cardinality. However, we will
present a more natural proof as Appendix A, by which an interesting relation between the usual Lyapunov exponent
limt→∞ 1t log‖Φt(uk)‖ and the limit limt→∞ 1t log ζαk(t), where uk is the kth vector in α, defined in Liao theory
becomes clear. The argument on the lower bound is quite direct: we take the number of the covering probabilities
given in Liao’s reordering lemma [6] as the lower bound. We complete the proof of Theorem 1.2 in Section 4.
The notations employed in the present paper take the same form as in a series of papers by Liao collected in the
book in [5].
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We will recall in this section an inequality of measure-theoretic entropy for maps and proceed to deduce the
inequality for flows. All these inequalities for maps and flows could be regarded as a probability version of Bowen
inequality of topological entropy [2, Theorem 17] (see also [10, Theorem 1]).
Let (X,d) be a compact metric space and let f :X → X be a continuous and surjective map. For x ∈ X, n > 1 and
ε > 0 put
D(x,n, ε, f ) := {y ∈ X | d(f ix, f iy)< ε, 0 i  n− 1},
and call it an (n, ε, f )-box. Take a probability μ from E(X,f ), the set of all f invariant ergodic probabilities. For
0 < δ < 1, let R(δ, ε, n,f ) denote the smallest number of (n, ε, f )-boxes needed to cover a set of μ-probability bigger
than 1 − δ. According to Katok [3], the measure-theoretic entropy hμ(f ) can be defined by
hμ(f ) := lim
ε→0 lim supn→∞
1
n
logR(δ, ε, n,f ), (2.1)
which is independent of the choice of δ.
Let α be an open cover of X. Let A be a subset of X. Set
NA(α) := min
{
Card(β) | β ⊂ α,
⋃
B∈β
B ⊃ A
}
.
Define h(f,A,α) := limn→∞ 1n logNA(
∨n−1
i=0 f−iα) and h(f,A) := supα h(f,A,α). According to Adler–Konheim–
McAndrew [1], the topological entropy h(f ) of the whole system (X,f ) coincides with h(f,X).
Lemma 2.3. Let f :X → X, g :Y → Y , and p :X → Y be continuous surjective maps on compact metric spaces
satisfying p ◦ f = g ◦ p. Take μ ∈ E(X,f ) and m ∈ E(Y,g), with p∗(μ) = m. Then for any f -invariant and μ full
probability subset W ⊂ X and any g-invariant and m full probability subset Λ ⊂ Y satisfying p(W) = Λ, we have
hμ(f ) hm(g)+ sup
y∈Λ
h
(
f,ρ−1(y)
)
,
where ρ = p|W :W → Λ, and ρ−1(Λ) ⊂ W .
Proof. This result appears in other places, for example it is a special case (put f = 0) of Proposition 3.5 in [4].
We now present an alternative proof by using Katok’s entropy definition (2.1). Take ε > 0 and 0 < δ < 1. Let α be
a cover consisting of open balls B(x, ε) of radius ε. Set
a := sup
y∈Λ
inf
n
1
n
logNρ−1(y)
(
n−1∨
i=0
f−iα
)
.
If a = ∞, the formula holds automatically. Hence we assume that a < ∞. For each y ∈ Λ there exists a positive
integer my such that
Nρ−1(y)
(my−1∨
i=0
f−iα
)
 emy(a+ε).
We extend ρ :W → Λ to ρ : W¯ → Λ¯ (we denote the extended map by ρ for notational simplicity). Denote
b := sup
y∈Λ¯
inf
n
1
n
logNρ−1(y)
(
n−1∨
i=0
f−iα
)
.
Then b a and for each y ∈ Λ¯ there exists m′y , m′y = my when y ∈ Λ, such that
Nρ−1(y)
(m′y−1∨
f−iα
)
 em′y(b+ε).i=0
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A∈αy A. Denote by C(y) the set of all neighborhoods of y in Λ¯. Then there exists K(y) ∈ C(y) such that ρ−1K(y) ⊂
Oy . Let Uy = intK(y), the interior of K(y), and construct an open cover {Uy;y ∈ Λ¯}. Choose a Lebesgue number
ε1 for this cover with 0 < ε1 < ε. Choose (n, ε1, g)-boxes in the compact subset Λ¯
D(y1, n, ε1, g), . . . ,D(yR,n, ε1, g),
where R = R(δ, ε1, n, g), so that their union covers a subset of Y of m-probability bigger than 1 − δ. For a fixed i,
D(yi, n, ε1, g) = B(yi, ε1)∩ g−1B
(
g(yi), ε1
)∩ · · · ∩ g−(n−1)B(gn−1(yi), ε1). (2.2)
Since Λ is dense in Λ¯, without loss of generality we suppose yi ∈ Λ, i = 1,2, . . . ,R. Write mk := mgk(yi ), k =
0,1, . . . , n− 1. From the choice of ε1 it is easy to see that
Nρ−1(B(gk(yi ),ε1))
(
mk−1∨
i=0
f−iα
)
 emk(a+ε), k = 1, . . . , n− 1.
Rewrite (2.2) as
A = A(0)∩ g−1A(1)∩ · · · ∩ g−(n−1)A(n− 1),
where
A = D(yi, n, ε1, g), A(j) = B
(
gj (yi), ε1
)
,
for j = 0, . . . , n− 1. By using the collection {A(j)}n−1j=0 we define recursively a sequence {is} as follows:
i0 = 0,
is+1 = is +mk, where A(is) = B(gk(yi), ε1).
Let q denote the least integer such that iq+1  n and put ns = mk , if A(is) = B(gk(yi), ε1) for 0  s  q . Then
iq+1 = n0 + n1 + · · · + nq . Since iq+1  n,
Nρ−1(A)
(
n−1∨
i=0
f−iα
)
Nρ−1(A)
( iq+1−1∨
i=0
f−iα
)
.
Now we have
Nρ−1(A)
(
n−1∨
i=0
f−iα
)
Nρ−1(A(0))
(
n0−1∨
i=0
f−iα
)
Nρ−1(g−n0A(n0))
(
f−n0
n1−1∨
i=0
f−iα
)
· · ·
×N
ρ−1(g−(n0+···+nq−1)A(n0+···+nq−1))
(
f−(n0+···+nq−1)
nq−1∨
i=0
f−iα
)
= Nρ−1(A(0))
(
n0−1∨
i=0
f−iα
)
Nf−n0ρ−1A(n0)
(
f−n0
n1−1∨
i=0
f−iα
)
· · ·
×N
f
−(n0+···+nq−1)ρ−1A(n0+···+nq−1)
(
f−(n0+···+nq−1)
nq−1∨
i=0
f−iα
)
= Nρ−1(A(0))
(
n0−1∨
i=0
f−iα
)
Nρ−1(A(n0))
(
n1−1∨
i=0
f−iα
)
· · ·
×Nρ−1(A(n0+···+nq−1))
( nq−1∨
i=0
f−iα
)
 e(a+ε)(n0+···+nq)
 e(a+ε)(n+H),
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μ
(
ρ−1
R⋃
i=1
D(yi, n, ε1, g)
)
= m
(
R⋃
i=1
D(yi, n, ε1, g)
)
> 1 − δ.
Thus
R(δ,n, ε, f )R(δ,n, ε1, g)e(n+H)(a+ε).
Therefore,
lim
n→∞ sup
1
n
logR(δ,n, ε, f ) lim
n→∞ sup
1
n
logR(δ,n, ε1, g)+ a + ε.
So by (2.1), hμ(f ) hm(g)+ a. 
Now we present a parallel Bowen entropy inequality for flows. Observe that an ergodic probability for φ is not nec-
essarily ergodic for φ1, the time one homeomorphism for φ, one cannot deduce the inequality for flows automatically
from Lemma 2.3.
Lemma 2.4. Let ψ˜ :X×R → X, ψ :Y ×R → Y be two continuous flows on compact metric spaces and let p :X → Y
be a continuous surjective map with p ◦ ψ˜t = ψt ◦p, for t ∈R. If μ ∈ E(X, ψ˜) covers m ∈ E(Y,ψ), namely, p∗(μ) =
m, then for any ψ˜1 invariant and μ full probability subset W ⊂ X and any ψ1 invariant and m full probability subset
Λ ⊂ Y with p(W) = Λ, we obtain
hμ(ψ˜1) hm(ψ1)+ sup
y∈Λ
h
(
ψ˜1, η
−1(y)
)
,
where η = p|W :W → Λ,η−1(Λ) ⊂ W .
Proof. Denote by I (X, ψ˜1) and I (Y,ψ1) the set of ψ˜1-invariant probabilities and the set of ψ1-invariant probabilities,
respectively. Then μ ∈ I (X, ψ˜1) and m ∈ I (Y,ψ1). By ergodic decomposition theorem, there exist uniquely proba-
bilities τ on I (X, ψ˜1) and σ on I (Y,ψ1) so that τ(E(X, ψ˜1)) = 1 and σ(E(Y,ψ1)) = 1 and μ =
∫
E(X,ψ˜1)
μ′ dτ(μ′)
and m = ∫
E(Y,ψ1)
m′ dσ(m′).
The map p∗ : I (X, ψ˜1) → I (Y,ψ1),μ0 → μ0 ◦p−1 induced by p is continuous. Thus (p∗)∗(τ ), denoted by p∗∗(τ )
for notational simplicity, is a Borel probability on I (Y,ψ1). We assert that
σ = p∗∗(τ ).
Indeed,
p∗∗(τ )
(
E(Y,ψ1)
)= τ ◦ p−1∗ E(Y,ψ1)
 τ
(
E(X, ψ˜1)
)
= 1.
For a given g ∈ C0(Y ), we have∫
E(Y,ψ1)
(∫
Y
g(y) dm′
)
dp∗∗(τ ) =
∫
E(Y,ψ1)
(∫
Y
g(y) dm′
)
◦ p∗ dτ
=
∫
E(X,ψ˜1)
(∫
X
g ◦ p(x)dμ′
)
dτ
=
∫
X
g ◦ p dμ =
∫
Y
g dp∗μ.
This implies m = ∫ m′ dp∗∗(τ ) and thus by the ergodic decomposition theorem p∗∗(τ ) = σ .E(Y,ψ1)
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hμ(ψ˜1) =
∫
E(X,ψ˜1)
hμ′(ψ˜1) dτ(μ
′),
hm(ψ1) =
∫
E(Y,ψ1)
hm′(ψ1) dσ (m
′).
The above assertion together with Lemma 2.3 gives rise to
hμ(ψ˜1) hm(ψ1)+ sup
y∈Λ
h
(
ψ˜1, η
−1(y)
)
. 
Due to the same observation as for Lemma 2.4, the following variational principle for flows is not an automatic
corollary of the variation principle for the discrete case.
Lemma 2.5. Let ψ :X ×R → X be a continuous flow on a compact metric space. Then
h(ψ1) = sup
{
hμ(ψ1) | μ ∈ E(X,ψ)
}
.
Proof. This is Theorem A in [14]. 
3. Proof of Theorem 1.1
Based on Bowen inequality of topological entropy [2, Theorem 17] Sacksteder and Shub established in [9] an
equality of topological entropy between a diffeomorphism and its sphere bundle. By using Lemma 2.3, we obtain a
probability version of Sacksteder–Shub equality and then prove Theorem 1.1 in this section.
Let X0,X1, . . . , be a sequence of metric spaces with metrics d0, d1, . . . , and let τ = {τi : i = 1,2, . . . , } be a
sequence of continuous maps τi :Xi−1 → Xi . Let Σ = {σi : i = 0,1,2, . . .} be a sequence of continuous maps
σi :X0 → Xi defined by σi = ∏ij=1 τj for i  1. We call Σ a compositional representation of τ . If δ > 0 and
K ⊂ X0 is compact, a subset W ⊂ K is said to (n, δ)-span K if for every y in K there is an x in W such that
for 0  j  n, dj (σj (x), σj (y)) < δ. Such a set W is said to be (n, δ) separated in K if for all x and y in W with
x = y, dj (σj (x), σj (y)) > δ for some j,0 j  n. Let rn(δ,K) denote the minimal cardinality of any (n, δ) spanning
set for K and sn(δ,K) the maximal cardinality of any (n, δ) separated set of K . As in Bowen [2] it follows for any
compact K ,
lim
ε→0 lim supn→∞
1
n
log rn(ε,K) = lim
ε→0 lim supn→∞
1
n
log sn(ε,K).
We denote this equality by h(Σ,K) and define the entropy of Σ by
h(Σ) := sup
K compact
h(Σ,K).
Let E be a vector bundle (over a compact metric space X) with a Finsler structure, that is, with a norm ‖ · ‖ on the
fibers, and let S(E) be the corresponding unit sphere sub-bundle of E. If A :E → E is a vector bundle map, one can
define a map S(A) :S(E) → S(E) by
S(A)(v) = A(v) \ ∥∥A(v)∥∥. (3.1)
The following lemma is from [9].
Lemma 3.6. Let Ai :Rn → Rn (i = 1,2, . . . ; n 2) be linear isomorphisms such that for some λ > 0,‖Ai‖ λ and
‖A−1i ‖ λ. If S(Ai) :Sn−1 → Sn−1 is defined as in (3.1) for i = 1,2, . . . and Σ = {σi =
∏i
j=1 S(Aj ): i = 1,2, . . .}
is a compositional representation of {S(Ai): i = 1,2, . . .}, then h(Σ) = 0.
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P(E) := {[u] | v ∈ [u] iff v = au a = 0}.
Let A :E → E be a vector automorphism over a given diffeomorphism f :X → X. A induces a bundle map
P(A) :P(E) → P(E), [u] → [Au]. The following theorem could be regarded as a probability version of Sacksteder–
Shub equality [9].
Theorem 3.7. Let E be a vector bundle over the compact metric space X with a Finsler structure. Suppose that
A :E → E is a vector bundle endomorphism of E over a homeomorphism f :X → X. Let m ∈ E(X,f ) and μ ∈
E(P (E),P (A)) be probabilities with π∗(μ) = m, where π :P(E) → X denotes the canonical bundle projection.
Then hμ(P (A)) = hm(f ).
Proof. By π we denote both projections S(E) → X and P(E) → X without confusion. Define a map q :S(E) →
P(E) by u → [u], then q is a two-to-one map with q ◦ S(A) = P(A) ◦ q . Take μ˜ ∈ E(S(E),S(A)) with q∗μ˜ = μ.
Then hμ˜(S(A)) = hμ(P (A)) by Lemma 2.3. Note π∗ ◦q∗μ˜ = m. To show the equality hμ(P (A)) = hm(f ), it suffices
to show hm(f ) hμ˜(S(A)).
Let C0(X) be the set of continuous functions on X and define
Λ :=
{
x ∈ X | lim
n→∞
1
n
n−1∑
i=0
ξ
(
f ix
)= ∫ ξ dm, ξ ∈ C0(X)
}
.
By the Birkhoff ergodic theorem, f (Λ) = Λ and m(Λ) = 1. By Lemma 2.3,
hμ˜
(
S(A)
)
 hm(f )+ sup
x∈Λ
h
(
S(A),π−1(x)
)
.
Fix x ∈ Λ and set
X0 = π−1(x), X1 = S(A)X0 = π−1(f x), X2 = S(A)2X0 = π−1
(
f 2x
)
, . . . .
Clearly π−1(f ix) is homeomorphic to Sn−1, where n indicates the fiber dimension of E. Set Σ := {S(A)i :X0 →
Xi, i = 1,2, . . .}. Since A :E → E is a vector bundle endomorphism and nonsingular, then ‖S(A)‖ λ, ‖S(A)−1‖
λ for a constant λ. Thus h(Σ) = 0 by Lemma 3.6. It is then simple to show by definition that
h
(
S(A),π−1(x)
)= h(Σ), ∀x ∈ Λ.
Thus hμ˜(S(A)) hm(f ). 
Proof of Theorem 1.1. We prove (2) and leave (1) to readers.
Let TM be the tangent bundle and let E =∧(TM), where ∧ denotes th-exterior power. Let
A =
∧
(Df ) :E → E,∑
i1<i2<···<i
ai1i2···iei1 ∧ ei2 ∧ · · · ∧ ei →
∑
i1<i2<···<i
ai1i2···iDf ei1 ∧Df ei2 ∧ · · · ∧Df ei,
where e1, . . . , en from a basis in TxM . Let {e1, e2, . . . , e} and {w1,w2, . . . ,w} be two bases in TxM . They span the
same -dimensional subspace iff
w1 ∧w2 ∧ · · · ∧w = ae1 ∧ e2 ∧ · · · ∧ e, a ∈R.
This gives an equivalence relation ∼. Set
D(x) := {e1 ∧ e2 ∧ · · · ∧ e | e1, e2, . . . , e are linearly independent in TxM}.
Set G(x) := D(x)\∼ and G := ⋃x∈M G(x). Then G ⊂ P(E) is a sub-bundle whose fiber over x is the
projectivization of the set of decomposable -vectors in E(x). G is invariant under the map P(A) :P(E) →
P(E), [u] → [Au], u ∈ E. Note that L is isomorphic to G. Moreover, the isomorphism conjugates L :L → L
W. Sun, E. Vargas / Topology and its Applications 154 (2007) 683–697 691to the restriction P(A)|G :G → G and sends m ∈ E(L,L) to some m˜ ∈ E(G,P (A)). We have, by Theo-
rem 3.7, hm(L) = hν(f ) and thus by the variational principle (see Lemma 2.5 in the flow case) h(L) = h(f ).
Now we prove that the equality hμ(F # ) = hν(f ). Consider the bundle L1, whose fiber over x is L1(x)×L2(x)×· · · ×L(x) and let L1, be the automorphism of L1, given by
(x,V1, . . . , V) →
(
f (x),Df (x)(V1), . . . ,Df (x)(V)
)
.
Denote by p1, :L1, → M the canonical bundle projection. Note by Lemma 3.6 that
h
(
Li,Li (x)
)= h(P(Ai),Gi(x))= 0, i = 1, . . . , , ∀x,
it is simple to show that h(L1,,L1,(x)) = 0, ∀x. By Lemma 2.3 we have hν(f ) = hμ1, (L1,) for each μ1, ∈
E(L1,,L1,) covering ν, namely, p(1,)∗μ1, = ν. Next, let H be the sub-bundle of L1, formed by elements
(x,V1, . . . , V) such that V1 ⊂ V2 ⊂ · · · ⊂ V. Then L1,(H) = H. For a given α = (u1, u2, . . . , u) ∈ F# (x) de-
fine
V1 = [u1], V2 = [u1, u2], . . . , V = [u1, u2, . . . , u],
where [u1, . . . , ui] denotes the linear subspace in TxM generated by u1, . . . , ui . Set
p :F# → H, p(α) := (x,V1,V2, . . . , V).
Then p is a finite-to-one surjective map satisfying p ◦ F # = L1,|H ◦ p. It follows by Lemma 2.3 that hμ(F # ) =
hp∗μ(L1,) = hν(f ). By the variational principle (see Lemma 2.5 in the flow case) h(F # ) = h(f ). This completes
Theorem 1.1(2). 
4. Proof of Theorem 1.2
Let φ :X ×R → X be a continuous flow on a compact metric space and let ν ∈ E(X,φ). Define
Qν(X,φ) :=
{
x ∈ M | lim
t→±∞
1
t
t∫
0
ξ
(
φs(x)
)
ds =
∫
ξ dν, ∀ξ ∈ C0(X)
}
.
A point in Qν(X,φ) is called a quasi-regular point for ν. By the Birkhoff ergodic theorem ν(Qν(X,φ)) = 1 and
φt (Qν(X,φ)) = Qν(X,φ), t ∈R.
Lemma 4.8. Let ψ˜ :X×R → X,ψ :Y ×R → Y be two continuous flows on compact metric spaces and let p :X → Y
be a continuous surjective map with p ◦ ψ˜t = ψt ◦ p, t ∈ R. Let ν ∈ E(Y,ψ) and let A= {μ ∈ E(X, ψ˜) | p∗μ = ν}
and let Q =⋃μ∈AQμ(X, ψ˜). Let ρ = p|Q :Q → Qν(Y,ψ),ρ−1Qν(Y,ψ) ⊂ Q. Suppose that Card(ρ−1(a)) = N
for some a ∈ Qν(Y,ψ), some positive integer N , then CardAN .
Proof. It is known (see [6, Lemma 2.1]) that A = ∅. Now we show that CardAN .
Suppose on the contrary that CardA>N . Take μn ∈A, n = 1,2, . . . ,N + 1 and suppose that μi = μj , i = j . Let
Λ = Qν(Y,ψ)∩⋂N+1n=1 pQμn(X, ψ˜). Then ν(Λ) = 1 and ψt(Λ) = Λ, t ∈R. Fix a ∈ Λ. Since Cardρ−1(a) = N then
there exists b ∈ ρ−1(a) so that b ∈ Qμi (X, ψ˜)∩Qμj (X, ψ˜) for some i = j . Thus
∫
ξ dμi = lim
t→±∞
1
t
t∫
0
ξ
(
ψ˜s(b)
)
ds =
∫
ξ dμj , ∀ξ ∈ C0(X).
This implies that μi = μj , a contradiction to the choice of μn. Therefore, CardAN . 
In light of Lemma 4.8, the bounds of the number of covering probabilities rely on the cardinality of the quasi-
regular points that are pre-images of a quasi-regular point of ν under the natural bundle projection. Liao qualitative
functions (see below for definition) will turn out to be crucial while dealing with these quasi-regular points. These
functions are a generalization of the function ω :TM → R, ω(u) := d ‖Φt(u)‖|t=0.dt
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For α = (u1, u2, . . . , u) ∈F denote χt (α) = (u1(t), u2(t), . . . , u(t)) and define ζαk(t) := ‖uk(t)‖. It is clear that
ζα1(t) = ‖dφt (u1)‖. The limit
lim
t→+∞
1
t
log ζαk(t),
whenever it exists, coincides with the Lyapunov exponent
lim
t→+∞
1
t
log
∥∥Φt(uk)∥∥,
for k = 1 and is not necessarily equal to the Lyapunov exponent for k = 2, . . . , . Liao qualitative functions ωk :F →
R are defined by ωk(α) := dζαk(t)dt |t=0, k = 1, . . . , . All these functions are continuous, see [5]. For α ∈ F# , it holds
clearly that ωk(χt (α)) = dζαk(t)dt and ωk(χ#t (α)) = 1ζαk(t)
dζαk(t)
dt
and thus
log ζαk(t) =
t∫
0
ωk
(
χ#s (α)
)
ds. (4.1)
We point out that (4.1) is a quite natural formula while k = 1 by the following argument:
ζα1(t) =
∥∥dφt (u1)∥∥, ω1(α) = d‖dφs(u1)‖
ds
∣∣∣∣
s=0
, ω1
(
χ#t (α)
)= 1
ζα1(t)
dζα1(t)
dt
,
log
∥∥dφt (u1)∥∥=
t∫
0
d
dτ
∥∥∥∥dφτ
(
dφs(u1)
‖dφs(u1)‖
)∥∥∥∥
∣∣∣∣
τ=0
ds =
t∫
0
1
‖dφs(u1)‖
d‖dφs(u1)‖
ds
ds,
where u1 is the first vector in α = (u1, . . . , u), ‖u1‖ = 1.
Proof of Theorem 1.2. We prove (1) with  = n and leave other cases to readers.
Step 1. The upper bounds. Let Oν(M,φ) denote the Oseledec basin for ν, it consists of all points x ∈ M for which
there is a splitting TxM = E1x ⊕ · · · ⊕Enx with the invariant property Φt(Eix) = Eiφt (x) and satisfying
lim
t→±∞
1
t
log‖Φt |Eix‖ = λi, i = 1, . . . , n,
where λ1 < · · · < λn are Lyapunov exponents for ν. From the Oseledec theorem [8], the angle  (Eix,Ejx ) of two
sub-bundles Eix,E
j
x is measurable and positive with respect to ν-a.a. x ∈ M , hence by Birkhoff ergodic theorem
lim
t→±∞
1
t
t∫
0
 (Eiφsx,Ejφsx)ds =
∫
 (Eiy,Ejy )dν(y) > 0 (4.2)
μ-a.a. x ∈ M . Denote
Gij (ν) =
{
x ∈ M | (4.2) holds}, i, j = 1,2, . . . , n.
Let
H(ν) = Qν(M,φ)∩Oν(M,φ)
⋂
i,j=1,...,n;i =j
Gij (ν).
Then φtH(ν) = H(ν) and ν(H(ν)) = 1. Denote by ρ the restriction map pn|⋃
μ∈AQμ(F#n ,χ#).
Claim. Cardρ−1(x) = 2nn! for any given x ∈ H(ν).
For the proof of claim, please see Appendix A.
From the claim and Lemma 4.8, CardA 2nn! when  = n.
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CardA 2An (4.3)
when 1  < n.
When  = n, there is exactly one m ∈ E(Ln,ϕ) to cover ν. Now let 1   < n and consider a map id :F# →L(M), (u1, . . . , u) → [u1, . . . , u]. We have then
id∗ E
(F# ,χ#)= E(L, ϕ), p∗E(L, ϕ) = E(M,φ) = p∗E(F# ,χ#).
So by (4.3) the number of μ ∈ E(L(M),ϕ) covering ν is less than or equal to 2nAn.
Step 2. The lower bounds. To show the lower bounds we quote the following Liao’s reordering lemma.
Lemma 4.9. ([6, Theorem 4.1], [12, Theorem 2.1]) Let 1    n and let μ ∈ E(F# ,χ#) cover ν ∈ E(M,φ),
p∗μ = ν. For a permutation
γ : {1,2, . . . , } → {γ (1), γ (2), . . . , γ ()},
there exists μγ ∈ E(F# ,χ#) such that p∗(μ) = p∗(μγ ) and∫
ωγ (k) dμγ =
∫
ωk dμ, k = 1,2, . . . , .
Moreover, for each permutation γ : {1,2, . . . , n} → {γ (1), γ (2), . . . , γ (n)},{∫
ωγ (k) dμγ , k = 1, . . . , n
}
= {λ1, . . . , λn},
where λ1 < · · · < λn are all Lyapunov exponents of ν, and ν is given in the assumption of Theorem 1.2.
From Lemma 4.9, covering probabilities corresponding to different permutations are different. Note there are n!
many permutations, so CardA n! while  = n. If 1  < n, one shows similarly that CardAAn. This completes
Theorem 1.2. 
Remark 4.1. Let us make an explanation of Theorem 1.2 in the case when dimM = 2.
Let f :M → M be a C1 diffeomorphism preserving an ergodic hyperbolic probability ν with Lyapunov exponents
λ1 < 0 < λ2. Define Oν(M,f ) to be all points x ∈ M for which there is a splitting TxM = E1x ⊕ E2x with invariant
property df (Eix) = Eif (x) and satisfying
lim
n→±∞
1
n
log
∥∥df | Eix∥∥= λi, i = 1,2.
Let
H(ν) = Oν(M,f )∩Qν(M,f ).
Then f (H(ν)) = H(ν) and ν(H(ν)) = 1. Since dimEix = 1, there are exactly two unit vectors ui1, ui2 in each Eix ,
i = 1,2.
Recall that A = {μ ∈ E(F#2 ,F #2 ) | p∗(μ) = ν} and Q =
⋃
μ∈AQμ(F#2 ,F #2 ). Denote by ρ the restriction map
p2|⋃
μ∈AQμ(F#2 ,F #2 ).
Fix x ∈ H(ν) and let α = (u1, u2) denote arbitrarily a frame in ρ−1(x). From the proof in Appendix A, u1 belongs
to E1x or E
2
x .
Case 1: u1 ∈ E1x . In this case it follows that
λ2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2 > lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥= λ1.
Case 2: u1 ∈ E2x . In this case it follows that
λ2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥> lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2 = lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥= λ1.
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uij , v
) ∈F#2 (x),
while v has two choices for each uij , 1 i, j  2. For each α = (uij , v), denote by μ its individual ergodic probabil-
ity, namely the probability satisfies
lim
n→±∞
1
n
n−1∑
τ=1
ξ
((
F #2
)τ
(α)
)= ∫ ξ dμ, ∀ξ ∈ C0(F#2 ).
Then μ ∈ A, and from Lemma 4.8 and its proof, A consists only of probabilities that are individual of the frames
(uij , v). So the cardinality of μ ∈A is no greater than 8 = 222!.
Observe that the two individual probabilities μ of (u11, v) and μ˜ of (u22, v′) are different. To show this, let us
consider a continuous function ω1 :F#2 → R, α = (u1, u2) → ω1(α) = log‖df (u1)‖. Now that the following two
limits are different
∫
ω1 dμ = lim
n→∞
1
n
n−1∑
i=0
ω1
(
F #i2
(
u111 , v
))= lim
n→∞
1
n
log
∥∥df n(u11)∥∥= λ1,
∫
ω1 dμ˜ = lim
n→∞
1
n
n−1∑
i=0
ω1
(
F #i2
(
u22, v′
))= lim
n→∞
1
n
log
∥∥df n(u22)∥∥= λ2,
so μ = μ˜. Thus the cardinality of A is greater than or equal to 2. Finally,
A12 = 2 CardA 8 = 222!.
Appendix A
Proof of claim in the proof of Theorem 1.2. One can prove the claim in a similar way as in Claim 1 in the
proof of [14, Theorem B]. We give here a different and more natural proof, from which the interesting rela-
tion (see (A.7), (A.10) and (A.11)) between the usual Lyapunov exponent limt→∞ 1t log‖Φt(uk)‖ and the number
limt→∞ 1t log ζαk(t) defined in Liao theory, where uk is the kth vector of α, becomes clear.
Take an n-frame α = (u1, . . . , un) to represent a common point in ρ−1(x), now we figure out how many choices
each ui has. Since α is in the set
⋃
μ∈AQμ(F#n ,χ#) and ωk is continuous, it holds from (4.1)
lim
t→−∞
1
t
log ζαk(t) = lim
t→+∞
1
t
log ζαk(t) = lim
t→±∞
1
t
∫
ωk
(
χ#s (α)
)
ds. (A.1)
The first vector u1 in α must be taken from some subspace Eix . Indeed, by definition, ‖Φt(u1)‖ = ζα1(t) and by (A.1),
limt→−∞ 1t log‖Φt(u1)‖ coincides with limt→+∞ 1t ‖ logΦt(u1)‖. The common limit coincides with a Lyapunov ex-
ponent λi1 for some i1 ∈ {1, . . . , n}. This implies by the Oseledec theorem that ui ∈ Ei1x . Observe that i1 is taken from
{1, . . . , n}, and the one-dimensional sub-bundle Ei1x has exactly 2 unit vectors, so the maximal choice that u1 has
is 2n.
Now we assert that there exists i2 ∈ {1, . . . , n} \ {i1} so that u2 ∈ Ei1x ⊕Ei2x and
lim
t→±∞
1
t
log ζα2(t) = λi2 .
Observe from the Oseledec theorem that the filtration
E1 ⊂ E1 ⊕E2 ⊂ · · · ⊂ E1 ⊕ · · · ⊕En = TM
is dφt invariant. There is a minimal index j such that u2 ∈ E1x ⊕· · ·⊕Ejx . There are three possibilities, j = i1, j < i1,
and j > i1.
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orthonormal vectors u1 and u2. We take i2 := i1 − 1. From the choice of j , which equals to i1 in this case, we see that
u2 ∈ E1x ⊕ · · · ⊕Ei1x , hence
lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= λi1 .
Note from definition that ‖Φt(u2)‖ ζα2(t), hence we have by (A.1)
λi1 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥ lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t) lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥. (A.2)
Let us write
u2 := v1 + · · · + vi2 + vi1, v1 ∈ E1x, . . . , vi2 ∈ Ei2x , vi1 ∈ Ei2x . (A.3)
Denote by proji :Fn → TM the projection that sends an n-frame to its ith vector. Since 〈proj1 χ#t (α),proj2 χ#t (α)〉 = 0
and Φt(vi1) ∈ Ei1φt x , Φt(u2) and Φt(v1 +· · ·+vi2) have the same projection in the direction determined by proj2 χ#t (α).
Since χ#t (α) is an orthonormal frame on Tφt (x)M and Φt(v1 +· · ·+vi2) is orthogonal to the linear subspace in Tφt (x)M
generated by proj3 χ#t (α), . . . ,projn χ#t (α), we can represent Φt (v1+···+vi2 )‖Φt (v1+···+vi2 )‖ as
Φt(v1 + · · · + vi2)
‖Φt(v1 + · · · + vi2)‖
= a1(t)proj1 χ#t (α)+ a2(t)proj2 χ#t (α) (A.4)
with |ai(t)| 1. Since orb(x,φ) ⊂ H(ν) we have by (4.2) that
π
2
 lim sup
t→+∞
 (Ei1φt (x),Ei2φt (x))> 0.
Remember that  (proj1 χ#t (α),proj2 χ#t (α)) = π2 . Then
lim sup
t→+∞
 (Ei2φt (x),proj2 χ#t (α))> 0.
This together with the following equality
lim
t→+∞
1
t
log
∥∥Φt(v1 + · · · + vi2)∥∥= lim
t→+∞
1
t
log
∥∥Φt(vi2)∥∥
implies that lim supt→+∞ |a2(t)| > 0. Observe that proj2 χt (α) and a2(t)‖Φt(v1 + · · · + vi2)‖proj2 χ#t (α) denote the
same projection of Φt(v1 + · · · + vi2) to the direction determined by proj2 χ#t (α), so ζα2(t) = |a2(t)|‖Φt(v1 + · · · +
vi2)‖. Thus
lim
t→+∞
1
t
log ζα2(t) = lim
t→+∞
1
t
log
∥∥Φt(v1 + · · · + vi2)∥∥= λi2 .
This together with (A.2) gives
λi1 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥> lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t) = λ2. (A.5)
Now we show that u2 ∈ Ei2x ⊕Ei1x . Otherwise, by (A.3) there is k < i2 such that
u2 := vk + · · · + vi2 + vi1, 0 = vk ∈ Ekx, . . . , vi2 ∈ Ei2x , vi1 ∈ Ei2x .
One can deduce by using a similar argument as above while t → −∞ that,
lim
t→−∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥= λik , (A.6)
which contradicts to (A.5). Therefore, u2 ∈ Ei1x ⊕Ei2x and
λi1 = lim
1
log
∥∥Φt(u2)∥∥> lim 1 log ζα2(t) = lim 1 log ζα2(t) = lim 1 log∥∥Φt(u2)∥∥= λi2 . (A.7)t→+∞ t t→+∞ t t→−∞ t t→−∞ t
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The second case: j < i1. In this case we set i2 = j . From (A.1) and from the choice of j it follows that
λi2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥ lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t) lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥. (A.8)
Since χ#t (α) is an orthonormal frame on Tφt (x)M and by definition Φt(u2) have no projection on the subspace gener-
ated by proj3 χ#t (α), . . . ,projn χ#t (α), then we can represent Φt (u2)‖Φt (u2)‖ as
Φt(u2)
‖Φt(u2)‖ = b1(t)proj1 χ
#
t (α)+ b2(t)proj2 χ#t (α)
with |bi(t)| 1. We observe that  (proj1 χ#t (α),proj2 χ#t (α)) = π2 , and by (4.2) that
π
2
 lim sup
t→+∞
 (Ei1φt (x),Ei2φt (x))> 0.
So lim supt→+∞  (E
i2
φt (x)
,proj2 χ#t (α)) > 0. This implies that lim supt→+∞ |b2(t)| > 0. Note that ζα2(t) = |b2(t)| ×
‖Φt(u2)‖, we have that
lim
t→+∞
1
t
log ζα2(t) = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= λi2 .
This together with (A.8) gives
λi2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t). (A.9)
We now show that u2 ∈ Ei2x ⊕ Ei1x . Otherwise, there exists k < i2 such that u2 = vk + · · · + vi2 , vj ∈ Ejx , j =
k, . . . , i2, vk = 0. It is no difficult to show that
lim
t→−∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥= λk < λi2,
which contradicts Eq. (A.9). Therefore, u2 ∈ Ei2x ⊕Ei1x , and by (A.9)
λi2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t) = lim
t→+∞
1
t
log ζα2(t) = λi2 . (A.10)
This completes the second case.
The third case: j > i1. We take i2 = j in this case. A similar argument shows that u2 ∈ Ei1x ⊕Ei2x and
λi2 = lim
t→+∞
1
t
log
∥∥Φt(u2)∥∥= lim
t→+∞
1
t
log ζα2(t) = lim
t→−∞
1
t
log ζα2(t) > lim
t→−∞
1
t
log
∥∥Φt(u2)∥∥= λi1 . (A.11)
From cases 1–3, the above assertion follows. From the assertion, u2 has two choices in each 2-dimensional space
E
i1
x ⊕Ei2x , while i2 is chosen from {1, . . . , n} \ {i1}. So the maximal choices of u2 are 2(n− 1).
By induction, there exists ij ∈ {1, . . . , n} \ {i1, . . . , ij−1} such that
uj ∈ Eij−1x ⊕Eijx
and
lim
t→−∞
1
t
log ζαij = lim
t→+∞
1
t
log ζαij (t) = λij , j = 1, . . . , n.
This implies that the maximal choices of uj are 2(n− j), j = 1, . . . , n. Therefore the maximal choices of α are 2nn!,
namely, the cardinality of ρ−1(x) is no greater than 2nn!. So the claim follows. 
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