Atomic oscillator-strength data are of great interest to astronomers studying photospheric chemical abundances, stellar interiors and nucleosynthesis. We review the classic methods of measurement and then discuss our approach, which is based on fast-ion-beam laser-fluorescence techniques for both lifetime and branching-fraction measurements.
Introduction
Astronomers do not need to be convinced that there is an urgent need for atomic data of all types: wavelengths of spectral lines, oscillator strengths, hyperfine structure, isotope shifts, Stark broadening and collision cross sections. Atoms are ideal remote probes, in part because they are absolutely identical throughout the Universe and their properties can be measured with great precision in the laboratory.
In astrophysics, measurements of chemical abundances in stellar photospheres can provide indirect information about processes in stellar interiors. The interplay of radiation pressure, gravity, convection and turbulence gives rise to chemical fractionation that can produce surface abundances that differ by orders of magnitude from the bulk abundance in chemically peculiar (CP) stars. As an extreme example, the surface abundance of samarium in HD101065 (Przybylski's star) is 4000 times greater than the bulk abundance [1] . At the other extreme, although the solar surface abundances are often taken to be the same as meteoritic abundances, recent evidence of fractionation in helium [2] has renewed interest in looking for differences in other species.
The history of nucleosynthesis in the early Galaxy can be revealed by studying the abundances in metal-poor Galactic halo stars. The neutron-capture elements provide information about the r-, s-and p-processes in neutron flux environments ranging from the interiors of cool giant stars (slow neutron capture or s-process) to novae and supernovae (rapid neutron capture or r-process). The lanthanides in particular are a vital source of information due to their large number of stable isotopes that are produced by different nucleosynthesis pathways. For example, 148 Sm and 150 Sm are produced by the s-process, 144 Sm by the p-process, 154 Sm by the r-process, and 147 Sm, 149 Sm and 152 Sm by both the r-and s-processes. The lanthanides are also important in 232 Th cosmochronology, where, for example, the Th/Nd abundance ratio can be used to estimate the age of the Galaxy [3] . Lanthanides are also used as spectral distribution modifiers in the high-intensity discharge lamp industry [4] .
Because of the importance of atomic data for the lanthanides in all of the foregoing applications, we have measured hyperfine structure, isotope shifts, lifetimes, branching fractions and oscillator strengths of Sm ii, Nd ii and Pr ii using a variety of fast-ion-beam laser-fluorescence techniques. We will first give a brief review of the classic and modern methods of oscillator strength and lifetime measurement, followed by a more extended presentation of our approach. The advantages of the latter will be highlighted by a number of examples. Finally, we will discuss some recent improvements that will extend the range of species that can be studied, as well as significantly increasing the accuracy of the results.
Classic methods of measuring oscillator strengths
The classic approaches to the direct measurement of oscillator strengths can be divided into emission methods, absorption methods and dispersion methods. Each has its strengths and weaknesses, but all suffer from a common weakness: the need to know the absolute number density of atoms in a particular atomic state. This in turn motivates dangerous assumptions about local thermodynamic equilibrium (LTE) and uniform spatial distribution. The various techniques determine either the absorption oscillator strength f lu between a lower level l and an upper level u, or the Einstein A-coefficient for spontaneous emission, from which the oscillator strength can easily be determined via the well-known relationship
Emission methods (with the exception of modern techniques discussed in section 3) require the measurement of the absolute intensity I of spectral line emission per unit cross-sectional area, a difficult task in itself, and then infer the Einstein A-coefficient from the relationship
in which is the thickness of the layer of emitting atoms, assumed to be optically thin. There are many problems associated with determining temperature gradients, self-absorption and the area under the spectral line, but the dominant uncertainty is associated with determining the population density N u of the upper atomic level.
Although furnaces have occasionally been used for relatively low temperatures, most measurements use electric arcs in which a small admixture of the species under investigation is incorporated in the electrodes. One must make assumptions about the rate at which atoms enter and leave the discharge, their distribution throughout its volume, and-most importantly-LTE, which allows the Boltzmann and Saha equations to be used to compute level populations. A notable series of relative emission measurements was initiated at the US Bureau of Standards by Meggers in the 1930s [5, 6] . Later on, Corliss and Bozman [7] carried out an analysis in which a number of additional assumptions were made to infer oscillator strengths from the data of Meggers et al. They estimated an uncertainty of 0.24-0.29 in the value of log gf, depending on upper-level term energy.
The absorption and dispersion methods make use of the fact that in the vicinity of an absorption line, the real and imaginary parts of the refractive index of a gas of atoms are proportional to N l f lu . As was the case for emission measurements, the determination of the absolute atomic density (this time for the lower level) is usually the dominant source of uncertainty. It is also necessary to know the effective path length, , for the absorption. In addition, it is not easy to create a substantial population, N l , particularly for high-lying levels.
The integrated absorption method measures the absorption coefficient, k v , as a function of frequency from the intensity of light transmitted through a sample,
and then integrates over the line profile to determine the oscillator strength from
This is not easy in practice because the instrumental resolution must be much smaller than the true line width in order to get an accurate result. One way around this difficulty is to pressure broaden the true line profile. The equivalent width method can, in principle, be used with either optically thin or thick samples. In the former case, the oscillator strength is directly deduced from
For an optically thick sample, one can adjust theoretical curves of the growth to determine N l f lu from several values (or use several relatively known f -values, e.g. fine-structure components). The Hook, or anomalous dispersion, method makes use of the fact that in the vicinity of an absorption line, the real part of the index of refraction is proportional to the oscillator strength,
A Mach-Zehnder interferometer is inserted in front of the spectrograph, creating a series of interference fringes that curve sharply and exhibit a discontinuity at an absorption line. This type of measurement has a number of practical advantages. One is measuring fringe distances, not absolute intensities, and the accuracy is not dependent on the resolution, the line shape function, or the optical depth.
Modern oscillator-strength measurement methods
Virtually all modern accurate determinations employ measurements of spontaneous-emission lifetimes and branching fractions, sometimes in the same apparatus. The mean lifetime, τ u , yields the sum of the Einstein A-coefficients for all spontaneous-emission transitions originating from a given upper level u to all possible lower levels l,
The branching fractions R ul are defined as
where I ul and λ ul are the measured intensity and wavelength of a given transition u → l.
Lifetime measurements
There are a variety of classic and modern techniques that have been used to measure atomic lifetimes [8] . The methods of pulsed-electron excitation and beam foil, while more widely applicable than any other, are unfortunately subject to serious systematic errors that must be carefully controlled.
The modern techniques of pulsed-laser excitation and fast-ion-beam cw laser excitation, although more narrowly applicable, are capable of absolute accuracy at the sub-1% level.
Pulsed-electron excitation of atomic levels followed by observation of the exponential decay of spontaneous emission has been used for many years to determine a vast number of atomic lifetimes. It has the advantage of being able to excite virtually any upper level of an atom that is neutral or in a low ionization state. Unfortunately, this technique is highly susceptible to systematic error from 'cascading'-repopulation of the upper level by spontaneous-emission transitions from even higher lying levels at times after the electron pulse, leading to multi-exponential decay curves. This can be somewhat ameliorated by employing threshold excitation energies, but the uncertainty is hard to assess.
The beam-foil technique [9] initiated a new era of determining lifetimes of highly ionized atoms in highly excited states, beginning in the 1960s. A high-energy atomic-ion beam passing through a thin carbon foil can be multiply ionized and excited by electron collisions. Observation of spontaneous emission as a function of distance downstream from the foil provides exponential decay curves from which lifetimes can be extracted. Unfortunately, many of these measurements were seriously affected by cascading. The arbitrarily normalized decay curve (ANDC) technique [10] , in which curves from as many transitions as possible are analyzed together, can greatly improve the accuracy of this technique.
Pulsed-laser excitation is very selective and accurate. It is mostly limited to levels that can be reached via E1 selection rules from the ground state, but stepwise or multi-photon excitation can extend the possibilities greatly. The accuracy generally achieved is at the level of a few per cent. Many fine examples of astrophysically significant atomic lifetime data have been provided by the groups of Lawler [11] [12] [13] and Svanberg [14] [15] [16] , among others.
Fast-ion-beam cw laser excitation provides a similar level of accuracy and freedom from systematic errors. First demonstrated by Andrä [17] in 1976, this technique involves excitation of atoms in a fast-moving atomic ion beam by a cw laser beam that crosses at any desired angle between perpendicular and collinear incidence. In the latter case, a Doppler switching technique [18] is used to restrict the excitation to a spatially localized region. The collinear laser beam is set to a wavelength that ensures it will not be in resonance with the atomic transition in the reference frame of the moving atom. Acceleration through an electric potential applied to a small region, followed by deceleration afterward, provides an additional Doppler shift that brings the laser wavelength into resonance only in the 'Doppler tuning region.' Following this region, the spontaneous emission, called laser-induced fluorescence (LIF), of the moving ions is measured as a function of distance downstream. Since the velocity of the ions is accurately known, the distance scale can be converted to a time scale.
Branching-fraction measurements
In principle, it should be relatively simple to make highly precise, systematic-error-free measurements of branching fractions by quantitative spectroscopy applied to any light source whatsoever. Cascading cannot affect the results, since the observations of a set of spontaneous-emission transitions from a given upper level are independent of the population of that level and hence the mechanisms feeding it. Optical thickness effects such as self-absorption can only affect the ground state and a very few low-lying metastable states. In practice, however, the measurement of branching fractions often provides the dominant contribution to the uncertainty in the oscillator strengths. The main difficulties come from the need to make relative intensity measurements of spectral lines that range from the ultraviolet to the infrared (IR) and the problem of spectral line blending, particularly in complex spectra such as those of the lanthanides.
One of the most widely applied techniques is the use of Fourier transform spectroscopy (FTS) applied to hollow-cathode or Penning discharges [11] [12] [13] . The very high resolution of FTS helps to avoid blended lines, but one must still face the problem that the spectrum of a hollow-cathode lamp is a rich mixture of lines from the neutral atom and the first few ionization stages. Since the light source is fairly intense, the technique yields high sensitivity, allowing the observation of weak lines. A major advantage of FTS is that a large spectral range is accumulated simultaneously, greatly reducing errors arising from drifts in the brightness of the source. One advantage of hollow-cathode light sources is that they typically provide a built-in detector-sensitivity calibration standard from the lines emitted by the carrier gas, although these form a discrete set with gaps. Detector sensitivity calibration remains the most difficult part of the measurement, typically limiting the accuracy to a few percent or so.
The fast-ion-beam laser fluorescence method has both advantages and disadvantages compared with FTS of discharge light sources; however, we have shown that it is capable of achieving comparable accuracy. The LIF from a few hundred nA of ions moving at ∼ 0.1c is far lower in intensity than the light from a hollow-cathode lamp, necessitating the choice of much lower resolution in the spectrometer in order to achieve a trade-off of higher light-gathering power. On the other hand, the extreme simplicity of a LIF spectrum, which may contain only a dozen lines, helps greatly to compensate by reducing the resolution requirements drastically. Perhaps the single most significant advantage of this method is that one can be absolutely certain that every line in the spectrum shares the unique upper level that is selectively excited by the laser. As will be shown below, this has enabled us to correct misclassifications of transitions in the literature. Spectral blending is still occasionally a problem, but usually only when the lines belong to the same multiplet. 
Our approach
The laboratory astrophysics group at the University of Western Ontario has been applying laser fluorescence techniques to fast ion beams for several decades. In a single apparatus we can measure absolute wavelengths, hyperfine structure and isotope shift, spontaneous-emission lifetimes and branching fractions. Our accelerator uses a variety of ion sources and produces several-hundred-nA beams of ions at energies up to 20 keV. We have a large-frame Ar ion laser that can pump either a ring dye laser or a Ti : sapphire laser (which can be intra-cavity cw frequency doubled to the ultraviolet (UV)). An overview of the facility is shown in figure 1 .
The ion source, which can be seen inside the protective plastic high-voltage shield in the foreground in figure 1 , is a highly modified version of a commercial Danfysik (Danfysik A/S, Mollehaven 31, DK-4040 Jyllinge, Denmark) 911 A hollow-cathode ion source. It uses a resistively heated oven to create sufficient vapor pressure from a powdered sample raised to temperatures up to 1600
• C. The source was designed to operate in a high-current discharge mode, but we found experimentally that it could produce extremely stable beams of singly ionized lanthanides by surface ionization on the tungsten filament. Since the work function of pure tungsten is well below the first ionization potential of these elements, that this occurs is likely due to the increase in work function that results from the oxidation of the filament. The ions are extracted by a 10-kV dc potential, electrostatically focused and mass-sorted by a Wien filter (Colutron Research Corp, 2321 Yarmouth Ave, Boulder, CO, 80301, USA). After further focusing, they are electrostatically deflected upon entering the laser beam/ion beam interaction chamber, where they intersect the ion beam perpendicularly for lifetime measurements or collinearly for branching-fraction measurements (or spectroscopy). A typical ion current is 100 nA.
The laser system is a Coherent 699-21 single-frequency ring dye laser, visible in the background in figure 1 , pumped by the all-lines UV output of a Coherent Innova 400 Ar ion laser, which is not visible in the figure. With Stilbene-3 dye in the laser we obtain 75-200 mW of output over the tuning range of 415-465 nm. The laser wavelength is set to a desired transition with the aid of a homebuilt traveling Michelson wavelength meter that has an absolute accuracy of better than 1 part in 10 7 . During data acquisition, the laser wavelength is actively locked to the atomic transition by means of an electronic feedback loop, as discussed below.
Lifetime measurements
In some of our earliest work [19] on lanthanide lifetimes we employed a Doppler-switching technique in collinear geometry to create a laser-excitation region that could be moved upstream or downstream by varying the potentials on a series of electrodes surrounding the overlapped ion beam and laser beam. We were able to measure the lifetimes of 35 levels in Nd ii with accuracies ranging from 1.5 to 14%. The range of lifetimes we could study ranged from 9 to 91 ns, limited at the low end by the lack of sharpness of the cutoff of the Doppler switching and at the high end by the small signal from atoms fluorescing over a long distance.
More recently, we have changed to perpendicular geometry for the intersection of the laser beam with the ion beam, obviating the need for Doppler switching as well as providing a sharper cutoff of the laser excitation. We have measured the lifetimes of 33 levels of Pr ii and 13 levels of Nd ii [20] and 82 levels of Sm ii [21] . In these studies the lifetimes ranged from 5.8 ns to 189 ns, and the accuracy ranged from 1 to 11%, with a typical value of 1.6%. A schematic illustration of the method is given in figure 2 .
The LIF light-collection system employs two rings with 20 all-silica-tapered fibers arranged in cones coaxial to the ion beams. A ring of fibers viewing LIF from the excitation region provides a normalization signal to monitor and correct for variations in the excitation rate due to drifts in the ion-beam current or velocity, laser intensity or wavelength, or geometrical alignment of the two beams. The second ring of fibers can be moved along the ion beam under computer control to map out the exponential decay curve. The fibers are disposed at the 'magic angle' to avoid quantum beats, using a design similar to that of Schmoranzer and Volz [22] . A picture of the fiber arrays is given in figure 3 .
The ends of the fiber groups outside the vacuum are arranged in rectangular arrays to match the entrance slits of two f /3.8, 275 mm focal-length monochromators. Photomultipliers at their exit slits detect the LIF in current mode. A typical example of an exponential decay curve is given in figure 4 . The abscissa has been converted from distance to time using the known ion-beam velocity. Note that it is possible to scan over the excitation region, in which the curve is non-exponential. In the data analysis one uses a 'tail-fitting' procedure to determine the starting time for the curve fitting by stepping it out one channel at a time until the residuals from an exponential become random.
Branching-fraction measurements
With no time-resolution requirement in branching-fraction measurements, we decided to employ collinear geometry to increase the light-collection efficiency. We designed a new set of fiber arrays with 160 fibers divided into two 80-fiber groups. A Doppler-tuning region surrounds the viewing region of the fibers to restrict laser excitation to this spatial region, as indicated schematically in figure 5 . One set of four fiber rings now views ∼1 cm of the overlapped beams.
Excitation by a linearly polarized laser beam creates unequal populations in the upper-level Zeeman sublevels, called 'alignment.' The resulting LIF is non-isotropic, leading
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to potential systematic errors if one does not collect the spontaneous emission over the full 4π solid angle-a practical impossibility. To overcome this, we disposed the fiber ends in carefully designed rings around the collinear laser beam and ion beam. One set of 80 fibers is close to the 54.7
• 'magic angle' at which the angular distributions of the m = ±1 and m = 0 transitions have equal values. The other set is distributed with a sin θ weighting. A uniformly spaced array would give an approximate integration of the LIF over θ; the non-uniform array gives an approximation to d θ sin θ, which is just what we would have in a complete 4π solid-angle integration. A picture of the fiber arrays, together with a schematic of the angular arrangements, is given in figure 6 .
The ends of the fibers outside the vacuum are arranged in rectangular arrays to match the entrance slits of the same monochromators as used for lifetime measurements. One array is used to acquire a normalization signal, whereas the other provides an LIF spectrum as the corresponding monochromator is scanned under computer control. Although the photomultiplier anode signals are on the order of 10 nA and thus easily observed with an electrometer, it was very helpful to use lock-in detection for several reasons. Even though the optical system was carefully designed to avoid scattered laser light reaching the detection systems, a small amount is unavoidable. Additional stray light comes from collisional excitation of the ion beam by the residual gas in the vacuum chamber at a pressure of about 10 −7 Torr. To remove this background signal, a 2 kHz ac modulation was added to the dc bias of the Doppler-tuning region, and both the normalization and branching-fraction signals were lock-in detected in the 2f mode. A second reason to use lock-in detection was the availability of a 1f derivative-shaped error signal for frequency stabilization of the laser to the atomic transition, allowing long data acquisition times with no drift. Figure 7 shows a schematic diagram of the complete experiment.
In order to have reasonable light-collection efficiency, the entrance and exit slits of the monochromators are usually opened fully to 3 mm. Each monochromator has three gratings on a turret, giving a choice of 1.0, 1.5 or 3.0 nm mm −1 reciprocal dispersion with corresponding wavelength coverage of 250-500, 250-750, and 250-1500 nm, respectively. The trialkali photomultiplier (Electron Tubes Ltd. 9658R) used to observe the LIF spectra has a wavelength coverage of 300-900 nm (with only 1% QE at the latter end), so it is inevitable that some of the weak IR branches will not be measurable. A new GaAs-photocathode photomultiplier (Hamamatsu R636-10), which provides better response in the IR, has been acquired and will soon be employed in the experiment. A spectrum scan typically lasted from 5 to 15 min. Figure 8 shows an example of data from Sm ii fit to a sum of Gaussian peak shapes to extract the peak areas. Experimentation with triangular peak shapes showed no statistically significant difference, with slightly higher χ 2 . It is essential to allow for the increase in peak width with increasing wavelength. An independently adjustable width for each peak gave meaningless results for very small, noisy peaks. After some trial and error we found that a quadratic function of wavelength produced accurate and robust fits. The uncertainty in the fitted peak areas varied from 0.2% for strong lines to as much as 27% for the very weakest. Thus, except for the weaker peaks, this contribution to the error budget was quite small.
Calibration of the relative detection sensitivity of the monochromator-photomultiplier combination proved to be a challenging part of the experiment. We used a National Institute of Standards and Technology (NIST)-traceable quartz-tungsten-halogen spectral irradiance standard (Oriel model 63355). Early measurements on a test bench showed a significant variation with the geometry with which light was launched into the monochromator, leading us to use the actual optical fiber coupling of the main experiment. We removed the 'normalization' monochromator and launched the standard lamp's light backward through the fibers into the vacuum system, where some of the light from the ends of the fiber bundle entered the fibers of the 'branching fraction' bundle. Extensive investigation eventually revealed the source of the problems: light that overfilled the entrance cone of the monochromator could reflect inside and make its way to the exit slit by means of various paths, including one that involved another diffraction grating on the turret! After the design and installation of additional baffles inside the monochromator, these problems were overcome. Nevertheless, the final error budget includes a 3.2% estimate of residual systematic errors in the calibration procedure in addition to the 1.5% statistical reproducibility estimate for the procedure. Other uncertainties include a 1% NIST uncertainty, a 1.5% uncertainty in the manufacturer's transfer to our lamp, and a 2% estimated uncertainty in ageing effects (deduced from manufacturer-supplied data). The total uncertainty for all but the weakest transitions is on the order of 10%.
Some recent results
We applied the fast-ion-beam laser-fluorescence technique to measure branching fractions and infer oscillator strengths in Sm ii [23] for 608 transitions from 69 upper levels whose lifetimes we had measured previously [21] . A detailed comparison of the measured relative intensities (which avoids the problem of different unobserved transitions) with earlier work by Meggers et al [6] and relativistic Hartree-Fock calculations by Xu et al [24] showed very good agreement of all three at blue wavelengths but a suggestion of systematic disagreement (in opposite directions) at red wavelengths.
A number of interesting examples illustrate the distinct advantages of our method. In the case of the 28 997.14 cm level had never been observed before, and its relative intensity cannot be determined from measurements on a discharge lamp light source, because it is completely overlapped by a strong line in Sm i at the same wavelength.
An example of a misclassification in the literature is provided by the transition at 396.301 nm, which was assigned by Meggers et al [6] to the upper energy level 25 552.801 cm −1 , and was the strongest branch from that level, with the lower level at 326.640 cm −1 . We saw no trace of this line in the spectrum for this upper level, but it appeared in our spectra as the strongest branch from the level at 27 464.199 cm −1 , and must have 2 237.970 cm −1 as its lower level. The difference in transition energy for these two assignments corresponds to a wavelength difference of only 0.001 nm. Nevertheless, highly selective laser excitation removes any ambiguity about the correct assignment. This assignment agrees with the predictions of Xu et al [24] .
We also measured branching fractions and oscillator strengths for 260 transitions from 32 upper levels in Pr ii [25] and for 430 transitions from 46 upper levels in Nd ii [26] .
Future improvements
As already mentioned, a new photomultiplier will help in the detection of weak transitions in the IR region of the spectrum. We have also begun implementing a totally new detector sensitivity calibration method. Instead of a calibrated light source, we use a calibrated silicon-diode detector in a 'detector substitution' method. An arbitrary light source is rendered monochromatic by passing the light through a monochromator. The output is sent alternatively to the monochromator-photomultiplier combination to be calibrated or to a Hamamatsu S1227-1010BQ diode. The latter will be calibrated to 0.5-1.3% uncertainty, depending on the wavelength, at the National Research Council in Ottawa, Canada. Furthermore, ageing is not a serious problem with silicon detectors, in contrast to halogen lamps. We have developed a technique in which the calibration is done in segments of the spectrum, with neutral-density filters used to flatten the lamp's spectral output. A computer program increments the first monochromator's wavelength setting and then scans the second monochromator to determine the area under the peak.
Another very important improvement is our acquisition of a Penning Ionization Gauge-type ion source. This will greatly extend the range of possible atomic species that can be studied. Virtually any conducting solid that can be fashioned into a sputtering electrode can be used, and the source creates significant amounts of multiply ionized species.
