The current paper is concerned with the spatial spreading speed and minimal wave speed of the following Keller-Segel chemoattraction system,
where χ, a, b, λ, and µ are positive constants. Assume (i) b > χµ and (ii) λ ≥ a or (iii)
It is proved that c * 0 = 2 √ a is the spreading speed of the solutions of (0.1) with nonnegative continuous initial function u 0 with nonempty compact support, that is, lim sup where (u(t, x; u 0 ), v(t, x; u 0 )) is the unique global classical solution with u(0, x; u 0 ) = u 0 (x). It is also proved that, if b > 2χµ and (ii) holds, then c * 0 = 2 √ a is the minimal speed of the traveling wave solutions of (0.1) connecting (0, 0) and ( a b , µ λ a b ), that is, for any c ≥ c * 0 , (0.1) has a traveling wave solution connecting (0, 0) and ( a b , µ λ a b ) with speed c, and (0.1) has no such traveling wave solutions with speed less than c * 0 . Note that c * 0 = 2 √ a is the spatial spreading speed as well as the minimal wave speed of the following Fisher-KPP equation,
Hence, if (i) and (ii) or (iii) hold, then the chemotaxis neither speeds up nor slows down the spatial spreading in (0.1).
Introduction
This work is concerned with the propagation speeds of solutions in the attraction Keller-Segel chemotaxis models of the form
where a, b, λ, µ and χ > 0 are positive constants, and u(t, x) and v(t, x) represent the densities of the mobile species and the chemo-attractant, respectively. Biologically, the positive constant χ measures the sensitivity effect on the mobile species by the chemical substance which is produced overtime by the mobile species; the reaction u(a − bu) in the first equation of (1.1) describes the local dynamics of the mobile species; λ represents the degradation rate of the chemo-attractant; and µ is the rate at which the mobile species produces the chemo-attractant. System (1.1) is a simplified version of the chemotaxis system proposed by Keller and Segel in their works [21, 22] . Chemotaxis models describe the oriented movements of biological cells and organisms in response to chemical gradient which they may produce themselves over time. These mathematical models play very important roles in a wide range of biological phenomena and accordingly a considerable literature is concerned with its mathematical analysis. The reader is referred to [14, 15] for some detailed introduction into the mathematics of Keller-Segel models.
A famous application of chemotaxis models is to describe the life cycle of Dictyostelium discoideum. As described in [29] , D. discoideum lives in the soil and feeds on bacteria and other microorganisms that are taken up by phagocytosis. During the vegetative growth stage, the single-celled amoebae divide by simple mitotic divisions. In times of starvation, a developmental program is initiated, which is accompanied by major changes in gene expression. As a result, cells begin to signal each other by secreting cAMP and to aggregate by chemotaxis toward this chemoattractant. The resulting multicellular aggregate contains up to a few hundred thousand cells and undergoes further differentiation and morphogenetic changes. Finally a fruiting body is formed which consists of two main cell types, spore and stalk cells. The stalk consists of dead vacuolated cells, while the spore cells are resistant to extreme temperatures or drought. More favorable environmental conditions enable the hatching of new amoebae from the spores. The aggregation of thousands of individual cells that build a multicellular organism in this peculiar life cycle, has intrigued scientists for decades.
The study of the dynamics of solutions to (1.1) has attracted a number of researchers over the past few years. Finite time blow-up phenomena is among important dynamical issues about (1.1). This phenomena has been studied in many papers in the case a = b = 0 (see [14, 17, 19, 20, 32, 46, 47, 48] ). It is shown that finite time blow-up may occur if either N = 2 and the total initial population mass is large enough, or N ≥ 3. It is also shown that some radial solutions to (1.1) in plane collapse into a persistent Dirac-type singularity in the sense that a globally defined measure-valued solution exists which has a singular part beyond some finite time and asymptotically approaches a Dirac measure (see [27, 41] ). We refer the reader to [4, 16] and the references therein for more insights in the studies of chemotaxis models.
When the constant a and b are positive, the finite time blow-up phenomena in (1.1) may be suppressed to some extent. In fact in this case, it is known that when the space dimension is equal to one or two, solutions to (1.1) with initial functions in a space of certain integrable functions are defined for all time. And it is enough for the self limitation coefficient b to be big enough comparing to the chemotaxis sensitivity coefficient to prevent finite time blow-up, see [18, 38, 42] .
Spatial spreading dynamics is another important dynamical issue about (1.1). Observe that, when χ = 0, the chemotaxis system (1.1) reduces to
Due to the pioneering works of Fisher [9] and Kolmogorov, Petrowsky, Piskunov [23] on traveling wave solutions and take-over properties of (1.2), (1.2) is also referred to as the Fisher-KPP equation. The following results are well known about the spatial spreading dynamics of (1.2).
a and has no such traveling wave solutions of slower speed, for any nonnegative solution u(t, x) of (1.2), if at time t = 0, u(0,
In literature, c * 0 = 2 √ a is called the spreading speed for (1.2). Since the pioneering works by
Fisher [9] and Kolmogorov, Petrowsky, Piscunov [23] , a huge amount research has been carried out toward the front propagation dynamics of reaction diffusion equations of the form,
x, u) < 0 for u ≥ 0 (see [3, 5, 6, 7, 8, 10, 11, 25, 26, 30, 33, 34, 39, 40, 44, 45, 49] , etc.). Recently, the first two authors of the current paper studied the spatial spreading dynamics of (1.1) and obtained several fundamental results. Some lower and upper bounds for the propagation speeds of solutions with compactly supported initial functions were derived, and some lower bound for the speeds of traveling wave solutions was also derived. It is proved that all these bounds converge to the spreading speed c * 0 = 2 √ a of (1.2) as χ → 0 (see [36] , [37] , [38] ). The reader is also referred to [13] for the lower and upper bounds of propagation speeds of (1.1), and is referred to [1, 2, 12, 16, 24, 28, 31, 43] , etc., for the studies on traveling wave solutions of various types of chemotaxis models. However, several important biological and mathematical problems remain open. For example, whether the presence of the chemical substance in (1.1) slows down or speeds up the propagation of mobile species, and whether there is a minimal wave speed of (1.1). It is the aim of the current paper to provide answers to these questions for some range of the parameters a, b, λ, µ and χ. We remark that, to study the spatial spreading speeds and traveling wave solutions of (1.1) along some direction ξ ∈ S N −1 (i.e. study solutions of the form u(t, x) =ũ(t, x · ξ)), it suffices to study these issues for (1.1) with N = 1, that is,
(1.4)
In the rest of this introduction, we state the main results on the spatial spreading dynamics of (1.4).
Statement of the main results.
In order to state our main results, we first introduce some notations and definitions. Let
For every u ∈ C b unif (R) we let u ∞ := sup x∈R |u(x)|. For each given u 0 ∈ C b unif (R) with u 0 (x) ≥ 0, we denote by (u(t, x; u 0 ), v(t, x; u 0 )) the classical solution of (1.4) satisfying u(0, x; u 0 ) = u 0 (x) for every x ∈ R. Note that, by comparison principle for parabolic equations, for every nonnegative initial function u 0 ∈ C b unif (R), it always holds that u(t, x; u 0 ) ≥ 0 and v(t, x; u 0 ) ≥ 0 whenever (u(t, x; u 0 ), v(t, x; u 0 )) is defined. In this work we shall only focus on nonnegative classical solutions of (1.4) since both functions u(t, x) and v(t, x) represent density functions. We recall the following result proved in [38] .
To state our main result on the spreading speeds of solutions of (1.4) with nonempty and compact supported initial functions, we first introduce the concept of spreading speeds.
Suppose that b > χµ. Let
is non-empty and compact}.
Let
Thanks to the feature of c * − := c * − (χ, a, b, λ, µ) and c * + := c * + (χ, a, b, λ, µ), we call the interval [c * − , c * + ] the spreading speed interval of solutions of (1.4) with compactly supported initials. Let (H1) and (H2) be the following standing assumptions.
(H1) λ ≥ a.
and
Observe that c * ≥ c * 0 , and that, if (H1) or (H2) holds, then a * = √ a and hence c * = 2 √ a = c * 0 . We prove the following theorem on the upper and lower bounds of the spreading speed interval of (1.4).
(1.6) Remark 1.1. (1) Theorem 1.1 provides an upper bound and a low bound for c * + (χ, a, b, λ, µ) and c * − (χ, a, b, λ, µ), respectively. As it is recalled in the above, in the absence of chemotaxis (i.e. χ = 0), we have c * + (χ, a, b, λ, µ) = c * − (χ, a, b, λ, µ) = c * 0 (= 2 √ a).
Theorem 1.1 (2) shows that the chemotaxis does not slow down the spreading speed of the solutions with nonempty compactly supported initials, and Theorem 1.1 (1) show that, when λ ≥ a or
, the chemotaxis does not speed up the spreading speed of the solutions with nonempty compactly supported initials. Biologically, λ ≥ a means that the degradation rate of the chemo-attractant is greater than or equal to the intrinsic growth rate of the mobile species, and 1 + 1
χµ ≤ b indicates the chemotaxis sensitivity is small relative to the logistic damping.
(2) Assume χµ < b. In [38, 37] , the first two authors of the current paper obtained some constants c * low (χ, µ, a, b, λ, µ) < 2 √ a < c * up (χ, a, b, λ, µ) depending explicitly on the parameter χ, a, b, λ and µ such that
There holds
. Hence Theorem 1.1 is an improvement of the results contained in [38, 37] on the lower and upper bounds for the spreading speeds of solutions with nonempty compactly supported initials.
(3) The results in Theorem 1.1(1) are new. Theorem 1.1(2) is proved using the similar arguments as those in [13, Theorem 1.1]. Actually, in the case a = b = 1 and λ = µ, Theorem 1.1 (2) is proved in [13, Theorem 1.1]. The results in Theorem 1.1(2) for the general case are new.
The techniques developed to prove the above results can be used to study the spreading speeds of solutions with front like initials. Indeed, let
We can establish the following result.
In particular, if (H1) or (H2) holds, then for any
(2) For any
We also discuss the spreading properties of solutions of (1.4) with initial functions satisfying some exponential decay property at infinity. In this direction, we have the following result.
10)
where c κ = a+κ 2 κ .
(2) Let u 0 be as in (1) . If b > 2χµ, then
The spreading results established in Theorem 1.3 are new.
To state our main results on traveling wave solutions, we first introduce the concept of traveling wave solutions. An entire solution of (1.4) is a classical solution (u(t, x), v(t, x)) of (1.4) which is defined for all x ∈ R and t ∈ R. Note that the constant solutions (u(t, x), v(t, x)) = (0, 0) and (u(t, x), v(t, x)) = ( a b , µa λb ) are clearly two particular entire solutions of (1.4). An entire solution of (
We say a traveling wave solution ( Our main results on the existence of traveling wave solutions of (1.4) read as follows.
where c κ = κ 2 +a κ . Hence (1.4) has a traveling wave solution satisfying (1.15) with speed c for every c > c * * := a+min{a,λ} (1) It is known that in the absence of chemotaxis (i.e. χ = 0), c * 0 = 2 √ a is the minimal wave speed of (1.2) in the sense that for any c ≥ c * 0 , (1.2) has a traveling wave solution connecting a b and 0 with speed c, and has no such traveling wave solutions with speed less than c * 0 . Theorem 1.4 implies that, when b > 2χµ, and λ ≥ a, c * 0 = 2 √ a is also the minimal wave speed of traveling wave solutions of (1.4) satisfying (1.13).
(2) Theorem 1.4 improves the results obtained in [37] .
The rest of the paper is organized as follows. In section 2, we present some preliminary results to be used in the proofs of our main results. In section 3, we study the spreading speed of solutions and prove Theorems 1.1 and 1.3. Finally in section 3, we study the existence and nonexistence of traveling wave solutions and prove Theorem 1.4.
Preliminary lemmas
In this section, we prove some lemmas to be used in the proofs of the main results in the later sections.
For
It is well known that Ψ(x; u) ∈ C 2 unif (R) and solves the elliptic equation
Proof. First, observe that the following identity holds.
Hence,
Next using Fubini's Theorem, one can exchange the order of integration in (2.1) to obtain
By the change of variable τ = λs and taking β =
This together with (2.5) implies that
(2.3) then follows from a direction calculation.
In particular, for every solution (u(t, 
Hence, (2.8) follows.
The following hold. 
Proof. We shall only prove (i) since (ii) can be proved by the similar arguments. For any given T > 0, let
For every u ∈ E T , let Φ(t, x; u) denotes the solution of
Observe that 
Thus, since u 0 (x) ≤ M e −κx for every x ∈ R, by comparison principle for parabolic equations, we conclude that
On the other hand, since M ≥ a b−χµ , we have that
Thus, since u 0 (x) ≤ M for every x ∈ R, by comparison principle for parabolic equations again, we conclude that
Therefore, we have that
Following the arguments of the proof of [37, Theorem 3.1 ], it can be shown that the function Φ : E T ∋ u → Φ(·, ·, u) ∈ E T is continuous and compact in the open compact topology. Hence by Schauder's fixed point theorem there is u * ∈ E T , such that Φ(u * ) = u * . Note that (u * (t, x − c κ t), v * (t, x − c κ t)) is also a solution of (1.4), with u * (0, x) = u 0 (x) for every x ∈ R. Hence, by uniqueness of the solution to (1.4), we conclude that
Hence u(t, x; u 0 ) ∈ E T . Since T was arbitrary chosen, we obtain that
Similar arguments as in the above yield that
The lemma is proved.
For every 0 < κ <κ < min{ √ a, √ λ} withκ < 2κ and D ≥ 1, consider the functions ϕ κ (x), U κ,D (x), and U κ,D (x) given by ϕ κ (x) = e −κx ,
and 
with lim R→∞ ε R = 0, where M := max{ u 0 ∞ , a b−χµ }. Proof. We first note that
Hence
This combined with (2.6) yield (2.19) . 
where C R,p = C R · C 1,0,R,M,p · (M + 1)(> 0).
Spreading speeds
In this section we derive an explicit upper bound on the spreading speeds of solutions of (1.4) with nonempty compactly supported initial functions or exponentially decay initial functions, and prove Theorems 1.1 and 1.3.
Proof of Theorem 1.1. (1) First, note that for any c > c * , there is 0 < κ < √ a such that
Then by Lemma 2.3, we have lim This implies that c * + (χ, a, b, λ, µ) ≤ c * . Note that (H1) or (H2) implies c * = 2 √ a. Thus Theorem 1.1 (1) follows. (2) Let 0 < c < 2 √ a be given and set M = 1 + a + max{ u 0 ∞ , a b−χµ }. By (2.21), it follows that, for any R ≫ 1, (u(t, x; u 0 ), v(t, x; u 0 )) satisfies
(3.1)
Let p = 2. Choose R ≫ 1 and 0 < η ≪ min{1, a} such that ε R M < η 4 ,
From this point, the remaining part of the proof is completed in four steps.
Step 1. In this step we construct some sub-solution for (3.1). First, chose 0 < η 1 ≪ 1 satisfying
λ} and c κ = κ 2 +a κ . By Lemma 2.3, we have
For N > c κ + m 0 + 1 (fixed), set
Let u(t, x) be the solution of
Clearly, u(t, x) ≡ η 1 is a super-solution of (3.7) and u(1, ·) ∞ < η 1 . Thus, by comparison principle for parabolic equations that
Furthermore, since A(t, ·) ∞ ≤ η for every t ≥ 1, then by (3.2) it holds that
It then follows from [5, Theorem 1.2] that lim inf Step 2. In this step we compare u(t, x) and u(t, x; u 0 ) and show that
Suppose, by contradiction that (3.9) does not hold. Then there is t inf ∈ [1, ∞) satisfying
Note that
We have the following two cases.
In this case, by inequalities (3.3), (3.4), and (3.10), there is 0
Thus, by the comparison principle for parabolic equations, we have
In particular,
Which contradicts to (3.10) .
In this case, without loss of generality, we may suppose that
Thus, by (3.5), (3.4) , and (3.3) we obtain that
in order to conclude that u(t inf , x inf ) < u(t inf , x inf ) and obtain a contradiction as in the previous case, it is enough to show that
So, to complete the proof of this step it remains to prove (3.11) . Observe that
Thus by comparison principle for parabolic equations, we conclude that (3.11) holds.
Step 3. We conclude the proof of (1.5) here. By (3.8) and (3.9), we deduce that
Which completes the proof of (1.5).
Step 4. In this step, we prove (1.6). Suppose that 2χµ < b and suppose by contradiction that (1.6) does not hold. Then there exist 0 < c < 2 √ a, t n → ∞ and |x n | ≤ ct n for every n ≥ 1 such that
Consider the sequence (u n (t, x), v n (t, x)) = (u(t + t n , x + x n ; u 0 ), v(t + t n , x + x n )), using estimates for parabolic equations, without loss of generality we may suppose that (u n (t, x), v n (t, x)) → (u * (t, x), v * (t, x)) locally uniformly in C 1,2 (R × R). Furthermore, (u * (t, x), v * (t, x)) is an entire solution of (1.4). But, it holds that
Thus, since 2χµ < b, by the stability of the positive constant equilibrium ( a b , aµ bλ ), we must have u * (t, x) = a b for every t, x ∈ R. In particular, u * (0, 0) = a b , which contradicts to (3.12) . Proof of Theorem 1.2. It can be proved by the similar arguments as those in Theorem 1.1.
To prove Theorem 1.3 we first recall the following result established in [35] . Next, we present the proof of Theorem 1.3.
Proof of Theorem 1.3 (1) . Let u 0 ∈ C b unif (R) satisfy (1.8) . Then there is M ≫ 1 such that u 0 (x) ≤ min{M, M e −κx } for every x ∈ R. Therefore, (1.9) follows from (2.12). So, it remains to prove that (1.10) holds.
Let m = 1 2 inf x≤0 u 0 (x) and M ≫ 1 be chosen as above. Let 0 < m(m, χ, µ, a, b, λ, M ) < m(m, χ, µ, a, b, M ) be given by Theorem 3.1. Then for there every T > 0 it holds that lim inf x→−∞ u(T, x; u 0 ) ≥ m(m, χ, µ, a, b, λ, M ).
(3.13) By Lemmas 2.5 and 2.6, it follows that (u(t, x; u 0 ), v(t, x; u 0 )) satisfies
and set c δ κ := a−ε R M −δ+κ 2 κ . Let U δ denotes the monotone decreasing traveling wave solution of (3.15) connecting u(t, x) ≡ 0 and Let N > c κ + 1 + m 0 be fixed and set
We claim that m 1 > 0. Indeed, suppose by contradiction that m 1 = 0, then there exist a sequence x n ≤ (c κ + N )N + m 0 + 1 and a sequence 1 ≤ t n ≤ N such that u(t n , x n ; u 0 ) → 0 as n → ∞.
(3.17)
Since {t n } n≥1 is bounded, without loss of generality, we may suppose that it converges to some t * ∈ [1, N ]. Note that x n → −∞ as n → ∞, otherwise without loss of generality, we may suppose that (t n , x n ) → (t * , x * ). So, u(t n , x n ; u 0 ) → u(t * , x * ; u 0 ) > 0, contradicting the choice of the sequence (t n , x n ). Now, set u 0n (x) := u 0 (x + x n ), and observe this is a sequence of uniformly bounded and equicontinuous functions. So, by Arzela-Ascoli's Theorem, it converges (up to a subsequence) locally uniformly to some functionũ 0 ∈ C b unif (R). Furthermore, since x n → −∞ as n → ∞, it follows that inf x∈Rũ0 (x) ≥ inf x≤0 u 0 (x) > m. Note also that ũ 0 ∞ ≤ M . Thus, by Theorem 3.1, we have that
But by [35, Lemma 3.2] , we have that (u(t + t n , x; u 0n ), v(t + t n , x; u 0n )) → (u(t + t * , x;ũ 0 ), v(t + t * , x;ũ 0 )) as n → ∞ locally uniformly. In particular
Noting that u(t n , 0; u 0n ) = u(t n , 0; u 0 (· + x n )) = u(t n , x n ; u 0 ) ∀ n ≥ 1, it follows from (3.17)-(3.18) that m(m, χ, µ, a, b, λ, M ) = 0, which yields a contradiction. Thus
We claim that
Indeed, observe that u δ,σ 1 (t, ·) ∞ < η 1 for every t ≥ 1 and
Thus, by (3.13), using similar arguments as those in Step 2 of the proof of (1.5), we conclude that (3.20) holds. By (3.20) , we deduce that
Whence, (1.10) follows since ε is arbitrary chosen.
Proof of Theorem 1.3 (2) . Assume b > 2χµ. Using (1.10), the proof of (1.11) follows similar arguments as the proof of (1.6). So, it remains to prove that (1.12) holds. To this end, set c κ = a+κ 2 κ and let 0 ≪ ε ≪ 1. Consider the set
where U κ,D is defined in (2.14) . For every u ∈ E T,ε κ,D , let Φ(t, x; u) denotes the solution of
Thus for every u ∈ E T,ε κ,D , we have that
. Hence, by comparison principle for parabolic equations, we have that
On the other hand, for anyκ with 0 < κ <κ < min{ √ a, √ λ}, using (2.6), we have that κΨ x (·, ·, u) − λΨ(·, ·; u) ≤ 0 andκΨ x (·, ·, u) − λΨ(·, ·; u) ≤ 0 (3.22) and
Whence, comparison principle for parabolic equations and (3.21) yield that 
is also a solution of (1.4), with u * (0, x) = u 0 (x) for every x ∈ R. Hence, by uniqueness of the solution to (1.4), we conclude that
Hence u(t, x; u 0 ) ∈ E T,ε κ,D . Since T was arbitrary chosen, it follows that
Next, for x ∈ O κ := {y | e −κy > De −κy }, taking A κ := (1 −κ κ )(κκ − a), and using (3.22) , we have that
Whence for x ∈ O κ , it holds that
Since e −κx > De −κx , it follows from (2.17) and (2.18) that
. Hence for every x ∈ O κ , we have
, since x > 0 for every x ∈ O κ . Therefore, since the x → e −κx − De −κx equal zero on the boundary of O κ , then by comparison principle for parabolic equations, we deduce that
In particular, it follows that
It is clear from comparison principle that lim sup
Hence, since 2χµ < b, we can chose t ε ≫ 1 such that
Thus,
Observer from (2.16) that
Therefore, it follows from (2.15) and comparison principle for parabolic equations that
Which combined with (3.23) yield that
This implies that
So (1.12) follows since ε was arbitrary chosen.
Traveling wave solutions
In this section we study the existence of traveling wave solutions and prove the following result, which is an application of the results established in the previous section and the theory developed in [37] . In order to make use of the theory established in [37] , we first set up the right frame work which follows from the proof of Theorem 
For every u ∈ E κ , consider the operator
where Ψ(x; u) is given by (2.1). Consider the function
where U (t, x; u) is the solution of the parabolic equation
It follows from the arguments used in the proof of Theorem 1.3 that U + κ is supper-solution for (4.1), hence comparison principle for parabolic equations imply that
Moreover, using estimates for parabolic equation, one can show that U (x; u) satisfies the elliptic equation
On the other hand, it follows also from the argument used in the proof of Theorem 1.3 that there is D ≫ 1 such that U − κ,D (x) is a subsolution of (4.1). Whence,
With these setting we can now apply the theory developed in [37] . Suppose on the contrary that this is false. Then, there is
Consider the sequence of functions u n (t, x) = u(t, x + x n ) and v n (t, x) = v(t, x + x n ).
By a priori estimate for parabolic equation, without loss of generality, we suppose that there is (u * (t, x), v * (t, x)) ∈ C 1,2 (R × R) such that (u n , v n )(t, x) → (u * (t, x), v * (t, x)) as n → ∞. Furthermore, the function is an entire solution of (1.4). Note that
Therefore, since χµ < b 2 , it follows from the stability of the constant positive ( a b , µa λb ) of (1.4) (see [38, Theorem 1.8] ) that u * (t, x) = a b for every x, t ∈ R. In particular, u * (0, 0) = a b , which contradicts to (4.7). Therefore, (4.6) must hold.
(2) Suppose that χµ < b 2 . For every c n > c * * with c n → c * * , let (U cn (x), V cn (x)) be the traveling wave solution of (1.4) connecting (0, 0) and ( a b , µa λb ) with speed c n given by Theorem 1.4 (1). Note from the proof of existence of (U cn (x), V cn (x)) that
. For each n ≥ 1, note that the set {x ∈ R | U cn (x) = a 2b } is compact and nonempty, so there is x n ∈ R such that x n = min{x ∈ R | U cn (x) = a 2b }.
Since U cn ∞ < a b−χµ for every n ≥ 1, hence by estimates for parabolic equations, without loss of generality, we may suppose that U cn (x + x n ) → U * (x) as n → ∞ locally uniformly. Furthermore, taking V * = Ψ(x; U * ), it holds that (U * , V * ) solves 0 = U * xx + (c * * − χV * x )U * x + U * (a − χλV * − (b − χµ)U * ), x ∈ R 0 = V * xx − λV * + µU * , x ∈ R, Suppose on the contrary that (4.9) does not hold. Then there is a sequence {x n } n≥1 such that x n < x n+1 for every n, with x 1 = 0, x n → ∞ and U * (x n ) ≥ U * (∞) 2 > 0, ∀n ≥ 1.
For every n ≥ 1 let {y n } n≥1 be the sequence defined by U * (y n ) = min{U * (x) | x n ≤ x ≤ x n+1 }. Therefore, without loss of generality, we may suppose that y n ∈ (x n , x n+1 ) for every n ≥ 1 with d 2 dx 2 U * (y n ) ≥ 0 and d dx U * (y n ) = 0, ∀ n ≥ 1.
Note from (2.21) that we also have that lim n→∞ V * (y n ) = 0.
Thus for n large enough, we have that U * xx (y n ) − (c − χV * (y n ))U * x (y n ) + U * (y n )(a − χλV * (y n ) − (b − χµ)U * (y n )) > 0 which contradicts to (4.8) . Therefore, (4.9) holds. It follows again from lim inf Therefore (u(t, x), v(t, x)) = (U * (x − c * * t), V * (x − c * * t)) is a traveling wave solution of (1.4) with speed c * * connecting (0, 0) and ( a b , µa λb ). Hence, since U (∞) = 0, we must have that 2 √ a − 2ε ≤ c for every 0 < ε ≪ 1. Letting ε → 0, we obtain that c ≥ 2 √ a.
