We consider the finite element discretization of an optimal Dirichlet boundary control problem for the Laplacian, where the control is considered in H 1/2 (Γ). To avoid computing the latter norm numerically, we realize it using the H 1 (Ω) norm of the harmonic extension of the control. We propose a mixed finite element discretization, where the harmonicity of the solution is included by a Lagrangian multiplier. In the case of convex polygonal domains, optimal error estimates in the H 1 and L 2 norm are proven. We also consider and analyze the case of control constrained problems.
Introduction
In this work, we consider elliptic Dirichlet boundary control problems. For Ω ⊂ R d an open Lipschitz domain with boundary Γ := ∂Ω, given functions u d ∈ L 2 (Ω) (the desired state) and f ∈ H −1 (Ω), and a parameter λ > 0, we aim to find a minimizer g (the control ) of
where u and g are related via the state equation
with possible control constraints a ≤ g ≤ b almost everywhere on Γ. We emphasize here that without loss of generality, the function f can be assumed to be 0. While the importance of optimal control of PDE is widely recognized as witnessed by the monographs [27, 32] , the numerical approximation of such problems has also been subject to active research in the last decades, cf. [12] . Quite naturally, finite element methods are used in order to approximate the involved PDE. By now, there is vast literature on finite element approximation of distributed control problems, i.e., where the control acts on (part of) the domain Ω. Neumann boundary control problems, where instead of equation (1b) the control enters via a Neumann boundary condition, have been among the first PDE optimal control problems which were analyzed numerically, cf. [17] . Dirichlet boundary control, as considered in the present work, has applications in computational fluid dynamics, cf. [22, 16] and the references therein, as well as the work [24] dealing with the optimal control of an aircrafts lift and drag. Coming back to the finite element approximation of the model problem (1) a widely used definition for the H 1/2 (Γ)-norm is given by
|g(x) − g(y)| 2 |x − y| 2 ds x ds y .
The double integral in this definition is difficult to realize numerically due to its singular kernel and its nonlocality. To circumvent this problem, three approaches can be found in the literature. The first one is to use a singularly perturbed Robin boundary condition of the form ε∂ n u + u = g with small ε instead of the Dirichlet boundary condition, cf. [3, 8, 10] . The second approach is to use the L 2 (Γ) norm, that is, instead of (1a), the cost functional
is minimized, cf. the discussion in [26] . Finite element methods and corresponding error estimates for the minimization problem (2) can be found in [9, 13] , and recently in [28] . It is clear that these finite element methods can not be based on the standard variational formulation of the equation (1b). The reason for this is that the corresponding energy space H 1 (Ω) for u does not allow for a surjective trace operator with image L 2 (Γ). The remedy, as carried out in [28] , is a so-called ultra weak formulation of the state equation, which is obtained by integrating by parts two times the equation (1b). This loosens the regularity assumptions on u to be mainly L 2 (Ω), but imposes stronger regularity
If Ω is smooth or a convex polygon in R 2 , the implementation of H 2 (Ω)-conforming finite element spaces can be avoided using a careful regularity theory, cf. [1, 2] , and a discrete optimality system based on standard finite element spaces can be derived. Variations of this approach accounting for mixed finite element methods [21] or symmetric interior penalty Galerkin methods [4] do exist. However, as the minimization is still carried out using the L 2 (Γ) norm, an a priori error estimate of at most u − u h L 2 (Ω) = O(h 3/2 ) can be obtained in the case of linear finite elements, regardless of the regularity of u. This brings us to the third approach, which is called energy space approach in the literature. In order to loosen the restriction to smooth domains or convex polygons and to obtain the optimal a priori error estimate u− u h L 2 (Ω) = O(h 2 ), it is inevitable to minimize (1a), and hence a first task is to realize the norm g H 1/2 (Γ) in a way which is more convenient for numerical purposes. The pioneering work considering this very approach is [30] . There, the authors consider minimization with respect to the semi-norm
with E being the harmonic extension operator. The right-hand side of the above definition is then integrated by parts and converts into an integral over Γ involving the trace and the normal derivative of Eg. The normal derivative is realized numerically by involving the Dirichlet-toNeumann map (a boundary integral operator also known as Steklov-Poincare operator ). In order to facilitate the derivation of a discrete method, the the authors of the recent work [11] aim at a setting which is completely posed in the domain Ω and consider therefore the minimization of
for u, g ∈ H 1 (Ω) under the PDE constraint
It is clear that a function g minimizing (4) is harmonic. This provides the link between the continuous formulations in the works [30, 11] , and furthermore it shows that g = u, which makes numerical methods considerably cheaper as g and u do not have to be approximated separately. As a consequence of working in energy spaces, in both works the authors obtain the optimal error estimates u − u h L 2 (Ω) = O(h 2 ) and u − u h H 1 (Ω) = O(h) for piecewise linear finite elements in the case of Ω being a convex polygonal domain. In [11] , the authors also provide a-posteriori error estimates, and the work [20] shows convergence of a corresponding adaptive algorithm. At this point, we mention the following. In [30, 11] minimization is done with respect to a seminorm. As seminorms evaluate to 0 for constants c ∈ R, a property of these methods is the simple fact that constant controls are for free. In the work [30] , the use of the seminorm is essential in order to obtain a boundary integral via integration by parts. On the other hand, regarding the work [11] , if we would use the full norm g H 1 (Ω) instead of the seminorm ∇g L 2 (Ω) in (4), then a minimizer g is not necessarily harmonic. Hence, u and g have to be approximated separately, and this considerably increases the cost of a numerical method. Therefore, the purpose of the work at hand is to reconsider the derivation of a simple finite element method for the problem (1), and furthermore, to provide analysis in the case of control constraints a ≤ g ≤ b a.e. on Γ. Continuing the ideas from [30, 11] , our approach is based on the observation that g H 1/2 (Γ) Eg H 1 (Ω) , such that we will realize the norm g H 1/2 (Γ) as Eg H 1 (Ω) in our cost functional. Another way to put this is to minimize
under the PDE constraint −∆u = 0 and possible constraints a ≤ trace(u) ≤ b. We conclude that the first-order optimality condition of this functional yields a variational formulation posed on the space of harmonic functions. In order to obtain a variational formulation which can be easily discretized, we include the harmonicity of the trial and test spaces via Lagrangian multipliers. This yields a mixed finite element formulation which can be discretized by simple finite element spaces.
Problem statement and main results

Notation
Let Ω ⊂ R d be a bounded domain with a Lipschitz boundary Γ. We use the classical Lebesgue and Sobolev spaces L 2 (Ω) and H 1 (Ω), as well as the space H 1/2 (Γ) on the boundary, which is defined via the Sobolev-Slobodeckii norm. The space H −1/2 (Γ) is the topological dual of H 1/2 (Γ) with respect to the extended L 2 (Γ) scalar product. We will frequently use the L 2 (Ω) scalar product, which we denote by (· , ·) Ω . The operation of taking the trace on Γ is denoted by γ; it is well known that γ :
An argument based on the Rellich compactness theorem shows that an equivalent norm on
For a function q ∈ H 1/2 (Γ), we denote by Eq ∈ H 1 (Ω) the harmonic extension, that is, Eq is the unique function such that
We define the space of weakly harmonic functions by
We will use the well-known fact that for u ∈ H 1 (Ω), it holds
For the analysis of the constrained problem, we introduce the closed convex sets H 1 ad (Ω) and H 1 ad (Ω), which consist of functions v in the respective spaces such that the trace γv satisfies the constraint (10c).
The continuous minimization problem
First, we will rewrite problem (1) . To that end, denote by u f ∈ H 1 0 (Ω) the weak solution of the homogeneous Dirichlet problem −∆u f = f . If we set (1) is equivalent to the minimization of
under the constraint
supplemented with possible constraints
The in the preceding inequality follows from stability of the problem (9b), while is the trace theorem. Hence, up to a multiplicative constant, the minimization of (9a) under the constraint (9b) is equivalent to the minimization of
and, if applicable,
Note that the space of harmonic functions is closed in H 1 (Ω). Hence, standard considerations as presented in [19, 32] show that the unconstrained problem (10a)-(10b) as well as the constrained problem (10) are well posed. This follows in particular from Lemma 6 below.
There exists a unique function u ∈ H 1 (Ω) such that u is harmonic, has trace g, and minimizes (10a). There holds stability
The same is true for the constrained problem (10).
Finite element discretization of the unconstrained problem
Our finite element discretization of the unconstrained problem (10a)-(10b) is to find
is the space of piecewise affine, globally continuous functions on some partition T h of Ω, and S 1 0 (T h ) is the same space equipped with vanishing boundary conditions, cf. Section 4 below for a precise definition. Our main result is the following.
Theorem 2. There exists a unique solution
is the exact solution of (10a)-(10b), then there holds the quasi optimality
where
As a corollary, we obtain the following convergence rates.
Corollary 3. Suppose that Ω ∈ R 2 is a convex polygon. Let u be the solution of problem (10a)-(10b), and u h ∈ S 1 (T h ) the finite element approximation of u defined in (11) . Then it holds
as well as
where h is the maximum mesh size of T h .
Finite element discretization of the constrained problem
Our finite element discretization of the constrained problem (10) is to find
Here, the convex set S 1 ad (T h ) denotes the subset of functions in S 1 (T h ) which fulfill the bound (10c). Our main result in this case is the following best approximation result.
Theorem 4. There exists a unique solution
is a convex polygon and the exact solution u of (10) fulfills u ∈ H 2 (Ω), then, for every ε > 0 there exists a constant C ε > 0 such that
Remark 5. In the constrained case it is not clear how to obtain convergence rates as in Corollary 3, as it is not obvious how to construct w h ∈ S 1 ad (T h ) such that the right-hand side of the estimate in Theorem 4 converges with O(h). This difficulty is due to the constraints. In fact, if we want to bound
we choose an arbitrary w h ∈ S 1 (T h ) and set w h := w h + E h I Car h γ(u − w h ). Here, I Car h is the so-called Carstensen interpolant [7] . This operator is bounded in H 1/2 (Γ), such that
Furthermore, the approximation error of I Car h has vanishing local average on nodal patches. This crucial property can be used to prove that u − I Car
, and hence
Thus, the infimum (13) can be bounded by
which, in turn, can be bounded by Lemma 10 and ubiquitous approximation results in Sobolev spaces by O(h). Quasi-interpolation operators preserving constraints do exist, cf. [29] , but it is not clear how to tweak them to obtain the bound (14) .
3 Analysis of the continuous problem
Variational formulation of the continuous minimization problem
We will now present the different variational formulations of problem (10) and comment on their equivalence. Let S : H 1/2 (Γ) → H 1 (Ω) denote the solution operator of (10b), i.e., S(g) = u where
It follows by well-known arguments that the unconstrained problem (10a)-(10b), for example, is equivalent to the problem to find g ∈ H 1/2 (Γ) such that
or, put differently, to find u ∈ H 1 (Ω) such that
The equivalence between (15) and (16) is given by g = γu. In order to avoid the discretization of S for the computation of St in (15) (i.e., to fulfill the restriction v ∈ H 1 (Ω) in (16)), one usually introduces the adjoint operator S . Here, we propose to include the condition (∇u , ∇v) Ω = 0 with a Lagrangian multiplier, that is, find
The finite element method (11) is a discretization of (17) by standard finite element spaces. We note that this problem is of saddle point type and a-priori analysis would have to be done accordingly. For example, we would have to check that discretizations allow for discrete inf-sup conditions. Furthermore, the variational formulation (18) that we propose for the constrained problem below consists of a variational inequality and equality. In order to facilitate the a-priori analysis, we will carry it out using the equivalent formulation (16) in case of the unconstrained problem, and the respective variational inequality for the constrained problem. To that end, we will show that conforming discretizations of (17) are equivalent to nonconforming discretizations of (16) and our a-priori analysis will be then carried out in the nonconforming setting only, using the Strang lemma. For the constrained problem (10a)-(10b)-(10c) we propose the variational formulation
Given g ∈ L 2 (Ω), the problem to
is well-posed, and so is the problem to
where H 1 ad (Ω) denotes a closed convex subset of H 1 (Ω). For problem (19) , this follows immediately with the Lemma of Lax Milgram, as b is obviously elliptic and bounded on H 1 (Ω), and the linear functional (v) := (g , v) Ω is bounded on H 1 (Ω). For problem (20) , this follows by the theory of variational inequalities, cf. [19, Chapter 2.1]. Note that H 1 (Ω) is a closed subspace of H 1 (Ω), and H 1 ad (Ω) := H 1 ad (Ω) ∩ H 1 (Ω) is a closed and convex subset of H 1 (Ω) and H 1 (Ω). Hence, we immediately obtain the following result.
Lemma 6. Suppose that g ∈ L 2 (Ω). Then, the problems to
and to
are well-posed: to each one there exists a unique solution φ ∈ H 1 (Ω), and it holds
As already stated at the beginning of this chapter, for g := u d the problem (10) is equivalent to problem (21) . Likewise, by well-known arguments carried out in [19, Chapter 1], problem (22) is equivalent to the constrained problem (10a)-(10b)-(10c). Lemma 6 is stated as to facilitate some duality arguments below, where it is necessary to solve problem (21) for general g ∈ L 2 (Ω).
Corollary 7. Problem (17), respectively problem (18), is well-posed, i.e., there exists a unique
Furthermore, problems (17) and (21) with g := u d are equivalent, and so are problems (18) and (22).
Proof. We start with problem (17) . Set g := u d in (21) and let u ∈ H 1 (Ω) be the unique solution. Now, define ϕ ∈ H 1 0 (Ω) as the unique solution to the problem
Then, it is easily seen that the pair (u, ϕ) solves (17), and fulfills the stated stability estimate. It suffices to show that this solution is unique. To that end, let (u, ϕ) be a solution of (17) with vanishing right-hand side. It follows that u ∈ H 1 (Ω) solves (21) with vanishing right-hand side, and hence u = 0. The resulting identity from (17) is (∇ϕ , ∇v) Ω = 0 for all v ∈ H 1 (Ω), which implies ϕ = 0.
To consider problem (18) we can argue as above. Let u ∈ H 1 ad (Ω) be the unique solution of problem (22) with g := u d . Defining ϕ ∈ H 1 0 (Ω) as above, we see that (u, ϕ) solves (18) and fulfills the desired stability estimate. To show uniqueness, suppose that (u 1 , ϕ 1 ) and (u 2 , ϕ 2 ) are solutions of (18) . It follows that both u 1 and u 2 solve (22), with g = u d , hence u 1 = u 2 =: u. It follows that for j = 1, 2
ad (Ω). Let us abbreviate the right-hand side above by , i.e.,
we conclude that (∇ϕ j , ∇ϕ j ) Ω ≤ (ϕ j ), and from u + ϕ j ∈ H 1 ad (Ω) we conclude that 2(∇ϕ 1 , ∇ϕ 2 ) Ω ≥ (ϕ 1 ) + (ϕ 2 ). Finally,
and we conclude that ϕ 1 = ϕ 2 .
Regularity of the solution
Problem (19) is actually a Neumann problem for −∆u + u = g with zero Neumann data. It is known that on smooth domains or convex polygons in R 2 , the solution has improved regularity u ∈ H 2 (Ω). Although the space of test functions for (21) is a proper subspace of H 1 (Ω), we can still obtain the same regularity result.
Lemma 8.
Let Ω be either smooth, i.e., having a C 1,1 boundary, or a convex polygon in R 2 . Suppose that g ∈ L 2 (Ω) and let u ∈ H 1 (Ω) be the unique solution of (21). Then u ∈ H 2 (Ω) and
Proof. Let u ∈ H 1 (Ω) be the solution of (21). For v ∈ H 1 (Ω), write v = Ev + (v − Ev) and note that v − Ev ∈ H 1 0 (Ω) to conclude
Now, according to [ 
and with (23) we conclude that the right-hand side of (24) is bounded by
Hence, the variational formulation (24) for u is actually a Neumann problem of the form
for some F ∈ L 2 (Ω) and h ∈ H 1/2 (Γ) with norms bounded by g L 2 (Ω) . According to [18, Theorem 1.10] there holds the regularity u ∈ H 2 (Ω).
Analysis of the discrete problem
We assume for simplicity that Ω ⊂ R d is a polyhedral domain with boundary Γ. Let T h be a regular, κ-shape regular mesh on Ω, i.e., T h is a finite set of open, d-dimensional simplices K ∈ T h such that Ω = ∪ K∈T h K, there are no hanging nodes, and h d K |K|, where h K := diam(K) denotes the element diameter and |K| denotes the volume of K. We denote the global meshwidth by h = max K∈T h h K . We define the space of globally continuous, piecewise polynomials of degree p ∈ N as
By S 1 (T h )| Γ we denote the induced piecewise polynomial space on the boundary Γ, and
We will use the Scott-Zhang projection operator J h : [31] . It has the well-known properties
we denote the discrete harmonic extension operator, i.e., the discretization of (6) , that is
Note that
Finally, we define the finite-dimensional space of discrete harmonic functions
Again, the spaces S 1 ad (T h ) and S 1 ad (T h ) denote convex subsets of functions which fulfill the constraint (10c).
Nonconforming a priori analysis
The following lemma follows straighforwardly as in the continuous case, cf. Corollary 7.
Lemma 9. The problem (11) has a unique solution (u h , ϕ h ) ∈ S 1 (T h ) × S 1 0 (T h ), and the problem (12) has a unique solution
, then u h solves the problem to
Furthermore, solutions of (29) and (30) are unique.
For later reference, suppose that φ ∈ H 1 (Ω) is the solution of problem (21) . Then, we define a finite element approximation φ h ∈ S 1 (T h ) as
Indeed, as S 1 (T h ) is not a subset of H 1 (Ω), the finite element discretizations (29)- (31) are nonconforming, and the a priori analysis for these problems has to be done accordingly. First, we will show an H 1 (Ω) bound for the error by applying the Strang lemma. This leads to a best approximation term involving discrete harmonic functions. In order to facilitate the application of polynomial approximation results, we will use the following result, which tells us that the best approximation of a harmonic function with discrete harmonic functions is as good as the best approximation by piecewise polynomials.
Proof. Let w h ∈ S 1 (T h ) be arbitrary. Then
According to the norm equivalence (5) and the identity (28), we have
We have the identity
which follows from the fact that φ and E h γw T are both discrete harmonic and E h γw h −J h Eγw h ∈ S 1 0 (T h ) due to (26b) and (28) . Using Cauchy-Schwarz, this yields
where we have also used the triangle inequality, φ = Eγφ, (26a), (26c), and again (5).
We will also need the following simple application of the Aubin-Nitsche trick.
Lemma 11. Suppose that ψ h ∈ S 1 (T h ). Then it holds
where v f ∈ H 1 0 (Ω) is the solution of −∆v f = f and v f = 0 on Γ. Proof. Due to the fact that ψ h − Eψ h ∈ H 1 0 (Ω) and discrete harmonic, we have for arbitrary f ∈ L 2 (Ω) and v T ∈ S 1 0 (T h ) the identity
An application of Cauchy-Schwarz finishes the proof. Now we can show an H 1 (Ω) bound for the error.
Theorem 12. With φ ∈ H 1 (Ω) the solution of (21) and φ h ∈ S 1 (T h ) the solution of (31), there holds
Proof. For w h ∈ S 1 (T h ), a Strang-type argument shows
For ψ h ∈ S 1 (T h ), we have
Here, the first identity follows from (21) and the second one follow from the fact that φ ∈ H 1 (Ω) and ψ h − Eγψ h ∈ H 1 0 (Ω). Hence, an application of Lemma 11 and
Using the bound (34) on the right-hand side of (33) and the triangle inequality, this yields
An application of Lemma 10 finishes the proof.
Now we can prove an L 2 (Ω) bound for the error.
Theorem 13. Let u ∈ H 1 (Ω) be the solution of problem (10) and u h ∈ S 1 (T h ) its finite element approximation. Then it holds
where v f ∈ H 1 0 (Ω) is the solution of −∆v f = f and v f = 0 on Γ, and φ g ∈ H 1 (Ω) is the solution of (21).
Proof. The Aubin-Nitsche trick for nonconforming methods, cf. [5, Chapter III, Lemma
where φ g ∈ H 1 (Ω) denotes the solution of (21) and φ h ∈ S 1 (T h ) its nonconforming finite element approximation (31) . As φ g solves (21), we conclude
where in the last step we used φ g ∈ H 1 (Ω) and Eu h − u h ∈ H 1 0 (Ω). Cauchy-Schwarz and (23) show
where we have used Lemmas 11 and (8) in the last step. The same argument can be applied to the second term, i.e.,
and again Lemmas 11 and (8) show
Applying Theorem 12 to φ g − φ h H 1 (Ω) and arranging the resulting terms proves the statement.
We can now prove Theorem 2.
Proof of Theorem 2. According to Lemma 8, we have the regularity u ∈ H 2 (Ω). Hence, ubiquitous approximation results in Sobolev spaces prove
Theorem 12 then shows u
is shown analogously with Theorem 13. The estimate u − u h H 1/2 (Γ) = O(h) for the trace of the error then follows by the standard trace inequality. The multiplicative trace inequality
, cf. [6, Theorem 1.6.6], shows the error estimate in L 2 (Γ).
Proof of Theorem 4. We will follow ideas from [14] . Due to the ellipticity and symmetry of b (we denote the ellipticity constant by α b ), we have for arbitrary v ∈ H 1 (Ω) and
Consider the first two terms on the right-hand side of (35). We set v = Eu h and conclude
where we used Lemma 11, property (8) , and Youngs inequality in the last step. For the third and fourth term on the right-hand side of (35), we integrate by parts to see
The triangle inequality, Lemma 11, and the estimate (8) show
where we used Youngs inequality and the estimate (25) in the last step. The last term on the right-hand side of (35) is bounded by
using the boundedness of b, indicated by the constant C b , and Youngs inequality. Plugging together the preceding estimates, we arrive at
where w h ∈ S 1 ad (T h ) is arbitrary. This proves the statement.
Numerical experiments
In this section, we will present numerical results in two space dimensions and for p = 1 to validate our theoretical findings. We implemented the numerical experiments in Matlab and based our code on the package p1afem, cf. [15] .
Experiment 1
We choose Ω = (0, 1)×(0, 1), f = 0 and u d (x, y) = x(1−y)−0.35 and do not impose constraints.
We use a sequence of uniformly refined triangular meshes T j and denote by N j the number of triangles of the mesh T j . As Ω is a convex polygonal, we expect the convergence rates as stipulated in Corollary 3, that is u − u j As the exact solution u is unknown, we use the finest approximate solution u J as reference solution and plot the squared errors u J − u j 2 H 1 (Ω) and u J − u j 2 L 2 (Ω) for j = 1, . . . , J − 1. In Figure 1 , we plot these errors and observe the theoretically predicted rates. In Figure 1 , we plot the approximate solution on a mesh with 65536 elements for comparison with the solution of Experiment 2 in Figure 4 .
Experiment 2
We choose the same data as in Experiment 1 and impose the restriction 0 ≤ g a.e. on Γ. We solve the discrete system (12) with the Primal-Dual Active Set Algorithm A.1 from [25] , cf. also [23] . In Figure 3 we plot the convergence rates in H 1 (Ω) and L 2 (Ω), using the same method as in Experiment 1. Again we observe the optimal rates. In Figure 4 we plot the approximate solution. Note that due to the restriction 0 ≤ g and the fact that u is harmonic, u has to be positive due to the maximum principle. 
Experiment 3
In this experiment, we use a problem with known exact solution, taken from [20] . If we set u d (x, y) = 2π 2 cos(2πx) sin 2 (πy) + sin 2 (πx) cos(2πy) , then the function u(x, y) = 0 is the exact solution of the problem (10a)-(10b). We plot the squared L 2 (Ω) and H 1 (Ω) errors in Figure 5 , and for both we observe an error of O(N −2 ). To explain this behaviour, note that as u is part of our approximation space, our method theoretically computes the exact solution. However, the right-hand side in (11) involves numerical quadrature of u d , and so the discretization error is bounded by the quadrature error. 
