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Global existence of solutions is proved for the system of partial differential 
equations which governs the nonlinear thermomechanical processes in a nonviscous 
solid under the assumption that the corresponding free energy density is of 
Ginzburg-Landau type. To allow for possible solid-solid phase transitions in the 
material, the stress-strain interrelation is not assumed to be monotone. 0 1989 
Academic Press, Inc 
1. INTRODUCTION 
In this paper we study the thermomechanical processes in a nonviscous 
one-dimensional heat-conducting solid of constant density p E 1 which is 
subjected to heating and loading. We think of metallic solids that not only 
respond to a change of the strain E by an elastic stress o = O(E) but also 
respond to a change of the curvature E, of their metallic lattices by a couple 
stress /J = I. This implies that the Helmholtz free energy density F is a 
potential of Ginzburg-Landau form, i.e., 
f’= F(E, E,, f4, (1-l) 
where 8 denotes the absolute temperature. In order to cover systems 
modelling first-order stress-induced and temperature-induced solid-solid 
phase transitions, as well as hysteresis phenomena, we do not assume that 
the stress-strain interrelation is monotone; i.e., we do not restrict ourselves 
to the case in which F is a convex function of E. 
An interesting class of materials, where both stress- and temperature- 
induced phase transitions occur which lead to a rather spectacular 
hysteretic behaviour, is the so-called shape memory alloys. 
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For these materials, the metallic lattice is deformed by shear, and the 
assumption of a constant density is justified. The simplest form for the free 
energy F that models the experimentally observed behaviour quite well and 
takes couple stresses due to changes of the lattice curvature into account 
is given by (see Falk [9, lo]) 
F(E, E,, ~)=F,(B)+~,(H-H,)E~-~~*&~+~~E~+~E:, (l-2) 
with positive constants 0i, y, c(,, Q, ~1~. Note that in the interesting range 
of temperatures, for 8 close to 0,) F is not convex in the shear strain E. For 
details of the corresponding model we refer to the works of Miiller 
and Wilmanski [ 151 and Falk [9, lo], and the references given there. A 
different model that also applies to the three-dimensional case has recently 
been introduced in Fremond [ 111 and Colli et al. [6]. 
The balance laws of linear momentum and energy read 
u,, - 0-r + PTX =fk t), in Q,, (l-3a) 
e, + q*- DE, - P&x, = g(4 t), in Q2,, (l-3b) 
where L2 = (0, 1) and, for t > 0, Q, = Q x (0, t). 
The physical meanings of the involved quantities are as follows: U, dis- 
placement; f, density of loads; e, density of internal energy; q, heat flux; g, 
density of heat sources or sinks. Since p is assumed constant, the balance 
of mass is ignored. In addition to (l-3a), (l-3b), the second principle of 
thermodynamics in the form of the Clausius-Duhem inequality postulates 
(l-3c) 
where S is the entropy density. 
We have the constitutive relations 
(l-4a) 
(l-4b) 
e=F+BS, (l-4e) 
q= +e I;) (l-4f) 
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where K > 0 is the (constant) heat conductivity. Note that (1-3~) is 
automatically satisfied. Finally, we assume F in the form 
F(E, E,, 0) = F,(e) + FI(@)F~E) + Fx(&) + 5 E:, (l-$9 
where y > 0 is a constant. The properties of the functions Fi, i = 0, 1, 2, 3, 
will be specified later. 
From (l-4a)-(l-4g) we derive the identities 
o= Fl(0)F;(&)+ F;(E), P = Y&x, S= -F;(O)- F;(B)F,(&), 
e=FU(H)-OF;(H)+(F,(e)-eF;(e))F,(&)+F~(E)+qE:. 
(l-5) 
Inserting the constitutive relations in the balance laws (l-3a), (l-3b) we 
arrive at the system 
u,, - (F1(e)f’XE) +F;(E)), + YU,,,, =f(x, t), in Q,, (1-6a) 
-e(Fd’(e)+F;(e)F,(&))e,-eF;(e)F;(&)&,--ex.~=g(x, t), inQ., (l-6b) 
&=U x7 in 0,. (1-6~) 
In addition, we prescribe the initial and boundary conditions 
u(0, t) = u,,(O, t) = 0 = u( 1, t) = u,,( 1, t), ffz [O, Tl, 
e,(o, t) = 0, -ml, t) = 4w, t) -e,(t)), tE co, n 
4x, 0) = U,(X), u,(x, 0) = Us, e(x, 0) = e,(x), XED. 
(l-6d) 
(l-6e) 
(l-6f) 
Here, 8, is the temperature of the surrouding medium, and c( > 0 is a given 
exchange coefficient. 
Problems related to the system (l-6a)-(l-6f) have been discussed by 
several authors for the case of viscous materials, i.e., if the stress contains 
a viscous component, 
aF 
~=-&+vu,,, (l-7) 
where v > 0 is a constant (the viscosity). 
For v > 0, y = 0, a global existence result was proved by Dafermos and 
Hsiao [S] and, under less restrictive growth conditions for F in 8, in 
Dafermos [7]. The results established in Niezgodka and Sprekels [ 161 and 
Niezgodka et al. [17] differ from those in the above-mentioned papers in 
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that they allowed the parabolic equation (l-6b) to degenerate. However, 
they had to assume the heat flux in the form 
Note that this form, introduced in Chen and Gurtin [5], does not comply 
with (1-3~). 
The nonisothermal situation has also been considered by Kawohl [ 131 
for heat-conducting viscous real gases and, for phase transitions in van der 
Waals fluids, by Slemrod [20,21]. For the isothermal case we also refer to 
the works of Andrews and Ball [4] and Pego [lS]. 
The assumption v > 0 (presence of a viscous stress) is crucial for the 
analysis developed in the above-mentioned papers. Indeed, a trick due to 
Andrews [3] can be employed to establish a global a priori bound for the 
strain E; at the same time, the regularity theory of parabolic problems can 
be applied to gain control of E, which appears quadratically in the energy 
balance. For v = 0, and also if v > 0, y > 0, Andrew? trick does not work. 
However, as we shall see later, the additional term yuXXXX in the momentum 
balance may be used to bound E a priori. From this point, an analysis 
similar to that used in Dafermos [7] can be employed to treat the case 
v > 0, y > 0. Since this appears to be rather straightforward, we do not 
concern ourselves with the case v > 0, y > 0 in this paper. 
If v =O, the situation is entirely different, and Dafermos’ [7] way of 
arguing no longer applies. To be precise, the estimates tated in Lemma 2.1 
in Dafermos [7] cannot be derived, and thus the control of E,, and conse- 
quently of the term -tlF;(e)F’-;(s)s, in (l-6b), is lost. 
It is the purpose of this paper to demonstrate that for v = 0, y > 0, the 
couple stress p = u,, can take over the smoothing role of the viscous stress. 
In Section 2, we prove the global existence of solutions. Unfortunately, the 
growth conditions which must be imposed on the potential F are con- 
siderably stronger than those which were necessary in Dafermos [7] for 
the case v >O, y =O. However, in view of the additional difficulties to 
control .st, this is only to be expected. 
The question what happens if v = y = 0 remains unsolved. The method 
presented here does not yield sufficient information to pass to the limit as 
y + 0 + . For numerical calculations, carried out for the case v = y = 0, we 
refer to Alt et af. [2]. 
2. GLOBAL EXISTENCE OF SOLUTIONS 
We are going to prove a global existence result for the system 
(l-6a)-(l-6f). The free energy density F is assumed in the form (l-4g); 
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furthermore, we require that, with suitable positive constants Ci, i= 1, . . . . 4, 
the following hypotheses are true: 
(Hl) F,, F, E C3[0, co), F,, F3s C3(rW). 
(H2) -@l;{(e) + F;(@F,(&)) > E, > 0, for (6, F) E [0, cc) x R. 
(H3) F,,(B) - OF;(e) + (F,(e) - BF’,(B))F2(.s) + F3(&) > Fz 1~1 - C3, for 
all (e, E) E [O, 00) x R. 
(H4) IF,(e)\ + IF;(e)1 + leF;(e)l G?,, for all eE [o, CO). 
Remarks. 1. Suppose F. has the usual form F,,(B) = 6, tl + b2 - 
C8 log 8, with 6,) 6, E R and C > 0. If F is of the special form (l-2) (which 
implies that C is the specific heat), then (H2), (H3) are satisfied, but not 
(H4). However, Hypothesis (H4) is merely an asymptotic growth condition 
and does not exclude the possibility that F may behave as (l-2) in the 
range of interesting temperatures and strains, i.e., for small IsI and 16 - 8, I. 
To see this, suppose that F3(.s) = --CQE~ + CQ.?, a in (l-2), and suppose F, 
is strictly increasing on [0, cc ). If F, changes sign at 8 = el, then d = aF/& 
is obviously nonmonotone in E for 8 < 8, provided that /F;(E)\ grows 
faster than IF;(c)1 for IsI -+ co and provided that F;‘(O)>O. A typical 
admissible F, is depicted in Fig. 1; a particular example is given by 
F,(e) = y, arctan(y,(B - e,)), with y1 > 0, y2 > 0. Clearly, (H4) is satisfied 
with this choice, and (H2), (H3) hold if F2 is bounded and yl, y2 are 
sufficiently small, 
2. During the course of the upcoming proof we are going to derive 
an a priori bound for llsll Lco(nrJ that depends only on T and the data 
(compare (2-llb)). Since the validity of this estimate does not rely on (H2) 
FIG. 1. Typical form of an admissible function F,(0). 
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or (H4), but only on (H3), the condition (H2) can be relaxed somewhat. 
Indeed, if we restrict our considerations to some finite time interval [0, T], 
then we need the inequality (H2) only for (0, E)E [0, co) x C--M, M], 
where M > 0 is the constant bounding llsll LmCnTJ a priori. 
For the data of the system we generally assume: 
WI f#,,(O, 00; L2(Q)) n c(d x CO, co)); 
ge c’@ x [O, co)); 
e+ cyo, co); 
g(x,t)~O,onSZx[O,co);0,(t)>O,on [O,co). 
(H6) u&$(Q)= (MP(Q) ( u(o)=U”(o)=o=U(l)=u”(1)}; 
241 E H,(Q) l-l H2(S2); 8, E H2(Q); 
K,(O) = 0, - rc&( 1) = a(e,( 1) - e,(O)) (compatibility); 
e,(x) > 0, on 6. 
We cite two auxiliary results for later use: 
LEMMA 2.1 (Nirenberg’s Inequality; See Adams [ 11). Let i, Jo N u (0 >, 
i<j, 1 <r, q< +m, and 
a = r(iq + 1) 
r-q+jrq’ 
Then there holds (with positive constants C, , C,) 
(2-l) 
provided the quantities on the right-hand side are finite. 
LEMMA 2.2 (Interpolation; See [ 14, II, Lemma 3.11). Let w: 8, + R 
denote a function such that there exist vig (0, 11, K, > 0, i= 1,2, which 
satisfy 
max Iw(x, t)-w(x, t)l <K, It--tl”*, Vt, 7 E I% n (2-3a) 
O<X<I 
max lw,(x, t)-wh, t)l dK2 lx-yI”z, vx, YE co, 11. (2-3b) 
O<I<T 
Then there is some K, > 0 such that 
max Iw,(x, t)-w,(x, z)l dK, It--zl”f”z’(l+“z), vt, T E [O, T]. v-4) 
O<XSZl 
We are now in position to formulate the main result of this paper: 
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THEOREM 1. Let T > 0 be arbitrary, and let the hypotheses (Hl )-(H6) be 
satisfied. Then the system (l-6a)-( l-6f) admits a solution pair (u, 0) where 
m, t) > 0, on Sz,, (2-5a) 
UE w2”?o, T; L’(m)) n W’.“(O, T; B’(Q) nH2(Q)) n L”(0, T; f/4,(~)), 
(2-5b) 
OE H’(0, T; H’(Q)) n L2(0, T; H3(Q)). (2-5~) 
Proof. We divide the proof into several steps. 
Step 1. Galerkin approximation. 
Let (z,},?, denote the set of eigenfunctions to the problem 
z”“(X) -,Az(x) = 0, in(0, l), z(O)=z”(O)=O=z”(l)=~(l), (2-6) 
and put Z, = span{z,, . . . . z,}. It is well-known that u,“= i Z, is dense in 
the spaces L2(Q) and Hz(Q). 
Moreover, since the zj, Jo N are sine functions, it follows that z” E Z, for 
z E Z,. We consider the problem: 
(G,) Find a time interval [0, T,,,], T,,,>O, and functions 
i!m)~ C’[O, T,], 1 <jQm, and IKE C2’1(QTm)n C(QTm), such that with I 
lP) =,g, pz, (2-7) 
the following is true, 
lP)( .) 0) = Pmuo, uf% 0) = QA, (2-8a) 
fP)( ‘) 0) = e,, (2-8b) 
e:?(o, t) = 0, +e;?(i, t) = a(e(m)(i, t) - e,(t)), for tE [IO, T,], 
(2-8~) 
as well as 
-ecm)(F;(e@)) + F;(e(m))F2(u(m) x)), XX e(m)- Kc(m) 
- e(m’F;(e(m))F;(u~~))~~~) =g(x, t), in Q,, (2-8d) 
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and, for every t E [0, T,,,], 
s n[ u;y’- (F,(6cm))F;(uj;“‘)+F;(uj;m)))x+yu~~~,-f]~ dx 
= 0, forall qE.Z,. (2-8e) 
Here, Q, (P,, respectively) denotes the H2(Q)-orthogonal (H4(Q)- 
orthogonal, respectively) projection onto Z,. 
(G,) is an initial value problem for an ordinary system coupled with a 
nonlinear parabolic initial-boundary value problem. In view of the general 
hypotheses, it is a standard application of the contraction mapping prin- 
ciple in an appropriate function space to see that (G,) admits a unique 
local solution (ucm), e@)). 
In the sequel, we are going to derive some global a priori estimates 
which on the one hand imply the global existence of (u@), ecm)) and on the 
other hand are sufficiently strong to admit the passage to the limit as 
m + co, whence the asserted existence result will be established. 
To this end, let 
T,’ :=sup{T> T,,, 1 ( u(~), @“)) can be extended onto [0, T]}. (2-9) 
Now observe that u(~)E C’( [0, T, J; Cm(B)) and ecrn)~ C’*‘(Q,) A 
C(n,). From (H5), (H6) and the maximum principle for parabolic 
equations (cf., Protter and Weinberger [19]) it follows that 
@“‘(x 3 t) > 0, on Sz,, (2-10) 
as long as T<T,+. 
For the next step of the proof, let m E fV be fixed, and let always T< T,’ . 
To abbreviate the exposition, we will always omit the index m. We also 
omit the arguments of the involved functions, if appropriate. Furthermore, 
C > 0 and Ci > 0, i E N, denote generic constants that possibly depend on 
T, but not on m. We also use the notation E = u,. 
Step 2. There exists some C > 0 such that 
sup I (u;(t) + u;,(t)) dx < C, OCr<T f? 
Ilull sync) + lluxll LynT) G CL 
(2-lla) 
(2-llb) 
Proof: To verify (2-l la), take q = U, E Z, in (2-8e) and integrate over 
[0, t]. Integration by parts leads to 
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whence, via Young’s inequality and (l-5), 
dxdr<C,+C,j-‘j. uf dx dr. 
0 n 
Next, recall that 
- e(~;(e) + F;‘(e)F,(&))e,- eF;(e)F;(+, 
=-e(g),= -(e$Jr+ge,. 
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(2-12) 
(2-13) 
(2-14) 
Consequently, integration of (2-8d) over Q, and addition of the obtained 
result to (2-13) leads to the energy inequality 
But, due to (H3), 
(2-16) 
and thus (2-1 la) follows from Gronwall’s lemma. In addition to (2-lla), 
we have shown that 
sup s lu,(t)l dx< C. (2-17) O<l<T Q 
Consequently, in view of the boundary conditions, 
II4 Lffi(QT) fs c. (2-18) 
Finally, apply the Nirenberg inequality to see that, for any t E [0, T], 
II%(~)llL”(R) s c, li~,mi~~~, ii4011 Zl;tn, + c, ilw~i.~~,,~ (2-19) 
whence the boundedness of IIu,JI Lm(RTj follows. i 
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Step 3. There exists some C > 0 such that 
sup 
(i 
(4,(t) + L O<l<T Q (t)+e;(t))dx+e2(1, t) +JJ*o:drat<c, i 
(2-20a) 
T 
si I3f.,dx dz Q C, (2-20b) 0 R 
IPll C’/2(Q,) G c, (2-2Oc) 
ll~rll LyQT) + /Iu,,II L”(Qr) G c. (2-20d) 
Proof: Assume that (2-20a) is already proved. Then it is easily seen that 
4x, 1) = J;; et& t) & satisfies the assumptions of Lemma 2.2 with 
vi = v2= $. Consequently, 8 is bounded in C?([O, T]; C(D)). But then 
(2-20b) is an immediate consequence of (I-6b) and (2-20a). Thus, 8 is 
bounded in the space W:‘(sZ,) introduced in [14], and (2-20~) follows 
directly from [ 14, II, Lemma 3.31. Finally, (2-20d) is an immediate conse- 
quence of (2-20a) in connection with (2-1 la) and the Nirenberg inequality 
(2-2). 
To verify (2-20a), recall that 4” E Z, whenever q E Z,. We thus may sub- 
stitute q = -u,,~ into (2-8e) and integrate over [0, t] to obtain, via 
integration by parts, 
2; j (u:,(t) + v:,,(t)) dx - j (f',(W;(E) + ~;(~))(t)u,.x.x(t) dx 
n R 
+ j; ja uxxx -$ (F,(O)F;(c) + F;(E)) dx dz - C, (2-21) 
Here we used (2-lla), (H5), (H6), and (Hl). 
Now let 6 >O be some constant which will be specified later. Using 
Young’s inequality, we conclude from (2- 1 lb), (Hl ), and (H4), that 
lZ,l = j u;,,(t)dx+6-‘G. 
n 
(F,(O)F;(E)+F;(&))(t)u,,,(t)dx <6 j R 
(2-22) 
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(2-24) 
(2-25) 
Combining (2-21)-(2-25), we deduce the estimate 
I 
<6 IS 8:dxdz+C,+‘. (u;,+&,)dxdt (2-26) 0 R 
Next we multiply (2-8d) by 0, and integrate over Sz,. Using integration by 
parts, we obtain 
o= {‘J” [-e(Fd’(e)+F;‘(e)F2(E))e:-el;;(e)F;(E)U,,e,-ge,] dxdz 
0 R 
+ tl jr (e(l, g - e,(z))e,(i, Z) d7 +z jQ (e:(t) - (e;)*) dx. (2-27) 0 
By (Hl), (H2), and (2-llb), lOF;(O)F;(s)I is bounded. 
Thus, using (H2), (H5), and Young’s inequality, we may conclude that 
I,= ’ II [ -e(zy(e) + zy(e)F,(&))e: - ezqe)zq+,,e, -ge,] dx dz 0 R 
>(+iS)~j’j tI;dxdz-C8&’ (l+j;jQ.:,dxdT). (2-28) 
0 R 
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Moreover, 
I2= -j~e,(r)e,(l,i)dr$ -e,(r)B(l,I)+j’H~(r)B(l,t)m 
0 0 
3-682(1J)-C,.6~’ (2-29) 
Thus, from (2-27 )-(2-29), 
(F,-s)S'j efdxdz+ T-6 82(i, t)+: j e:(t)dx 
0 R ( > n 
GC,,.F'. 1+ t 
( jj 
u;,dxdz+ '02(i,r)d7 . 
0 R i 0 ) 
(2-30) 
Adding (2-26) and (2-30), choosing 6 > 0 appropriately small, and using 
Gronwall’s lemma, we finally arrive at (2-20a). 1 
Step 4. There exists some C > 0 such that 
sup 1 (C,(t) + L O<r<T Q 
(t))dx+ j’j (ef,,+e;,)dxdzgc, (2-31a) 
0 R 
sup 5 uf,( t) dx < c. (2-31b) O<I<T Q 
Proof Assume that (2-31a) is already proved. Then (2-3 lb) 
immediately follows from inserting q = u,, in (2-8e) and applying Young’s 
inequality. 
To derive (2-31a), substitute q = u,,~,,~E 2, into (2-8e) and integrate 
over [0, t]. Due to the boundary conditions, we obtain via an integration 
by parts 
+; ja (u:,,,(t) - uL,(W dx - I, Cfkxd, dx + j; j/~xxxx dxdz. 
(2-32) 
By the already derived estimates, 
(2-33) 
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Moreover, 
s (u:,,(o) + L,(O)) dx G c*. (2-34) R 
Recalling (2-20at(2-20d) and (H 1 ), we also have 
Applying Young’s inequality and invoking (2-33k(2-35), we conclude from 
(2-32) that 
I (4,,(t) +Lx, R (t)) dx < C5 + C, j; jQ of, dx dT 
+ G j; i, (u:x, + &,,) dx dz. (2-36) 
Next, we differentiate (2-8d) formally with respect to x to obtain that 
2 = 8, satisfies a parabolic initial-boundary value problem of the form 
Z(x, 0) =&Ax), XEQ, (2-37a) 
Z(0, t) = 0, Z(L I)=% (e,(t)-e(l, t)), Obt<T, (2-37b) 
-e(Fd’(e)+P;‘(e)F,(&))z,-Ic~,,-(ICl~(e, 4 +ti2(e, E)u,,)z 
=g, + hut 4~d, + h(e, 4~,, + hut 4~,,,, in Q,, (2-37~) 
where the quantities tij( 8, E), j = 1, . . . . 5, are, due to (Hl ) and the previously 
derived estimates, bounded in L”((l,)). 
Moreover, +,(e, s)e,++,(& E)u,, is bounded in L2(G?.), and 
g,+ tide, 4t41 + huh ~~~~~~~~ is bounded in L2(Q,). Note that also 
Z( ., 0) E H’(B). Finally, recall that 13 is already bounded in the space 
W2’(9,) introduced in [ 141. Consequently, we may apply [14, III, 
Theorem 9.11 to obtain the estimate 
j; jQ (ez, + Ed,,) dx dz = j; jQ (Z; + Zf,) dx dz < Cs + Cg j; s, uzXt dx dT. 
(2-38) 
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Combining (2-36) and (2-38) and invoking Gronwall’s lemma, we have 
sup s (u:,,(t) + &,x(t)) dx d Cl,, (2-39) O<rsT Q 
whence (2-31a) follows. 1 
Step 5. Passage to the limit as m + GO. 
At first, the a priori estimates imply that the solutions (@), ecm)) of 
(G,) exist globally. Moreover, to any T> 0 there exists some 
C = C(T) > 0, independent of m E N, such that 
IWrn)ll l, LYO,T;L*W) + II~~~~xll~~(~.7;~*(~~j + lI~~~,)IILU(0,T;L2~~)) < C, (2-40a) 
IIV’II L.Qs+)  11~211 LQ27) + lI~~~h(nT) <c. (2-40b) 
From standard compactness arguments we conclude the existence of a pair 
(u, fl) of functions satisfying 
u E Wz3”(0, T; L2(f2)) n W’%“(O, T; H’(Q)) n L”(0, T; Hz(Q)), (2-41a) 
8 E H’(0, T; H’(Q)) n L*(O, T; H3(Q)), (2-41b) 
such that (possibly for a subsequence) we have the convergences 
(2-42a) 
(2-42b) 
(2-42~) 
(actually, (2-40a), (2-40b) imply much stronger convergences). 
Passing to the limit as m + co, we conclude that (u, 0) is a solution of 
(l-6a)-(l-6f). Moreover, by the maximum principle, 0 is positive on 8,. 
The proof of the theorem is complete. 1 
Remarks. 3. The strain U, is continuous on 8,. Thus, if (l-6a)-(l-6f) 
constitutes a model for a phase transition as in the case of shape memory 
alloys, there will be no sharp interfaces between the different phases. 
NONCONVEXGINZBURG-LANDAUENERGIES 347 
Instead, there will be a (possibly narrow) transition layer of finite 
thickness. 
4. We have not given optimal regularity results here. 
5. It is not difficult (although tedious) to prove the uniqueness of the 
solution. To abbreviate our exposition, we do not present the lengthy, but 
rather straightforward, calculations here. For a uniqueness proof in a 
similar problem, we refer to Hoffmann and Zheng [ 123. 
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