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ABSTRACT An important aspect for designing precisemedical therapies is to have an accurate knowledge of
protein protein interactions involved in the process. Next generation sequencing technologies for discovering
novel genes are fuelling an information explosion that allows researchers to study these molecules in
previously unimagined ways. A profound understanding of these biological components promises great
leaps for the field of medical sciences, i.e., by designing personalized/preventive medicines, or by curing
the life threatening diseases including many types of cancers etc. However, experimental techniques are
slow and noisy; and usually report false interactions. These limitations prompted a surge of interest in
computational techniques to infer the true interactions. In this paper, we propose and evaluate a Neural
Network based approach for deciphering the interactions of Saccharomyces cerevisiae species proteins. The
novelty of this approach lies in integrating the evidences (broadly classified as structural and non-structural)
in a hybrid fashion. The structure-based evidences include, geometrical features extracted from individual
homolog templates, e.g., interacting residues, interfacing residues, binding sites of proteins etc., while the
non-structural evidences include, biological process, molecular function, cellular component andmotif based
similarities. These features are combined using Neural Network based classifier to predict true interactions.
The algorithm showed encouraging results, when benchmarked for Saccharomyces cerevisiae’s interactome,
retrieved from the STRING database; with an accuracy of 92% for functional association networks, while
on protein interaction networks the accuracy remained 83%.
INDEX TERMS Artificial intelligence, gene ontology, geometrical features, neural networks, P3I (prediction
of protein-protein interactions), personalized medicine, protein binding sites, protein interaction network,
protein structure.
I. INTRODUCTION
In a biological cell, proteins are the most abundant molecules
after water. The mutual interactions of these molecules result
into staggering biological complexities which ultimately is
the foundation of life. With the advancements of next genera-
tion sequencing technologies, new genomes are sequenced,
uncovering novel proteins, while their interactions remain
unknown. An important step at the forefront of artificial intel-
ligence and computational biology is to map the interactions
of proteins that include: protein to DNA interactions, protein-
protein interactions (PPIs), protein to RNA interactions and
The associate editor coordinating the review of this manuscript and
approving it for publication was Xiaochun Cheng .
interactions of proteins with small molecules. A profound
understanding of these interactions will lead to better devel-
opment of antibacterial compounds, personalized therapies,
and vaccines etc.
The classical approach to solve this problem is to use
conventional wet lab experiments that include, “co-complex”
interaction maps (which help to identify protein vs protein
(bait) associations) [1], [2], Protein-fragment Complemen-
tation Assays (PCA) [3], or Yeast two-Hybrid (Y2H) [4]
methods etc. These methods are inherently time consuming,
and costly. Due to these limitations these methods can’t be
used to identify the true protein interaction networks of many
unravelled genomes or even to prone the noisy interaction
data present in various interaction databases.
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Many researchers in the last two decades utilized artificial
intelligence based techniques incorporating a wide spectrum
of biological information e.g., sequence homology, phyloge-
netic profiles, and protein’s co-expression data, just to name a
few, to predict genome-wide interactions of proteins [5]–[8].
However, recent comparative studies show that there is still
a huge gap between the number of known genomes and their
true interaction maps, [9], [10].
Most of the computational methods that achieve high pre-
diction accuracy for PPIs, utilize structural information of
proteins in one way or the other e.g., [11], [12]. The bottle-
neck for such methods is the sparsity of available structural
information, which is evident from a vast gap between the
number of protein sequences in sequence databases to the
number of sequences with known structure. For example,
a well known modal organism of Saccharomyces Cerevisiae
has only 10% proteins with known structure [13].
FIGURE 1. Sequence homology based connection between a functionally
unknown protein of Saccharomyces cerevisiae’s species with well known
proteins of other species. [7].
The sparse structural proteins can be associated through
structural homology both within and across species (an exam-
ple can be seen in Figure 1), using the standardized struc-
tural databases, such as, the PDB (Protein Data Bank)
database [14] etc. The structural homology links are estab-
lished using shared geometrical features of individual
templates. A method based on this type of information was
proposed by [11], which has shown significant improvement
in PPIs prediction accuracy. However, methods based on geo-
metrical features exhibit degraded performance on proteins
for which the homolog templates vary in structural details
(i.e., the templates have varied geometry, interfaces, binding
sites etc.). One way to deal with this issue is to incorpo-
rate additional information that could be non structural but
strongly associates with the interactions, for example, the bio-
logical process ontology information of a protein which is
believed to be linked with protein interactions.
In this paper, we propose a hybrid approach called P3I
(Prediction of Protein-Protein Interactions) that integrates
both structural and non-structural information for evaluating
the likelihood of interaction given a pair of proteins. The nov-
elty of P3Imethod lies in constructing a model that integrates
the structural features with a number of non structural fea-
tures such that the likelihood of true interaction is captured.
The structural features are mainly constructed by using the
geometry of structural homolog templates, whereas, the non-
structural features are designed using well known higher
level knowledge that strongly associates to interactions, such
as, the gene ontology based similarity, as well as the motif
based similarity. The incorporated hybrid features are suitable
for heterogeneous homolog templates because of their wider
availability across various genomic sequences. The incorpo-
rated features are strongly associated with protein functions
and since proteins interact to perform some functions, there-
fore; it significantly contributes in accurate elucidation of
potential PPIs. Lastly, the hybrid features are passed to the
artificial neural network classifier for evaluating the confi-
dence of interaction for the input protein pair, which is a
probability score depicting the confidence of interaction.
The remaining part of the paper is organized as follows:
In Section 2, we outline the current state of the art techniques
used to solve the problem of protein interaction prediction,
starting from the most primitive feature based techniques to
the most advanced feature based techniques (utilizing hybrid
features). Furthermore, in Section 3, we present the proposed
methodology (P3I) based on hybrid types of features to
prediction protein interaction when given a pair of proteins
as input. We demonstrate in Section 4, the effectiveness
of our approach for predicting the interactions of the most
widely studied model organism of Saccharomyces cerevisiae.
In section 5, we provide a comprehensive discussion of the
proposed technique on obtained results and their relevance
to our hypothesis. In the last section we conclude our study
along with potential future considerations.
II. BACKGROUND
The interactions of proteins are of paramount importance due
to their involvement in almost all the biological phenomenon.
With the advancement in sequencing technology, more
specifically the emergence of the next generation sequencing
technologies, molecular blueprints of many organisms are
uncovered. However, the mutual association of these proteins
i.e., their interaction information, still needs to be unravelled
The precise knowledge of PPIs is restrained because of the
intricate complexities of macro-molecules that tumble and
twirl in a small droplet of water both within and outside a
living cell. On the other hand, precise knowledge of PPIs
is required to understand biological organisms as well engi-
neered systems.
There are various experimental methods devised to
predict protein-protein interactions. The most famous of
these include: Protein-fragment Complementation Assays
(PCA) [3], Yeast two-Hybrid (Y2H) [4], co-complex inter-
action maps [1], [2] etc. Unluckily, experimental techniques
due to their biological nature have not been to scale up with
the number of available genomes. Additionally, experimen-
tal approaches result in noise which ultimately results in
either false negative or false positive interactions of proteins.
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These limitations pose a challenge and only a few protein-
protein interactions remain characterized. On the other hand,
high throughput technologies are resulting into a huge volume
of protein sequences who interaction remain uncharacterised
The very fundamental type of information that PPIs pre-
diction algorithms integrate is the amino acid sequence (also
called the primary sequence) of a protein. A protein’s pri-
mary sequence is the most basic as well as amply available
information which is widely used by PPI prediction algo-
rithms It encodes many functional features of a protein. A lot
of initial techniques in the area utilized this information to
capture phylogeny using sequence and structural homology.
A technique based on evolutionary information deduced from
the structural conformations and protein activity relationships
was proposed by [15]. This method utilizes phylogeny to
estimate the possibility of interaction by integrating the phy-
logeny based features in their model.
Some scientists in [16], utilized the sequence information
to make a cascaded classifier based on rotation forest and
auto correlation descriptors. The authors of this study inte-
grated the varied nature of two classifiers rotation forest and
auto correlation descriptor to deal with the noisy nature of
PPIs; which ultimately improved the prediction confidence
of PPIs. The authors have shown enhancement in the interac-
tion prediction results for the proteins of Helicobacter pylori
and Saccharomyces cerevisiae species. Likewise, the authors
in [17], have suggested to use the sequence information by
computing alignments with different species proteins. In this
work, they exploited the sequence similarity as the basis for
deciphering potential interaction among proteins, as proteins
interact to perform some functions and sequence similarity
is strongly related to protein functions. For this purpose
they chose Bayesian classifier to combine alignment based
scores of potentially interacting proteins. A similar work was
carried out by [18], which is also based on sequence only
information. The authors reported significant progress over
the previous works.
The next generation sequencing result in complete protein
sequences ofmanymodal organisms, that are utilized inmany
in-silico methods to cluster protein (by utilizing the interac-
tion information) into related networks, thus providing under-
standing of functional associations for interacting proteins.
A related work was done by [19], in which the researchers
construct features from evolutionary trees and later com-
bine them with some properties of the gene ontology. They
reported significant improvement in terms of increase in
true positive predictions when tested on the proteins of the
Saccharomyces cerevisiae species.
In addition to utilizing the sequence information, vari-
ous authors in [20], incorporate concepts from well known
fields including, probability theory, graph theory, and graph-
ical models etc., to predict the interactions among proteins.
The authors proposed a probabilistic model to decipher the
true interactions. They have reported predictions for human
species proteins and precisely recovered 40,000 predictions.
Furthermore, the high accuracy was attributed to probabilistic
scores obtained by integrating interaction data, gene expres-
sion data as well as protein domain data.
In the same vein, many articles, e.g., [21], [22] etc., have
focused on the utilization of probabilistic paradigms to pre-
dict protein-protein interactions. For example, in order to
build an interaction prediction model the authors in [21]
proposed a generative probabilistic model while using the
graph biclique properties. They reported results for Saccha-
romyces cerevisiae species proteins. The researchers in this
study converged to the hypothesis that the use of naïve dupli-
cation divergence model is more affective while comparing it
with state of the art preferential attachment model. Moreover,
a same kind of work has been reported by [22] that predicts
the interaction network of Saccharomyces cerevisiae species
proteins using probabilistic models. The features based on
probabilistic models were combined with non-structural fea-
tures using Bayesian classifier.
Protein domains is an important type of information linked
with non-transient interactions. In addition to probabilistic
models, some researchers e.g., [23], have used the protein
domain knowledge to predict the protein-protein interactions.
The initial work in this area has concentrated on utilizing
features based on a single domain to function association.
It was misunderstood that protein domains perform only one
type of function. With the passage of time and evolution in
technology, it became evident that a domain is associated
withmultiple types of protein activities. Similarly, the authors
in [23], have used features based on multiple domains to
predict protein-protein interactions.
An important type of information that is tightly bonded
with protein functions, complex formations as well protein
interactions is the structural information of a protein. The
structural conformation of a protein determines the the poten-
tial interacting partners of that protein. A very famous tech-
nique was proposed by [24], in which the authors integrate
features based on structure (as well as sequence) informa-
tion to derive potential interactions. The researchers in this
study, utilize sequence fingerprints and integrate them with
structure based association scores to predict PPIs. Some
researchers [25], suggested using protein structure data to
identify the types of interactions a protein may be involved
in. They utilized the statistics computed from structural
geometry and used these score with SVM (Support Vector
Machines) classifier to predict the PPIs. Another group of
researchers in [26], incorporated another variation of geo-
metrical features e.g., conserved patterns on interfaces of
interacting proteins, to predict PPIs. This interaction specific
structural information was reported to improve the prediction
results.
Lastly, the most recent schemes that combine both
structural and non structural information in a varied way
are reported to outperform the previous methods, e.g., [13],
[27]–[30]. The authors in these methods calculate the hetero-
geneous features and combine them using classical machine
learning hypothesis functions e.g., Bayesian likelihood,
SVM, neural networks (NN) etc. The authors in [13], reported
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FIGURE 2. Flow diagram of the proposed model P3I (Prediction of Protein-Protein Interactions).
that a combined information based model outperforms the
single information based model. The method was validated
for Saccharomyces cerevisiae species proteins.
In [27], the authors also compute hybrid features
(i.e., structure based and non-structure based) and combine
them using Bayesian likelihood. They reported to have higher
accuracy based on hybrid feature than structural information
alone. The hybrid features combine different aspect of the
molecular activity of proteins, therefore; such information
results in an enhanced confidence score of interactions, as
interactions occur to perform some activity at the molecular
level. In light of these observations, in our work we also
employ hybrid features in a unique way that are known
to be strongly related to the activities of proteins. We use
them to build a model that predicts the PPIs with a high
confidence.
III. MATERIAL & METHODS
The interaction network for the proposed algorithm was
retrieved from the the most established STRING (Search Tool
for the Retrieval of Interacting Genes/Proteins) database [31],
covering direct (physical) as well as indirect (functional)
interactions. Our method (P3I) combines both protein
structural information e.g., interfacing residues on a pro-
tein’s surface, potential binding residues etc., and non-
structural information e.g., gene ontology based functional
context, shared motifs etc., to infer protein-protein interac-
tions. Another important aspect of this technique is that it
exploits protein homology, and can easily be applied on a
wide range of uncharacterised proteins resulting in increased
coverage. We divide the proposed scheme into eight steps
(as shown in Figure 2) and explain each step in detail, in the
following subsections:
STEP 1: BLAST FOR HOMOLOG STRUCTURES
Our algorithm takes as input a potential protein pair, say P1
and P2 (we utilize Uniprot [32] IDs in our implementation).
For each protein the prediction of PPIs becomes easier if we
have some knowledge about its structure. In the first step of
our algorithm, we associate each query protein Pi with some
known structures. For this purpose, we utilize protein homol-
ogy information to establish this link. We use homology
because evolutionary relationships between species suggest
that the homolog as well as orthologous proteins of different
species, whose functions have been established before spe-
ciation event and which share high sequence similarity are
more probable to have same structure as well as function.
A proteins amino acid sequence information is key to
establish protein homology. It is well understood that if two
proteins have an alignment score of more than 25 % then they
are more likely to be homologs [33], [34] and are more likely
to have similarity in structure and function. To find homolog
similarity we run a BLAST [35] search for our input proteins
against the protein’s NR database, with an E-value cut-off
of 0.0001. For each query protein we pick the model structure
with the highest sequence similarity. The model structures
are named as NT and MT. The model structure’s detailed
information is also downloaded from PDB [14], which will
later be used in structural modeling.
STEP 2: FIND STRUCTURAL NEIGHBORS
Homolog structures alone are not sufficient for drawing any
conclusion about interaction. In the second step in order
to enhance prediction confidence, the method searches for
structural neighbors of each model structures NT, and MT.
For this purpose, the model structures are queried to VAST+
(Vector Alignment Search Tool Plus) service [36] to obtain
VOLUME 7, 2019 179637
H. Ur Rehman et al.: Identification of Yeast’s Interactome Using Neural Networks
structural representatives. VAST+ service is provided by the
NCBI (National Center for Biotechnology Information) con-
sortium and is based on the standardizedMolecularModeling
Database (MMDB) database. The VAST+ service returns
structures that have very similar 3D conformation to the query
structure. For each queried model structure, the service cal-
culates geometrical similarities with MMDB database struc-
tures, without regard for sequence similarity. Thus the service
is able to detect distant homolog structural neighbors. Among
the returned structural representatives, we select the top ten
structural representatives. The threshold of ten is selected
to reduce computational overhead of the modeling phase
(i.e., step 4 and 5). The identified structures are called:NTi for
model structure NT andMTi for model structureMT, (where,
i = 1,2.....10).
STEP 3: PAIRING OF REPRESENTATIVE TEMPLATES
For each query protein, so far, we have found one homolog
structure and ten representative structures for each homolog
structure. To evaluate the interaction strength of query pro-
teins P1 and P2, we make pairs of all extracted structural
neighbors i.e., NTi with MTi (where i = 1,2.....10), which
means NT1 pairs with MT1, MT 2.... and so on up to MT 10,
likewise we repeat pairing for NT2, NT3 .... up to NT10. Thus,
we generate a total of 100 templates. The template pairing
is done to assess the encoded interaction strength of each
template with the other. The higher this strength the more
likely the proteins are to interact.
STEP 4: STRUCTURAL FEATURES
Once the template pairs are made, next step is to identify
their interaction strength. To capture the physical interaction
affinity, in the subsequent subsections, we calculate a number
of structural features.
STEP 4.1) INTERACTING RESIDUES AND BINDING SITES
To identify the interacting residues and binding sites in the
template pairs, we identify two types of residues in each
template pair i.e., 1) interacting residues and 2) residues that
are the binding sites, which will later be used in the model to
calculate scores.
The first type of residues i.e., the interacting residues in
the template pairs, are extracted using a tool calledMultiprot,
which is part of PRISM (PRotein Interactions by Structural
Matching) protocol and is proven to be very successful in
identifying interfacing residues [37], [38]. The Multiprot
model is designed with the conception that globally different
structure proteins can interact using small portions of simi-
lar conformation residues. By using this tool the interacting
residues are computed for each template pair.
For identifying the second type of residues that are binding
sites we utilize the PDBeMotif server by EuropeanMolecular
Biology Laboratory (EMBL) [39]. PDBeMotif is a very rapid
and powerful search tool that facilitates the exploration of
binding sites in protein’s structural templates. The binding
sites are key to a substantial share of interactions that occur
among proteins. The PDBeMotif is used to identify the bind-
ing sites, among the interacting residues of the template pairs.
STEP 4.2) INTERACTION MODELS
To capture overall interaction strength we build interaction
models Mod ij by overlaying the template pairs NTi and MTj
over the homolog template NT and MT. Against each input
query there are 100models in total, built from 10x10 template
pairs. Each model Mod ij is used to calculate four structure
based scores; in addition the scores of all the models are
combined to give an overall structural score.
STEP 4.3) STRUCTURAL INTERACTION SCORES
The structural interaction scores are calculated by combining
the structure information extracted for each template pair
NTi and MTj i.e., # of interacting residues and the # of
binding sites. This information is further utilized to calcu-
late four scores for each interaction model Mod ij. Our first
score is named as <(1)Modij , where Mod ij represents the inter-
action model. <(1)Modij denotes the number of shared inter-
acting residues between the template pair (NTi and MTj)
and homolog structures (NT and MT), in interaction model
Mod ij. For arbitrary sequences of templates the <(1)Modij score
integrates the interaction strength between the pairs by con-
sidering the interacting amino acids that are conserved.
<(2)Modij represents the second score and is evaluated by tak-
ing the ratio between the total number of interacting residues
and the average number of interacting residues computed
from the homolog templates (i.e., NT and MT ). This score
can be obtained using equation 1.
<(2)Modij =
<(1)Modij
Average(NT ,MT )
(1)
The third score <(3)Modij counts the potential binding sites in
the shared interacting residues for interaction model Mod ij.
<(3)Modij score is calculated using equation 2.
<(3)Modij = |<
(1)
Modij ∩ Binding−Sites(Modij)| (2)
The final structural score <(4)Modij for interaction model
Mod ij, is calculated by taking shared binding sites in the
homolog model pair and template pairs as shown in equa-
tion 3. <(4)Modij is the number of binding sites in the template
that align to the number of binding sites in the model.
<(4)Modij=|Binding−Sites(NT ,MT ) ∩ Binding−Sites(Modij)|
(3)
When all scores are calculated for hundred interaction
modelsMod ij, their effect is combined into one score namely,
χ (k) for each individual score <(k)Modijby taking the mean of as
shown in equation 4.
χ (k)=
∑10i=1∑10j=1<(k)Modij
100
 . . .For, k={1, 2, 3, 4} (4)
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In addition to mean scores, we also take standard deviation
scores of individual scores<(k)Modij , to evaluate if the structural
templates havemutual similarity or dissimilarity. If the differ-
ences among structural neighbors are too high, the standard
deviation will be high; otherwise it will be low. The standard
deviation scores χ (l) for individual interaction model scores
<(k)Modij are calculated using equation 5.
χ (l)=

√√√√∑10i=1∑10j=1 (<(k)Modij − χ (k))2
100

. . .For, k={1, 2, 3, 4} and l = {5, 6, 7, 8} (5)
STEP 5: NON-STRUCTURAL FEATURES
In order to capture the biological context of interactions,
we incorporate the non-structural features (or scores) that
capture, on a higher level, the behavioural aspect of protein
interaction networks. The first three non-structural scores are
related to gene ontologywhereas the last score is related to the
fingerprints conserved in the interacting protein sequences.
Protein interactions occur under a collaborative objective
and that objective is usually a function that they perform
at the molecular level. Thus protein functions have strong
correlation with protein interactions. For this purpose from
the various classification schemes to standardize the def-
inition of protein function, we select the state of the art
Gene Ontology (GO) classification scheme [40]. The gene
ontology is a widely used, structured, controlled vocabulary
of protein activities where each activity in GO is called a
term. GO terms provide wider coverage and consistency in
annotating protein roles in the cellular context. Keeping in
view the strong correlation between GO terms and protein
interactions, we operate our first three non-structural scores
based on gene ontology. More precisely each non-structural
score is based on a sub-ontology of GO namely, cellular
component, molecular function and biological process.
STEP 5.1) GO CELLULAR COMPONENT SIMILARITY SCORE
Cellular component ontology covers the localization aspect
of a protein i.e., the parts of a cell or its extracellular envi-
ronment where a protein localizes. Protein interactions are
strongly correlated with the localization of proteins. The
first non-structural feature namely χ (9), is based on average
cellular component ontology’s semantic similarity among
homolog templates. It is defined as:
χ (9) =
∑10i=1∑10j=1 |GO_CCNTi∩GO_CCMTj|min(|GO_CCNTi|,|GO_CCMTj|)
100
 (6)
STEP 5.2) GO MOLECULAR FUNCTION SIMILARITY SCORE
The molecular function ontology covers the activities of
proteins at the molecular level, such as binding or catalytic
activities etc. Protein interact to perform one or more such
activities, therefore molecular function similarity can be
helpful in relating proteins for interaction. The second non-
structural clue namely χ (10), is based on average molecular
function ontology’s semantic similarity among homolog tem-
plates. It is defined as:
χ (10) =
∑10i=1∑10j=1 |GO_MFNTi∩GO_MFMTj|min(|GO_MFNTi|,|GO_MFMTj|)
100
 (7)
STEP 5.3) GO BIOLOGICAL PROCESS SIMILARITY SCORE
Biological process ontology refers to sets of molecular events
(with a definite start and end) which occur under the func-
tional context of organized living units i.e., cells, tissues,
organs, up to the complete organisms. To evaluate the event
based similarity between homolog structures of interacting
proteins, the third non-structural clue namely χ (11), of our
algorithm is defined as:
χ (11) =
∑10i=1∑10j=1 |GO_BPNTi∩GO_BPMTj|min(|GO_BPNTi|,|GO_BPMTj|)
100
 (8)
STEP 5.4) TEMPLATE’S SHARED MOTIF SIMILARITY SCORE
A motif is a small conserved sequence present in a protein
sequence having some functional significance. The number
of motifs in sequences can also be used as a clue to determine
its interaction tendency. Therefore, in addition to gene ontol-
ogy based similarity, another type of non-structural feature
that we incorporate is the shared motif similarity among
templates. The shared motif among structural neighbor can
give clue to their interaction. We utilize the motif information
from the PROSITE database [41]. We calculate the shared
motif based similarity score i.e., F (12), using the following
formula:
χ (12) =
∑10i=1∑10j=1 |MotifsNTi∩MotifsMTj|min(|MotifsNTi|,|MotifsMTj|)
100
 (9)
STEP 6: PPI PREDICTION USING ARTIFICIAL
NEURAL NETWORKS
In the last step, all structural and non-structural features are
passed to an Artificial Neural Network (ANN) classifier for
a decision about the input proteins P1 and P2, to be either
interacting or non-interacting pair. The ANN is a practical
technique for learning real valued, discrete valued, or vector
valued hypothesis functions from the training data. One of the
reason for choosing ANN classifier is its robustness to errors
in the training data which has successfully been demonstrated
in practical problems related to many different fields such as
speech recognition, interpretation of visual scenes, learning
robot control strategies, pattern recognition etc. On the other
hand, probabilistic classifiers such as Bayesian, Probabilistic
Graph Models etc., are also a good choice (as our features
are mutually independent) but in some situations computing
posterior probabilities becomes cumbersome, so that is why
we chose the neural network classifier.
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FIGURE 3. Artificial Neural Network architecture for PPI prediction.
The ANN’s architecture that we employ is depicted in
figure 3. We used three layer feed forward neural net-
work with weights adjusted using stochastic gradient descent
approach. The input layer of our architecture consists
of twelve structural and non-structural features, namely
χ (1), χ (2), χ (3), . . . . . . . . . , χ (12) along with a bias input χ (0).
For training error, we use the binary cross entropy loss func-
tion, as shown in Equation 10.
J (θ ) = − 1
m
[∑m
i=1(y
(i)loghθ (x(i))+
(1− y(i))(1− loghθ (x(i)))
]
(10)
where, x(i) are the features and y(i) are the predicted labels.
For the hidden layer we tried different possibilities to maxi-
mize generalization. The number of network parameters were
adaptively adjusted by varying the number of hidden nodes.
Each perceptron at hidden and output layer implements a
sigmoid function. Among the various architectures tested,
the network architecture (N hidden=5,N output=1) achieved the
best performance with improved generalization. The output
layer perceptron fires a higher value (reflecting interaction)
if the input proteins P1 and P2 are found to be interacting
otherwise it fires a lower value (depicting non-interacting
protein pair).
IV. RESULTS
We benchmark our method (P3I) on the most widely used
modal organism of Saccharomyces cerevisiae proteins. The
interaction network was retrieved from the most estab-
lished STRING (Search Tool for the Retrieval of Interacting
Genes/Proteins) database [31], covering direct (physical) as
well as indirect (functional) interactions. For each interacting
pair in the dataset say Pi and Pj; our P3I method calculates
twelve features (8 using structural information and 4 using
non-structural information). These features are combined
using Neural Network classifier to get a likelihood score of
whether the input proteins i.e., Pi and Pj, interact or not.
A. STRING INTERACTION TYPES
The STRING database contains interactions for more
than 2000 organisms, providing widest genome wide PPI
coverage. In the STRING database, the Saccharomyces
cerevisiae species’ interactome consists of 59,394 interac-
tions, as of August, 2017. The extracted interaction network
includes proteins from many different species, with largest
nodes from, Saccharomyces cerevisiae, Arabidopsis thaliana,
Homo sapiens, Rattus norvegicus, Arabidopsis thaliana, and
Dictyostelium discoideum species. We handle the false pos-
itive interactions by considering interactions with at least
one experimental evidence. The filtered network contained
34,678 proteins.
B. EVALUATION MEASURES
We run our experiments in ten fold cross validation set-
tings. We do random division of the interactome retrieved
from STRING database into ten partitions. One is randomly
selected for test while the model is trained on the remaining
nine partitions. The process is repeated ten times. The input of
our algorithm is a pair of proteins from the interactome (either
interacting or non interacting). For each protein pair Pi and
Pj in the interaction data-set, we consider the interaction of
Pi and Pj to be unknown and then do prediction using our
algorithm. For evaluation we compare the prediction results
with the true interactions.
For evaluating the statistical strength of our algorithm we
compute standard performance measures, such as: precision,
recall, accuracy and F1 scores in the following manner:
precision = TP
TP+ FP
recall = TP
TP+ FN
accuracy = TP+ TN
TP+ FP+ TN + FN
and
F1 = 2 ∗ precision ∗ recall
precision+ recall
where TP are the number of true positives, FP are the false
positives, TN are the true negatives and FN are the number of
false negatives.
C. UNPREDICTABLE FALSE NEGATIVES (UFN)
Before presenting the precision, recall, accuracy and F1 val-
ues. We explain the Unpredictable False Negative (UFN)
terms that we exclude from our model. The UFN terms are
false negative terms for which there is not enough biological
evidence available, to give a prediction. To elaborate the
concept of UFN terms it is pertinent to describe the way we
utilize the concept of TP, TN, FP, and FN (both predictable
and unpredictable FN) terms for our analysis. An illustration
of the whole concept is presented in Figure 4. In this fig-
ure the true space represents all the original interactions in
STRING dataset. The solution space on the other hand is the
complete set of interactions that P3I (Prediction of Protein-
Protein Interactions) takes into consideration for inclusion
into prediction space; while prediction space is the set of all
interactions predicted by our model P3I.
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FIGURE 4. An illustration of TP, FP, TN, FN and Unpredictable FN for
Saccharomyces cerevisiae’s interactome extracted from STRING
database.
In the above stated spaces, the intersection between the true
space and the prediction space is called the TP interactions;
FP interactions are all interactions in prediction space exclud-
ing TP interactions; TN interactions are all the instances in
solution space excluding the prediction space and true space
instances. Lastly the FN instances on the other hand are those
interactions which are present in the true space but are not
present in the predicted space. These can broadly be catego-
rized into UFN (not present in solution space) and predictable
FN (present in solution space). The UFN interactions can’t
strictly be called as false negatives in the true sense because
our method P3I (Prediction of Protein-Protein Interactions)
didn’t reject these interactions. The problem with UFN is
the unavailability of related biological information that could
be used to include proteins with these interactions into the
solution space. Thus for our analysis we excluded the UFN
terms from false negatives.
D. PRECISION, RECALL, ACCURACY AND F1 SCORES
In this section we present the precision, recall, accuracy
and F1 score as shown in Table 1. The interaction network
contains both the protein-protein interactions and functional
associations of proteins. The protein interaction networks
are inherently noisy and contain false positive interactions.
To include, only the high confidence interactions, we filter
the network into sets containing at least, 2 interaction evi-
dences, 4 interaction evidences, 6 interaction evidences and
more than six interaction evidences. As clearly can be seen
that the network having at least six interaction evidences
outperforms the other interactomes. The higher accuracy and
precision values are at the cost of a slighter increase in
the number of false negatives which slightly decreases the
recall.
The proposed technique achieved an overall highest accu-
racy of 86.98%, precision of 86.89%, recall of 80.04% with
an F1 score of 83.32%.
TABLE 1. Precision, Recall, Accuracy and F1 Scores for Saccharomyces
cerevisiae’s species with interactomes having 2, 4, 6 and 8 interaction
evidences (containing both the protein-protein interactions and
functional associations).
E. PRECISION AND ACCURACY OF INTERACTIONS
VS FUNCTIONAL ASSOCIATIONS BASED EDGES
The STRING interaction database mainly contains two types
of links among proteins 1) interaction links 2) functional
association links. An interesting aspect of our results is to
evaluate the false positives present in these edges. We filter
the STRING interactome for yeast species with respect to
the number of supporting evidences for each type of associ-
ation i.e., 1) interaction links 2) functional association links.
We made an overall eight interactomes for each type of asso-
ciation in the following manner: Interactome 1 consisting of
edges with at least one experimental evidence, Interactome 2
consisting of edges with at least two experimental evidences
and so on upto Interactome 8 consisting of edges with at least
eight experimental evidences.
To report the statistical bias of our classifier for each
interactome iwe evaluate the corresponding accuracy values.
In addition, in order to capture the statistical variability of
our predictions we also evaluate the precision values for each
interactome i.
FIGURE 5. Accuracy values with multi-level interaction supporting
evidences for Saccharomyces cerevisiae’s interactome extracted from
STRING database.
The precision and accuracy values operated on each inter-
actome i are reported in figure 6 and figure 5 respectively.
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FIGURE 6. Precision values with multi-level interaction supporting
evidences for Saccharomyces cerevisiae’s interactome extracted from
STRING database.
The model with eight experimental evidences achieved the
overall best accuracy for both type of associations edges.
Likewise, in figure 5, as expected, there is an increase in
accuracy values with increasing number of supporting evi-
dences for each type of edge. An important result that we
conclude by looking at these curves is the higher accuracy of
functional association edges in STRING database. From this
we can conclude that functional association edges in STRING
are much reliable (and have comparatively less noise) as
compared with interaction type edges.
In Figure 6, we report the precision values with respect to
the number of supporting evidences for each type of asso-
ciation in STRING database. Like accuracy, we see similar
trend for precision. It is increasing as we increase the number
of supporting evidences. In addition, functional association
type edges have higher precision compared to interaction type
edges. By looking at both the precision and accuracy curves,
it can thus be concluded that functional association edges in
STRING database are much reliable compared to interaction
type edges.
We benchmark our results for best performing high confi-
dence interaction network (consisting of proteins with eight
number of experimental evidences per edge in the network)
obtained from STRING database. Our model achieved an
overall accuracy of 92% and precision of 92.65% when
operated on functional associations type edges of STRING
database. Likewise, it achieved an overall accuracy of 83%
and precision of 84.39% when operated on interaction type
edges of the STRING database.
F. COMPARISON WITH PrePPI APPROACH
In this section, we compare our algorithmwith a recently pro-
posed most famous technique called Pre-PPI, which was
proposed by Zhang et al. [13]. In this paper, the author
proposed to integrate different types of structural as well as
non-structural biological data to infer protein-protein inter-
actions. They further utilize Bayesian likelihood to calculate
a probabilistic estimate on top of integrated structural and
FIGURE 7. Comparison of Acurracy, Recall, Precision, and F1 score using
our method (in maroon) and PrePPI (in gray) for interaction dataset of
Saccharomyces cerevisiae proteins extracted from STRING database.
non-structural information. There is a plethora of techniques
that use Bayesian reasoning in many different ways to
precisely predict protein interactions. PrePPI uses Bayesian
reasoning along with both structural and non-structural bio-
logical data and reported encouraging results; therefore,
we selected PrePPI to compare with our approach.
To compare our method P3I (Prediction of Protein-
Protein Interactions) with Pre-PPI we compute four statisti-
cal measures (i.e, precision, recall, accuracy and F1 score).
In figure 7, the values for all four measures are reported
for both techniques, when operated on Saccharomyces cere-
visiae’s interactome. It is important to mention here that
the reported values are for high confidence interaction net-
works i.e., the interactome was filtered to retain interactions
with at least eight experiments validating per interaction.
From the figure it is evident that the proposed technique
outperforms the PrePPI in all aspects i.e., precision, recall,
accuracy and F1-score. Our method results in high precision
because of the lower rate of false positives compared to
PrePPI method. On the other hand higher accuracy is because
of both true positives and true negatives in addition to lesser
false positive rate. Another important measure of interest is
the recall, which evaluates the number of true interactions
within interactome that were missed by the classifier i.e.,
it not just considers true positive predictions but also utilizes
false negative predictions (missed the classifier). For this
measure as well, our techniques performs slightly better than
PrePPI approach. The last measure is the F1 Score which is
computed by combining recall and precision. The F1 score
assesses the statistical strength of a classifier. The F1 score of
P3I (Prediction of Protein-Protein Interactions) is also higher
as both precision and accuracy values of our approach are
higher than the prePPI approach (as shown in figure 7).
The outstanding performance of our technique can be
attributed to a number of factors. The most important factor
is the integration of PPI specific information i.e., protein
binding sites, with non-structural features (which give global
interaction context). Another important factor is the other
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FIGURE 8. The five most frequent functions of Saccharomyces cerevisiae’s proteins in the gene ontology.
type of structural information e.g., interfacing residues, inter-
acting residues etc., which are also very helpful in exact mod-
elling of the interaction behavior. Lastly, the non-structural
clues e.g., motif similarity, and GO based different similari-
ties provide the semantic information of interactions and are
helpful in exact delineation of protein-protein interactions.
V. DISCUSSION
This section contains a brief analysis of how the proposed
technique overcomes the identified problems. The analysis is
carried out on five most frequent gene ontology terms present
in the Saccharomyces cerevisiae’s species.
A. WHY THE PPIs ARE DIFFICULT TO PREDICT?
Representing the precise behavior of protein-protein interac-
tions in a model is a difficult task which can be attributed to
many different factors. The most important factor effecting
PPI prediction is the scale at which we want to characterize
PPIs. Primarily, protein-protein interactions are grouped into
two basic classes, namely: stable interactions and transient
interactions. Whereas each type can have a degree of associ-
ated bonding strength.
Stable protein-protein interactions are unique and this
uniqueness is because of their similarity to proteins that
have been purified as multi-sub unit complexes. Stable PPI
examples include haemoglobin and central RNA polymerase,
the occurrence of apiece in a complex results in steady com-
plexes (that are stable in their conformation).
The transient interactions, on the other hand, are mostly
associated with biological processes frequently occurring in
the cell. These type of interactions are temporary in nature
and are the result of certain cellular conditions that govern
the occurrence of these interactions. The example transient
interactions include phosphorylation, localization to discrete
zones of the cell and most frequently the conformational
changes. While in contact with their interactors, momentary
interacting proteins are included in a broad assortment of
molecular level forms, including molecular transport, con-
formation, signaling, apoptosis, folding and cell cycling.
Capturing these dynamics in a model is a daunting task and
on top of that lack of associated biological data, makes it even
more difficult for algorithms to maintain their robustness,
while keeping a uniform prediction accuracy.
B. MOLECULAR FUNCTION BASED ANALYSIS
OF PREDICTED PPIs
In this part we present the analysis of predicted PPIs with
respect to most frequently occurring gene ontology terms of
molecular function ontology. Proteins perform a multitude of
functions at molecular level and a protein’s function means
molecular level, cellular level as well as localization aspects
that a protein can be part of, including its interactions with
other molecules (such as substrates, ligands, pathogens and
other small compounds etc.). The PPIs occur to perform a
variety of such functions. This analysis is important in delin-
eating which interaction performs which type of molecular
function. For this purpose we use the molecular function
ontology of Gene Ontology (GO) classification scheme [40].
The GO is the current standard for protein functions
due to desirable properties of this classification scheme,
the important among those properties include, their coverage
of many species, disjoint functional classes, format standard-
ization etc. The gene ontology is a hierarchical arrangement
of protein activities having Direct Acyclic Graph (DAG)
organization.
We carried out our analysis on five most frequent gene
ontology terms present in the Saccharomyces cerevisiae’s
species. The selected functions include hydrolase activity,
RNA binding, DNA binding, transferase activity and struc-
tural molecule activity. In Baker’s yeast species, the hydrolase
activity has 665 sequence instances, transferase activity has
812, RNA binding has 872, DNA binding has 1251, and
structural molecule activity with 289 sequence instance anno-
tations. For broader coverage we selected only five ontology
terms. It is important to note that these terms occur in high
frequency andmore than 85% proteins in the yeast species are
annotated either directly or indirectly (through parent-child
relationship) with these terms. The representation of selected
proteins in gene ontology graph is shown in Figure 8.
The interactomes (containing both interactions and func-
tional associations) are parsed for each ontology function and
an overall accuracy is computed for each set of interactions.
The accuracy values for each type of functional class are as
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follows: 100% for DNA binding interactions, 98.5% for RNA
binding interactions, 82.5% for hydrolase activity interac-
tions, 84.3% for transferase activity interactions, and 77.2%
for structural molecule activity interactions.
The outstanding prediction accuracy of our technique can
be accredited to a number of reasons: First, the quality of
interactions is very high as each interaction is supported by
at least 8 experimentally verified interactions set. Secondly,
as can be seen, the performance for DNA binding and RNA
binding interactions outperforms the other three functional
classes which is an indicator of the fact that the structural and
non-structural information we integrate is more relevant to
identifying binding type of interactions, which are also the
most frequent type of interactions in yeast interactome.
VI. CONCLUSION
In this study, we present a novel approach for deciphering the
interactions of proteins. The novelty of this approach lies in
integrating the evidences in a hybrid fashion i.e., the structure
based geometrical features, e.g., interacting residues, inter-
facing residues of proteins etc., with non-structural features,
e.g., semantic similarity features based on gene ontology
etc. The proposed approach is bench-marked on the Baker’s
yeast interactome extracted from the STRING database. The
algorithm achieved higher accuracy on both types of STRING
database networks i.e., protein interaction network as well as
for functional association network of proteins. This indicates
that the incorporated hybrid features are strongly linked with
protein’s functional activity. The proposed algorithm is mod-
ular in nature and can easily be extended to incorporte more
evidences to further enhance the prediction confidence and
applicability across species.
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