A sharp threshold for resonant capture of an ensemble of trapped particles driven by chirped frequency oscillations is analyzed. It is shown that at small temperatures T, the capture probability versus driving amplitude is a smoothed step function with the step location and width scaling as 3=4 ( being the chirp rate) and ðTÞ 1=2 , respectively. Strong repulsive self-fields reduce the width of the threshold considerably, as the ensemble forms a localized autoresonant macroparticle.
The capture of an oscillatory nonlinear system into resonance by chirped frequency perturbations is an important process in planetary dynamics [1] and many applications ranging from atomic physics [2, 3] and plasmas [4] [5] [6] to fluid dynamics [7] , Bose-Einstein condensates [8] , and nonlinear waves [9, 10] . After the capture into resonance, the system may remain phase locked to the drive continuously despite variation of the driving frequency. Such an autoresonant state is efficiently controlled by external parameters, a famous example being acceleration of particles in cyclotron accelerators by chirped frequency drives [11, 12] . There are two different limits of passage through and capture into a nonlinear resonance. One corresponds to the case of an oscillatory system excited to a large amplitude initially. In this case, for a small driving amplitude ", only a small fraction of initial phases of oscillations is captured into resonance, suggesting a probabilistic approach to the problem [13] . In contrast, when passing through resonance with zero amplitude equilibrium, there exists a sharp transition to autoresonance (AR) if the driving amplitude exceeds a critical value, scaling as " cr / 3=4 ( being the driving frequency chirp rate) [14] . Above " cr , the system is captured into AR regardless of the initial phase of the drive and may reach large excitations as the variation of the driving frequency continues. In contrast, below " cr , no phase locking is observed and the excitation level remains small. In recent years, this sharp threshold transition to AR served as a powerful approach to excitation and control of a variety of nonlinear waves and oscillations [15] . However, for a distribution of initial conditions near the equilibrium, a finite width of the threshold was seen in planetary dynamics simulations [16, 17] . A similar broadening of the width of the threshold was also observed in recent superconducting Josephson resonator experiments [18] , the effect associated with the noise in the system. In this Letter, for the first time, we address the problem of the width of the autoresonant transition analytically, focusing on noisy nonlinear oscillators and Penning-trapped nonneutral plasmas. The particles bouncing along the magnetic field in these plasmas comprise an ensemble of nonlinear oscillators; however, in addition to the thermal noise, one must include the repulsion of the plasma cloud due to the self-fields. We will show that, counterintuitively, after passage through resonance, these repulsive fields may assist the plasma to bunch and form an autoresonant macroparticle, narrowing the width of the AR transition significantly.
Consider a driven nonlinear damped oscillator
where x, time t, and all parameters are dimensionless,
is a delta correlated Gaussian noise, hð0ÞðtÞi ¼ ðtÞ, and the equilibrium temperature T ¼ below Eq. (3)] as the driving frequency passes the linear resonance from above by starting at a large negative time. The parameters in these simulations are ¼ 0:001, ¼ 0:002, and three different temperatures in the figure correspond to 0 ¼ 0:01, 0.004, and 0.001. One observes a nearly complete phase-locking transition beyond some critical ; the increase of the width of this transition with temperature is also observed. The solid lines in Fig. 1 represent the results from our theory developed below. A similar qualitative dependence of the capture probability was obtained in simulations in planetary dynamics [16] and Josephson junction experiments [18] .
Our theory assumes a sufficiently small temperature case, allowing a weakly nonlinear description [ sinx % x À x 3 ( ¼ 1=6) in Eq. (1)] of the resonant capture process. We also assume that the passage through the resonance is sufficiently fast so that the effect of the noise on the dynamics during the resonant capture process can be neglected. This allows us to replace Eq. (1) with a deterministic system (neglecting the noise term) with random initial conditions formed due to the combined effect of noise and dissipation at earlier times. After the capture into AR, the effect of the noise can also be neglected, provided the escape time [19] due to the noise from the resonant bucket is sufficiently large (the analysis of this problem is out of the scope of the present work). These approximations were satisfied in our numerical examples in Fig. 1 , showing a good agreement between the resulting theory and simulations with the drive switched on after a sufficient initial time, allowing development of a steady distribution of initial conditions. The probability of capture into AR ( Fig. 1) can be calculated by averaging the outcome of passage through resonance over this initial thermal distribution. For the analysis, we neglect the stochastic term in the weakly nonlinear version of Eq. (1), seek solutions of form x ¼ a cos (a and d=dt are slow objects in the theory), use the single resonance approximation (i.e., view the phase mismatch ¼ À d as a slow variable and neglect nonresonant terms), and average over the fast phase variable , yielding a slow system for a and :
Next, we rescale the time, ¼ ffiffiffi ffi
À1=4 a, and introduce a complex dependent variable, É ¼ Ae i . Then, Eq. (3) reduces to a nonlinear Schrödinger-type equation:
Subject to zero initial condition, this two parameter (, ) equation yields a sharp threshold transition to AR at > cr , i.e., to jÉj 2 ¼ A 2 % , % 0 at large positive , while the critical parameter cr depends on [18] . In contrast, for nonzero initial conditions, cr depends on the initial amplitude and phase mismatch, cr ¼ cr ð; A 0 ; 0 Þ. This cr is periodic in 0 and can therefore be expanded in Fourier series cr ð;
We found in simulations that for initial amplitudes A 0 < 0:3, only the zeroth and first harmonic in the expansion were significant. Since cr is independent of 0 for A 0 ¼ 0, c 1 is of OðA 0 Þ and therefore to lowest order in A 0 ,
where the coefficients c 0 and can be found numerically. Typically, for small values of and A 0 , c 0 is near 0.4 [18] . For example, in Fig. 1 with ¼ 0:001, one finds c 0 ¼ 0:395 and ¼ 0:245. Higher harmonics in the Fourier expansion for cr must be included in the theory for A 0 > 0:3. Next, we calculate the probability PðA 0 ; ; Þ for capture into resonance for fixed A 0 and uniformly distributed initial phase mismatch 0 . The interval of initial 0 leading to trapped trajectories for given is
ffiffiffi ffi p Þ and T defined in Eq. (1)], yielding the resonant capture probability PðÞ ¼ R 1 0 PðA 0 ; Þ Â fðA 0 ÞdA 0 , which is in good agreement with simulations in Fig. 1 . Finally, upon differentiation of PðÞ, one finds the slope S ¼ ð ffiffiffiffiffiffi ffi 2 p Þ À1 of the transition probability at the central value ¼ c 0 . Thus, in terms of the original driving amplitude, the location of the phase-locking transition and its width scale as 3=4 and ðTÞ 1=2 , respectively. This result can be used in applications (e.g., [18] ) for temperature or noise level diagnostics. Note that our theoretical predictions are in excellent agreement with simulations in Fig. 1 for the two lowest temperatures. At the highest temperature, the average initial amplitude was 0.33, violating our small amplitude assumption, and the agreement with the simulations is not as good. Note that we did not discuss the physical reasons for the thermal broadening of the phase-locking transition. We will relate the effect later to a parametric resonance in the problem.
The problem of finding the probability of capture into resonance for a noisy oscillator is equivalent to that of calculating the fraction of AR trapped particles in a dilute thermally distributed nonneutral plasma in an electrostatic trap if one neglects the repulsive self-field. However, as the density of the plasma increases, the question of the effect of the self-field becomes important and is addressed next. We focus on a single species plasma column surrounded by a cylindrical wall of radius R. The plasma is radially confined by an axial magnetic field and longitudinally trapped in an external electrostatic potential for which we choose the form VðxÞ ¼ V 0 ½1 À cosð2x=LÞ, x being in the direction of the magnetic field. We perturb this plasma by an oscillating chirped frequency potential ' d ¼ À"x cosc d and model the associated driven kinetic problem by the 1D Vlasov equation for the normalized distribution function fðu; x; tÞ:
where the diffusion term in velocity space is introduced to deal with numerical singularities characteristic of the Vlasov solver in the case of interest [see the distributions in Figs. 2(a) and 2(b)] and 'ðxÞ is the self-potential satisfying the Poisson equation
Here, we assume a positively charged plasma of unperturbed (' ¼ 0) central density n 0 , use the dimensionless coordinate x, time t, and velocity u expressed in units of L=2, ! À1 0 ¼ ðL=2ÞðeV 0 =mÞ À1=2 , and ðeV 0 =mÞ 1=2 , respectively. The dimensionless potentials ', ' d , and V in Eqs. (6) and (7) are expressed in units of V 0 . The radial decay of the self-potential in the trap is modeled by the screening term 2 ', where ¼ L=R is the aspect ratio, while ¼ ! p =! 0 and ! p ¼ ð4e 2 n 0 =mÞ 1=2 is the plasma frequency. We followed the evolution of the distribution function of the driven plasma by solving this VlasovPoisson system numerically. Our Vlasov solver used the pseudospectral algorithm described in [20] . The initial distribution was fðu; x; 0Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffi À5 . The initial distribution at t ¼ À150 had ¼ 50, and the final distribution at t ¼ 300 is shown in the figure. For comparison, we have performed single particle (neglecting self-fields) simulations for the same parameters and initial conditions and show the results in Fig. 2(b) . Each point in this figure corresponds to a final position of the trajectory in phase space with Monte Carlo simulated initial conditions chosen from the initial distribution. We found that 59% of the plasma species were captured into resonance in this case [see Fig. 2(a) ], while the remaining particles stayed in a spiral pattern near the equilibrium. Note that due to the diffusion term, the Vlasov simulation in Fig. 2(a) yields a smoothed distribution but preserves its general shape in phase space and the number of particles in the trapped and untrapped groups, yielding (in the case of small 2 ) nearly the same capture probability as in the single particle simulation in Fig. 2(b) . The intermediate and high density cases, 2 ¼ 4:3 and 22, are illustrated in Figs. 2(c) and 2(d) for the remaining parameters as in Fig. 2(a) . We observe that nearly all particles in the 2 ¼ 22 case are trapped in resonance at the final time and that the distribution is compact; i.e., the plasma evolves as an autoresonant macroparticle, which is phase locked to the drive continuously despite the variation of the driving frequency. As a result, the macroparticle increases its energy with the decrease of the driving frequency, and the plasma location in phase space and its phase relative to the drive are efficiently controlled. Additional results of our Vlasov-Poisson simulations are presented in Fig. 3 , showing the AR capture probabilities versus the driving amplitude. This figure is similar to Fig. 1 fields [as in Fig. 2(d) ]. In contrast, for small self-fields ( 2 ¼ 0:1), we nearly reproduce the result of our single particle theory, shown by the solid line in Fig. 3 . This effect of the self-field on the width of the AR transition is discussed next.
Assume a continuing clustering of the plasma in AR around the time dependent centroid x 0 ðtÞ, as observed in simulations for a sufficiently large plasma density. Assume also that the spatial distribution of the charge in the bunch is symmetric around x 0 . Then, the self-potential will be an even function 'ðÞ, where ¼ x À x 0 ðtÞ. The dynamics of a test particle in such a bunch is governed by x tt ¼ À sinx À ' x þ " cosc d , where we expand sinx to first order in to get tt ¼ Àx 0tt À sinx 0 À cosx 0 À ' þ " cosc d . We define the centroid x 0 ðtÞ by the equation x 0tt ¼ À sinx 0 þ " cosc d describing a quasiparticle in our external potential and driven by the chirped frequency drive. The solution of this problem is known [15] , and if the driving amplitude exceeds the threshold, the centroid is captured into AR, i.e., x 0 % aðtÞ cosc d in the weakly nonlinear limit, with the amplitude aðtÞ growing in time to maintain the phase locking in the system. The position of a test particle relative to x 0 ðtÞ in this case is governed by tt % À½ð1 À
d . This equation comprises a parametrically driven nonlinear oscillator problem in a slowly varying combined external and self-potential ' eff % 2 =2 þ '. For small , we expect stable oscillations in this problem, unless the driving term resonates with the natural oscillation frequency ! eff in the combined potential, i.e., ! d % ! eff . Here enters the effect of the symmetric self-potential, which, because of its repulsive nature, has a negative parabola form ' % Àk 2 =2 (k > 0) at small . As the result, ! eff decreases when one includes the self-field and the parametric resonance is avoided if the field is sufficiently strong. In such a case, stable oscillations of around the autoresonant centroid explain the assumed symmetry of the plasma charge around x 0 ðtÞ and the preservation of the tight bunching of the plasma. In contrast, at low densities, ' % 0, and we return to the single particle case discussed above. In this limit, ! eff % ! d % 1, as the drive passes the linear resonance. Consequently, the parametric resonance destroys the initial localization of the ensemble in phase space, broadening the width of the phase-locking transition.
In summary, we have presented a theory describing the shape and the width of the AR phase-locking transition versus the driving amplitude for both stochastic oscillators and dilute nonneutral plasmas in Penning traps driven by chirped frequency drives. We have also observed and explained how the inclusion of the repulsive self-field in the problem yields a continuing particle bunching in the driven trapped nonneutral plasma case and a significant narrowing of the AR phase-locking transition width. The plasma in this case behaves as an autoresonant macroparticle and can be efficiently controlled by external parameters. Our theory agrees with simulations for the driven oscillators in the presence of thermal noise as well as with Vlasov-Poisson simulations. Applications of these results to nonneutral plasmas could include (a) longitudinal (with respect to the direction of the magnetic field) autoresonant plasma manipulation in cryogenic Penning traps aimed at formation and trapping of antihydrogen atoms [21, 22] and (b) the problem of precise transverse positron plasma (diocotron mode) positioning for storage in multicell traps [6] . It seems important to further develop the theory for handling the autoresonant capture problem in the case of intermediate plasma densities, including the details of destruction of the plasma macroparticle via the parametric resonance.
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