Sch\'emas en groupes et poids de Diamond-Serre by Caruso, Xavier
ar
X
iv
:0
70
5.
12
13
v1
  [
ma
th.
NT
]  
9 M
ay
 20
07
Sche´mas en groupes et poids de Diamond-Serre
Xavier Caruso
Avril 2007
Table des matie`res
1 Rappel du contexte 2
1.1 La conjecture de Buzzard, Diamond et Jarvis . . . . . . . . . . . . . . . . . . . . . 2
1.2 E´nonce´ (vague) de la proposition 3.3.1 . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 La the´orie de Breuil 4
2.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Description en rang 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 La condition B’ : sche´mas en groupes 7
3.1 L’e´quivalence de Breuil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Sche´mas en groupes de classe J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 Explication de la condition B’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4 La condition B : releve´s cristallins 8
4.1 Repre´sentations cristallines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Description en rang 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.3 The´orie de Fontaine-Laffaille . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.4 Re´duction modulo p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.5 Explication de la condition B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
5 Preuve de la proposition 3.3.1 de [6] 11
5.1 Modules associe´s aux releve´s cristallins . . . . . . . . . . . . . . . . . . . . . . . . . 11
5.2 Modules associe´s aux E-groupes G . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5.3 Interlude : de´faut de pleine fide´lite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.4 Fin de la de´monstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Cette note fait suite a` un expose´ que j’ai donne´ pour la deuxie`me partie du groupe de travail
sur les ge´ne´ralisations de la conjecture de modularite´ de Serre organise´ par Christophe Breuil,
Guy Henniart, Ariane Me´zard et Rachel Ollivier au printemps 2007. Le the`me de l’expose´ est la
proposition 3.3.1 de [6] : il s’agit d’abord de pre´senter le mate´riel de the´orie de Hodge p-adique
ne´cessaire pour comprendre l’e´nonce´ de cette proposition, puis d’en donner une de´monstration.
Nous avons juge´ utile d’e´crire ce texte car la re´daction de [6] est souvent lacunaire ou impre´cise
et, surtout, contient une erreur : telle qu’e´nonce´e dans [6], la proposition 3.3.1 est fausse, comme
l’auteur de cette note s’en est rendu compte lors de la pre´paration de l’expose´. Il est en fait assez
de´licat de comprendre ce qu’il faut modifier pour rendre l’e´nonce´ juste, et c’est Gee lui-meˆme qui
a propose´ la bonne correction qui consiste a` changer la de´finition de classe J (de´finition 3.2) en
introduisant un de´calage d’indice. Cela fait, il n’est pas non plus imme´diat de saisir comment les
arguments de [6] s’adaptent a` ce nouvel e´nonce´. Cette partie du travail a e´te´ accomplie par l’auteur
de cette note.
Nous pre´sentons dans ce papier la version modifie´e de la proposition 3.3.1 accompagne´e de sa
de´monstration (correcte, nous l’espe´rons). Notons pour finir que Gee affirme que c’est bien cette
1
version modifie´e qu’il utilise par la suite dans son article ; ainsi, la discussion pre´ce´dente ne remet
a priori pas en cause les re´sultats de [6]. Nous espe´rons que ce texte pourra eˆtre utile a` tous ceux
qui veulent apprendre la the´orie.
1 Rappel du contexte
La proposition 3.3.1 de [6] est un re´sultat de the´orie de Hodge p-adique pure, et peut tout
a` fait eˆtre e´nonce´e (et prouve´e) sans aucune re´fe´rence a` la conjecture de modularite´ pour les
corps totalement re´els e´nonce´e par Buzzard, Diamond et Jarvis dans [4]. Toutefois, en proce´dant
ainsi, il deviendrait difficile de comprendre l’inte´reˆt de cet e´nonce´, et c’est pourquoi nous pre´fe´rons
consacrer ce premier chapitre a` un bref rappel du contexte1, ce qui permettra par la`-meˆme de fixer
les notations2.
1.1 La conjecture de Buzzard, Diamond et Jarvis
Fixons p un nombre premier et F un corps de nombres totalement re´el dans lequel p est non
ramifie´. Notons OF l’anneau des entiers de F et GF son groupe de Galois absolu. Fixons e´galement
F¯p une cloˆture alge´brique du corps fini a` p e´le´ments Fp. Soit ρ : GF → GL2(F¯p) une repre´sentation
que l’on supposera toujours continue, irre´ductible et totalement impaire. La ge´ne´ralisation naturelle
de la conjecture de modularite´ de Serre est la suivante :
Conjecture 1.1. Avec les notations pre´ce´dentes, ρ est modulaire, c’est-a`-dire qu’elle est isomorphe
a` la re´duction modulo p d’une repre´sentation associe´e a` une forme modulaire de Hilbert.
Le travail de Buzzard, Diamond et Jarvis a consiste´ a` produire une version raffine´e de la
conjecture pre´ce´dente, dans laquelle on pre´dit en outre le poids de la forme modulaire. Pour e´noncer
cette forme plus pre´cise, on commence par de´finir la notion de poids utilise´e dans ce contexte :
De´finition 1.2. Un poids de Diamond-Serre est une (classe d’isomorphisme de) repre´sentation(s)
irre´ductible(s) de GL2(OF /p) a` coefficients dans F¯p.
Buzzard, Diamond et Jarvis de´finissent3 d’une part la notion d’eˆtre modulaire de poids σ (pour
une repre´sentation ve´rifiant les meˆmes hypothe`ses que ρ) et d’autre part un certain ensemble de
poids (de Diamond-Serre) de´pendant de ρ et note´ W (ρ). Ils e´mettent alors la conjecture :
Conjecture 1.3. La repre´sentation ρ est modulaire de poids σ si, et seulement si σ ∈ W (ρ).
Ils de´montrent de plus que la modularite´ de poids σ (pour un σ) implique la modularite´ (tout court)
et que l’ensembleW (ρ) n’est jamais vide. Ainsi la conjecture 1.3 implique-t-elle la conjecture 1.1. Le
re´sultat principal de [6] en est une re´ciproque partielle : sous certaines hypothe`ses supple´mentaires
sur ρ, la conjecture 1.1 implique l’e´quivalence de la conjecture 1.3 pour certains poids σ, dits
re´guliers (voir de´finition 1.4).
1.2 E´nonce´ (vague) de la proposition 3.3.1
Nous commenc¸ons par donner quelques indications (celles qui seront ne´cessaires pour l’expose´)
sur la de´finition de W (ρ). Par le lemme chinois, le groupe GL2(OF /p) se de´compose comme le
produit des GL2(kv) ou` v parcourt l’ensemble des ide´aux premiers au-dessus de p et ou` kv de´signe
le corps re´siduel associe´. Tout poids σ se de´compose comme un produit tensoriel de repre´sentations
irre´ductibles de GL2(kv). La de´finition de W (ρ) est locale en ce sens que l’on de´finit d’abord
des ensembles Wv(ρ) de repre´sentations irre´ductibles de GL2(kv) et que l’on convient ensuite que
σ ∈ W (ρ) si, et seulement si ses facteurs locaux appartiennent tous aux ensemblesWv(ρ) respectifs.
De plus, Wv(ρ) ne de´pend que de la restriction de ρ au groupe de de´composition en v.
1Qui, lors du groupe de travail, a fait l’objet d’un expose´ complet d’Ariane Me´zard.
2Certaines notations de [6] diffe`rent de celles de [4]. Nous employons naturellement dans cette note celles de [6].
3On donnera dans la suite de l’expose´ quelques morceaux de ces de´finitions. Pour une de´finition comple`te, on
renvoie le lecteur aux sections 2 et 3 de [4].
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Notations A` partir de maintenant, et jusqu’a` la fin de cette note, nous fixons une place v au-
dessus de p. Ainsi nous pourrons nous affranchir des indices v. Par exemple, nous notons plus
simplement k a` la place de kv : c’est une extension finie de Fp dont nous de´signons par la lettre
r le degre´. Introduisons encore quelques notations. Soit K0 le comple´te´ de F en la place v, c’est
une extension finie non ramifie´e de Qp de corps re´siduel k. Soit K = K0(π) ou` π est une racine
(pr − 1)-ie`me de (−p), c’est une extension galoisienne4 totalement ramifie´e de K0. On note G le
groupe de Galois de cette extension, et e son degre´, i.e. e = pr − 1. Soit OK0 (resp OK) l’anneau
des entiers de K0 (resp. de K). Soient GK0 (resp. GK) le groupe de Galois absolu de K0 (resp.
de K) et IK0 (resp. IK) son sous-groupe d’inertie. On remarque que ρ induit par restriction une
repre´sentation de GK0 (qui peut eˆtre, elle, non irre´ductible). Dans la suite, on notera simplement
ρ pour ρ|GK0 et on ne conside`rera plus la repre´sentation globale.
De´finissons le caracte`re galoisien5 ω : GK0 → k
⋆, g 7→ g(π)π ou` le calcul est effectue´ dans K puis
re´duit modulo π. Nous conside´rerons souvent ω comme un caracte`re de IK0 (par restriction) ou
de G (par passage au quotient). Soit S = Z/rZ. Fixons un plongement τ0 : k → F¯p et pour tout
i ∈ S, notons τi = τ0 ◦ Frob
−i ou` Frob : x 7→ xp est le Frobenius arithme´tique. Pour finir, posons
ωi = τi ◦ ω pour tout i ∈ S. On a les relations τ
p
i+1 = τi et ω
p
i+1 = ωi.
De´finition de l’ensemble Wv(ρ) On rappelle que les repre´sentations irre´ductibles de GL2(k)
s’e´crivent comme suit : ⊗
i∈S
detai Symbi−1k2 ⊗τi F¯p
ou` les ai et les bi sont des entiers avec 1 6 bi 6 p. On peut e´galement choisir les ai dans l’intervalle
[0, p− 1] de telle sorte que tous ne soient pas e´gaux a` p− 1. Avec cette condition supple´mentaire,
les repre´sentations e´crites pre´ce´demment sont deux a` deux non isomorphes.
De´finition 1.4. Un poids de Diamond-Serre est dit re´gulier en v si, sur la description pre´ce´dente,
on a 2 6 bi 6 p− 2 pour tout i ∈ S.
Il est dit re´gulier s’il est re´gulier en toutes les places v.
On suppose a` partir de maintenant de ρ est re´ductible de la forme ρ ≃
(
ψ′ ⋆
0 ψ′′
)
pour des
caracte`res ψ′ et ψ′′ de GK0 .
De´finition 1.5. L’ensemble W (ρ) est constitue´ des repre´sentations irre´ductibles σ de GL2(k)
(dont on note ai et bi les entiers associe´s), telles qu’il existe J un sous-ensemble de S pour lequel
les deux conditions suivantes sont satisfaites :
Condition A : ψ′|IK0
≃
∏
i∈S
ωaii
∏
i∈J
ωbii et ψ
′′
|IK0
≃
∏
i∈S
ωaii
∏
i6∈J
ωbii
Condition B : « ρ admet un releve´ cristallin d’un certain type. »
Pour des raisons de commodite´ qui apparaitront plus clairement vers la fin de cette note, on
introduit 1J et 1¯J les fonctions indicatrices respectives des ensembles J et S\J . Ainsi, par exemple,
la condition A se re´e´crit sous la forme suivante :
ψ′|IK0
≃
∏
i∈S
ω
ai+bi1j(i)
i et ψ
′′
|IK0
≃
∏
i∈S
ω
ai+bi1¯j(i)
i .
But de l’expose´ L’objet de la proposition 3.3.1 de [6] est de donner, dans le cas des poids
re´guliers, une expression de la condition B en termes de sche´mas en groupes. Sche´matiquement,
cette proposition prend la forme qui suit :
4En effet, k ≃ Fpr contient les racines (pr − 1)-ie`me de l’unite´ et donc K0 aussi.
5Il n’est pas paru clair a` l’auteur de cette note, si dans [6], le caracte`re ω et les ωi qui en de´coulent sont ceux
de´finis ici ou leurs inverses : Gee semble dire qu’il s’agit des inverses, mais certaines utilisations qu’il en fait laisse
croire le contraire. Nous choisissons cette de´finition ici, car elle est plus adapte´e pour notre propos, et en plus en
accord avec l’expose´ pre´ce´dent et les notations de [4].
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Proposition 1.6. On conside`re un poids σ pour lequel ai = 0 et 2 6 bi 6 p − 2 pour tout i. On
fixe un sous-ensemble J ⊂ S et on suppose que la condition A est satisfaite. Alors la condition B
est e´quivalente a` la :
Condition B’ : « ρ|GK est la fibre ge´ne´rique d’un sche´ma en groupes sur OK muni d’une donne´e
de descente de K a` K0, d’un certain type. »
E´videmment, il reste a` pre´ciser le sens des deux occurrences de l’expression « un certain type ».
Pour cela, on a besoin d’introduire certaines notions de the´orie de Hodge p-adique, et notamment
la the´orie de Breuil. C’est l’objet de la section suivante. Les sections 3 et 4 sont consacre´es respec-
tivement a` l’explication des conditions B’ et B, et la proposition 1.6 est finalement prouve´e dans
la section 5.
2 La the´orie de Breuil
2.1 De´finitions
Objets d’alge`bre line´aire On fixe κ un entier compris6 entre 2 et p − 1, ainsi que E une
extension finie de Fp contenue dans F¯p. Posons S˜ = (k⊗Fp E)[u]/u
ep (ou`, rappelons-le, e = pr− 1).
Pour tout g ∈ G, on note gˆ : S˜ → S˜ l’unique endomorphisme de (k ⊗Fp E)-alge`bres qui envoie u
sur (ω(g)⊗ 1)u. Finalement, soit φ : S˜ → S˜ de´fini par l’e´le´vation a` la puissance p sur k[u]/uep et
l’identite´ sur E.
De´finition 2.1. On note E-BrModκ−1dd la cate´gorie dont les objets sont la donne´e :
i) d’un S˜-module libre M ;
ii) d’un sous-module Filκ−1M de M contenant ue(κ−1)M ;
iii) d’un ope´rateur φ-semi-line´aire φκ−1 : Fil
κ−1M→M dont l’image engendre M ;
iv) d’un ope´rateur (k ⊗Fp E)-line´aire N :M→ uM ve´rifiant N(ux) = uN(x) − ux pour tout
x ∈ M (condition de Leibniz), ueN(Filκ−1M) ⊂ Filκ−1M et φκ−1(ueN(x)) = N(φκ−1(x))
pour tout x ∈ Filκ−1M ;
v) de morphismes gˆ-semi-line´aires [g] :M→M (g parcourant G) ve´rifiant [id] = id et [gh] =
[g] ◦ [h] pour tous g et h.
Les morphismes de cette cate´gorie sont les applications S˜-line´aires commutant a` toutes les struc-
tures supple´mentaires.
Faisons tout de suite deux remarques importantes. Primo, lorsque κ = 2, la donne´e du N est
automatique : on entend par la` que si M est un S˜-module libre muni d’un Fil1M, d’un φ1 et de
[g] ve´rifiant les conditions de la de´finition, alors il existe un et un unique N de´fini sur ce module
qui en fait un objet de E-BrMod1dd.
Secundo, si κ 6 κ′, on peut voir E-BrModκ−1dd comme une sous-cate´gorie pleine de E-BrMod
κ′−1
dd
graˆce au foncteur pleinement fide`le ι : E-BrModκ−1dd → E-BrMod
κ′−1
dd de´fini comme suit. A` M ∈
E-BrModκ−1dd , on associe ι(M) =M (en tant que S˜-module) muni de Fil
κ′−1ι(M) = ue(κ
′−κ)Filκ−1M,
de φκ′−1 de´fini par φκ′−1(u
e(κ′−κ)x) = φκ−1(x) et des morphismes N et [g] qui restent inchange´s.
On remarque en particulier, que seules les structures qui ont change´ de nom ont aussi change´
de de´finition ; ceci le´gitime le le´ger abus qui consiste a` noter simplement M pour ι(M), ce que
nous ferons par la suite. Signalons finalement que ι commute au foncteur T ⋆st, que nous de´finissons
ci-apre`s.
Foncteur vers Galois La cate´gorie E-BrModκ−1dd est munie d’un foncteur contravariant T
⋆
st
vers la cate´gorie des E-repre´sentations galoisiennes de GK0 note´e RepE(GK0). Il est construit a`
partir d’un certain anneau de pe´riodes. Contrairement a` l’usage, la de´finition de ce dernier n’est
ici pas vraiment technique, puisqu’il s’agit simplement de Aˆ = OK¯/p 〈X〉 ou` la notation 〈·〉 fait
re´fe´rence a` l’alge`bre polynoˆmiale a` puissances divise´es. Cet anneau est une k[u]/uep-alge`bre graˆce
au morphisme k[u]/uep → Aˆ, u 7→ π11+X ou` π1 est une racine p-ie`me de π fixe´e. Il est muni d’un
6Dans la suite de l’expose´, on n’utilisera que les valeurs particulie`res κ = 2 et κ = p− 1.
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ide´al Fil1Aˆ de´fini comme celui engendre´ par une racine p-ie`me de p, note´e p1, et les puissances
divise´es γi(X) pour i > 1. On de´finit un ope´rateur φ1 : Fil
1Aˆ → Aˆ semi-line´aire par rapport au
Frobenius sur Aˆ par :
φ1(p1) = −1 ; φ1(X) =
(1 +X)p − 1
p
; φ1(γi(X)) = 0, i > 2
ou`, bien entendu, la fraction est calcule´e dans Zp[X ] avant d’eˆtre re´duite dans Aˆ. Pour 1 6 t 6 p−2,
on note FiltAˆ la t-ie`me puissance de Fil1Aˆ et on de´finit un morphisme additif φt : Fil
tAˆ → Aˆ en
posant φt(x1 · · ·xt) = φ1(x1) · · ·φ1(xt) pour xi des e´le´ments de Fil
1Aˆ. En outre, Aˆ est muni
d’un ope´rateur de monodromie N qui est l’unique morphisme OK¯-line´aire qui envoie γi(X) sur
(1 + X)γi−1(X) pour tout i > 1. Finalement, Aˆ est muni d’une action de GK via la formule
g(X) = ω(g)(1 +X)− 1 valable pour tout g ∈ GK0 . Le foncteur T
⋆
st s’obtient alors comme suit :
T ⋆st(M) = Homk[u]/uep,Filκ−1,φκ−1,N (M, Aˆ)
ou` la notation signifie que l’on conside`re les morphismes k[u]/uep-line´aires compatibles a` Filκ−1, a`
φκ−1 et a` N . Le groupe GK0 agit sur ce module par la formule :
g · f : x 7→ g · f([g¯−1](x)) (1)
ou` g ∈ GK0 et g¯ de´signe son image dans G. L’action de E sur T
⋆
st(M) se fait, quant a` elle, par
l’interme´diaire de son action sur M.
Le foncteur ainsi de´fini T ⋆st est fide`le. Il est aussi exact dans le sens ou` il transforme les suites
exactes courtes dans la cate´gorie E-BrModκ−1dd (c’est-a`-dire les suites exactes courtes sur les S˜-
modules sous-jacents qui induisent des suites encore exactes sur les Filκ−1) en suites exactes courtes
de repre´sentations galoisiennes. De plus, on a l’e´galite´ de dimension suivante :
dimE T
⋆
st(M) = dimS˜M
valable pour tout objet M ∈ E-BrModκ−1dd .
2.2 Description en rang 1
On suppose de´sormais que E contient un sous-corps isomorphe (non canoniquement) a` k. Il en
re´sulte un isomorphisme d’anneaux k⊗FpE ≃ E
S donne´ par x⊗y 7→ (τi(x)y)i∈S . En conside´rant les
idempotents associe´s a` cette de´composition, on de´duit que tout module sur k⊗Fp E se de´compose
de fac¸on canonique comme une somme directe de r espaces vectoriels sur E, k agissant sur cette
e´criture diagonalement via ses divers plongements dans E.
En particulier, si M un objet de E-BrModκ−1dd , on peut e´crire :
M =M1 ⊕M2 ⊕ · · · ⊕Mr
ou` les Mi sont des E[u]/uep-modules libres. De meˆme :
Filκ−1M = Filκ−1M1 ⊕ Fil
κ−1M2 ⊕ · · · ⊕ Fil
κ−1Mr
avec ue(κ−1)Mi ⊂ Fil
κ−1Mi ⊂ Mi. L’action de Frobenius sur k ⊗Fp E correspond au de´calage
vers la droite sur ES ; on en de´duit que l’ope´rateur φκ−1 induit pour tout i ∈ S des applications
φκ−1 : Fil
κ−1Mi → Mi+1 dont l’image engendre tout Mi+1. Du fait que les ope´rateurs N et [g]
commutent a` l’action de E, il suit qu’ils stabilisent chacun des Mi.
Soit maintenant M un objet de E-BrModκ−1dd qui est de rang 1 comme S˜-module. Dans la
de´composition M =
⊕
i∈SMi, chacun des Mi est libre de rang 1 sur E[u]/u
ep. Ainsi, pour tout
i, il existe un unique entier mi ∈ [0, e(κ− 1)] tel que Fil
κ−1Mi = umiMi.
Notons e1 une base de M1. Posons e2 = φκ−1(u
n1e1). Comme φκ−1 : Fil
κ−1M1 → M2
engendre son image, e2 forme ne´cessairement une base de M2. De´finissons plus ge´ne´ralement par
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re´currence ei+1 = φκ−1(u
miei). Chacun des ei est une base de Mi et par conse´quent, on a une
e´galite´ de la forme er+1 = ae1 pour un certain a inversible dans E[u]/u
ep.
Par ailleurs, si λ est un e´le´ment inversible de E[u]/uep, on constate que modifier e1 en λe1
modifie er+1 en φ
r(λ) er+1 et donc a en a
φr(λ)
λ (ou`, rappelons-le, φ agit sur E[u]/u
ep en laissant
fixe E et en envoyant u sur up). En ajustant correctement λ, on peut donc s’arranger pour avoir
a ∈ E⋆.
Examinons maintenant l’action de la donne´e de descente. Fixons i ∈ S. Pour tout g ∈ G, [g]
induit un automorphisme de Mi. Ainsi, on peut e´crire [g]ei = α(g)ei pour une certaine fonction
α : Gal(K/K0) → (E[u]/uep)×. La compatibilite´ au produit assure que α est un caracte`re. Il
prend ainsi ses valeurs parmi les racines (pr− 1)-ie`mes de l’unite´ dans (E[u]/uep)×, dont on ve´rifie
facilement qu’elle sont toutes dans E⋆. Ainsi α est un caracte`re de G a` valeurs dans F¯⋆p et, en tant
que tel, il s’e´crit comme une puissance de ωi, disons ω
µi
i ou` µi est de´fini modulo (p
r − 1).
En e´crivant a` pre´sent la commutation de [g] a` φ1, on obtient la relation µi+1 ≡ p(µi + mi)
(mod pr − 1). Une combinaison line´aire judicieuse de ces relations permet d’e´liminer les µi et
conduit a` la congruence :
prmi + p
r−1mi+1 + · · ·+ p
2mi+r−2 + pmi+r−1 ≡ 0 (mod p
r − 1). (2)
De´terminons finalement l’ope´rateur de monodromie. La relation de Leibniz montre que umi
divise N(umiei). Comme ce dernier est e´le´ment de Mi, il appartient ne´cessairement a` Fil
κ−1Mi.
Ainsi φκ−1(u
eN(umiei)) = u
epφκ−1(N(u
miei)) = 0, et donc N(ei+1) = 0. En re´sume´, on vient de
prouver la proposition suivante :
Proposition 2.2. Soit M un objet de E-BrModdd de rang 1. Alors il existe des e´le´ments ei ∈ Mi,
des entiers mi compris entre 0 et e(κ − 1), des entiers µi de´finis modulo (pr − 1) et un e´le´ment
a ∈ E⋆ tels que :
i) l’e´le´ment ei forme une base de Mi ;
ii) l’e´le´ment umiei engendre Fil
κ−1Mi ;
iii) φκ−1(u
miei) = ei+1 pour 1 6 i 6 r − 1 et φκ−1(umrer) = ae1 ;
iv) µi+1 ≡ p(µi +mi) (mod pr − 1) ;
v) pour tout g ∈ G, [g](ei) = ω
µi
i (g)ei ;
vi) N(ei) = 0.
Dans ces conditions, les entiers mi ve´rifient automatiquement la congruence (2) et nous notons :
µfil,i =
prmi + p
r−1mi+1 + · · ·+ p2mi+r−2 + pmi+r−1
pr − 1
.
Re´ciproquement, l’objet de´fini pre´ce´demment est dans la cate´gorie E-BrModdd.
Remarque. Dans la proposition pre´ce´dente, les entiers mi, les classes de congruence des µi et
l’e´le´ment a sont uniquement determine´s. Ce n’est par contre pas le cas des ei qui peuvent eˆtre
change´s en e′i = λei pour n’importe quel λ ∈ E
⋆ (le meˆme pour chaque ei). On peut ve´rifier de
surcroˆıt qu’il s’agit la` du seul degre´ de liberte´ autorise´.
Proposition 2.3. Avec les notations de la proposition 2.2, l’action de GK0 sur T
⋆
st(M) se fait par
l’interme´diaire du caracte`re :
λa · ω
(κ−1)(1+p+p2+···+pr−1)−(µi+µfil,i)
i
pour tout i ∈ S. Ici, λa est le caracte`re non ramifie´ qui envoie un Frobenius ge´ome´tique sur a.
Remarque. En particulier, ω
µi+µfil,i
i ne de´pend pas du choix de i, ce qui signifie que l’on a la
congruence p(µi + µfil,i) ≡ µi+1 + µfil,i+1 (mod pr − 1) pour tout i. Ceci peut se ve´rifier aise´ment
par ailleurs.
De´monstration. Nous donnons simplement quelques ide´es de la preuve. On utilise bien entendu la
formule T ⋆st(M) = Homk[u]/uep,Filκ−1,φκ−1,N(M, Aˆ).
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Notons n le degre´ de E sur k et supposons pour simplifier a engendre cette extension. Alors
la famille des ajei (0 6 j 6 n− 1, i ∈ S) est une (k[u]/u
ep)-base de M et un e´le´ment de T ⋆st(M)
est entie`rement de´termine´ par les images de ces vecteurs, images qui sont soumises a` certaines
relations. La premie`re de celle-ci est N(xij) = 0 (puisque f doit eˆtre compatible a` l’action de N),
c’est-a`-dire xij ∈ OK¯/p. Les autres relations s’obtiennent en e´crivant la compatibilite´ a` Fil
κ−1 et
φκ−1.
Par ailleurs, on sait que T ⋆st(M) est un E-espace vectoriel de dimension 1 et donc qu’il a meˆme
cardinal que E, c’est-a`-dire pnr. Il suffit donc, pour de´terminer T ⋆st(M), de trouver p
nr solutions
distinctes pour les xij qui s’intuitent en fait assez facilement une fois que les e´quations sur les xij
ont e´te´ e´crites.
Il ne reste alors plus qu’a` comprendre l’action de Galois.
3 La condition B’ : sche´mas en groupes
3.1 L’e´quivalence de Breuil
Appelons E-groupe sur OK un sche´ma en E-vectoriels fini et plat sur OK . Une donne´e de
descente (de K a` K0) sur un E-groupe G sur OK est la donne´e, pour tout e´le´ment g ∈ G, d’un
morphisme [g] : G → G rendant le diagramme suivant commutatif :
G

[g] // G

Spec(OK)
Spec(g)
// Spec(OK)
et tel que le morphisme de´duit G → gG (ou` gG est de´duit de G par le changement de base Spec(g))
soit un morphisme de E-groupes, le tout e´tant soumis aux relations [id] = id et [gh] = [g]◦ [h] pour
g et h dans G.
Notons E-Grdd la cate´gorie des E-groupes sur OK munis d’une donne´e de descente. Le the´ore`me
fondamental suivant (voir [2], [3] et e´ventuellement [7]) permet de comprendre comment les cate´gories
introduites dans la section 2 interviennent dans notre propos.
Theore`me 3.1 (Breuil). Supposons p > 2. Il existe une anti-e´quivalence7 de cate´gories Gr⋆ :
E-BrModdd → E-Grdd qui rend le diagramme suivant commutatif :
E-BrMod1dd
Gr⋆ ∼

T⋆st
++WWWW
WW
WW
WW
W
RepE(GK0)
E-Grdd
33ggggggggggggg
ou` le foncteur E-Grdd → RepE(GK0) est celui donne´ par les K¯-points.
Remarque. Dans le the´ore`me pre´ce´dent, la cate´gorie de modules conside´re´e correspond a` κ = 2. En
particulier, on est dans la situation ou` l’ope´rateur N est de´fini de fac¸on automatique.
3.2 Sche´mas en groupes de classe J
Soit G un E-groupe sur OK avec donne´e de descente et M son module associe´. On suppose
que M est de rang 1, et donc qu’il a la forme donne´e par la proposition 2.2. Appelons mi, µ et a
les invariants nume´riques qui interviennent. La donne´e des mi permet de caracte´riser les groupes
e´tales et ceux de type multiplication : exactement G est e´tale (resp. de type multiplicatif) si, et
seulement si tous les mi sont e´gaux a` e (resp. sont nuls). Pour J un sous-ensemble de S, nous
introduisons suivant Gee, une notion interme´diaire entre ces deux extreˆmes.
7Dans [6], Gee travaille plutoˆt avec le foncteur covariant Gr de´fini par Gr(M) = Gr⋆(M)∨ ou` «∨ » de´signe le dual
de Cartier. Cependant, dans (la preuve de) la proposition 3.3.1, il est contraint d’utiliser la version contravariante,
et c’est pourquoi nous pre´sentons celle-ci dans cette note.
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De´finition 3.2. Soit J ⊂ S. Avec les notations pre´ce´dentes, on dit que G est de classe J si8
mi = e 1¯J (i+ 1).
Remarque. Comme e = pr − 1, les mi donne´s par la de´finition ve´rifient toujours la congruence (2).
Proposition 3.3. Fixons J un sous-ensemble de S ainsi qu’un caracte`re ψ : GK0 → E
⋆ trivial
sur IK . Alors, il existe un unique E-groupe de classe J sur OK (avec donne´e de descente) dont la
repre´sentation galoisienne associe´e correspond a` ψ.
De´monstration. Comme ψ est trivial sur IK , il s’e´crit sous la forme λbω
n
0 ou` λb est le caracte`re
non ramifie´ qui envoie un Frobenius ge´ome´tique sur b. Le re´sultat de´coule alors des propositions
2.2 et 2.3 : avec leurs notations, il suffit de choisir :
µi ≡ −p
in+
r∑
j=1
pr−j1J(i + j + 1) (mod p
r − 1)
et a = b.
Remarque. D’apre`s la the´orie du corps de classe, l’hypothe`se de trivialite´ sur IK est en fait auto-
matique.
3.3 Explication de la condition B’
Prenons pour E un corps suffisamment grand pour que ρ se factorise par GL2(E). On suppose
qu’il existe un sous-ensemble J de S pour lequel la condition A est satisfaite avec ai = 0 et
2 6 bi 6 p− 2 pour tout i. D’apre`s la proposition 3.3, il existe un unique E-groupe G′ (resp. G′′)
avec donne´e de descente de classe J (resp. de classe S\J) dont la repre´sentation galoisienne associe´e
s’identifie a` E(ψ′) (resp. E(ψ′′)) via un isomorphisme f ′ (resp. f ′′). La condition B’ s’exprime alors
comme suit :
Condition B’ : Il existe un E-groupe G avec donne´e de descente qui s’inse`re dans une suite
exacte courte 0→ G′ → G → G′′ → 0 et un isomorphisme GK0-e´quivariant f : G(K¯)→ E
2(ρ)
(ou` E2(ρ) est la repre´sentation de dimension 2 donne´e par ρ) s’inse´rant dans un diagramme
commutatif :
0 // G′(K¯) //
f ′ 
G(K¯) //
f 
G′′(K¯) //
f ′′
0
0 // E(ψ′) // E2(ρ) // E(ψ′′) // 0
4 La condition B : releve´s cristallins
4.1 Repre´sentations cristallines
Posons OL =W (E) et L = OL[1/p]. Conside´rons le produit tensoriel K0⊗Qp L et munissons-le
d’un endomorphisme φ agissant comme le Frobenius sur K0 et comme l’identite´ sur L. Comme
pre´ce´demment, on a un isomorphisme d’anneaux K0 ⊗Qp L ≃ L
S et l’ope´rateur φ correspond par
cet isomorphisme au de´calage vers la droite.
De´finition 4.1. Un L-module filtre´ est un (K0 ⊗Qp L)-module libre D muni d’un ope´rateur φ-
semi-line´aire φ : D → D et d’une filtration par des (K0 ⊗Qp L)-sous-modules (pas ne´cessairement
libres) FiltD exhaustive et se´pare´e.
8La formule que nous donnons diffe`re en deux endroits de celle que l’on peut lire dans [6]. Tout d’abord, nous
e´crivons 1¯J a` la place 1J , mais cela est simplement duˆ au fait que nous utilisons le foncteur Gr
⋆ (et pas Gr). Le
second e´cart est que nous appliquons cette fonction non pas a` i, mais a` i + 1 : cela fait par contre une diffe´rence
conside´rable et c’est ici que re´side l’erreur dans [6] que nous mentionnions au de´but de cette note.
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Soit D un L-module filtre´. Il lui est associe´ deux invariants nume´riques. Le premier est son
nombre de Newton, note´ tN (D), et est de´fini comme la pente de φ sur la puissance exte´rieure
maximale de D conside´re´ comme K0-espace vectoriel. Le second est son nombre de Hodge, note´
tH(D), et est de´fini comme l’unique saut de la filtration sur la meˆme puissance exte´rieure maximale.
On dit que D est faiblement admissible si tH(D) = tN (D) et si pour tout D
′ ⊂ D stable par φ
et muni de la filtration « intersection », on a tH(D
′) 6 tN (D
′). Fontaine construit un foncteur
pleinement fide`le :
V ⋆cris : {L-module filtre´s faiblement admissibles} → RepL(GK0)
de´fini par V ⋆cris(D) = HomK0,Fil·,φ(D,Bcris) ou` Bcris est un anneau de pe´riodes dont la de´finition
est par exemple donne´e dans [5]. Le foncteur V ⋆cris est de plus exact dans le sens ou` il transforme
suites exactes courtes en suites exactes courtes, une suite de L-modules filtre´s e´tant dite exacte si
elle induit pour tout t une suite exacte sur les Filt. Finalement, l’image essentielle de V ⋆cris constitue
par de´finition ce que l’on appelle les repre´sentations cristallines.
4.2 Description en rang 1
De l’isomorphisme K0⊗Qp L ≃ L
S , il re´sulte que tout module sur cet anneau s’e´crit canonique-
ment comme une somme directe de r espaces vectoriels sur L. En particulier, si D est un L-module
filtre´, on peut e´crire :
D = D1 ⊕D2 ⊕ · · · ⊕Dr et Fil
tD = FiltD1 ⊕ Fil
tD2 ⊕ · · · ⊕ Fil
tDr (3)
pour tout t. Les FiltDi forment alors une filtration de´croissante exhaustive et se´pare´e de Di. De
plus le Frobenius induit par restriction des applications φ : Di → Di+1.
Supposons a` pre´sent que D est de rang 1. Les Di qui interviennent dans la de´composition
pre´ce´dente sont des L-espaces vectoriels de dimension 1. Soient e′1 une base de D1, e
′
2 = φ(e
′
1),
e′3 = φ(e
′
2), etc. Comme e
′
1 et e
′
r+1 sont tous les deux des bases de D1, on a e
′
r+1 = λe
′
1 pour
un certain λ ∈ L⋆. Par ailleurs comme Di e´tant de dimension 1, il existe un unique entier mi tel
que FiltDi = Di si t 6 mi et Fil
tDi = 0 sinon. La condition de faible admissibilite´ se traduit ici
simplement par l’e´galite´ :
v(λ) = m1 +m2 + · · ·+mr
ou` v est la valuation sur L normalise´e par v(p) = 1. Ainsi, on peut e´crire λ = pm1+···+mrx ou` x est
un e´le´ment inversible de OL. On a ainsi obtenu une description comple`te de D. On peut la rendre
un peu plus syme´trique comme le re´sume la proposition suivante :
Proposition 4.2. Soit D un L-module filtre´ faiblement admissible de rang 1 sur K0⊗Qp L. Alors,
il existe des entiers mi, un e´le´ment x inversible dans OL et des ei ∈ D tels que :
i) pour tout i ∈ S, ei forme une base de Di ;
ii) pour tout i ∈ S, FiltDi = Di si t 6 mi et Fil
tDi = 0 sinon ;
iii) pour 1 6 i 6 r − 1, φ(ei) = pmiei+1 et φ(er) = xpmre1.
De´monstration. Il suffit de poser ei = p
mi+mi+1+···+mre′i.
Remarque. Les entiersmi et l’e´le´ment a sont uniquement de´termine´s. De plus, lesmi sont relie´s a` des
invariants plus usuels, puisque ce sont les oppose´s des poids de Hodge-Tate de la Qp-repre´sentation
associe´e a` D par le foncteur V ⋆cris.
4.3 The´orie de Fontaine-Laffaille
L’un des buts de la the´orie de Fontaine-Laffaille est de de´crire les re´seaux stables par l’action de
Galois dans les repre´sentations cristallines en terme de modules filtre´s. Pour y parvenir, la me´thode
consiste a` de´finir des e´quivalents de ces re´seaux dans les modules filtre´s faiblement admissibles dis-
cute´s pre´ce´demment. On aura cependant besoin d’une hypothe`se supple´mentaire sur la filtration :
on demande qu’elle soit concentre´e en bas degre´. Plus pre´cise´ment, Fontaine et Laffaille posent la
de´finition suivante :
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De´finition 4.3. Soit D un L-module filtre´. On suppose Fil0D = D et Filp−1D = 0. Un OL-re´seau
de D est la donne´e d’un sous-(OK0 ⊗Zp OL)-module M de D ve´rifiant :
i) M [1/p] = D ;
ii) pour tout t, l’application φt =
φ
pt envoie Fil
tM = M ∩ FiltD dans M ;
iii)
∑p−2
t=0 φt(Fil
tM) =M .
Remarques. On n’a fait aucun hypothe`se de faible admissibilite´ dans la de´finition pre´ce´dente. En
re´alite´, l’existence d’un re´seau posse´dant ces proprie´te´s est e´quivalente a` la faible admissibilite´ de
D.
Le prototype de modules filtre´s de rang 1 donne´ par la proposition 4.2 admet le re´seau e´vident
M =
∑r
i=1OLei.
Par ailleurs, Bcris contient lui aussi une structure entie`re qui consiste en un sous-anneau Acris
(voir [5] pour une de´finition) qui permet de relier les re´seaux de´finis pre´ce´demment aux re´seaux
galoisiens. Pre´cise´ment, conside´rons D un L-module filtre´ faiblement admissible tel que Fil0D = D
et Filp−1D = 0 et notons V = V ⋆cris(D). On associe alors a` toutOL-re´seauM ⊂ D la repre´sentation :
T ⋆cris(M) = HomOK0 ,Fil·,φ(M,Acris)
qui est un re´seau (au sens usuel) dans V . Fontaine et Laffaille montre que cette recette e´tablit une
bijection entre les re´seaux de D et les re´seaux de V stables par Galois. De plus, ils prouvent que
le foncteur T ⋆cris est lui aussi exact.
4.4 Re´duction modulo p
Conside´ronsD un L-module filtre´. A` un OL-re´seauM ⊂ D, il est possible d’associer un objet de
E-BrModp−2dd qui calcule la re´duction modulo p de T
⋆
cris(M). Ceci se fait par les formules suivantes :
M = S˜ ⊗OK0⊗ZpOL M ; Fil
p−2M =
p−2∑
t=0
uetS˜ ⊗OK0⊗ZpOL Fil
p−2−tM
φp−2 =
∑
φt ⊗ φp−2−t ; N = N ⊗ id ; [g] = gˆ ⊗ id pour tout g ∈ G
ou` par de´finition φt : u
etS˜ → S˜ est l’unique application φ-semi-line´aire qui envoie uet sur 1. Le fait
que M calcule la re´duction modulo p de T ⋆cris(M) signifie que l’on a une identification canonique
T ⋆cris(M)/pT
⋆
cris(M) ≃ T
⋆
st(M).
En particulier, conside´rons χ : GK0 → L
⋆ le caracte`re qui correspond via V ⋆cris a` l’objet D de
la proposition 4.2. Comme GK0 est un groupe compact, il prend ses valeurs dans O
×
L , et on peut
conside´rer ψ sa re´duction modulo p ; c’est un caracte`re a` valeurs dans E⋆ et un calcul direct a`
partir de ce qui pre´ce`de montre qu’il s’exprime comme suit :
ψ = λx¯ · ω
m1
1 ω
m2
2 · · ·ω
mr
r (4)
ou` λx¯ est le caracte`re non ramifie´ de GK0 qui envoie un Frobenius ge´ome´trique sur l’image de
x ∈ O×L dans E
⋆.
4.5 Explication de la condition B
On conside`re E suffisamment grand pour que ρ se factorise par GL2(E). On suppose qu’il existe
un sous-ensemble J de S pour lequel la condition A est satisfaite avec ai = 0 et 2 6 bi 6 p − 2
pour tout i ∈ S. D’apre`s la formule (4), il existe un unique L-module filtre´ D′ (resp. D′′) de rang
1 tel que :
• la re´duction modulo p d’un re´seau galoisien a` l’inte´rieur de V ⋆cris(D) est isomorphe a` E(ψ
′)
(resp. E(ψ′′)) par un morphisme note´ f ′ (resp f ′′) ;
• les invariants associe´s a` D′ (resp. D′′) par la proposition 4.2 sont tels mi = bi1J(i) (resp.
mi = bi1¯J(i)) et x est un repre´sentant de Teichmu¨ller.
La condition B s’exprime alors comme suit :
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Condition B : Il existe un OL-re´seau M (inclus dans un L-module filtre´ D) qui s’inse`re dans
une suite exacte courte 0 → M ′′ → M → M → 0 et un isomorphisme GK0 -e´quivariant
f : T ⋆cris(M)→ E
2(ρ) (ou` E2(ρ) est la repre´sentation de dimension 2 donne´e par ρ) s’inse´rant
dans un diagramme commutatif :
0 // T ⋆cris(M
′) //
f ′ 
T ⋆cris(M)
//
f 
T ⋆cris(M
′′) //
f ′′
0
0 // E(ψ′) // E2(ρ) // E(ψ′′) // 0
Remarque. Il est e´videmment possible d’utiliser l’e´quivalence de cate´gories V ⋆cris (ou T
⋆
cris) pour
exprimer la condition B simplement en termes de repre´sentations cristallines.
5 Preuve de la proposition 3.3.1 de [6]
On conserve l’extension E/Fp suffisamment grande pour que ρ se factorise par GL2(E). On fixe
des entiers bi compris entre 2 et p − 2 (en particulier, on notera que cela implique p > 5), et un
sous-ensemble J de S. On suppose que ρ ve´rifie la condition A avec ai = 0 pour tout i ∈ S (et les
bi pre´ce´dents). Le but est donc de prouver que les conditions B et B’ explique´es dans les sections
pre´ce´dentes sont e´quivalentes. Notons pour cela M ′ et M ′′ les OL-re´seaux qui apparaissent dans la
de´finition de la condition B’. Notons e´galement G′ et G′′ les E-groupes avec donne´e de descente qui
apparaissent dans la de´finition de la condition B et M′ et M′′ les objets de E-BrMod1dd associe´s.
Si x est un e´le´ment de E, de´signons par x˜ ∈ OL son repre´sentant de Teichmu¨ller, et si x est un
e´le´ment, appelons x la fonction de domaine S qui associe x a` r et 1 aux autres e´le´ments. Avec ces
notations, il existe a et b dans E tels que l’on ait les descriptions explicites qui suivent :


M′i = E[u]/u
ep · f¯i
Fil1M′i = u
e1¯J (i+1)M′i
φ1(u
e1¯J (i+1)f¯i) = a(i)f¯i+1
[g](f¯i) = ω
µ′i
i (g)f¯i


M′′i = E[u]/u
ep · ei
Fil1M′′i = u
e1J (i+1)M′′i
φ1(u
e1J (i+1)ei) = b(i)ei+1
[g](ei) = ω
µ′′i
i (g)ei
ou` :
µ′i =
r∑
j=1
pr−j
[
1J(i+ j + 1)− bi+j1J(i + j)
]
µ′′i =
r∑
j=1
pr−j
[
1¯J (i+ j + 1)− bi+j 1¯J(i + j)
]
et : 

M ′i = OL · F¯i
FiltD′i = D
′
i pour t 6 bi1J (i)
FiltD′i = 0 pour t > bi1J(i)
φ(F¯i) = a˜(i)p
bi1J (i)F¯i+1


M ′′i = OL ·Ei
FiltD′′i = D
′′
i pour t 6 bi1¯J(i)
FiltD′′i = 0 pour t > bi1¯J(i)
φ(Ei) = b˜(i)p
bi1¯J (i)Ei+1
5.1 Modules associe´s aux releve´s cristallins
La proposition suivante donne la forme ge´ne´rale d’un M qui intervient dans la condition B :
Proposition 5.1. Il existe, pour tout i, une OL-base (Ei, Fi) de Mi et des Λi ∈ OL avec Λi = 0
si i 6∈ J et
i) Pour tout i ∈ S, FiltMi =Mi pour t 6 0 et Fil
tMi = 0 pour t > bi.
ii) Si i ∈ J , FiltMi = OLFi pour 0 < t 6 bi.
Si i 6∈ J , FiltMi = OLEi pour 0 < t 6 bi.
iii) φ(Ei) = b˜(i)p
bi1¯J (i)Ei+1 et φ(Fi) = a˜(i)p
bi1J (i)(Fi+1 − Λi+1Ei+1).
De plus, le morphisme N ′′ → N (resp. N → N ′) est donne´ sur cette description par Ei 7→ Ei
(resp. Ei 7→ 0, Fi 7→ F¯i).
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De´monstration. Bien suˆr, les Ei sont ceux qui proviennent de M
′′. La condition sur la filtration
de´termine les Fi lorsque i ∈ J . Par ailleurs, la condition sur φ, couple´e au fait que Λi s’annule pour
i 6∈ J , de´termine la valeur de Fi en fonction de Fi−1 lorsque i 6∈ J . Ainsi lorsque J 6= ∅, tous les Fi
sont de´termine´s et il est imme´diat de ve´rifier qu’ils satisfont toutes les proprie´te´s de la proposition.
Supposons J vide. Soit F ′1 un releve´ quelconque de F¯1. De´finissons F
′
2 = φ(F
′
1), F
′
3 = φ(F
′
2) et
ainsi de suite. He´las, on n’a pas ne´cessairement comme cela F ′r+1 = a˜F
′
1. Toutefois, la re´duction
de cette e´galite´ dans N ′ est ve´rifie´e et donc on a F ′r+1 = a˜F
′
1 + βE1 pour un certain β ∈ OL. Les
e´le´ments :
F1 = F
′
1 +
β
a˜− b˜ pb1+···+br
E1,
F2 = φ(F1), etc. re´pondent alors a` la question (notez que le de´nominateur est bien inversible car
b1 + · · ·+ br > 2r > 1).
5.2 Modules associe´s aux E-groupes G
On souhaite maintenant parvenir a` une description explicite analogue pour les objets qui inter-
viennent dans la conditionB’. La donne´e d’un E-groupe (avec donne´e de descente) qui s’inse`re dans
une suite exacte 0 → G′ → G → G′′ → 0 est e´quivalente a` la donne´e d’un objet M ∈ E-BrMod1dd
s’inse´rant dans la suite exacte 0→M′′ →M→M′ → 0. Cherchons a` de´terminer la forme de ces
M.
Choix d’un releve´ compatible a` la donne´e de descente Fixons g un ge´ne´rateur de G.
Choisissons f1 ∈M un releve´ de f¯1 appartenant a` l’image de φ1. On a une e´criture de la forme :
[g](f1) = ω
µ′1
1 (g)f1 + se1
pour un certain s ∈ E[up]/uep. Remplacer f1 par f1 + δupne1 modifie s en s + δ[ω
µ′′1+pn
1 (g) −
ω
µ′1
1 (g)]u
pn. Ainsi de`s que pn 6≡ µ′1−µ
′′
1 (mod p
r−1), on peut choisir α de sorte a` e´liminer le terme
en upn dans s. Par conse´quent, si l’on de´signe par n l’unique entier de [0, pr − 1[ congru a`
µ′1−µ
′′
1
p
modulo (pr − 1), on peut choisir f1 de sorte a` avoir :
[g](f1) = ω
µ′1
1 (g)f1 + α(g)u
pne1 (5)
avec α(g) ∈ E. Libe´rons g. Utilisant la relation [gh] = [g] ◦ [h], on s’assure que l’e´galite´ (5) est
valable pour tout g ∈ G pour une certain fonction α : G→ E soumise a` la relation :
α(gh) = ω
µ′1
1 (g)α(h) + ω
µ′1
1 (h)α(g)
pour tous g et h dans G. Autrement dit la fonction β = αω
−µ′1
i ve´rifie β(gh) = β(g)+β(h). Comme
G est d’exposant pr − 1 premier a` p et que E est de caracte´ristique p, la seule solution est d’avoir
β = 0, et par suite α = 0.
Au final, on a prouve´ le lemme suivant :
Lemme 5.2. Il existe f1 ∈ φ1(Fil
1M) relevant f¯1 et ve´rifiant :
[g](f1) = ω
µ′1
1 f1
pour tout g ∈ G. De plus, f1 est de´fini a` addition pre`s d’un e´le´ment de la forme αupne1 pour α ∈ E
et n l’unique entier de [0, pr − 1[ congru a` µ
′
1−µ
′′
1
p modulo (p
r − 1).
Forme de la filtration Rappelons que la suite 0→ Fil1M′ → Fil1M→ Fil1M′′ → 0 est exacte.
Ainsi Fil1M1 est engendre´ par ue1J (2)e1 et par un releve´ de ue1¯J (2)f¯1 qui appartient a` Fil
1M1.
Supposons dans un premier temps que 2 6∈ J . Un releve´ de uef¯1 est alors par exemple uef1 :
c’est bien un e´le´ment de Fil1M1 puisque ueM⊂ Fil
1M. Ainsi Fil1M1 est engendre´ par e1 et uef1.
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Supposons maintenant que 2 ∈ J . Un releve´ dans Fil1M1 de f¯1 s’e´crit f1+se1 avec s ∈ E[u]/uep.
Ainsi Fil1M1 est engendre´ par f1+se1 et u
ee1. On peut e´videmment choisir s de degre´ strictement
infe´rieur a` e. Calculons :
[g](f1 + se1) = ω
µ′1
1 (g)f1 + gˆ(s)ω
µ′′1
1 (g)e1 = ω
µ′1
1 (g)(f1 + se1) +
[
gˆ(s)ω
µ′′1
1 (g)− ω
µ′1
1 (g)s
]
e1.
Comme Fil1M1 est stable par l’action de G, cet e´le´ment doit eˆtre dans Fil
1M1, ce qui implique
que le facteur entre crochets est nul (puisque l’on a suppose´ s de degre´ strictement infe´rieur a` e).
Cette condition se re´e´crit gˆ(s) = ω
µ′1−µ
′′
1
1 (g)s. Ainsi si n2 est l’unique entier de [0, p
r − 1[ congru a`
µ′1− µ
′′
1 modulo (p
r − 1) (on rappelle que e = pr − 1), on a ne´cessairement s = λ2un2 avec λ2 ∈ E.
Donc :
Lemme 5.3. Si 2 6∈ J , le sous-module Fil1M1 est engendre´ par les deux e´le´ments e1 et uef1.
Si 2 ∈ J , il existe λ2 ∈ E tel que Fil
1M1 soit engendre´ par les deux e´le´ments uee1 et f1+λ2un2e1
ou` n2 est l’unique entier de [0, p
r − 1[ congru a` µ′1 − µ
′′
1 modulo (p
r − 1).
Pour les Mi, i > 1 Posons a` pre´sent f2 = φ1(u
ef1) si 2 6∈ J et f2 = φ1(f1 + λ2u
n2e1) sinon. Il
est clair que f2 se re´duit sur f¯2 dans M′′. De plus, en utilisant la commutation de [g] et φ1, on
obtient :
[g](f2) = ω
µ′2
2 (g)f2
(notez que ω
µ′i
i ne de´pend pas de i). En re´appliquant l’argument de la preuve du lemme 5.3, on voit
que Fil1M2 est engendre´ par e2 et uef2 si 3 6∈ J , ou sinon par uee2 et f2 + λ3un3e1 avec λ3 ∈ E,
0 6 n3 < p
r − 1 et n3 ≡ µ′2 − µ
′′
2 (mod p
r − 1).
Ainsi de suite, on construit f3, f4, etc., jusqu’a` arriver a` fr+1. Malheureusement, rien ne nous dit
que celui-ci est e´gal a` af1. Cependant l’image de fr+1 dansM
′′ est bien af¯1, d’ou` fr+1 = af1+se1
pour un certain s ∈ E[u]/uep. On doit par ailleurs avoir :
[g](fr+1) = ω
µ′1
1 (g)fr+1
d’ou` l’on de´duit que s = βupn (β ∈ E) ou` n est celui du lemme 5.2. Ce meˆme lemme nous pre´cise
que l’on peut modifier f1 en lui ajoutant une quantite´ de la forme αu
pn. Voyons comment cela
modifie f2.
Si 2 6∈ J , il est facile de voir que f2 n’est pas modifie´. Ainsi en remplac¸ant f1 par
fr+1
a , on peut
supposer que β = 0, c’est-a`-dire que fr+1 = af1. De meˆme, si J 6= S, on peut reprendre tout le
raisonnement pre´ce´dent en commenc¸ant non pas a` 1 mais a` un entier i0 tel que i0 + 1 6∈ J .
Supposons donc J = S. Dans ce cas, µ′1 =
∑r
j=1 p
r−j(1 − bj+1) et µ′′1 = 0. On en de´duit la
valeur de n2 :
n2 = p
r − 1−
r∑
j=1
pr−j(bj+1 − 1)
ce qui donne en particulier n2 ≡ −b1 (mod p). D’autre part, pn ≡ n2 (mod pr−1) (puisqu’ils sont
tous les deux congrus a` µ′1 − µ
′′
1 ). E´crivons pn = n2 + q(p
r − 1) avec q > 0. Re´duisant cette e´galite´
modulo p, il reste q ≡ n2 ≡ −b1 (mod p) et donc en particulier q ne peut valoir ni 0, ni 1. Ainsi
q > 2, ce qui implique que f2 n’est pas modifie´ lorsque l’on ajoute a` f1 une quantite´ de la forme
αupn. On conclut comme pre´ce´demment.
Conclusion Au final, la structure de M est donne´e par la proposition suivante :
Proposition 5.4. Avec les notations pre´ce´dentes, il existe, pour tout i une (E[u]/uep)-base (ei, fi)
de Mi et des e´le´ments λi ∈ E tels que λi = 0 si i 6∈ J et :
i) [g](ei) = ω
µ′′i
i (g)ei et [g](fi) = ω
µ′i
i (g)fi pour tout i ∈ S ;
ii) Fil1Mi est engendre´ par e′i = u
e1J (i+1)ei et f
′
i = u
e1¯J (i+1)fi + λi+1u
ni+1ei ou` ni+1 est le
reste de la division euclidienne de µ′i − µ
′′
i par p
r − 1 ;
iii) φ1(e
′
i) = b(i)ei+1, φ1(f
′
i) = a(i)fi+1 ;
iv) N(ei) = 0, N(fi) = −
b(i−1)
a(i−1)niλiu
pniei.
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De plus, le morphisme M′′ →M (resp. M→M′) est donne´ sur cette description par ei 7→ ei
(resp. ei 7→ 0, fi 7→ f¯i).
De´monstration. On a de´ja` tout prouve´ sauf la forme de l’ope´rateur de monodromie. Comme κ = 2,
il suffit de ve´rifier que leN de la proposition prolonge´ par la relation de Leibniz ve´rifieN(M) ⊂ uM
et commute a` φ1. La premie`re condition est e´quivalente a` ni > 0 pour tout i ∈ S, et en e´crivant
explicitement la relation de commutation, on montre que la seconde condition est implique´e par
les ine´galite´s pni > e pour tout i ∈ S.
Nous reportons la preuve de ce deuxie`me e´nonce´ combinatoire (qui implique a` l’e´vidence le
premier) a` une sous-section ulte´rieure (lemme 5.10).
5.3 Interlude : de´faut de pleine fide´lite´
Oublions un instant le fil de la de´monstration pour nous concentrer sur une question diffe´rente.
Soient A et B deux objets de E-BrModκ−1dd de rang 1. On note ai, αi et αfil,i (resp. bi, βi et
βfil,i) les invariants nume´riques associe´s a` A et B par la proposition 2.2, et Ai (resp. Bi) une base
correspondant a` ces invariants. En particulier, tout au long de cet interlude, les ai et les bi n’ont
aucun rapport avec ceux que l’on manipulait jusqu’a` pre´sent.
Proposition 5.5. On conserve les notations pre´ce´dentes et on suppose donne´ un isomorphisme
f : T ⋆st(B)→ T
⋆
st(A). Alors, il existe un morphisme non nul (dans la cate´gorie E-BrMod
κ−1
dd ) A → B
si, et seulement si βfil,i > αfil,i pour tout i ∈ S.
Le cas e´che´ant, il existe λ ∈ E⋆ tel que le morphisme fˆ : A → B de´fini par Ai 7→ λuβfil,i−αfil,iBi
satisfasse T ⋆st(fˆ) = f .
De´monstration. Le fait que T ⋆st(A) soit isomorphe a` T
⋆
st(B) entraˆıne, graˆce a` la proposition 2.3,
d’une part que les e´le´ments de E⋆ associe´s a` A et B par la proposition 2.2 co¨ıncident, et d’autre
part que la congruence αi + αfil,i ≡ βi + βfil,i (mod pr − 1) est satisfaite.
Soit fˆ : A → B un morphisme non nul dans la cate´gorie E-BrModκ−1dd . L’image de Ai est
ne´cessairement de la forme siBi avec si ∈ E[u]/u
ep. Si l’un des si est nul, la condition de commu-
tation a` φκ−1 implique que si+1 l’est e´galement, et par re´currence que fˆ est lui aussi nul. Comme
ce cas a e´te´ exclu, tous les si sont non nuls. Notons vi la « valuation u-adique » de si : c’est un
entier compris entre 0 et ep − 1. En utilisant a` nouveau, la commutation a` φκ−1, on obtient les
relations vi+1 = pvi + pai − pbi. Celles-ci forment un syste`me qui se re´sout aise´ment et conduit a`
vi = βfil,i − αfil,i. Ceci de´montre le sens direct de l’e´quivalence de la proposition.
Pour la re´ciproque, on conside`re le morphisme de´fini fˆ ′ par Ai 7→ uβfil,i−αfil,iBi. Pour tout i,
on a par hypothe`se 0 6 ai 6 e(κ− 1) 6 e(p− 2). On en de´duit :
αfil,i 6
e(p− 2)(pr + pr−1 + · · ·+ p)
pr − 1
=
ep(p− 2)
p− 1
< ep
pour tout i. De meˆme βfil,i < ep, d’ou` il suit que la diffe´rence βfil,i −αfil,i est elle aussi strictement
infe´rieure a` ep. Ainsi le morphisme fˆ ′ est non nul. Il reste a` ve´rifier qu’il commute aux structures
supple´mentaires, mais cela ne pose plus aucune difficulte´ particulie`re. (Pour la donne´e de descente,
il faut utiliser la congruence αi + αfil,i ≡ βi + βfil,i (mod pr − 1).)
Reste a` prouver la dernie`re assertion. La preuve de la proposition 2.3 (dont nous avons seulement
explique´ les ide´es) montre en fait que T ⋆st(fˆ
′) est un isomorphisme. Comme T ⋆st(A) et T
⋆
st(B) sont
des E-espaces vectoriels de dimension 1, on a ne´cessairement f = λT ⋆st(fˆ
′) pour un λ ∈ E⋆. Il suffit
donc de poser fˆ = λfˆ ′.
Remarque. Quitte a` modifier la base Ai, on peut supposer dans l’e´nonce´ de la proposition que
λ = 1. C’est ce que nous ferons par la suite.
L’e´nonce´ suivant montre meˆme que dans le « mauvais » cas de la proposition, la situation n’est
pas de´sespe´re´e :
Proposition 5.6. On conserve les notations pre´ce´dentes et on suppose toujours donne´ un iso-
morphisme f : T ⋆st(B) → T
⋆
st(A). Alors il existe un objet C de E-BrMod
κ−1
dd et des morphismes
fˆA : A → C et fˆB : B → C induisant des isomorphismes via T ⋆st et tels que T
⋆
st(fˆA) ◦T
⋆
st(fˆB)
−1 = f .
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De´monstration. E´videmment si βfil,i > αfil,i pour tout i ∈ S, il suffit de prendre C = B, fˆB = id et
d’appliquer la proposition 5.5 pour obtenir fˆA. De meˆme, si αfil,i > βfil,i pour tout i ∈ S, on peut
conclure avec C = A.
Lorsque les r-uplets (αfil,i) et (βfil,i) ne sont pas comparables, c’est plus complique´. L’ide´e
consiste a` construire un C dont les invariants associe´es γfil,i ve´rifient γfil,i = max(αfil,i, βfil,i). Pour
y parvenir, on pose ni =
1
p max(βfil,i−αfil,i, 0) et ci = ai+pni−ni+1. Ces nombres sont toujours des
entiers, car on voit directement sur la de´finition que αfil,i et βfil,i sont des multiples de p. Montrons
que ci est positif ou nul. Cela ne pose pas de proble`me si ni+1 = 0. Si par contre ni+1 > 0, on a
ni+1 =
βfil,i+1−αfil,i+1
p puis :
ai + pni > ai + βfil,i − αfil,i = bi +
βfil,i+1 − αfil,i+1
p
= bi + ni+1 > ni+1
la premie`re e´galite´ se ve´rifiant simplement en remplac¸ant αfil,i, etc. par leurs de´finitions. De meˆme,
on prouve ci 6 e(κ− 1) : si ni = 0, le re´sulat est imme´diat et sinon on e´crit :
ai + pni = ai + βfil,i − αfil,i = bi +
βfil,i+1 − αfil,i+1
p
6 bi + ni+1 6 e(κ− 1) + ni+1.
(En re´alite´, on a meˆme obtenu min(ai, bi) 6 ci 6 max(ai, bi).) Un calcul simple montre par ailleurs
que les γfil,i associe´s aux ci ve´rifient γfil,i = αfil,i + pni = max(αfil,i, βfil,i), c’est-a`-dire la condition
recheche´e. De´finissons a` pre´sent γi = αi + αfil,i − γfil,i ∈ Z/(pr − 1)Z et C l’objet de E-BrMod
κ−1
dd
associe´ aux nombres ci, γi et a` l’e´le´ment de E
⋆ correspondant a` A (ou ce qui revient au meˆme,
a` B). La proposition 2.3 montre que T ⋆st(A) et T
⋆
st(C) sont isomorphes et il ne reste plus, pour
conclure la preuve, qu’a` appliquer deux fois la proposition 5.5.
Remarque. Les re´sultats pre´ce´dents ne doivent pas surprendre le lecteur. Ils sont simplement l’illus-
tration en termes de la cate´gorie E-BrModκ−1dd de proprie´te´s analogues sur les sche´mas en groupes
de type (p, . . . , p) connues depuis Raynaud (voir [8], §2.2), la relation d’ordre (partiel) sur les
prolongements d’un p-groupe sur K correspondant ici a` l’ordre produit sur les αfil,i.
5.4 Fin de la de´monstration
Revenons a` nos moutons et reprenons en particulier les extensions 0→M ′′ →M →M ′ → 0 et
0→M′′ →M→M′ → 0 donne´es par les propositions 5.1 et 5.4. Voyons les objetsM′′,M etM′
comme appartenant a` la cate´gorie E-BrModp−2dd et notons N
′′, N to N ′ les objets de E-BrModp−2dd
associe´s respectivement a` M ′′, M et M ′ par la recette de 4.4. Si on de´finit les constantes :
m′i = e(p− 3) + e1¯J(i+ 1) ; m
′′
i = e(p− 3) + e1J(i+ 1)
n′i = e(p− 2− bi1J (i)) ; n
′′
i = e(p− 2− bi1¯J(i))
les objets M et N se de´crivent explicitement comme suit :

Mi = E[u]/u
ep · ei ⊕ E[u]/u
ep · fi
Filp−2Mi est engendre´ par um
′′
i ei et u
m′ifi + λi+1u
e(p−3)+ni+1ei
φp−2(u
m′′i ei) = b(i)ei+1, φp−2(u
m′ifi + λi+1u
e(p−3)+ni+1ei) = a(i)fi+1
N(Ei) = 0, N(Fi) = −
b(i−1)
a(i−1)niλiu
pniei
[g](Ei) = ω
µ′′i
i (g)Ei, [g](Fi) = ω
µ′i
i (g)Fi


Ni = E[u]/uep ·Ei ⊕ E[u]/uep · Fi
Filp−2Ni est engendre´ par un
′′
i Ei et u
n′iFi
φp−2(u
n′′i Ei) = b(i)Ei+1, φp−2(u
n′iFi) = a(i)(Fi+1 − Λ¯i+1Ei+1)
N(Ei) = 0, N(Fi) = 0
[g](Ei) = Ei, [g](Fi) = Fi
ou` Λ¯i de´signe la re´duction modulo p de Λi. On rappelle que lorsque i 6∈ J , on a Λi = 0 et λi = 0.
On rappelle e´galement que l’objet M′′ (resp. N ′′) est le sous-objet de M (resp. N ) engendre´ par
les ei (resp. les Ei) et que M′ (resp. N ′) est le quotient par ce sous-objet. On note toujours f¯i
(resp. F¯i) les images de fi (resp. Fi) dans ce quotient.
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Strate´gie de la preuve Les objets pre´ce´dents viennent avec des identifications T ⋆st(M
′) ≃
E(ψ′) ≃ T ⋆st(N
′) et T ⋆st(M
′′) ≃ E(ψ′′) ≃ T ⋆st(N
′′). Appelons f ′ et f ′′ les isomorphismes compose´s
T ⋆st(M
′)→ T ⋆st(N
′) et T ⋆st(M
′′)→ T ⋆st(N
′′). Pour conclure la preuve qui nous inte´resse, il suffit de
montrer que si a(i − 1)Λ¯i = b(i − 1)λi, il existe un (iso)morphisme f : T ⋆st(M) → T
⋆
st(N ) rendant
commutatif le diagramme suivant :
0 // T ⋆st(M
′) //
f ′ ∼
T ⋆st(M) //
f
T ⋆st(M
′′) //
f ′′∼ 
0
0 // T ⋆st(N
′) // T ⋆st(N ) // T
⋆
st(N
′′) // 0
a` lignes exactes. Pour cela, on n’a pas envie de calculer explicitement les repre´sentations galoisiennes
T ⋆st(M) et T
⋆
st(N ). L’ide´e, au contraire, est d’essayer de relever le diagramme pre´ce´dent au niveau
des objets de E-BrModdd. On commence modestement par relever les isomorphismes f
′ et f ′′ et
c’est la` qu’interviennent les re´sultats de l’interlude.
Pre´cise´ment, d’apre`s la proposition 5.6, le morphisme f ′ (resp. f ′′) se rele`ve via des morphismes
fˆ ′N : N
′ → C′ et fˆ ′M : M
′ → C′ (resp. fˆ ′′N : N
′′ → C′′ et fˆ ′′M : M
′′ → C′′) pour un certain
objet C′ (resp. C′′) de la cate´gorie E-BrModp−2dd . On cherche donc au final a` construire un objet
C ∈ E-BrModp−2dd qui s’inse`re dans le diagramme commutatif suivant :
0 // N ′′ //
fˆ ′′N 
N //
fˆN
N ′ //
fˆ ′N
0
0 // C′′ // C // C′ // 0
0 //M′′ //
fˆ ′′M
OO
M //
fˆM
OO
M′ //
fˆ ′M
OO
0
(6)
ou` les fle`ches en pointille´s restent aussi a` de´finir. Remarquons tout de suite que si l’on y parvient,
on aura termine´ la de´monstration puisque le lemme des cinq prouvera imme´diatement que les
applications T ⋆st(fˆM) et T
⋆
st(fˆN ) sont des isomorphismes.
Description de C′ et C′′ Notons µ′fil,i, µ
′′
fil,i, ν
′
fil,i et ν
′′
fil,i les sommes correspondantes respecti-
vement aux nombres m′i, m
′′
i , n
′
i et n
′′
i par la formule de la proposition 2.2. Elle valent :
µ′fil,i = p(p− 3) +
r−1∑
j=0
pr−j 1¯J(i+ j + 1) ; µ
′′
fil,i = p(p− 3) +
r−1∑
j=0
pr−j1J(i+ j + 1)
ν′fil,i =
r−1∑
j=0
pr−j(p− 2− bi+j1J(i + j)) ; ν
′′
fil,i =
r−1∑
j=0
pr−j(p− 2− bi+j 1¯J(i + j)).
Lemme 5.7. On a i ∈ J si, et seulement si µ′fil,i > ν
′
fil,i si, et seulement si µ
′′
fil,i 6 ν
′′
fil,i.
De´monstration. Des formules donnant les valeurs de µ′fil,i et ν
′
fil,i, on de´duit l’expression suivante :
µ′fil,i − ν
′
fil,i =
r−1∑
j=0
pr−j
[
bi+j1J(i+ j)− 1J (i+ j + 1)
]
.
Comme 2 6 bi+j 6 p − 2, le facteur entre crochets a toujours une valeur absolue infe´rieure ou
e´gale a` p− 1. Ainsi, le signe de la somme est donne´ par le premier terme (i.e. celui pour lequel j
est le plus petit) non nul de celle-ci. Si i ∈ J , ce terme est celui obtenu pour j = 0, et la somme
est donc strictement positive, i.e. µ′fil,i > ν
′
fil,i. Supposons maintenant i 6∈ J . Si J = ∅, alors la
somme est nulle et µ′fil,i = ν
′
fil,i. Sinon, le premier terme non nul correspond au plus petit j tel que
i + j + 1 ∈ J et le facteur entre crochets associe´ est ne´gatif (puisque i + j 6∈ J et donc le terme
avec bi+j n’apparaˆıt pas). L’e´quivalence s’ensuit.
L’ine´galite´ avec les µ′′fil,i et ν
′′
fil,i se traite de meˆme.
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Posons pour simplifier les e´critures qui vont suivre si =
µ′fil,i−ν
′
fil,i
p et ri =
µ′′fil,i−ν
′′
fil,i
p . A` partir
du lemme pre´ce´dent, une e´tude de la preuve de la proposition 5.6 montre que C′ et C′′ se de´crivent
comme suit : 

C′i = E[u]/u
ep · F¯i
Fil1C′i = u
c′iC′i
φ1(u
c′iF¯i) = a(i)F¯i+1
[g](F¯i) = ω
γ′i
i (g)F¯i


C′′i = E[u]/u
ep · Ei
Fil1C′′i = u
c′′i C′′i
φ1(u
c′′i Ei) = b(i)Ei+1
[g](Ei) = ω
γ′′i
i (g)Ei
avec :
γ′i = psi1J(i) ; γ
′′
i = −pri1¯J(i)
c′i = −si+11J(i + 1) + psi1J (i) + e(p− 2− bi1J(i))
c′′i = −ri+11¯J (i+ 1) + pri1¯J (i) + e(p− 2− bi1¯J(i))
Quelques lemmes pre´paratoires Avant de donner la construction de C, nous regroupons dans
ce paragraphe les identite´s combinatoires qu’il est bon de garder en teˆte pour faire les ve´rifications
a` venir :
Lemme 5.8. On a les identite´s suivantes :
• pri − ri+1 = e
[
bi1¯J(i)− 1¯J(i + 1)
]
• psi − si+1 = e
[
bi1J(i)− 1J(i + 1)
]
• c′i = si+11¯J (i+ 1)− psi1¯J (i) + e(p− 3) + e1¯J(i+ 1)
• c′′i = ri+11J (i+ 1)− pri1J (i) + e(p− 3) + e1J(i+ 1)
• ni = ri − si + e1J(i)
ou` on rappelle que ni est de´fini dans la proposition 5.4. Si de plus i+ 1 ∈ J , on a aussi :
• c′′i − si+1 = e(p− 3)− pri1J(i) + ni+1
• c′′i − si+1 − c
′
i = psi1¯J(i)− pri1J(i) + ni+1 ≡ ni+1 (mod p)
De´monstration. Les deux premie`res e´galite´s re´sultent directement des de´finitions, les deux suivantes
en sont des conse´quences imme´diates, et les deux dernie`res s’obtiennent facilement a` partir des
quatre premie`res. Reste donc simplement a` montrer la cinquie`me. Pour cela, on remarque que l’on
a les congruences ri ≡ pri−1 ≡ −µ′′i−1 (mod p
r − 1) et si ≡ psi−1 ≡ −µ′i−1 (mod p
r − 1). Ainsi
ni ≡ ri − si (mod pr − 1). Graˆce a` l’e´criture :
ri − si =
r−1∑
j=0
pr−j−1
[
bi+j(1¯J − 1J)(i + j)− (1¯J − 1J)(i + j + 1)
]
on s’aperc¸oit que |ri − si| < e. Supposons i ∈ J . D’apre`s le lemme 5.7, on a ri 6 0 et si > 0. Ainsi
ri − si < 0 et ni = ri − si + e. Si au contraire, i 6∈ J , on a ri − si > 0 et puis ni = ri − si.
Lemme 5.9. Si i+ 1 ∈ J , alors c′′i > si+1 et c
′
i + si+1 6 e(p− 2).
De´monstration. Par le lemme 5.8, la diffe´rence c′′i − si+1 s’exprime comme une somme de trois
termes positifs. La premie`re ine´galite´ s’ensuit. Pour la seconde, l’expression :
c′i + si+1 = e(p− 2) + (psi − ebi)1J(i).
montre qu’il suffit donc de prouver psi − ebi 6 0 pour i ∈ J . Or, dans ce cas :
psi − ebi = −p
r + bi +
r−1∑
j=1
pr−j
[
bi+j1J (i+ j)− 1J(i+ j + 1)
]
.
La conclusion s’obtient en remarquant que bi ainsi que tous les facteurs entre crochets sont majore´s
en valeur absolue par p− 1.
Lemme 5.10. Pour tout i ∈ S, on a pni > e.
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De´monstration. Les e´galite´s du lemme 5.8 impliquent la congruence :
ni+1 = ri+1 − si+1 + e1J(i + 1) ≡ bi(1¯J − 1J)(i)− 1¯J(i + 1) (mod p).
De 2 6 bi 6 p − 2, on de´duit que ni+1 n’est jamais un multiple de p. Par ailleurs, par le meˆme
lemme, on obtient les congruences ri+1 ≡ pri (mod e), si+1 ≡ psi (mod e) et ni ≡ ri−si (mod e).
Il s’ensuit :
ni+1 ≡ pni (mod e) (7)
Fixons i ∈ S et supposons par l’absurde que pni < e. Comme, par hypothe`se, on a ni > 0 et
0 6 ni+1 < e, la congruence (7) entraˆıne l’e´galite pni = ni+1, ce qui contredit le fait que p ne divise
pas ni+1.
De´finition de C On est enfin preˆt a` donner la de´finition du fameux objet C. Il est obtenu par
les formules suivantes :

Ci = E[u]/uep · Ei ⊕ E[u]/uep · Fi
Filp−2Ci est engendre´ par uc
′′
i Ei et uc
′
iFi + λi+1uc
′′
i −si+1Ei
φp−2(u
c′′i Ei) = b(i)Ei+1, φp−2(uc
′
iFi + λi+1uc
′′
i −si+1Ei) = a(i)Fi+1
N(Ei) = 0, N(Fi) = −
b(i−1)
a(i−1)niλiu
pni−priEi
[g](Ei) = ω
γ′′i
i (g)Ei, [g](Fi) = ω
γ′i
i (g)Fi
La premie`re ine´galite´ du lemme 5.9 assure que le terme λi+1u
c′′i −si+1 qui apparaˆıt dans l’e´criture
pre´ce´dente a bien un sens (on rappelle que λi est nul pour i 6∈ J), alors que la deuxie`me ine´galite´
du meˆme lemme implique l’inclusion ue(p−2)C ⊂ Filp−2C. Les autres axiomes de la de´finition de la
cate´gorie E-BrModp−2dd se ve´rifient sans grande difficulte´ (e´ventuellement en utilisant les e´galite´s et
la congruence du lemme 5.8). Bien e´videmment le morphisme C′′i → Ci est donne´ par Ei 7→ Ei alors
que celui Ci → C′i est donne´ par Ei 7→ 0, Fi 7→ F¯i.
Voici enfin le lemme qui conclut la preuve :
Lemme 5.11. Les applications E[u]/uep-line´aires fM : M → C et fN : N → C de´finis par
fM(ei) = u
−pri1J (i)Ei, fM(fi) = u−psi1¯J (i)Fi, fN (Ei) = upri1¯J (i)Ei et fN (Fi) = upsi1J (i)Fi
de´finissent des morphismes dans E-BrModp−2dd qui font commuter le diagramme (6).
De´monstration. C’est une ve´rification un peu longue mais tre`s facile avec les identite´s regroupe´es
dans le lemme 5.8. (Il est important aussi de garder a` l’esprit que λi est nul pour i 6∈ J et que l’on
a suppose´ a(i− 1)Λ¯i = b(i− 1)λi.) Par voie de conse´quence, nous la laissons au lecteur.
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