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Abstract 
Spintronics, a class of devices that exploit the spin properties of electrons in 
addition to the charge properties, promises the possibility for nonvolatile logic and memory 
devices that operate at low power. Graphene is a material in which the spin orientation of 
electrons can be conserved over a long distance, which makes it an attractive channel 
material in spintronics devices. In this dissertation, the properties of graphene that are 
interesting for spintronics applications are explored. A robust fabrication process is 
described for graphene spin valves using Al2O3 tunnel tunnel barriers and Co ferromagnetic 
contacts.  Spin transport was characterized in both few-layer exfoliated and single-layer  
graphene, and spin diffusion lengths and spin relaxation times were extracted using the 
nonlocal spin valve geometry and Hanle measurements. The effect of input-output 
asymmetry on the spin transport was investigated.  The effect of an applied drift electric 
field on spin transport was investigated and the spin diffusion length was found to be 
tunable by a factor of ~8X (suppressed to 1.6 µm and enhanced to 13 µm from the intrinsic 
length of 4.6 µm using electric field of ±1800 V/cm). A mechanism to induce asymmetry 
without excess power dissipation is also described which utilizes a double buried-gate 
structure to tune the Fermi levels on the input and output sides of a graphene spin logic 
device independently. It was found that different spin scattering mechanisms were at play 
in the two halves of a small graphene strip. This suggests that the spin properties of 
graphene are strongly affected by its local environment, e.g. impurities, surface topography, 
defects. Finally, two-dimensional materials beyond graphene have been explored as spin 
channels.  One such material is phosphorene, which has low spin-orbit coupling and high 
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mobility, and the interface properties of ferromagnets (cobalt and permalloy) with this 
material were explored.  This work could potentially enable spin injection without the need 
for a physical tunnel barrier to solve the conductivity mismatch problem inherent to 
graphene. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  vii 
Table of Contents 
 
List of figures ……………………………………………………………………….….. ix 
CHAPTER 1	 Introduction ........................................................................................... 1	
1.1	 Spintronics .......................................................................................................... 1	
1.2	 All spin logic devices .......................................................................................... 8	
1.3	 Graphene ........................................................................................................... 13	
1.4	 Project overview ............................................................................................... 20	
CHAPTER 2	 Spin injection and transport in semiconductors and graphene ...... 24	
2.1	 Spin injection into semiconductors and the conductivity mismatch problem .. 24	
2.2	 Nonlocal spin valves for pure spin current detection ........................................ 35	
2.2.1	 Spin relaxation mechanisms ..................................................................... 35	
2.2.2	 Nonlocal resistance signal detection ......................................................... 37	
2.2.3	 Nonlocal Hanle spin precession ................................................................ 43	
2.2.4	 Nonlocal baseline resistance value due to Peltier and Seebeck effects .... 45	
2.3	 Spin injection and transport in graphene .......................................................... 46	
2.3.1	 Tunnel barriers for efficient spin injection into graphene ........................ 46	
2.3.2	 Spin-orbit coupling in graphene ................................................................ 51	
CHAPTER 3	 Synthesis and identification of graphene .......................................... 57	
3.1	 Graphene exfoliation from highly oriented pyrolitic graphite .......................... 57	
3.2	 Chemical vapor deposition (CVD) growth of graphene ................................... 60	
3.3	 Atomic Force Microscopy (AFM) and Raman spectroscopy for graphene 
characterization ............................................................................................................. 70	
CHAPTER 4	 Charge transport properties of graphene ......................................... 76	
4.1	 Graphene-based field effect transistors (GFET) ............................................... 76	
4.1.1	 Device fabrication ..................................................................................... 79	
4.1.2	 Ohmic contacts to graphene ...................................................................... 81	
4.1.3	 Electrostatic gating of GFET .................................................................... 87	
  viii 
4.2	 Doping control in graphene by surface chemical treatment ............................. 95	
CHAPTER 5	 Graphene-based nonlocal spin valves ............................................. 100	
5.1	 Fabrication of graphene-based nonlocal spin valves ...................................... 100	
5.2	 Equipment set-up for nonlocal resistance measurement ................................. 106	
5.3	 Graphene nonlocal spin valve measurement ................................................... 107	
5.3.1	 Nonlocal resistance measurement of graphene nonlocal spin valve ....... 107	
5.3.2	 Nonlocal Hanle measurement of graphene nonlocal spin valve ............. 109	
5.3.3	 Spin transport properties of  single-layer graphene ................................ 111	
5.3.4	 Spin transport properties of mechanically exfoliated few-layer graphene 
………..................................................................................................... 117	
CHAPTER 6	 Electric field and doping asymmetry effects on spin transport in 
graphene ...……………………………………………………………………………. 122	
6.1	 Asymmetric spin transport in graphene nonlocal spin valve due to applied 
electric field effect ...................................................................................................... 122	
6.1.1	 Electric field effect on spin transport in semiconductors ........................ 122	
6.1.2	 Tuning of nonlocal resistance in graphene nonlocal spin valve by electric 
field application ...................................................................................................... 125	
6.2	 Graphene nonlocal spin valve with incorporated double buried-gate structure 
for asymmetric doping effect investigation ................................................................ 131	
6.2.1	 Double buried-gate structure ................................................................... 131	
6.2.2	 Graphene nonlocal spin valve with double buried gate .......................... 138	
6.2.3	 Double buried-gate in graphene-based ASL devices .............................. 150	
CHAPTER 7	 Future directions and conclusion .................................................... 154	
7.1	 Potential applications of graphene spintronics ............................................... 154	
7.2	 Phosphorene for spintronics beyond graphene ............................................... 156	
7.3	 Conclusion ...................................................................................................... 165	
List of references ……..………………………………………………...….………… 169 
Appendix ……………………...……………………………………………………… 184  
  ix 
List of Figures 
 
1-1 Ferromagnet/Insulator/Ferromagnet (FM1/I/FM2) structures ………….. 4 
1-2 Simple ferromagnet/nonmagnetic metal/ferromagnet (FM1/N/FM2) 
structures……….…………………………………................................... 6 
1-3 Mechanism 1 of the all spin logic (ASL) device concept …………….… 10 
1-4 Mechanism 2 of the all spin logic (ASL) device concept …………….… 11 
1-5 Layout for the logic gates implementation of two-input AND/OR or 
NAND/NOR gates using mechanism 2 ………………………................ 12 
1-6 Band structure of graphene ……………………………………………... 15 
1-7 Transfer characteristic curves (conductance vs. gate voltage) of 
graphene FET ………………………………………………………….... 18 
2-1 Datta-Das electro-optic modulator and spin transistor ………………..… 26 
2-2 Ferromagnet/semiconductor structure assuming no Schottky barrier 
formation ……………………………………………………….……….. 28 
2-3 Lateral spin valve for spin signal detection ……………...……………… 38 
2-4 Nonlocal spin valve structure for pure spin current detection ……..…… 40 
2-5 Nonlocal resistance as a function of in-plane and out-of-plane magnetic 
fields …………………………….………………………………………. 42 
2-6 Illustration of the surface topography of and comparison of surface 
roughness before and after Al2O3 deposition ………………………….... 49 
2-7 Calculated SOC as a function of the lattice deformation in graphene 
with (red) and without (blue) the inclusion of the SOC from d orbitals ... 53 
3-1 Sequence of steps for the scotch-tape method or mechanical exfoliation 
of graphene layers from HOPG ………………….....…………………… 59 
3-2 Optical micrograph of a few-layer graphene flake on 300-nm SiO2 
substrate …………………………………….…………………………… 60 
3-3 Schematic diagram of CVD system for graphene synthesis ………….… 63 
3-4 CVD system used for growing graphene in Koester Lab ……… 63 
  x 
3-5 Graphene transfer process from Cu foil to a desired substrate ready for 
further fabrication ……………………………………………………….. 65 
3-6 Optical micrograph of CVD grown graphene on 300-nm SiO2 substrate  66 
3-7 Optical image of CVD grown graphene on SiO2/Si substrate showing 
PMMA residue …………..……………………………………………… 69 
3-8 Optical and AFM images of few-layer exfoliated graphene ……….…… 70 
3-9 Height profiles obtained from AFM analysis ………………...…………. 72 
3-10 Raman spectrum of single-layer graphene …………....………………… 73 
4-1 Electron mobility as a function of band gap for conventional 
semiconductors and graphene, graphene nanoribbons (GNRs), and 
carbon nanotubes (CNTs) ……………………………………………….. 78 
4-2 Graphene FET schematics …………………...………………………….. 81 
4-3 Graphene FET resistances and geometry ……………......……………… 84 
4-4 Output characteristics of GFETs for different channel lengths …………. 86 
4-5 Total resistance (R) vs. channel length (L) for GFETs ……….......…….. 86 
4-6 Channel conductivity measurement for a GFET …………......…………. 88 
4-7 GFET parameter extraction by curve fitting ……………...…………….. 91 
4-8 Carrier concentration as a function of the gate voltage for different 
interface trap capacitance values …………………......…………………. 92 
4-9 GFET curve fitting with and without interface trap capacitance ……..… 94 
4-10 The HMDS:acetone vapor treatment environment ………......…………. 97 
4-11 Transfer characteristics of GFETs with and without HMDS treatment .... 98 
4-12 Histogram plot of the gate hysteresis for 50 GFETs fabricated on 
substrates with and without HMDS treatment ………………………….. 98 
5-1 Exfoliated graphene flake with nonmagnetic contacts ……………….…. 102 
5-2 Illustration of the Al2O3 tunnel barrier deposition process ……...……… 103 
5-3 Raman spectra of exfoliated few-layer graphene before tunnel barrier 
deposition ….……………………………………………………………. 104 
  xi 
5-4 Raman spectra of exfoliated few-layer graphene after tunnel barrier 
deposition ………………………………….……………………………. 104 
5-5 Optical images of the finished graphene nonlocal spin valve ….....…….. 105 
5-6 Illustration of the equipment connection for performing graphene 
nonlocal spin valve measurement ……………….……………………… 107 
5-7 Nonlocal resistance and nonlocal Hanle plots of a CVD single-layer 
graphene spin valve …………………….......…………………………… 109 
5-8 Channel resistivity (solid black line) and nonlocal resistance (blue 
squares) vs. applied gate voltage (𝑉") of the CVD single-layer nonlocal 
spin valve ………………………………...……………………………… 112 
5-9 Predicted relationship between the nonlocal resistance (∆𝑅%&) and the 
applied gate voltage (𝑉") ……………………………………...………… 113 
5-10 Nonlocal Hanle data and the fit result of the CVD single-layer nonlocal 
spin valve ……...………………………………………………………… 114 
5-11 Comparison of the diffusion coefficient and spin relaxation time of the 
CVD single-layer nonlocal spin valve ……………………........……….. 115 
5-12 Spin relaxation time vs. diffusion coefficient for CVD single-layer 
graphene nonlocal spin valve ………………………..........…………….. 117 
5-13 Channel resistivity and nonlocal resistance vs. applied gate voltage of 
the exfoliated few-layer graphene nonlocal spin valve ……….........…… 119 
5-14 Relationship between 𝐷 and 𝜏) of the exfoliated few-layer graphene 
nonlocal spin valve ………...……………………………………………. 120 
6-1 Graphene nonlocal spin valve with an independent DC current (𝐼+) 
source to produce an electric field along the graphene channel ..........….. 126 
6-2 Nonlocal resistance plots of the few-layer graphene nonlocal spin valve 
for different applied current values (𝐼+) ……………..………………….. 128 
6-3 The applied electric field effect on spin parameters in few-layer 
exfoliated graphene …………………...........…………………………… 130 
6-4 Double buried-gate structure ……………………………………………. 133 
  xii 
6-5 Transfer characteristic curves of the double buried-gate FET with few-
layer graphene channel ……………..…………………………………… 135 
6-6 Transfer characteristic curves of the double buried-gate FET with CVD 
single-layer graphene channel …………………………………...……… 136 
6-7 Fermi level positions on the left and right gates corresponding to the 
four points in figure 6-6 ……………………………..………………….. 137 
6-8 Integrated structure: Graphene nonlocal spin valve with double buried-
gate …………………....…………………………………………………  139 
6-9 Illustration of the integrated graphene nonlocal spin valve with double 
buried-gate structure …………………………………..………………… 140 
6-10 Color contour plot of the few-layer graphene channel resistivity as a 
function of the left and right gate voltages ………………………......….. 141 
6-11 Color contour plot of the nonlocal resistance of the exfoliated few-layer 
graphene device as a function of the left and right gate voltages …….… 142 
6-12 Color contour plots of the CVD single-layer graphene resistivity as a 
function of the left and right gate voltages ………………………..…….. 144 
6-13 Nonlocal resistance plot for the CVD single-layer graphene as a 
function of the left and right gate voltages with the spin polarized 
current injected from FM1 …………………......……………………….. 145 
6-14 Nonlocal resistance plot for the CVD single-layer graphene as a 
function of the left and right gate voltages with the spin polarized 
current injected from FM2 ……………………….….....……………….. 146 
6-15 Measurement results as a function of only the left gate voltage ………... 147 
6-16 Measurement results as a function of only the right gate voltage ….…… 148 
6-17 Spin parameter comparison between the left and right gate effects …….. 149 
6-18 Estimated spin current injected into the detector ……………………..… 151 
6-19 Possible design for graphene-based ASL devices with double buried-
gate structures ………………..………………………………………….. 153 
7-1 Schematic of the few-layer phosphorene back-gated device ……..…….. 159 
  xiii 
7-2 Transfer characteristic curves for the few-layer phosphorene devices …. 160 
7-3 Evolution of the transfer characteristic curves as a function of 
temperature ……………………………………………………………… 161 
7-4 Example Arrhenius plots for the few-layer phosphorene device with Py 
contact at 𝑉," = +10𝑉 ……………………………………...………….. 163 
7-5 Schottky barrier height as a function of 𝑉,"  ……………………………. 164 
  1 
CHAPTER 1   INTRODUCTION 
The significance of spintronics is emphasized in this chapter in relation to its 
promising role for post-CMOS solid state devices owing to its tremendous advance over 
the course of decades. A proposed concept that aims to utilize spin in all stages of operation 
is reviewed. Graphene has also been shown to be interesting not only for electronic 
applications, but also for spintronic devices. The possible applications of graphene and its 
spin phenomena such as the spin transfer torque and spin Hall effect are brought to the 
reader’s attention. The outline at the end of the chapter should give the reader a clear idea 
of what topics are discussed. 
 
1.1 Spintronics 
Solid state devices have long been dominated by electronics, which operates by 
controlling the flow of charge carriers, i.e. electrons and holes, to process and store 
information. The trend in electronics has consistently been to scale down the device size in 
order to reduce the power consumption, increase the device density, and lower the 
production cost while simultaneously increasing the processing speed. Reducing the size 
to few nanometer dimensions, however, comes with several consequences, for example the 
short-channel effects and limitations in gate dielectric thickness in metal-oxide-
semiconductor field effect transistors (MOSFETs). Additionally, at such dimensions, 
quantum effects can dominate the device behavior. Despite the massive and continued 
research effort led by both the industry and research institutions as well as improvements 
in the nanofabrication capabilities, these performance degrading effects due to scaling are 
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inevitable and will very likely cause the ability to scale down the size of electronic devices 
to cease. 
Fortunately, there is now a different class of solid state devices that are not bounded 
by such limitations as mentioned above. Spintronics, or spin-electronics as it is often 
referred to, is a class of devices that manipulate the quantum-mechanical spin angular 
momentum degree of freedom of electrons, in addition to the charge degree of freedom, to 
process and store information. In conventional electronics, binary information of bits 1 and 
0 is represented by the presence and absence, respectively, of electronic charges. In 
spintronic devices, however, the same information is coded by the direction of 
magnetization in the magnets, which are typically made of ferromagnetic metals.  
The interest in spintronics research can be traced back to the first experimental 
demonstration of nuclear polarization in InSb by Clark and Feher.1 Spin polarization by 
passing current through a ferromagnet/semiconductor junction was first proposed by 
Aronov and Pikus.2 Meservey, Tedrow, and Fulde3 measured a spin polarization in a thin 
aluminum film cooled down below its superconducting transition temperature. The 
experiment back in 1970 was carried out by measuring the tunneling conductance value 
through a Al/Al2O3/Ag stack as a function of the magnetic field, similar to the method 
described by Bardeen4 and Giaever5. The experimental result showed a split in the 
tunneling conductance as the magnetic field was varied, indicating the difference in the 
spin-up and spin-down densities of states in the superconducting aluminum film. 
Subsequent demonstrations of the same phenomenon in the following years using different 
ferromagnetic metals confirmed the original result.6,7 Furthermore, spin injection and 
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polarization in normal (nonmagnetic) metals was rigorously investigated by Johnson and 
Silsbee8–11 based on the theoretical study carried out by Aronov.12 All of these pioneering 
results suggested that spin polarization can exist not only in magnetic materials, but also in 
nonmagnetic materials. 
In ferromagnets under equilibrium condition, the densities for spin-up and spin-
down electrons are naturally different due to their strong exchange interaction. The 
consequence of this property was unambiguously observed in the experiments by Julliere13 
in 1975 where the tunneling conductances across a ferromagnet/insulator/ferromagnet 
(FM1/I/FM2) structure were measured. This kind of structure is called the “spin valve” 
structure. Figure 1-1 shows an illustration of the structures when the two ferromagnets are 
parallel (figure 1-1, left) and antiparallel (figure 1-1, right). Julliere found that the 
resistance of the structure is different when they are parallel and antiparallel, and the 
difference can be referred to as the tunneling magnetoresistance (TMR), given by 
 
	 𝑇𝑀𝑅	 = 	𝑅45 − 𝑅5𝑅5 	 (1.1) 
 
where 𝑅5  (𝑅45 ) is the tunneling resistance when the two ferromagnets are in parallel 
(antiparallel) configuration. The origin of the tunneling magnetoresistance can be 
explained by the lower illustrations in figure 1-1 as follows. Assuming the spins tunnel 
without flipping (spin is conserved through the tunneling process), then when the 
magnetization directions of the two ferromagnets are parallel to each other, there are plenty 
of states at the Fermi level for the majority spins to tunnel from the FM1 to FM2, hence 
the lower tunneling resistance. On the other hand, when the two ferromagnets are in the 
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antiparallel configuration, there are few states at the Fermi level in FM2 for the majority 
spins in FM1 to tunnel to, resulting in the large tunneling resistance in this configuration. 
We can then express the tunneling magnetoresistance as a function of the spin-dependent 
density of states, as given by the Julliere’s model: 
 
	 𝑇𝑀𝑅	 = 	 2𝑃9𝑃:1 − 𝑃9𝑃:	 (1.2) 
 
where 𝑃; = (𝑁;↑-𝑁;↓)/(	𝑁;↑+𝑁;↓) is the polarization of the ferromagnet (FMi) and depends 
on 𝑁;↑ ↓ , which is the density of states (DOS) for the spin-up (spin-down) electrons at the 
Fermi level. 
 
 
Figure	1-1	Ferromagnet/Insulator/Ferromagnet	(FM1/I/FM2)	structures.	The	structures	(upper)	and	their	
corresponding	spin	densities	(lower)	are	shown	for	the	a)	parallel	and	b)	antiparallel	configurations.	The	
dashed	(solid)	arrows	indicate	tunneling	of	the	spin-down	(spin-up)	electrons.	
 
The discovery of the TMR effect showed that one could manipulate the resistance 
of a FM/I/FM stack simply by controlling the relative orientation of the ferromagnets. A 
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little more than a decade afterwards, another similar effect called the giant 
magnetoresistance (GMR) was discovered, where instead of the insulator layer, a 
nonmagnetic metal (N) was inserted in between the two ferromagnetic layers, as shown in 
figure 1-2. The effect is very much similar to TMR where a significant different in the 
resistance of the stack is measured depending on the relative magnetization orientations of 
the two ferromagnetic layers. The origin of the effect, however, is not the same as in the 
TMR effect. Here, there difference in the resistance is not due to the spin-dependent 
tunneling probability; rather, it is due to the difference in the scattering rates of the spins. 
When the two ferromagnets have parallel magnetizations, electrons with spin parallel to 
that of the bulk ferromagnets can travel unscattered across the stack and the stack resistance 
is small. On the other hand, when the ferromagnets have antiparallel magnetizations, both 
spin types experience strong scattering in the ferromagnets, resulting in substantially higher 
resistance. The conduction through the FM1/N/FM2 in figure 1-2 can be thought of as 
arising due to two conduction channels, one by spin-up electrons and the other by spin-
down electrons, as first pointed out by Mott.14 The total resistance of the stack is then 
simply the parallel resistance of the two channels combined. The discovery of GMR by 
Fert15 and independently by Grünberg16 in 1988 started extensive research on this topic and 
soon afterwards, it found its way into real technological applications, such as magnetic 
field sensors used in hard disk drives, biosensors, microelectromechanical systems 
(MEMS), and other devices. In addition, together with TMR effect,  GMR is also widely 
used nonvolatile memory applications, specifically in magnetoresistive random access 
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memory (MRAM). The Nobel Prize in physics in 2007 was awarded to Fert and Grünberg 
for the discovery of GMR.  
 
 
Figure	1-2	Simple	ferromagnet/nonmagnetic	metal/ferromagnet	(FM1/N/FM2)	structures.	The	structures	
show	how	the	electrons	with	spin	parallel	to	the	bulk	ferromagnet	travel	unscattered	while	the	electrons	
with	opposite	spin	experience	strong	scattering,	causing	the	resistance	to	be	smaller	when	the	
ferromagnets	have	parallel	magnetizations	(left)	compared	to	when	the	ferromagnets	are	in	the	
antiparallel	configuration	(right).	
 
Both the TMR and GMR effects require magnetization alignment of the 
ferromagnets by applying external electric field. In the MRAM structure, this external 
magnetic field is provided by the current flowing in a write-line and creating current-
induced magnetic field to flip the ferromagnet’s magnetization. In practice, large amounts 
of electric current are needed to produce magnetic fields that are sufficiently strong to 
overcome the anisotropy energy of the ferromagnet and flip its orientation. Another effect 
that has also gained strong interest from the research community is the spin transfer torque 
effect (STT). This effect is quite technologically interesting because it enables a spin-
polarized electric current passing through a magnetic layer to exert enough torque on the 
magnet’s magnetization to flip its orientation. This effect was originally proposed 
independently by Slonczewski17,18 and Berger19,20 in 1996. The experimental 
demonstration by Tsoi and collaborators in 199821 further propelled the research of this 
effect, and extensive effort is in motion to develop STT-based MRAM, or what is usually 
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referred to as STT-RAM. In STT-RAM, it is possible in principle to have the write current 
of the same order as the read current. Proponents of STT-RAM believe that it has the 
potential to replace conventional MRAM due to the possibility of switching the 
magnetization direction using smaller current density and having higher device density 
(better scalability) compared to the conventional MRAM. However, the prediction of 
lower-current switching has not been realized.22–24 The disparity between prediction and 
experiments is a topic of active research. 
It is also important to point out that there is a known effect that enables the detection 
of spin current without the need for a ferromagnet, namely the spin-Hall effect, first 
predicted by Dyakonov and Perel in 197125 and later rediscovered by Hirsch in 1999.26 It 
was predicted that due to the spin-orbit coupling between an electron’s spin and momentum, 
an asymmetry in the scattering of the spin-up and spin-down electrons should arise which 
results in spin imbalance perpendicular to the direction of the current flow in a nonmagnetic 
material with considerable spin-orbit coupling. The spin imbalance can in turn be detected 
using the inverse effect where the difference spin orientations diffuse through a separate 
nonmagnetic material and in the process of doing so create an asymmetry in the motion of 
the electrons that results in charge imbalance that can then be detected. This inverse effect 
is widely known as the reverse spin-Hall effect and the voltage generated is called the spin-
Hall voltage (𝑉)?). Experimental demonstrations of these effects27–32 have been achieved. 
These effects serve as a relatively new means to study spin related effects, however it could 
still be a long way before they can translate into real applications. 
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Spintronics is clearly an interesting field of study where not only the spin 
phenomena of the electrons are explored in terms of the fundamental physics research, but 
also put into real technological applications. Spin-based devices have a lot to offer; 
however, being relatively new and not very well understood, there remains to be significant 
challenges to optimizing the performance of the current spin-based devices. The author 
would like to refer the interested reader to these articles33,34 for more comprehensive review 
on spintronics and its applications. 
 
1.2 All spin logic devices 
Continued scaling of complementary metal-oxide-semiconductor (CMOS)-based 
transistors over the past few decades has reached the point where further scaling causes 
uncontrollable increase in the power dissipation. With the physical limits of CMOS 
technology approaching, it has become clear that the need to develop the new logic 
technology is inevitable. Spintronics-based devices are among the several technologies 
currently under heavy investigation and they could enable low power operation, increased 
speed and density. 
Several logic applications have been proposed where spin is implemented as a state 
variable.35,36 These approaches promise low-power operation and scalability of the devices. 
However, sophisticated circuitry may be needed for the operation and Amperian magnetic 
fields are required to switch the magnetization of the magnets. Behin-Aein et al.37 proposed 
for the first time in 2010 a logic scheme that can be performed entirely in the spin domain 
using a concept called all spin logic (ASL) devices. Using this type of devices, not only 
can information be stored in the nanomagnets’ magnetizations but it can also be transferred 
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by means of pure spin current. The spin current that carries the information is used to flip 
the magnetization of the nanomagnets using the spin transfer torque (STT) effect discussed 
in the previous section and it has since been observed experimentally.38,39 Since the devices 
operate only in the spin domain, neither spin-to-charge conversion is needed, nor the 
nanomagnets need an external magnetic field to switch the magnetization, which could 
simplify the circuit design and lower the device footprint. 
In the proposal, two mechanisms were proposed. The first one is shown in figure 
1-3. In this configuration, the information is stored as the magnetization direction in the 
magnetic free layers (1), which due to the shape anisotropy in the design, are bistable. This 
means that it is energetically favorable for the magnets to align their magnetization in one 
direction (or the direction 180 degrees from it), which is along the easy axis of the 
magnetization. 𝑉@ABBCD provides the charge current that goes to the ground contact (5) and 
generates spin current in the spin-coherent channel (4).  The tunneling layer (3) serves to 
improve the spin polarization in the channel; this will be explained in detail in the next 
chapter. The isolation layer (2) is designed to isolate the input signal from the output signal 
of the magnet. Sufficient spin current must be injected by the input magnet to generate 
enough torque to switch the magnetization of the output magnet either parallel or 
antiparallel to the input magnet depending on the voltage polarity applied to 𝑉@ABBCD. If a 
positive voltage is applied to 𝑉@ABBCD, the resulting current will flow from 𝑉@ABBCD into the 
ground and this means that the electron spins parallel to the input magnet are preferably 
drawn into the input magnet, causing an excess of the opposite spin species in the channel. 
The spin current will then exert a torque that flips the magnetization of the output magnet 
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antiparallel to the input magnet. If a negative voltage is applied, however, there will be an 
accumulation of spins parallel to that of the input magnet in the channel. When sufficient 
torque is present, the output magnet will flip its magnetization to the direction parallel to 
the input magnet. 
 
 
Figure	1-3	Mechanism	1	of	the	all	spin	logic	(ASL)	device	concept.	Reprinted	by	permission	from	Macmillan	
Publishers	Ltd:	NATURE	NANOTECHNOLOGY	(Behin-Aein,	et	al.	[37]),	copyright	2010.	
 
The second mechanism that was proposed is shown in figure 1-4. In this structure, 
the input and output magnets now have a magnetic fixed layer separated by a spacer layer 
from the magnetic free layer. This structure has the advantage of requiring lower spin 
current in the channel, since most of the work will be done by applying a voltage to the 
output magnet itself, but may require a more complicated clocking scheme. This could be 
achieved as follows. In the first mechanism, the input takes full charge of the output. In the 
second mechanism, 𝑉@ABBCD is applied directly to the output magnet and in the process, 
spins accumulate in the spacer and put the magnetization of the output magnet in the high 
energy state (its hard axis). Once the output magnet has its magnetization in the high energy 
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(neutral) state, it is ready to receive information and the input magnet needs only provide 
enough spin torque to flip the magnetization of the output magnet to one of the bistable 
states once the 𝑉@ABBCD is removed. The input signal is supplied by 𝑉E;F@ and needs to be 
larger than thermal fluctuations that could tilt the magnetization of the output magnet 
randomly. 
 
Figure	1-4	Mechanism	2	of	the	all	spin	logic	(ASL)	device	concept.	Reprinted	by	permission	from	Macmillan	
Publishers	Ltd:	NATURE	NANOTECHNOLOGY	(Behin-Aein,	et	al.	[37]),	copyright	2010.	
 
Logic gates can be realized using this proposed concept, as shown in figure 1-5. 
Gate A shows a two-input (“send”) gates with one fixed (middle “send”) gate. When 𝑉@ABBCD is applied to the “receive” gate in Gate A to put its magnetization in the higher 
energy state, 𝑉E;F@  is applied to the “send” gates and following the majority rule, the 
magnetization of the output (“receive”) gate will flip according to the dominant spins. In 
the picture shown, if 𝑉E;F@ is negative, Gate A will behave as a two-input OR gate; if 𝑉E;F@ 
is positive, it is a two-input NOR gate. Two-input AND and NAND gates can be obtained 
simply by rotating the magnetization of the fixed (middle “send”) gate 180 degrees. The 
discussion for the “idle” gates is intentionally left out because they may or may not be 
necessary for performing the logic function.  
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Figure	1-5	Layout	for	the	logic	gates	implementation	of	two-input	AND/OR	or	NAND/NOR	gates	using	
mechanism	2.	Reprinted	by	permission	from	Macmillan	Publishers	Ltd:	NATURE	NANOTECHNOLOGY	
(Behin-Aein,	et	al.	[37]),	copyright	2010.	
 
We have seen that all spin logic (ASL) devices can potentially be used to perform 
complete Boolean operation simply by cascading the AND/OR and NAND/NOR gates 
shown above. Because the magnets used are bistable, the devices are naturally “nonlinear”, 
meaning the output signal should align itself to one of the stable states to represent a “0” 
or “1” during the logic operation. The devices are definitely “concatenable” due to the 
similar magnets used at the input and output terminals, and therefore the output of one 
stage can be used as input to the next stage while keeping all biasing parameters constant. 
In the proposed device, feedback is eliminated by using a tunnel barrier in the input side to 
improve the spin polarization and a transparent (low-resistance) contact at the output to 
suppress the feedback. It should also be noted that in both mechanisms 1 and 2, the ground 
contact is located closer to the input than the output. This is done in order to more 
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efficiently generate spin current in the input than in the output, which could also suppress 
the feedback.40 In the second mechanism, the switching energy comes from 𝑉@ABBCD 
directly applied to the output magnet and the input only needs to provide a small bias signal 
to put the output magnetization in the correct state. This ensures the signal level is 
maintained throughout the logic operation. The ideal all spin logic (ASL) devices possess 
all of the characteristics mentioned above and can indeed perform the same functionality 
of CMOS-based logic devices. Furthermore, ASL devices have built-in memory stored in 
the nanomagnets, and since the information is stored in the form of magnetization, it is 
nonvolatile, meaning that it remains even when the devices are powered off. 
The main potential advantage of an ASL-device over its CMOS counterpart, i.e. its 
low-power operation, has not been demonstrated experimentally. The switching energy for 
the nanomagnet is typically orders of magnitude higher than the theoretically predicted 
value.22,24 For example, it was pointed out that a magnet with activation barrier of 40𝑘𝑇 
could theoretically be switched using energy of less than 10-18 Joule, while it has been 
shown to require tens of femto Joules experimentally.23,41 A huge discrepancy between the 
theoretical limit and the experimental value is also true in the case of the switching 
speed.22,42 Obviously, these discrepancies will have to be addressed for ASL to be 
competitive with CMOS. 
 
1.3 Graphene 
It was long believed that free-standing two-dimensional crystal could not exist in 
nature because it was thermodynamically unstable. However, that belief was shattered after 
the successful isolation of single-layer of a particular material called graphene in 200443, 
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which was later awarded the Nobel Prize in Physics in 2010. In this experiment, graphene 
layers were mechanically exfoliated from bulk graphite using adhesive tape. Graphene is a 
one-atom thick sheet of carbon atoms arranged in the honeycomb structure. Each carbon 
atom in graphene forms an sp2 bond with its three neighbors. The distance between two 
nearest carbon atoms was found to be 1.42 Å. Due to the sp2 hybridization and small 
carbon-carbon distance, the interatomic bond (also known as the σ-bond) is strong enough 
to provide stability to the two-dimensional sheet against any thermal fluctuations that may 
otherwise cause the sheet to collapse. There are four valence electrons in a carbon atom, 
three of which are responsible for the σ-bond in the two-dimensional plane. The last one 
forms an out-of-plane π-bond responsible for the electronic conduction in graphene. The 
π-bonds from different carbon atoms overlap and hybridize to form π-band and π*-bands 
located above and below the two-dimensional plane. 
Single-layer graphene is a semi-metal with no band gap. The conduction and 
valence bands intersect44 at the zero energy point called the Dirac point. At low energy, the 
dispersion relation in graphene is shown in figure 1-6 can be expressed as a linear function 
of the momentum: 
	 𝐸 𝑘 = ℏ𝑣K𝑘	 (1.3) 
where ℏ is the reduced Planck’s constant, 𝑣K~10M	𝑐𝑚/𝑠 the Fermi velocity in graphene, 
and 𝑘 the momentum relative to the K or K' points, which are two non-equivalent sets of 
three points that comprise the six points at the corners of the first Brillouin zone. This linear 𝐸-	𝑘 relationship is similar to that of massless Dirac particles. Therefore, the electronic 
properties in graphene are better described by the Dirac equation, rather than the 
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Schrödinger equation. The relativistic behavior arises due to the interaction between the 
electrons moving around carbon atoms and the periodic potential of the lattice.45 Graphene 
also demonstrates a minimum conductivity as predicted in theory for massless Dirac 
fermions. The minimum value of the conductivity observed experimentally around 4𝑒:/ℎ 
is higher than the predicted value of 4𝑒:/𝜋ℎ.45,46 It is unclear what causes the discrepancy, 
which has come to be known as ‘the mystery of a missing pie’. In addition, quantum Hall 
effect47–51, quantum interference and Klein tunneling effect52 as well as quantum spin Hall 
effect53 have also been observed in graphene. One phenomenon after another is being 
discovered in graphene which makes it very valuable for fundamental physics research. 
 
Figure	1-6	Band	structure	of	graphene.	The	linear	relationship	between	the	energy	and	momentum	is	
shown.	There	is	no	band	gap	in	large-area	single	layer	graphene	and	at	zero	energy	the	conduction	meets	
the	valence	band	at	the	Dirac	point.	
 
As silicon-based devices approach the physical limit, the search for alternative 
materials to continue to scale down future electronics has intensified. Graphene is 
technologically interesting mainly due to its extremely high carrier mobility. Its intrinsic 
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carrier mobility can theoretically reach 200,000 cm2V-1s-1, higher than that of InSb (77,000 
cm2V-1s-1), which is currently the highest mobility inorganic semiconductor, and carbon 
nanotubes (100,000 cm2V-1s-1).54 Graphene on SiO2 substrate is predicted to have its carrier 
mobility decreased to about 40,000 cm2V-1s-1 at room temperature due to the surface 
phonons at the SiO2 surface. The substrate effect is also believed to be the limiting factor 
of the carrier velocity at high electric field causing the velocity to saturate at a value of 3-
5 times larger than in a typical n-type silicon.55,56 Being a two-dimensional material with a 
low density of states makes it possible to control the carrier density in graphene by electric 
field. This is not possible for bulk semiconductors and metals due to the much higher bulk 
concentration compared to the surface and extremely small charge screening length, which 
is typically less than 1 nm. Achieving atomically thin semiconductor and metal layers has 
also proved to be a formidable task due to the thermodynamic stability limitation of such 
thin films. 
Owing to the advantages mentioned above, graphene surely emerges as one of the 
potential candidates for future high-speed transistors.43,57–67 However, there are a few 
challenges that have prevented graphene from taking over silicon. The absence of a band 
gap and presence of residual charge in graphene, for example, cause the field-effect 
transistors (FET) based on graphene to have mediocre current on/off  ratio (𝐼UV/𝐼UWW) and 
therefore a huge leakage current. It is possible to induce a band gap in graphene by 
patterning it into nanoribbons. In such a small dimension, the quantum confinement in the 
graphene causes the energy gap to appear. Various methods to pattern graphene have been 
studied and proposed by different groups.68–72 Another challenge is integration of graphene 
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in large-scale circuits. This requires consistent production on a large-scale of high-quality 
graphene free from defects and contamination. So far, this has been very challenging, and 
conclusive fundamental research in graphene has generally been done on graphene 
exfoliated from bulk graphite, a process that produces small graphene flakes in a random 
manner. Large-area graphene growth on metal and insulating substrates is still an active 
area of research57,58,73–78 and heavy emphasis has been placed on growing large-area single 
crystal graphene with high carrier mobility. 
Being a two-dimensional material also means that graphene’s properties are heavily 
affected by what is happening on its surface. In particular, water molecules underneath and 
above the graphene surface in a graphene transistor have been known to introduce 
unintentional hole doping and shift the Dirac point to a more positive gate voltage79–82, as 
shown by the transfer characteristic (conductance vs. back-gate voltage, 𝑉EX ) curve in 
figure 1-7(a). Furthermore, water molecules together with some adsorbates (oxygen, 
organic residues from processing, etc.) have been shown to act as charge trapping sites and 
can cause hysteretic behaviors in graphene transistors as demonstrated by figure 1-7(b). 
The doping and charge trapping effects are dependent on growth, ambient, and processing 
conditions which can be significantly different for two devices fabricated in different labs 
or at different times. To be able to fabricate reproducible and robust graphene devices, 
reliable ways to controllably change the doping83–86 and suppress the hysteresis82,87–89 are 
investigated. Any impurities on the graphene surface can also degrade the interface 
between graphene and the metal contacts, resulting in increased series resistances in 
graphene transistors. The dependence of graphene device performance on the graphene-
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metal interface quality has been explored, both in the DC90–97 and RF regimes.67,98 Until 
the semiconductor industry develops the technology to fabricate graphene devices with 
fully controlled properties, large-scale circuits based on graphene devices will not turn into 
real products. 
 
 
Figure	1-7	Transfer	characteristic	curves	(conductance	vs.	gate	voltage)	of	graphene	FET.	a)	Undoped	
(intrinsic)	graphene	with	Dirac	point	at	zero	gate	voltage	and	doped	graphene	transistor	with	shifted	Dirac	
point.	b)	Sweep	direction-dependent	hysteresis.	
 
Despite its challenges, the idea of using graphene for a wide range of applications 
remains an alluring prospect because the advantage of graphene extends way beyond its 
high carrier mobility. In optoelectronics, for example, the high optical absorption, even in 
single layer graphene, combined with its excellent transport and optical properties has 
made graphene very attractive for low-footprint, high-bandwidth, and high-speed 
photodetectors and optical modulators.99–107 The relative ease in tuning the Fermi level in 
graphene by using gate-controlled field enables a wide spectrum for light absorption. The 
high mobility in graphene and quantum capacitance made possible by the low-density of 
states result in capacitance control by gate-controlled carrier modulation and predicted high 
quality factor (Q-factor) variable capacitors108–110  useful in wireless sensor applications 
  19 
that are orders of magnitude smaller than microelectromechanical systems- (MEMS) based 
sensors. Having high mechanical strength and only one atom-thick layer, graphene has 
been predicted to be an excellent membrane material for salt water desalination that can be 
faster than the conventional reverse osmosis process111 as well as channel material for 
flexible electronics.62,65 The applications of graphene mentioned above are just the tip of 
the iceberg. The diverse applications of graphene are beyond the scope of this dissertation. 
In the context of spintronics, graphene is very attractive due to its weak spin-orbit 
coupling and negligible hyperfine interaction. Because the electron spins are weakly 
coupled to their orbital motion, electrons should maintain their spin orientation over long 
distance while traveling in graphene. This has direct technological significance for 
spintronics-based circuit designs. In such circuits, the spin signals decay exponentially as exp −𝑑/𝜆 , where 𝑑 is the interconnect distance and 𝜆 is the spin diffusion length. To 
propagate spin signals over long distances in real circuitry, intermediate buffers would be 
needed to maintain the signal level. The long spin diffusion in graphene means that ASL 
circuits with graphene interconnects will require fewer buffers and reduced power 
overhead. Spin injection and transport in graphene was first demonstrated using two-
terminal geometry112 followed by demonstration using the nonlocal spin valve geometry113 
both at low and room temperatures. Since then, numerous work has been done in the study 
of spin phenomena in graphene. Theoretically, the fundamental physics of spin transport 
in graphene114–122 as well as device and circuit level applications123–125 is investigated. A 
lot of the experimental work focuses on improving the ferromagnet/graphene interface for 
improved spin injection efficiency and substrate condition, in addition to fundamental 
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demonstration of theoretical predictions.120,126–155 The spin-Hall effect has also been 
investigated by intentional introduction of covalently bonded hydrogen atoms156 and 
metallic adatoms32 on graphene to enhance the spin-orbit coupling. Spin-transfer torque in 
graphene nonlocal spin valves has been demonstrated where the magnetization switching 
was assisted by application of external magnetic field.157,158 Clearly, realizing graphene-
based logic gates remains highly challenging. Spin injection into graphene is currently still 
limited by very low injection efficiency. Spin transport in the graphene channel has 
consistently shown spin relaxation times (~ 1 ns) that are orders of magnitude lower than 
predicted by theory (~ 1 µs). Transport properties in large-area graphene are clouded by 
defects, surface contamination, and other unknowns. Spin-transfer torque-induced 
switching has not been observed using reasonable current levels or without external 
magnetic field assistance. All of these and other challenges are active research areas 
currently being addressed by the scientific community. 
 
1.4 Project overview 
There are immense applications that graphene could play a role in due to its 
excellent properties. In this dissertation, our methods at investigating and manipulating 
some of the properties are explained. In this first chapter, the emergence of spintronics and 
how it evolves into a key player in post-CMOS technology was discussed. The interesting 
idea of using spin, instead of charge, as the state variable in logic gates was also discussed. 
Graphene and its properties were introduced to the reader starting from the electronics, 
optoelectronics, and sensor applications to their great potential in spintronics applications. 
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In the second chapter, our discussion will focus on spin injection and transport, 
specifically in semiconductors and graphene. Conductivity mismatch between the 
ferromagnet electrode and semiconductor or graphene, which is the main challenge that 
has been the limiting factor in the spin injection efficiency, will be discussed. The 
relaxation mechanisms of spins will be reviewed as well as the methods for determining 
the spin transport properties and origin of noise signals in spin transport experiments. 
The third and fourth chapters are a summary of graphene-related work that has been 
performed in our lab. The graphene exfoliation method from highly ordered pyrolitic 
graphite similar to that of the Manchester group will be briefly explained. Our set-up of the 
chemical vapor deposition (CVD) system to grow large-area graphene will be shown and 
growth method and parameters discussed. Graphene used in our experiments is usually 
identified by Raman spectroscopy. Our fabrication method for graphene field-effect 
transistors (FET) and the measurement results will be elaborated. Our investigation of a 
chemical dopant, polyethyleneimine, to controllably dope graphene and 
hexamethyldisilazane pre-treatment of graphene FET substrates to reduce unintentional 
doping and suppress gate hysteresis will be summarized. 
Spin transport experiment in graphene performed in our lab will be discussed in 
detail in chapter 5, starting with our nonlocal graphene spin valve device structure and the 
fabrication method including the tunnel barrier deposition. The measurement set-up for 
measuring such devices is also shown. Both the carrier density dependence and temperature 
dependence of the spin signals will be included in the discussion.  
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Chapter 6 will be started by review of the effect of in-plane electric field on the spin 
transport in semiconductors as predicted theoretically. The review of experimental 
manifestation of this effect on graphene spin devices will follow where it is shown that the 
electric field can be used to either enhance or suppress the spin signal. A method to 
manipulate the spin current flow by inducing doping asymmetry in the graphene channel 
will be proposed. Our experiments focus on the use of a double buried-gate structure, which 
consists of two closely separated back-gates, to control the doping asymmetry, and thus 
the spin current flow. The working mechanism, integration of this structure to the 
conventional nonlocal spin valves as well as the measurement results will be described. 
The electrochemical potential splitting in graphene that arises due spin injection from the 
ferromagnet electrode will be calculated using realistic empirical values. 
Beyond graphene, other materials such as transition metal dichalcogenides and 
black phosphorus also have potential applications in spintronic devices. Our experiment 
results on charge transport in black phosphorus will be presented in chapter 7. The charge 
transport properties, although not a direct observation of the spin phenomenon, are usually 
a good indicator in predicting the spin phenomenon. In black phosphorus, which is also 
known to have excellent charge transport properties and weak spin-orbit coupling, the 
experimental results showing gate-controlled Schottky barrier height tuning for efficient 
spin injection are encouraging in the pursuit of spintronic research in this material. 
Finally, the dissertation will be concluded. The purpose of the dissertation will be 
emphasized, which is to bring to the reader’s attention the interesting field of spintronics 
and its applications, the important role graphene plays in the future of spintronics, and the 
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possibility of utilizing other materials beyond graphene. The author is hopeful that the 
original works that are presented in the dissertation can lay the groundwork for some of 
the future research in this area, in addition to being an enjoyable source of information. 
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CHAPTER 2 SPIN INJECTION AND TRANSPORT IN 
SEMICONDUCTORS AND GRAPHENE 
The very low spin current polarization commonly seen in semiconductor-based 
spintronic devices caused by the mismatch in the conductivity of the semiconductor and 
the ferromagnet and the tunnel barrier solution that has been adopted to solve the problem 
are reviewed. Spin relaxation mechanisms in semiconductors and metals that explain spin 
signals evolution in real measurements are discussed. Techniques for pure spin current 
detection, the nonlocal spin valve measurement and nonlocal Hanle measurement are 
reviewed. The possible origin of background signals typically present in such 
measurements is also reviewed. Finally, experimental works in spin injection into graphene 
as well as studies on the spin-orbit coupling in realistic graphene devices that have been 
reported in the literature are presented. 
 
2.1 Spin injection into semiconductors and the conductivity mismatch 
problem 
We have discussed the importance of spintronics devices as an alternative to CMOS 
in the first chapter. In this chapter, we will focus on the different aspects that are of 
importance in semiconductor-based spintronics devices. The choice of a semiconductor 
over metals as the channel material is often justified due to the longer spin relaxation time 
in semiconductors. In addition, the gate-controlled spin-orbit coupling on which the 
proposal of spin transistor by Datta and Das159 was based caused the interest in 
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semiconductor channels to grow even more. The proposal highlights the importance of 
semiconductor channels and shall herein be briefly discussed. The spin transistor proposed 
was analogous to the electro-optic modulator shown in figure 2-1(a). In the electro-optic 
modulator, the polarizer at the input side polarizes the incoming light to 45 degrees relative 
to the y-axis in the y-z plane. The light then passes through the electro-optic material where 
the differential phase shift is controlled by the gate voltage applied by 𝑉" . The light is 
detected at the output by an analyzer that lets the 45-degree polarized light through. The 
detected output power of the light is a function of the differential phase shift controlled by 
the gate. Similarly, in the spin transistor shown in figure 2-1(b), the output signal is also a 
function of the gate voltage. The polarizer and analyzer are replaced by ferromagnetic 
metal (in this case, iron) contacts. The light is replaced by electrons and the electro-optic 
material by a narrow-gap semiconductor InGaAs. While the gate voltage changes the 
dielectric constant of the polarized light in the modulator case, it produces electric field 
that changes the strength of the spin-orbit coupling due to Rashba effect in the spin 
transistor case. Obviously, in order for the spin transistor to work, these criteria must be 
met: 1) long spin relaxation time in the semiconductor, 2) electric field-controlled of spin-
orbit coupling in the semiconductor, and 3) efficient spin injection into the 
semiconductor.160 The control of spin-orbit coupling has been demonstrated in multiple 
semiconductors. The long spin relaxation time, although demonstrated by optical 
experiments, is still a challenge in practice, as we will discuss further in the case of 
graphene. In this section, we shall discuss in detail the third criterion, i.e. efficient spin 
injection into semiconductors. 
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Figure	2-1	Datta-Das	electro-optic	modulator	and	spin	transistor.	a)	Light	is	polarized	by	the	polarizer	
before	it	passes	through	the	electro-optic	material,	where	the	differential	phase	shift	gets	modulated	by	
the	gate	voltage,	and	finally	gets	detected	by	the	analyzer.	b)	Spin	transistor	analogous	to	the	electro-
optic	modulator.	The	gate	voltage	changes	the	spin-orbit	coupling	in	the	semiconductor,	effectively	
controlling	the	spin	signal.	Reprinted	with	permission	from	Datta	and	Das	[159].	Copyright	1990,	AIP	
Publishing	LLC.	
 
Efficient spin injection from a ferromagnet to nonmagnetic metals has been widely 
studied. After the earlier demonstrations at low temperatures6–8,11, the first demonstration 
at room temperature161 further prompted the interest in spin injection and detection in 
nonmagnetic metals. Unfortunately, spin injection into semiconductors suffered from low 
spin current polarization 𝛾, defined as the ratio of the difference between the currents due 
to spin-up and spin-down electrons to the total current 𝛾 = _↑`_↓_↑a_↓, which had been found 
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experimentally to be around 1% in semiconductors, more than one order of magnitude 
smaller than that of metals.162,163 This low spin current polarization in the semiconductor 
makes it difficult to separate the spin injection from other effects, such as the stray field-
induced Hall or magnetoresistance effect.164,165 More importantly, the low spin current 
polarization makes the application using spin injection and detection in semiconductors 
impractical. It is therefore important to understand where the low spin current polarization 
comes from to be able to come up with a solution to improve it. 
The spin injection through a ferromagnet/semiconductor junction can be analyzed 
by examining the materials on both sides of the junction. It should be emphasized the spin 
injection in our discussion is from electrical charge current passing through the junction, 
not from other mechanisms such as the optical spin injection using circularly polarized 
light and ferromagnetic resonance spin pumping. For the clarity of discussion, let us 
determine the position of the junction to be at 𝑥 = 0, the ferromagnet to the left of the 
junction (𝑥 < 0), and the semiconductor to the right of the junction (𝑥 > 0), as shown in 
figure 2-2 (a). It has also been assumed that no Schottky barrier is formed at the 
ferromagnet/semiconductor interface. On the ferromagnet side of the junction, the 
electrical current can be perceived as consisting of two separate channels, one for each spin 
orientation. The two-current model states that at low temperatures with respect to the Curie 
temperature, the electrons in a ferromagnet can travel while maintaining their spin 
orientation. Therefore, the spin-up and spin-down electrons generating the current can be 
thought as moving in parallel inside the ferromagnet. Due to the difference in the band 
structures, the spin-up and spin-down electrons will generally have different conductivities. 
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An extreme example of this property can be observed in the case of half-metallic 
ferromagnet (HMF). In a half-metallic ferromagnet, the spin-up electrons display metallic 
behavior, while the spin-down electrons display semiconducting behavior. This results in 
the spin-up electrons being significantly more conductive and sole carriers of the current. 
The difference in the density of states between the two spin types implies that the electrical 
current is naturally spin polarized. However, this very same current, after passing through 
the ferromagnet/semiconductor junction, loses the spin polarization in the semiconductor. 
 
 
Figure	2-2	Ferromagnet/semiconductor	structure	assuming	no	Schottky	barrier	formation.	a)	Structure	is	
shown	with	the	interface	at	𝑥	=	0.	b)	Electrochemical	potentials	of	the	spin-up	and	spin-down	electrons	
split	at	the	interface	while	the	difference	between	them	vanishes	far	from	the	interface.	
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It was predicted by van Son et al.166 that the distribution of the spin-up and spin-
down electrons has to change when an electrical current flows across a ferromagnet/non-
ferromagnetic metal junction. This prediction can be extended to the 
ferromagnet/semiconductor junction. Considering the one-dimensional case, the current 
density due to a specific spin type can be expressed as 
 
 𝑗d = 𝜎d 𝜕 𝜇d𝑒𝜕𝑥  2.1 
 
assuming that the electrons stay in the local quasithermal equilibrium. In the equation, 𝑗d,  𝜎d, and 𝜇d are the current density, conductivity, and electrochemical potential, respectively,  
due to spin type 𝜂 (↑ or ↓) electrons. e is the electron charge and 𝑥 is the position. It is 
possible to define separate electrochemical potentials for the spin-up and spin-down 
electrons as shown by figure 2-2 (b) because of the assumption that the spin scattering 
events happen at a much slower rate compared to the non-spin scattering events.166,167 Far 
from the interface (junction) or at 𝑥 = 	±∞, both spin types are in equilibrium and the two 
electrochemical potentials merge. Near the interface, however, the electrons are driven out 
of the quasithermal equilibrium. The electrochemical potentials obey the diffusion 
equation 
 
𝜇↑ − 𝜇↓𝜏@ = 𝐷 𝜕:(𝜇↑ − 𝜇↓)𝜕𝑥:  2.2 
 
where 𝜏@ is the spin relaxation time, a measure of how long the electrons can travel before 
relaxing their spin orientation. 𝐷 = 9m 𝑣K𝑙 is the diffusion coefficient, which is a function of 𝑣K, the Fermi velocity and 𝑙, the electron mean free path. The diffusion coefficients can be 
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determined by 	𝐷K = (1 − 𝛼K)𝐷K↑ + 𝛼K𝐷K↓ in the ferromagnet and 𝐷)↑ = 𝐷)↓ = 𝐷) in the 
semiconductor. Let us now define the conductivity and current density contributions from 
the two spin types: 𝜎↑ = 𝛼𝜎, 𝜎↓ = (1 − 𝛼)𝜎, 𝑗↑ = 𝛽𝑗, 𝑗↓ = (1 − 𝛽)𝑗, where 𝜎 and 𝑗 are 
the total conductivity and current density contributed by both spin types. Without loss of 
generalization, we can take the spin-up electrons to be the majority carriers of the current. 𝛼 and 𝑗 are the conductivity and current polarization. At the interface, 𝛼 changes abruptly 
while 𝑗 is continuous at the interface, assuming no strong spin relaxation event taking place 
at the interface. This means that not only the total current density is constant across the 
structure, but also the individual current densities.  
Since the electron concentration in the ferromagnet is much larger than in the 
semiconductor, 𝛼 in the ferromagnet (𝛼K) is taken to be independent of the current density 
and position.167 On the semiconductor side, 𝛼)  is a function of the current density and 
position and can be expressed as the ratio between the majority spin population density to 
the total carrier density: 
 𝛼) 	= 𝑛↑)𝑛↑) + 𝑛↓) = 1(1 + 𝑒`(r↑`r↓)/st) 2.3 
 
where 𝑘 is the Boltzmann’s constant and 𝑇 the temperature. The current density of spin 
type 𝜂 right at the interface (𝑗du) is a function of the electrochemical potential difference for 
spin type 𝜂 (Δ𝜇d) between the ferromagnet and the semiconductor: 
 𝑗du = 𝐺d(𝛥𝜇d/𝑒) 2.4 
 
where 𝐺d is the interface conductance (consequently 1/𝐺d is the interface resistance) for 
electrons of spin type 𝜂 . Δ𝜇d = 𝜇duy − 𝜇duz ; here 𝜇duy  and 𝜇duz  denote the 
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electrochemical potential for electrons of spin type 𝜂 just to the right and left of the the 
interface, respectively. 
Given the parameters above, i.e. the diffusion coefficient (𝐷) and the spin relaxation 
time (𝜏)), the spin diffusion length, a measure of how long electrons diffuse before relaxing 
their spin orientation, can be defined: 
 𝜆 = 𝐷𝜏)	 2.5 
 
Writing equation 2.2 in terms of the diffusion length and solving the differential equation 
with the appropriate boundary conditions, we obtain: 
 𝜇↑ − 𝜇↓ = 𝐴𝑒 |}~, 𝑥 < 0 2.6 (a) 
 𝜇↑ − 𝜇↓ = 𝐵𝑒` |}, 𝑥 > 0 2.6 (b) 
 
where 𝜆K  and 𝜆)  are the spin diffusion length of electrons in the ferromagnet and 
semiconductor, respectively. Right at the interface, the total current density can be split 
between the spin-up and spin-down current densities based on equation 2.4: 𝑗↑u = 𝛽𝑗 =𝐺↑(∆𝜇↑/𝑒) and 𝑗↓u = (1 − 𝛽)𝑗 = 𝐺↓(∆𝜇↓/𝑒). Here, the difference in the electrochemical 
potentials at the interface can be written as: 
 
∆𝜇↑ − ∆𝜇↓ = 𝜇↑u − 𝜇↓u a − 𝜇↑u − 𝜇↓u ` 
 ∆𝜇↑ − ∆𝜇↓ = 𝐵 − 𝐴 2.7 
 
where 𝐴 and 𝐵 are obtained by evaluating equations 2.6 (a) and (b) at 𝑥 = 0. Rearranging 
equation 2.4 results in ∆𝜇↑ = _↑"↑ = _"↑  and ∆𝜇↓ = _↓"↓ =  9` _"↓ , which can be combined 
with equation 2.7 to give: 
 𝐵 − 𝐴 = 𝑒𝑗 𝛽( 1𝐺↑ + 1𝐺↓) − 1𝐺↓  2.8 
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Solving equation 2.1 for the for the ferromagnet side: 
 
𝑗 = 𝑗↑ + 𝑗↓ = (𝜎↑ 𝜕 𝜇↑/𝑒𝜕𝑥 ) + (𝜎↓ 𝜕(𝜇↓/𝑒)𝜕𝑥 ) 𝑒𝑗 = 𝛼K𝜎K(𝜕𝜇↓𝜕𝑥 + 𝐴𝜆K 𝑒|/}~) + (1 − 𝛼K)𝜎K(𝜕𝜇↑𝜕𝑥 − 𝐴𝜆K 𝑒|/}~)	𝑒𝑗 = −𝛼K𝜎K(𝜕(𝜇↑ − 𝜇↓)𝜕𝑥 ) + (𝛼K𝜎K 𝐴𝜆K 𝑒|/}~) + 𝜎K(𝜕𝜇↑𝜕𝑥 − 𝐴𝜆K 𝑒|/}~)+ (𝛼K𝜎K 𝐴𝜆K 𝑒|/}~) 𝑒𝑗 = (𝛼K𝜎K 𝐴𝜆K 𝑒|/}~) + 𝜎K(𝜕𝜇↑𝜕𝑥 − 𝐴𝜆K 𝑒|/}~)	𝑒𝑗𝜎K = (𝛼K 𝐴𝜆K 𝑒|/}~) + (𝜕𝜇↑𝜕𝑥 − 𝐴𝜆K 𝑒|/}~)	𝑒𝑗𝜎K = (𝛼K − 1) 𝐴𝜆K 𝑒|/}~ + 𝑒𝑗↑𝜎↑ = (𝛼K − 1) 𝐴𝜆K + 𝑒𝛽𝑗𝛼K𝜎K 
 
 
where the last equation shown above is evaluated at the interface (𝑥 = 0), and after a simple 
rearrangement, can be written as: 
 
𝑒𝑗𝜎K 𝛼K − 𝛽𝛼K 𝛼K − 1 = 𝐴𝜆K	
 
2.9 (a) 
 
Similarly, for the semiconductor side, we obtain: 
 
 
𝑒𝑗𝜎) 𝛼) − 𝛽𝛼) 𝛼) − 1 = − 𝐵𝜆)	
 
2.9 (b) 
Recalling the definition of the spin current polarization 𝛾, we can now express it in terms 
of 𝛽, which is itself related to 2.9 (a) and (b) as follows: 
 𝛾 = 𝑗↑ − 𝑗↓𝑗↑ + 𝑗↓ = 2𝛽 − 1  
 𝛾 = (2𝛼K − 1)𝑅K + (2𝛼) − 1)𝑅) + (1/𝐺↓) − (1/𝐺↑)𝑅K + 𝑅) + (1/𝐺↑) + (1/𝐺↓)  2.10 
 
where 
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 𝑅K,) = 𝜆K,)𝜎K,)𝛼K,)(1 − 𝛼K,)) 2.11 
 
is just the sum of the bulk resistivities in the ferromagnet (F) or semiconductor (S) 
multiplied by its corresponding diffusion length. 
We are finally at a place where we can trace the origin of low spin polarization of 
current injected from a ferromagnet into a semiconductor. When the ferromagnet and 
semiconductor are in good thermal contact, the interface resistance is small, which means 
that the (1/𝐺↓) and (1/𝐺↑) terms in equation 2.10 are small compared to 𝑅K and 𝑅) and 
are therefore negligible, leaving equation 2.10 simplified to: 
 𝛾 ≈ (2𝛼K − 1)𝑅K + (2𝛼) − 1)𝑅)𝑅K + 𝑅)  2.12 
 
The spin diffusion length (𝜆) in ferromagnets (~10 nm) is typically smaller than in 
semiconductors (~1 µm). Furthermore, the carrier conductivity (𝜎)  in ferromagnets is 
typically several orders of magnitude larger than in semiconductors, resulting in 𝑅) being 
several orders of magnitude larger compared to 𝑅K in equation 2.11. This results in the 𝑅K 
term in equation 2.12 also being negligible, further simplifying the spin current polarization (𝛾) equation to: 
 𝛾 ≈ (2𝛼) − 1) 2.13 
 
In a normal semiconductor, the carriers are not spin polarized and the value of 𝛼) 
is very close to ½. This in turn causes 𝛾 to have a very small value (approaching zero). This 
very low spin current polarization value that arises due to the large conductivity difference 
is what has come to be known as the “conductivity mismatch” problem for spin current 
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injection from a ferromagnet into a semiconductor. This has indeed been observed in many 
experiments involving spin injection into semiconductors. 
Based on equation 2.10, the natural solution to the conductivity mismatch problem 
would be to increase the values of the (1/𝐺↓) and (1/𝐺↑) terms. If the 1/𝐺  terms are 
substantially larger compared to the other terms, it is then appropriate to consider the spin 
current polarization in equation to depend heavily on the 1/𝐺  terms, simplifying the 
equation to: 
 𝛾 ≈ 𝐺↑ − 𝐺↓𝐺↑ + 𝐺↓ 2.14 
 
Equation 2.14 implies that the spin current polarization should increase 
tremendously once the 1/𝐺 terms dominate. The interface conductances can be reduced by 
inserting a spin dependent insulating layer at the ferromagnet/semiconductor interface.160 
This insulating layer should take over the effective contact resistance at the interface and 
emerge as the main determinant of the spin current polarization. The value of the interface 
conductance is proportional to the density of states for each spin type and the different 
interface conductance values naturally arise due to the difference in the Fermi wave vector 
for each spin type in the ferromagnetic contact.168 The insertion of a tunnel barrier at the 
interface could sometimes pose a high contact resistance problem. Careful engineering of 
the tunnel barrier is needed to achieve optimum contact resistance, or the resistance-area 
(RA) product, at the interface while preserving the spin filtering property. Such effort has 
been demonstrated, for example in the epitaxial Zn-doped MgO tunnel barrier,169 which 
produced smaller band gap barrier, as well as the surface doping of Ge in the 
ferromagnet/insulator/n-Ge structure.170 Another solution to the conductivity mismatch 
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problem besides tunnel barrier insertion is by engineering a Schottky barrier at the 
ferromagnet/semiconductor interface.171 Both methods have been shown to enhance the 
spin current polarization. 
The origin of the low spin current polarization was discussed. We have assumed in 
our discussion that the spin flip at the interface is negligible, which is a pretty reasonable 
assumption for realistic ferromagnet/semiconductor structures, with the exception of 
silicon, where a silicide layer is typically formed at the interface. Spin current across the 
interface was conserved while the spin-dependent conductivity was abruptly changed. We 
have seen that this caused the spin current polarization to vanish. Physically, this can be 
explained as follows. Due to the much higher resistance in the semiconductor, the injected 
spins tend to diffuse (sink) back into the ferromagnet upon injection into the semiconductor. 
The introduction of a tunnel barrier at the interface which dominates the effective resistance 
of the structure prevents the injected spins from seeing the lower resistance at the 
ferromagnet side. Experimentally, improvement in spin injection into semiconductors has 
been observed using both the tunnel barrier/ferromagnetic metal contact172,173 and the 
Schottky barrier-type tunnel barrier.174,175 Therefore, engineering of thin insulating layers 
with reduced resistance is important for future spintronics-based devices because not only 
it will increase the spin current polarization, but also the total injected current. 
 
2.2 Nonlocal spin valves for pure spin current detection 
2.2.1 Spin relaxation mechanisms 
There are several spin relaxation mechanisms that are relevant for electrons in 
metals and semiconductors, such as the Elliott-Yafet, Dyakonov-Perel, resonant scattering 
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by local magnetic moments, Bir-Aronov-Pikus, and hyperfine-interaction 
mechanisms.33,176 For the purpose of discussing the spin relaxation in graphene, the first 
two of the mechanisms listed above are briefly reviewed here. The Elliott-Yafet relaxation 
mechanism is dominant in materials with an inversion symmetry. In this mechanism, the 
spin relaxation occurs by ordinary momentum scattering from interaction with either 
phonons or impurities (or both) that induce spin-orbit coupling in the electron wave 
function. Due to the spacial inversion symmetry, the spin-orbit coupling does not break the 
degeneracy of spin-up and spin-down states. It does, however, introduce a small admixture 
of the opposite spin to a given spin state. In a metal, a nominally spin-up electron with a 
small admixture of spin-down spinor then has a finite probability of flipping its spin after 
typically around a thousand scattering events. Since the relaxation events occur during 
momentum scattering, the spin relaxation rate is then proportional to the momentum 
scattering rate: 
 
1𝜏) ≈ 𝑏:𝜏5  2.15 
 
In the expression above, 𝜏) and 𝜏5 are the spin relaxation time and momentum relaxation 
time, respectively, and 𝑏 =   is the amplitude of the spin admixture, with Λ) being the 
amplitude of the matrix element of the spin-orbit coupling between the two states and ΔE 
the energy distance between the two adjacent states. 
The Dyakonov-Perel mechanism takes place in materials that lack inversion 
symmetry. Materials that consist of two distinct types of atoms, for example III-V materials, 
are a good example where this mechanism is more prominent compared to the Elliott-Yafet 
mechanism, which is more prominent in elemental materials. In the absence of inversion 
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symmetry, the degeneracy of momentum states for the spin-up and spin-down electrons is 
broken. This spin splitting can be closely described by introducing an intrinsic magnetic 
field, around which electron spins precess at Larmor frequency. The electron experiences 
a magnetic field that changes in magnitude and direction at each scattering event. This 
essentially means that the electron is affected by randomly fluctuating spin-orbit induced 
magnetic field. Between each momentum scattering event, which happens every 𝜏5, the 
electron precesses by 𝜕𝜙 = ΩF𝜏5, where ΩF is the average magnitude of the intrinsic 
Larmor precession frequency over the actual momentum distribution. During time 𝑡, 𝑡/𝜏5 
momentum scattering events happen, after which the phase becomes 𝜙(𝑡) ≈ 𝜕𝜙 𝑡/𝜏5. 
Spin relaxation happens at 𝑡 when 𝜙(𝑡) = 1, which yields the spin relaxation rate: 
 
1𝜏) ≈ ΩF: 𝜏5 2.16 
 
This has the implication that is opposite to the Elliott-Yafet mechanism. In the Elliott-Yafet 
mechanism, the longer the momentum relaxation time is, the longer the spin relaxation 
time results. In the Dyakonov-Perel, the opposite is true. Since the spins dephase between 
scattering events, not during, the longer the momentum relaxation time is, the shorter the 
spin relaxation becomes. 
 
2.2.2 Nonlocal resistance signal detection 
In order to detect spin signal, a lateral spin valve as shown in figure 2-3 can be 
utilized. In this configuration, the magnetization direction of the first and second 
ferromagnets (FM1 and FM2) can be saturated in a particular direction by applying a large 
external magnetic field in the easy direction of the magnets. The spin signal can be 
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measured by injecting a spin polarized current that flows between FM1 and FM2 through 
the metal or semiconductor and simultaneously measuring the voltage between them while 
the external in-plane magnetic field is swept from a large negative value to a large positive 
value and also in the reverse direction. FM1 and FM2 have different dimensions and in the 
actual experiments, the width is typically varied. This results in FM1 and FM2 having 
different coercive fields. Sweeping the magnetic field in one direction changes the 
magnetization direction of the ferromagnet (FM1 or FM2) that has a smaller coercive field. 
When this happens, the two ferromagnets now have different and antiparallel 
magnetization directions and the voltage read between them changes. Further increasing 
the applied magnetic field beyond the coercive field of the second ferromagnet also 
changes its magnetization direction and the two ferromagnets once again have parallel 
magnetization. The voltage between them should also return to the original value. 
 
 
Figure	2-3	Lateral	spin	valve	for	spin	signal	detection.	FM1	and	FM2	have	different	widths	and	therefore	
different	coercive	fields.	The	voltage	between	them	changes	depending	on	their	relative	magnetization	
direction.	
 
The lateral spin valve discussed above is referred to as the local spin valve. 
Although this geometry has been widely used to detect spin signals in metals or 
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semiconductors, it usually has a low signal-to-noise ratio. This is due to the typically small 
magnitude of the spin signals that needs to be detected on top of the much larger voltage 
that arises from the charge induced current. An alternative geometry to measure spin 
signals is the nonlocal spin valve, as shown by figure 2-4a, where the detection of the spin 
signals is completely separated from the charge current injection point. A minimum of four 
electrodes are needed in this configuration. The two remote contacts need not be 
ferromagnetic. In fact, it is usually more convenient to use nonmagnetic metal for the two 
remote contacts, NM1 and NM2. This also simplifies the signal analysis because only the 
two center contacts, FM1 and FM2, are affected by the magnetic field sweep during 
measurement. Here, the spin polarized current is injected by FM1 and flows towards NM1. 
Since the spin-polarized charge current only flows to the left of FM1, no charges flow 
towards FM2 and NM2. The spin-polarized charge current does, however, generate spin 
accumulation underneath FM1. Spins accumulated underneath FM1 then diffuse equally 
to the left and right of FM1 and relax after certain spin relaxation time 𝜏), that depends on 
the channel material, substrate material, temperature, and/or other effects. Spin 
accumulation with only a small charge current spreading effect is detected between FM2 
and NM2 and therefore, typically better signal-to-noise ratio is obtained in the spin signal 
measurement. 
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Figure	2-4	Nonlocal	spin	valve	structure	for	pure	spin	current	detection.	a)	Cross-section	schematic.	b)	
Electrochemical	potential	profile	as	a	function	of	position	in	the	nonlocal	spin	valve	geometry	in	a).	
 
The one-dimensional electrochemical potential profile is shown in figure 2-4b as a 
function of position in the nonlocal spin valve structure. Our following derivation focuses 
specifically on a two-dimensional channel and large interface resistances resulting from 
perfect tunnel barriers. The current injection point (FM1) is located at 𝑥 = 0, while the 
voltage detection point at 𝑥 = 𝐿. The distance between FM1 and FM2 is then equal to 𝐿. 
At 𝑥 = 0, when the spin polarized current is injected, electrochemical potential imbalance 
appears, which shall be referred to as 𝜇),u, equal to its deviation from the equilibrium value. 
Given the magnitude of the injection current 𝐼  and the injection efficiency 𝑃; , the 
electrochemical potential split can be determined by 
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 𝜇),u = 𝑒𝑃;𝐼𝑅) 2.17 
 
In the high interface resistance limit that we have assumed, 𝑅) ≪ 1/𝐺 , where 𝑅) is the 
spin resistance and 𝐺  the interface conductance. Since the accumulated spins diffuse 
equally to the left and right of FM1, the spin imbalance 𝜇),u/2  is considered for the 
detection by FM2. Taking into account the spin relaxation, the spin imbalance that actually 
arrives at FM2 and gets detected is 
 𝜇),& = 𝜇),u/2 𝑒`&/} 2.18 
 
which is given by the fact that spins decay exponentially as a function of distance and 𝜆 is 
the spin diffusion length. This electrochemical potential is detected as voltage by FM2 and 
its magnitude is related to the spin detection efficiency at FM2, 𝑃, by 
 𝑉%& = 𝑃/𝑒 𝜇),& − 𝜇),  2.19 
 
The nonlocal voltage is due to the electrochemical potential difference between FM2 and 
NM2, as indicated by the black dots in figure 2-5b. Since NM2 is not spin-sensitive, we 
can safely equate the electrochemical potential at NM2 to 𝜇), , which is equal to the 
equilibrium value. If the contact in NM2 is ferromagnetic, NM2 needs to be located far 
from FM2 (at least a few 𝜆 away) to maximize the spin signal. Therefore, given equation 
2.17 the nonlocal voltage can be expressed as 
 𝑉%& = ±𝑃;𝑃𝐼𝑅)2 𝑒`&/} 2.20 
 
The + (-) refers to the case where the magnetization directions of FM1 and FM2 are parallel 
(antiparallel) to each other. The spin resistance (𝑅) ) can be determined if the sheet 
resistance and channel geometry are known by 𝑅) = } , where 𝑊 is the channel width 
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and the sheet resistance 𝑅@ is usually determined from charge transport measurement. It 
is more common to use a resistance unit to denote the spin signal, and therefore the nonlocal 
voltage is normalized to the injection current to yield nonlocal resistance (𝑅%&) in units of 
resistance 
 𝑅%& = 𝑉%&𝐼 = ±𝑃;𝑃𝑅@𝜆2𝑊 𝑒`&/} 2.21 
 
It should be noted, however, that this is not an actual resistance. It is merely the nonlocal 
voltage, which after being normalized to the injection current, carries the unit of resistance. 
Figure 2-5a shows the switching of the nonlocal resistance signal from the parallel to the 
antiparallel state and vice versa as the in-plane magnetic field is swept. The nonlocal 
resistance is positive when the ferromagnets are parallel to each other, and negative when 
they are antiparallel. 
 
 
Figure	2-5	Nonlocal	resistance	as	a	function	of	in-plane	and	out-of-plane	magnetic	fields.	a)	Nonlocal	
resistance	as	a	function	of	the	in-plane	magnetic	field	used	to	control	the	magnetization	direction	of	the	
ferromagnets.	b)	Nonlocal	resistance	for	the	Hanle	spin	precession	measurement	as	a	function	of	the	out-
of-plane	magnetic	field.	The	figure	illustrates	the	case	when	the	ferromagnets	have	parallel	
magnetization.	
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2.2.3 Nonlocal Hanle spin precession 
Another independent technique for pure spin current detection is the nonlocal Hanle 
spin precession measurement. This technique is widely applied in spin signal measurement 
because it not only involves direct manipulation of electron spins by the applied field but 
it also directly yields physical parameters, namely the diffusion coefficient and the spin 
relaxation time. It differs from the nonlocal spin valve measurement in that the magnetic 
field is applied out-of-plane and perpendicular to the spin polarization direction. This out-
of-plane field, 𝐵, causes the injected spins to precess with a precession frequency equal 
to the Larmor frequency 
 𝜔& = 𝑔𝜇,𝐵ℏ  2.22 
 
where 𝑔  is the electron g-factor, 𝜇,  the Bohr magneton, and ℏ  the reduced Planck’s 
constant. Over time, the spin precession causes the electrons to lose their polarization. An 
electron spin that diffuses from 𝑥 = 0 experiences random walk and can take any path to 
reach 𝑥 = 𝐿. The time 𝑡 it takes to arrive at 𝑥 = 𝐿 depends on the particular path taken. For 
diffusive transport, the probability distribution for the arrival time is given as 
 𝜌¡ 𝑡 = 14𝜋𝐷𝑡 𝑒 ` &£¤¡¥  2.23 
 
with 𝐷 being the diffusion coefficient of the electrons. When the spin relaxation is taken 
into account, equation 2.23 should include the exponential decay function and be modified 
to 𝜌¡ 𝑡 𝑒`¥/¦. Again, because the diffusion is a random process, the potential at 𝑥 = 𝐿 
given an out-of-plane magnetic field of strength 𝐵 is given by 𝜇),& 𝐵  which is a sum over 
all possible arrival times. Therefore, 
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 𝜇),& 𝐵 = 2 𝐷𝜏) 𝑑𝑡u 𝜌¡ 𝑡 𝑒`¥/¦𝑐𝑜𝑠 𝜔&𝑡  2.24 
 
and the pre-factor 2 ¡¦ arises due to the boundary condition that 𝜇),&¨u 𝐵 = 0 = 𝜇),u. 
The nonlocal voltage (still with the assumption of a highly resistive interface) can then be 
determined from equation 2.19, and after normalization to the injection current, the 
following equation for the nonlocal resistance is obtained: 
 𝑅%& = ±𝑃;𝑃𝑅@𝑊 𝐷4𝜋𝑡u 𝑒 ` &£¤¡¥ cos 𝜔&𝑡 𝑒 ` ¥¦ 𝑑𝑡 2.25 
 
Equation 2.25 has three main terms that are evaluated by the integral sign and these 
three terms are: 
1) ¡¤¬¥ 𝑒 ` ­£®¯° , representing the spin diffusion; 
2) cos 𝜔&𝑡 , representing the spin precession; and 
3) 𝑒 ` °± , representing the spin relaxation. 
The physics of the spin diffusion, precession, and relaxation are well captured by equation 
2.25 and the effect of the out-of-plane magnetic field on the nonlocal resistance is 
illustrated in figure 2-5b. In the figure, only the parallel case is shown. The antiparallel 
case is simply the mirror image of the curve relative to the y = 0 line. In real device analysis, 
equation 2.25 can be solved numerically and used to fit experimental data to extract the 
fitting parameters, i.e. the diffusion coefficient and spin relaxation time. 
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2.2.4 Nonlocal baseline resistance value due to Peltier and Seebeck effects 
In the nonlocal spin valve geometry, we have seen that the charge current path 
(FM1 to NM1) is completely separated from the spin signal detection (FM2-NM2). The 
nonlocal voltage, and equivalently nonlocal resistance, detected between FM2 and NM2 
should therefore equal zero in the absence of spin signal. When there is spin current present, 
based on equation 2.21, the nonlocal resistance should have spin signal that is positive 
when the ferromagnets are in parallel configuration, and spin signal that is equal in 
amplitude but opposite in polarity when the ferromagnets have antiparallel magnetization. 
This is usually not the case in real data generated from experiments. 
Contrary to expectation, the nonlocal resistance signal typically has a nonzero 
baseline value, a phenomenon which is even more prominent in spin valves with 
semiconductor channels. Johnson and Silsbee177 argued that the nonzero baseline 
resistance could be due to nonuniformity in the current injection along the channel width. 
If the current from FM1 to NM1 is injected uniformly across the channel width, by 
symmetry, there should be no potential built up to the right of the injection point because 
the electrons that stray to the right will be canceled out by electrons flowing to the left due 
to the opposing space-charge field within a mean free path of the electrons. This is no 
longer true for nonuniform current injection and the spreading of this local current can 
cause baseline nonlocal voltage (or Ohmic resistance) detected by FM2, which should 
decay exponentially as FM2 gets farther apart from the injection point (FM1) by 𝑉 ∝ 𝑒`³­´. 
The nonuniform current injection can take place in the highly-resistive-interface case due 
to nonuniform thickness of the tunnel barrier. In the high interface conductance limit, the 
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same effect could arise because the current is mostly injected through some preferred edge 
of the channel rather than uniformly along the channel width. 
While the exponential dependence agrees well with experimental data for small 
separations between FM1 and FM2, Bakker et al.178 found that at larger separations, the 
baseline nonlocal resistance decreases more slowly and the exponential dependence no 
longer holds. The almost linear dependence on the separation was attributed to the Peltier 
and Seebeck effects in their experiments. At FM1, due to the difference in the Peltier 
coefficients between the ferromagnet and channel material (either nonmagnetic metal or 
semiconductor), heat is absorbed or accumulated at the interface. Although the charge 
current is continuous across the interface, the heat current is not and depends on the Peltier 
coefficient mismatch. This in turn generates heat current that gets carried along the channel 
away from FM1, both to the left and to the right. When this heat current arrives at FM2, 
the temperature gradient at the interface gets converted to a potential difference by the 
Seebeck effect. Using their thermoelectric model, Bakker et al. were able to show excellent 
agreement between their calculation and experiment results. The nonlocal baseline 
resistance is then determined as the sum of the Ohmic resistance due to the local current 
spreading and the thermoelectric effect due to the interplay between the Peltier and Seebeck 
effects. 
 
2.3 Spin injection and transport in graphene 
2.3.1 Tunnel barriers for efficient spin injection into graphene 
Studying the spin transport properties in a material requires the ability to first inject 
spin polarized electrons into the material. Spin injection into graphene has been challenging 
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and the injection efficiency has mostly been low. This is because spin injection into 
graphene also suffers from the conductivity mismatch problem encountered by spin 
injection into semiconductors, as we have seen earlier. Here we shall review the different 
attempts that have been made to study the spin injection into graphene. 
Spin injection into graphene in direct contact with a ferromagnetic metal has indeed 
been shown to yield very low spin injection efficiency. This direct contact, or usually 
referred to as transparent contact, highlights the problem with the conductivity mismatch 
between graphene and the ferromagnetic metal. In their experiments, Han et al.130 
deposited Co as the ferromagnetic metal directly on graphene. A masking layer of MgO 
was used to reduce to contact width to achieve higher spin signal. The resulting resistance-
area (RA) products, a measure of the contact or interface resistance, are small (< 30 Ωµm2), 
as expected for good thermal contact between graphene and Co. Using the transport 
distance dependence of the nonlocal resistance signal in equation 2.21, a spin diffusion 
length of ~1.6 µm was obtained. This spin injection and transport was also confirmed using 
the Hanle nonlocal measurement, from which they extracted a spin relaxation time of 84 
ps and a spin diffusion length of ~1.5 µm, similar to the value obtained by the transport 
distance dependence. Furthermore, a very low spin injection efficiency of ~1% was 
obtained, which should be expected due to the high interface conductance of the device. 
Based on our earlier discussion, inserting an oxide layer between the graphene and 
the ferromagnetic metal should help improve the spin injection efficiency into graphene. 
Indeed, the first demonstration of nonlocal resistance signal in graphene at room 
temperature by Tombros et al.113 showed a spin injection efficiency of ~10%. Al2O3 layer 
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was used as the tunnel barrier this case and Co was used as the ferromagnetic contact. In 
other experiments where the spin polarized current was also injected through an Al2O3/Co 
contact,128,132,133 similar spin injection efficiency values were also reported. The 
improvement compared to the case of transparent contact is apparent. 
The tunnel barriers used in the experiments above are very thin (~1 nm) to allow a 
substantial amount of current to tunnel through and enter the graphene. The very thin nature 
of the tunnel barrier poses some challenges. The most obvious challenge is whether the 
deposited tunnel barrier is uniform everywhere. It turns out that due to the high surface 
diffusion on graphene, the as-deposited tunnel barrier most likely consists of pinholes. 
Different techniques have been developed to deposit uniform tunnel barriers on graphene. 
For example, it has been found by Dlubak et al.137 that a thin Al2O3 film deposited on 
graphene by evaporation of Al and oxidation in O2 atmosphere is usually granular in nature 
because of the tendency of the Al atoms to cluster together, as also reported by Popinciuc 
et al.133 This results in pinholes in the Al2O3 layer. The deposition of Al2O3 by sputtering 
of Al, however, seems to increase the uniformity and reduce the surface roughness, as 
shown by figure 2-6. It is unclear why sputtered Al forms more uniform layer compared to 
the evaporated case. In the case of MgO tunnel barrier, Wang et al.129 have shown that 
depositing MgO directly on graphene also results in the clustering of the oxide and 
therefore the formation of pinholes. The roughness of the 1-nm MgO film deposited 
directly on graphene was found to be ~0.8 nm. By depositing a 0.5 monolayer of Ti before 
the MgO deposition, they were able to reduce the roughness to ~0.2 nm, which is close to 
the atomic spacing of MgO and suggests the formation of atomically smooth MgO film. 
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These improved methods for tunnel barrier deposition have indeed increased the spin 
injection into graphene. Using the Al2O3 tunnel barrier deposited by sputtering of Al and 
oxidizing in oxygen environment, Cubukcu et al.153 observed an increase in both the spin 
injection efficiency (~32%) and the nonlocal resistance signal (~400 Ω) at 10 K. Han et 
al.134 showed that the spin injection efficiency increased to ~30% and the nonlocal 
resistance signal to ~130 Ω when the MgO tunnel barrier used in their experiment was 
deposited on top of Ti seed layer. 
 
Figure	2-6	Illustration	of	the	surface	topography	of	and	comparison	of	surface	roughness	before	and	after	
Al2O3	deposition.	Comparison	shown	between	a)	graphene,	and	Al2O3	on	graphene	formed	by	b)	sputtering	
and	c)	evaporation	of	Al.	Reprinted	with	permission	from	Dlubak	et	al.	[137].	Copyright	2012,	AIP	
Publishing	LLC.	
 
Choosing the optimum tunnel barrier deposition method can be tricky. For example, 
while sputtered Al provides more uniform Al2O3 formation than evaporated Al, the act of 
sputtering can damage the graphene, offsetting the potential advantage. Evaporated Al, 
though a gentler process, results in clustered, pinhole-type Al2O3 formation. The Al2O3 
film would need to be at least 5 nm thick155 to eliminate pinholes and even then the tunnel 
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barrier thickness may not be uniform everywhere. Evaporated MgO on Ti seed layer has 
the advantage of uniform formation on graphene as well as causing minimal damage to the 
graphene surface. However, its reactive nature could complicate the handling of the 
material during processing. Alternative methods for tunnel barrier deposition that were not 
included in our discussion include: 1) atomic layer deposition (ALD) of Al2O3 on 
functionalized graphene141 (to promote adhesion of Al2O3), 2) hexagonal boron nitride,150 
3) TiO2,149 and 4) amorphous carbon,147 among others, all of which have been shown to 
yield higher spin injection efficiency than the transparent contact case and are worth further 
investigating. The thinness of these films not only poses a problem with the film uniformity, 
but also the robustness. These thin films tend to break down after a few cycles of the device 
operation or after a relatively large current application, a problem that is worsened by the 
imperfection of the film, as the breakdown typically starts and escalates from the defect 
sites. A uniform, defect-less film therefore has a two-fold benefit, i.e. increased spin 
injection efficiency and enhanced robustness. Neumann et al.147 reported that they were 
able to pass a 400 µA current through their ~0.1 µm2 amorphous carbon tunnel barrier 
without causing breakdown. The robustness of aforementioned tunnel barriers can all 
potentially be enhanced as well by improving the uniformity. Spin injection into graphene 
is not the only important factor that needs to be considered in graphene spintronic devices. 
What happens after the spins are injected is also a key factor as we shall see in the next 
section. 
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2.3.2 Spin-orbit coupling in graphene 
The major advantage that graphene possesses which makes it appealing for 
spintronic devices is its long intrinsic spin relaxation time, which is the result of weak spin-
orbit coupling and negligible hyperfine interaction in atomic carbon. The earliest prediction 
of the spin-orbit coupling induced gap in graphene was given by Kane and Mele179 in 2005. 
In their calculation based on the first order degenerate perturbation theory, they crudely 
estimated an intrinsic spin-orbit coupling (SOC) induced gap of ~100 µeV. More detailed 
calculations based on the tight-binding theory and ab initio calculations180,181 revealed that 
the SOC induced gap in graphene should be around 1 µeV. This value was supported by 
first-principles calculations by Yao et al.182 in 2007, which was also explained using the 
tight-binding model. 
All of the detailed calculations performed above180–182 assumed that the SOC 
originated from the s and p orbitals. Interestingly, it had been argued by Slonczewski and 
Weiss44 in 1958 that the p orbitals contributed in the second order, while the nominally 
unoccupied d orbitals contributed in the first order to the spin-orbit induced gap in graphene. 
This is due to in the absence of spin-orbit coupling, pz orbitals which form the states at K 
(K’) points of the Brillouin zone do not hybridize with px and py orbitals. They do, however, 
hybridize with dxz and dyz orbitals, which are split by SOC. The hybridized orbitals form 
the π-band with increased SOC induced gap at the Dirac point. This was confirmed by the 
first-principles calculations performed by Gmitra et al.183 where they obtained SOC 
induced gap of ~24 µeV. In another set of first-principles, all-electron density functional 
theory (DFT) calculations,184 the SOC induced gap was found to be twice as large or ~ 50 
  52 
µeV. Both these calculations considered the effect of the d orbitals. Konschuh et al.116 
successfully showed in their tight-binding calculations that the intrinsic SOC induced gap 
in graphene is indeed a second-order function of the SOC from the p orbitals and first-order 
function of the SOC from the d orbitals. In their calculations, the p orbitals alone induced 
a gap of ~1 µeV, while the d orbitals contributed ~23 µeV to the intrinsic SOC induced gap. 
These values are very much consistent with the previously reported values. They also 
pointed out that the discrepancy between the values reported by Gmitra et al.183 and 
Boettger et al.184 could be due to the idiosyncrasies of the ab initio codes used in the 
calculations and the actual value could range between ~25 to 50 µeV. 
 
Besides the intrinsic origin, the SOC could also arise due to an extrinsic source in 
the form of electric field perpendicular to the graphene plane. This electric field could 
originate from different sources, such as applied gate voltage or charged impurities in the 
substrate, and its presence breaks the spatial inversion symmetry of graphene and therefore 
modifies its band structure. Specifically, the resulting extrinsic SOC causes the spin-
splitting of the conduction and valence bands similar to the Bychkov-Rashba effect. In 
contrast to the intrinsic case, the extrinsic SOC induced gap is weakly dependent on the 
SOC of the d orbitals and strongly dependent on the SOC of the p orbitals. The SOC then 
is mainly due to the coupling of the 𝜎 − 𝜋 bands and the induced gap is linearly dependent 
on the electric field. The experimental demonstration of the linear dependence has also 
been reported.149 Similarly, it has been calculated that the presence of miniripples in 
graphene, for example due to substrate topography, or lattice defects, strains, and curvature 
could also lead to an increase in the SOC induced gap. Gmitra et al.183 showed in their 
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calculation that the SOC induced gap (∆·) increases as a function of the lattice deformation 
(𝛿𝑎) with respect to the lattice constant, as shown in figure 2-7, where the the results were 
shown both with d orbitals inclusion and without. It is obvious that the d orbitals change 
only the intrinsic SOC without any lattice deformation and the rate of the SOC change is 
unaffected by the presence of d orbitals. It can be concluded then that the SOC induced gap 
is solely due to the 𝜎 − 𝜋 mixing similar to the electric field effect. It should be noted that 
in the original work (figure 2-7), the y-axis (2𝜆·) denotes (∆·) and the x-axis (∆/𝑎) denotes 
the lattice deformation (𝛿𝑎/𝑎). 
 
Figure	2-7	Calculated	SOC	as	a	function	of	the	lattice	deformation	in	graphene	with	(red)	and	without	
(blue)	the	inclusion	of	the	SOC	from	d	orbitals.	The	SOC	change	is	independent	of	the	d	orbitals	and	solely	
due	to	the	𝜎 − 𝜋	mixing.	Reprinted	figure	with	permission	from	Gmitra	et	al.	[183].	Copyright	(2009)	by	
the	American	Physical	Society.	
 
The intrinsic and extrinsic SOC discussed above can cause the spins to relax in 
graphene, either by the Elliot-Yafet or Dyakonov-Perel mechanism. Experimental methods 
have been developed to determine the main spin relaxation mechanism in graphene. It 
seems that many experimental results have pointed to Elliot-Yafet as the main mechanism 
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for spin relaxation in graphene,113,133,135,152 which agrees with the prediction due to the 
presence of an inversion symmetry as discussed in the previous section. Huertas-Hernando, 
et al.115 argued, however, that in actual graphene spin valve devices, the presence of 
adatoms modifies the SOC in graphene that favors the Elliot-Yafet mechanism. In their 
calculations where they considered the Rashba type SOC as the main contributor to the 
spin relaxation, they argued that in ultra clean graphene, the Dyakonov-Perel mechanism 
as well as the gauge fields due to ripples in graphene should dominate over the Elliot-Yafet 
mechanism. This is a reasonable take on the problem at hand since in real graphene spin 
valve devices the substrate effect is strong and ripples are most likely present. This 
prediction remains to be experimentally demonstrated in the future as it seems that the 
ability to produce ultra clean graphene has yet to be realized. It is also worth mentioning 
that a different spin relaxation mechanism due to magnetic defects has recently been 
proposed that explains the orders-of-magnitude faster spin relaxation rate in real graphene 
spin valve devices.185 The idea is that at resonant energy a scattering electron can move 
around a scattering site centered at a magnetic impurity that provides spin flip exchange 
field to the electron before it escapes with equal probability to be either in spin-up or spin-
down state. Consistent with this proposal, Kochan et al.186 showed that using hydrogen 
atoms as magnetic scatterers in graphene, the spin relaxation time is reduced significantly 
to ~100 ps for only 1 ppm magnetic impurity concentration. 
In the presence of adatoms, it has been shown that the SOC in graphene is a few 
orders of magnitude stronger, comparable to the value found in diamond and zinc blende 
semiconductors.119,187 The adatoms serve as momentum scattering centers, reducing the 
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momentum scattering time and consequently the spin relaxation time, suggesting the Elliot-
Yafet mechanism is the dominant spin relaxation mechanism. The adatoms break the 
inversion symmetry in graphene and their interaction with carbon atoms induces sp3 
hybridization. The SOC strength depends on how much the carbon atoms are displaced 
from the graphene plane during the sp3 hybridization. In their experiments, Balakrishnan 
et al.156 showed that by introducing hydrogen dopants on graphene, the SOC increased 
significantly to ~2.5 meV, or about two to three orders of magnitude larger than in intrinsic 
graphene. Moreover, they also demonstrated that in chemical vapor deposited graphene, 
the accidental residual copper adatoms on graphene (the origin of this will be explained in 
the next chapter) can act as strong spin scattering centers, increasing the SOC strength to 
~20 meV32 leading to the observation of Giant spin Hall effect in graphene. It should be 
noted that an earlier investigation by Han et al.138 suggested that mobility change without 
the change in carrier concentration, while strongly affecting the momentum scattering time, 
has little effect on the spin scattering time. It also seems that not all adatoms are effective 
spin scatterers, as reflected in the experiment results by Pi et al.188 which showed that while 
Au adatoms cause significant momentum scattering, they do not scatter spin as effectively. 
Even more surprisingly, they found that Au adatoms increase the spin relaxation time by a 
factor of ~3, which they attributed to the inhibition by Au adatoms of the lattice defects or 
edge sites that may otherwise contribute to spin scattering. 
The actual dominant spin relaxation mechanism in graphene remains elusive. In the 
intrinsic case, both the Elliot-Yafet and Dyakonov-Perel mechanisms should yield a spin 
relaxation time of ~1 µs,176 or about 3-4 orders of magnitude longer that 100 ps – 1 ns spin 
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relaxation times observed experimentally. The resonant scattering mechanism offers an 
explanation for the significantly shorter spin relaxation time in the presence of magnetic 
impurities. The Elliot-Yafet mechanism has been shown to dominate when charged 
impurities or adatoms distort the graphene lattice and convert the sp2-bond to sp3-bond, 
significantly increasing the SOC. In the case of ultra clean graphene surface, the 
Dyakonov-Perel mechanism and gauge fields due to curvature in graphene were predicted 
to be the dominant spin relaxation mechanism. Experimentally, it has been suggested that 
using atomically flat hexagonal boron nitride (h-BN) as a substrate for the graphene spin 
valve can significantly enhance the carrier mobility as well as diffusion coefficient. As a 
result, the spin diffusion length increases while the spin relaxation time remains unchanged. 
This shows that in graphene with minimum curvature, the spin relaxation is most likely not 
due to the substrate, but the impurities on the surface. It was also pointed out in the same 
work that the spin relaxation might have been due to roughly equal contribution by both 
the Elliot-Yafet and Dyakonov-Perel mechanisms.142 In the case where the graphene is 
encapsulated by h-BN, an increase in the spin relaxation time was observed in addition to 
the increase in diffusion coefficient, probably due to less impurities in the encapsulated 
region of the graphene.149 The ability to control the graphene condition as well as the 
measurement environment is of extreme importance in order to be able to truly understand 
the spin transport physics in graphene. In the next two chapters, the process of graphene 
production, its material characterization, and also the charge transport  measurement are 
discussed which will help to understand where some of the impurities come from and how 
they affect graphene’s properties. 
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CHAPTER 3 SYNTHESIS AND IDENTIFICATION OF 
GRAPHENE 
In chapter 2, we have looked at some of the limitations to semiconductor spintronic 
devices, for example the conductivity mismatch that suppresses the spin current 
polarization and spin-orbit coupling due to external effects, in addition to the intrinsic spin 
orbit coupling, that may be responsible for the orders-of-magnitude shorter spin relaxation 
times compared to the theoretical prediction. Many works specifically on graphene were 
reviewed highlighting some of the significant progress made in the first decade after the 
first spin signal demonstration in graphene. In the present chapter, we will take a step back 
and review the methods that have made all the progress possible, the synthesis of graphene 
itself. There are several ways for producing graphene, e.g. exfoliation of bulk graphite, 
chemical vapor deposition (CVD) on metal substrates, epitaxial growth on SiC, carbon 
nanotube slicing, etc. In our experiments, graphene was produced both by the exfoliation 
and CVD methods, and therefore these two methods will be reviewed in more detail. 
Atomic force microscopy (AFM) and Raman spectroscopy methods to identify and 
characterize graphene after production will also be reviewed. 
 
3.1 Graphene exfoliation from highly oriented pyrolitic graphite 
In their paper published in 2004, Novoselov et al.43 reported their work on electric 
field effect on monocrystalline graphitic films that are a few atoms thick with a height 
difference of ~0.4 nm between two adjacent films, approximately equal to the diameter of 
a carbon atom (~0.3 nm). This marked the first time a two-dimensional film was isolated 
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that was stable under ambient conditions. The films were prepared by repeated peeling of 
small mesas originating from highly oriented pyrolitic graphite (HOPG) source using 
scotch tape pieces. This method of isolating graphene layers has come to be known as the 
scotch-tape method or mechanical exfoliation method. 
We too utilized the mechanical exfoliation method in preparing the graphene used 
in some of the experiments discussed in this dissertation. Only a few materials are needed 
in the process, namely the HOPG source, scotch tape, SiO2-on-Si substrate, and a pair of 
tweezers. The SiO2 needs to have a suitable thickness (typically ~90 nm or ~300 nm) for it 
to have the right optical reflection, which is important in identifying the graphene flakes 
later. The exfoliation process, which is summarized in figure 3-1, is done as follows: 
a) A piece of scotch tape is put on the HOPG source and rubbed gently using the 
blunt end of the tweezers, 
b) The scotch tape, which now has some HOPG stuck on it, is removed from the 
HOPG source, 
c) The scotch tape with HOPG is put on another piece of fresh scotch tape and 
rubbed gently using the blunt end of the tweezers before being peeled apart. This 
step is done multiple times until the remaining HOPG on the scotch tape is thin or 
semi-transparent, 
d) The scotch tape that has thin HOPG on it is put on top of the clean SiO2-on-Si 
substrate and rubbed gently using the blunt end of the tweezers, 
e) The scotch tape is removed from the substrate leaving a HOPG trace on the 
substrate. 
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Right before carrying out step d) above, the substrate has typically been baked on a hot 
plate at 150 ºC for 30 minutes to minimize the residual moisture that might later on be 
trapped underneath the graphene layer after exfoliation and act as a source of accidental 
dopants. It is not possible to precisely control the size, shape, location, or thickness of a 
flake since the process is for the most part a random process. 
 
 
Figure	3-1	Sequence	of	steps	for	the	scotch-tape	method	or	mechanical	exfoliation	of	graphene	layers	from	
HOPG.	The	descriptions	for	each	step	are	available	in	the	main	text.	
 
After the mechanical exfoliation process has been completed, the next step is to 
search for graphene flakes using a microscope and to identify the flakes that may be useful. 
Since graphene layers of interest are typically very thin (between a few angstroms to a few 
nanometers), they are not easily visible under the microscope. Preparing graphene devices 
for experimental studies unarguably requires the ability to visually observe graphene using 
optical microscopy, which generally utilizes a white light source. This is why a substrate 
with the right oxide thickness is needed to create a difference in the interference colors of 
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the reflected light from the graphene compared to the substrate. Figure 3-2 shows an 
example of an optical micrograph of few-layer graphene on 300 nm SiO2 substrate. Even 
with the right oxide thickness, it is still quite challenging to scan through and visually 
inspect the sample using an optical microscope in search for flakes usable for making 
devices or material characterization. It has been reported by Blake et al.189 that when a 
monochromatic illumination is used instead of a white light source, graphene layers can be 
distinguishable from the SiO2 substrate regardless of its thickness. 
 
 
Figure	3-2	Optical	micrograph	of	a	few-layer	graphene	flake	on	300-nm	SiO2	substrate.	
 
3.2 Chemical vapor deposition (CVD) growth of graphene 
Graphene isolated from bulk HOPG described in the previous section is typically 
single-grain, has excellent electronic properties and proved to be promising material for 
future low-dimensional field-effect transistors (FET). However, the randomness of the 
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mechanical exfoliation process makes the graphene flakes obtained in this way suitable 
only for small-scale experimental work. For technological applications, high quality 
graphene that can be produced in large scale is needed. One of the promising ways to mass-
produce graphene is by CVD growth of graphene on metal substrates. Ni and Cu are among 
the most popular metals for graphene growth. Growths on Ni substrates result in various 
numbers of graphene layers,74,190 while growths on Cu substrates produce mostly single-
layer graphene with small regions of bi-layer and few-layer graphene.73 This is due to the 
low solubility of carbon in Cu that results in the self-limiting behavior of the growth once 
the first layer of graphene covers the Cu surface. For the reason that the CVD growth of 
graphene on Cu substrates is highly controllable and low-cost, it is seen to be promising 
for future applications. It is also the substrate of choice for graphene growth in our 
laboratory. 
CVD growth of graphene is done in a high-temperature environment with well 
controlled pressure. Figure 3-3 shows the schematic of a typical CVD system used for 
graphene synthesis which consists of the required gas sources (Ar, H2, and CH4), mass flow 
controller (MFC), furnace as heat source and insulation, quartz tube where the growth takes 
place, pressure regulator, vacuum pump, isolation valve, and vacuum gauge. CVD 
graphene in our lab is grown using a process that can be summarized as follows: 
1) Since the quartz tube is pumped down after each run to maintain the purity inside 
the tube, it needs to be vented with Ar before each run. This is done by flowing in 
500 sccm of Ar until the pressure inside the tube reaches ambient pressure, after 
which the Ar flow can be stopped. 
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2) A metal substrate, in our case Cu foil, is loaded into the quartz tube. 
3) After the isolation valve between the tube and vacuum pump is opened, the pump 
is turned on to evacuate the quartz tube. 
4) The tube is filled with H2 at 21 sccm while the pressure is maintained at 60 
mTorr. 
5) The furnace power supply is turned on and the temperature is ramped to 1050 ºC. 
6) Once the temperature reaches the setpoint (1050 ºC), the condition is maintained 
for 30 minutes to purge the Cu foil of possible organic contaminants. 
7) 0.1 sccm of CH4 is flowed into the tube while the pressure is maintained at 500 
mTorr for 30 minutes. This is where graphene forms on the Cu foil. 
8) The furnace power supply is turned off to let the temperature inside the tube to 
cool down. 
9) Once the temperature reaches ~200 ºC, the isolation valve is closed and 500 sccm 
of Ar is flowed into the tube for venting. 
10) The Cu foil is carefully unloaded from the tube after it is vented. 
11) Ar flow is terminated and the isolation valve is opened to evacuate the tube before 
leaving. 
Figure 3-4 shows an actual photograph of our graphene CVD system. The Cu foil should 
now have mainly single layer graphene on its surface. In step 7) when the CH4 is flown 
into the tube, it is catalytically decomposed on the Cu surface. The carbon atoms are 
deposited on the Cu surface while the hydrogen byproducts are purged away by the flowing 
H2 gas. Owing to the very low solubility of carbon atoms in Cu, the carbon atom deposition 
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on the Cu surface automatically stops once the Cu, which acts as the catalyst in this 
formation, is covered by the first layer graphene, suppressing further formation. Therefore, 
graphene formation on Cu is believed to be due to surface adsorption of carbon atoms, as 
opposed to the carbon segregation and precipitation mechanism in Ni. 
 
 
Figure	3-3	Schematic	diagram	of	CVD	system	for	graphene	synthesis.	
 
 
Figure	3-4	CVD	system	used	for	growing	graphene	in	Koester	Lab.	
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CVD graphene grown on Cu foil is not readily useful for device applications. It 
needs to be separated from the Cu foil and transferred onto an appropriate substrate. The 
transfer process involves several steps as shown in figure 3-5 in the order indicated by the 
green arrows: 
1) The as-grown graphene on Cu foil covers both faces of the foil. 
2) One face of the foil is covered with poly (methyl methacrylate) or PMMA resist. 
3) Graphene on the uncovered face of the foil is etched using O2 plasma. 
4) Cu foil is floated on an ammonium persulfate solution with the PMMA-covered 
side facing up to etch the copper. 
5) After the copper is completely etched, only graphene/PMMA film remains. The 
film is scooped out of the ammonium persulfate solution and moved to a 
deionized water bath to rinse off the residual ammonium persulfate. This step can 
be repeated to make sure the film is thoroughly rinsed before finally being 
brought into contact with the desired substrate. 
6) The graphene/PMMA on substrate is baked at 80 ºC for about 15 minutes to dry 
off the deionized water. It is then soaked in acetone overnight for PMMA 
removal, after which the substrate is rinsed with fresh acetone, isopropanol, and 
gently blown dry using nitrogen gas. Only graphene should now remain on the 
substrate. 
The copper foil used in our experiment was purchased from Alfa Aesar (Puratronic, 
99.999% purity) and was 25 µm thick. The ammonium persulfate solution is prepared by 
diluting 1 g of ammonium persulfate purchased from Sigma Aldrich (ACS Reagent, ≥	98%) 
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in 10 ml of deionized water. Completely etching the copper using this concentration has 
been found to take a few hours (~5 hours). Figure 3-6 shows an optical micrograph of 
graphene (dark purple) on SiO2 (light purple) substrate. The difference in size between 
CVD grown graphene and mechanically exfoliated graphene is apparent here. For CVD 
graphene, the size of the graphene that can be grown is only limited by the size of the 
growth quartz tube or the size of the Cu foil used. 
 
Figure	3-5	Graphene	transfer	process	from	Cu	foil	to	a	desired	substrate	ready	for	further	fabrication.	
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Figure	3-6	Optical	micrograph	of	CVD	grown	graphene	on	300-nm	SiO2	substrate.	
 
Due to the difference in thermal expansion coefficient between graphene and Cu, 
wrinkles can usually be found in the graphene. It is common for small bilayer or trilayer 
graphene islands to be found in addition to the large single layer sheet of graphene. We 
found from our experiments that given the same growth time and H2 flow rate, the bilayer 
and trilayer formation is enhanced as the CH4 flow rate is increased. We also fround that, 
given the same CH4 flow rate, the bilayer and trilayer formation is also enhanced as the 
growth time is increased. This result should not be surprising as the CH4 gas is the main 
source of carbon atoms. Even though the graphene formation on Cu is self-limiting, the 
excess of carbon atoms makes it more likely for surface diffusion of the atoms to happen, 
causing further surface catalyzed adsorption of the atoms on Cu surface that leads to bilayer 
and trilayer graphene formation. The bilayer and trilayer regions start to develop from 
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small nucleation sites and expand over time. It is not entirely clear where the nucleation 
sites originate from. They could be the defects in the single layer graphene that expose the 
Cu surface and cause additional layer formation underneath the existing layer. The 
nucleation sites could also be due to rough Cu surface that provides low energy sites. To 
test this possibility, we conducted an experiment where we electropolished the Cu foil to 
smoothen the surface before the growth and found that electropolishing helps remove 
surface corrugations on the Cu foil and suppress the bilayer and trilayer formation. Luo et 
al.191 showed a similar result where they could achieve large single layer graphene 
coverage on a flat, electropolished Cu foil. 
Another important aspect in CVD grown graphene concerns the widely adopted 
transfer method that regularly leaves a significant amount of residual polymer, as shown 
in figure 3-7a. The PMMA residue left from the transfer is shown by the greenish regions 
on the graphene on SiO2/Si substrate. We have found the residue to be persistent and not 
easily removed using the traditional method by soaking in acetone or NMP. The residue 
will cause inconsistency in fabricating fine structures of graphene devices and negatively 
impact the device performance. Several relatively gentle methods involving solvents such 
as acetic acid, chloroform, and anisole have been adopted at an attempt to remove the resist 
residue, but no obvious improvement has been observed, which is in disagreement with 
what has been reported.95,192 This calls for a more aggressive method for cleaning the 
surface, for example by using forming gas at high temperature. Figure 3-7b shows the same 
area on the same sample as figure 3-7a after treatment in forming gas environment (95% 
Ar, 5% H2) at 480 ºC for 35 minutes. The resist residue seems to have reduced in thickness, 
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however it does not seem to have been removed from the graphene surface. In some cases, 
we have observed graphene being torn in multiple areas of the sample after the forming 
gas cleaning, suggesting that the strongly attached PMMA residue may have taken some 
of the graphene in the process of being removed. Besides being an aggressive cleaning 
method, high temperature annealing could also induce thermal stress that can damage 
graphene’s properties and even change its band structure. The resist residue has been found 
to be less pronounced in a crack-less, continuous graphene sheet compared to a graphene 
sheet with many holes or cracks where the residue seems to adhere better. Extreme care 
given during the transfer, in addition to our improved growth that consistently results in 
continuous graphene sheets, has resulted in cleaner graphene. However, even graphene that 
is visibly clean may still have very thin residue on its surface and the existing cleaning 
methods need to be constantly improved. Apart from the cleaning method, the transfer 
method could also be improved or potentially replaced by other methods, such as the 
polymer-free transfer method,193 which has been shown to yield ultra-clean graphene 
surface as well as enhanced carrier mobility. The absence of polymer to hold the graphene 
during transfer necessitates a mechanism that can precisely control and minimize graphene 
surface tension which could make the process more complicated. 
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Figure	3-7	Optical	image	of	CVD	grown	graphene	on	SiO2/Si	substrate	showing	PMMA	residue.	Residue	
(indicated	by	green	regions)	is	shown	for	sample	a)	without	any	treatment	and	b)	after	high	temperature	
anneal	in	forming	gas.	
 
Surface contaminants have been shown to negatively affect the intrinsic properties 
of graphene. For example, the reduction in carrier mobility caused by the polymer residue 
from the transfer not only degrades the charge transport properties of graphene but also 
harms graphene spintronic device performance. Another surface contaminant that is 
commonly present in CVD grown graphene is Cu residue that results from incomplete 
etching of Cu foil during transfer. This Cu residue introduces copper adatoms on graphene. 
The effect of these adatoms is not necessarily reflected in the reduction of the mobility. 
Rather, the adatoms can act as spin scattering centers that could reduce the spin relaxation 
time by orders of magnitude, as discussed in the previous chapter. It is obvious that 
obtaining pristine graphene surface is immensely challenging and caution is continuously 
taken in the fabrication of our devices to minimize the adverse effects of the surface 
contaminants. 
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3.3 Atomic Force Microscopy (AFM) and Raman spectroscopy for 
graphene characterization 
Upon deposition on a substrate, graphene is usually characterized to determine the 
number of layers. One method to characterize graphene is by using atomic force 
microscope (AFM), which is known to accurately image materials down to the nanometer 
scale. AFM is typically used to extract information such as the layer thickness and 
roughness. Figure 3-8 shows an AFM image of the mechanically exfoliated graphene in 
figure 3-2. The height is represented by color mapping in the image with darker colors 
indicating lower height and brighter colors indicating higher elevation (see the scale on the 
far right). 
 
Figure	3-8	Optial	and	AFM	images	of	few-layer	exfoliated	graphene.	AFM	image	(right)	of	the	region	
indicated	by	the	black	square	in	the	left	image,	which	is	the	same	graphene	sample	as	in	figure	3-2.	
 
The AFM operates by scanning through the area laterally using a sharp tip attached 
to a flexible cantilever. At each point during the scan, the vertical displacement of the 
cantilever is recorded by the reflected laser beam off the cantilever surface. The reflected 
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laser beam changes its angle of inclination depending on the cantilever bending and is 
eventually read by a position-sensitive detector. The cantilever bending is then translated 
into a height number at each scan point. At the end of the scan, a 2D image is produced 
that also has the surface topography information, meaning that basically a 3D image is 
generated. To acquire the thickness of the graphene, a 1D statistical function tool in the 
Gwyddion software (this is the software used to process AFM images) is used to calculate 
the height distribution in a specified area. The measurement of the area denoted by the 
white rectangle in the right image of figure 3-8 yields a height distribution profile as shown 
by figure 3-9a. The height distribution plot shows two distinct peaks, which can be 
attributed to the substrate and the graphene itself. The difference in the height is measured 
to be ~2.9 nm, which corresponds to about ~8 layers of graphene if a thickness of 3.5 – 4 
Å is assumed for each layer. A 1D height profile can also be extracted as shown in figure 
3-9b, which is produced by measuring the height along the dashed black line in the right 
image of figure 3-8. The plot clearly shows the different step heights along the dashed line, 
which is also visible in the AFM image in figure 3-8. The ~4 Å step most likely indicates 
one graphene layer while the ~11 Å step could suggest a 3-layer step. Such unambiguous 
results from AFM measurements have made it a popular tool for characterizing graphene 
layers. 
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Figure	3-9	Height	profiles	obtained	from	AFM	analysis.	a)	Height	distribution	in	the	white	rectangle	in	
figure	3-8,	and	b)	profile	along	the	dashed	black	line.	
 
Although the very high resolution of AFM provides unambiguous results of the 
thickness of graphene and the step height between two graphene layers, it does not yield 
accurate information of the total number of layers in the graphene. This is due to the gap 
between the SiO2 substrate and graphene. Single layer graphene has been found to be 
around ~1 nm thick47,92 and this number can vary depending on the SiO2/graphene contact. 
For example, there can be trapped moisture in the SiO2/graphene gap or the graphene can 
be uniformly curved. Furthermore, AFM requires considerable sample preparation, which 
makes it a low-throughput tool more suitable for doing fine analysis of a sample. For a 
more straightforward analysis, Raman spectroscopy is preferred. 
Raman spectroscopy relies on the inelastic scattering of incident photon on a 
material that gives rise to vibrations of chemical bonds within the molecules. No special 
preparation is usually needed and the measurement itself is nondestructive. Every chemical 
species has different atoms and bond structures, leading to unique Raman spectra. The 
carbon-carbon bonds in graphene lead to several peaks shown in figure 3-10a. The G peak 
(at Raman shift ~1580 cm-1) is a first order peak due to the doubly degenerate zone center 
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mode. The 2D peak (~2700 cm-1) is the second order peak due to the zone-boundary 
phonons. The first order peak, the D peak (~1350 cm-1), is not visible in the first order 
Raman spectra because the Raman fundamental selection rule is not satisfied by these 
phonons. The D peak takes crystal defects for its activation and is absent in perfect 
crystalline graphene. The Raman spectrum of single layer graphene is unique and distinct 
from those with more than one layer. Therefore, Raman spectroscopy is preferable to AFM 
for the purpose of identifying single layer graphene. 
 
Figure	3-10	Raman	spectrum	of	single-layer	graphene.	
 
The Raman spectrum of bilayer graphene is markedly different from single layer 
graphene. While the 2D peak of single layer graphene can be fitted perfectly by a single 
Gaussian curve, the 2D peak of bilayer graphene can only be fitted by a sum of four 
Gaussian curves. Two of the peaks, 2D1A and 2D2A, have higher relative intensities than 
the other two peaks, 2D1B and 2D2B. An explanation for the four curves in the 2D peak of 
bilayer graphene was first given by Ferrari et al.194 where they argued that it could not have 
been due to the splitting of the phonon branches, which they had calculated to produce only 
< 1.5 cm-1 splitting, substantially smaller than the experimentally observed value. They 
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found that 2D splitting was because of the splitting of the electronic bands caused by the 
interaction between the graphene planes in bilayer graphene, with the 𝜋 and 𝜋∗ bands in 
single layer graphene splitting into 𝜋9 , 𝜋9∗ , 𝜋: , and 𝜋:∗  bands. As the number of layers 
increases, the intensities of the 2D1 peaks decrease and beyond 5 layers, the spectrum is 
not distinguishable from that of bulk graphite. The 2D peak shape analysis helps in 
qualitatively differentiating single layer graphene from bilayer and few-layer graphene, 
and a more rigorous experimental method in determining the number of layers was 
proposed by Hao et al.195 They collected a large body of statistics of different layers of 
graphene and analyzed them in terms of the full width at half maximum (FWHM) of their 
2D peaks. Similar analysis was performed on our CVD grown graphene and mechanically 
exfoliated graphene in figure 3-8, where Raman spectra were taken at two different spots 
indicated by the blue and green circles. Our analysis show that the FWHM values turn out 
to be 35.2, 54.9, and 68.1 cm-1, for the CVD grown graphene, and mechanically exfoliated 
graphene indicated by the blue and green circles, respectively. These values correspond to 
single layer, three-layer, and five-layer graphene as summarized by Hao et al. In addition 
to the FWHM analysis, an alternative approach by calculating the relative integrated 
intensities of G/2D was proposed by Graf et al.196 The relative integrated intensities of 
G/2D for our graphene were found to be 0.31, 0.32, and 0.7, for the same three samples as 
above. These values correspond to single-layer, single-layer, and five- or six-layer 
graphene, respectively. The values clearly agree for the single layer and five-layer 
graphene samples, but disagree for the three-layer graphene. As the mechanically 
exfoliated graphene is definitely not single-layer, the result obtained for the second sample 
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using the integrated G/2D intensities was dismissed. We conclude that the region indicated 
by the blue circle in the exfoliated graphene most likely consists of three graphene layers. 
The region indicated by the green circle is most likely five or six-layer graphene, confirmed 
by both FWHM and integrated G/2D intensities analyses. 
We have discussed the powerful methods to characterize graphene using both AFM 
and Raman spectroscopy. The SiO2/graphene gap was also explained in relation to the 
reported thickness values for single-layer graphene obtained by AFM that far exceed the 
atomic diameter of carbon atoms. AFM is frequently used to measure the roughness of the 
graphene surface, which we found to be especially useful to analyze the roughness of the 
tunnel barrier deposited on graphene. Raman spectroscopy provides an unambiguous tool 
to identify single-layer graphene by generating a unique Raman spectrum. The analysis 
results obtained from graphene grown and exfoliated in our lab reinforce the empirical 
values that have been reported, with the exception of the discrepancy in the trilayer case 
compared to the values reported by Graf et al. A 2D Raman mapping is also widely used 
to obtain more detailed information of the graphene surface, for example the defect density. 
The scanning electron microscopy (SEM), which was not discussed, is particularly useful 
for imaging graphene nanodevices and can provide information of the chemical 
composition on the surface, for example Cu adatoms that may be present. All of these 
different tools are complementary to each other and are each useful in a different way. In 
the next chapter, we will discuss the fabrication and analysis of graphene field-effect 
devices to study the experimental charge transport properties of graphene. 
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CHAPTER 4 CHARGE TRANSPORT PROPERTIES OF 
GRAPHENE 
The most straightforward way to characterize the electronic properties of graphene 
is probably by making an actual device using graphene. In this chapter, we will review how 
graphene field effect transistors are fabricated in our lab. The effect of different metals on 
the quality of Ohmic contact to graphene is discussed and our choice of adhesion layer for 
metallization in graphene devices is explained. The physical parameters extraction using 
analytical equations are explained and shown to produce consistent results. Finally, we will 
discuss the effects of water molecules on the electronic properties of graphene and several 
methods to reduce the adverse effects. 
 
4.1 Graphene-based field effect transistors (GFET) 
In the early days after its first isolation, the charge carrier mobility value in 
graphene was frequently quoted in papers and regarded as the single most important 
property of graphene for future post silicon CMOS applications. However, as Schwierz61 
argued, the high carrier mobility may not be the most important property for future FETs 
based on graphene. This is because in today’s technology where the gate length in a 
transistor is typically of the order of 10 nm, the charge carriers experience a high field 
while traveling from the source to the drain of a transistor, a situation in which the mobility 
seems to have less importance. Furthermore, the impressive mobility values reported for 
graphene were obtained from large-area graphene, which we have seen in chapter one to 
have no band gap. The absence of a band gap causes the inability of a graphene field-effect 
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transistor to turn off. This results in constant static leakage power dissipation and makes 
the idea of using graphene in field-effect transistors less attractive. It is possible to induce 
a band gap in graphene by creating a quantum confinement effect in narrow ribbons of 
graphene, typically called graphene nanoribbons (GNR). Although this has been shown to 
open a band gap in graphene, it also reduced the curvature of the conduction and valence 
bands, resulting in increased effective mass of the charge carriers and significantly reduced 
mobility. It has been predicted that the larger the induced band gap is, the lower the 
mobility, and the mobility in graphene nanoribbons with band gap equal to that of silicon 
is less than the mobility in silicon as shown by figure 4-1, depriving graphene of its main 
advantage over silicon. In addition to the reduced mobility, patterning nanoribbons of 
graphene requires sophisticated techniques which have yet to be perfected. Rough edges in 
the nanoribbons could cause large fluctuations in the induced band gap and mobility along 
the nanoribbons that result in unpredictable behavior of these devices. 
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Figure	4-1	Electron	mobility	as	a	function	of	band	gap	for	conventional	semiconductors	and	graphene,	
graphene	nanoribbons	(GNRs),	and	carbon	nanotubes	(CNTs).	Reprinted	by	permission	from	Macmillan	
Publishers	Ltd:	NATURE	NANOTECHNOLOGY	(Schwierz	[61]),	copyright	2010.	
 
As the gate dimension in silicon CMOS gets smaller, short channel effects become 
very important and can cause severe reliability issue, for example threshold voltage roll-
off due to the drain induced barrier lowering (DIBL) effect. It has been predicted by scaling 
theory197 that a transistor with thin gate oxide and thin channel will be robust against the 
short channel effects even at very short gate lengths. Efforts to scale the channel thickness 
of silicon to sub-2 nm dimension198 have resulted in rough topology that degraded the 
carrier mobility. Also, down to this dimension, control of the thickness has been shown to 
be difficult and thickness fluctuations have been shown to cause an unacceptable level of 
threshold voltage variations in the devices. Graphene, which is a two-dimensional material, 
represents the thinnest channel possible and therefore could enable more aggressive scaling 
for faster, more compact devices. However, the lack of band gap, and thus its inability to 
turn off, still remains a bottleneck for the realization of high-performance GFETs. RF 
devices do not necessarily need to turn off, and are therefore an application where large 
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area graphene with excellent mobility can be utilized. Indeed, a graphene RF device with 
cut-off frequency 𝑓t  exceeding 300 GHz has been reported.199,200 Due to its extreme 
mechanical strength, graphene has also found its use in transparent and flexible 
electronics.62,190 
We have seen that despite possessing superior electronic properties, i.e. high carrier 
mobility and minimum thickness which makes it robust against short channel effects, the 
prospect of putting these properties to use in FETs to compete with Si CMOS remains 
dubious. Inducing a band gap by patterning graphene nanoribbons has been shown to 
substantially degrade the mobility. Clearly, GFETs the way they are now are an unrealistic 
choice for logic applications. But it should be pointed out that at this point graphene FET 
research can still be considered to be in a relatively early stage and a lot more remains to 
be done. Nevertheless, graphene has found its use in many more applications. The focus of 
our work reported in this chapter shall not be on proving the excellent charge transport 
properties of graphene for superior post-Si CMOS, but rather on studying them. The large 
area graphene FET is a useful tool for studying the charge transport properties in graphene. 
We will discuss how these devices are generally fabricated and measured. The effect of 
metal contacts on graphene as well as the control of its carrier concentration will be 
discussed. These are some of the pieces in the bigger picture of continuous improvement 
of graphene devices, and particularly important for us, graphene-based spintronic devices. 
 
4.1.1 Device fabrication 
The graphene FETs in our lab are fabricated on Si substrates from a 4-inch Si wafer. 
The Si wafer is first cleaned following RCA cleaning procedure to remove any native oxide 
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and organic contaminants on the wafer. The wafer is then loaded into a furnace to thermally 
grow 300 nm SiO2 using either the dry oxidation (O2-based) or wet oxidation (H2O-based) 
process. After the growth, the Si wafer is cut into small pieces of substrate (e.g. 1 cm × 1 
cm) either by hand using a diamond scribe or a wafer saw for more precision. The 
substrates are soaked in an acetone-filled beaker placed in an ultrasonic bath to clean off 
dust that may have landed on the substrates during cutting, rinsed with isopropanol, and 
blown dry using nitrogen. Graphene is then transferred onto a substrate either by 
mechanical exfoliation or transfer of CVD grown graphene, both of which were explained 
in detail in the previous chapter. At this point, we have graphene with an irregular shape 
sitting on the SiO2/Si substrate (figure 4-2a). To simplify the device analysis later on, we 
pattern the graphene into strips with well-defined geometry. This is done by 
photolithography followed by etching in oxygen plasma. Now that the graphene has a well-
defined shape, another step of photolithography is performed to create photoresist patterns 
for the Ohmic contact formation on graphene. The metals for the Ohmic contact are then 
deposited by electron beam (e-beam) evaporation of metal sources in high vacuum. Since 
the surface of graphene is inert, adhesion of some metals on graphene is usually poor. 
Adhesion layers such as Ti or Cr are first deposited before putting down a thick layer of 
contact metal, such as Au. The metal deposition is followed by metal lift-off leaving only 
metal contacts with pre-designed shapes in designated locations. Figure 4-2b shows the top 
view schematic of a finished device. The cross-section of the device and the substrate stack 
is shown in figure 4-2c. The purpose of depositing multiple contacts will be discussed 
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further in the next section. For detailed steps of the fabrication, the reader is referred to 
Appendix (Nonmagnetic (NM) contacts). 
 
 
Figure	4-2	Graphene	FET	schematics.	a)	Top-view	schematic	of	graphene	on	SiO2/Si	substrate	before	any	
patterning.	b)	Top-view	schematic	of	the	finished	graphene	FET.	c)	Cross-section	view	of	the	device	
showing	the	graphene	FET	and	SiO2/Si	stack.	
 
4.1.2 Ohmic contacts to graphene 
The ability to make good Ohmic contact to graphene is crucial for achieving high-
performance GFETs. The contact resistance (𝑅¼) values (a measure of the contact quality 
between graphene and metal) that have been reported vary widely and are in most cases 
considerably larger than that of metal contact to silicon. The quality of the metal contact 
on graphene seems to be determined by two factors. The first one is the metal work function 
difference between graphene and the contact metal. A good contact metal should have a 
work function close to that of graphene since any difference in the work function can result 
in charge transfer that causes a dipole layer formation at the graphene/metal interface that 
serves a potential barrier.94,200 However, determining the metal of choice is not quite so 
simple. Song et al.201 performed a detailed analysis of the capacitance-voltage (C-V) 
characteristics of metal-graphene-oxide-semiconductor (MGOS) structures with different 
graphene contact areas and found that the work function of graphene underneath a metal 
was different from the actual work function of graphene. This result should not be 
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surprising, as graphene in contact with a metal is expected to experience charge transfer 
and shift in the Fermi level, as predicted by density functional theory calculation.202 The 
key result from their experiments was that the work function of graphene in contact with 
metal depends on the contact metal, meaning that it is either pinned to the metal work 
function, e.g. when Ni or Cr contact is used, or has a work function that does not depend 
on the contact metal, which is shown by the similar work function value for both Pd and 
Au. The work function was suggested to be dependent on the interaction strength between 
the graphene and the metal, not only the work function difference. Interestingly, the 
experiments performed by Robinson et al.93 provide a different take on the issue. They 
found that in real devices, how the graphene is processed probably has stronger influence 
on the contact resistance. They treated their graphene with gentle oxygen plasma and heat 
treatment before depositing the contact metals and obtained contact resistance reduction of 
more than three orders of magnitude. More importantly, the low contact resistance values 
were found to be independent of the metal-graphene work function difference. The 
graphene was indeed found to be defective after the treatment, however the treatment 
probably removed contaminants on graphene that may have otherwise hindered good 
contact formation. 
The second factor that strongly affects the contact resistance in GFETs is the 
wettability of the metal on graphene due to intermolecular interaction that generates 
different attraction and repulsion forces between graphene and the metal. Metal 
delamination due to poor adhesion is often observed in GFETs. Metals with preferable 
work function difference with graphene may occasionally form contact with graphene with 
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low resistance. However, they may not necessarily have good wettability on graphene and 
the resulting devices from such poor contact may not be robust enough to be subjected to 
further processing, limiting the device process volatility. Furthermore, the quality of 
different contacts may vary greatly, causing reliability issues and offsetting the low contact 
resistance advantage. We studied the contact to graphene by using two metals, Ti and Cr, 
that are frequently used as adhesive layer between Si and metals. They are also routinely 
used as adhesion layer metals for GFETs. 
The quality of the Ti and Cr as the adhesion layer for Ohmic contact in GFETs was 
studied as follows. We fabricated two different samples in parallel using the exact same 
conditions as explained in the previous section, except for the final metal deposition. Ti/Au 
was deposited on the first sample while Cr/Au was deposited on the second sample. The 
output characteristics of the GFETs on both samples were measured. The current in GFET 
( 𝐼¡ ) due to applied voltage between the source and drain (𝑉¡) ) flows through the 
metal/graphene interface at the drain with resistance of 𝑅¼ , along the channel with 
resistance equal to the graphene channel resistance 𝑅" , and then through the second 
metal/graphene interface at the source with resistance 𝑅¼ , as shown in figure 4-3a. The 
resistances of the metal probes and connections were much smaller then the device 
resistance and therefore negligible. The length of the graphene channel is denoted by 𝐿, 
which is also equal to the distance between the source and the drain, while the width of the 
channel is 𝑊, as shown in figure 4-3b. 
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Figure	4-3	Graphene	FET	resistances	and	geometry.	a)	Cross-section	view	of	GFET	showing	the	close-loop	
current	circuit	with	current	ID	induced	by	applied	drain-to-source	voltage	bias	VDS	and	the	contact	and	
channel	resistances,	RC	and	RG.	b)	Top-view	of	the	GFET	indicating	the	channel	length	L	and	width	W.	
 
Since the drain-to-source current (𝐼¡) is simply a function of the applied voltage 
(𝑉¡)) and the resistances (𝑅¼  and 𝑅"), it can be written as: 
	 𝐼¡ = 𝑉¡)𝑅¼ + 𝑅" + 𝑅¼ = 𝑉¡)2𝑅¼ + 𝑅" 	 4.1 
The graphene channel resistance (𝑅") is a function of the graphene’s sheet resistivity (𝜌) 
and the channel geometry, which can be expressed as: 
	 𝑅" = 𝜌 𝐿𝑊	 4.2 
Substituting 𝑅"  from equation 4.2 in equation 4.1, we obtain: 
	 𝐼¡ = 𝑉¡)2𝑅¼ + 𝜌 𝐿𝑊	 4.3 
The total resistance of the device is then: 
	 𝑅 = 𝑉¡)𝐼¡ = 2𝑅¼ + 𝜌 𝐿𝑊	 4.4 
Equation 4.4 is the reason behind designing the multiple contacts with different 
spacing on graphene field-effects transistors as shown in figures 4-2b and 4-2c; it equips 
us with a method to extract the contact resistance value by analyzing the dependence of the 
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total resistance on the channel length, commonly known as the transfer length measurement 
(TLM). Figure 4-4 shows the output characteristics of two sets of GFETs for different 
channel lengths. The first set (figure 4-4a) was fabricated with Ti/Au contacts and the 
second set (figure 4-4b) had Cr/Au contacts. We should expect from equation 4.3 that the 
slope of the 𝐼¡ − 𝑉¡) curve should be decreasing as the channel length (𝐿) increases. While 
it is generally the case, it is usually hard to demonstrate in real experiments. The resistance 
values seem to scatter around the linear slope of the 𝐼¡ − 𝑉¡)  curves, making accurate 
analysis difficult. In figure 4-5a, we show a typical resistance (𝑅) vs. channel length (𝐿) 
plot for a GFET fabricated with Ti/Au contacts. It can be seen from the plot that although 𝑅 does decrease as 𝐿 decreases (black squares), the deviation from linear function (red 
solid line) makes the extrapolation to zero channel length difficult. Figure 4-5b shows a 
similar plot but for GFETs fabricated with Cr/Au contacts. Here, we can see that 𝑅 fits 
nicely to the linear line, indicating consistent contact across all devices in the array. We 
found that Cr/Au makes better contact to graphene. Furthermore, the contact resistance of 
the Cr/Au devices is relatively small. The total contact resistance value (2𝑅¼) is simply 
given by the total resistance value extrapolated to zero channel length. 𝑅¼  is usually 
normalized to the channel width (𝑅¼×	𝑊) with a unit of [Ω	µm]. In the case of figure 4-5b, 
the extracted contact resistance is about 400 Ω	µm, similar to the reported values in the 
literature.94 For consistency, Cr/Au are the metals used for making Ohmic contact to 
graphene in our graphene devices. 
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Figure	4-4	Output	characteristics	of	GFETs	for	different	channel	lengths.	Devices	were	fabricated	with	a)	
Ti/Au	and	b)	Cr/Au	contacts.	
 
Figure	4-5	Total	resistance	(R)	vs.	channel	length	(L)	for	GFETs.	Devices	were	fabricated	with	a)	Ti/Au	and	
b)	Cr/Au	contacts.	
 
We have seen that the contact resistance is also not a straightforward function of 
the metal-graphene work function difference; the graphene Fermi level may or may not be 
pinned to the metal work function. We have also seen that it is important to consider not 
only the low contact resistance when making GFETs but also the consistency of the 
contacts. Our results suggest that Cr may make an excellent adhesion layer for Ohmic 
contact to graphene. The fundamental chemistry behind the metal-graphene interface still 
needs to be studied further. We discussed the relationship between the total resistance of a 
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GFET and its contact resistance and channel length. In the next section we shall see how 
the channel resistance can be tuned by applying gate voltage. 
 
4.1.3 Electrostatic gating of GFET 
The sheet resistivity (𝜌) of graphene, and similarly the conductivity (𝜎 = 1/𝜌), is 
related to its carrier mobility (𝜇) and total number of carriers present (𝑛) by: 
	 𝜌 = 1𝜎 = 1𝑒	𝜇	𝑛	 4.5 
where 𝑒 is the elementary charge (≈ 1.602×10`9¿	C. In a perfect graphene sheet free from 
defects and impurities, the electronic states in graphene should vanish at the Dirac point, 
as shown by its cone-shaped energy band that consists of two tip-to-tip cones that meet at 
the Dirac point. However, experimental results in graphene consistently show nonzero 
conductivity at the Dirac point. This is due to the presence of defects that cause potential 
fluctuations on the surface of graphene, resulting in equally probable electron-like and 
hole-like puddles, which give rise to the conductivity at the Dirac point. This residual 
conductivity together with the sheet conductivity due to the electronic states contribute to 
the total conductivity of the graphene: 
	 𝜎 = 𝑒	𝜇	𝑛 = 𝑒	𝜇 𝑛u: + 𝑛": 	 4.6 
where 𝑛u  refers to the density residual charges and 𝑛"  the charge density due to the 
electronic states in graphene. Due to the low density of states in graphene, the carrier 
population can easily be tuned by applying gate voltage. The gate in a GFET can either be 
a top-gate or back-gate. Figure 4-6a shows a GFET with a back-gate applied directly to the 
heavily doped Si substrate with resistivity of 0.001-0.005 Ωcm. The back-gate voltage is 
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applied across a gate oxide. Given the oxide thickness and dielectric constant, the charge 
induced in the graphene can be calculated as: 
	 𝑒	𝑛" = 𝐶Â 𝑉" − 𝑉¡;ÃFÄ 	
	𝑒	𝑛" = 𝜀u𝜀Â𝑡Â 𝑉" − 𝑉¡;ÃFÄ 	
	
	
4.7 
where 𝜀u  is the permittivity of free space (≈ 8.854	×	10`9¤	F/cm ), 𝜀Â  the relative 
permittivity of the oxide, 𝑡Â the oxide thickness, and 𝑉¡;ÃFÄ the gate voltage value where 
the Dirac point is reached. Due to unintentional doping on graphene, 𝑉¡;ÃFÄ often does not 
correspond to 𝑉" = 0 in real devices, as shown by the transfer characteristic in figure 4-6b, 
where the Dirac point corresponds to 𝑉" = 24	V (marked by black dot). The applied back-
gate voltage effectively moves the Fermi level up and down (as indicated by the dispersion 
relation curves) such that to the left of the Dirac point, the charge carriers are the holes, 
while to the right of the Dirac point, it is the electrons that carry the charges. 
 
Figure	4-6	Channel	conductivity	measurement	for	a	GFET.	a)	Cross-section	schematic	of	a	GFET	with	a	
back-gate	using	heavily	doped	Si.	b)	Transfer	characteristic	curve	of	a	back-gated	GFET	showing	ambipolar	
(hole	and	electron)	conduction	in	graphene	and	Dirac	point	at	24	V.	
The transfer characteristic of a GFET contains plenty of information about the 
device. For example, the Dirac point location tells us whether the graphene is intrinsically 
  89 
electron-doped or hole-doped with the Dirac point located to the right of 𝑉" = 0	V 
implying hole-doped, and vice versa. The slope of the transfer characteristic reveals how 
well the graphene can be modulated by applying gate voltage, which in turn reveals the 
mobility of the graphene. These physical properties can be extracted from the transfer 
characteristic by analyzing the relationship between the drain current (𝐼¡) and the gate 
voltage (𝑉"). Substituting equation 4.5 in equation 4.2, we obtain: 
	 𝑅" = 𝐿𝑊	𝑒	𝜇	𝑛	 4.8 
which relates the graphene channel resistance (𝑅") to its carrier concentration (𝑛). Equation 
4.8 can be rewritten in terms of equations 4.6 and 4.7 as: 
	 𝑅" = 𝐿𝑊	𝑒	𝜇	 𝑛u: + 𝑛": 	𝑅" = 𝐿𝑊	𝑒	𝜇	 𝑛u: + 𝐶Â𝑒 𝑉" − 𝑉¡;ÃFÄ :	 4.9 
	 	 	
Equation 4.9 can be substituted in equation 4.1 to yield the exact equation for the transfer 
characteristic: 
	 𝐼¡ = 𝑉¡)2𝑅¼ + 𝐿𝑊	𝑒	𝜇	 𝑛u: + 𝐶Â𝑒 𝑉" − 𝑉¡;ÃFÄ :
	
4.10 
The parameters such as the channel geometry (𝐿 = 5	𝜇𝑚 and 𝑊 = 10	𝜇𝑚) and the oxide 
capacitance (𝐶Â) are the pre-determined design parameters and therefore known. The 
drain voltage (𝑉¡)) is a measurement condition, which is also known. Equation 4.10 can 
then be used to fit the transfer characteristic obtained from measurement to extract the 
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physical parameters such as the contact resistance (𝑅¼), intrinsic carrier concentration (𝑛u), 
and effective carrier mobility (𝜇) by setting them as the free parameters in the fit. It can be 
seen from figure 4-6b that the transfer characteristic is different to the left and right of the 
Dirac point. This is commonly seen in GFETs and could be due to the charge density 
pinning under the contact metal that changes the transport properties at the metal/graphene 
interface.91 Due to this asymmetry, the transfer characteristic is analyzed separately for the 
hole regime (to the left of the Dirac point) and electron regime. Figures 4-7a and 4-7b show 
the fitted curves for the hole and electron regimes, respectively, of the transfer 
characteristic shown in figure 4-6b. The extracted intrinsic carrier mobility value is ~5 −7×1099	cm`: for both the hole and electron regimes. The extracted values of 𝑅¼ ≈300	Ω	µm and 𝜇 ≈ 2400	cm:/Vs are obtained for the hole regime and 𝑅¼ ≈ 1300	Ω	µm 
and 𝜇 ≈ 2000	cm:/Vs for the electron regime. The higher contact resistance and lower 
carrier mobility values for the electron regime are consistently observed in our devices and 
this is consistent with the explanation offered by Song et al.201 that points to work function 
pinning at the graphene/metal (in our case Cr) interface that could cause a p-n junction 
formation91 with the exposed graphene. 
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Figure	4-7	GFET	parameter	extraction	by	curve	fitting.	The	fitted	curves	(red	solid	line)	of	the	transfer	
characteristic	in	figure	4-6b	were	shown	for	the	a)	hole	regime	and	b)	electron	regime.	The	blue	circles	
indicate	the	measured	values	at	VDS	=	1	V.	
 
We have only considered the case where the electrostatics in the GFET is solely 
due to the perfect charge transfer between the graphene and the gate. It is very common, 
however, for the gate oxide to have defects. The oxide defects close to the surface and in 
close proximity to the graphene channel can potentially act as charge trapping sites. If the 
trapping sites have small recharging time, the carriers will have enough time to exchange 
carriers with the graphene, inducing a non-negligible effective capacitance, referred to as 
the interface trap capacitance (𝐶;¥), in parallel to the graphene channel given by: 
	 𝐶;¥ = 𝑑𝑑𝜇 −𝑒𝑁;¥ 𝜇 	 4.11 
where 𝜇 is the electrochemical potential of the trap states and 𝑁;¥ 𝜇  is the density of the 
interface traps at 𝜇 . The derivation carried out by Zebrev203 shows that 𝐶;¥  effectively 
reduces the gate effect on the electrostatics in graphene. In the presence of 𝐶;¥, the carrier 
density in graphene in equation 4.7 is modified and becomes: 
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	 𝑒𝑛" = 𝐶Â 𝑉" − 𝑉¡;ÃFÄ + 𝑉u 1 − 1 + 2 𝑉" − 𝑉¡;ÃFÄ𝑉u 	 4.12 
where 𝑉u = Í£ÎÏ  is defined as the characteristic voltage of the device, 𝑚 ≡ 1 + ¼Ñ°¼Ò the 
“ideality factor”, and 𝜀F = ¬ℏ£~£¼Ò:£  the characteristic energy scale (𝑣K  is the Fermi 
velocity in graphene). Figure 4-8 shows the plots for the carrier density as a function of the 
gate voltage for 300 nm back gate oxide made of SiO2. The plots show that as 𝐶;¥ increases, 
the gate modulation of the carrier density gets weaker, which is expected when the interface 
traps are present and trapping some of carriers. The resulting curves change from linear 
curve for 𝐶;¥ = 0 to curves with larger curvatures for larger 𝐶;¥. 
 
Figure	4-8	Carrier	concentration	as	a	function	of	the	gate	voltage	for	different	interface	trap	capacitance	
values.	The	gate	oxide	in	the	simulated	device	is	300	nm	SiO2.	
 
The effect of the interface trap capacitance on the transfer characteristic is shown 
in figure 4-9a. Similar to the carrier density, the transfer characteristic curve also sees an 
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increase in the curvature when there are interface traps present. The measured values of the 
drain current (blue circles) cannot be fitted well using the conventional drain current 
expression given by equation 4.10, as shown by the red solid line and the extracted hole 
mobility value from figure 4-9a is ~300 cm2/Vs. Incorporating 4.12 into equation 4.10, 
which changes the carrier density as a function of the gate voltage, a modified equation is 
obtained for the transfer characteristic curve: 
	 𝐼¡ = 𝑉¡)2𝑅¼ + 𝐿𝑊𝑒𝜇 𝑛u: + 𝐶Â𝑒 𝑉" − 𝑉¡;ÃFÄ + 𝑉u 1 − 1 + 2 𝑉" − 𝑉¡;ÃFÄ𝑉u :
	 4.13 
Using this modified equation, a good fit can be obtained for the same transfer characteristic 
as in figure 4-9a in the presence of interface trap capacitance, as shown by figure 4-9b. The 
extracted hole mobility value is now ~2600 cm2/Vs, or about 8 times higher than the value 
obtained from the conventional equation, and consistent with the mobility value that we 
regularly obtain from our devices. The density of interface traps in SiO2 grown by thermal 
oxidation of Si is generally quite low that its effects on the electrostatics of GFET can often 
be ignored. However, depending on the growth condition when dealing with other types of 
gate oxides, for example oxides grown by ALD, defects are sometimes unavoidable and 
ignoring them in device analysis could substantially underestimate the device properties. 
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Figure	4-9	GFET	curve	fitting	with	and	without	interface	trap	capacitance.	Measured	(blue	circles)	and	
fitted	curves	(red	solid	line)	using	a)	the	conventional	equation	and	b)	the	modified	equation	incorporating	
the	interface	trap	capacitance.	
 
An alternative method for extracting the carrier mobility in graphene is by directly 
substituting the intrinsic transconductance 𝑔Í = ·¯ÓÔ Ó¯¨ÄUV@¥FV¥  in an analytical 
equation assuming only gate-induced carriers in the channel: 
	 𝜇 = 𝐿𝑔Í𝑊𝐶Â𝑉¡)	 4.14 
It is this so-called field effect mobility value that is usually reported in the literature. 
Caution must be taken, however, when quoting this number because it is usually not clear 
whether the reported values have been obtained by considering the contact resistance effect. 𝑔Í , which is basically the slope of the transfer characteristic, changes with 𝑉"  and 
therefore the mobility value extracted using this method may vary depending on where it 
is extracted with respect to 𝑉" . Because the total resistance of the GFET close to the Dirac 
point is dominated by the low channel conductivity, the intrinsic transconductance and 
therefore field effect mobility value in equation 4.14 is usually extracted away from the 
Dirac point. Far away from the Dirac point, however, the current increase from increased 
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𝑉"  is limited by the contact resistance. It is consequently tricky to extract the field effect 
mobility. For comparison, the value obtained by using equation 4.14 at 𝑉" = 5	V for the 
transfer characteristic in figure 4-7a is ~2000 cm2/Vs, which may have been 
underestimated compared to the ~2400 cm2/Vs by analytical fitting to equation 4.10. 
Additionally, it should be pointed out that Hall bar and van der Pauw structures have 
frequently been used to investigate the intrinsic properties of graphene. 
 
4.2 Doping control in graphene by surface chemical treatment 
It is well-known that H2O molecules in contact with graphene tend to form a dipole 
layer generating an electric field that causes the graphene to be hole- or p-type doped,79–
82,204 and together with the doping introduced by the photoresist residue from the 
processing,205 graphene is often strongly p-type doped. This could limit our ability to 
reliably measure the GFET because the Dirac point could be shifted all the way beyond the 
gate voltage allowable before the gate oxide breaks down. In addition, water molecules 
also can cause hysteretic behavior indicated by the shift of the charge neutrality point (or 
Dirac point) with the change in the sweeping direction of the applied gate voltage. The lack 
of reproducibility caused by the hysteresis makes it impossible to determine the Fermi level, 
and equivalently the carrier density, accurately when measuring a GFET. This particular 
behavior has been consistently observed in graphene field-effect transistors (GFETs) 
fabricated on both exfoliated87,88 and CVD82 graphene. Previous work on exfoliated 
graphene on SiO2 substrate has shown that the hysteretic behavior could be greatly 
suppressed, even under ambient conditions, by treating the surface of the substrate using 
hexamethyldisilazane (HMDS) before the graphene was exfoliated. In some cases, the 
  96 
hysteresis completely vanished after a vacuum bake at ~200 ºC.88 A significant increase in 
the mobility has also been observed by Lafkioti et al.87 on graphene exfoliated on HMDS-
treated SiO2 substrate compared to those on bare SiO2. 
We found that surface pre-treatment of target substrates with HMDS shifts the 
Dirac-point closer to 𝑉" = 0	V, indicating a reduction in p-type doping in graphene on 
HMDS treated substrates. We attribute this result to reduction of trapped water between 
the graphene and the substrate. Due to the hydrophobic nature of the HMDS-treated 
substrate, water molecules cannot easily self-assemble and form a dipole layer on its 
surface. The starting substrate used in the experiment was heavily-doped n-type Si upon 
which 280-nm of SiO2 was grown using thermal oxidation. On top of the SiO2, a 15-nm 
layer of aluminum oxide (Al2O3) was deposited using ALD. The equivalent oxide thickness 
(EOT) is therefore ~286 nm. The Al2O3 was annealed at high temperature (1050 ºC) for 90 
seconds to let it form hardened crystalline structure. The HMDS vapor treatment was 
carried out as follows. The substrate was then put in a clean and dry petri dish that was left 
in a larger beaker filled with 1:1 solution of HMDS and acetone no deeper than the height 
of the small petri dish, as shown in figure 4-10. The beaker was then covered and left for 
24 hours. This long exposure time to the HMDS vapor was found to be important to ensure 
a uniformly hydrophobic substrate was formed on the surface of the substrate. 
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Figure	4-10	The	HMDS:acetone	vapor	treatment	environment.	The	substrate	is	sitting	in	a	clean	and	dry	
petri	dish	inside	the	covered	beaker	slightly	filled	with	the	HMDS:acetone	solution.	
	
CVD graphene was transferred onto both HMDS-treated and non-HMDS-treated 
substrates using the method described in chapter 3, followed by device fabrication 
(Appendix: Nonmagnetic (NM) contacts). The devices were loaded into a vacuum chamber 
for measurement under controlled environment. Figure 4-11 compares the transfer 
characteristics of the two types of devices. Figure 4-11a shows the transfer characteristic 
of the device on the non-HMDS-treated substrate. The Dirac point can be seen to be located 
beyond 𝑉" = 100	𝑉. Although this was one of the extreme-case examples, the devices 
from this batch that were fabricated on non-HMDS-treated substrates consistently showed 
Dirac point between 𝑉" ≈ 60	𝑉 to 𝑉" > 100	𝑉. On the other hand, figure 4-11b shows that 
on the HMDS-treated substrate, the Dirac point can be reached at much smaller gate 
voltages, typically between 20 V to 40 V. The effect of the HMDS treatment on the gate 
hysteresis was also studied. We compared 25 GFETs fabricated on both HMDS-treated 
and non-HMDS treated substrates. The gate voltage was swept from -20 V to +80 V on all 
devices and the histogram in figure 4-12 shows a clear trend of small hysteresis variation 
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for the devices on HMDS-treated substrates. The devices on non-HMDS treated substrates, 
on the contrary, had a large variation in the gate hysteresis. 
 
Figure	4-11	Transfer	characteristics	of	GFETs	with	and	without	HMDS	treatment.	Devices	were	fabricated	
on	a)	non-HMDS-treated	and	b)	HMDS-treated	substrates.	
 
Figure	4-12	Histogram	plot	of	the	gate	hysteresis	for	50	GFETs	fabricated	on	substrates	with	and	without	
HMDS	treatment.	
 
The graphene surface is expected to have few water molecules due to the 
hydrophobic nature of graphite. However, water molecules can be trapped at defect sites 
or surface corrugations in the graphene.204 Some of these molecules could sometimes be 
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removed either by baking out the sample in vacuum or even just leaving the sample in a 
continuously pumped vacuum measurement chamber over a long period of time (> 24 
hours). On the other hand, water molecules trapped between graphene and the substrate are 
more difficult to remove and simply baking the sample often times does not solve the 
problem. The HMDS treatment aims to produce a hydrophobic substrate surface before the 
graphene is deposited to minimize the amount of water molecules trapped at the 
graphene/substrate interface. The gate hysteresis in GFETs is a result of charge transfer 
between the graphene and the water molecules. Since the HMDS treatment makes the 
substrate hydrophobic, the smaller gate hysteresis on devices on HMDS-treated substrates 
should not be surprising. In some cases, the hysteresis can also be suppressed by 
performing the electrical characterization at low temperature where the water molecules 
are frozen out. It is not clear to us how the hysteresis persists in some devices even at low 
temperature (~70 K). The HMDS treatment provides a method to minimize the effects of 
moisture on GFET characteristics and therefore increase the reproducibility. However, we 
found that especially for CVD-grown graphene where a wet transfer method is utilized to 
deposit the graphene, the hydrophobic substrate reduces the yield significantly. To 
maximize the device yield, we have not always adopted this surface treatment method in 
our experiments. 
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CHAPTER 5 GRAPHENE-BASED NONLOCAL SPIN 
VALVES 
The nonlocal spin valves are shown to be an important tool to investigate the spin 
transport properties in graphene. The fabrication method and the tunnel barrier deposition 
effects on graphene are discussed. The spin injection into graphene is shown by the 
observed nonlocal resistance signal when the injector and detector ferromagnets switch 
magnetization directions. The spin transport in graphene is confirmed by the nonlocal 
Hanle measurement, from which important spin transport parameters can be extracted. The 
spin relaxation time in both CVD single-layer and exfoliated few-layer graphene was 
shown to be weakly dependent on the diffusion coefficient at 𝑇 = 30 K which suggests the 
presence of spin scattering mechanisms other than the well-known Elliot-Yafet and 
Dyakonov-Perel mechanisms at this temperature.  
 
5.1 Fabrication of graphene-based nonlocal spin valves 
As we have seen from chapter 1, a spin valve is a device that consists of a 
nonmagnetic layer sandwiched between two ferromagnetic layers. The resistance of a spin 
valve changes depending on the relative magnetization direction of the two ferromagnetic 
layers. A nonlocal spin valve, discussed in chapter 2, is a four-terminal spin valve that 
enables pure spin current detection by isolating the charge current flow. It is widely used 
to study the spin transport properties such as the spin relaxation time and spin diffusion 
length in semiconductors, metals, and graphene alike. Here, we briefly describe the 
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fabrication process of our graphene-based nonlocal spin valves. For details, the reader is 
referred to Appendix. 
The first step of the fabrication is to deposit graphene on an oxide substrate. This 
can either be done by mechanical exfoliation of HOPG or transfer from CVD graphene 
grown on a copper foil. If graphene exfoliated from HOPG is used, depending on the shape 
of the yielded graphene flake, it may or may not be patterned to form a well-defined strip 
of graphene. For example, in figure 5-1a, the as-exfoliated graphene flake shows an 
elongated shape ready for device fabrication. The patterning itself takes an additional 
photolithography step that could introduce contamination on the graphene surface and 
whenever possible this additional step is avoided. For large-area CVD grown graphene, 
however, this step cannot be avoided. In this case, the graphene is patterned into rectangles 
with well defined lengths and widths. The graphene flake shown in figure 5-1a is used for 
the illustration of the nonlocal spin valve fabrication process. The sample with graphene is 
spin-coated with Poly methyl methacrylate (PMMA) resist and exposed using electron 
beam from e-beam lithography tool to write patterns on the resist. The exposed regions 
written by the e-beam is developed and the resist is dissolved away, opening access to 
graphene. The sample is then loaded into the e-beam evaporation chamber. The contact 
metals are deposited on the sample for the Ohmic contacts in high vacuum environment 
(~10-6 Torr or higher). For reasons explained in the previous chapter, Cr/Au (10 nm/80 nm) 
is chosen. After the metal deposition, the sample is soaked in acetone for metal lift-off. 
Figure 5-1b shows the device after metal lift-off. 
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Figure	5-1	Exfoliated	graphene	flake	with	nonmagnetic	contacts.	a)	Sample	with	graphene	exfoliated	from	
HOPG	on	SiO2	substrate.	b)	The	sample	after	Cr/Au	deposition.	
After the Ohmic metal deposition, the sample is spin-coated with methyl 
methacrylate (MMA) followed by PMMA to produce a double-layer resist stack, which is 
commonly used when a clean metal lift-off is crucial. The resist stack is exposed by e-beam 
to write patterns for the ferromagnetic metal contacts (Appendix: Ferromagnetic (FM) 
contacts). Resist development follows after the e-beam exposure. Due to its higher 
sensitivity compared to PMMA, the MMA resist is developed faster, which results in an 
undercut formation. The graphene underneath the exposed resist is now revealed. At this 
point, the tunnel barrier is deposited by sputtering 6 – 8 Å of Al in a high vacuum sputtering 
chamber, as illustrated by figure 5-2a. The Al deposition is followed by in-situ oxidation 
by flowing pure oxygen gas inside the sputtering chamber while keeping the chamber 
pressure at 80 mTorr (figure 5-2b). 
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Figure	5-2	Illustration	of	the	Al2O3	tunnel	barrier	deposition	process.	a)	6-8	Å	of	Al	is	sputtered	on	the	
sample	in	a	high	vacuum	sputtering	chamber.	b)	Pure	oxygen	is	flown	inside	the	chamber	while	the	
pressure	is	maintained	at	80	mTorr	to	oxidize	the	sputtered	Al.	
Let us now take a step back to see how the Al sputtering affects the graphene quality. 
A separate experiment on a control sample was done to investigate the effect that Al 
sputtering has on graphene. Figure 5-3 shows an optical micrograph of an as-exfoliated 
graphene flake (left) and the Raman spectra (right) taken at the four spots indicated by the 
colored circles suggest that the flake being studied is a few-layer graphene flake (≥	3 layers), 
consistent with our Raman analysis of the same flake in chapter 2. After the tunnel barrier 
was deposited on the flake using the method described above, the same Raman analysis 
was performed on the four spots. The Raman spectra of the flake after the tunnel barrier 
deposition shown in figure 5-4 show an emergence of a small defect-activated D peak. This 
suggests that the Al atoms sputtered off the Al target may have possessed enough kinetic 
energy to knock off a few carbon atoms while depositing themselves on the graphene 
surface. Nevertheless, the observed D peaks were not significant and the graphene was 
most likely only minimally damaged during the deposition. Furthermore, AFM analysis 
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performed on the sample showed an rms roughness of ~2 nm and ~3 nm before and after 
the tunnel barrier deposition, respectively. 
 
Figure	5-3	Raman	spectra	of	exfoliated	few-layer	graphene	before	tunnel	barrier	deposition.	(Left)	Optical	
micrograph	of	an	as-exfoliated	few-layer	graphene	flake.	The	Raman	spectra	taken	at	the	four	spots	
indicated	in	the	optical	micrograph	are	shown	on	the	right.	
 
Figure	5-4	Raman	spectra	of	exfoliated	few-layer	graphene	after	tunnel	barrier	deposition.	Optical	
micrograph	(left)	and	Raman	spectra	(right)	of	the	same	few-layer	graphene	flake	as	in	figure	5-3	after	the	
tunnel	barrier	deposition.	Only	small	D	peaks	appear	after	the	sputtering.	
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The tunnel barrier deposition is immediately succeeded by ferromagnetic metal 
deposition. This is done by quickly moving the sample from the sputtering chamber to the 
evaporation chamber. Also under high vacuum condition, 40 nm Co is then evaporated on 
the sample patterned by the double-layer resist process above. A capping layer of 20 nm 
Al is finally deposited to prevent rapid oxidation of the Co surface. After metal lift-off, the 
device should be loaded into a high vacuum storage to prevent device degradation. The 
finished device is shown in figure 5-5a, and 5-5b with lower magnification. Multiple 
contacts can be deposited on the nonlocal spin valve, as illustrated in figure 5-5, to study 
the spin signal dependence on the transport length. The ferromagnetic contacts are 
patterned to have different widths so that they each have a different coercive field. The 
Cr/Au contacts at the remote ends of the device are used as the ground for both the current 
injection and the nonlocal voltage detection. Since they are nonmagnetic, the device 
analysis is simplified by limiting the magnetization switching only to the center contacts, 
which are ferromagnetic. 
 
Figure	5-5	Optical	images	of	the	finished	graphene	nonlocal	spin	valve.	a)	Higher	and	b)	lower	
magnification	images	of	the	spin	valve.	
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5.2 Equipment set-up for nonlocal resistance measurement 
For a quick measurement of the graphene nonlocal spin valves, usually to identify 
which devices produce spin signals, the cryogenic probe station (Lake Shore CRX-EM-
HF) is used. The probe station is equipped with a vacuum storage where the sample sits 
during the measurement under controlled environment (~10-6 Torr pressure) as well as an 
electromagnet that can generate up to ± 0.6 T of in-plane magnetic field. The nonlocal spin 
valve is measured as illustrated by figure 5-6 for the nonlocal spin valve consisting of 
contacts A, B, C, and I. An AC excitation current (𝐼4¼ ) is constantly supplied by the 
Keithley 6221 current source between contacts B and A. The nonlocal voltage (𝑉%&) is 
measured between contacts C and I with the detection frequency locked to the excitation 
current frequency. Keeping 𝐼4¼  constant, 𝑉%&  is measured while an in-plane external 
magnetic field (𝐻|¥) applied parallel to the easy axis of the ferromagnetic contacts is swept. 
The presence of a nonlocal spin signal is indicated by the change in 𝑉%& at 𝐻|¥ equal to 
the coercive fields of the ferromagnetic contacts. The nonlocal spin signal is usually 
normalized to the excitation current to yield a nonlocal resistance 𝑅%& = ∆ÓÖ­·×Ø , where ∆𝑉%& is the change in 𝑉%& between parallel and anti-parallel states of the ferromagnetic 
contacts. For nonlocal Hanle measurement where an out-of-plane magnetic field is required, 
the devices are measured in a cryostat after they have been wire-bonded to a chip carrier. 
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Figure	5-6	Illustration	of	the	equipment	connection	for	performing	graphene	nonlocal	spin	valve	
measurement.	
 
5.3 Graphene nonlocal spin valve measurement 
To study the spin transport properties of graphene in our devices, we have adopted 
both the nonlocal resistance and the nonlocal Hanle measurement methods. These two 
methods are reviewed in this section in relation to their function in determining the spin 
transport parameters of graphene. 
 
5.3.1 Nonlocal resistance measurement of graphene nonlocal spin valve 
The nonlocal resistance measurement aims to detect the change in the resistance in 
the detector due to the change of its magnetization direction relative to that of the injector 
electrode connected to it by a graphene sheet as the spin coherent material. Figure 5-7a 
shows the nonlocal resistance vs. in-plane magnetic field plot for a typical CVD single-
layer graphene taken at 𝑇 = 90 K. The magnitude of the nonlocal resistance (∆𝑅%&) is given 
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by equation 2.21 and the spin signal is usually given in terms of the difference in the 
nonlocal resistance between the parallel (P) and anti-parallel (AP) states, which is equal to: 
 ∆𝑅%& = 𝑅%&(5) − 𝑅%&(45) = 𝛼:𝑅@𝜆𝑊 𝑒`&/} 5.1 
where it has been assumed that 𝑃; = 𝑃 = 𝛼. The graphene channel width (𝑊)  and length  
( 𝐿 ) are design parameters and 𝑅@  is the graphene sheet resistivity, which can be 
determined from charge transport measurement. As a result, Equation 5.1 has two unknown 
parameters, 𝛼  and 𝜆 , which are the spin injection/detection efficiency and the spin 
diffusion length. A graphene nonlocal spin valve can be designed to have multiple 
ferromagnetic contacts with different spacing, such as shown in figure 5-5. It is possible in 
theory to fit the measured ∆𝑅%& for different spacing (𝐿) and obtain the free parameters 𝛼 
and 𝜆. However, such fitting is difficult to do in practice because ∆𝑅%& is not only affected 
by 𝐿 , but also by varying 𝛼  at different contacts. Ideally, 𝛼  should be constant for all 
contacts assuming identical graphene/tunnel barrier/ferromagnet interface quality. 
However, we have found that it often varies between contacts, which can be attributed to 
the non-uniform oxide thickness underneath each contact. 
In deriving equation 2.21 for the nonlocal resistance, it has been assumed that the 
interface resistance is dominated by the resistance due to the tunnel barrier, or 𝑅¼ ≫ 𝑅), 
where 𝑅¼  is the contact or interface resistance and 𝑅) = ÚÛ}  is the spin resistance in the 
graphene. In the case where 𝑅¼ ≈ 𝑅), equation 5.1 cannot accurately predict the magnitude 
of the nonlocal resistance. This is because in this limit, the injected spins tend to 
preferentially diffuse or sink back into the ferromagnetic contact and therefore the spins 
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that are actually diffusing to the detector and responsible for the nonlocal resistance are 
much fewer than what would be expected, a phenomenon commonly referred to as “spin 
sinking”. Taking into account the spin sinking effect, equation 5.1 can be modified to133: 
 ∆𝑅%& = 𝛼:𝑅@𝜆𝑊 2𝑅/𝜆 :𝑒𝑥𝑝 −𝐿/𝜆1 + 2𝑅/𝜆 : − 𝑒𝑥𝑝 −2𝐿/𝜆  5.2 
where 𝑅/𝜆 = 𝑅¼/𝑅), defined as the spin sinking parameter, is a measure of the number of 
spins that diffuse into the channel relative to the spins that sink back into the ferromagnetic 
contact. In the limit 𝑅¼ ≫ 𝑅), equation 5.2 is reduced to equation 5.1, which should be 
expected for this equation to be true at the high contact resistance limit. The quantity 𝑅 is 
calculated for both the injector and detector contacts and in the case where they are not 
exactly equal to each other, an effective 𝑅 can be calculated by206 1/𝑅 ≈ 9Ñ + 9Ý /2, 
where 𝑅; and 𝑅 are the 𝑅 value at the injector and detector, respectively. 
 
Figure	5-7	Nonlocal	resistance	and	nonlocal	Hanle	plots	of	a	CVD	single-layer	graphene	spin	valve.	The	
nonlocal	resistance	(a)	and	nonlocal	Hanle	(b)	data	were	taken	at	T	=	90	K.	
 
5.3.2 Nonlocal Hanle measurement of graphene nonlocal spin valve 
In the presence of out-of-plane magnetic field, the spins injected into graphene 
precess in-plane around the magnetic field axis at the Larmor frequency. This causes the 
  110 
spins to arrive at the detector electrode with a distribution of angles and therefore changes 
the signal depending on the magnetic field strength. Based on equation 2.25, the change in 
the nonlocal resistance between parallel and anti-parallel states can be written as: 
 ∆𝑅%& ∝ 𝐷4𝜋𝑡u 𝑒 ` &£¤¡¥ cos 𝜔&𝑡 𝑒 ` ¥¦ 𝑑𝑡 5.3 
where 𝜔& = XrÞ,ßℏ  is the Larmor precession frequency, which depends on the magnitude 
of the applied out-of-plane magnetic field (𝐵). It has also been assumed that the contact 
resistance is much larger than the channel resistance. Equation 5.3 is usually utilized to fit 
the experimental data to extract the diffusion coefficient (𝐷) and spin relaxation time (𝜏)) 
in graphene. Figure 5-7b shows the nonlocal Hanle plot for the same sample as in figure 5-
7a after the background signal had been subtracted. The data were also taken at 𝑇 = 90 K. 
In the limit where 𝑅¼ ≈ 𝑅) , equation 5.3 can be modified207,208 to account for the effect of 
spin sinking: 
 ∆𝑅%& = Re
4𝛼:1 − 𝛼: : 𝑅¼;𝑅¼𝑅) ×𝑒𝑥𝑝 −𝐿/𝜆á1 + 2𝑅¼;1 − 𝛼: 𝑅) 1 + 2𝑅¼1 − 𝛼: 𝑅) − 𝑒𝑥𝑝 −2𝐿/𝜆á
 5.4 
where 𝜆á = ¡¦9a;á­¦  and 𝑅) = }â  are the complex spin diffusion length and spin 
resistance of the graphene, respectively. 𝑅¼;  and 𝑅¼  are the contact resistances of the 
injector and detector. An effective spin injection/detection efficiency has also been 
assumed here where 𝑃; = 𝑃 = 𝛼. 
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5.3.3 Spin transport properties of CVD single-layer graphene 
Both the nonlocal resistance and nonlocal Hanle analyses allow a useful 
interpretation of spin measurement data and provide insight of spin behavior in graphene. 
CVD single-layer graphene is an interesting case to study due to its importance for large-
scale integration of future graphene-based spin devices. Despite extensive studies, the spin 
transport in single-layer graphene is still not fully understood with different results being 
reported. Here, we report the results for the special case of CVD single-layer graphene-
based nonlocal spin valves fabricated in our lab. Much of the information on the spin 
behavior of graphene can be deduced from its dependence on the conductivity, which is 
the reason why the transfer characteristics are a good starting point of the measurement. 
The solid black line in figure 5-8 shows the channel resistivity vs 𝑉"  of the CVD single-
layer graphene nonlocal spin valve under investigation taken at 𝑇 = 90 K with the Dirac 
point located at 𝑉" = 	−5	V. The blue squares represent the ∆𝑅%& values measured at the 
corresponding 𝑉"  by the nonlocal resistance method described above. 
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Figure	5-8	Channel	resistivity	(solid	black	line)	and	nonlocal	resistance	(blue	squares)	vs.	applied	gate	
voltage	(VG)	of	the	CVD	single-layer	nonlocal	spin	valve.	The	device	details	were	discussed	in	the	text	
above.	
 
The channel resistivity and the nonlocal resistance dependences on 𝑉"  in figure 5-
8 show no direct correlation. The predicted relationship is shown in figure 5.9.134 In the 
transparent regime where 𝑅¼ ≪ 𝑅) , equation 5.4 is reduced to an inverse relationship 
between the nonlocal resistance and the channel resistivity, ∆𝑅%& ∝ 1/𝑅@ (figure 5-9a). 
When the contact resistance is comparable to the channel resistivity 𝑅¼ ≈ 𝑅) , the 
nonlocal resistance exhibits weak dependence on 𝑉"  with a dip at the Dirac point (figure 
5-9b). In the tunneling regime, ∆𝑅%& ∝ 𝑅@  (figure 5-9c). These predictions are made 
assuming that the change in the spin diffusion length (𝜆) as a function of 𝑉"  is smaller than 
the change in the channel resistivity (𝑅@) as a function of 𝑉" . It is unclear at this point if 
the contacts are of pinhole or tunneling type. The transparent type can be ruled out given 
the observed magnitude of the nonlocal resistance. 
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Figure	5-9	Predicted	relationship	between	the	nonlocal	resistance	(∆𝑅%&)	and	the	applied	gate	voltage	
(𝑉𝐺).	Plots	shown	are	for	the	a)	transparent,	b)	pinhole,	and	c)	tunneling	contacts.	
 
As discussed above, the physical parameters of the spin transport in graphene can 
be obtained by performing the nonlocal Hanle measurement and fitting the data to 
equations 5.3 and 5.4. Figure 5-10 shows the curve fitting of the same CVD single-layer 
graphene sample taken at 𝑇  = 90 K and 𝑉" = 0	V to equation 5.4. Fitting the data to 
equation 5.3 yields similar result, which will be shown later. In the fitting, the spin 
injection/detection efficiency 𝛼 , diffusion coefficient 𝐷 , and relaxation time 𝜏)  are 
used as the free parameters. 
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Figure	5-10	Nonlocal	Hanle	data	and	the	fit	result	of	the	CVD	single-layer	nonlocal	spin	valve.	The	
experimental	data	(blue	dots)	were	fit	(red	line)	based	on	equation	5.4	with	the	spin	parameters	being	the	
spin	injection/detection	efficiency	,	diffusion	coefficient,	and	spin	relaxation	time.	
 
The spin injection/detection efficiency can also tell us what category of contacts 
the device falls into. Based on the results from the fitting, the value ranges from 12% to 
21% across different 𝑉"  with the average value of ~17%, which means that the contact is 
most likely of pinhole type, with the efficiency of transparent contacts being ~1%130 and 
tunneling contact being ~30%.134 In figure 5-11, the results from fitting the nonlocal Hanle 
data to equation 5.3 (figure 5-11a) and 5.4 (figure 5-11b) are compared. The observed 
dependences of the diffusion coefficient and spin relaxation time on the applied gate 
voltage are similar in both cases. This means that spin sinking is not one of the dominant 
effects at play and could suggest that the contacts could be of the tunneling type. 
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Figure	5-11	Comparison	of	the	diffusion	coefficient	and	spin	relaxation	time	of	the	CVD	single-layer	
nonlocal	spin	valve.	The	results	were	obtained	from	a)	equation	5.3	and	b)	equation	5.4.	Similar	behavior	
observed	in	both	cases	suggests	that	spin	sinking	is	likely	not	a	dominant	effect.	
 
The interesting question that is often asked when talking about the spin properties 
of graphene is: what is the dominant spin scattering mechanism? Analysis of the nonlocal 
Hanle results can provide insight into this mechanism. As a reminder, the two main spin 
relaxation mechanisms in graphene are the Elliot-Yafet (EY) and Dyakonov-Perel (DP) 
mechanisms. In the EY mechanism, the spins scatter with a finite probability when they 
interact with phonons and impurities, similar to the momentum scattering. As a result, the 
spin relaxation time is proportional to the momentum scattering time (𝜏) ∝ 𝜏5). The DP 
mechanism is due to the spin-orbit field around which the spins precess. This field changes 
in direction and magnitude at each momentum scattering event, effectively causing the 
electron spins to experience a random walk (in Larmor phase) and therefore the spin 
relaxation time is inversely proportional to the momentum scattering time (𝜏) ∝ 𝜏5` 9). The 
momentum relaxation time can be determined by: 
 𝜏5 = ℎ𝜎𝑒:𝑣K 𝑛𝑔@𝑔𝜋 5.5 
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where ℎ is the Planck’s constant, 𝜎 = 1/𝑅@ is the channel conductivity, 𝑣K is the Fermi 
velocity, 𝑛 is the carrier concentration, and 𝑔@ and 𝑔 are the spin and valley degeneracies 
of graphene, respectively. It is obvious from equation 5.5 that the momentum relaxation 
time is proportional to the channel conductivity. The charge diffusion coefficient can be 
obtained from the Einstein’s relation as: 
 𝐷 = 𝜎𝑒:𝑔 𝐸  5.6 
where 𝑔 𝐸  is the density of states at energy 𝐸 and has a unit of states/eVcm:. The charge 
diffusion coefficient is also shown to be proportional to the channel conductivity. The spin 
diffusion is often assumed to be proportional to the charge diffusion coefficient and 
therefore also proportional to the channel conductivity. This means that 𝐷 ∝ 𝜏5 and we can 
then analyze the relationship between the diffusion coefficient, momentum relaxation time, 
and spin relaxation time. From figure 5-11b, the plot of 𝜏) vs. 𝐷 can be constructed, as 
shown in figure 5-12. The spin relaxation time changes weakly as a function of the 
diffusion coefficient. This implies that the spin relaxation is not dominated alone by either 
the EY mechanism (𝜏) ∝ 	𝐷) or the DP mechanism (𝜏) ∝ 	𝐷`9). This is consistent with the 
behavior observed by Han et al.135 where they showed that at high temperatures the spin 
relaxation time depends very weakly on the diffusion coefficient, even down to 50 K, while 
at low temperatures (≤	10 K) the spin relaxation time has a strong linear correlation to the 
diffusion coefficient, suggesting the EY mechanism as the dominant scattering mechanism. 
At high enough temperature (> 10 K), various spin scattering mechanisms may be present 
at the same time and the simple relationship between the spin relaxation time and the 
momentum scattering time vanishes. Volmer et al.,209 however, observed the DP 
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mechanism-dominated scattering even at room temperature. Their result is consistent with 
the theoretical prediction for the spin relaxation mechanism in defect- and impurity-free 
graphene.115 These results suggest that the actual spin scattering mechanism in graphene 
remains unclear and is likely sample-dependent. Some spin scatterers may also be activated 
at high temperatures. The mechanism is unclear at the moment and requires further 
investigation. 
 
Figure	5-12	Spin	relaxation	time	vs.	diffusion	coefficient	for	CVD	single-layer	graphene	nonlocal	spin	valve.	
The	same	device	as	from	figure	5-11	was	measured	at	T	=	90	K.	
 
5.3.4 Spin transport properties of mechanically exfoliated few-layer graphene 
From our experiments, we found the yield of our CVD single-layer nonlocal spin 
valves to be low; typically, fewer than 10% of the total fabricated devices showed a spin 
signal although this number has recently been brought up to ~50% using our improved 
fabrication process listed in the Appendix. We believe the low yield in these devices is not 
only due to the imperfect tunnel barrier, but also the deposition of the cobalt that might 
actually degrade the graphene. Indeed, Canto et al.155 showed that depositing cobalt 
  118 
directly on graphene degraded the graphene as indicated by the appearance of a large D 
peak in the Raman spectrum. In an attempt to increase the yield, we fabricated nonlocal 
spin valves on mechanically exfoliated few-layer graphene flakes. The yield of these 
devices is much higher (~80%). This could indicate that while the top layer may be 
damaged during cobalt deposition causing spin polarization reduction, the spin polarization 
in the bottom layers may be preserved. 
The spin transport properties of few-layer graphene are also very interesting. This 
is because the spin relaxation time in few-layer graphene has actually been found to be a 
few times longer than that of single-layer graphene and an increasing function of the 
number of layers.210 This is due to the screening of the scattering potentials in few-layer 
graphene. Coupling strength to the substrate is also reduced in few-layer graphene which 
results in weaker substrate-induced spin scattering and thus longer spin relaxation time. 
Goto et al.127 have also demonstrated a spin diffusion length of ~8 µm in few-layer 
graphene. Besides providing screening of scattering potentials due to its larger intrinsic 
charge carriers, the more conductive few-layer graphene compared to single-layer 
graphene can also reduce the conductivity mismatch with the ferromagnet. Moreover, our 
CVD graphene growth results (data not shown) indicate that it is possible to grow up to 
three-layer, or possibly more, graphene by tuning the growth conditions such as growth 
time and hydrogen/methane ratio. With the right growth conditions, it may possible, for 
example, to grow wafer-scale three-layer graphene with large grain size suitable for large-
scale applications of few-layer graphene-based spintronic devices. 
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To study the spin transport properties in few-layer graphene, a similar nonlocal spin 
valve to the one used in the single-layer graphene was fabricated. Based on the AFM 
analysis, the few-layer graphene used in the nonlocal spin valve was determined to be a 
three-layer flake. Similar measurement was also performed at 𝑇  = 30 K to extract an 
equivalent set of information. Figure 5-13 shows the channel resistivity (𝑅@, black squares) 
and nonlocal resistance (∆𝑅%&, blue squares) as a function of the applied gate voltage (𝑉"). 
The nonlocal resistance shows a minimum at the Dirac point (𝑉" = 20	𝑉), which indicates 
that the contact is either transparent or pinhole type. The relatively large nonlocal resistance 
values of a few Ohms suggest that the contact is more likely of pinhole type, rather than 
transparent. 
 
Figure	5-13	Channel	resistivity	and	nonlocal	resistance	vs.	applied	gate	voltage	of	the	exfoliated	few-layer	
graphene	nonlocal	spin	valve.	The	inverse	relationship	between	the	channel	resistivity	(black	squares)	and	
the	nonlocal	resistance	(blue	squares)	suggests	pinhole	type	of	contact.	
The nonlocal Hanle measurement was subsequently performed to extract the spin 
transport parameters in the three-layer graphene. Figure 5-14a shows the plot for the 
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extracted values of 𝐷 and 𝜏) as a function of 𝑉" . The spin sinking effect was considered 
for the data analysis, i.e. equation 5.4 was used as opposed to equation 5.3. As expected, 𝐷 exhibits a minimum at the Dirac point and increases with conductivity or 𝑉" . Once again, 
no strong correlation between 𝜏)  and 𝑉"  is observed. The relationship between the spin 
relaxation time and the diffusion coefficient is shown in figure 5-14b. Similar to the single-
layer case at this temperature (30 K), no strong correlation can be observed here. This also 
suggests that at this temperature, the spin scattering is neither dominated by the EY 
mechanism nor by the DP mechanism. 
 
Figure	5-14	Relationship	between	D	and	𝜏)	of	the	exfoliated	few-layer	graphene	nonlocal	spin	valve.	a)	𝐷	
and	𝜏)	as	a	function	of	𝑉" .	b)	Weak	correlation	is	observed	between	𝜏)	and	𝐷.	
 
In summary, the fabrication of graphene nonlocal spin valves was reviewed 
including the tunnel barrier deposition method and its effect on graphene quality. The 
nonlocal resistance and nonlocal Hanle measurements and their usefulness for studying the 
spin transport properties in graphene were discussed. The spin sinking effect may dominate 
at low contact resistance regime and the appropriate equations must be used in the data 
analysis in order to obtain accurate results. In both the CVD single-layer and exfoliated 
three-layer graphene cases, the spin relaxation time exhibits very weak correlation to the 
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diffusion coefficient at 𝑇 = 30 K, suggesting that mechanisms other than the EY and DP 
mechanisms may be dominant in some of our devices. In other devices, as we will see in 
the next chapter, clear EY mechanism-dominated behavior was observed in the case of 
CVD single-layer graphene devices. 
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CHAPTER 6 ELECTRIC FIELD AND DOPING 
ASYMMETRY EFFECTS ON SPIN TRANSPORT IN 
GRAPHENE 
Different methods to control spin transport in graphene are explored in this chapter. 
External electric field is shown to alter the spin diffusion length in graphene, which is 
consistent with theory and earlier experimental work. The double buried-gate structure is 
proposed to study the spin transport in the presence of doping asymmetry in the graphene 
channel. The observed effect on the spin signal in our current device is shown to be weak, 
the origin of which requires further investigation. A possible ASL devices design with 
incorporated double buried-gates is proposed. 
  
6.1 Asymmetric spin transport in graphene nonlocal spin valve due to 
applied electric field effect 
6.1.1 Electric field effect on spin transport in semiconductors 
In studying the spin transport in semiconductors, it is common to assume that the 
spin polarization obeys the diffusion equation: 
	 ∇: 𝜇↑ − 𝜇↓ − 𝜇↑ − 𝜇↓𝜆: = 0	 6.1 
where 𝜇↑ (𝜇↓) is the electrochemical potential of the spin-up (spin-down) electrons and 𝜆 
is the diffusion length. Equation 6.1 implies that the spin polarization (𝜇↑ − 𝜇↓) decays 
away as a function of position from the initial point 𝜇↑ − 𝜇↓ |¨u with a length scale of 𝜆. 
This equation is the same as the one used to describe the spin transport in metals and 
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considers only diffusion of the spins. In metals, any electric field that is present is 
essentially screened and equation 6.1 can accurately describe the spin transport. This is not 
the case in semiconductors and the electric field effect on the spin transport may not be 
negligible. Indeed, Yu and Flatté211,212 showed that in the presence of an electric field in 
the direction of the spin transport in nondegenerate semiconductors, the spin polarization 
of the electrons is governed by the drift-diffusion equation: 
	 ∇: 𝑛↑ − 𝑛↓ + 𝑒𝑬𝑘,𝑇 ∙ ∇ 𝑛↑ − 𝑛↓ − 𝑛↑ − 𝑛↓𝜆: = 0	 6.2 
where 𝑛↑  (𝑛↓ ) is the deviation of the spin-up (spin-down) electron density from its 
equilibrium value, 𝑘, the Boltzmann constant, 𝑇 the temperature, and 𝑬 the electric field. 
They also derived a more general drift-diffusion equation that applies to both degenerate 
and nondegenerate semiconductors, where the spin polarization is now given by: 
	 ∇: 𝑛↑ − 𝑛↓ + 𝜇𝐷 𝑬 ∙ ∇ 𝑛↑ − 𝑛↓ − 𝑛↑ − 𝑛↓𝜆: = 0	 6.3 
with 𝜇  being the electron mobility and 𝐷  the diffusion coefficient. Using the Einstein 
relation for the nondegenerate statistics case, r¡ = sÞt, equation 6.3 can be shown to reduce 
to equation 6.2. The second-order differential equation in equation 6.3 can be solved 
directly and the general solution for the spin imbalance has the form: 
	 𝑛↑ − 𝑛↓ = 𝐴9𝑒𝑥𝑝 −𝑥𝑟9 + 𝐴:𝑒𝑥𝑝 −𝑥𝑟: 	 6.4 
where 𝑟9 = 1/𝜆9  and 𝑟: = 1/𝜆:  are the roots of the characteristic equation of equation 
6.3, i.e. 𝑟: + 𝜇𝐸/𝐷 𝑟 + 1/𝜆: = 0. The exact solutions to equation 6.4 can be obtained 
by applying the boundary condition that the spin imbalance should decay to zero infinitely 
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far away from the injection point and setting the electric field to point to the – 𝑥 direction 
(𝑬 = −𝐸𝑥), yielding: 
	 𝑛↑ − 𝑛↓ = 𝑛↑ − 𝑛↓ |¨u	𝑒𝑥𝑝 − 𝑥𝜆 ,															𝑥 > 0	 6.5a 
	 𝑛↑ − 𝑛↓ = 𝑛↑ − 𝑛↓ |¨u	𝑒𝑥𝑝 𝑥𝜆A ,															𝑥 < 0	 6.5b 
Here, 𝑛↑ − 𝑛↓ |¨u is the continuous spin imbalance injected at the injection point defined 
at 𝑥 = 0 and the spin imbalance vanishes at ±∞ due to spin relaxation. 𝜆 and 𝜆A are the 
diffusion lengths of the electron spins traveling downstream and upstream from the electric 
field, respectively, and can be expressed as: 
	 𝜆 = −𝜇 𝐸2𝐷 + 𝜇 𝐸2𝐷 : + 1𝜆 :	 `9	 6.6a 
	 𝜆A = 𝜇 𝐸2𝐷 + 𝜇 𝐸2𝐷 : + 1𝜆 :	 `9	 6.6b 
 
Equation 6.6 states that the presence of an electric field in the direction of the spin 
transport (either parallel or anti-parallel to the spin flow) causes the diffusion length to 
change depending on the magnitude and direction of the field. In the analysis above where 
the carriers were assumed to be electrons, the diffusion length of the spin flow in the 
direction anti-parallel to the electric field direction is increased 𝜆 > 𝜆 , while the 
diffusion length of the spin flow in the direction parallel to the electric field is decreased 𝜆A < 𝜆 . In the absence of an electric field ( 𝐸 = 0), the diffusion lengths reduce to the 
intrinsic (zero-field) value, 𝜆 = 𝜆A = 𝜆 . The results derived by Yu and Flatté are 
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important because in practice the electric fields present in spintronic devices are often large 
enough to cause substantial deviation of the diffusion length from the intrinsic value. 
 
6.1.2 Tuning of nonlocal resistance in graphene nonlocal spin valve by electric 
field application 
The ability to tune the diffusion length in semiconductors by applying an electric 
field along the direction of the spin transport introduces an additional control parameter 
that brings more versatility in spintronic devices. This phenomenon could also generate 
novel ideas for designing spintronic devices. For example, all spin logic (ASL) device 
applications require that the information flow is unidirectional, i.e. the inputs determine the 
output states while the outputs should provide no feedback that can change the input states. 
This could be achieved by enhancing the spin diffusion length of the electrons travel from 
the inputs to the outputs and suppressing the spin diffusion length in the reverse direction. 
Given its excellent spin diffusion length that has been observed experimentally, which 
could even be much higher in theory, graphene is undoubtedly an excellent candidate for 
the ASL device channel material. It is therefore important to explore methods that not only 
improve the intrinsic spin transport properties in graphene, but also yield more useful 
device structures. 
Graphene is a semimetal and should obey the drift-diffusion equation for 
degenerate semiconductors. The spin diffusion length in graphene in the presence of an 
electric field should in theory be described by equation 6.6. To investigate the predicted 
phenomenon, a graphene nonlocal spin valve is used together with an independent DC 
current source connected as shown in figure 6-1. The purpose of the DC current source is 
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to provide an electric field along the graphene channel, or equivalently the spin flow 
direction. The spin polarized current is injected through FM1 and spin imbalance is induced 
in the graphene underneath FM1. In the absence of electric field, part of the induced spin 
imbalance diffuses to the right of FM1 and arrives at FM2 where it is read as a voltage. 
Applying DC current (𝐼+) produces an electric field along the entire length of the graphene 
channel. By tuning the magnitude and polarity of the current, the magnitude and direction 
of the resulting electric field can be precisely controlled, if the channel resistance of the 
graphene is known. 
 
Figure	6-1	Graphene	nonlocal	spin	valve	with	an	independent	DC	current	(𝐼+)	source	to	produce	an	electric	
field	along	the	graphene	channel.	
 
The same few-layer graphene nonlocal spin valve, of which the channel resistance 
and nonlocal resistance dependences on the gate voltage (𝑉") were shown in figure 5-13, 
was used to study the electric field effect. The measurement was performed as follows. 
After the nonlocal resistance measurement was performed over 𝑉"  ranging from -40 V to 
+40 V, it was determined that the nonlocal resistance value reached a minimum at the Dirac 
point (𝑉" = 	+20	V). A constant voltage of 𝑉" = 	−35	V was then applied to the gate to 
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bring the Fermi level away from the Dirac point and increase the nonlocal resistance. Since 
this gate voltage value was located to the left of the Dirac point, the carriers in the graphene 
channel were holes. Keeping 𝑉"  constant, the nonlocal resistance was measured while the 
applied DC current was varied from +400 µA to -400 µA. The plots in figure 6-2 show the 
evolution of the nonlocal resistance signal at different applied DC currents (𝐼+). The plots 
have been intentionally offset in the y-axis to separate out the plots for clarity. Given the 
configuration shown in figure 6-1, positive applied DC current generates electric field that 
points to the left (-x direction), while the negative current generates electric field that points 
to the right. Since the carriers are holes, the electric field pointing to the left relative to the 
current injection point is expected to suppress the spin diffusion length, resulting in smaller 
nonlocal resistance signals as the current is increased. This is exactly what is observed in 
figure 6-2. At large positive 𝐼+, the nonlocal resistance vanished because the suppressed 
spin diffusion length was much smaller than the injector/detector separation. The opposite 
effect was observed when negative 𝐼+  was applied. The nonlocal resistance signal 
increased as 𝐼+  became more negative and seems to demonstrate saturation at large 
negative 𝐼+. It remains unclear what causes the saturation of the nonlocal signal at this 
electric field level. The drift saturation velocity in graphene on SiO2 was measured to be > 1	×	10ê	cm/s at temperatures ranging from 80 K to 300 K56, which is about 2 orders of 
magnitude higher than the drift velocity predicted in our case. Consequently, the saturation 
at high field could possibly arise due to some other effects, for example the impurities or 
defects in graphene and/or substrate effect, rather than the intrinsic drift velocity saturation 
of graphene. 
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Figure	6-2	Nonlocal	resistance	plots	of	the	few-layer	graphene	nonlocal	spin	valve	for	different	applied	
current	values	(𝐼+).	The	device,	as	discussed	in	the	text,	was	measured	at	T	=	30	K.	
In order to provide additional insight into the electric field effect, the spin diffusion 
length was determined as follows. The device was gated through a back gate with Al2O3 
oxide thickness of ~170 nm. The channel resistivity at 𝑉" = 	−35	V was measured to be 
~915 Ω/sq. The effective mobility at the specified 𝑉"  can then be estimated to be 𝜇	~	440	cm:/Vs. The injector/detector separation was 5 µm and the graphene channel 
width was estimated to be around ~2 µm by using AFM. Therefore, the channel resistance 
between the injector and detector is 𝑅 = 915 ì@ × & = 2287.5	Ω. The diffusion coefficient 
was extracted from the nonlocal Hanle measurement data using the method described in 
the previous chapter to be 𝐷 = 150	cm:/s. The electric field in the direction of spin flow 
between the injector and detector can then be determined by: 
	 𝐸 = 𝐼+𝑅𝐿 	 6.7 
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Now that the electric field has been determined for all applied DC current values, 
the upstream and downstream spin diffusion lengths can be determined from equation 6.6 
above. Based on these effective diffusion lengths, the expected nonlocal resistance values 
were calculated as follows. The nonlocal resistance without any applied electric field 
extrapolated to zero injector/detector separation can be calculated by: 
	 ∆𝑅%&u = ∆𝑅%&𝑒𝑥𝑝 𝑑/𝜆 	 6.8 
where 𝑑 is the injector/detector separation, 𝜆 the intrinsic diffusion length at 𝑉" = 	−35	V, 
and ∆𝑅%& the nonlocal resistance at the same gate voltage without any applied electric field. 
The measured values for these parameters are 𝜆 = 4.6	µm and ∆𝑅%& ≈ 2.7	Ω. Therefore, ∆𝑅%&u  is essentially the nonlocal resistance that would be measured at zero 
injector/detector separation in the absence of electric field. In the presence of an electric 
field, the nonlocal resistance (∆𝑅%&∗ ) is then related to the modified spin diffusion lengths 
by: 
	 ∆𝑅%&∗ = ∆𝑅%&u𝑒𝑥𝑝 −𝑑/𝜆∗ 	 6.9 
where 𝜆∗ = 𝜆  when the electric field negative and 𝜆∗ = 𝜆A  when the electric field is 
positive. The nonlocal resistance signal as a function of the electric field is shown in figure 
6-3. The blue dots represent the measured data and the red solid line represents the 
calculated values based on the model in equation 6.9. In the positive field regime, the model 
agrees very well with the measured data up to large electric field values, where the nonlocal 
resistance almost vanishes. In this regime, the spin diffusion length at 𝐸 = 1830 V/cm was 
reduced to 1.6 µm. In the negative field regime, however, the observed data showed larger 
increase in the nonlocal resistance compared to the predicted values from the model and 
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the spin diffusion length was increased to 13 µm at 𝐸 = -1830 V. The calculated spin 
diffusion length as a function of the applied electric field is shown in figure 6-3b, where 
the data were obtained from the model in figure 6-3a (solid red line). It should also be 
pointed out that the slope of the measured nonlocal resistance change in figure 6-3a is not 
similar between the positive and negative field regimes. It appears that the electric field 
application through the same contact for the nonlocal voltage detection may have some 
effects on the spin signal detection efficiency. This effect was not included in the model 
and further investigation is needed to explain the discrepancy that was observed mainly in 
the negative electric field case. The efficiency might also arise due to the fact that a few-
layer graphene flake which had nonuniform width and thickness was used in this particular 
experiment. A slightly different experiment performed by Józsa et al.128 where the applied 
DC current path was completely separate from the nonlocal voltage detection contacts 
showed electric field effect that was symmetric in the positive and negative regimes, which 
could be due to more uniform single-layer flake used in the experiment. 
 
Figure	6-3	The	applied	electric	field	effect	on	spin	parameters	in	few-layer	exfoliated	graphene.	a)	Nonlocal	
resistance	as	a	function	of	the	applied	electric	field.	Blue	dots	indicate	measured	data	and	red	solid	line	the	
predicted	values.	b)	Calculated	spin	diffusion	length	(corresponding	to	the	solid	red	line	in	figure	a)	as	a	
function	of	the	applied	electric	field.	
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6.2 Graphene nonlocal spin valve with incorporated double buried-
gate structure for asymmetric doping effect investigation 
6.2.1 Double buried-gate structure 
We have seen that the electric field causes a spin drift effect in graphene spin 
transport that is comparable to the diffusion effect and therefore is non-negligible. This 
effect can also be utilized for applications such as graphene-based ASL devices. However, 
the need for the applied DC current causes extra power dissipation that offsets the 
advantages that come from the spin signal tuning ability. We investigated an alternative 
method to control the spin transport properties in graphene by creating a doping asymmetry 
in the channel between the injector and detector. 
 
6.2.1.1 Device fabrication 
To create the doping asymmetry in the graphene channel, the channel is split into 
two regions independently controlled by two back gates which we refer to as the “double 
buried-gate” since the two gates are intentionally buried underneath the graphene channel. 
The structure is fabricated by first patterning two thin Cr/Au metal structures (~30 nm in 
total) closely separated (~200 nm distance) from each other on a SiO2/Si substrate 
(Appendix: Double buried-gate (DBG) structures). Due to its close separation exceeding 
photolithography resolution, the double buried-gates are patterned using e-beam 
lithography. Caution must be taken when choosing the right exposure dose as a low dose 
may be needed to make prevent shorting of the two gates but may result in under-exposure 
that causes rough gate topography and consequently, rough substrate’s surface that could 
hurt the graphene mobility. A higher dose is therefore chosen to ensure complete exposure 
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and the offset between the defined gate separation value and the actual value can be 
determined. By calibrating the exposure dose based on results from test exposures, the 
desired separation value can then be obtained. The thin metal deposition is followed by 
Al2O3 gate oxide deposition using ALD at 300 ºC. To enable access to the buried gate, a 
via layer is patterned above the large pads on the thin metal layer. The oxide inside the via 
layer is etched and a thick metal is deposited to facilitate probing using the gates. After the 
double-buried gate structure is formed, graphene is deposited on the surface and patterned 
into mesas of graphene which creates a well-defined geometry. Ohmic contacts are 
subsequently deposited using the graphene FET fabrication method described in detail in 
Appendix. The graphene and the Ohmic contacts are positioned such that the gap between 
the two gates is located exactly in the middle of the graphene channel. The working 
mechanism of this double buried-gate structure is similar to the regular back-gated 
graphene FETs, except that now the two halves of the graphene channel are controlled 
independently by the two gates. Figure 6-4a shows a cross-section schematic view of the 
structure and figure 6-4b shows an optical micrograph of the double buried-gate graphene 
FET viewed from the top.  
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Figure	6-4	Double	buried-gate	structure.	a)	Cross-section	schematic	and	b)	top-view	optical	micrograph	of	
graphene	FET	with	double	buried-gate	structure.	Figure	a)	is	exaggerated	for	clarity.	
6.2.1.2 Charge transport characterization 
We studied the charge transport characteristics of the double buried-gate FETs 
fabricated on both mechanically exfoliated few-layer graphene and CVD single-layer 
graphene. We shall first analyze the few-layer graphene case. The gate oxide used in this 
device was ~170 nm Al2O3. The device structure as shown in figure 6-4b was checked to 
ensure the two gates are not shorted by applying a voltage between them. Once this has 
been verified, the drain current was measured as a function of the intentionally shorted two 
gates, i.e. both gates were applying the same voltage simultaneously. The shorted-gates 
transfer characteristic curve is shown by the black line in figure 6-5 where the x-axis 
represents 𝑉"&. The Dirac point occurs at 𝑉"& = 𝑉" = 5	V. The two gates were then swept 
simultaneously with a differential voltage between them. The transfer characteristics for 
the differential voltages of 5 , 15 , and 25 V are shown by the solid red, blue, and magenta 
lines, respectively. There are two noticeable differences between each of the two curves 
with different differential voltages between the two gates. The first difference is the 
positions of the Dirac points. Since applying a differential voltage between the two gates 
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changes the Fermi level of the graphene above one gate relative to the other, the Dirac point 
is reached twice during the gate sweep. For example, in the case where 𝑉" = 𝑉"& + 5 V, 
the Fermi level of the graphene on the right gate reaches the Dirac point first, and then 
followed by the graphene on the left gate. This effect is observed in the broadening of the 
transfer characteristic curve as the different voltage increases and a global Dirac point due 
to the differential gate voltages emerges in each case. The global Dirac point shifts from 5, 
3, 0.5, to -0.5 V, when the differential voltage is changed from 0, 5, 15, to 25 V between 
the two gates. The second difference is the minimum conductivity which increases 
monotonically as a function of the differential voltage. As the differential voltage is 
increased, the Fermi levels of the graphene on the left and right gates move further from 
each other. As a result, when the Fermi level of the graphene on one gate reaches the Dirac 
point, the Fermi level on the other gate is still substantially away from the Dirac point, and 
thus the increased minimum conductivity. The increase in the minimum conductivity 
displayed in figure 6-5 is small because of the few-layer graphene flake used in the device. 
In the double buried-gate FET with few-layer graphene, the gates mainly tune the 
conductivity of the bottom layer, while the top layers are essentially screened from the 
electric field applied by the gates. The drain current is flowing in all of the layers with the 
top-most layer, which is directly contacted by the Ohmic contact, carrying the most current 
compared to any of the layers below it due to the presence of interlayer resistance. 
  135 
 
Figure	6-5	Transfer	characteristic	curves	of	the	double	buried-gate	FET	with	few-layer	graphene	channel.	
 
The electric field from the gate voltage is experienced by the single-layer graphene 
without being screened. This results in a stronger gate effect on the conductivity of the 
single-layer graphene, which also carries all of the drain current. The transfer 
characteristics of the double buried-gate single-layer graphene FET are shown in figure 6-
6. The black line corresponds to the case where the two gates are shorted. A sharp single 
Dirac point is observed in this case, which should be expected because the Fermi level is 
the same everywhere on the graphene at each gate voltage. The transfer characteristic 
curves with a gate differential voltage of 5, 15, and 25 V are shown by the red, blue, and 
magenta lines, respectively. At differential voltage equal to 5 V, the transfer characteristic 
curve is slightly broadened near the Dirac point. At differential voltages of 15 V and 25 V, 
two distinct Dirac points are observed. This is because the different Fermi levels that reach 
the Dirac point at different gate voltages. The same case was not observed in the few-layer 
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case above because the conductivity change in the few-layer case is small compared to the 
total conductivity of the channel due to the electric field screening. It can also be seen from 
figure 6-6 that the minimum conductivity increases as the gate differential voltage 
increases, which follows the same explanation given in the case of the few-layer graphene 
above. 
 
Figure	6-6	Transfer	characteristic	curves	of	the	double	buried-gate	FET	with	CVD	single-layer	graphene	
channel.	Two	Dirac	points	appear	when	the	gate	differential	voltages	are	more	than	or	equal	to	15	V.	
 
The positions of the Fermi levels of the graphene channel on the left and right gates 
relative to each other as well as to the Dirac point for the case of 𝑉" = 𝑉"& + 25 V in figure 
6-6 are shown in figure 7-7. The Fermi levels are shown for the four points indicated by 
the magenta filled circles in figure 6-6. At point 1, both the Fermi levels of the graphene 
on both the left and right gates are far below the Dirac point, and thus high hole 
conductivity. At point 2, the Fermi level of the graphene on the right gate reaches the Dirac 
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point and the first minimum conductivity is reached. Between point 2 and point 3, the 
charge carriers in the graphene are different on the left and right gates, which implies that 
a graphene p-n junction is formed. Point 3 corresponds to the Dirac point of the left gate. 
At point 4, both Fermi levels are above the Dirac point and the conductivity is now due to 
electrons. This simple experiment gives a clear picture of the working mechanism of the 
double buried-gate FET. The difference in gate voltage between two Dirac points that 
increases with the differential gate voltage clearly indicates that the channel is divided into 
two regions with different carrier densities that depend on the gate voltage applied to each 
region. The double buried-gate structure provides a means to control the carrier densities 
in the two halves of the graphene channel independently, enabling investigation of charge 
transport across junctions between graphene regions with asymmetric doping 
concentration or carrier types. 
 
Figure	6-7	Fermi	level	positions	on	the	left	and	right	gates	corresponding	to	the	four	points	in	figure	6-6.	
The	plots	are	shown	for	the	case	where	VGR	=	VGL	+	25	V.	The	figure	only	aims	to	demonstrate	the	carrier	
densities	above	the	two	gate	regions	relative	to	each	other	and	not	the	actual	band	alignment	where	the	
Fermi	levels	on	gateL	and	gateR	align	at	equilibrium.	
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6.2.2 Graphene nonlocal spin valve with double buried gate 
We have looked at how the double buried-gate structure can be incorporated into a 
graphene FET that has the capability to independently control the doping in the two halves 
of the graphene channel. This structure enables investigation of the transport properties in 
graphene across different types of junctions that could be interesting for understanding 
novel properties of graphene. In this section, we shall look at how the structure was 
incorporated into a nonlocal spin valve to explore the spin properties of graphene in 
channels with asymmetric doping. 
 
6.2.2.1 Device fabrication 
The fabrication of the graphene nonlocal spin valve with incorporated double 
buried-gate structure is straightforward and literally a combination of two main steps, i.e. 
the double buried-gate FET and the nonlocal spin valve. The graphene double buried-gate 
FET is first fabricated using the procedure described above. The ferromagnetic contacts 
are then patterned using e-beam lithography, followed by tunnel barrier deposition and 
ferromagnetic metal and capping layer depositions, similar to the ferromagnetic contact 
formation in the nonlocal spin valve described in chapter 5. The ferromagnetic injector and 
detector electrodes are aligned with the double buried-gate underneath such that the 
separation between the two gates is located half way between the injector and detector to 
ensure the formation of a junction between two asymmetrically doped regions. The two 
optical micrographs on the top of figure 6-8 show the top views of the double buried-gate 
FET structure (left) and the nonlocal spin valve (right). The optical micrograph on the 
bottom shows the top view of the graphene nonlocal spin valve with incorporated double 
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buried-gate structure, which is a combination of the two structures shown above it. The 
illustration in figure 6-9 shows how the different layers are stacked in the incorporated 
structure and their relative positions to each other. 
 
Figure	6-8	Integrated	structure:	Graphene	nonlocal	spin	valve	with	double	buried-gate.	Top:	Double	
buried-gate	graphene	FET	(left)	and	nonlocal	spin	valve	(right).	Bottom:	The	graphene	nonlocal	spin	valve	
with	incorporated	double	buried-gate	structure.	
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Figure	6-9	Illustration	of	the	integrated	graphene	nonlocal	spin	valve	with	double	buried-gate	structure.	
6.2.2.2 Characterization of the exfoliated few-layer graphene device 
The first experiment performed using the nonlocal spin valve with the incorporated 
double buried-gate structure utilized an exfoliated few-layer graphene channel. Using the 
two nonmagnetic contacts (NM1 and NM2) and two ferromagnetic contacts (FM1 and 
FM2), a four-terminal measurement was performed to obtain the channel resistivity of the 
graphene. Figure 6-10 shows the 2D color contour plot of the exfoliated few-layer graphene 
channel resistivity as a function of the left and right gate voltages, 𝑉"& and 𝑉" at 𝑇 = 30 
K. The Dirac point was shown to be at 𝑉"& ≈ 15	V and 𝑉" ≈ 22	V. It can be seen from 
the plot that the channel resistivity decreases as 𝑉"&  and 𝑉"  get further away from the 
Dirac point, as expected. The plot also gives information on the channel resistivity when 
one of the gate voltages is kept constant. For example, a vertical line can be drawn at 𝑉" =−30	V (shown by the black arrow) as a visual aid that helps in tracing the change in the 
channel resistivity at constant 𝑉" while 𝑉"& is swept. The red arrow indicates the trace for 
constant 𝑉"& = −30	V and varying 𝑉". The channel resistivity can then be obtained for 
every combination of 𝑉"& and 𝑉". 
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Figure	6-10	Color	contour	plot	of	the	few-layer	graphene	channel	resistivity	as	a	function	of	the	left	and	
right	gate	voltages.	
 
Besides the channel resistivity, the nonlocal resistance measurement was also 
performed at each 𝑉"& and 𝑉" combination at 𝑇 = 30 K. The spin polarized current was 
injected through the ferromagnetic contact on the left gate region and the nonlocal 
resistance was measured on the right gate region. The result is displayed in figure 6-11, 
which shows that the nonlocal resistance reaches a minimum value near the Dirac point. It 
should be point out that from our previous discussion, this behavior indicates the presence 
of pinholes in the tunnel barrier between the ferromagnetic contact and the graphene. We 
shall now analyze the nonlocal resistance change as a function of the left and right gate 
voltages. The contour plot indicates that the nonlocal resistance changed by a factor of ~10 
between the Dirac point and the value at 𝑉"& = 𝑉" = −40	V . In this device, the 
asymmetric gating effect was investigated mainly in the hole regime because the p-type 
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doping of the channel would require large gate voltages to be applied to access the electron 
regime. The gate voltages were limited to ±40	𝑉 to prevent dielectric breakdown. Along 
the black arrow, the hole concentration was kept high on the right gate and reduced on the 
left gate. The nonlocal resistance value decreased as the hole concentration on the left gate 
decreased. Similarly, along the red arrow, the nonlocal resistance value decreased as the 
hole concentration on the right gate decreased. 
 
Figure	6-11	Color	contour	plot	of	the	nonlocal	resistance	of	the	exfoliated	few-layer	graphene	device	as	a	
function	of	the	left	and	right	gate	voltages.	
 
The nonlocal resistance was found to decrease as the hole concentration was 
decreased for both the left and right gate voltages shown in figure 6-11. No difference in 
the nonlocal resistance was observed between the case where the spin transport was from 
a low to a high conductivity regime and the opposite transport direction. The black arrow 
indicates the case where the spin transport was from the increasingly lower hole 
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concentration on the left to the high hole concentration on the right. The red arrow indicates 
the case where the spin transport was from the high hole concentration on the left to the 
increasingly lower hole concentration on the right. Similar behavior was observed for the 
spin transport across the two different types of junction and therefore no clear asymmetry 
arose. Another interesting result from the color contour plot is the transport across a p-n 
junction. From the charge transport measurement result in figure 6-10, the channel on the 
left gate entered the electron regime at 𝑉"& > 15	V and the right gate at 𝑉" > 22	V. The 
nonlocal resistance plot exhibits the same gate voltage dependence when the carrier type 
changes from hole to electron. It appears that the spin transport is not altered by the p-n 
junction and theoretical studies on spin transport across a graphene p-n junction could be 
an interesting topic to investigate. 
 
6.2.2.3 Characterization of the CVD single-layer device 
While it is possible to induce doping asymmetry in the few-layer graphene using 
the double buried-gate structure, the electric field from the gate is screened such that its 
effect on the layers above the first layer (closest to the substrate) is reduced, resulting in a 
small change in total doping level and thus weak asymmetry. The theoretical maximum 
level of doping asymmetry should then be achieved in single-layer graphene. A nonlocal 
spin valve with incorporated double buried-gate structure was therefore fabricated on CVD 
single-layer graphene to investigate the maximum doping asymmetry effect. The device 
was then characterized in the same manner as the exfoliated few-layer graphene device and 
the measurement was also performed at T = 30 K. Figure 6-12 shows the graphene 
resistivity plots as a function of 𝑉"& and 𝑉" where the maximum resistivity (Dirac) point 
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is located at 𝑉"& = 𝑉" ≈ 18	V. Since the device exhibited a small gate hysteresis even at 𝑇 = 30 K (data not shown), the channel resistivity was measured using two different scan 
patterns. Figure 6-12a shows the results obtained by sweeping 𝑉" at each fixed 𝑉"& value, 
while figure 6-12b shows the results obtained by sweeping 𝑉"& at each 𝑉" value. The two 
plots show that the small gate hysteresis effect was negligible and did not affect the 
measurement results. 
 
Figure	6-12	Color	contour	plots	of	the	CVD	single-layer	graphene	resistivity	as	a	function	of	the	left	and	
right	gate	voltages.	Data	were	obtained	by	a)	sweeping	𝑉𝐺𝑅	at	each	𝑉𝐺𝐿	point	and	b)	sweeping	𝑉𝐺𝐿	at	
each	𝑉𝐺𝑅	point.	
 
The nonlocal resistance measurement was also performed at each gate combination 
and the results are plotted in figure 6-13. It can be seen from the plot that the nonlocal 
resistance reaches its maximum value near the Dirac point, which is indicative of tunneling 
interface between the ferromagnetic contact and the graphene layer. Following the black 
arrow at 𝑉" = −15	V, the nonlocal resistance is shown to increase as 𝑉"& value increased 
from -15 V and finally reach its maximum near the Dirac point, indicating tunneling 
behavior. Following the red arrow at 𝑉"& = −15	V while 𝑉" increased from -15 V, on the 
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other hand, does not yield the same effect. The nonlocal resistance did not exhibit a 
substantial increase as 𝑉" got closer to the Dirac point. An asymmetry in the spin transport 
is present, however the results are at this point inconclusive. 
 
Figure	6-13	Nonlocal	resistance	plot	for	the	CVD	single-layer	graphene	as	a	function	of	the	left	and	right	
gate	voltages	with	the	spin	polarized	current	injected	from	FM1.	The	black	arrow	traces	the	𝑉"&	sweep	as	𝑉"	is	kept	at	-15	V	and	the	red	arrow	traces	the	𝑉"	sweep	as	𝑉"&	is	kept	at	-15	V.	
 
The black arrow in figure 6-13 indicates spin transport from a region with 
increasingly lower doping to a region with high carrier density, and the red arrow indicates 
the opposite transport direction. The results shown in figure 13 were obtained where the 
spin polarized current was injected through FM1 and the nonlocal voltage was measured 
between FM2 and NM2. The real asymmetry effect would then be reversed if the spin 
polarized current was injected from the opposite direction. Figure 6-14 shows the nonlocal 
resistance plot when the spin polarized current was injected through FM2 and the nonlocal 
voltage was measured between FM1 and NM1. The black arrow in figure 6-14 then 
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corresponds to spin transport from a region of high doping to a region with increasingly 
lower doping and the red arrow corresponds to spin transport from an increasingly lower 
doping region to a region of high doping. Only a weak asymmetry was observed in this 
case as a function of 𝑉". The weak dependence of the nonlocal resistance as a function of 𝑉" suggests a contact with weak tunneling behavior. Therefore, it is likely that in our case 
the contact at FM1 had a tunnel contact with high resistance and good tunneling, while 
FM2 had a low-resistance tunnel barrier with weak tunneling behavior. This could cause 
the weak asymmetry observed when the spin current was injected from FM2. 
 
Figure	6-14	Nonlocal	resistance	plot	for	the	CVD	single-layer	graphene	as	a	function	of	the	left	and	right	
gate	voltages	with	the	spin	polarized	current	injected	from	FM2.	
 
6.2.2.4 Local spin scattering mechanism probed by the double buried-gate 
structures 
It remained to be determined what actually caused the difference in the nonlocal 
resistance between changing 𝑉"&  (black arrow) and changing 𝑉"  (red arrow). Since no 
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significant difference was observed between injecting the spin polarized current from FM1 
or FM2, only one of the two cases shall be analyzed here in more detail. In figure 6-15, the 
nonlocal resistance (red squares) is plotted as a function of 𝑉"& at fixed 𝑉" = −15	V for 
the case from figure 6-13. As discussed before, the nonlocal resistance appears to increase 
as 𝑉"& gets closer to the Dirac point. The nonlocal resistance is proportional to the channel 
resistivity (𝑅@), channel width (𝑊), and effective spin diffusion length (𝜆) by ∆𝑅%& ∝𝑅@𝜆/𝑊. The value of 𝑅@ (blue line) increases as 𝑉"& gets closer to the Dirac point. The 
effective spin diffusion length (black squares) exhibits a slight increase as 𝑉"& gets closer 
to the Dirac point. This direct dependence between the channel resistivity and the spin 
diffusion length results in the nonlocal resistance peaking near the Dirac point. 
 
Figure	6-15	Measurement	results	as	a	function	of	only	the	left	gate	voltage.	Spin	diffusion	length	(black	
dots),	nonlocal	resistance	(red	squares),	and	channel	resistivity	(blue	line)	as	functions	of	𝑉"&	at	fixed	𝑉" = −15	𝑉.	
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The situation was different when 𝑉" was swept while 𝑉"& was kept constant. From 
figure 6-13 (indicated by the red arrow), the nonlocal resistance did not experience a 
significant change as 𝑉" moved closer or away from the Dirac point. The reason behind 
this different behavior can be seen in figure 6-16. The channel resistivity (𝑅@, blue line) 
reaches its maximum at the Dirac point. The effective spin diffusion length in this case (𝜆, 
black dots) reaches a minimum at the Dirac point, which is opposite of the observed 
behavior by sweeping 𝑉"&. The inverse dependence of the spin diffusion length and the 
channel resistivity results in a competing effect on the nonlocal resistance (∆𝑅%& , red 
squares), which stays unchanged for a wide range of 𝑉". 
 
Figure	6-16	Measurement	results	as	a	function	of	only	the	right	gate	voltage.	Spin	diffusion	length	(black	
dots),	nonlocal	resistance	(red	squares),	and	channel	resistivity	(blue	line)	as	functions	of	𝑉"	at	
fixed	𝑉"& = −15	𝑉.	
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Changing the injection point from FM1 to FM2 has been shown to result in the 
same behavior of the nonlocal resistance. This means that the observed asymmetry is not a 
result of the different injection points, but rather the result of the change in the spin 
diffusion length in the graphene regions locally gated by the left and right gates. Figure 6-
17 shows the relationship between the effective spin relaxation time (𝜏), black dots) and 
diffusion coefficient (𝐷, blue dots) as the gate voltage is changed. In figure 6-17a, the spin 
relaxation time appears to show weak correlation to the diffusion coefficient. On the other 
hand, figure 6-17b shows stronger correlation between the effective spin relaxation time 
and the effective diffusion coefficient with the increase in the effective diffusion coefficient 
being accompanied by the increase in the effective spin relaxation time. 
 
Figure	6-17	Spin	parameter	comparison	between	the	left	and	right	gate	effects.	Effective	spin	relaxation	
time	(𝜏))	and	diffusion	coefficient	(𝐷)	as	functions	of	the	a)	left	gate	voltage	(𝑉"&)	and	b)	right	gate	voltage	
(𝑉").	
 
An interesting phenomenon is revealed by the data in figure 6-17. While the 
nonlocal resistance value is independent of the injection point, it is dependent on the change 
in the effective spin diffusion length due to the local change in the left and right halves of 
the channel. The change in the diffusion coefficient in the left-gated region does not have 
a strong effect on the spin relaxation time. The scattering mechanism is therefore unclear 
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in this region. In the right-gated region, however, the change in the diffusion coefficient is 
followed by the direct change in the spin relaxation time (𝜏) ∝ 𝐷), indicating that the spin 
scattering in this region is due to the EY mechanism. The above result has a significant 
implication: the spin scattering mechanism in graphene is strongly dependent on the local 
condition of the graphene. The spin scattering mechanism in graphene can differ not only 
between different samples or devices, but it can also differ between two local regions of a 
graphene channel. In our case, the spin scattering mechanism differs between two small 
regions within the length of the graphene channel that is only ~2	µm. 
 
6.2.3 Double buried-gate in graphene-based ASL devices 
The weak asymmetry in the form of the nonlocal resistance could be due to the 
interface effect (e.g. tunneling at FM1 while pinhole at FM2) that dominates the measured 
nonlocal resistance value. However, it is clear that the measured spin signal appears to peak 
near the Dirac point. Here, we attempt to estimate the spin current injected into the detector 
for the case of figures 6-13 and 6-14. The measured nonlocal voltage ∆𝑉%& = ∆𝑅%&×𝐼;V_, 
where 𝐼;V_ is the current injected from FM1, can be expressed as: 
	 ∆𝑉%& = 𝛼𝑒 𝜇↑ − 𝜇↓ 	 6.10 
where 𝜇↑  (𝜇↓ ) is the spin-up (spin-down) electrochemical potential in the graphene 
underneath the detector. Since the ferromagnet is much more conductive than the interface 
resistance, the total resistance of the contact (ferromagnet plus interface) is then 
approximately equal to the interface resistance. The spin current density going into the 
detector can then be estimated by: 
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	 𝑗@,¥ = 1𝑒𝑅¼ 𝜇↑ − 𝜇↓ = ∆𝑉%&𝛼𝑅¼ 	 6.11 
where 𝑅¼  is the interface (contact) resistance. Figure 6-18 shows the plots for the estimated 𝑗@,¥. The plots do not perfectly correspond to the nonlocal resistance plots due to the 
changing 𝑅¼  with changing gate voltages. Let us now consider two points on the plots 
indicated by the black dots in figures 6-18a and 6-18b, which correspond to the cases 
plotted in figures 6-13 and 6-14, respectively.  In figure 6-18a, where 𝑉"& is near the Dirac 
point while 𝑉"  is far from the Dirac point, 𝑗@,¥ ≈ 3.5	A/cm: , while in figure 6-18b 𝑗@,¥ ≈ 2.4	A/cm:. This asymmetry was most likely due to the difference in the interface 
at FM1 (tunneling) and FM2 (weak tunneling) that led to more current flowing into FM2.  
 
Figure	6-18	Estimated	spin	current	injected	into	the	detector.	The	spin	current	was	injected	from	a)	FM1	
and	detected	at	FM2	(figure	6-13)	and	b)	FM2	and	detected	at	FM1	(figure	6-14).	
 
Now let us consider the asymmetry due to the gating effect. To do this, let us 
compare the two points indicated by the black and red dots in figure 6-18a. The black dot 
marks the case where the spin current was injected into the low-doped region 𝑉"& = 10	V 
and detected in the highly-doped region 𝑉" = −15	V. The red dot, on the other hand, 
marks the case where the spin current was injected into the highly-doped region 𝑉"& =
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−15	V  and detected in the low-doped region 𝑉" = 15	V . At the black dot, 𝑗@,¥ ≈3.5	A/cm: and at the red dot, 𝑗@,¥ ≈ 3.2	A/cm:. Indeed, some asymmetry was observed 
when the spin current was flowing from the lower doped region to the more highly doped 
region, compared to the opposite case. It is unclear why the situation was not reversed in 
figure 6-18b, where the spin current injected into the detector (in this case FM1) remained 
to be dependent mainly on 𝑉"& . Future experiments could provide additional insight in 
devices where both 𝑉"& and 𝑉" have equally strong effect on the spin signal. 
The double buried-gate structure could also be incorporated into graphene-based 
ASL devices. One way to do that is shown in figure 6-19. The structure could be fabricated 
as follows. The double buried-gate structures are buried inside the gate oxide, same as the 
previously described double buried-gate structures. The oxide is then etched and a metal 
layer is deposited as the ground for spin current injection. A tunnel barrier is deposited on 
top of the ground metal to reduce the injected spin current flowing into the metal ground. 
Graphene is deposited on the substrate and patterned into isolated strips. A resist layer is 
patterned for the tunnel barrier and FM deposition. The tunnel barrier is deposited at an 
angle such that only the graphene on the input side is covered by the tunnel barrier. The 
FM metal is deposited last. A single device consisting of an input and an output is marked 
by the red dashed line. In this device, the spin polarized current is injected from the input 
with tunnel barrier and travels to the output where it can be used to switch the 
magnetization direction during the logic operation. The spin polarized current can be 
maximized by applying the left gate voltage close to the Dirac point. The right gate can be 
tuned accordingly to maximize the spin current injected into the detector. 
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Figure	6-19	Possible	design	for	graphene-based	ASL	devices	with	double	buried-gate	structures.	The	tunnel	
barrier	is	deposited	using	angled-deposition	method	to	cover	the	graphene	strips	underneath	the	input	
magnets	to	improve	the	spin	injection	efficiency.	At	the	output	magnets,	the	graphene/FM	interface	is	
transparent	to	maximize	the	spin	current	going	into	the	output	magnets.	
 
The asymmetry due to the different interfaces at the spin injector (tunneling 
interface) and detector (pinhole or transparent) that favors the spin transport from the 
injector to the detector rather than the spin transport in the opposite direction makes 
intuitive sense because the tunneling contact produces larger spin polarization. Through 
the gating effect, we expect that larger spin polarized current should be generated in 
graphene with lower doping than with higher doping. Although our experimental results 
did not exhibit strong asymmetry, we believe further investigation is needed to draw a more 
definitive conclusion. Furthermore, the double buried-gate structure could still provide the 
flexibility in tuning the amount of spin current flowing into the output in ASL devices 
without affecting the input condition, which could not be done by using only one global 
gate. 
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CHAPTER 7 FUTURE DIRECTIONS AND CONCLUSION 
7.1 Potential applications of graphene spintronics 
The all spin logic (ASL) device with built-in memory concept originally proposed 
by Behin-Aein et al.37 could be an application where graphene can potentially play a critical 
role. Graphene is very suitable for the channel material in ASL devices due to its long spin 
diffusion length, which could substantially reduce the power consumption in these devices 
by reducing the number of buffers needed.213 In an ASL device, it is the torque exerted by 
the spins that switches the magnetization direction of the output magnet through the 
mechanism referred to as the spin transfer torque (STT). The switching of the 
magnetization direction purely by the carrier spins has not been demonstrated 
experimentally in graphene lateral spin valve devices. The magnetization switching 
assisted by externally applied magnetic field, however, has been demonstrated.157 In the 
experiment, the externally applied magnetic field was brought close to the coercive field 
of the output magnet before a large DC current (a few mA) was injected from the input 
magnet. This highlights the difficulty in realizing STT switching of magnetization in 
graphene devices. One of the two schemes proposed by Behin-Aein et al. utilizes a power 
supply that is directly applied to the output magnet to set its magnetization direction to the 
neutral state. This could significantly reduce the amount of injected current required to 
switch the output magnet. However, this scheme would require a more sophisticated 
clocking scheme and it is unclear whether the structure can indeed be designed and 
fabricated to realize the voltage controlled anisotropy at the output magnet. 
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One way to bring graphene-based ASL devices closer to realization is by closing 
the gap between the experimentally measured spin diffusion length and the theoretically 
predicted limit, which could enhance the spin current and consequently the spin transfer 
torque. This is being addressed by all experimental work on spin transport in graphene 
aimed at determining the main scattering mechanism as well as increasing the spin 
relaxation time in graphene. An increase in the spin injection efficiency by developing 
high-quality and pinhole-free tunnel barriers would also be beneficial in achieving larger 
spin current. The use of Heusler alloys, which have an almost complete spin polarization, 
as an alternative spin injector into graphene as opposed to the traditional ferromagnets such 
as cobalt and permalloy, for example, is also currently being studied. Due to its close to 
100% spin polarization, spin injection from a Heusler alloy could potentially result in larger 
spin current in the graphene channel. 
While it is important to continue to improve the spin injection and transport 
properties in graphene, it is equally important to be able to engineer a magnet with low 
damping constant that could be switched by much smaller spin torque. Recent results on 
enhanced perpendicular magnetic anisotropy (PMA) in thin graphene-coated cobalt show 
that it is possible to engineer graphene/ferromagnet heterostructures with large PMA.214 
Their orbital-hybridization-resolved analysis revealed that the enhanced PMA is due to the 
hybridization of the 𝑑î: and 𝑑Dî orbitals in the presence of graphene. The first-principles 
calculations showed that in when a thin cobalt layer is in contact with graphene on its top 
and bottom surfaces, the PMA can be maintained for cobalt layer with thickness up to ~25 
Å or equivalent to 12.5 monolayers (ML), beyond which the effective anisotropy switches 
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signs and the easy axis of the magnetization changes from perpendicular to parallel to the 
cobalt surface. The results were also confirmed by the experiments with only one side of 
the cobalt layer covered by graphene. The PMA was shown to persist up to 13 ML of cobalt 
in this case, which was higher than the predicted 6 ML. The results mark a promising start 
for graphene spintronic devices with PMA materials. In addition to the low damping 
constant, PMA materials also have high thermal density and can yield higher device density 
compared to materials with parallel magnetic anisotropy. Therefore, by incorporating PMA 
materials could potentially enable the realization of thermally stable, low power, and high 
density graphene-based ASL devices. 
 
7.2 Phosphorene for spintronics beyond graphene 
The spin properties of other emerging materials besides graphene are also 
interesting. For example, MoS2, which has large spin-orbit coupling, is interesting for 
exploring the spin Hall effects. Unlike graphene, single-layer MoS2 has a finite band gap 
and therefore high current on/off ratio, which makes it readily incorporable to the field-
effect transistors. Engineering heterostructures of graphene and MoS2 or other transition 
metal dichalcogenides could enable new device concepts that utilize both the strong spin 
Hall effects in the transition metal dichalcogenides and the long spin diffusion length in 
graphene for better spin current generation and detection. 
Besides transition metal dichalcogenides, another material that is also interesting is 
phosphorene, which is the few-layer form of black phosphorus that has recently been 
reported to have numerous interesting properties, such as a thickness-dependent band gap, 
high carrier mobility, asymmetric in-plane effective mass, and a variety of other 
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attributes.215–220 While the electronic and optoelectronic applications of this material have 
been widely studied,221–223 its spintronic aspects are for the most part unexplored. Due to 
its low spin-orbit coupling coupled with its high carrier mobility, phosphorene is likely to 
have long spin diffusion length at room temperature. The +1/2 nuclear spin of 
phosphorus224,225 offers an interesting platform to investigate spin transport in a material 
where only the hyperfine interaction is important. Furthermore, semiconductor-to-metallic 
transition in phosphorene226 when the material is strained could also reveal spin behavior 
as the material phase is tuned between different states. 
Spin transport studies in two-dimensional (2D) materials have primarily been 
focused on graphene.113,126,127,130,131,134,142 The conductivity mismatch problem, which 
inhibits the spin injection from a ferromagnetic (FM) contact into most semiconductor 
channels,160,165 is also observed in graphene-based spin valves. The tunnel barrier insertion 
at the interface between FM and graphene or semiconductor has been shown to circumvent 
the conductivity mismatch, as indicated by the increased nonlocal magnetoresistance signal 
compared to the transparent (no tunnel barrier) contact case.130,173 The tunnel barrier is 
made of a thin oxide layer (~1 nm) and therefore requires additional fabrication steps. The 
small thickness also causes the tunnel barrier to be easily broken by application of large 
voltages or static charges. The Schottky barrier is also known to enable injection of spin 
polarized electrons and it has been used in FM/AlGaAs semiconductor spin-LEDs172 and 
FM/GaAs spin valves.174 The efficient spin injection using a simpler, tunable structure by 
utilizing the Schottky barrier has been demonstrated. Unlike in graphene, where the zero 
band gap prevents the formation of Schottky barrier, the presence of band gap in 
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phosphorene could enable spin injection using the Schottky barrier. We investigated the 
direct cobalt (Co) and permalloy (Py) contacts to few-layer phosphorene in detail. The 
results are presented here that show the Schottky barrier height of each contact and the 
tunability of the effective barrier height using an applied back gate voltage. 
The few-layer phosphorene was obtained from a bulk black phosphorus crystal onto 
a 300-nm SiO2 layer using the scotch-tape method similar to that for graphene. The SiO2 
oxide had been grown on a heavily n-doped silicon substrate, which was also used as the 
back gate. The few-layer phosphorene flake was protected with PMMA resist right after 
exfoliation to minimize flake degradation due to ambient condition.227 The ferromagnetic 
contacts were patterned using electron beam lithography, after which 40 nm of Co or 
permalloy was deposited by electron beam physical evaporation system under high vacuum. 
The fabricated device was immediately transferred into a high-vacuum ( 10-6 Torr base 
pressure) cryogenic probe station after the metal lift-off step for electrical characterization. 
Figure 7-1 shows a schematic of the device geometry. For both devices, the separation 
between the two FM contacts was 1 µm, while the channel widths were 1.8 µm and 2.3 µm 
for the Co and Py devices, respectively. The step heights obtained by AFM indicate that 
the flakes in both the Co and Py devices have similar thickness (~10–12 nm). The drain 
current, 𝐼¡, vs. back gate voltage, 𝑉," , curves or the transfer characteristics of the Co- and 
Py-contacted phosphorene devices at room temperature are shown in figure 7-2. Both 
devices display p-type behavior and both have similar voltages at which the minimum 
conductivity point occurs. However, the Py devices show higher on-to-off current ratio, 
higher drive current, and generally a more asymmetric 𝐼¡–𝑉,"  curve than for Co. The inset 
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of figure 7-2 shows the extracted hole mobility (measured at 𝑉¡) = +0.5	V ) vs. 
temperature for both contact types. The mobility was measured at the value of 𝑉,"  where 
the maximum transconductance (𝑔Í = 𝑑𝐼¡/𝑑𝑉,") value of the 𝐼¡ vs. 𝑉,"  curve occurs, 
after which the contact resistance of the FM/phosphorene interface starts to dominate over 
the phosphorene channel. Fairly similar behavior of the mobility as a function of 
temperature was observed for both samples, with the slight discrepancy likely due to the 
contact resistance effects as well as small difference in the number of phosphorene layers 
in the channel. 
 
Figure	7-1	Schematic	of	the	few-layer	phosphorene	back-gated	device.	Reprinted	from	Anugrah	et	al.	[229]	
with	the	permission	of	AIP	Publishing.	
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Figure	7-2	Transfer	characteristic	curves	for	the	few-layer	phosphorene	devices.	Cobalt	(red	solid	line)	and	
permalloy	(blue	dashed	line)	were	used	as	the	ferromagnetic	contacts.	The	inset	shows	the	hole	mobility	as	
a	function	of	temperature	for	both	cases.	Reprinted	from	Anugrah	et	al.	[229]	with	the	permission	of	AIP	
Publishing.	
 
Figures 7-3a and 7-3b show the temperature-dependent 𝐼¡  vs. 𝑉,"  characteristics of 
the same few-layer phosphorene FETs as in figure 7-2. As expected, the on-to-off current 
ratio increases with decreasing temperature for both devices, which is indicative of 
thermionic conduction-dominated behavior. At large negative gate voltages, however, the 
temperature dependence of the current practically vanishes, which is indicative of 
tunneling conduction. Therefore, the thermionic conduction is only applicable in the region 
where the gate voltages are close to minimum conductivity point, where no saturation due 
to the tunneling current happens. 
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Figure	7-3	Evolution	of	the	transfer	characteristic	curves	as	a	function	of	temperature.	Data	are	shown	for	
a)	cobalt-contacted	and	b)	permalloy-contacted	devices.	Reprinted	from	Anugrah	et	al.	[229]	with	the	
permission	of	AIP	Publishing.	
 
To investigate the Schottky barrier formation in phosphorene-based spin valves, it 
is important to study the ferromagnetic contact to phosphorene. The Schottky barrier can 
potentially be used to allow efficient spin injection into phosphorene while suppressing the 
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spin sinking back into the ferromagnet.173,228 Since the transfer characteristics clearly 
indicate thermionic conduction behavior at small gate voltages, we utilized temperature-
dependent data to generate information on the Schottky barrier height at the interface 
between the few-layer phosphorene and Co and Py, separately. This was done by analyzing 
the experimental data with the bulk thermionic emission equation, which provides an 
estimate for the current in a reverse-biased Schottky diode: 
	 𝐼¡ ∝ 𝐴∗𝑇:𝑒𝑥𝑝 − 1𝑘,𝑇 Φ, − 𝑞𝑉¡)𝑛 	 7.1 
Here, 𝐴∗  is the modified Richardson constant, 𝑞  is the electronic charge, 𝑘,  is 
Boltzmann’s constant, 𝑇 is the temperature, 𝑛 is the ideality factor, and Φ, is the Schottky 
barrier height, defined as the energy difference between the FM Fermi energy and the 
valence band edge of the phosphorene. The Ó¯V  term in the exponential reflects the degree 
of barrier lowering provided by the application of a finite source-to-drain voltage. The 
Arrhenius plots, 𝑙𝑛 𝐼¡/𝑇:  versus 1/𝑘,𝑇, at different source-to-drain voltages as shown 
in figure 7-4a, were first constructed to extract the value of Φ, at each back-gate voltage. 
The example shown is for the Arrhenius plots at 𝑉," = +10	V for the device with Py 
contacts. To ensure the charge transport across the FM/phosphorene interface was 
dominated by transport across the Schottky barrier and not limited by trapped states on the 
interface, the temperature range (~200 – 300 K) in the experiment was chosen. The slope 
of each of the Arrhenius plot is equal to 𝑞𝑉¡)/𝑛 − Φ, , therefore, the effective Schottky 
barrier height, as shown in figure 7-4b, can be determined by finding the slope at each 𝑉¡)  
and extrapolating the result to 𝑉¡) = 0. 
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Figure	7-4	Example	Arrhenius	plots	for	the	few-layer	phosphorene	device	with	Py	contact	at	𝑉," = +10	𝑉.	
b)	The	slopes	of	the	Arrhenius	plots	in	a)	and	the	zero	extrapolation	corresponds	to	the	Schottky	barrier	
height	at	the	that	𝑉," .	Reprinted	from	Anugrah	et	al.	[229]	with	the	permission	of	AIP	Publishing.	
 
Figure 7-5 shows the plots of Schottky barrier height Φ, vs the applied back gate 
voltage 𝑉,"  for both Co and Py devices. Flat-band barrier heights, Φ,u, of ~200 meV and 
~110 meV were extracted for the Co- and Py-contacted devices, respectively. These values 
were determined from the points where the slopes deviated from the linear region shown 
by the solid lines on the Φ,  vs. 𝑉,"  plots in figure 7-5. The same slope of the linear region 
in the Φ,  vs. 𝑉,"  plot for the Py device (57 meV/V) was used for the Co device, a 
reasonable assumption made based on the ambipolar nature of the Co device as well as the 
similarity of the flake thickness in both devices. The values of Φ,u were defined to be the 
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points where the slope of Φ,  vs. 𝑉,"  is reduced by ½. The criterion for determining Φ,u 
has not been well established in the literature, and we have used the ½ slope criterion as an 
estimate. The band gap in our samples was estimated to 0.5–0.6 eV based on the available 
data in the literature217, and this means the barrier height extracted for the Co contacts is 
near mid-gap, which explains the near ambipolar behavior in figures 7-2 and 7-3, while the 
lower barrier height for Py is reflected in its more p-type behavior. The higher value of the 
flat-band barrier height for the Co device compared to the Py device was unexpected due 
to the higher work function in Co (~5.0 eV) compared to Py (~4.8 eV). This result suggests 
that the barrier height was not only determined by the work functions of the contact 
materials, but also possibly by other effects, such as surface defects and oxide formation at 
the interface, particularly given the reactive nature of both phosphorene and FM materials. 
More studies are therefore needed to fully understand the Schottky barrier formation at the 
FM/phosphorene interface. 
 
Figure	7-5	Schottky	barrier	height	as	a	function	of	𝑉," .	The	flat-band	barrier	heights	for	cobalt	and	
permalloy	contacts	are	indicated	by	the	red	and	blue	arrows,	respectively.	Reprinted	from	Anugrah	et	al.	
[229]	with	the	permission	of	AIP	Publishing.	
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Similar to graphene, the weak spin-orbit coupling and high carrier mobility in 
phosphorene could be manifested as the long spin diffusion length at room temperature. 
Additionally, the presence of band gap in phosphorene makes it compatible with FET 
applications. Our results above suggest that the tuning of Schottky barrier height at the 
FM/phosphorene interface could enable spin injection into the phosphorene without the 
need for a physical (oxide-based) tunnel barrier, which is a necessary element in graphene-
based spin valves. This could give phosphorene-based spin devices robustness against 
tunnel barrier damage due to electrostatic charges or large charge current application across 
the FM/phosphorene interface. 
 
7.3 Conclusion 
The history of spintronics was briefly discussed from the first observation of the 
nuclear polarization in InSb to the spin polarization in aluminium below its 
superconducting transition temperature and to the first room-temperature spin injection 
into copper. The discovery of TMR followed by GMR that led to significant technological 
importance was also discussed. The progress made in the field of spintronics led to more 
research in this area that finally extended to the semiconductor materials. Although the spin 
diffusion length is longer in semiconductors, spin injection into semiconductor had been 
inhibited by its conductivity mismatch with the spin injector, typically a ferromagnet. The 
role of tunnel barrier to circumvent the conductivity mismatch was then explained. Finally, 
graphene was introduced as an excellent spin coherent material that has a very long spin 
diffusion length. 
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Our experiment endeavor started with the production of graphene by mechanical 
exfoliation of bulk graphite (HOPG) source and CVD growth. The material 
characterization of the resulting graphene using optical microscopy, Raman spectroscopy, 
and AFM was presented. The formation of good and consistent Ohmic contact to graphene 
was shown to be achieved by using Cr/Au combination. The charge transport properties of 
graphene were then studied by analyzing measurement results from graphene-based field 
effect transistors (GFET), some of which indicated the presence of interface traps at the 
graphene/gate oxide interface. 
The spin transport properties of graphene were then carefully studied, starting from 
the development of the tunnel barrier for efficient spin injection into graphene. Our tunnel 
barrier deposition method by sputtering of Al and oxidizing in oxygen in-situ has yielded 
working graphene nonlocal spin valves with different nonlocal resistance signal values 
ranging from tens of mΩ to tens of Ω. This led us to believe that the formed tunnel barriers 
did not always yield tunneling effect due to the presence of pinholes. By performing 
analysis on the nonlocal Hanle measurement results by incorporating the spin sinking effect, 
the spin transport properties such as the injection/detection efficiency, spin relaxation time, 
and spin diffusion coefficient were extracted. 
We performed electric field dependence study on the spin signal in our graphene 
nonlocal spin valves by applying external current to produce the electric field. The results 
showed clear electric field as expected from the theoretical prediction of spin diffusion 
length suppression/enhancement by electric field. We then proposed an alternative method 
to produce similar spin signal enhancement/suppression without the external electric field 
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application by incorporating the double buried-gate structure which consists of two (left 
and right) local back gates located underneath the left and right halves of the graphene 
channel into the nonlocal spin valve device. This structure can be used to independently 
tune the Fermi levels of the two halves of the graphene channel to produce an asymmetry 
in the doping concentration. The nonlocal resistance values did not exhibit significant 
change as a function of the different doping concentrations in the two halves of the 
graphene channel. Interestingly, in one of our devices, we observed a strong dependence 
of the spin signal as a function of the left gate, but not the right gate. Furthermore, the spin 
relaxation time dependence on the carrier concentration in the right half of the channel 
showed clear EY spin scattering mechanism, while the same behavior was not observed in 
the left half of the channel. This is a strong indication that the spin scattering in graphene 
is not only different between different devices, but also between two small regions of the 
same device. The strong local effects could also explain why the spin scattering mechanism 
in graphene still remains elusive today. Finally, we believe the double-buried gate structure 
can be useful for example to investigate the spin transport across a p-n junction in graphene. 
Graphene spintronics can potentially be useful in the all spin logic (ASL) 
application. ASL devices require that the information in the form of electron spins travels 
from the input to the output and not the other way around. Our method by inducing doping 
asymmetry did not yield strong asymmetry in the nonlocal resistance of our nonlocal spin 
valves. However, we believe that further investigation of the double buried-gate structures 
and more theoretical work are still needed to understand the doping asymmetry effects on 
spin transport in graphene. The magnetization switching by spin transfer torque remains a 
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challenge in graphene. Fortunately, recent demonstration of perpendicular magnetic 
anisotropy (PMA) in graphene/cobalt structures could be useful in future graphene spin 
logic devices to reduce the current needed for magnetization switching. Furthermore, other 
materials such as phosphorene have emerged that could also have interesting spin 
properties. The ferromagnet contact to few-layer phosphorene was studied and the gate 
tuning of the effective Schottky barrier height could enable spin injection into this material. 
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Appendix 
 
Graphene mesas 
1) Clean sample using acetone, methanol, isopropanol, and blow dry using nitrogen 
gun, 
2) Pre-bake sample on a hotplate at 115 °C for 1 minute, 
3) Spin Shipley S1813 photoresist on sample at 4000 rpm for 30 seconds, 
4) Soft-bake sample on a hotplate at 105 °C for 1 minute, 
5) Expose sample using the hard contact mode on the contact aligner (MA6 or 
MABA6, intensity ~12 mW/cm2) and pre-made optical mask with the mesa 
patterns for 5 seconds, 
6) Develop patterns in Microposit MF-319 developer:deionized (DI) water (1:5) 
solution for 35 seconds, 
7) Rinse sample in DI water for 3 minutes and blow dry using nitrogen gun, 
8) Check for patterns under a microscope, if patterns turn out well, proceed with step 
9, otherwise redo the process from step 1, 
9) Etch the unprotected graphene using oxygen plasma in the STS etcher (reactive 
ion etch) at 100 W for 20 seconds, 
10) Dissolve resist by rinsing with acetone, methanol, IPA, and blow dry using 
nitrogen gun. 
 
Nonmagnetic (NM) contacts 
1) Clean sample using acetone, methanol, isopropanol, and blow dry using nitrogen 
gun, 
2) Pre-bake sample on a hotplate at 115 °C for 1 minute, 
3) Spin Shipley S1813 photoresist on sample at 6500 rpm for 45 seconds, 
4) Soft-bake sample on a hotplate at 105 °C for 1 minute, 
5) Expose sample using the hard contact mode on the contact aligner (MA6 or 
MABA6, intensity ~12 mW/cm2) and pre-made optical mask with the NM contact 
patterns for 7 seconds, 
6) Load sample in the image reversal oven (model YES 310) filled with anhydrous 
ammonia gas at 90 °C for 90 minutes, 
7) Subject the sample to flood-exposure using the Oriel system (model 8095) for 6 
minutes, rotate sample by 90 degrees and expose for another 6 minutes, 
8) Develop patterns in Microposit MF-319 developer:DI water (1:5) solution for 3 
minutes, 
9) Rinse sample in DI water for 3 minutes and blow dry using nitrogen gun, 
10) Load sample into the electron beam evaporation system (CHA evaporator) and let 
it pump down to base pressure of 8 x 10-7 Torr or lower, 
11) Deposit 5 nm of Cr and 80 nm Au, 
12) Unload sample and soak in acetone for at least 1 hour for metal lift-off, 
13) Rinse in acetone, methanol, IPA, and blow dry using nitrogen gun. 
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Ferromagnetic (FM) contacts 
1) Clean sample using acetone, methanol, isopropanol, and blow dry using nitrogen 
gun, 
2) Pre-bake sample on a hotplate at 115 °C for 1 minute, 
3) Spin MMA EL9 resist on sample at 3000 rpm for 60 seconds, 
4) Post-bake sample on a hotplate at 150 °C for 2 minutes, 
5) Spin PMMA C2 resist on sample at 3000 rpm for 60 seconds, 
6) Post-bake sample on a hotplate at 180 °C for 8 minutes, 
7) Expose the resist using electron beam (e-beam) lithography tool to write the FM 
contact patterns with a dose of 1100 µC/cm2 for thin electrode regions directly in 
contact with graphene and 550 µC/cm2 for the bulk regions, 
8) Develop patterns in IPA:DI water (1:3) solution for 120 seconds, 
9) Rinse sample using running DI water for 1 minute and blow dry using nitrogen 
gun, 
10) Load sample into the electron beam evaporation system (CHA evaporator) and let 
it pump down to base pressure of 8 x 10-7 Torr or lower, 
11) Deposit 40 nm of Co and 20 nm Al, 
12) Unload sample and soak in acetone for at least 1 hour for metal lift-off, 
13) Rinse in acetone, methanol, IPA, and blow dry using nitrogen gun. 
 
Double buried-gate (DBG) structures 
1) Clean sample using acetone, methanol, isopropanol, and blow dry using nitrogen 
gun, 
2) Pre-bake sample on a hotplate at 150 °C for 10 minutes, 
3) Spin PMMA C2 resist on sample at 3000 rpm for 60 seconds, 
4) Post-bake sample on a hotplate at 180 °C for 8 minutes, 
5) Expose the resist using electron beam (e-beam) lithography tool to write the 
double buried-gate patterns with a dose of 1100 µC/cm2 using the built-in 
proximity effect correction (PEC) function, 
6) Develop patterns in MIBK:IPA (1:3) solution for 90 seconds, 
7) Rinse sample in IPA bath for 2 minutes and blow dry using nitrogen gun, 
8) Load sample into the electron beam evaporation system (CHA evaporator) and let 
it pump down to base pressure of 8 x 10-7 Torr or lower, 
9) Deposit 5 nm of Cr and 25 nm Au, 
10) Unload sample and soak in acetone for at least 1 hour for metal lift-off, 
11) Rinse in acetone, methanol, IPA, and blow dry using nitrogen gun, 
12) Initiate ALD, ramp up the temperature to 300 °C, and purge the chamber with 
Al2O3 deposition for 50 cycles, 
13) Deposit 1600 cycles of Al2O3 (~1700 Å), 
14) Check the resulting thickness using an ellipsometer, 
15) Clean sample using acetone, methanol, isopropanol, and blow dry using nitrogen 
gun, 
16) Pre-bake sample on a hotplate at 115 °C for 1 minute, 
17) Spin Shipley S1813 photoresist on sample at 4000 rpm for 30 seconds, 
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18) Soft-bake sample on a hotplate at 105 °C for 1 minute, 
19) Expose sample using the hard contact mode on the contact aligner (MA6 or 
MABA6, intensity ~12 mW/cm2) and pre-made optical mask with the via contact 
patterns for 7 seconds, 
20) Load sample in the image reversal oven (model YES 310) filled with anhydrous 
ammonia gas at 90 °C for 90 minutes, 
21) Subject the sample to flood-exposure using the Oriel system (model 8095) for 6 
minutes, rotate sample by 90 degrees and expose for another 6 minutes, 
22) Develop patterns in Microposit MF-319 developer:DI water (1:5) solution for 3 
minutes, 
23) Rinse sample in DI water for 3 minutes and blow dry using nitrogen gun, 
24) Hard-bake the resist on a hot plate at 120 °C for 3 minutes, 
25) Etch the Al2O3 in BOE:DI water (1:10) solution for 10 minutes to make sure all of 
the Al2O3 in the unprotected region is removed (etch rate ~1 nm/s, but seems to 
slow down after a while and thus the much longer etch time), 
26) Rinse sample in DI water for 3 minutes and blow dry, 
27) Confirm that the oxide on the pads has been removed using the probe station by 
quickly measuring the resistance of two probes placed on one pad, 
28) Load sample into the electron beam evaporation system (CHA evaporator) and let 
it pump down to base pressure of 8 x 10-7 Torr or lower, 
29) Deposit 5 nm of Cr and 80 nm Au for the via layer metal, 
30) Unload sample and soak in acetone for at least 2 hours for metal lift-off, 
31) Rinse in acetone, methanol, IPA, and blow dry using nitrogen gun. 
 
