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Summary 
This thesis focuses on modelling-based design, operation and control of solid oxide 
fuel cell (SOFC) and gas turbine (GT) hybrid systems. Fuel cells are a promising 
approach to high-efficiency power generation, as they directly convert chemical energy 
to electric work. High-temperature fuel cells such as the SOFC can be integrated in 
gas turbine processes, which further increases the electrical efficiency to values up to 
70%. However, there are a number of obstacles for safe operation of such a system, 
such as fuel cell damage through thermal loads or undesired chemical reactions, or gas 
turbine problems related to high thermal capacity and volume of the pressurised 
components. Development of suitable plant design as well as operation and control 
strategies is hence a key task for realisation of the mentioned systems. 
The first part of the thesis describes the utilised models. All component models that 
have been developed and applied for the work are mathematically defined based on a 
fixed pattern. The thermodynamically most relevant components are tubular SOFC, 
indirect internal reformer and heat exchangers, and spatially discretised models are 
used for these. For the turbomachinery, map-based steady-state behaviour is modelled. 
Gas residence times and pressure drops are accounted for in all components they are 
relevant.  
Based on the component models, three different hybrid cycles are examined. In the 
first cycle, the SOFC replaces the combustion chamber of a recuperated single-shaft 
turbine. The SOFC is pressurised and the cycle is called “directly integrated SOFC 
cycle” (DIC). Further cycle options are a DIC with a two-shaft gas turbine (DIC-2T) 
and an indirectly integrated SOFC cycle (IIC). In the latter, the compressed gas is 
heated recuperatively with the exhaust gas and the SOFC is operated at ambient 
pressure by connecting its air inlet to the turbine exhaust. All cycles incorporate the 
SOFC system design proposed by Siemens-Westinghouse, including indirect internal 
reforming, a tubular SOFC bundle and anode recirculation by an ejector. The first 
cycle (DIC) is regarded as standard cycle.  
Objectives for highly efficient, safe system design are formulated and design 
parameters are associated. A design calculation determines the design parameters for 
the standard cycle, based on a nominal power output of 220 kW. The design LHV-
based electric efficiency is app. 63%. Related to the design point, steady-state part-load 
ability of the system is analysed and displayed in two-dimensional performance maps 
where each axis represents one degree of freedom. Degrees of freedom considered are 
fuel and air flow; fuel utilisation is assumed constant. A result is that a strategy with 
constant mean fuel cell temperature is most advantageous in terms of safe and gentle 
operation. Further advantages of this strategy are the ability for low part-load and high 
efficiency at part-load operation.  
A control strategy is derived for dynamical implementation of the found part-load 
strategy. The system power output is primarily controlled by the SOFC power. The 
iv Summary 
fuel utilisation is kept within certain bounds and the fuel flow is manipulated to 
control it to its design value. The fuel cell temperature is controlled by the air flow, 
which again is controlled by manipulating the GT shaft speed through the generator 
power. To determine the required air flow, a mixed feedforward and feedback strategy 
is used, where the feedforward part calculates a prediction based on the net power 
output and the feedback part provides correction based on the measurement of the 
SOFC fuel outlet temperature. Additional constraints to the control system are the 
supervision of the shaft speed and the valid operation regime of the anode 
recirculation ejector.   
The proposed control strategy provides robust control. The mean SOFC temperature, 
however, shows large transient deviation upon large load steps. The time to reach the 
setpoint power for large load steps is up to 70 s, while small load steps are followed in 
typically 1-2 s. A conclusion is that the system is suitable for load following operation 
as long as small load steps occur, as for example in distributed power generation for 
residential applications.  
Shutdown and startup strategies are introduced where the gas turbine provides air for 
cooling/heating throughout the procedures. Additional equipment and piping such as 
an auxiliary burner, a turbine exhaust throttle, a bypass around the recuperative heat 
exchanger as well as nitrogen and hydrogen supply and mixing units are required. 
Therewith, smooth cooling/heating of the cell can be accomplished without external 
electric power, but with a considerable amount of fuel and flushing nitrogen required.  
A further analysis investigates fuel flexibility of a system designed for methane: 
Hydrogen can be utilised without larger system modifications; only the control system 
characteristics must be adapted. Because no endothermic steam reforming takes place, 
the power output is, however, reduced to 70% of the original value, and efficiency is 
reduced to 55%. Applying the additional equipment required for shutdown/startup, 
the power can be increased to 94% of the original value, although at a further 
efficiency decrease. In order to use ethanol as fuel in the ejector-driven anode, a 
recuperative vaporiser must be applied in the fuel channel. Supposed that reliable 
reforming catalysts for ethanol can be provided, 88% of the original power output can 
be achieved at a high efficiency of 62%.  
The investigation of the other cycle options reveals that a two turbine cycle where the 
power turbine is rotating at constant speed, mostly differs in terms of controllability. 
For controlling the air flow, another handle such as variable inlet guide vanes or air 
bypass around the SOFC system is required. The indirectly integrated SOFC cycle 
(IIC) has a significantly lower efficiency of only 56%, assuming the SOFC at the same 
temperature level than in the DIC.  
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1 Introduction 
This chapter approaches the topic by giving a short overview over the current 
situation and challenges of energy economy, followed by a discussion of tasks and 
trends to cope with these challenges. The role and chances of fuel cells are highlighted. 
After illumination of the project background, the project is described and structure 
and guidelines of the report are explained. 
1.1 Current Situation and Challenges 
The world’s primary energy 1  consumption has been increasing steadily since the 
beginning of the industrial revolution around 1850 (see Figure 1-1). Most of today’s 
energy supply is based on fossil resources. Oil has been the most important source of 
energy since the 1960s. At present, natural gas is the energy source with strongest 
growth in use, and it may possibly continue this trend and gradually displace the oil in 
the current and next decade.  
 
Figure 1-1: World primary energy use [Hydropole 2005] 
Fossil energy sources are finite. First of all this means that they will be depleted one 
day. An even more urgent restriction is, however, that the production effort increases 
with ever continuing exploitation of a source, because the biggest reservoirs are 
obviously found and exploited at first. Keeping up or even raising the total production 
                                                     
1 Primary energy refers to energy carriers in the shape of their natural appearance; e.g. coal, 
crude oil, wind 
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rates until the last “spill” is impossible [Campbell 2002]. The result is the so-called 
Hubbert curve2, which expresses that the production rate of a fossil fuel source is 
increasing until it reaches a maximum and then decreasing again. Measures that will be 
taken to stabilise or further increase the production after the peak will only work 
temporarily and eventually lead to an even steeper decline. This behaviour can be 
observed for many oil producing countries, as for example the United States, which 
have reached the production maximum already in the early 1970s [Energiekrise 2005]. 
Today, many experts and also government representatives are convinced that the 
global peak in oil production is imminent and will appear during the next five to 
fifteen years [ASPO 2005]. Already today, the steadily increasing oil price levels 
indicate that production cannot fully satisfy the world’s oil thirst.  
 
Figure 1-2: CO2 concentration and global average temperature since 1880 [WHRC 2005] 
Yet another problem bound to the use of fossil fuels is the greenhouse effect. Even 
though not properly provable, most scientists approve that anthropogenic emissions 
contribute to global warming, and there is high chronological correlation between 
CO2 concentration and global average temperature (Figure 1-2). An argument of the 
opponents of greenhouse theory is that anthropogenic greenhouse gas emissions only 
make a few percent of the natural emissions. However, this can be enough to displace 
                                                     
2 Named after the Dr. M. King Hubbert, Geophysicist [Deffeyes 2005] 
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the earth’s energy equilibrium. The importance of the magnitude of one percent may 
become apparent when considering that on a Kelvin temperature scale, one percent 
temperature increase would already yield app. 3 °C. The direct effect of a higher 
temperature may be a higher frequency of natural disasters such as floods and storms. 
Such disasters are already increasing: the reinsurance company Munich Re has recently 
calculated that following the current trend, the caused damage will exceed the world 
gross product by 2060 [FÖS 2003]. 
Concluding, the challenge the energy sector faces today is to move towards more 
sustainability and security of supply to avoid the worst scenarios. There are many 
walkable ways towards this goal. Hence there is not yet a reason to despair, but to hit 
the road! 
1.2 Tasks and Trends of the Energy Sector 
The means to approximate the goal of a sustainable and secure energy economy may 
be classified into three groups:  
1. Decrease consumer energy demand 
2. Increase efficiency of energy conversion  
3. Transition to primary energy sources with less carbon content and 
higher/infinite availability 
The first group is generally called “energy saving” and is rather socio-political. The 
main task is to create a consumer’s conscience for rational use of useful energy3. This 
does not necessarily involve a decrease in standard of living, as the possibilities to save 
energy without even noticing are manifold: Turning off the light and turning down the 
heating while being away from home is only one example. According to the European 
Commission's data, total energy end-use consumption in the European Union could 
be reduced by around 20% without reducing comfort or standards of living [Rothe 
2005], and the European Parliament has recently decided a directive for the reduction 
of consumer energy demand by 11.5% between 2006 and 2015 [EP 2005]. Energy-
saving behaviour can be and is being effectuated mainly by educational campaigns. 
Most governments successfully implement this instrument. However, industry is 
partially counteracting by promoting for example sports utility vehicles, which 
consume more fuel than reasonable cars without any measurable benefit for the 
typical user. 
The second group attacks at a higher step in the energy supply chain which is only 
partially the end user’s responsibility, namely the methods of conversion from primary 
to useful energy. There are several ways for energy conversion; for example electricity 
from oil can be produced in a gas turbine plant with app. 30% efficiency, or in a 
combined cycle plant with up to 60%. Furthermore, cogeneration of heat and power 
                                                     
3 Useful energy is energy that reaches the consumer; e.g. thermal heat, mechanical work. 
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concepts improve the energy efficiency as they allow for utilisation of the waste heat 
which is inevitable in thermal power cycles. This is especially facilitated by distributed 
generation plants situated close to heat and power consumers. An example for 
conversion from secondary4 to useful energy is electric heating by either a standard 
electric oven or a heat pump which provides the same heat at app. 50% less power 
consumption.  
The latter conversion step is usually the end user’s responsibility and can be 
influenced through governmental stimulation programmes, as for example grants on 
the purchase of innovative technology. Conversion from primary to secondary energy 
is usually performed in industrial scale and can be influenced through economic 
measures such as regulation of primary energy prices or the newly introduced 
emission trading system. 
The third group is finally the shift of the primary energy carriers. Since the industrial 
revolution, “decarbonisation” of primary energy has been advancing by the gradual 
shift from coal to oil and now from oil to gas. Following this trend, future energy 
carriers would thus involve even less or no fossil carbon at all, which at the same time 
is mitigating greenhouse gas emissions. Carbon-free primary energy sources at our 
disposal are renewable5 and nuclear energy. Even though the latter is CO2-free, its 
sustainability is strongly questionable due to nuclear waste and the risk connected to it. 
For the transition phase, a further possibility can be to make conventional fuels CO2-
neutral by capturing and storing the CO2. Secondary CO2-neutral energy carriers are 
based on electricity, hydrogen and biofuels.  
The task to move towards a CO2-neutral energy economy is a long-term and 
expensive process, but also the only possible path which leads all the way to the final 
goal of a sustainable and secure energy economy. Hence, it is necessary today to 
develop and demonstrate the technology and construct the political and socio-
economical road maps towards this goal. At the same time, the previously mentioned 
methods are required to decrease the total amount of primary energy in need of 
replacement and therewith the costs.  
1.3 Role of Fuel Cells and Fuel Cell Hybrids 
Fuel cells are electrochemical energy converters and do not underlie the Carnot 
efficiency law in practice6. They offer high electric efficiency (a typical value is 50%, 
based on LHV) as well as low noise and emission levels and are arbitrarily scaleable. 
Disadvantages are the high system costs, low fuel flexibility (premium fuel is hydrogen) 
and sensitivity to impurities. Power generation sectors where an impact of the 
                                                     
4 Secondary energy is primary energy processed for its final use; e.g. electricity, fuel, heating oil. 
5 Biomass is not literally carbon-free, but representing a closed carbon loop from growth to use 
6 In theory, fuel cells do underlie the Carnot law; however, the upper process temperature is 
“virtual” and does not occur anywhere in the process [Halseid 2004]. 
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different types of fuel cells is expected, are portable (electronic devices, small power 
supplies), mobile (transportation) and stationary (power generation). In the portable 
sector, fuel cells compete with batteries, and their main benefit is quick refuelling and 
the potential of achieving high energy density. For mobile applications, they compete 
with internal combustion engines. The main benefits of fuel cells here are increased 
efficiency, especially in part-load operation which is predominant in vehicle 
propulsion, as well as reduction of emissions and noise. In stationary power 
production, fuel cells have the advantage that they are scaleable and achieve high 
efficiencies and low emissions even at very small scale. If high temperature fuel cells 
are applied, carbon containing fuel may be utilised directly or in combination with 
reformers. Application possibilities of these fuel cells range from heat and power 
supply for private houses to medium-scale power generation. From a scale of app. 100 
kW, they further facilitate the combination with a bottoming thermal power cycle in a 
so-called hybrid cycle. With up to 70% based on LHV, this method promises higher 
electric efficiencies than any other electricity generation process at present.  
Fuel cells are therewith a promising innovation for achieving an improvement in 
energy conversion efficiency and flexibility as well as to prepare the transition to 
carbon-free energy carriers.  
1.4 Project Background 
Since the beginning of oil production, Norway is focussing on energy related research 
and especially environmental technologies. A bibliographic analysis of Norwegian 
hydrogen and fuel cell related research activities was performed by Godø et al. [2003]. 
It revealed that the solid oxide fuel cell (SOFC) is an especially strongly represented 
topic in Norwegian research since the early 1990s.  
The current PhD project was integrated into a joint demonstration project of the 
industrial actors Statkraft, Shell Technology Norway and Aker Kværner, called the 
Kollsnes project. The feasibility of a Multi-MW, CO2-free, SOFC-based demonstration 
plant at the Kollsnes gas terminal (close to Bergen) should be studied. The plant 
should use natural gas from the Troll field as a primary energy source [Godø 2003]. 
Furthermore, a membrane based burner for CO2 separation and a hybrid cycle should 
be included in the cycle. The fuel cell system should be provided by Siemens-
Westinghouse, who at that time had successfully proven the long term operation of a 
tubular stack [Bellona 2002]. NTNU should provide research and developmental 
support for the project. 
In 2002, different burner concepts were investigated and technical problems were 
discovered. Furthermore, the additional costs of CO2 capture to the already expensive 
SOFC technology were high, and the highly efficient and natural gas powered plant 
had comparatively low relative CO2 emissions already without capture. Gradually, the 
focus was changed from a zero-emission to a low-emission concept where only 80 to 
90% of the CO2 is captured. When Siemens-Westinghouse turned out to have 
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problems with their stack development, it was decided to interrupt the ambitious 
project until these more fundamental problems were solved. A reconsideration of the 
project is planned for 2006 [Bakke 2004]. The granted PhD scholarships at NTNU 
were, however, not affected by this project interruption. 
1.5 Project Description 
1.5.1 Rationale 
The project is targeted at the investigation of a SOFC/GT hybrid cycle, a power plant 
cycle promising very high electric efficiency. Even though first demonstration plants 
haven proven the general feasibility of such systems, many challenges connected with 
load change and part-load operation persist. Before such a system can take up normal 
operation, critical phenomena that can appear such as carbon deposition in the fuel 
cell or compressor surge must be prevented effectively by a suitable operation and 
control strategy. The current work shall help to analyse and understand the nature of 
hybrid systems, improve knowledge on critical incidents and their appearance and give 
recommendations on optimum process parameters and control design. 
1.5.2 Objectives 
• Develop a computational model for the simulation of the mentioned system able 
to predict load characteristics as well as transient behaviour. 
• Gain knowledge on part-load performance, load-varying characteristics and 
startup methods of the mentioned system. 
• Optimisation of the mentioned system. 
• Gain knowledge on controllability and optimum control designs in order to 
achieve safe operation. 
1.5.3 Practical Relevance 
Implications for the Norwegian industry involve: 
• Use of the SOFC/GT technology for power and heat production on gas and oil 
platforms. 
• Use of SOFC/GT technology in ship propulsion and/or electricity supply (for 
example in cruise ships). 
• Use of SOFC/GT technology in remote areas where grid maintenance and 
future upgrading becomes expensive and less feasible in a deregulated market. 
• Demonstration plants near or at large gas terminals (Kollsnes, Kårstø, 
Tjeldbergodden), may be attractive to international companies due to existing 
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infrastructure and in general public awareness and interest for new energy 
technologies. 
1.6 Thesis Structure and Guidelines 
The contents of the thesis are organised in 9 chapters. The subsequent chapters have 
the following content and purpose: 
• Chapter 2 briefly introduces the components of SOFC/GT hybrid systems. 
Focus is on working principles, design options and operational characteristics 
and issues connected to the specific components.  
• Chapter 3 presents an overview of SOFC and hybrid cycle modelling in open 
literature. Firstly, requirements on process modelling in general are formulated. 
Next, purposes for modelling of SOFC hybrids and their requirements to the 
models are discussed. Then, the main approaches to SOFC modelling found are 
presented and discussed. Important issues therein are geometry, spatial 
distribution, reaction kinetics and electric resistance, heat conduction as well as 
simulation environments and solving methods. Moreover, hybrid cycle models 
are presented with regard to cycle layout and modelling approaches and currently 
active groups in hybrid cycle modelling are highlighted.  
• Chapter 4 introduces the component models which serve as a “toolbox” for the 
modelling of SOFC/GT hybrid cycles. First, the common environment and 
premises for the whole toolbox are introduced. A structure for mathematical 
model description is introduced for clarity and quick comprehension. 
Subsequently, all models are explained sequentially in order of decreasing 
complexity. The chapter shall describe the models in a way to allow reproduction 
by experienced modellers. However, due to the complexity of the work, only the 
mathematical elements of the models are described, but no detailed comments 
on implementation are provided. 
• Chapter 5 describes models for different hybrid cycle configurations to be 
investigated. The hybrid cycle models make use of the model toolbox from 
Chapter 4 and further provide performance and parameters for the system. 
Basics for operation are discussed. Requirements for system design are derived 
with respect to performance and safety. Interactions between design objectives 
and parameters are detected, and a set of objectives for the directly integrated 
cycle is developed. 
• Chapter 6 is dedicated to design, operation and control of the directly integrated 
SOFC cycle, which is regarded as the standard hybrid cycle. The subchapters 
comprise: 
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o Chapter 6.1 presents the design case as defined through the chosen set of 
design parameters and objectives in Chapter 5 together with the key system 
parameters.  
o Off-design behaviour, i.e. the system at part-load, is investigated in Chapter 
6.2. Strategies for part-load operation are discussed and a suitable strategy is 
chosen. Operation boundaries with respect to safety are given, and part-
load performance within the valid boundaries is visualised. A suitable 
steady-state operation line is chosen.  
o Chapter 6.3 derives a control strategy that is required to implement the 
steady-state operation line to a dynamic system. The control strategy hence 
determines the way the system proceeds from one operation point to 
another. Requirements for a suitable control strategy are defined. Based on 
a system analysis, a control layout is proposed and the response to various 
transient processes is investigated. 
o Chapter 6.4 highlights the issues that can occur during shutdown and 
startup. Extra equipment required to address these issues is introduced. 
Sequences for shutdown and startup are proposed and the system response 
to the execution of these is highlighted. 
o Chapter 6.5 is dedicated to the fuel flexibility of a methane-designed DIC 
system. It discusses necessary modifications depicts the changed design 
objectives, part-load behaviour and control response when hydrogen or 
ethanol is used as fuel. 
• Chapter 7 discusses two alternatives to the standard directly integrated SOFC 
cycle, namely the latter with two-shaft gas turbine and a cycle with indirect 
integration of the SOFC. Adaptations in system design for achieving comparable 
operation conditions are discussed. Steady-state part-load performance is 
investigated and compared to the standard cycle, and the differences in 
controllability are discussed.  
• Chapter 8 summarises the conclusions and gives recommendations for further 
work. 
The chapters are mainly based on their preceding ones. Consistency of the model 
parameters is emphasised; all component model parameters mentioned in later 
chapters are defined in Chapter 4, while the hybrid system parameters can be found in 
Chapter 5. Chapters 7 applies the design, part-load and control strategies derived in 
Chapter 6, and the two chapters follow up on the system safety issues introduced in 
Chapter 5.  
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1.7 Papers Published During Thesis Work 
1.7.1 Journal Papers 
The following journal papers originate from the thesis work and can be found in the 
appendix:  
Paper I 
Stiller, C., Thorud, B., Seljebø, S., Mathisen, Ø., Karoliussen, H., Bolland, O., 
“Finite-volume modeling and hybrid-cycle performance of planar and tubular solid oxide fuel cells”, 
Journal of Power Sources 141 (2005) 227–240. 
The paper describes two 2D steady-state models for SOFC with planar and tubular 
geometries fuelled by methane. The fuel cell models have been written in FORTRAN 
and implemented into PRO/II for hybrid system simulation. The influences of 
pressure ratio, air inlet temperature, air flow rate and anode gas recycling are 
investigated in a parameter study. For both designs air flow rate and pressure ratio are 
the most important parameters considering the system performance, but for the 
tubular system these parameters have less impact than for the planar design. Based on 
the parameter study, a near-optimum case is defined specifically for both systems and 
the conditions in the fuel cells are investigated. The cycle balance is different in both 
systems, as the tubular fuel cell requires a lower air inlet temperature. Both fuel cell 
systems achieve above 65% electric efficiency. 
The author contributed to this paper by co-advising the modelling and simulation 
process, interpreting the results and writing. 
Paper II 
Stiller, C., Thorud, B., Bolland, O., “Safe dynamic operation of a simple SOFC/GT hybrid 
system”, ASME Turbo Expo 2005, Reno-Tahoe, USA, 6-9 June 2005, Paper 2005-
GT-68481. Accepted for publication in ASME Journal of Engineering for Gas 
Turbines and Power, anticipated April 2006. 
This paper shall prove the feasibility and show methods to safely operate a simple 
SOFC/GT hybrid system under part-load and load change. Dynamic and steady-state 
studies on a detailed model of a SOFC/GT hybrid system have been performed7. A 
design point is selected. Steady-state part-load behaviour is shown by means of 
performance maps. An operation line with fairly constant temperatures in the upper 
part-load regime and an almost constant efficiency down to app. 25% part-load is 
proposed and the dynamic behaviour of the system on rapid load changes is 
investigated. Strategies for the dynamic controlling of power by manipulating fuel flow 
are shown that might enable the system to adapt to a new setpoint power quite quickly. 
                                                     
7 Paper II is based on a predecessor of the model presented in this thesis (e.g. different gas 
turbine characteristics, constant mixing ratio ejector). 
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The author elaborated the conception of the paper, performed the simulation work 
and result interpretation, wrote and presented the paper. 
Paper III 
Stiller, C., Thorud, B., Bolland, O., Kandepu, R., Imsland, L., “Control strategy for a 
solid oxide fuel cell and gas turbine hybrid system”, Journal of Power Sources, in press 
(available online). 
Paper III presents a multi-loop control strategy for a SOFC/GT hybrid system. A 
detailed dynamic model of the system is presented and its part-load performance is 
studied8. The control objectives are discussed, with the main issue being a fairly 
constant fuel cell temperature under all conditions. Based on the system configuration 
and part-load performance, input and output variables of the control system are 
detected. Control cycles are introduced and their design is discussed. The responses of 
the resulting system on load changes, external disturbances as well as malfunction and 
degradation incidents are investigated. The system is stable under all incidents. An 
error in fuel flow measurement or assumed fuel quality provokes a steady-state fuel 
cell temperature offset. For a degraded system, it may be advisable to readjust the 
control system to the new characteristics. The author elaborated the conception of the 
paper, performed the simulation work and result interpretation and wrote the paper. 
Paper IV 
Nakajo, A., Stiller, C., Härkegård, G., Bolland, O., “Modeling of thermal stresses and 
probability of survival of tubular solid oxide fuel cells”, Journal of Power Sources, in press 
(available online). 
In Paper IV, the temperature profile generated by a thermo-electro-chemical model 
was used to calculate the thermal stress distribution in a tubular SOFC. The solid heat 
balances were calculated separately for each layer of the MEA (membrane electrode 
assembly) in order to detect the radial thermal gradients more precisely. It appeared 
that the electrolyte undergoes high tensile stresses at the ends of the cell in limited 
areas and that the anode is submitted to moderate tensile stresses. A simplified version 
of the widely used Weibull analysis was used to calculate the global probability of 
survival for the assessment of the risks related to both operating points and load 
changes. The cell at room temperature was considered and revealed as critical. As a 
general trend, the computed probabilities of survival were too low for the typical 
requirements for a commercial product. A sensitivity analysis showed a strong 
influence of the thermal expansion mismatch between the layers of the MEA on the 
probability of survival. The lack of knowledge on mechanical material properties as 
well as uncertainties about the phenomena occurring in the cell revealed itself as a 
limiting parameter for the simulation of thermal stresses. 
                                                     
8 The model Paper III is based on is principally equal to the model in this thesis; however, the 
thesis contains design adaptations and a refined control strategy.  
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The author originated and supervised the diploma thesis performed by Arata Nakajo. 
Furthermore, the author was involved in the result interpretation and compilation as 
well as in writing the paper.  
1.7.2 Conference Papers 
Besides the journal papers, the author has contributed to the following papers:  
• Stiller, C., Mathisen, Ø., Seljebø, S., Bolland, O., Karoliussen, H., Thorud, 
B., ”Simulation-based comparison of combined SOFC/GT cycles with flat-plate and tubular 
fuel cell models”, Fuel Cell Seminar, Miami, 2003. 
The paper represents an extended abstract of the steady-state analyses carried out in 
Paper I. The author has written and presented it. 
• Thorud, B., Stiller, C., Weydahl, T., Bolland, O., Karoliussen, H., “Part-load and 
load-change simulation of tubular SOFC systems”, 6th European Solid Oxide Fuel Cell 
Forum, Lucerne, Switzerland, 2004  
This paper is the first publication of the dynamic SOFC model, but at an early stage 
where yet no gas turbine is included. The main achievements of the paper are the 
presentation of novel steady-state performance maps based on the system inputs and 
the presentation of dynamic results for load changes with the SOFC model. The 
author contributed with the idea of the performance map display and further with 
performing simulations and compiling results. 
• Kemm, M., Stiller, C., Selimovic, A., Thorud, B., Torisson, T., Bolland, 
O., ”Transient behaviour of tubular and planar SOFC systems”, Ninth International 
Symposium on Solid Oxide Fuel Cells (SOFC-IX), Quebec City, Canada, 2005. 
The paper detects particularities of tubular and planar cell geometries at transient 
operation. This has been achieved by investigating the thermal and electrochemical 
performance of a planar and a tubular cell at different operation modes, i.e. load 
change, startup, and shutdown. The comparison of relaxation times and transient 
temperature gradients within the cell as well as the transients of the power density are 
presented and discussed. Relaxation times for different processes are shorter for the 
planar geometry, caused by its compactness. However, due to its longer spatial 
extension the tubular geometry is more advantageous concerning the level of 
temperature gradients within the cell. Shutdown and startup relaxation time is similar 
for both geometries. The author performed the simulations for the tubular SOFC, 
evaluated and compiled the results in equal collaboration with the main author and 
furthermore assisted in writing. 
• Kandepu, R., Imsland, L., Foss, B.A., Stiller, C., Thorud, B., Bolland, 
O., ”Control-relevant modelling of a SOFC/GT hybrid system”, 18th International 
Conference on Efficiency, Cost, Optimization, Simulation and Environmental 
Impact of Energy Systems, ECOS, Trondheim, Norway, 2005. 
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In this paper, a dynamic, lumped SOFC model is described, as a step towards 
developing control-relevant models for a SOFC integrated in a gas turbine process. 
Several such lumped models can be aggregated to approximate the distributed nature 
of important variables of the SOFC. The model is evaluated against a distributed 
dynamic tubular SOFC model. The simulation results confirm that the simple model 
is able to capture the important dynamics of the SOFC. It is concluded that the simple 
model can be used for control and operability studies of the hybrid system. 
The author contributed to this paper with supplying a spatially distributed model to 
compare with the lumped model as well as advising the main authors.  
• Kandepu, R., Imsland, L., Stiller, C., Foss, B.A., Kariwala, V., ”Control-relevant 
modeling and simulation of a SOFC-GT hybrid system”, Scandinavian Conference on 
Simulation and Modeling, SIMS, Trondheim, Norway, 2005. 
In this paper, control-relevant models of the most important components in a SOFC-
GT hybrid system are described. Dynamic simulations are performed on the over all 
hybrid system. The model is used to develop a simple control structure, but the 
evaluation shows that more advanced control is needed. 
The author contributed to this paper through discussions with the main authors.  
1.8 Collaboration and Author’s Contribution 
A great part of the PhD project was accomplished in collaboration with another PhD 
student, Bjørn Thorud, who defended his thesis 12 October 2005 [Thorud 2005]. 
Thorud started to develop a SOFC model app. one year before the author took up his 
project. When the author had approached the topic, both PhD students were closely 
collaborating in improving and extending the models. Several papers were produced 
to publish results with the respective current status of the model. For the dissertations, 
it was agreed that Thorud should focus on model development, sensitivity analyses 
and investigation of the dynamic behaviour of the uncontrolled model. The author 
extended the model by the off-design ejector model and the dynamic indirect internal 
reformer (see Chapter 4.8 for the author’s contribution to modelling), which beside 
unlike design points are the main difference between the models in the thesis reports. 
He furthermore developed and evaluated a control strategy without the influence of 
Thorud. Further main contributions of the author are the performance visualisation 
maps and the evaluation of shutdown and startup procedures, fuel flexibility and cycle 
options.  
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2 Technological Background 
The following chapter briefly introduces the components of SOFC/GT hybrid 
systems. Focus is on working principles, design options and operational characteristics 
and issues connected to the specific components. The modelling of the latter will be 
described in Chapter 4. 
2.1 Solid Oxide Fuel Cell 
The solid oxide fuel cell is the core technology of the investigated system. In the 
following, its basic working principle is briefly introduced. Furthermore, materials and 
manufacturing techniques will be described and an overview over current cell and 
stack design options is provided. For further information it is referred to text books 
on fuel cells [Larminie 2000; Singhal 2003a] 
2.1.1 Fundamentals 
The fuel cell effect has first been described by the Christian Friedrich Schönbein in 
1839. Some years later, Sir William Grove built the first practical fuel cell. The SOFC 
technology, however, dates from Walther Nernst, who around 1890 discovered that 
stabilised zirconia 9  is an isolator at room temperature, but turns into an ionic 
conductor between 600 and 1000 °C and an electronic and ionic conductor around 
1500 °C. The first solid oxide fuel cell based on zirconia was introduced by Baur and 
Preis in 1937 [Singhal 2003b]. Since then, research on SOFC has been steadily 
increasing until today. With zirconia remaining the key material, first units have left 
the lab for prototype and field testing. However, market readiness is still not achieved.  
The main characteristics of the solid oxide fuel cell are its solid-phase oxygen-ion 
conducting electrolyte and its high operation temperature. Due to the latter, it is less 
vulnerable for carbon and fuel impurities and suitable for combination with 
bottoming thermodynamic cycles.  
Incidents that must be avoided are exposure to sulphur which poisons the anode 
catalyst and the exposure of the anode towards oxygen which leads to a reoxidation of 
the catalyst. The latter must be in a reduced state for operation. A further risk is 
carbon deposition in the fuel channel.  
Electrochemistry 
Figure 2-1 shows the working principle of the SOFC. Not shown here is the so-called 
interconnect which electrically connects many cells in a serial circuit to increase the 
voltage and in planar configurations at the same time contains the flow field and 
separates the flow of adjacent cells.  
                                                     
9 Stabilised zirconia (ZrO2): zirconium oxide doped with calcia, magnesia, yttria, etc. 
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The reactions occur at the three phase boundary (TPB) where the gas meets electrode 
and electrolyte material. The reaction occurring at the cathode TPB is 
21
2 2 2
− −+ ⇒O e O  
while the following reactions may occur at the anode TPB: 
2
2 2
2
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− −
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The oxygen ions are conducted through the electrolyte, while the electrons are 
conducted through an external electric circle. 
The overall reactions are 
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Figure 2-1: Electrochemical principle of the SOFC 
In case of the hydrogen reaction (carbon monoxide analogous), the reversible voltage 
potential that may be supplied by the electrodes is given through the Nernst equation: 
2 2
2
1
2
0 ln
2
⎛ ⎞⋅⎜ ⎟= + ⎜ ⎟⎝ ⎠
H Orev
H O
p pRTE E
F p
 
with the partial pressures p in bar. E0 is the potential at standard pressure and is 
determined by 
Equation 2-1
Equation 2-2
Equation 2-3
Equation 2-4
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where 0Δ fg is the change in molar Gibbs free energy of formation at standard pressure 
and at the actual operation temperature for the overall reaction (Equation 2-3). 
The reversible potential Erev is the maximum voltage that the fuel cell may deliver 
theoretically at given flow conditions. Equation 2-4 also indicates that not all the 
hydrogen can be utilised electrochemically, as Erev approaches negative infinity for 
zero partial pressure of hydrogen. The fraction of utilised hydrogen divided by 
hydrogen supplied is called the fuel utilisation (FU). For methane fuel, it may be 
expressed as 
4 2
4 2
, , ,
, , ,
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with the inlet and outlet molar flows of the methane, carbon monoxide and hydrogen, 
assuming no higher hydrocarbons reach the cell. Note that one mole of methane is 
turned to four moles of hydrogen by complete reforming. 
The maximum theoretical electric efficiency of the fuel cell, based on the utilised fuel 
is hence 
,
2⋅= Δ
rev
el max
f
E F
h
η  
where Δ fh is the change in molar enthalpy of formation for the overall reaction 
(Equation 2-3). Two values for Δ fh  exist, depending upon whether the products will 
be in liquid or gaseous state. The former is called the “higher heating value” (HHV) 
and the latter the “lower heating value” (LHV). It is common to give efficiencies 
based on LHV.  
Losses  
If a current is flowing, the voltage supplied at the electrodes will be different from the 
reversible potential due to losses. The reversible potential is therefore also called 
“open circuit voltage” (OCV). The dependency of these losses on temperature, 
current density and species concentrations mainly determine the characteristics of a 
fuel cell. Three main mechanisms of voltage losses exist: 
• Activation or polarisation losses: At open circuit, no outer current is flowing. 
However, reactions are still taking place, but at equal rates in both directions. 
Just regarding the current which flows into one of the directions, we find the 
“exchange current density”. In order to achieve an outer current higher than this, 
an extra potential is required to achieve the desired reaction rate, called activation 
Equation 2-5
Equation 2-6
Equation 2-7
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voltage. The voltage drop is increasing fast at low reaction rates and is from a 
certain level almost constant. Activation is the dominant source of loss for low-
temperature fuel cells, while their influence is smaller for SOFCs. 
• Ohmic losses: Ohmic losses occur due to the resistance along the flow paths of 
electric and ionic current. At a given temperature and geometry, the voltage loss 
is proportional to the current. 
• Diffusion or concentration losses: Reactants must flow through the porous 
electrodes to the TPB, and products must flow into the other direction, driven 
by diffusion. This implies that the concentration of reactants at the TPB is lower 
and the concentration of products is higher than in the bulk phase. Using TPB 
instead of the bulk concentrations in Equation 2-4, the calculated potential will 
be lower and the difference is called diffusion or concentration losses. The 
voltage drop increases with increasing current against an asymptotic maximum 
current. At this point, the concentration of one of the reactants at the TPB is 
zero and no further current increase is possible. 
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Figure 2-2: Overview of voltage losses 
Figure 2-2 shows the qualitative dependency of the losses on the current. 
Reforming 
A great advantage of the SOFC is its possibility for internal reforming of hydrocarbon 
fuel. Sulphur-free natural gas (mainly a mixture of the alkanes methane, ethane and 
propane), which is technically available today, may be used as fuel. Due to the high 
temperature and the existence of nickel as a catalyst at the anode, the fuel cell reforms 
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the alkanes to hydrogen and carbon monoxide internally through the steam reforming 
reaction 
( )2 2 2 22 1+ + ⇔ + +n nC H nH O n H nCO . 
The equilibrium of this reaction is at the right hand side for elevated temperatures. As 
the reforming reaction is strongly endothermic, it severely decreases the temperature 
where it takes place in the fuel cell and therewith the local current density. To mitigate 
this effect but still provide internal cooling, pre-reformers are often designed to 
reform only a fraction of the fuel (usually 30% - 50%) before it enters the fuel cell.  
The carbon monoxide product is either directly oxidised or converted to hydrogen 
through the water gas shift reaction 
2 2 2+ ⇔ +CO H O CO H . 
The latter is a quick equilibrium reaction. In equilibrium, the both reactions from 
Equation 2-3 have the same change in Gibbs free energy and therewith the same 
reversible potential. As the reaction kinetics and diffusion are faster for hydrogen, it is 
fair to assume that the latter will dominate the electrochemical reaction.  
2.1.2 Materials and Production 
Materials and fabrication methods are the key issue of SOFC research. The following 
section introduces briefly the state of the art and the trends of SOFC materials and 
fabrication.  
The materials must fulfil different requirements: 
• Electric and mechanical performance: The ionic conductivity of the 
electrolyte and the electronic conductivity of the electrodes and the interconnect 
must be high enough to facilitate efficient operation. At the same time, the 
electrolyte must have a very low electronic conductivity in order to avoid internal 
short-circuiting. Furthermore, the electrolytes must possess high permeability for 
the reaction gases while the electrolyte and interconnect must be impermeable. 
• Chemical stability: All SOFC components must remain chemically stable 
across the desired lifetime. Critical phenomena are especially reoxidation of the 
anode and micro-structural changes in the TPB due to interdiffusion.  
• Mechanical stability: The high temperature operation in combination with 
dissimilar thermal expansion coefficients imposes high mechanical stresses on 
the materials. Due to the brittleness, micro-cracks and delamination are likely to 
appear where the stresses are highest. These incidents lower the electric 
performance of the fuel cell and must be minimised by choice of materials, 
production and operation methods. 
Equation 2-8
Equation 2-9
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• Inexpensive production and processing: In order to penetrate the market, it 
is important that the materials and processing methods are inexpensive and 
reproducible and may be scaled up from lab to industrial scales.  
Electrolyte 
Because of its high ionic conductivity, chemical stability and economic availability, the 
“standard” electrolyte material today is zirconia (ZrO2) doped with about 8-10 mole 
percent of yttria (Y2O3), yielding the so-called yttria stabilised zirconia (YSZ) [Singhal 
2003b]. Doping is required to stabilise the desired ionic conducting tetragonal lattice 
structure, which in pure zirconia is exhibited above 1170°C, for temperatures down to 
ambient level. Other dopants such as bismuth oxide, promise higher ion conductivity, 
but also problems like higher electron conductivity and costs [Ishihara 2003]. YSZ 
requires temperatures above 800-900°C for achieving suitable ion conductivity. 
Electronic conductivity increases with decreasing partial pressure of oxygen, although 
the values are sufficiently low for technically occurring oxygen partial pressures. YSZ 
is generally chemically stable, but above 1200°C it reacts with cathode material to 
form insulating layers at the boundary which decrease the electrical performance 
[Yokohawa 2003].  
Anode 
The anode’s main tasks are to conduct electrons, to permeate gases to the TPB and to 
provide the catalyst for fuel oxidisation and possibly hydrocarbon reforming. The 
most commonly used material is a cermet10 of nickel (Ni) and YSZ. Nickel is the 
catalyst for the reforming reaction and at the same time it facilitates electron 
conductivity, while YSZ is the support material which is introduced to adjust the 
thermal expansion coefficient to the electrolyte material. Furthermore, its ionic 
conductivity expands the electrochemical reaction zone. For suitable properties, at 
least 30 mole percent of nickel is required. In order to achieve the required porosity, 
anodes are today usually manufactured from nickel oxide (NiO) and YSZ. NiO is then 
“in situ” reduced to Ni. This decreases the volume and hence creates pores. The latter 
is called activation and this method was first described by Spacil [McEvoy 2003]. Nickel 
tends to recombine and therewith lower the surface and porosity. A challenge of the 
production method is therefore to achieve an even distribution of Ni particles. 
Cathode 
The cathode must mainly provide electrical conductivity, gas permeability, catalytic 
activity for oxygen reduction as well as chemical and mechanical compatibility with 
other SOFC components. Beside platinum which is expensive, perovskites 11  are 
applicable. Today’s standard material is lanthanum manganite (LaMnO3) doped with 
                                                     
10 Cermet: composite material composed of ceramic and metallic materials 
11 Perovskite: Group of crystals with the same structure of CaTiO3, following the pattern ABO3 
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strontium (LSM). The mole ratio of strontium (Sr) and lanthanum (La) decides the 
catalytic as well as the mechanical properties of the material. Cathodes are prevalently 
produced by powder processing. As the cathode performance strongly depends on 
surface area, porosity and microstructure, the processing method is very important. 
Except the above mentioned high temperature reactions with the electrolyte, LSM is 
chemically very stable, as long as no chromia forming metallic interconnects are being 
used [Yokokawa 2003]. 
Interconnect 
The interconnect must maintain its features of high electronic conductivity, low 
permeability (in planar design) and chemical stability in both oxidising and reducing 
atmosphere. For the usual operating range of 900-1000°C, these features can be 
provided by perovskite-type oxide ceramics based on rare earth chromites. For lower 
temperatures, metallic alloys are suitable. LaCrO3 doped with app. 10 mole percent 
strontium is the most common configuration today, as it merges high electronic 
conductivity with a thermal expansion coefficient close to the other components 
[Anderson 2003]. 
Seals 
Sealing of SOFCs is a very critical task, as the sealing material must be stable in 
oxidising and reducing atmospheres and be compatible with the SOFC materials. 
Today, gaskets made of cements, glasses and glass-ceramics are applied. Another type 
of sealing is to apply mechanical loads to compress the cell components to form a seal, 
even though at the risk of leakage by uneven surfaces and high mechanical stress 
[Kendall 2003]. While tubular cells are practically seal-less, sealing is still representing a 
main problem for planar cells. Seal-less designs are also being investigated [Momma 
2005]. 
Trends in Material Development 
The trend in material development is clearly heading towards lower temperature 
operation. The main task is to achieve an acceptable electric performance at a reduced 
temperature level of around 700-800°C. This can be achieved either by thinner YSZ 
electrolytes or new electrolyte materials with lower ionic resistivity. Benefits are the 
reduced cell degradation due to high-temperature effects, the possibly application of 
metallic interconnects (hence better heat conduction and reduced thermal stress 
problems) and the higher efficiency due to higher reversible potential as well as the 
prospect of lower material and production costs.  
Cell Fabrication 
The suitable cell fabrication method is strongly depending on the cell design. 
Generally, fabrication methods are based on the particulate approach or the 
deposition approach for the electrolyte. The particulate approach comprises 
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compaction of ceramic powder into cell components and densification at high 
temperatures. Examples of the particulate approach are tape casting and tape 
calendering. The deposition approach on the other hand comprises formation of the 
cell components on a support by a chemical or physical process, such as chemical 
vapour deposition, plasma spraying or spray pyrolysis [Kendall 2003]. 
All these processes are applied for planar SOFCs. The tubular SOFC of Siemens-
Westinghouse is manufactured by extrusion of the cathode tube and electrochemical 
vapour deposition of electrolyte and anode [Singhal 2000].  
2.1.3 Cell and Stack Design 
In SOFC design, many degrees of freedom exist in the three levels of the membrane-
electrode assembly (MEA), the single cell design and the stacking. The following 
section briefly describes and discusses the most common designs. 
Membrane Electrolyte Assembly (MEA) 
In general, thin layers are required in the MEA in order to reduce the losses through 
ionic and electric conduction and gas diffusion. Thicknesses in the magnitude of 
10 µm are common. In order to achieve a mechanically stable assembly, however, a 
thicker support is required. In a self-supporting configuration, one of the layers 
(anode, electrolyte or cathode) acts as the structural support, while in an external 
supporting configuration, the thin cell layers are supported by the interconnect or a 
porous substrate. An electrolyte supported configuration (electrolyte thickness 
>100 µm) requires higher operation temperatures in order to reduce ohmic losses in 
the electrolyte. On the other hand, if an electrode acts as support, the temperature 
may be lower, but the electrode mass transport will be slower, leading to higher 
diffusion losses. Interconnect and porous substrate supports allow for thin cell 
components, but impose limitations to the flow field design respectively add 
complexity to the configuration due to addition of new materials [Kendall 2003]. 
Cell Geometry 
Many different cell configurations have been studied for the time being. The most 
important requirements to a cell design are [Kendall 2003]: 
• Electrical performance: The ohmic losses should be low. Short current paths 
as well as sufficient contact areas are means to provide this. 
• Electrochemical performance: High reversible voltage and low activation 
losses can be achieved through good separation of the gas flows, avoidance of 
electrical shortcuts and a uniform gas distribution across the cell. 
• Thermal management: Sufficient cooling and uniform temperature 
distribution across cell and stack are required. The design must allow for efficient 
cooling and appropriate gas flow configuration and withstand the expected 
thermal stresses. 
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• Mechanical strength and compactness: The design should be strong enough 
to be easily assembled and handled. Furthermore, it should be compact and 
stackable to allow for a high power density.  
Generally, cell designs can be divided into two groups: planar and tubular. Typically, 
planar cells have a higher volumetric power density and better electrical performance, 
while tubular cells have fewer problems with sealing and temperature gradients.  
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Figure 2-3: Typical flow configurations of planar SOFC 
The largest planar cells that can be produced today have a size of e.g. 18 x 40 cm 
[Christiansen 2004]. Air and fuel flow are directed through gas channels in the 
interconnect. The flow field configuration greatly determines the temperature and 
reaction rate distribution within the cell. General possibilities are cross-flow, counter-
flow and co-flow. In a rectangular cross-flow configuration, fuel and air inlets and 
outlets are separated from each other, which allows for a simple manifold system. 
Therefore it is easy to apply cross-flow in technical systems. Experimental cells are 
often circular with centre gas inlets and radial co-flow, and also Sulzer Hexis makes 
use of this configuration. However, counter-flow gives the flattest profiles for 
temperature and current [Rechenauer 1993]. Mixtures between the flow patterns are 
for example Z-flow, serpentine flow for rectangular and spiral-flow for circular 
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configurations. Figure 2-3 shows the most common flow configurations. Modern 
designs feature manifolding integrated into the cell plates. Planar cells offer principally 
a high volumetric power density and good electric performance through short current 
paths. Severe problems are, however, sealing of the cells (see Chapter 2.1.2) and 
mechanical loads due to high thermal gradients.  
Tubular cells on the other hand offer separation of the gas channels without sealing in 
the cell itself. A well-known configuration is originating from Siemens-Westinghouse. 
This design is a cathode-supported, 1.5 m long and 22 mm diameter tube which is 
closed at one end. Air enters an inner (injector or air delivery) tube and is being 
preheated while flowing towards the closed end of the outer tube. There, it turns and 
flows along the cathode. Fuel is co-currently fed from the outside of the tube. The 
interconnect is applied at a small segment of the tube, but across its whole length. 
Figure 2-4 shows a section of the tube.  
 
Figure 2-4: The tubular cell [S-W 2005] 
The main drawbacks of the tubular cell are the low volumetric power density and the 
weak electric performance, caused by the long circumferential current paths in the 
electrodes. In order to increase volumetric power density, Siemens-Westinghouse has 
recently been focusing on another geometry, which is called the “flattened tubular 
cell”, see Figure 2-5. It comprises several flow channels in one cell and allows for 
shorter current paths and higher stacking density.  
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Figure 2-5: The flattened tubular cell [S-W 2005] 
Microtubular cells are another approach using shorter tubes with typical diameters of 
1-5 mm. The intention is to increase power density and decrease thermal inertia and 
thermal shock sensitivity in order to allow for quicker startup and shutdown and 
furthermore to realise small-scale systems. Microtubular cells are usually anode- or 
electrolyte-supported and open-ended, and the fuel flows inside the tube [Kendall 
2003]. 
 
Figure 2-6: Segmented cell in series design [Rolls Royce 2005] 
A design that may be applied in a planar and tubular manner is the “segmented cells in 
series”, where several cells are screen-printed on a ceramic plate or tube next to each 
other and connected serially (see Figure 2-6; left). Rolls Royce applies this design in a 
planar manner [Agnew 2003], while Mitsubishi Heavy Industries uses tubes as support 
[Kendall 2003]. Rolls-Royce claims to strongly reduce production costs with this 
method.  
Stacking 
The term of stacking is originating from planar cells, which basically are just stacked 
by connecting electrodes of a cell to the counter-electrode of the adjacent, resulting in 
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a serial electric connection and increased voltage and power. Figure 2-7 shows a 
circular planar stack with integrated manifolding. 
 
Figure 2-7: Planar SOFC stack with integrated manifolding [CFCL 2005] 
It is, however, also common to “stack” tubular cells, even though they are rather 
bundled. The tubular Siemens-Westinghouse cell is typically arranged vertically in 
bundles of 3 x 8 tubes. Electrically, three cells each are connected parallel, and eight of 
these are connected in series, using flexible Nickel felt connectors. A stack contains 48 
of these bundles, or 1152 tubes (see Figure 2-8). Indirect internal reformers (IIR; see 
Chapter 2.3.4) are arranged between the bundles in order to receive heat by radiation 
and convection. A certain amount of the anode exhaust gas is recycled in order to 
supply steam for the reforming reaction. Ejectors are applied to drive this recycling 
(see Chapter 2.3.3).  
 
Figure 2-8: Tubular stack, top view [S-W 2005]. 
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Figure 2-9 shows a schematic front view of the tubular stack where the arrangement 
of the gas flows can be seen. The length of the air injector tube exceeds the fuel cell 
tube length, and the entering air is being preheated with the exhaust gas before it 
enters the cell. The fuel is first pre-reformed in order to crack higher hydrocarbons 
and then fed into the IIR for further reforming. Thereupon it flows along the cell tube 
and into the recirculation plenum where a part of it is recycled through the ejector. 
The rest flows into the combustion and recuperation plenum (see Chapter 2.3.5) 
where the unutilised fuel is combusted together with the air before it recuperatively 
heats the incoming air. 
 
Figure 2-9: Tubular stack, schematic front view [S-W 2005] 
2.2 Gas Turbine 
Gas turbines are today widely used for power production in a range of 70 kW to 
330 MW, mainly because of their high reliability and low investment costs. They are 
based on the Brayton cycle which ideally comprises two isobaric and two isentropic 
changes in state (see Figure 2-10). The gas turbine implements this cycle by 
compression, heating and expansion of a working gas in an open cycle. Heating is 
usually provided by direct combustion of fuel in a combustion chamber. Recuperative 
heating upstream the combustion chamber by the exhaust gas is a way to increase 
efficiency. This is, however, only applied in small systems, as recuperators are 
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expensive. Large-scale systems rather use higher pressure ratios to increase efficiency. 
Another means to enhance efficiency is reheating during the expansion in order to 
increase the turbine work. The following section briefly describes the components of a 
gas turbine cycle and introduces gas turbine designs and control methods. As the gas 
turbine combustion chamber will be replaced by the SOFC in a hybrid system, it is 
not discussed here. For further information, it is referred to text books on gas turbines 
[Saravanamuttoo 2001].  
s
T
Heating
Compression
Expansion
Replacement
Recuperation
 
Figure 2-10: Brayton cycle 
2.2.1 Compressor 
Compression of gases can basically be achieved by volume displacement or fluid-
dynamically by turbomachines. Whereas volume displacement machines work 
reciprocatingly through size changes of closed volumes (e.g. by a piston), 
turbomachines are continuously working open systems. Static pressure increase is 
achieved by acceleration of the fluid through a rotor and successive stagnation of the 
fluid through a stator. In gas turbines, turbomachinery is used due to its simplicity and 
high reliability. The fact that the gases are less contaminated with lubricants and wear 
debris than in volume displacement machines makes them suitable for combination 
with SOFC. Different flow configurations exist; mainly axial, radial (or centrifugal) 
and axial-radial compressors are known. Axial compressors are used for large mass 
flows and moderate pressure increase per stage, while radial compressors are suitable 
for small mass flows, but high pressure increase per stage as they utilise centrifugal 
forces for compression of the rotating gas. The main parameter of quality for 
compressors is the isentropic efficiency, which is defined as the ratio of the enthalpy 
changes of the ideal (isentropic) and the actual compression.  
The off-design characteristics of compressors are non-linear and may be expressed 
through relationships between the main parameters of shaft speed, mass flow, 
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pressure ratio and isentropic efficiency. Typically, at a certain shaft speed, a higher 
mass flow will correlate with a lower pressure ratio. A higher shaft speed causes 
pressure ratio and/or mass flow to increase. The exact behaviour of these 
relationships is described in performance maps. 
A critical phenomenon in compressors is called surge. If the pressure ratio becomes 
too high and the mass flow too low, the gas flow in the compressor reverses and flows 
towards the lower pressure. This causes in turn a rapid drop in pressure ratio and 
therewith the normal flow direction will be picked up again to repeat the incident. The 
result is a sudden drop in pressure and violent oscillations that may cause aerodynamic 
pulsation throughout the whole system. A further phenomenon is called rotating stall 
and appears at high pressure ratio and low mass flow, too [Gravdahl 1998]. 
2.2.2 Turbine 
The turbine, or expander, is basically the opposite of the compressor. The static 
pressure of the flow is decreased by acceleration through a stator and the kinetic 
energy is recovered to the shaft by a rotor. Also here, isentropic efficiency is the 
leading parameter of quality, defined reciprocally to the compressor as the ratio of 
enthalpy changes of real and isentropic expansion.  
A difference lies, however, in the relationship between mass flow and pressure ratio: 
Above a critical value of mass flow, the inlet of the turbine will be in choked 
condition, which means that the flow reaches the speed of sound and the mass flow is 
no more a function of the turbine pressure ratio, but only of the upstream pressure 
and temperature. In a gas turbine, the mass flow is mainly determined by the turbine.  
Another difference is that an axial turbine stage can process a multiple of the pressure 
ratio that an axial compressor stage is able to produce. This is because accelerated 
flow as occurs in turbines is less prone to stall than decelerated flow.  
2.2.3 Configurations and Control 
The configuration of compressor and turbine depends strongly on the size and the 
type of use. Among the smallest compressor-turbine applications is turbocharging of 
internal combustion engines. Here, the remaining pressure in the engine exhaust is 
expanded in a radial turbine. The produced torque is completely transferred to a radial 
compressor on the same shaft and in the same housing which compresses the engine 
inlet air and therewith enhances the engine performance.  
The next size step is the microturbine, which additionally has a combustor, possibly a 
recuperator and a generator. These machines are believed to have a great potential for 
distributed power generation due to their simplicity and reliability.  
A different use of gas turbines is in aviation. Here, power is not produced to drive a 
generator, but to generate thrust for airplane propulsion. Hence, only a part of the 
pressure is processed by the turbine.  
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The largest gas turbines are applied in stationary power production, often combined 
with a steam cycle to enhance the efficiency. Medium-size stationary machines are 
often derived from aviation engines. However, as the latter focus on low weight while 
stationary gas turbines rather focus on high efficiency and long life, pure stationary 
power gas turbine systems are also being developed.  
An important issue is to control power of a gas turbine in order to comply with the 
demand. This is generally done by the fuel flow, which quickly controls the turbine inlet 
temperature (TIT). For part-load, it may be advantageous to also control airflow, in 
order to achieve an acceptable efficiency. The airflow may be controlled through 
variable shaft speed or variable inlet guide vanes (VIGV) which influence the 
characteristics of compressor and turbine.  
The former option is problematic for large systems which usually rotate at the grid 
frequency (50 resp. 60 Hz) in order to omit costly power conditioning. The latter 
option adds mechanical complexity to the system. 
An important design option is the configuration and number of shafts. For higher 
pressure ratios, the volume flows vary strongly and hence it is advantageous to have 
several compressors and turbines in series with different rotation speeds in order to 
achieve optimum component size and efficiency. Modern aviation engines have up to 
three shafts. An option to solve the problem of air flow variation at constant 
generator frequency is the so-called power turbine concept. It comprises two turbines in 
series, with the first driving the compressor and the second driving the generator. One 
shaft is therewith freely adapting its speed towards equilibrium, while the other is 
controlled to rotate at constant speed.  
2.3 Balance of Plant Equipment 
2.3.1 Fuel Desulphurisation 
The anode catalyst is very sensitive to sulphur and its compounds. The maximum 
tolerable concentration in the fuel is about 0.1 ppm [Larminie 2000]. If no sulphur-
free natural gas is available, the fuel has to be desulphurised before entering the SOFC. 
The usual approach is to break down any organic sulphur compounds to 
hydrosulphide (H2S) by a hydrogenation catalyst, and subsequently absorb H2S using 
for example zinc oxide or activated carbon. Fixed bed zinc oxide absorbers are 
straightforward, using small cylindrical extrudates of zinc oxide and are designed for 
operation of several months [Kohl 1997]. 
2.3.2 Heat Exchanger 
Heat exchangers are used extensively in the energy and process industry. In power 
cycles they are called recuperators and their use is to recover heat from exhaust 
streams for preheating the process streams and therewith saving part of the fuel. 
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SOFC systems in particular involve recuperation of heat due to the high gas inlet 
temperatures required and the high amount of heat in the exhaust. 
There are different designs and flow configurations, depending on the application. 
The main design options are tubular and planar types. The choice of a design is 
depending on many parameters, as flow phase, pressure difference and available space. 
Planar types such as the welded or extruded plate-fin or the corrugated sheet based 
primary surface heat exchangers yield high heat transfer surface per volume, whereas 
tube-shell configurations are more robust against pressure differences. 
 
Figure 2-11: Planar plate-fin heat exchangers in cross-flow (left) and counter-flow (right) 
configuration [Kays 1984] 
Analogous to the fuel cell, flow configurations may be co-flow, counter-flow or cross-
flow (see Figure 2-11). Exergetically, counter-flow is most efficient, because the cold 
fluid outlet may closely approach the hot fluid inlet temperature if the flow rates and 
heat exchange surface are suitably chosen. A co-flow configuration may be more 
effective for heat exchangers with a huge temperature difference between hot and 
cold fluid and only small temperature changes. Cross-flow in planar heat exchangers is 
a mixture between the two configurations and easy to design because of the separate 
inlets and outlets. For more information it is referred to textbooks on heat exchangers 
[Kays 1984]. 
2.3.3 Ejector 
Ejectors, or jet pumps, provide “passive” compression of a gas by mixing it with a gas 
of higher pressure. No moving parts are required, and therefore ejectors may be 
advantageous when compared to standard compressors under extreme conditions.  
In SOFC systems, ejectors are used to recycle part of the anode exhaust gas in order 
to supply steam for the reforming reaction. The pressure of the recycled, “induced” 
fluid has to be lifted slightly to overcome the pressure drop in the fuel cell. The 
compression energy is supplied from the higher pressure of the “actuating” fresh fuel. 
High temperatures and chemical aggressiveness of the anode exhaust gases restrict the 
30 Chapter 2: Technological Background 
 
use of moving parts like in blowers and valves. Furthermore, traces of lubricants and 
wear debris in the gases could damage the sensitive anode.  
The actuating fluid expands through a Laval nozzle and enters the mixing chamber at 
supersonic condition. According to Lines [1999], the actuating fluid actually expands 
to a slightly lower pressure, and thereby creates a suction effect. The supersonic 
actuating fluid then accelerates some of the low speed fluid in the mixing chamber. By 
deceleration of the mixture in a diffuser, the dynamic pressure surplus is recovered as 
static pressure, which hence increases above the inlet pressure of the induced fluid. 
The principle of an ejector is sketched in Figure 2-12. 
actuating fluid
(fresh fuel)
induced fluid
(recycled fuel)
supersonic flow
mixing chamber diffusor 
(deceleration)
 
Figure 2-12: Ejector principle 
The ejector described above is a subsonic mixing ejector. This type allows for high 
ratio of induced to actuating fuel, although at only low pressure increase. Another 
option is supersonic mixing, where a narrow throat in the mixing chamber accelerates 
the induced fluid to supersonic and a shock wave accomplishes a higher pressure 
increase. However, as the anode pressure drop is typically very low, subsonic mixing 
ejectors are better suited for SOFC systems. 
The dimensions of the ejector and the state of the entering gases determine the mixing 
ratio of recycled and fresh fuel and therewith the steam-to-carbon ratio. As too low a 
steam-to-carbon ratio may result in carbon deposition, ejector performance is crucial for 
safe operation of an SOFC system. The behaviour of mixing ratio respectively 
pressure increase of an ejector is determined by its design and cannot be actively 
controlled, and hence it must be part of the operation strategy to ensure a sufficient 
steam-to-carbon ratio. 
2.3.4 Reformer 
In reformers, part of the incoming hydrocarbons is reformed to carbon monoxide and 
hydrogen according to Equation 2-8 and Equation 2-9, while the rest is reformed 
directly at the anode (direct internal reforming, DIR). The intention of reforming 
upstream the SOFC is to prevent the latter from strong local temperature drops and 
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high thermal stresses originating from the endothermic reforming reaction. Reformers 
are reactors that may be supplied with external heat in order to achieve the desired 
degree of reforming. A reforming catalyst and a large internal surface of the reformer 
are required for acceptable performance. Reformers that are thermally integrated with 
the stack are called indirect internal reformers (IIR).  
2.3.5 Burner 
Because only part of the fuel can be oxidised in the SOFC, an afterburner is necessary 
to combust the residuals. Depending on the fuel cell design, the combustion may 
occur directly at the fuel cell exit or in a separate chamber. As the fuel is usually highly 
diluted, special burner configurations are required for stable combustion [Hermann 
2002]. Diffusion burners are normally applied as SOFC afterburners [Pålsson 2002]. 
In hybrid systems, the introduction of additional fresh fuel to the afterburner is a 
measure to stabilise the flame and at the same time enhance the turbine power output. 
Another alternative is to use a catalytic afterburner [Fontell 2004]. 
2.3.6 Power Electronics 
Power electronics is necessary to convert the electric power supplied from SOFC and 
gas turbine to the required grid voltage and frequency. The SOFC delivers direct 
current (DC). A turbine system rotating constantly at the net frequency may be 
directly coupled to the alternate current (AC) grid using a synchronous generator. This 
is often applied at large power centrals, where the inertia of the rotating mass at the 
same time provides stabilisation of the grid frequency. The grid can be seen as an 
“electric shaft prolongation” from the generator to the consumers. 
Smaller turbines must, however, rotate faster and possibly with variable speed. It is 
hence common to convert the generator high-frequency AC to DC with a rectifier. 
The product is then combined with the DC power from the SOFC and converted to 
AC at the required conditions with an inverter.  
Furthermore, the power electronics carries out the “primary control”, i.e. it adapts the 
system power output to the power demanded by the grid (called the load). It has two 
handles to control the system: The operating point of the SOFC is controlled by the 
current drawn from the power electronics, and furthermore the shaft speed is 
controlled by the power drawn from the generator. 
In case of off-grid application, a SOFC/GT power plant may not be able to follow 
large and quick changes in power demand. In addition, the GT shaft does not provide 
sufficient inertia for stabilisation of frequency and voltage. For these applications, 
capacitor banks may be required as electronic energy buffers for transient grid 
stabilisation. 
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2.3.7 Other Components 
The introduced components are most important for the operation of a SOFC/GT 
hybrid system. However, for startup and shutdown as well as for emergency, several 
additional components are needed. Such appliances are the following: 
• Nitrogen supply system: For startup, shutdown and emergency cases, nitrogen 
must be provided to flush the anode in order to protect it from air inflow and 
consequently oxidation.  
• Auxiliary steam generator: As long as the system includes anode gas recycling, a 
steam generator will only be required during startup in order to prevent carbon 
deposition.  
• Auxiliary air blower and buffer: In case of emergency shutdowns, air must be 
supplied immediately to cool the cell and protect the cathode side.  
2.4 Basic SOFC/GT Hybrid Cycle 
Figure 2-13 shows the basic configuration of a SOFC/GT hybrid cycle with the 
components described previously. It is basically a recuperated GT cycle where the 
combustor has been replaced by a SOFC system. Many variations of this cycle are 
reported in literature. The most important options are discussed in Chapter 3.4.4. 
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Figure 2-13: Basic hybrid cycle 
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2.5 Process Control 
Control of processes is basically required in order to [Stephanopoulos 1984]: 
• Suppress the influence of external disturbances 
• Ensure the stability of a process 
• Optimise the performance of a process 
Speaking of power plants, the most important controlled output is obviously the 
power (in small grids, a further cascade controls the frequency by manipulating the 
power). A power setpoint is impressed to the system, and the controller must ensure 
that the power production adjusts to this setpoint. Furthermore, the system must be 
maintained at adequate operation conditions, ensuring good performance and safe 
operation also under the influence of external disturbances such as fuel composition 
variations, electrical grid instabilities and weather conditions.  
2.5.1 Feedback and Feedforward Control 
The interfaces between a control system and a process consist usually of controlled 
and manipulated variables. The two basic control layouts are feedforward and 
feedback control. They are explained by the example of a heated room, where the 
room temperature is to be controlled by manipulation of the heat flow: 
• A feedforward control layout (see Figure 2-14) requires information about the 
characteristics of the system (e.g. heat loss as function of outside temperature) 
and measures the disturbances to the system (e.g. outside temperature). Based on 
these data, the control signal (e.g. heat flow required for a certain temperature) is 
calculated. The advantage of this control layout is that if ideally calibrated, it may 
perfectly stabilise the temperature without any deviation from the setpoint. 
Furthermore, the system is per se stable as the control signal is not likely to 
influence the measured variable (the outside temperature is independent from 
the heat flow into the room). A drawback is that the system cannot react to 
unforeseen disturbances. If for example the room heat balance is disturbed (e.g. 
through use of heat intensive equipment, opening of a window), the temperature 
will deviate from its setpoint.  
• In a feedback control layout (see Figure 2-15), the controlled variable strongly 
(here: room temperature). The measured variable is compared with the setpoint 
(the difference between measured and setpoint value is called error). Based on the 
error, an action is taken. If e.g. the measured temperature is lower than the 
setpoint, the heat flow is increased. The slope and shape of the heat flow 
increase depend on the controller type and its tuning. The advantages of this 
control layout are that no exact behaviour of the system and disturbances is 
required and that the setpoint will also be reached if unexpected disturbances 
occur. A drawback is, however, that the controller at first requires a deviation of 
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the controlled variable from its setpoint to take an action. Furthermore, due to 
the feedback of the controller action (closed loop) on the measured variable, 
stability of the system is an issue. A wrongly tuned feedback controller can lead 
to instability and damaging of the controlled system. 
Room
Heat loss
Heating
Heat flow
System 
Characteristics
Control 
signal
Outside temperature (disturbance)
 
Figure 2-14: Feedforward control layout (open loop) 
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Figure 2-15: Feedback control layout (closed loop) 
2.5.2 The PID controller 
A feedforward controller is basically a transfer function for calculating an output as a 
function of an input. Unless dynamics are involved, this transfer function may be of 
the simple shape y=f(d), where d is the disturbance and y is the controller output. 
A typical feedback controller is of PID type, where P stands for proportional, I for 
integral and D for derivative. The controller output is hence the sum of a term 
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proportional to the error, a term which integrates the error over time and a term 
which derives the error to time.  
The equation for the controller output y as function of the error e is hence 
( ) 1⎛ ⎞= ⋅ + +⎜ ⎟⎝ ⎠∫ DI
dey t K e edt
dt
ττ  
where K is the proportional gain, τI is the integral time constant or reset time and τD is the 
derivative time constant. These three coefficients characterise the controller and must be 
tuned carefully for any control purpose in order to grant stability and quick response.  
The proportional term provides quick and stable control. However, if it is used alone, 
a setpoint deviation will remain. The integral term repeats the proportional term 
action and therewith resets the proportional controller. It causes the controller output 
to change as long as an error exists in the process output and is therefore suited for 
exactly achieving a setpoint value. However, if an error cannot be eliminated, the 
integral controller may keep on changing the output beyond the output limits, which 
is called integral windup.  
The derivative term applies a control action proportional to the rate of change of the 
error and therewith counteracts the anticipated error in the immediate future. It helps 
to stabilise control systems against the counteractions of proportional and integral 
term, but is does not react on a constant error and is sensitive to noise in the 
measured input. For omitting strong control action for a step change in the setpoint 
(and therewith in error), it is common to derive the measured signal instead of the 
error. 
The mentioned control elements can be combined and applied in multiple ways, such 
as cascades where a controller output is fed into another controller, and multiple-input 
multiple-output (MIMO) where several interacting variables are controlled at a time. 
Control system design and tuning of the controllers are the key tasks in control 
engineering. 
Different mathematical methods exist for examining stability of a control system and 
optimising controller tuning. However, the classic methods mainly apply to linear or 
linearised processes. The process that will be investigated in this work is strongly non-
linear and linearisation is difficult to accomplish due to its complexity. Controller 
tuning in this work will thus be based on physical understanding of the process 
dynamics and trial-and-error methods. 
Equation 2-10
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3 SOFC and Hybrid Cycle Modelling – An Overview 
This chapter presents an overview of SOFC and hybrid cycle modelling. Firstly, 
requirements on process modelling in general are formulated. Next, purposes for 
modelling of SOFC hybrids and their requirements to the models are discussed. Then, 
the main approaches to SOFC modelling are presented and discussed. Important 
issues therein are geometry, spatial distribution, reaction kinetics and electric 
resistance, heat conduction as well as simulation environments and solving methods. 
Moreover, hybrid cycle models are presented with regard to cycle layout and 
modelling approaches and currently active groups in hybrid cycle modelling are 
highlighted.  
3.1 Introduction 
The research on solid oxide fuel cells has been steadily increasing since the early 1990s. 
There still is great uncertainty in the optimum geometrical and system configuration, 
and experiments with fuel cells are expensive. Thus there is great need for 
mathematical modelling of fuel cells. There are many different approaches to SOFC 
and hybrid cycle modelling and the complexity and accuracy of the models is 
increasing steadily with computer performance.   
3.1.1 Requirements on Modelling Approach 
A large variety of approaches to modelling a physical-chemical process exist. These 
variations include the degree of spatial distribution, the levels of detail in modelling 
the occurring phenomena as well as simplification or neglect of side effects. A main 
quality indicator of any model is indisputably its degree of accuracy in reproducing the 
true behaviour of a system. Hence, the acceptability of each simplification must be 
verified. 
Generally speaking, the more detailed model is expectably the more reliable model in 
terms of accuracy. However, obvious restrictions to the level of detail are the time 
required for calculation and the stability of the mathematical solver. The purpose of 
the model and the simulation approach often decides the detailing level. If for 
example an optimisation using a genetic algorithm (GA) is to be performed, a high 
number of model evaluations and thus a fast model is required. Likewise, if the 
controllability of a system is to be investigated, linear or linearised models with a low 
number of state variables are advantageous. The main task of modelling is formulated 
in the “principle of optimum sloppiness” [Luyben 1990]:  
”Make as many simplifying assumptions as reasonable without throwing out the baby with the bath 
water” 
Another important feature of a model is the flexibility with which the problem may be 
posed. A classical model has input and output variables. However, for example the 
point of operation of a fuel cell may be determined by either dictating a voltage or a 
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current as input variable. The free (output) variable is in both cases resulting from the 
specified one through a non-analytical relationship. For operation, different 
restrictions on both values exist; hence it is advantageous for most applications if the 
model is flexible in terms of input and output variables. Using a classical sequential 
solving approach, this may be realised by adding additional iteration loops for each 
output variable which is to be changed to an input variable. However, as this boosts 
simulation time, a better solution is a simultaneous, equation-oriented solving 
approach.  
Summarizing, general requirements on the modelling approach are 
• Accuracy of reproducing the true behaviour of a system 
• Quick and stable solving 
• Flexibility in input-output structure 
These requirements are to some extent contradictive. On the other hand, the purpose 
of the model plays an important role in determining the importance of each single 
point.  
3.1.2 SOFC Modelling Purposes 
Due to the contradictive nature of the aforementioned requirements, the selection of 
modelling approach is dependent on the purpose of the model and the way it should 
be applied. As for other power plant and energy related systems in pre-commercial 
stages, the main purposes where a model of a SOFC power plant may be applied are: 
• System understanding and analysis: The model shall help to understand 
phenomena observed in a real system and allow analysis of the system behaviour 
at different conditions. A model for this purpose must obviously cover the 
phenomena that should be analysed and those they depend on in a sufficient 
level of detail. Furthermore, it must be verified that the model and the true 
system agree. On the other hand, quickness of the solver and model flexibility 
are of secondary importance. Depending on the nature of the analysed 
phenomena, the system can be of steady-state or dynamic type. 
• Design calculation and optimisation: Once a system is understood, its 
components need to be designed in order to achieve an optimum performance. 
Several objectives may hereby contribute to the optimum; efficiency, specific 
power output, specific costs and lifetime are only some of them. In an 
optimisation calculation, typical design values such as physical dimensions and 
operational parameters are to be optimised and serve as input to the model, 
while the objectives serve as the output. Several numerical optimisation 
approaches exist, but they all require a large amount of model evaluations in 
order to proceed to the optimum. Therefore, models for design should be quick 
and stable to solve. On the other hand, it must also be provided that critical 
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issues for the design optimum (e.g. electrical conductivity of materials if the 
MEA layers’ thicknesses are to be optimised) or for system safety (e.g. carbon 
formation or compressor surge) are modelled accurately. A steady-state model is 
usually sufficient for design calculations. 
• Operation calculation and optimisation: Having designed the system and 
fixed a design point, the next step is to investigate and optimise the behaviour of 
the system at off-design and under dynamic situations. Here, all parameters that 
are physically constant in a real system (such as dimensions) must also be kept 
constant in the simulation. Several global input-output structures are possible:  
o A reverse structure where the desired power output and operational 
parameters such as temperatures serve as model input and the system 
inputs (fuel flow, fuel cell current, etc.) serve as model output. This allows a 
direct calculation of the input parameters required to achieve the desired 
output. 
o A forward structure where the model and true system inputs and outputs 
are equal. This is advantageous for mapping valid and invalid operational 
areas and the stability of the system against malfunction. This structure can 
be regarded as the numerical equivalent to physical experiments. 
For this purpose, many model evaluations are typically required; hence the 
model should be lean enough to provide quick and stable solving. Furthermore, 
for performing different kinds of simulations and evaluating different operation 
strategies, flexibility of the input-output structure is a great advantage.  
• Control modelling: A last modelling task is to investigate controllability and to 
tailor a control design for the developed system. For this task, a dynamic model 
is required. The input-output structure of model and true system must agree. 
Conventional methods for analysing system response and controllability require 
linear input-output models with a limited number of state variables. For a classic 
feedback control system, the dynamic behaviour of the system is more 
important than accurate agreement of the steady-state performance. This allows 
for stronger model simplifications than in the previous cases. As the 
implementation of the control design adds complexity to the model, it should be 
provided that the “non-controlled” model is solved quickly and stable. 
3.2 SOFC Modelling 
3.2.1 Lumped and Distributed Models 
The chemical reaction rates in a SOFC depend on temperature and species 
concentrations. Concurrently, temperature and species concentration are influenced 
by the reaction rates. This interdependency between chemistry and temperature 
implies that concentration and local temperatures will vary throughout the fuel cell. In 
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order to simulate the processes in a detailed way, a spatially distributed model [Luyben 
1990] where the fuel cell is discretised into a mesh of finite elements is therefore 
required. Different discretisation methods for distributed models and the resulting 
partial differential equations exist; the finite-volume and finite-difference methods are most 
common here. The finite volume method calculates the values of the variables 
averaged across so-called control volumes, while the finite difference method 
calculates the values of spatial gradients of the variables between so-called nodes. The 
two discretisation methods are similar for sufficient resolution of the discretisation; 
however, the finite-volume method theoretically does not require a uniform mesh. 
It follows that distributed models have the advantage of giving a close insight into the 
internal processes of the fuel cell. Furthermore, controlling local values of critical 
parameters, such as temperature or temperature gradients, is facilitated. In addition, 
these types of models are physically accurate. On the other hand, they are 
computationally expensive due to the large number of variables in a one- or multi-
dimensional distribution.  
A model without distributed variables may be called a lumped model [Luyben 1990]. It 
considers the balance equations only at the boundaries of the fuel cell, while the 
interior is treated as a “black box”. Such models are computationally simpler, 
geometry-independent and they allow easy adjustment to empirical data. However, no 
insight into the internal processes of the cell is possible. 
3.2.2 Cell Configuration 
As already presented in Chapter 2.1.3, various geometrical configurations of solid 
oxide fuel cells exist in practice. Mostly for earlier models, the common approach is 
rectangular planar geometry with a flat anode-electrode-cathode layer and 
interconnects which include the gas flow fields. 
Models with the cross-flow configuration which allows easy manifolds were 
particularly published by Karoliussen et al. [1992], Selimovic [2000, 2002b], and Stiller 
et al. [2005]12. All of them use the so-called Vayenas approach where the smallest 
repeated element, namely the crossing between one gas and one fuel channel, is 
considered as control volume [Karoliussen 1992]. Counter-flow was modelled by 
Yakabe et al. [2002], and co-flow by Aguiar et al. [2005a,b]. Rechenauer [1993] and 
Recknagle et al. [2003] introduced models with variable geometry. 
Recent models, especially for hybrid applications, rather focus on the tubular 
configuration from Siemens-Westinghouse [Campanari 2001; Hall 1999; Stiller 2005; 
Chan 2002] or micro-tubular cells [Ota 2003]. 
                                                     
12 This paper represents a precursor to the model described later in this work; see Chapter 1.7.1 
(Paper I) and Appendix 1. 
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Distributed models of novel geometric configurations such as the integrated planar 
SOFC from Rolls-Royce [Costamagna 2004] or the flattened tubular SOFC from 
Siemens-Westinghouse [Bharadwaj 2005a; Lu 2005] have been published recently. 
Costamagna et al. [1998] have developed a model of the circular counter-flow design 
from Sulzer Hexis where the fuel flows in radial direction from the center to the 
outside and the air flows in the counter direction. Larrain et al. [2004] have introduced 
a generalised model for planar flow configurations on the basis of a configuration with 
punctual gas inlets and outlets. 
Furthermore, a large number of lumped models have been published where geometric 
configuration is not of special interest. Such models have been introduced by many 
authors, especially with respect to hybrid system and control investigations [Uechi 
2001; Costamagna 2001; Chan 2002; Kandepu 2005]. 
3.2.3 Reforming and Shift Reaction 
Most SOFC models use methane or sulphur-free natural gas as fuel, utilising this 
advantage of the high temperature fuel cell. Exceptions are Costamagna et al. [1998] 
and Ota et al. [2003] who use hydrogen as fuel.  
In order to know the distribution of the reforming across the cell, the kinetics of the 
reforming and shift reaction must be modelled.  
For the rate of the reforming reaction rCH4, Rechenauer [1993] puts up the empirical 
equation  
( )4 42 1 −− − = ⋅ ⋅ERTCH CHr mol m s A e p  
with a frequency factor A, the reaction activation energy E, the universal gas constant 
Rm, the temperature T and the partial pressure of methane pCH4. The values for A and 
E were empirically determined to  
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This approach is picked up by Selimovic [2000, 2002b] and Stiller et al. [2005]. 
Yakabe et al. [2002] developed a similar formula from proper empirical data: 
4 4 2
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with the partial pressure of methane pCH4 (bar) and steam pH2O (bar) and the density 
of the anode ρa, where 
10
31.09 10 ; 191 ; 930= ⋅ = =amol kJ kgA Ekg mol mρ  
Equation 3-1
Equation 3-2
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Others consider the reforming reaction to be always at its chemical equilibrium [e.g. 
Chan 2002].  
The shift reaction is so fast that it is assumed to be at its chemical equilibrium in all 
reviewed models that include reforming reactions.  
3.2.4 Electrochemical Reactions 
The electrochemical reaction of hydrogen and oxygen to water is the main reaction in 
the solid oxide fuel cell (see Equation 2-3). Beside hydrogen, carbon monoxide (CO) 
resulting from the reforming reaction is oxidised to CO2 electrochemically, but due to 
the fast water gas shift reaction, most models neglect this. From the investigated 
models, only Hall [1999] includes the electrochemical reaction of CO.  
The kinetics of the electrochemical reactions determines the voltage losses and 
reaction rates and thus the molar composition distribution of the gases, heat 
production, current flow distribution and current-voltage characteristics. The reaction 
kinetics model can therefore be seen as the core of an SOFC model. 
The driving mechanism for electrochemical reaction in a fuel cell connected to an 
external circuit is the difference between the operation voltage and the reversible 
potential. The latter can be exactly calculated by the standard potential and the well 
known Nernst equation, which is dependent on the concentration of the reactants and 
the operation temperature (see Chapter 2.1.1). This voltage difference drives the 
current and is dissipated by the effects of ohmic, activation and concentration 
overpotential.  
The ohmic resistivity is a mostly temperature-dependent material property. Bossel 
[1992] summarises formulae for ohmic resistivities of the standard materials, applied 
by Selimovic [2002b], Rechenauer [1993] and Stiller et al. [2005]. As this approach 
does not account for contact resistances between the layers, Yakabe et al. [2002] uses 
proper empirical data for the resistivities. The geometry of the planar interconnect can 
be expressed by an electrical serial circuit of the different current flow cross-sections 
[Selimovic 2002b; Rechenauer 1993; Yakabe 2002; Stiller 2005; Chan 2002]. The 
electric current path in tubular models exhibits a complex three-dimensional pattern. 
For modelling purposes it is often assumed that current flows only in radial direction 
in the electrolyte and circumferential direction in the electrodes. Furthermore an even 
circumferential current distribution in the electrolyte is commonly assumed 
[Nisancioglu 1989]. Recently, a novel circumferentially discretised approach for 
current profile calculations has been introduced [Bharadwaj 2005b].  
The exact mechanisms of the activation potential are not known to date [Mogensen 
2002, Singhal 2003]. Semi-empirical approaches are therefore applied. The activation 
overpotential ηact can be implicitly calculated as a function of the current density j by 
the Butler-Volmer equation (see Equation 4-1).  
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For currents strongly higher than the exchange current density j0, the simplified 
explicit Tafel equation can be used 
0
ln ⎛ ⎞= ⎜ ⎟⎝ ⎠act
jA jη  
where A is a geometry and material dependent factor. This approach is utilised by 
Selimovic [2002b], Chan et al. [2002], Rechenauer [1993] and Hall [1999]; however, in 
none of the sources parameters are specified. Karoliussen et al. [1992] state that the 
relationship between overpotential and current density is nearly constant and put up 
the empirical approach 
= ⋅ ⋅ bTact a j eη  
with the coefficients  
4 22.83 10 ; 8360−= ⋅ Ω =a cm b K  
obtained by Solheim from experimental data from Umimura, and the temperature T. 
This approach is adopted by Selimovic [2000] and Stiller et al. [2005]. Ota et al. [2003] 
utilise a different empirical approach from Fukunaya. 
In many cases the diffusion overpotential ηdiff is neglected [Selimovic 2000; Stiller 
2005; Karoliussen 1992; Ota 2003], as the concentration difference in the thin 
electrodes is usually low. Others use the standard approach 
ln 1⎛ ⎞= − −⎜ ⎟⎝ ⎠diff L
jn B j   
with the coefficient B and the limiting current density jL [Kuchonthara 2003; Chan 
2002], but no values for B and jL are usually given. However, these parameters can 
easily be determined from experimental data. 
Yakabe et al. [2002] use a very basic approach with a constant integral activation and 
diffusion overpotential of 50 mV. 
Where good measurement data for the investigated cell exist, an integral empirical 
approach can be used to formulate a dependency between temperature, concentration, 
overpotential and current density. The physics of ohmic, activation and concentration 
overpotential can be disregarded in this case. Such an approach is chosen by Pangalis 
et al. [2002] and Campanari [2001].  
3.2.5 Thermal Model 
Another important topic of the model core is the thermal model. It includes the heat 
flows through conduction, convection and radiation as well as the heat production or 
consumption by the reactions taking place. As the different approaches are very 
diverse and difficult to summarise, this review will not go too deep into physical 
details but rather describe general assumptions and neglects. 
Equation 3-3
Equation 3-4
Equation 3-5
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Heat conduction through solids of the fuel cell along the thin layers is normally rather 
weak, as ceramic materials have a low conductivity. Convection and radiation are 
much stronger [Ota 2003]. For planar cells, heat conduction between the control 
volumes is considered in all models. For tubular cells, in contrast, Ota et al. [2003] and 
Hall [1999] neglect the conduction along the tube, while Stiller et al. [2005] include 
only the axial conduction of the membrane and neglects the air preheat tube. 
Heat exchange by convection between the gases and solids is included in all models. 
Here it is common to consider the flow as fully developed and calculate the 
convection by Newton’s law of cooling which is well documented in the literature. 
Therefore, specific heat capacity values of the gases are usually considered as 
temperature-dependent, while heat conductivity and specific heat capacity of solids are 
seen as constant [Yakabe 2002; Stiller 2005]. 
Radiation occurs between surfaces that “see” each other through the gas channels. At 
the high temperatures occurring in the SOFC, radiation is a very effective means of 
heat transfer. However, for the planar models, Recknagle [2003], Stiller et al. [2005] 
and Selimovic [2000, 2002b] neglect radiation along the channels, by reasoning that 
the ratio between length and width of the channels is very high and thus the radiative 
heat transfer along the flow axis is rather low. Yakabe et al. [2002] and Rechenauer 
[1993], in contrast, include radiation along the channels, and as a result the 
temperature variations in the cell are significantly lower than when radiation is 
neglected. It can be concluded that the models where radiation is neglected are hence 
rather conservative with respect to temperature gradients. For tubular geometry, Ota 
et al. [2003] consider radiation between the air feed tube and the membrane inside a 
control volume, which does not flatten the temperature profile along the tube. In the 
model presented by Stiller et al. [2005], radiation between adjacent control volumes 
has been implemented.  
As a consequence of high operating temperatures, it can be important to include fuel 
cell system boundary conditions in the model. Several models consider the boundary 
as adiabatic [Recknagle 2003; Yakabe 2002], assuming either the cell in the middle of a 
large stack or a low influence of the heat exchange with the surroundings. Stiller et al. 
[2005] define a black body to which the planar cell is radiating from its edges, 
simulating a casing around an infinite stack. The black body temperature is iteratively 
adjusted by the solver so that the radiation heat meets the pre-reformer heat 
requirement. Selimovic [2002b] introduces simulations with both adiabatic conditions 
and radiation from the edges of the cell. Rechenauer [1993] includes convective heat 
transfer between the cell edges and the surrounding gas additionally to the radiative 
heat transfer. At the tubular models, no radiation to the surroundings is modelled. 
Stiller et al. [2005] include a constant sink term in the heat balances of each control 
volume to meet the heat requirement of the pre-reformer. 
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3.2.6 Dynamics 
Another important characteristic of a model is its capability to simulate transient 
behaviour of the system. This is of special interest as the SOFC materials are very 
sensitive to thermal stresses and modern power plants usually must be capable of 
quick load changes. Transient models are more complex than steady-state models as 
they include state variables. From the reviewed literature, the models of Rechenauer 
[1993], Bistolfi et al. [1996], Hall [1999], Ota et al. [2003], Recknagle et al. [2003], 
Kemm et al. [2004], and Magistri et al. [2004a] include transient simulations.  
Time-dependent behaviour of SOFCs in non-steady-state arises basically from four 
phenomena: 
• Thermal inertia of the solids: This originates from the heat capacities of the 
solids. The time constants are usually quite high (>100 s) due to slow heat 
transport and long conduction paths. Thermal inertia modelling is therewith 
essential for any dynamic SOFC model. 
• Thermal inertia and composition of gases: The time constants are coupled to 
the residence times of the gases and usually much smaller than for the solids. 
However, a neglect of these phenomena implies an instantaneous change of 
temperature and therewith the SOFC’s molar gas content as response to step 
changes in current. This results in non-physical step changes of pressure where 
the fuel cell is charged by a gas turbine. 
• Diffusive inertia: This originates from the diffusion process of the gases from 
the bulk phase to the three phase boundary and temporarily influences the 
diffusion overpotential. However, in most cases it is fair to neglect this 
phenomenon, as time constants are typically below one second [Qi 2005]. In 
addition, several models presented in literature do not consider diffusion 
overpotential at all. 
• Gas dynamics: Inertia originating from the momentum of the gas flows. 
However, as flow velocities are typically very low in fuel cells, it is fair to neglect 
the difference between static and dynamic pressure.  
Rechenauer [1993] and Kemm et al. [2004] neglect the heat capacity of the gases and 
consider only the solids. The latter is not clearly stated by other authors. 
3.3 Software 
There are various ways to implement the discussed modelling approaches: In principle, 
it can be distinguished between basic programming and process flowsheeting tools.  
The latter approach provides graphical user interfaces which facilitate easy cycle setup 
and modification based on standard components. However, the SOFC has not yet 
become a standard component of process flowsheeting tools. Hence, most distributed 
SOFC models are implemented by programming. The FORTRAN language has been 
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intensively used [Karoliussen 1992; Rechenauer 1993; Selimovic 2000, 2002; Kemm 
2004; Stiller 2005]. An advantage of FORTRAN based SOFC modelling is that the 
compiled code may be integrated in a flow sheet simulation tool for hybrid cycle 
studies. Selimovic and Pålsson [2000, 2002a] integrated a FORTRAN model into a 
hybrid cycle modelled in Aspen Plus (AspenTech), and Stiller et al. [2005] did the 
same with PRO/II (SimSci-Esscor). 
The Matlab environment (MathWorks) is becoming more and more popular for all 
kinds of modelling, due to its numerous intrinsic mathematical functions and tools 
and the possibility of flowsheeting within the embedded Simulink environment. 
Furthermore, it provides built-in non-linear and differential equation solvers. The 
Matlab/Simulink environment was used by Chan et al. [2002] and Magistri et al. 
[2003]. 
A comparatively new tool is gPROMS (Process Systems Enterprise). Its main 
advantage is the equation oriented approach, which in contrast to the sequential 
modular approach used by most process flowsheeting tools solves all equations 
simultaneously. This allows for high flexibility in the input-output structure in addition 
to a significant reduction in computation time. gPROMS has so far not been widely 
used in the SOFC modelling community. It is currently being used by groups at EPFL 
[Larrain 2004], Imperial College [Aguiar 2005a,b] and by the author’s group.  
Computational fluid dynamics (CFD) codes and tools are frequently used, mainly for 
three-dimensional modelling of the gas flow in fuel cells. Recknagle et al. [2003] use 
STAR-CD (CD-adapco) for three-dimensional planar stack modelling, while Autissier 
et al. [2004] and Lockett et al. [2004] rely on FLUENT (Fluent Inc.) for flow field 
planar SOFCs with non-orthogonal flow field respectively micro-tubular SOFC stacks. 
Campanari and Iora [2004] used FLUENT to model the velocity field at the air turn 
point of a tubular SOFC of Siemens-Westinghouse type. 
3.4 Hybrid Cycle Modelling 
SOFC/GT hybrid cycle models connect a SOFC with gas turbine and balance of plant 
equipment through dissimilar interfaces, such as material and heat flows. The total 
model is more complex, and consequently most of the common hybrid cycle models 
today rely on lumped SOFC models, with only few exceptions [e.g. Pålsson 2001; 
Song 2005; Stiller 2005]. 
3.4.1 Turbomachinery 
Compressor and turbine are along with the fuel cell important devices in terms of 
system behaviour. They may in general be modelled either with a distributed fluid-
dynamical approach or in a lumped way based on a mathematical representation of 
empiric results. The former approach is computationally very expensive and therefore 
usually not used for hybrid cycle modelling. Furthermore, it is common to assume 
adiabatic conditions and neglect dynamics from thermal inertia and gas dynamics, 
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resulting in a quasi-steady-state model. Only Hildebrandt [2004] has coupled a one-
dimensionally distributed compressor model with a hybrid cycle for non-steady-state 
analysis of the compressor surge phenomenon.  
Lumped models for design calculations simply consist of the thermodynamic 
relationship between input and output flow conditions according to specified 
performance values for pressure ratio and isentropic efficiency. If off-design operation 
is to be investigated, pressure ratio and isentropic efficiency will vary. The behaviour 
of these values as a function of shaft speed and mass flow for a specific turbomachine 
can be expressed through characteristic steady-state map representations [Campanari 
2000; Costamagna 2001; Selimovic 2002a; Chan 2003a,b; Magistri 2004b]. The 
characteristic maps can be implemented either in a continuous analytical or a grid 
interpolation representation, depending on the type of solver approach. Because only 
few characteristic maps are published in open literature, many modellers apply scaling 
by the law of similitude [Hildebrandt 2005, Magistri 2004b] to adapt the 
turbomachinery size to the specific hybrid system. A simplification for the expander is 
to calculate the relationship between mass flow and inlet pressure by assuming choked 
conditions in the inlet [Campanari 2000, Selimovic 2002a]. However, no relationship 
for the efficiency can be established with this method. 
3.4.2 Heat Exchanger  
The recuperative heat exchangers are a further important component for the system 
characteristics and dynamics, as their effectiveness is dependent on the gas flows. In 
models, they are usually considered as adiabatic or affected by a small heat loss. 
Thermal capacity of the solid material has a strong influence on the dynamic 
behaviour and should thus not be neglected in non steady-state studies.  
The simplest approach to model a steady-state heat exchanger is to calculate the outlet 
temperatures based on inlet conditions and a heat transfer efficiency coefficient. The 
approach can be used for design calculations. Methods for calculating off-design 
performance with specified heat exchanger geometry based on a lumped approach for 
heat transfer are available in literature [Kays 1984] and have been applied by Selimovic 
et al. [2002a] and Kimijima et al. [2002]. For dynamic behaviour, the lumped approach 
is, however, problematic: For large exchangers, calculating the heat in the solid based 
on a single temperature causes significant error in dynamic simulation. This is because 
in a heat exchanger the solid and gas temperatures at one point are usually very similar, 
while the temperature differences along the solid are huge. For dynamic simulations, a 
distributed heat exchanger model is therefore advantageous. A dynamic heat 
exchanger model has been applied by Magistri et al. [2004b]. 
3.4.3 Ejector 
Ejectors are applied to overcome the pressure loss in an anodic recirculation loop. 
They are commonly assumed as adiabatic mixers, and must include an energy balance. 
 3.4 Hybrid Cycle Modelling 47 
 
For design calculations, the simple specification of a mixing ratio is sufficient, 
provided that the fuel can be delivered at a pressure high enough to fulfil the 
momentum conservation. Off-design calculations on the other hand calculate the 
mixing ratio based on the specified ejector geometry, gas inlet conditions and internal 
gas dynamical processes. A useful “lumped” calculation approach is to draw section-
wise momentum, mass and energy balances, i.e. for the Laval nozzle, mixing chamber 
and diffuser. Such an approach has been described by Marsano et al. [2004]. Ferrari et 
al. [2004] have compared a lumped model to a one-dimensional CFD model and 
achieved good matching. They also found that the transient time constant for an 
ejector of 1 m length is about 0.04 s. This means that ejector residence time can be 
neglected for hybrid system investigations.  
3.4.4 Cycle Configurations 
Most of the hybrid cycle models are based on a recuperated gas turbine process where 
the combustion chamber is replaced by a SOFC. The fuel cell is thus pressurised. 
However, many different configuration options for this “standard cycle” exist, most 
of which are summarised in Figure 3-1 (see also Chapter 2.4). 
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Figure 3-1: Options of the standard cycle 
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A choice which influences part-load operation and control is the gas turbine 
configuration. Single-shaft is the most common layout [Campanari 2000, 2004; 
Costamagna 2001; Uechi 2001; Kimijima 2002; Magistri 2003, 2004; Pålsson 2001; 
Rao 2001; Song 2005; Stiller 2005]. However, operation strategies with various as well 
as constant shaft speed pose technical and control problems. A further option is a 
two-shaft concept which includes a turbo-charger (compressor and turbine without 
generator) and a downstream power turbine driving a generator on a separate shaft 
[Chan 2002, 2003a,b; Rao 2002]. This offers the possibility of running the generator at 
constant speed and therewith grid synchronisation, although at the cost of a more 
complex system. A two-shaft system with two separate compressors and turbines has 
been presented by Yi et al. [2003, 2004]. The two-stage compression has been 
implemented to facilitate intercooling between the compressor stages. 
Another option influencing the system behaviour is the implementation of a high 
temperature heat exchanger prior to the turbine. It has been modelled as a separate 
heat exchanger by Campanari [2004], Magistri et al. [2003], Selimovic et al. [2002a] and 
Stiller et al. [2005]. In the Siemens-Westinghouse tubular design, high temperature 
recuperation is inherently incorporated. This is reflected in models [Campanari 2000; 
Costamagna 2001; Magistri 2004; Song 2005].  
Further cycle options are preheating of the fuel [Campanari 2000; Chan 2002, 2003b; 
Costamagna 2001; Magistri 2003, 2004b; Selimovic 2002a; Rao 2001, 2002; Yi 2004; 
Stiller 2005], variable air bypass around the fuel cell [Chan 2003b, Rao 2002; Yi 2003], 
and introducing extra fuel directly to the burner [Chan 2003a, b; Uechi 2001; Kimijima 
2002; Selimovic 2002a; Rao 2001, 2002; Yi 2003; Stiller 2005]. 
Apart from the standard cycle and its options, some authors have also introduced 
significant novelties. Veyo et al. [2003] evaluated several cycle concepts. An interesting 
option is the indirect SOFC integration, where the turbine exhaust gas at atmospheric 
pressure is fed into the SOFC, and the exhaust of the SOFC recuperatively heats the 
compressed gas in order to drive the gas turbine cycle. Other concepts in the paper 
are turbo-charged SOFC where no generator is applied or an intercooled and reheated 
gas turbine cycle. The latter improves efficiency compared to the standard cycle, while 
the two other options decrease it. 
Yi et al. [2004] introduced a cycle configuration without heat recuperation. Instead, a 
higher compression ratio elevates the air inlet temperature of the tubular SOFC to an 
adequate value. With an optimisation, electric efficiency of 75.8% based on LHV is 
claimed for a very large system of around 600 MW. Agnew et al. [2003] also presented 
a recuperator-less configuration for the novel Rolls-Royce integrated planar fuel cell 
configuration. This design incorporates a cathode recirculation for raising inlet 
temperatures. The intention is to save investment costs. 
Janssen and Dijkstra [2003] have studied the use of membrane-based burners [Janssen 
2003] in order to investigate the SOFC’s potential for CO2-free power generation. A 
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result was that the energetic CO2 removal penalty was only half as high as for 
conventional systems. 
Further investigations point at integration of SOFC into advanced gas turbine cycles 
such as humid air turbine (HAT) [Rao 2001; Kuchonthara 2003], combined gas and 
steam turbine cycles and steam injected gas turbine cycle (STIG) [Kuchonthara 2003]. 
The intention is to decrease the SOFC share of power production and thus 
investment costs without efficiency penalty. 
3.4.5 Active Groups 
Table 3-1 represents and characterises the work groups which are currently known to 
be active in hybrid system modelling and research in terms of publications. This list is 
not exhaustive and reflects only the author’s knowledge and impression.  
Table 3-1: Overview of active groups in hybrid cycle modelling 
Institution Location Head persons Models Current Focuses 
TPG 
 
 
 
Rolls-Royce 
Genova, Italy 
 
 
 
Derby, UK 
Massardo, A.D. 
Costamagna, P.
Magistri, L. 
Traverso, A. 
Agnew, G. 
Bozzolo, M. 
tubular SOFC 
IP-SOFC (RR) 
part-load, 
dynamics, control 
strategy, 
cycle layout and 
design  
Politecnico di 
Milano 
Milano, Italy Campanari, S. 
Iora, P. 
tubular SOFC cycle design, 
part-load 
VOK-LTH Lund, Sweden Assadi, M. 
Torisson, T. 
Selimovic, A. 
Kemm, M. 
Hildebrandt, A. 
planar SOFC, 
detailed 
compressor 
dynamics, 
control, 
compressor surge 
modelling 
SNU Seoul, Korea Song, T.W. 
Sohn, J.L. 
tubular SOFC cycle layout and 
design 
Irvine/NFCRC Irvine, USA Rao, A.D. 
Yi, Y. 
tubular SOFC cycle layout and 
design 
NETL/D.O.E. Morgantown, 
USA 
Tucker, D.  
Shelton, M. 
lumped model dynamics, 
control, startup 
NTNU-EPT Trondheim, 
Norway 
Bolland, O. 
Thorud, B. 
Stiller, C. 
tubular SOFC part-load, 
dynamics, control 
NTNU-ITK Trondheim, 
Norway 
Imsland, L. 
Kandepu, R. 
lumped model dynamics, control 
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3.5 Conclusions 
A broad variety of models with different approaches is available in literature. The 
degree of detail to be used must be selected based on the purpose of the model. A 
flexible input-output structure is advantageous for model that should be used for 
different simulation modes. In hybrid cycle modelling, many different cycle options 
have been investigated so far, although the standard option appears to be the 
pressurised SOFC which replaces the combustion chamber of a recuperated gas 
turbine.  
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4 Model Toolbox 
This chapter introduces the component models which serve as a “toolbox” for the 
modelling of SOFC/GT hybrid cycles. First, the common environment and premises 
for the whole toolbox are introduced. A structure for mathematical model description 
is introduced for clarity and quick comprehension. Subsequently, all models are 
explained sequentially in order of decreasing complexity. 
The chapter shall describe the models in a mathematical way to allow reproduction by 
experienced modellers. However, due to the complexity of the work, only the 
mathematical elements of the models are described, but no detailed comments on 
implementation are provided. 
4.1 Environment and Common Premises 
All models are implemented in gPROMS (Process Systems Enterprise), an equation 
oriented modelling environment. The following section will give a brief introduction 
into the principles and structure of this tool; for further information it is referred to 
the gPROMS product page [PSE-online 2004] and the user guide [gPROMS 2004].  
The general idea of the approach is that an equation system consisting of variables and 
predefined constants (called parameters) is implemented as it would be written on paper, 
and the solver provides simultaneous solution of all equations. The code is similar to 
typical programming languages. However, the main difference is that the equations do 
not have to be explicit as in the assignments of a programming language. Furthermore, 
the system is analysed and processed as a whole, i.e. the sequence of the problem 
formulation is irrelevant.  
gPROMS allows for an arbitrary number of physical process models and connections 
between those. Complex flowsheet models can thus be decomposed into component 
sub-models (e.g. SOFC, compressor, etc.). These component models may be linked in 
higher-ranking models in terms of energy, material and information flows. An operation 
procedure (called process) is required to define the inputs to a model and to run it. 
Despite being modular, the modelling environment requires common conventions for 
all models. Such conventions are mainly variable types, connection types and physical property 
packages. Furthermore, premises on the modelling approach are required that should 
be consistent throughout the whole model. 
Variable Types 
The variable types (e.g. “pressure”, “molar fraction”) are arbitrary and comprise lower 
and upper bounds, a default value for the first iteration and a physical unit. The latter 
does not indicate any check of the correctness of equations with respect to units; it 
just serves as a guideline for the programmer. Upper and lower bounds may be crucial 
with respect to solver stability and solution finding. The default value is only 
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important if no set of default values from a preceding calculation is available and no 
preset values are specified in the process. Due to the variable types’ secondary importance 
for the model results, they are not listed here. 
Connection Types 
Connection types define the nature of the interfaces (called ports) between the models. They 
comprise variable sets which comprise all required data of the exchanged units. The 
purpose is to provide clear interfaces for the models and furthermore to allow for 
graphic flowsheeting. The following connection types have been defined for this work: 
• Energy (flowsheeting colour: blue): Used for energy streams. It comprises the 
amount of power P (W) that is transferred between two units. The energy stream 
is for example used for the electrical transmission of power or for the 
connection between shaft and turbomachinery.  
• Material (flowsheeting colour: orange): This is used where material streams are 
flowing between models. It comprises temperature T (K), pressure p (Pa), flow 
rate n  (mol s-1) and molar fraction of all species x(1:7). Material connectors are 
applied in each component involving fluid flow. 
• Control (flowsheeting colour: grey): This denotes an information stream. It 
comprises a signal variable S. It is used for any information signal transferred 
between components and the control system (for example flow measurements, 
control signals) and furthermore for spreading the shaft speed information 
between rotating components located on a common shaft. 
• Radiation (flowsheeting colour: red): This is used for calculating the energy 
transferred by radiation between components. It comprises the temperatures of 
emitter Te and recipient Tr (K) and the heat flow q (W) as one-dimensional 
distribution. The equation for the heat flow as a function of the temperatures 
must be included in one of the involved models. Radiation heat flow is assumed 
to appear between the SOFC tube and the indirect internal reformer as well as 
the stack casing. 
• PMap (flowsheeting colour: green): With this connection type, the performance 
maps of compressors and turbines are coupled to the higher-ranking models 
which calculate the thermodynamics. It comprises dimensionless values of 
reduced mass flow ′m , reduced shaft speed ′N , isentropic efficiency ηis, as well 
as the values of pressure ratio π, design pressure ratio π0 and surge pressure ratio 
πs.  
Physical Property Package 
gPROMS features different physical property packages as well as the ability to include 
external packages. For the current model, the inbuilt interface of the Multiflash 
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package (Infochem Computer Services Ltd) is applied. In order to define and 
customise Multiflash, a definition file with the following specifications is created: 
• The Infochem fluids databank “INFODATA” is used as source for pure 
component data. 
• Components included in mixture calculations are nitrogen, oxygen, hydrogen, 
methane, water, carbon monoxide and carbon dioxide. 
• Binary interaction parameters for mixture calculations are based on the 
“oilandgas” databank. 
• A model featuring advanced Soave-Redlich-Kwong with vapour pressure fitting, 
Peneloux volume shift and van der Waals mixing rules (“rksa psat lden vdw”) is 
applied for fugacity, volume/density and enthalpy/entropy calculation. 
• Simple mixing rules are applied for vapour viscosity (“vvs1”) and thermal 
conductivity calculation (“vtc1”).  
The following functions are obtained from the physical property package: 
• M(x(1:7)): Molecular weight (kg mol-1) 
• ρ(T,p,x(1:7)): Vapour density (kg m-3) 
• v(T,p,x(1:7)): Vapour molar volume (m3 mol-1) 
• h(T,p,x(1:7)): Vapour enthalpy (J mol-1) 
• s(T,p,x(1:7)): Vapour entropy (J K-1 mol-1) 
• λ(T,p,x(1:7)): Vapour thermal conductivity (W m-1 K-1) 
• µ(T,p,x(1:7)): Vapour dynamic viscosity (kg m-1 s-1) 
• cp(T,p,x(1:7)): Vapour heat capacity (J mol-1 K-1) 
• hf0(x(1:7)): Standard enthalpy of formation at 25°C (J mol-1) 
• g0(T,p,x(1:7)): Standard gibbs free energy (J mol-1) 
• κ(T,p,x(1:7)): Isentropic coefficient 
Premises 
The following premises apply to the model and all of its submodels: 
• All fluids occur in the vapour phase. 
• Beside the 7 components specified above, no other fluid components appear 
anywhere in the system.  
• Gas dynamics are generally neglected (except in the ejector), it is assumed that 
the static pressure equals the total pressure.  
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4.2 Structure of Model Description 
In the following, a recurring structure is used to describe the models in a logic and 
mathematically clear form. The structure will be described below. The structure items 
are non-numbered and only listed where they apply. Each model description is self-
contained and can be studied independently from other text parts, relying only on 
Chapter 4.1 and 4.2. Due to the high frequency of occurrence and the low amount of 
interlinking with other parts of this work, only figures, tables and equations to which it 
is referred to elsewhere are numbered and catalogued. Likewise, symbols and 
parameter names will not be listed in the nomenclature. It has been tried to achieve a 
high degree of accordance between the symbols and names. 
Icon 
The icon which represents the model in gPROMS flowsheeting is displayed here. The 
icons will be used in flowsheets in the later chapters. The ports are marked in the icon; 
triangles with the tip into the icon represent inlet ports, triangles with the tip away 
from the icon represent outlet ports and squares stand for bi-directional (in/out) ports. 
Where necessary, port names are specified. 
Purpose 
This section explains the basic idea and approach of the model and its range of 
application.  
Assumptions 
The main assumptions that underlie the model are mentioned here.  
Parameters 
Parameters in gPROMS must be constant throughout a simulation and therefore do 
not add mathematical complexity to the problem. Default values may be defined with 
a parameter, which are used if the parameter is not set in the actual or a higher ranking 
model. This section shows the parameters of the model in tabular form. Names to be 
used in the equation section, a definition of the purpose and, where applicable, default 
values are given. 
Distribution Domains 
This section lists the domains over which distributed variables are spread. The 
discretisation method is given, which determines the direction of the finite difference 
method (FDM): BFDM, CFDM and FFDM stands for backward, centre and forward 
respectively. A rule of thumb is that variables connected to fluid flow and 
convectional effects should use FDM in the reverse flow direction (i.e. BFDM if the 
fluid flows into positive direction), while direction-independent phenomena should be 
modelled using CFDM. The order of the discretisation and the number of nodes are 
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furthermore listed. The array dimension of a distributed variable will be one more 
than the number of nodes. 
Ports 
The interfaces of the model are depicted in this section. The port name, a definition 
and the connection type are listed. Furthermore, the flow direction of each port is 
assigned as in, out or bi-directional(in/out). The latter assignment does not influence the 
solver; it rather marks the natural flow direction of the port for the user. A statement 
about which ports should be connected is provided. 
Variables 
The model’s internal variables are tabulated here. A definition and the unit are given. 
Where necessary, it is commented on typical input and output variables. 
Note that in addition to the listed variables, the variables from the ports are to be used 
in the model. The variable names can be found in Chapter 4.1 (Connection Types). 
Port variables will generally be indexed with the respective port name.  
Selectors 
Selectors are suitable for modelling of asymmetric discontinuities. They can be seen as 
switches with an arbitrary number of positions. Each position determines a mode 
where a certain set of equations applies. The mode can be switched manually by a 
process or by automatic switch conditions. A definition of the selector, the modes and 
the default mode are tabulated. 
Equations 
The equations which connect the variables are shown here. It has to be pointed out 
that every equal sign stands for one equation. Variables from ports are denoted with 
the symbol as described in Chapter 4.1 (Connection types) and indexed with the port 
name. Terms where all occurring variables relate to one port are for simplicity denoted 
in brackets with the port name as index. Equations depending on the mode of a selector 
are shown tabularly, along with the mode switch conditions. Conditional equations 
programmed with IF..THEN..ELSE structure are shown as case differentiation.  
Comments 
Here, additional comments to the model are given. These may include statements on 
limitations, advices for proper use or particularities observed when using the model.  
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4.3 SOFC 
4.3.1 Tubular SOFC Model 
Icon 
In,Fu
In,AirOut,Fu Out,Air
Rad,Ref
Rad,Cas
DC
Power
Current
Voltage
 
Purpose 
The thermo-chemical model of the tubular SOFC is the most complex model of the 
toolbox. It describes a tubular fuel cell, based on the Siemens-Westinghouse design 
(see Chapter 2.1.3; Figure 2-4; Figure 2-8; Figure 2-9 for description; Figure 4-1 for 
geometry breakdown). The model includes convectional heat transfer between gases 
and solids as well as radiation and conduction between the solid materials. Gas flows 
are treated as plug flows. Kinetics of reforming and electrochemical reactions are 
included. The model is discretised in axial direction. The solid materials are 
furthermore discretised in radial direction, allowing for calculation of radial 
temperature gradients. The dynamics of heat and mass transfer are taken into account. 
The development of the model was started by Bjørn Thorud in the beginning of his 
PhD project [Thorud 2005]. Thorud initially tried approaches with very high degree of 
spatial exactness and discretisation. It turned out that these approaches were too 
complex for the available solvers, and so the geometry was gradually simplified to the 
quasi-2D approach which is being used now. The model has continuously been 
updated and debugged by Thorud and the author. Development steps comprise 
inclusion of pressure losses, radiation heat exchange, energy and mass balance checks, 
carbon deposition checks, mathematical improvements, detailed kinetics of diffusion 
and activation and a calibration against available current-voltage data from Siemens-
Westinghouse for hydrogen fuel.  
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Figure 4-1: Geometry of the SOFC tube 
Assumptions 
The model describes a bundle of non-interacting fuel cell tubes; no stacking effects are 
considered. The upper and lower tube ends of the cell tube and ADT are adiabatic. 
The gas flows are modelled as plug flows. For heat transfer and pressure loss, laminar 
flow is assumed. The model is not discretised in circumferential direction. Diffusion is 
modelled steady state. The shift reaction is assumed to be always at equilibrium. The 
lumped pressure losses from laminar tube friction, inlet and outlet effects are 
calculated. All heat sources and sinks deriving from the reactions attack at the anode 
surface.  
Parameters 
Parameter Definition Unit Default 
nT Number of tubes - 1152 
l Tube length m 1.5 
rADT,i Inner radius of air delivery tube (see Fig. 4-1) m 0.0025 
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rADT,o Outer radius of air delivery tube (see Fig. 4-1) m 0.004 
ri Inner radius of cell tube (see Fig. 4-1) m 0.00866 
rC,o Outer radius of cathode layer (see Fig. 4-1) m 0.01086 
rE,o Outer radius of electrolyte layer (see Fig. 4-1) m 0.01090 
rE,m 
Middle radius of the electrolyte layer (see Fig. 4-
1) 
m 0.01088 
ro Outer radius of cell tube (see Fig. 4-1) m 0.011 
δC Thickness of the cathode (see Fig. 4-1) m 0.0022 
δE Thickness of the electrolyte (see Fig. 4-1) m 0.00004 
δA Thickness of the anode (see Fig. 4-1) m 0.0001 
vC Volume fraction of the cathode - 0.933 
vE Volume fraction of the electrolyte - 0.019 
vA Volume fraction of the anode - 0.048 
lI Circumferential length of the interconnect m 0.006 
δFu 
Thickness of a virtual annular fuel channel (to 
be determined from tube distance in the stack 
grid) 
m 0.0023 
Ael Active surface of the fuel cell m2 0.0834 
lE Circumferential length of the electrolyte m 0.0616 
AFu Cross-sectional area of the fuel channel m2 1.77⋅10-4 
dAir,hyd Hydraulic diameter of the cathode air channel m 0.00932 
dFu,hyd Hydraulic diameter of the fuel channel m 0.010 
Nu Nusselt number for laminar flow [Mills 1995] - 4.364 
NuADT 
Nusselt number for inner tube (laminar flow in 
annular ducts) [Rohsenow 1998] 
- 10 
NuC 
Nusselt number for outer tube (laminar flow in 
annular ducts) [Rohsenow 1998] 
- 7 
NuA 
Nusselt number for laminar flow between 
several tubes [Rohsenow 1998] 
- 1.8 
ξRe Correction factor for Reynolds number in annlar ducts [White 2003] - 1.5 
ζADT,in 
Pressure loss coefficient at ADT inlet (seamless 
transition to preheat tube) 
- 0 
ζADT,out 
Pressure loss coefficient at ADT outlet (sudden 
area extension and flow direction reversal) 
- 1 
ζC,in Pressure loss coefficient at cathode inlet - 0.5 
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(assumption) 
ζC,out 
Pressure loss coefficient at cathode outlet 
(assumption) 
- 0.5 
ζA,in 
Pressure loss coefficient at anode inlet 
(assumption) 
- 0.5 
ζA,out 
Pressure loss coefficient at anode outlet 
(assumption) 
- 0.5 
Vdiff(1:7) 
Diffusion volumes for simple molecules [Reid 
1987] 
10-30 m3 
N2:18.5 
O2:16.3 
H2: 6.12 
CH4:25.14 
H2O:13.1 
CO:18.0 
CO2:26.9 
αOx 
Coefficient for the calculation of the oxygen 
diffusion coefficient 
- -0.069 
γA, γC Constants for activation polarisation (estimated) A m-2 
1.955⋅1010, 
1.061⋅1010 
βA, βC Constants for Butler-Volmer equation - 0.5 
Eact,A, 
Eact,C 
Activation energy at anode and cathode 
(estimated) 
J mol-1 
140019, 
48497 
εC, εA  Porosity of cathode and anode - 0.5, 0.4 
τC, τA Tortuosity of cathode and anode - 1.5, 3 
rp,C, rp,A Pore diameter of cathode and anode m 4⋅10-6, 10-6 
ρADT Density of ADT material (Al2O3) [Mills 1995] kg m
-3 3970 
ρC Bulk density of cathode material [Tanaka 2000] kg m
-3 5300 
ρE Density of electrolyte material [Tanaka 2000] kg m
-3 6000 
ρA 
Bulk density of anode material (40% electrolyte 
material and 60% Nickel with 8900 kg m-3) 
[Tanaka 2000] 
kg m-3 7740 
ρIC 
Density of interconnect material (Al2O3) [Tanaka 
2000] 
kg m-3 4300 
ρMEA 
Mixed density of the MEA: 
( ) ( )1 1− + + −C C C E E A A Av v vρ τ ρ ρ τ  kg m-3 see formula 
cC, cE, cA Heat capacity of the layers [Bossel 1992] J kg-1 K-1 400, 500, 300 
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cMEA 
Mixed heat capacity of the MEA 
( ) ( )1 1C C C C E E E A A A A
MEA
v c v c v cρ τ ρ ρ τ
ρ
− + + −
 J kg
-1 K-1 see formula 
cADT Heat capacity of the ADT [Mills 1995] J kg-1 K-1 1167 
kC, kE, kA 
Thermal conductivity of the layers [Gemmen 
2000] 
W K-1 m-1 9.6, 2.7, 6.23 
kMEA,r 
Thermal conductivity of the ADT, radial 
, ,
, ,
ln
1 1 1ln ln ln
o
i
C o E o o
i C C o E E o A
r
r
r r r
r k r k r k
⋅ + ⋅ + ⋅
 W K
-1 m-1 see formula 
kMEA,z 
Thermal conductivity of the ADT, axial 
+ +C C E E A Av k v k v k  W K
-1 m-1 see formula 
kADT Thermal conductivity of the ADT [Mills 1995] W K-1 m-1 11.8 
εRad,C Radiative emittance of the cathode - 0.85 
εRad,ADT Radiative emittance of the air delivery tube  - 0.85 
τC-ADT 
Radiation transfer factor between ADT and 
cathode [Mills 1995] 
( )
,
, ,
,
,
1 1
⎛ ⎞⋅+ − ⎜ ⎟⎜ ⎟⋅⎝ ⎠
Rad ADT
Rad ADT ADT o
Rad C
Rad C i
r
r
ε
εε ε
 - see formula 
Distribution Domains 
Domain Definition Discretisation Order Nodes 
zb 
Axial direction (0:l), backward 
method 
BFDM 2 40 
zf 
Axial direction (0:l) , forward 
method 
FFDM 2 40 
zc Axial direction (0:l) , centre method CFDM 2 40 
rADT Radial direction of ADT (rADT,i:rADT,o) CFDM 2 3 
rMEA Radial direction of MEA (ri:ro) CFDM 2 3 
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Ports 
Port Definition Type Direction 
In,Air Inlet of air Material In 
Out,Air Outlet of air Material Out 
In,Fu Inlet of fuel Material In 
Out,Fu Outlet of fuel Material Out 
Rad,Ref Radiation to the reformer, distributed over zc Radiation Out 
Rad,Cas Radiation to the casing, distributed over zc Radiation Out 
DC DC power Energy Out 
Power Power signal Control In/Out 
Voltage Cell voltage Control In/Out 
Current Total current Control In/Out 
The gas inlet or outlet ports must be connected. The radiation ports must be 
connected, or alternatively the recipient temperatures must be specified. 
Variables 
Variable Definition Unit 
Temperatures 
TADTAir(zb) Temperature of the air in the ADT K 
TADT(rADT,zc) Temperature of the ADT K 
TAir(zf) Temperature of the air in the cathode channel K 
TMEA(rMEA,zc) Temperature of the MEA K 
TFu(zf) Temperature of the fuel K 
Reactions 
ΔhElc(zc) Enthalpy change of the electrochemical reaction J mol-1 
ΔhRef(zc) Enthalpy change of the reforming reaction J mol-1 
ΔhShi(zc) Enthalpy change of the shift reaction J mol-1 
( )Elc cr z  Rate of the electrochemical reaction mol s-1 
( )Ref cr z  Rate of the reforming reaction mol s-1 
( )Shi cr z  Rate of the shift reaction mol s-1 
KShi(zc) Equilibrium constant of the shift reaction - 
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Gas Properties 
cp,Fu(zf) Heat capacity of fuel J mol-1 K-1 
cp,Air(zf) Heat capacity of cathode air J mol-1 K-1 
cp,ADTAir(zb) Heat capacity of delivery tube air J mol-1 K-1 
LHVIn Lower heating value of inlet fuel J mol-1 
LHVOut Lower heating value of outlet fuel J mol-1 
Electrics 
E0(zc) Standard potential V 
Erev(zc) Reversible (open circuit) potential  V 
ηact,A(zc), ηact,C(zc) 
Activation overpotential of anode and cathode 
respectively 
V 
ηdiff,A(zc), ηdiff,C(zc) 
Diffusion overpotential of anode and cathode 
respectively 
V 
ηohm(zc) Ohmic overpotential V 
E Cell voltage V 
j(zc) Distributed current density A m-2 
Jt Total current A 
jt Total current density A m-2 
Loss Models 
RΩ(zc) Ohmic resistance of cell Ω 
RD 
Resistance added by degradation of the fuel cell (to 
be specified) Ω 
JE(zc), JI(zc) 
Lumped variable for electrolyte and interconnect 
resistance 
- 
ρΩ,A, ρΩ,C, ρΩ,E (zc) Ohmic resistivity of anode, cathode and electrolyte Ω m 
j0,A, j0,C (zc) Exchange current density for anode and cathode A m-2 
DH2, DH2O, DO2 (zc) Ordinary diffusion coefficients for reacting species m2 s-1 
DΚ,H2, DK,H2O, DK,O2 
(zc) 
Knudsen diffusion coefficients for reacting species m2 s-1 
Deff,H2, Deff,H2O Effective diffusion coefficients for anode species m2 s-1 
xC,O2 Oxygen molar fraction at cathode surface - 
xTPB,O2 Oxygen molar fraction at TPB - 
xA,H2, xA,H2O 
Hydrogen and steam molar fraction at anode 
surface 
- 
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xTPB,H2, xTPB,H2O Hydrogen and steam molar fraction at TPB - 
Heat Transfer 
hc,ADTAir-ADT(zb) 
Heat transfer coefficient between air in the ADT and 
ADT  
W m-2 K-1 
hc,Air-ADT(zf) 
Heat transfer coefficient between cathode air and 
ADT  
W m-2 K-1 
hc,Air-C (zf) 
Heat transfer coefficient between cathode air and 
cathode  
W m-2 K-1 
hc,Fu-A (zf) Heat transfer coefficient between fuel and anode  W m-2 K-1 
( )−C ADT cq z  Radiation heat flow between cathode and ADT W 
τRef Transfer factor between anode and reformer - 
τCas Transfer factor between anode and casing - 
Flow Variables 
uADTAir, uAir, uFu 
Flow velocities for ADT air, cathode air and fuel 
respectively 
m s-1 
ReADTAir, ReAir,ReFu 
Reynolds numbers for ADT air, cathode air and fuel 
respectively 
 
fADTAir, fAir, fFu 
Friction coefficients for ADT air, cathode air and fuel 
respectively 
- 
ΔpADT, ΔpC, ΔpA Friction losses in ADT, cathode and anode channel - 
pADTAir,ref, pAir,ref, 
pFu,ref 
Reference pressure distribution of ADT air, cathode 
air and fuel for reactions heat transfer  
Pa 
cAir(zc,7), cFu(zc,7) Molar concentrations of species in air and fuel mol m-3 
xAir(zc,7), xFu(zc,7) Molar fractions of species in air and fuel - 
Check Variables 
TMEA,Max Maximum local temperature in the MEA K 
TMEA,Mean Mean temperature in the MEA K 
TMEA,Min Minimum local temperature in the MEA K 
dTdzMEA,Max Max local axial temperature gradient in the MEA K m-1 
dTdrMEA,Max Max local radial temperature gradient in the MEA K m-1 
jmin Minimum local current density A m-2 
ΔgCD Gibbs energy change of carbon deposition reaction J mol-1 
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ΔE Relative energy balance around the system - 
ΔM Relative mass flow balance around the system - 
The degradation resistance RD must be specified (0 for the assumption of an new cell). 
Furthermore, the operation point must be specified by either total current J, current 
density j or the cell voltage E (alternatively the power P). The radiation transfer 
factors τRef and τCas must be specified. 
Equations 
The equation section is subdivided for better overview. For easier reading, a 
convention is that each axially distributed equation (over z) is valid for all z ∈ [0,l] 
unless otherwise noted. 
Boundary Equations 
Small pressure losses over the flow channels are assumed. The reference pressures for 
the reactions and heat transfer are hydraulically set before the channel inlets. Hence, 
the pressure relationships are 
, ,
, ,
, ,
=
= − Δ
= − Δ
ADT ref In Air
C ref In Air ADT
Air Out C ref C
p p
p p p
p p p
  , ,
, ,
=
= − Δ
A ref In Fu
Out Fu A ref A
p p
p p p
 
The inlet temperatures from the ports are connected to the flow channel entrances 
(0: top of the tube, l: bottom of the tube) 
( )
( )
,
,
0 =
=
ADTAir In Air
Fu In Fu
T T
T l T
  
To account for enthalpy conservation at pressure changes, the outlet temperatures are 
gained implicitly by enthalpy balances:  
( )( ) ( )
( )( ) ( )
, , , , ,
, , , , ,
0 , , , ,
0 , , , ,
=
=
Air C ref Out Air Out Air Out Air Out Air
Fu A ref Out Fu Out Fu Out Fu Out Fu
h T p x h T p x
h T p x h T p x
 
The air from the air delivery tube enters the cathode channel at the cell bottom: 
( )( ) ( )( ), , , ,, , , ,=ADTAir C ref In Air Air ADT ref In Airh T l p x h T l p x  
The species concentration and molar fraction of fuel and air at the inlet and outlet are 
calculated with the molar volume function: 
( ) ( )( ) ( )( ),
,:
,:
, , ,:
= AirAir
Air Air ref Air
x l
c l
v T l p x l
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( ) ( )( ) ( )( ),
,:
,:
, , ,:
= FuFu
Fu Fu ref Fu
x l
c l
v T l p x l
 
( ) ( )( ) ( )( ),
0,:
0,:
0 , , 0,:
= AirAir
Air Air ref Air
x
c
v T p x
 
( ) ( )( ) ( )( ),
0,:
0,:
0 , , 0,:
= FuFu
Fu Fu ref Fu
x
c
v T p x
 
The velocities distributions of the three flows are calculated from the continuity 
condition for the pressure loss calculation.  
,
,
, 2= ⋅
ADT i
In Air
ADTAir In Air
v
u n
r π   
( )( )
( ),
, ,
, 2 2
, ,− = ⋅ −

ADT o
Air Air ref In Air
Air In Air
i
v T l p x
u n
r r π  
( )( ), ,
,
, ,− = ⋅ Fu Fu ref In FuFu In Fu
Fu
v T l p x
u n
A
 
For the heat and mass transfer, the velocity of a flow path must be assumed as 
constant due to mathematical reasons. The velocities at the bottom of the tube (l) will 
be taken for these calculations. 
The flow rates at the outputs are calculated according to the continuity equation: 
( ) ( )7 2 2, ,
1
0,
=
= − ⋅ ⋅ −∑Out Air Air Air i ADT o
i
n u c i r r π  ( )7,
1
0,
=
= − ⋅ ⋅∑Out Fu Fu Fu Fu
i
n u c i A  
The lower heating value of the inlet and outlet fuel: 
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) { }
0 0 0 0
2 2 4 4 2 2
0 0
2
0 2
, ; ,
= ⋅ − + ⋅ − − +
+ ⋅ − ∀ ∈
X X f X f f f
X f f
LHV x H h H O x CH h CH h CO h H O
x CO h CO h CO X In Fuel Out Fuel
 
The upper and lower ends of the air delivery tube and the cell tube are assumed to be 
adiabatic: 
( ) ( )
, ,
,0 ,
0 ,
∂ ∂ ⎡ ⎤= = ∀ ∈ ⎣ ⎦∂ ∂
ADT ADT
ADT i ADT o
c c
T r T r l
r r r
z z
( ) ( ) [ ],0 , 0 ,∂ ∂= = ∀ ∈∂ ∂MEA MEA i oc c
T r T r l
r r r
z z
 
Gas Properties, Heat Transfer and Flow Numbers 
The relationship between the species concentration and mole fraction in the reacting 
gas channels: 
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( ) ( )
( )
( ) ( )
( )
{ }7 7
1 1
, ,
, ; , 1: 7
, ,
= =
= = ∀ ∈∑ ∑
Air Fu
Air Fu
Air Fu
j j
c z i c z i
x z i x z i i
c z j c z j
 
The heat transfer coefficients for all solid-gas interfaces are based on laminar flow and 
constant Nusselt number (thermal conductivities from physical property package): 
( ) ( ) ( )( )
( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( )
( ) ( )
,
, , ,
,
, , 2 2
,
,
, , 2 2
,
,
1, , :
2
, , ,:
2
, , ,:
2
,
−
−
−
−
= ⋅ ⋅
+= ⋅ ⋅ −
+= ⋅ ⋅ −
= ⋅
ADT i
i
i
c ADTAir ADT ADTAir ADTAir ref In Air
i ADT o
c Air ADT ADT Air Air ref Air
ADT o
i ADT o
c Air C C Air Air ref Air
ADT o
c Fu A A Fu F
h z Nu T z p x
r
r r
h z Nu T z p x z
r r
r r
h z Nu T z p x z
r r
h z Nu T z p
λ
λ
λ
λ ( )( ), 2, ,: 4⋅ ou ref Fu Fu
rx z
A
π
 
The heat capacities are obtained from the physical property package: 
( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )
, , ,
, ,
, ,
, , :
, , ,:
, , ,:
=
=
=
p ADTAir p ADTAir ADTAir ref In Air
p Air p Air Air ref Air
p Fu p Fu Fu ref Fu
c z c T z p x
c z c T z p x z
c z c T z p x z
 
The Reynolds numbers are calculated at the entrances and assumed to be constant 
along the flow paths: 
( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
,
, , ,
2
, ,
7
,
1 ,
7
,
1 ,
2
0 , , :
1 , :
, , ,:
, :
, , ,:
=
=
⋅= ⋅
= − ⋅ ⋅ ⋅
= − ⋅ ⋅ ⋅
∑
∑

ADT i
In Air In Air ADT i
ADTAir
ADTAir ADTAir ref In Air
Air hyd
Air Air Air Air
iRe Air Air ref Air
Fu hyd
Fu Fu Fu Fu
i Fu Fu ref Fu
n M r
Re
r T p x
d
Re u c l i M x
T l p x l
d
Re u c l i M x
T l p x l
π μ
ξ μ
μ
 
Pressure Loss 
The friction factors are calculated for laminar flow [Mills 1995]: 
{ }64 , ,= ∀ ∈X
X
f X ADTAir Air Fuel
Re
 
Together with the friction coefficients at the entrances, the pressure losses in the gas 
channels are: 
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( ) ( )( ) 2, , , ,
,
1 , , :22
⎛ ⎞Δ = + ⋅ + ⋅ ⋅ ⋅⎜ ⎟⎜ ⎟⎝ ⎠ADT ADT in ADTAir ADT out ADTAir ADTAir ref In Air ADTAirADT i
lp f T l p x u
r
ζ ζ ρ
( ) ( )( )
( ) ( )( )
2
, , ,
,
2
, , ,
,
1 , , ,:2
1 , , ,:2
⎛ ⎞Δ = + ⋅ + ⋅ ⋅ ⋅⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞Δ = + ⋅ + ⋅ ⋅ ⋅⎜ ⎟⎜ ⎟⎝ ⎠
C C in Air C out Air Air ref Air Air
Air hyd
A A in Fu A out Fu Fu ref Fu Fu
Fu hyd
lp f T l p x z u
d
lp f T l p x z u
d
ζ ζ ρ
ζ ζ ρ
 
Reactions 
The heat of the reactions is: 
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )( )
( )( )
0
2
0 0
4 4 2 2
0
2
0 0
2 2
0 0
2 2 2 2
2
3 0
0
1
2
0 2
Δ = ⋅ + + +
− + − +
Δ = + + +
− + − +
Δ = + − +
− + + ⋅ ⋅
Ref f
f f
Shi f
f f
Elc f f
h z h H h CO h CO
h CH h CH h H O h H O
h z h H h CO h CO
h CO h CO h H O h H O
h z h H O h H O h O h O
h H E F
  
with the enthalpy values at the middle electrolyte temperature TMEA(rE,m) and the 
reference pressure of the respective gas channel, i.e. pAir,ref for O2, all other species 
pFu,ref. 
Note that for the electrochemical reaction, a part of the enthalpy change is turned into 
electric power. 
The reaction rate of the reforming reaction is determined using the common kinetic 
approach of Rechenauer [Achenbach 1994].  
( ) ( ) ( ),
82000
, ,
4 64274 , 10
− ⋅= ⋅ ⋅ ⋅ ⋅ m MEA E mR T r z Fu refRef Fu el
p
r z e x z CH A
Pa
 
The shift reaction is assumed to be always at equilibrium. The equilibrium constant is 
determined from the change in standard Gibbs energy [Moran 2004]: 
( )( ) ( ) ( ) ( ) ( )( )
0 0 0 0
2 2 2
,
ln
,
+ − −= −Shi
m MEA E m
g H g CO g CO g H O
K z
R T r z
 
The reaction rate for the shift reaction is then 
( ) ( ) ( ) ( ) ( )( ) [ )
( )
2 24
2
, ,
10 , , 0,
0
⎛ ⎞⋅= ⋅ − ∀ ∈⎜ ⎟⎜ ⎟⎝ ⎠
=


Fu Fu
Shi Fu Fu
Shi
Shi
x z H x z CO
r z x z CO x z H O z l
K z
r l
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Note that the factor 104 is a sufficient proportional “gain” to ensure that the reaction 
rate is close to equilibrium. Higher numbers do not significantly increase the approach 
of equilibrium, but may cause solver problems. The reaction rate equation is coupled 
with the molar balance equations. As the molar composition at the fuel entrance (z=l) 
is specified, the reaction rate value at this point is meaningless. 
The electrochemical reaction rate is calculated from the distributed current density 
( ) ( )
2
⋅= ⋅
el
Elc
j z A
r z
F
 
Electrics and Electrochemistry 
The standard potential is calculated from the standard Gibbs energy: 
( ) ( ) ( ) ( )
0 0 0
2 2 20
1
2
2
− −= − ⋅
g H O g O g H
E z
F
 
The reversible potential is calculated from the Nernst equation, applying Dalton’s law: 
( ) ( ) ( ) ( )( ) ( )
5
, 20
2 2 ,
, , 10ln
2 , ,
⎛ ⎞⎜ ⎟= − ⋅ ⋅⎜ ⎟⋅ ⋅⎝ ⎠
m MEA E m Furev
Fu Air Air ref
R T r z x z H O PaE z E z
F x z H x z O p
 
The total voltage balance is 
( ) ( ) ( ) ( ) ( ) ( ), , , ,= = − − − − −revVoltage ohm act A act C diff A diff CS E E z z z z z zη η η η η  
The total current:  
( )
0=
= = ∫lelCurrent t
z
AS J j z dz
l
 
The average current density: 
= tt
el
Jj
A
 
The electric power: 
= = ⋅Power DC tS P E J  
Ohmic Losses 
The ohmic overpotential including degradation resistance is 
( ) ( ) ( )( )Ω= ⋅ ⋅ +ohm el Dz j z A R z Rη  
The ohmic resistance by the layers is determined by an analytic representation for 
even distributed current from Nisancioglu [1989].  
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( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )
( )
( ) ( ) ( )( ) ( )( )
2 2
1 3
2 2
cosh 2 sinh
1
2 tanh12 sinh
Ω
⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟+ + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠⎜ ⎟= ⋅ +⎜ ⎟⎛ ⎞ ⎛ ⎞⎜ ⎟+⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
A C A C C
E E E I I
A C A C C
I
A C
E
E E A C
z z z z
J J z J z
R z
l J zz z
J z
z
ρ ρ ρ ρ ρρ δδ δ δ δ δ
ρ ρ
ρ δ δ δ
 
where 
( ) ( )
( ) ( )1
2
⎛ ⎞= +⎜ ⎟⎜ ⎟⎝ ⎠
A CE
E
E E A C
z zlJ z
z
ρ ρ
ρ δ δ δ ; ( )
( )1
2
= ⋅ AII
I I A
zlJ z
ρ
ρ δ δ  
This approach assumes that current flows only in radial direction in the electrolyte and 
circumferential direction in the electrodes and furthermore an even circumferential 
current distribution in the electrolyte. 
The layer resistivity values are calculated temperature dependent [Bossel 1992]: 
( ) ( ),
10300
,52.994 10−= ⋅ ⋅ MEA E mT r zE z eρ   
( ) ( ) ( ),
1150
,8
,1.053 10 ,
−= ⋅ ⋅ ⋅ MEA E mT r zA MEA E mz T r z eρ  
( ) ( ) ( ),
1200
,8
,2.381 10 ,
−= ⋅ ⋅ ⋅ MEA E mT r zC MEA E mz T r z eρ  
The resistivity of the interconnect layer is assumed to be temperature independent. 
The value from Nisancioglu [1989] is used: 
7 22 10−= ⋅ ΩI I mρ δ  
Activation Losses 
A relationship between activation overpotential and current is the Butler-Volmer 
equation for anode and cathode: 
( ) ( ) ( ) ( )
( )
( ) ( ), ,
1 22
, ,
0,
− ⋅⋅ −⎛ ⎞⎜ ⎟= ⋅ −⎜ ⎟⎝ ⎠
AA
act A act A
m MEA o m MEA o
FF z z
R T r z R T r z
Aj z j z e e
ββ η η
 
( ) ( ) ( ) ( )
( )
( ) ( ), ,
1 22
, ,
0,
− ⋅⋅ −⎛ ⎞⎜ ⎟= ⋅ −⎜ ⎟⎝ ⎠
CC
act C act C
m MEA i m MEA i
FF
z z
R T r z R T r z
Cj z j z e e
ββ η η
 
The therefore required exchange current densities for the anode and cathode are: 
( ) ( ) ( )( ) ( ) ( )( ) ( ),10, 2 2 2, , , , −−= ⋅ + ⋅ + ⋅ act AA A m MEA i
E
R T r
A A Fu Fu Fu Fuj z x z H x z CO x z H O x z CO e
β βγ  
( ) ( ) ( ),0, 2, −= ⋅ ⋅
act C
A m MEA o
E
R T r
C C Airj z x z O e
βγ  
Equation 4-1
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The coefficients γA and γC and the activation energy values Eact,A and Eact,C have been 
defined by Thorud [2005] applying parameter estimation with Siemens-Westinghouse 
experimental results.  
Diffusion Losses 
The diffusion losses arise from the fact that the concentration of the reacting species, 
i.e. O2, H2 and H2O, at the triple phase boundary (TPB) varies from the bulk 
concentration due to diffusion resistance in the porous electrodes. The voltage 
corrections for anode and cathode based on the Nernst equation are 
( ) ( ) ( )( )
( )
( )2
2
,2
,
, 2
, ,
ln
2 ,
⎛ ⎞= ⋅ ⋅⎜ ⎟⎜ ⎟⋅ ⎝ ⎠
TPB H Om MEA o Fu
diff A
TPB H Fu
x zR T r z x z H
z
F x z x z H O
η  
( ) ( ) ( )( )
2
2
,
,
, ,
ln
2
⎛ ⎞= ⋅ ⎜ ⎟⎜ ⎟⋅ ⎝ ⎠
m MEA i Air
diff C
TPB O
R T r z x z O
z
F x z
η  
Diffusion is a transient phenomenon, but the expected time constants are below one 
second [Qi 2005] and thus a steady-state approach is chosen. 
Two serial diffusion phenomena occur in the cell; one between the bulk gas phase to 
the electrode surface and one in the porous electrode, i.e. between electrode surface 
and TPB.  
On the air side, a binary gas mixture is present where only oxygen is diffusing. The 
diffusion coefficient from the bulk phase to the cathode surface can thus be 
determined by the Fuller equation [Reid 1987]: 
( ) ( )
( ) ( ) ( ) ( )( )
2
1.757
1
2 21 1, 3 3
2 21 15
2 2
1.43 10
2
10
−
− −
⋅ ⋅=
⎛ ⎞⎜ ⎟⋅ ⋅ +⎜ ⎟+⎝ ⎠
Air
O
Air ref
diff diff
T z
D z
p
V O V N
Pa M O M N
 
Therewith the oxygen concentration at the cathode surface is 
( ) ( )( ) ( ) ( )( ) ,, 22
,
4 2
, 21 , 1
−⋅⋅ ⋅= + − ⋅
i ADT om MEA i
Air ref O
r rj z R T r z
F p D z
C O Airx z x z O e  
The Knudsen model is applied for diffusion in the porous electrode. The diffusion 
coefficient is 
( ) ( )
2
2
, ,
8 ,2
3
= ⋅ MEA iK O p C
O
RT r z
D z r
Mπ  
where the square root expresses the average molecular speed of the oxygen. The 
oxygen molar fraction at the TPB is specified implicitly by 
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2 2 2 2
2 2 2 2
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,2 2
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, , ,
, 1
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1 1
1 1
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F D z D z
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e
τ α δε
α
α  
On the fuel side, hydrogen and steam are diffusing. As five species are present, a 
mixing rule must be applied for the calculation of the diffusion coefficient from the 
bulk phase to the anode surface [Mills 1995]. 
( ) ( )( )
,
1 ,
,
−=
∑
Fu
i
Fu
j i j
x z i
D z
x z i
D
 
with the following species for i and j: 
i j 
H2 CH4, H2O, CO, CO2 
H2O H2, CH4, CO, CO2 
 
Applying the Fuller equation for the mutual diffusion coefficients Di,j, the above 
equation is extended to: 
( ) ( )
( ) ( ) ( ) ( ) ( )( )
( )
1
2 21 1, 3 3
1 15
1.757
1 ,
2,
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1.43 10
− −
−
−=
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⋅ ⋅∑
Fu
i
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j Fu
x z i
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p
x z i V i V j
Pa M i M j
T z
 
The mole fractions at the anode surface are: 
( ) ( ) ( ) ( )( ) { }, 2 2,
,
, ,
2 2
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m MEA o Fu
A i Fu
Fu ref i
j z R T r z
x z x z i i H H O
F p D z
δ
 
The Knudsen diffusion coefficients in the porous anode material are: 
( ) ( ) { }, , 2 28 ,2 ,3= ⋅ ∀ ∈MEA oK i p A i
RT r z
D z r i H H O
Mπ  
The ordinary and Knudsen diffusion coefficient yield the effective diffusion 
coefficient: 
( ) ( ) ( )( ) ( ) { },, 2 2, ,
⋅= ⋅ ∀ ∈+
i K i A
eff i
i K i A
D z D z
D z i H H O
D z D z
ε
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The molar fractions at the TPB can therewith be expressed explicitly: 
( ) ( ) ( ) ( )( ) { }, , 2 2, ,
,
,
2
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m MEA o
TPB i A i A
Fu ref eff i
j z R T r z
x z x z i H H O
F p D z
δ  
Heat Transfer 
Beginning in the middle of the tubular cell, the heat transport equation for the air in 
the air delivery tube (ADT) is: 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ]
7
,
1
, ,
,
,
2 , 0,
=
−
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i b
c ADTAir ADT ADT ADT i ADTAir
ADT i
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Note that because no reactions occur in the ADT, the concentrations at the cathode 
air entry are used. 
The boundary heat transfer between ADT air and ADT: 
( ) ( ) ( ) ( )( ) ( ), , ,, , 0,−∂⋅ = ⋅ − ∀ ∈∂ADT ADT iADT c ADTAir ADT ADT ADT i ADTAirADT
T r z
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The heat conduction in radial and axial direction inside the ADT: 
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The boundary heat transfer between ADT and cathode air (including radiation from 
the cathode surface): 
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The heat transport in the cathode air: 
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The boundary heat transfer between cathode air and cathode (including radiation to 
the ADT surface): 
( ) ( ) ( ) ( )( ) ( ) ( ), ,, , 0,2−−∂⋅ = ⋅ − + ∀ ∈∂
MEA i C ADT
MEA r c Air C MEA i Air
MEA i
T r z q z
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r rlπ  
The heat transfer in radial and axial direction inside the MEA (note different heat 
conductivities in radial and axial direction) 
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The boundary heat transfer between the anode and the fuel (including heat of 
reactions and radiation to the reformer and the casing): 
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Δ + Δ + Δ + +− ∀ ∈    
MEA o
MEA r c Fu A MEA o Fu
MEA
Ref Ref Shi Shi Elc Elc Rad Ref Rad Cas
o
T r z
k h z T r z T z
r
r h r h r h q z q z
z l
r lπ
 
Finally, the heat transport in the fuel: 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) [ )
7
,
1
,
,
2 , 0,
=
−
⎛ ⎞∂⋅ ⋅ + ⋅⎜ ⎟⎜ ⎟∂⎝ ⎠
⋅= ⋅ ⋅ − ∀ ∈
∑ Fu FuFu p Fu Fu
i f
o
c Fu A MEA o Fu
Fu
dT z T z
c z i c z u l
dt z
r h z T r z T z z l
A
π  
Mass Transfer 
On the air side, only for oxygen a sink term exists: 
( ) ( ) ( ) ( )( ) [ )2 2 2 2 ,
1, , 2 0,
−∂+ = ∀ ∈∂ ⋅ −
ElcAir Air
Air
c i ADT o
r zdc z O c z O
u l z l
dt z l r r π  
for all other components i: 
( ) ( ) ( ) [ ) { }2 2 4 2 2, , 0 0, , , , , , ,∂+ = ∀ ∈ ∈∂Air AirAir c
dc z i c z i
u l z l i N H CH H O CO CO
dt z
 
On the fuel side, no source or sink terms exists for nitrogen and oxygen: 
( ) ( ) ( ) [ ) { }2 2, , 0 0, , ,∂+ = ∀ ∈ ∈∂Fu FuFu c
dc z i c z i
u l z l i N O
dt z
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The mass transfer equations for the remaining species are: 
( ) ( ) ( ) ( ) ( ) ( ) [ )2 2 3, , 0,+ −∂+ = ∀ ∈∂ ⋅
  Ref Shi ElcFu Fu
Fu
c Fu
r z r z r zdc z H c z H
u l z l
dt z l A
 
( ) ( ) ( ) ( ) [ )4 4, , 0,−∂+ = ∀ ∈∂ ⋅
RefFu Fu
Fu
c Fu
r zdc z CH c z CH
u l z l
dt z l A
 
( ) ( ) ( ) ( ) ( ) ( ) [ )2 2, , 0,− − +∂+ = ∀ ∈∂ ⋅
  Ref Shi ElcFu Fu
Fu
c Fu
r z r z r zdc z H O c z H O
u l z l
dt z l A
( ) ( ) ( ) ( ) ( ) [ ), , 0,−∂+ = ∀ ∈∂ ⋅
 Ref ShiFu Fu
Fu
c Fu
r z r zdc z CO c z CO
u l z l
dt z l A
 
( ) ( ) ( ) ( ) [ )2 2, , 0,∂+ = ∀ ∈∂ ⋅
Fu Fu Shi
Fu
c Fu
dc z CO c z CO r z
u l z l
dt z l A
 
Radiation 
The radiation heat flow between the cathode and the ADT is: 
( ) ( ) ( )( )44 ,, ,− −= ⋅ ⋅ −C ADT C ADT B MEA i ADT ADT oq z T r z T r zτ σ  
The radiation heat flow from the anode surface to the reformer is  
( ) ( ) ( )( )4 4, , ,Rad Ref Ref B e Ref r Refq z T z T zτ σ= ⋅ ⋅ −  
where the recipient temperature from the radiation port Ref is specified in the 
reformer (IIR) model and the emitter temperature is 
( ) ( ), ,=e Ref MEA oT z T r z  
The radiation heat flow from the anode surface to the stack casing is analogously 
( ) ( ) ( )( )4 4, , ,= ⋅ ⋅ −Rad Cas Cas B e Cas r Casq z T z T zτ σ  
and also here the recipient temperature is specified in the connected model (casing) 
and the emitter temperature is 
( ) ( ), ,=e Cas MEA oT z T r z  
Note that all heat flows are related to the whole length of the tube. 
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Check Variables 
The check variables are outputs not required elsewhere in the equation system. Their 
purpose is the surveillance of important physical parameters as well as the correctness 
of the model.   
The local temperature maximum and minimum in the MEA is 
( ), max=MEA Max MEAT T   ( ), min=MEA Min MEAT T  
Assuming o i ir r r−  , the mean temperature over the MEA is 
( ) ( ), 0
1 ,
= =
= ⋅ − ∫ ∫
o
i
rl
MEA Mean MEA
o i z r r
T T r z dr dz
l r r
 
The local heat gradient maxima in radial and axial direction of the MEA are 
( )
,
,
max ;
⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂⎝ ⎠
MEA
MEA Max
c
T r z
dTdz
z
 
( )
,
,
max
⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂⎝ ⎠
MEA
MEA Max
MEA
T r z
dTdr
r
 
The minimum current density occurring in the cell is  
( )min=minj j  
The change in Gibbs energy for carbon deposition is 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( )
0, 0 2 0 2 0 4 0 2
2
2 2
2
4
2 , 2 , , 2 ,
, ,
, ln
, ,
Δ = ⋅ + + ⋅ − − ⋅
⋅+ ⋅ ⋅
CD C
Fu Fu
m MEA o
Fu Fu
g z g g z CO g z H g z CH g z CO
x z CO x z H
R T r z
x z CH x z CO
 
Note that the reaction for which the Gibbs energy change has been calculated is 
4 2 22 2 2+ + +UCH CO C H CO  
This reaction is the sum of the Boudouard reaction  
22 +UCO C CO  
and the methane cracking reaction 
4 22+UCH C H  
It is assumed that if the combined reaction moves to the left, carbon deposition is not 
an issue (if one reaction produces carbon, the other reaction will immediately 
consume it). Carbon deposition occurs if the calculated Gibbs energy change is 
negative. 
The relative overall energy balance is 
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( )
( )
, , , , , ,
0
, , , ,
1
1 =
+ + + + +
Δ = − + +
∫  

l
Out Air Out Air Out Fu Out Fu Out Rad Ref Rad Cas
z
In Air In Air In Fu In Fu In
n h n h LHV P q q dz
l
E
n h n h LHV
 
The relative overall mass balance is 
, , , ,
, , , ,
1
+Δ = − +
 
 
Out Air Out Air Out Fu Out Fu
In Air In Air In Fu In Fu
n M n M
M
n M n M
 
Mass and energy balance should in steady state operation be zero. A deviation of 0.01 
(=1%) for the energy and 0.005 (=0.5%) for the mass balance is regarded as tolerable. 
Comments 
The fuel cell model involves several thousand variables and is therewith the largest 
model of the toolbox. Furthermore, it has many non-linear equations and hence the 
solver stability is an issue with this model.  
A general problem in detailed modelling is the lack of accurate data of the fuel cells. 
Hence it is easy to put up a physical approach for most of the occurring phenomena, 
but it is difficult to calibrate the model without reliable information about properties 
of the applied materials and experimental results. A small comfort is, however, that 
the hybrid cycle is rather insensitive to the exact fuel cell character, and also internal 
effects are expected to at least show qualitatively correct trends.  
In the Siemens-Westinghouse configuration, the tubes are connected to burner and air 
preheater at the top of the cell. The assumption of adiabatic tube ends is nevertheless 
fair, as the tube thicknesses and hence heat conduction in axial direction is small. 
Experiments showed a temperature change of not more than 1K at the node next to 
the boundary. The large axial temperature gradients at the boundaries are not regarded 
as critical, as there will be no electrolyte and anode material at this section.  
Due to the limited number of nodes, the energy balance can show deviation of up to 
1% in some operation points.  
4.4 Turbomachinery 
4.4.1 Compressor and Turbine 
The models of compressor and turbine are very similar and are thus treated together 
here. 
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Icons 
TC ShaftSpeed
VIGV
Map Map
 
Purpose 
The compressor and turbine models provide the standard thermodynamic equations 
for the input-output relationships of the working fluid based on pressure ratio and 
isentropic efficiency. The latter values are determined by performance map models 
which are linked to the compressor and turbine models. The models furthermore 
provide scaling of the turbomachinery. This implies the existence of dimensionless 
and design point variables. For the compressor, a simple approach to variable inlet 
guide vanes (VIGV) has been implemented: The VIGV linearly scale the mass flow, 
while no other parameters are affected. This simplification has been decided by 
considering literature data on a small centrifugal compressor [Ishino 1999] and has 
also been implemented by other modellers [Ulfsnes 2006]. In gas turbine cycles, the 
changed relationship between mass flow and pressure will cause a change in the 
operation point and therewith also a different pressure.  
The basic model was developed by Ragnhild Ulfsnes [Ulfsnes 2006]. 
Assumptions 
The models are steady state, which is regarded as sufficient for turbomachinery 
calculations (see Chapter 3.4.1). The variable inlet guide vane affects only the mass 
flow variable of the compressor performance. 
Ports 
Port Definition Type Direction 
In Inlet port Material In 
Out Outlet port Material Out 
Shaft Shaft power Energy In 
Speed Shaft speed Control In 
Map Performance map interface PMap In/Out 
VIGV (only 
compressor) 
Position of the variable inlet guide vane Control In 
One material port and all other ports must be connected. 
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Variables 
Variable Definition Unit 
m  mass flow through the turbomachine kg/s 
Ts Isentropic endpoint temperature K 
Δh Specific enthalpy change J K-1 mol-1 
,0InT  Design point inlet temperature K 
,0Inp  Design point inlet pressure Pa 
0m  Design point mass flow kg/s 
MIn,0 Design point inlet molar weight kg mol-1 
κ0 Design point isentropic coefficient - 
N0 Design point shaft speed s-1 
InT  Dimensionless inlet temperature - 
Inp  Dimensionless inlet pressure - 
InM  Dimensionless inlet molar weight - 
Inκ  Dimensionless inlet isentropic coefficient - 
m  Dimensionless mass flow - 
N  Dimensionless shaft speed - 
π  Dimensionless pressure ratio - 
In design mode, all dimensionless values must be assigned unity. This grants that the 
compressor is in design point and a set of design point values for off-design mode can 
be obtained. In off-design mode, all design point variables must be assigned.  
Equations 
Boundaries 
Flow rate and composition at inlet and outlet are equal 
= In Outn n ;   ( ) ( ): :=In Outx x  
The pressure relationship: 
Compressor =Out Map
In
p
p
π    Turbine =In Map
Out
p
p
π  
The mass flow is calculated as: 
( ) ( )7
1=
⎛ ⎞= ⋅⎜ ⎟⎝ ⎠∑  i Inm n M i x i  
Outlet temperature and power  
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The isentropic endpoint temperature Ts is determined by 
( )( ), , : =s Out Out Ins T p x s  
The enthalpy change: 
Compressor ( )( ), , , :Δ ⋅ = −is Map s Out Out Inh h T p x hη  
Turbine ( )( )
,
, , :Δ = −s Out Out In
is Map
h h T p x hη  
The real outlet temperature is determined by 
( )( ), , :Δ = −Out Out Out Inh h T p x h  
The power the turbomachine consumes/produces is 
Compressor = ⋅ ΔShaftP n h  Turbine = − ⋅ ΔShaftP n h  
Boundaries for the performance map 
Dimensionless inlet gas properties and pressure ratio are calculated from actual and 
design point values: 
,0
= InIn
In
pp
p
; 
,0
= InIn
In
TT
T
;
,0
= InIn
In
MM
M
; 
,0
= InIn
In
κκ κ ; 0=
NN
N
; 
0,
= Map
Map
ππ π  
For the dimensionless mass flow, in case of the compressor the position of the 
variable inlet guide vane has to be considered: 
Compressor 
0
⋅ =  VIGV
mm S
m
  Turbine 
0
=  
mm
m
 
The reduced dimensionless mass flow: 
′ = ⋅ 
In
In In
Map
In
T
M
m m
p
κ
 
The reduced dimensionless shaft speed: 
1′ = ⋅
⋅Map
N N
T M
κ  
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4.4.2 Performance Maps for Compressor and Turbine 
Icon 
C T
MapMap  
Purpose 
The performance map models provide analytic representations of the operational 
characteristics of a turbomachine. They incorporate expressions for the reduced mass 
flow *′m , efficiency η* and pressure ratio π* of the original machine performance they 
were derived from, all as a functions of the reduced dimensionless shaft speed ′N and 
the parameter β. The latter presents an auxiliary coordinate in the two-dimensional 
maps.  
The original values are scaled down to dimensionless values using a set of scaling 
factors. Except the mass flow function of the turbine, all performance data may be 
sufficiently modelled by polynomials of 4th or 5th or lower degree, as for example 
( ) ( )*
0, 0= =
′= ∑n i jij
i j
c Nπ β . 
The turbine inlet will be choked above a certain pressure ratio, meaning that the mass 
flow is no longer a function of the pressure ratio respectively the parameter β. This 
constant mass flow cannot be satisfactorily represented by a polynomial function. An 
elliptic approach of the kind 
1 1
′ −⎛ ⎞ ⎛ ⎞+ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 z zm
a b
β  
or explicitly 
1
11
⎛ ⎞−⎛ ⎞′ = ⋅ −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

z z
m a
b
β    with the exponent 20 1 2′ ′= + +z c c N c N . 
is sufficient to represent this behaviour. The coefficients for all approaches can be 
fitted to performance data with adequate software for multi-dimensional curve fitting. 
The Matlab function nlinfit has been used for this task. The found representation is 
described in Chapter 5.  
Independent from the scaling factors, the resulting pressure ratio must always be 
greater than unity. In order to assure this, the pressure ratio is scaled around unity. For 
 4.4 Turbomachinery 81 
 
this scaling, a dimensionless pressure ratio is not sufficient. Hence, the absolute and 
design pressure ratios must be supplied by the turbomachine model.  
Parameters 
Parameter Definition Unit Default 
πScale Pressure ratio for scaling - - 
′ Scalem  Reduced mass flow rate for scaling  kg/s - 
If the turbomachine is at the design point, all calculated values must equal their design 
values. For the performance map interface, this means that the dimensionless reduced 
mass flow 1′ =m  and the pressure ratio 0=π π . Considering Equation 4-2 and 
Equation 4-3 below, this implies that to choose a design point βD on the line 1′ =N , 
the parameters πScale  and ′ Scalem  must be set in a way that 
( )1,
1
∗′ ′ = == ′


D
Scale
m N
m
β β
  
and  
( ) ( )*0, 0,1, 11 11
′ = = −= + ⋅ −−
D
Map Map
Scale
Nπ β βπ ππ  or ( )* 1,′= = =Scale DNπ π β β  
Ports 
Port Definition Type Direction 
Map Interface to thermodynamic model PMap In/Out 
Map must be connected to the thermodynamic compressor or turbine model. 
Variables 
Variable Definition Unit 
β Beta parameter from performance equation - 
∗′m  Original reduced mass flow from performance equation - 
π* Original pressure ratio from performance equation - 
*
sπ (only 
compressor) 
Original surge pressure ratio from performance equation - 
Equations 
The polynomial or elliptic performance equations for the values of the original 
machine: 
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( )* ,′ ′= Mapm f N β  
( ),′=Map Mapf Nη β  
( )* ,′= Mapf Nπ β  
The original surge pressure is expressed as function of the reduced mass flow (only 
compressor map model) 
( )* ∗′= s f mπ  
The dimensionless mass flow for the thermodynamic model interface: 
∗′′ = ′
 Map Scale
mm
m
 
The scaled pressure ratio for the thermodynamic model interface: 
( )* 0,11 11−= + ⋅ −−Map MapScale
ππ ππ  
The scaled surge pressure (only compressor map model): 
( )*, 0,11 11−= + ⋅ −−ss Map MapScale
ππ ππ  
Comments 
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Figure 4-2: Example for scaling of compressor map from original machine data 
Figure 4-2 shows an exemplary compressor map of an original machine (left) and a 
scaled (right). The polynomial representation varies partly from the original. However, 
it is seen as sufficient as long as general turbomachinery behaviour is to be modelled 
and scaling is used. As soon as the true, non-scaled behaviour of a real turbomachine 
Equation 4-2
Equation 4-3
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shall be modelled, a more exact representation, as for example lookup tables and 
interpolation, can be interesting.  
As extrapolation of compressor data is not tolerable, it must be assured that the 
coordinates for reduced speed and β are always inside the range where original data 
exist. This can be realised by defining variable bounds for the mentioned parameters.  
Solver problems are expected in ranges where a certain reduced mass flow at given 
speed can be achieved with more than one pressure ratios, i.e. in the regime of high 
shaft speed. However, such problems were never observed during the simulations. 
 
 
4.4.3 Shaft 
Icon 
Comp Gen
Turb
Speed
 
Purpose 
The shaft model accounts for the coupling of compressor, turbine and generator with 
respect to speed and power. Dynamics of mass inertia of the shaft and the rotating 
components is included. The model was taken over from Ragnhild Ulfsnes [Ulfsnes 
2006]. 
Assumptions 
The mass inertia is calculated by assuming a mass rotating at a certain radius. The 
power delivered by the turbine is transferred to the shaft at a constant mechanical 
efficiency.  
Parameters 
Parameter Definition Unit Default 
mrot Rotating mass kg - 
rrot Mean radius of rotating mass m - 
ηmech Mechanical efficiency of the shaft (based on 
turbine power) 
- 0.99 
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Ports 
Port Definition Type Direction 
Turb Turbine power Energy In 
Comp Compressor power Energy Out 
Gen Generator power Energy Out 
Speed Shaft speed Control In/Out 
Three ports must be connected. 
Variables 
Variable Definition Unit 
ω Angular speed rad s-1 
ΔP Power balance W 
I Moment of inertia kg m2 
Equations 
The moment of inertia is 
21
2 rot rotI m r= ⋅ ⋅  
The angular speed is 
2 SpeedSω π= ⋅  
The power balance is 
mech Turb Comp GenP P P PηΔ = − ⋅ − −  
The power balance dictates change in shaft speed:  
d P
dt I
ω
ω
Δ= ⋅  
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4.5 Heat Exchangers 
4.5.1 Plate-Fin Heat Exchanger 
Icon 
In,H
In,C
Out,C
Out,H
 
Purpose 
For heat exchange between gaseous fluids, a large surface per volume ratio is required 
for achieving satisfactory compactness of the component. The model describes such a 
compact counter-flow plate-fin heat exchanger, see Figure 4-3. The gas flows are 1-
dimensionally discretised in flow direction. The wall is discretised 2-dimensionally in 
flow direction and to its thickness. The fins are considered for the heat transfer 
calculation according to Kays and London [1984].  
l
A
dP
δP
δF
 
Figure 4-3: Heat exchanger geometry 
The model was developed by Inge Fosse during a summer project [Fosse 2003].  
Approaches different from the fuel cell and its derivate models were used for heat 
transfer. This is because a heat exchanger features a more complex geometry and 
furthermore usually operates in turbulent flow regime. 
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Assumptions 
The surface geometry 11.1 [Kays 1984], which correlates to 11.1 fins per inch, is 
applied. The heat exchanger is adiabatic. Hence all gas channels of the hot and cold 
sides respectively have the same temperature distribution and do not exchange heat 
with each other. Heat transfer by convection and conduction is included, while 
radiation is neglected. The gas flows are fully developed and modelled as plug flow. 
Dynamics of gas composition due to residence time is neglected. Only the mass of the 
flat plate accounts for thermal inertia of the heat exchanger; other parts such as fins 
are neglected. The contribution of the fins to heat transfer is described by geometrical 
considerations and the fin efficiency method. Pressure loss is included. The generic 
geometry of the heat exchanger implies symmetry of hot and cold sides, resulting in 
velocity differences. 
Parameters 
Parameter Definition Unit Default 
ρP 
Bulk density of plate (Stainless steel AISI 302 at 
300 K [Incropera 2002]) 
kg m-3 8055 
cP Heat capacity of the plate [Incropera 2002] J kg-1 K-1 480 
kP 
Thermal conductivity of the plate [Incropera 
2002] 
W K-1 m-1 15.1 
dP Plate space [Kays 1984] (see Figure 4-3) m 0.00635 
rhyd Hydraulic radius [Kays 1984] m 0.000771 
δF Fin thickness [Kays 1984] (see Figure 4-3) m 0.000152 
δP Plate thickness [Kays 1984] (see Figure 4-3) m 0.0003 
β Rate of heat transfer area to volume between 
plates [Kays 1984] 
m-1 1204 
α 
Rate of heat transfer area to total volume 
2 2
p
P P
d
d
β
δ
⋅
+  
m-1 575 
aG Rate of free flow area to frontal area hydrα ⋅  - 0.443 
aF 
Ratio of fin area to total heat transfer area [Kays 
1984] 
- 0.756 
ζIn Pressure loss coefficient at entry [Kays 1984] - 0.5 
ζOut Pressure loss coefficient at exit [Kays 1984] - 0.25 
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Distribution Domains 
Domain Definition 
Discretisatio
n 
Order Nodes 
zb Flow direction (0:l), backward method BFDM 2 30 
zc Flow direction (0:l) , centre method CFDM 2 30 
zf Flow direction (0:l), forward method FFDM 2 30 
y Plate thickness direction (0:δP) CFDM 2 3 
Ports 
Port Definition Type Direction 
In,C Inlet of cold flow Material In 
Out,C Outlet of cold flow Material Out 
In,H Inlet of hot flow Material In 
Out,H Outlet of hot flow Material Out 
The gas inlet or outlet ports must be connected.  
Variables 
Variable Definition Unit 
l Length of heat exchanger (see Figure 4-3) m 
A Frontal area of heat exchanger (see Figure 4-3) m² 
TH(zb) Temperature of the hot flow K 
TC(zF) Temperature of the cold flow K 
TP(y,zc) Temperature of the wall K 
cH(zb), cC(zf) Total concentration of hot and cold flow mol m-3 
Tm,H, Tm,C Arithmetic mean temperature of hot and cold flow K 
pm,H, pm,C Arithmetic mean pressure of hot and cold flow Pa 
hc,H, hc,C Heat transfer coefficient of hot and cold flow W m-2 K-1 
ηF,H, ηF,C Fin effectiveness on hot and cold side - 
ηS,H, ηS,C Surface effectiveness on hot and cold side - 
KShi(zc) Equilibrium constant of the shift reaction - 
cp,H(zb), cp,C(zf) Heat capacity of hot and cold flow J mol-1 K-1 
ρH(zb), ρC(zf) Density of hot and cold flow kg m-3 
ρm,H, ρm,C Mean density of hot and cold flow kg m-3 
, H Cm m  Mass flow of hot and cold flow kg s-1 
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gH, gC Mass flux of hot and cold flow kg s-1 m-2 
uH,max, uC,max Maximum velocity of hot and cold flow m s-1 
fH, fC Friction factors for hot and cold flow - 
StH, StC Stanton number of hot and cold flow - 
PrH, PrC Prandtl number of hot and cold flow - 
ReH, ReC Reynolds number of hot and cold flow - 
ΔTLM Logarithmic mean temperature difference K 
ΔE Relative energy balance around the system - 
In design mode, a flow parameter (such as velocity or pressure loss) and a thermal 
parameter (such as logarithmic mean temperature difference or an output temperature) 
must be specified and the frontal area and length are calculated as result. In off-design 
mode, the frontal area and length must be specified.  
Equations 
Temperatures from the ports are connected to the ends of the heat exchanger (hot 
flow from 0 to l; cold flow from l to 0): 
( )
( )
,
,
0 =
=
H In H
H Out H
T T
T l T
   
( )
( )
,
,0
=
=
C In C
C Out C
T l T
T T
 
The compositions at inlet and outlet are set equal: 
( ) ( ), ,: :=In H Out Hx x   ( ) ( ), ,: :=In C Out Cx x  
The mass flow rates are: 
, ,= ⋅ H In H In Hm n M   , ,= ⋅ C In C In Cm n M  
The mass fluxes are: 
= ⋅
 H
H
g
mg
A a
   = ⋅
C
C
g
mg
A a
 
The maximum velocities are expected to occur at the hot end: 
( ), 0= HH max H
gu ρ    ( ), 0= CC max C
gu ρ  
The species concentration and the flows at the inlet and outlet are connected with the 
density: 
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( ) ( )
( ) ( )
,
,
0
0 = ⋅
= ⋅




HIn H
H
P H
HOut H
H
P H
n
c
n m
ln
c l
n m
ρ
ρ   
( ) ( )
( ) ( )
,
, 00
= ⋅
= ⋅




CIn C
C
P C
COut C
C
P C
ln
c l
n m
n
c
n m
ρ
ρ  
The front and rear end of the plate are assumed to be adiabatic: 
( ) ( ) [ ],0 , 0 0,∂ ∂= = ∀ ∈∂ ∂P P P
T y T y l
y
y y
δ  
Distributed heat capacities and densities are obtained from Multiflash: 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
[ ]
, ,
, ,
, ,
, ,
, , :
, , :
0,
, , :
, , :
=
= ∀ ∈=
=
p H p H H In H
p C p C C In C
p H H H In H
p C C C In C
c z c T z p z x
c z c T z p z x
z l
z T z p z x
z T z p z x
ρ ρ
ρ ρ
 
The arithmetic mean values of pressure, temperature and density are approximated 
assuming linear profiles: 
, ,
, 2
+= In H Out Hm H p pp   , ,, 2
+= In C Out Cm C p pp  
, ,
, 2
+= In H Out Hm H T TT   , ,, 2
+= In C Out Cm C T TT  
( )( ), , ,, , :=m H m H m H HT p xρ ρ  ( )( ), , ,, , :=m C m C m C CT p xρ ρ    
The Reynolds numbers are: 
( )( ), , ,
4
, , :
⋅ ⋅= hyd HH
m H m H In H
r g
Re
T p xμ  ( )( ), , ,
4
, , :
⋅ ⋅= hyd CC
m C m C In C
r g
Re
T p xμ  
The Prandtl numbers are: 
( )( ) ( )
( )( ), , , ,, , ,
, , : 0
, , :
⋅= m H m H In H P HH
m H m H In H
T p x c
Pr
T p x
μ
λ  
( )( ) ( )
( )( ), , , ,, , ,
, , :
, , :
⋅= m C m C In C p CC
m C m C In C
T p x c l
Pr
T p x
μ
λ  
The Stanton numbers are determined implicitly by fitting data from Kays and London 
[1984] for the Colburn factor 
2
3⋅St Pr  for the surface geometry 11.1: 
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{ }
4
3
2
2
3
7 10
3 4
12.687 2.9070 102.126 10
min ,
3.1751 10 1.48954 10 ,0.00840
−⎛ ⎞⋅⋅ + − +⎜ ⎟⎜ ⎟⋅ = ∀ ∈⎜ ⎟⋅ ⋅+ −⎜ ⎟⎜ ⎟⎝ ⎠
x x
x x
x x
Re Re
St Pr x H C
Re Re
 
The moody friction factors are also determined by data fitting from Kays and London 
[1984]: 
{ }3 28.6701 2433.88.034 10 ,−= ⋅ + + ∀ ∈x
x x
f x H C
Re Re
 
The pressure losses become then: 
( )
( )
,2
2
,
, ,
, , ,2
, ,
1 2 1
,
2
1
⎛ ⎞⎛ ⎞+ − + − +⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠− = ⋅ ∀ ∈⎜ ⎟⎜ ⎟+ ⋅ − − −⎜ ⎟⎝ ⎠
In x
In F
Out xx
In x Out x
In x In x In x
x F Out
m x Out x
a
gp p x H C
f l a
ρζ ρ
ρ ρ ρα ζρ ρ
 
The heat transfer coefficients are calculated from the Stanton numbers: 
( ). , 0= ⋅ ⋅c H H H p Hh St g c   ( ). ,= ⋅ ⋅c C C C p Ch St g c l  
The fin efficiencies are [Kays 1984]: 
,
,
,
2
tanh
2
2
2
⎛ ⎞⋅⎜ ⎟⎜ ⎟⎝ ⎠=
⋅
c HP
P F
F H
c HP
P F
hd
k
hd
k
δη
δ
 
,
,
,
2
tanh
2
2
2
⎛ ⎞⋅⎜ ⎟⎜ ⎟⎝ ⎠=
⋅
c CP
P F
F C
c CP
P F
hd
k
hd
k
δη
δ
 
The surface efficiencies are: 
( ), ,1 1= − ⋅ −S H F F Haη η   ( ), ,1 1= − ⋅ −S C F F Caη η  
The heat transport equations for the flows are: 
( ) ( ) ( ) ( )( ) ( ) ( ) ( ], , , , 0,− ⋅ ⋅ ⋅ = ⋅ ⋅ − + ⋅ ⋅ ∀ ∈H HHG H p H S H c H H P p H T
c
dT z dT zma c z h T z T z c z z l
dt A dz
ρ α η  
( ) ( ) ( ) ( )( ) ( ) ( ) ( ], , , , 0,⋅ ⋅ ⋅ = ⋅ ⋅ − + ⋅ ⋅ ∀ ∈C CCG C p C S C c C P C p C T
c
dT z dT zma c z h T z T z c z z l
dt A dz
ρ α η  
The boundary heat transfer between the flows and the plate are: 
( ) ( ) ( ) ( )( ) ( ), ,0,1 0, 0,∂− − ⋅ ⋅ = − ∀ ∈∂PF P S H c H H P PT za k h T z T z zy η δ  
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( ) ( ) ( ) ( )( ) ( ), ,,1 , 0,∂− ⋅ ⋅ = − ∀ ∈∂P PF P S C c C C P P PT za k h T z T z zyδ η δ δ  
The heat balance equation for the plate is: 
( ) ( ) ( ) ( ) ( )2 22 2, , , 0, , 0,∂ ∂+ = ⋅ ∀ ∈ ∈∂ ∂p p pP P Pc P
T y z T y z dT y zc y z l
y z k dt
ρ δ  
The molar balances for the cold and hot flows are: 
( ) ( ) [ ), 0 0,∂+ ⋅ ⋅ = ∀ ∈∂H HH m H Tb
dc z c z
g z l
dt z
ρ  
( ) ( ) ( ], 0 0,∂− ⋅ ⋅ = ∀ ∈∂C CC m C Tf
dc z c z
g z l
dt z
ρ  
The mean logarithmic temperature difference is: 
( ) ( ), , , ,
, ,
, ,
log
− − −Δ = ⎛ ⎞−⎜ ⎟⎜ ⎟−⎝ ⎠
In H Out C Out H In C
LM
In H Out C
Out H In C
T T T T
T
T T
T T
 
The total relative energy balance is  
, , , ,
, , , ,
1
+Δ = − +


Out C Out C Out H Out H
In C In C In H In H
n h n h
E
n h n h  
The energy balance should in steady state operation be zero. A deviation of 0.01 (=1%) 
is regarded as tolerable. 
Comments 
It has been observed that the discretisation method for the flow temperatures is 
crucial. For backward/forward discretisation, the temperature distributions look 
smooth, but energy balance mismatch is quite high (>0.1). For centre discretisation, 
the energy balance looks better, but the temperature curves are zigzagged. 
Nevertheless, central method was chosen, with a distribution of 30 nodes.  
Due to the plate heat conduction in axial direction, a certain length of the exchanger is 
indispensable for achieving close temperature approaches. A long exchanger with a 
smaller frontal area, however, causes stronger pressure drop.  
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4.5.2 Preheat Tube 
Icon 
In,H
In,C
Out,C
Out,H
 
Purpose 
The preheat tube is a typical tube-shell heat exchanger configuration as it appears in 
the Siemens-Westinghouse configuration (see Figure 2-9). The tubes are the extension 
of the air delivery tube on top of the cell. The cold stream (air) runs downwards 
through the tubes and is preheated by the burner exhaust gas running upwards outside 
the tube. Downwards, the tube enters the cell tube where it exchanges further heat. 
The model is based on the tubular SOFC core model, i.e. the premises concerning 
spatial distribution, and heat transfer are equal. The radial temperature distribution in 
the solid has been removed.  
Assumptions 
The model describes a number of non-interacting, axially distributed tube-shell heat 
exchangers; no bundling effects are considered. The upper and lower tube ends are 
adiabatic; no heat conduction to the prolongation of the tube inside the fuel cell (ADT) 
occurs. Dynamics of gas composition due to residence time is neglected. The gas 
flows are modelled as plug flows. The velocity is calculated from the continuity 
equation at arithmetic mean gas temperature and is assumed to be constant along the 
flow path. For heat transfer, laminar flow is assumed. The lumped pressure losses 
from laminar tube friction, inlet and outlet effects are calculated. Only the heat 
capacity of the tubes is considered; the shells are neglected. 
Parameters 
Parameter Definition Unit Default 
nT Number of tubes - 1152 
ri Inner radius of tube m 0.0025 
ro Outer radius of tube m 0.004 
rS Radius of the shell m 0.0055 
NuT Nusselt number for laminar flow inside a tube - 4.364 
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[Mills 1995] 
NuS 
Nusselt number for inner tube (laminar flow in 
annular ducts) [Rohsenow 1998] 
- 10 
dH,hyd Hydraulic diameter of the hot flow m 0.003 
ξRe Correction factor for Reynolds number in annlar ducts [White 2003] - 1.5 
ζC,in 
Pressure loss coefficient at cold inlet 
(assumption) 
- 0.5 
ζC,out 
Pressure loss coefficient at cold outlet (seamless 
transition to ADT) 
- 0 
ζH,in 
Pressure loss coefficient at hot inlet 
(assumption) 
- 0.5 
ζH,out 
Pressure loss coefficient at hot outlet 
(assumption) 
- 0.5 
ρT Density of tube material (Al2O3) [Mills 1995] kg m
-3 3970 
cT Heat capacity of the tube [Mills 1995] J kg-1 K-1 1167 
kT Thermal conductivity of the tube [Mills 1995] W K-1 m-1 11.8 
Distribution Domains 
Domain Definition Discretisation Order Nodes 
zb 
Axial direction (0:lT), backward 
method 
BFDM 2 20 
zf Axial direction (0:lT) , forward method FFDM 2 20 
zc Axial direction (0:lT) , centre method CFDM 2 20 
Ports 
Port Definition Type Direction 
In,C Inlet of cold flow Material In 
Out,C Outlet of cold flow Material Out 
In,H Inlet of hot flow Material In 
Out,H Outlet of hot flow Material Out 
Port quantities refer to the total number of tubes. The gas inlet or outlet ports must 
be connected.  
Variables 
Variable Definition Unit 
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lT Tube length m 
TC(zb) Temperature of the cold flow inside the tube K 
TH(zf) Temperature of the hot flow outside the tube K 
TT(zc) Temperature of the tube K 
Tm,C, Tm,H Mean temperature of cold and hot flow K 
cp,C(zb) Heat capacity of fuel J mol-1 K-1 
cp,H(zf) Heat capacity of cathode air J mol-1 K-1 
ReC, ReH Reynolds number of hot and cold flow - 
fC, fH Friction coefficients of hot and cold flow - 
ΔpC, ΔpH Friction losses on hot and cold side - 
hc,C(zb) 
Heat transfer coefficient between cold flow and the 
tube  
W m-2 K-1 
hc,H(zf) 
Heat transfer coefficient between hot flow and the 
tube  
W m-2 K-1 
uC, uH Flow velocities for cold and hot flow respectively m s-1 
cC(zc), cH(zc) Total molar concentrations in cold and hot flow mol m-3 
ΔTC, ΔTH 
Difference between inlet and outlet for hot and cold 
flow respectively 
K 
ΔE Relative energy balance around the system - 
In design mode, a thermal parameter (such temperature difference or an output 
temperature) must be specified and the length is calculated as result. In off-design 
mode, the length must be specified.  
Equations 
For easier reading, a convention is that each axially distributed equation (over z) is 
valid for all [ ]0,∈ Tz l  unless otherwise noted. 
The pressure at inlets and outlets are connected through the pressure loss: 
, , , ,;= − Δ = − ΔOut C In C C Out H In H Hp p p p p p  
The inlet temperatures from the ports are connected to the flow channel entrances 
(0: top of the tube, l: bottom of the tube) 
( ) ( ), ,0 ;= =C In C H T In HT T T l T   
To account for enthalpy conservation at pressure changes of a real gas, the outlet 
temperatures are gained implicitly by enthalpy balances:  
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( )( ) ( )
( )( ) ( )
, , , , ,
, , , , ,
, , , ,
0 , , , ,
=
=
C In C Out C Out C Out C Out C
H In H Out H Out H Out H Out H
h T l p x h T p x
h T p x h T p x
 
Compositions at inlets and outlets are set equal  
( ) ( ) ( ) ( ), , , ,: : ; : := =In C Out C In H Out Hx x x x  
The mean temperatures of hot and cold flows are taken in the middle of the tube:  
, 2
⎛ ⎞= ⎜ ⎟⎝ ⎠
T
m H H
lT T     , 2
⎛ ⎞= ⎜ ⎟⎝ ⎠
T
m C
lT  
The Reynolds numbers are calculated at the entrances and assumed to be constant 
along the flow paths: 
( ) ( ) ( ),, , , ,2 2 2, , , , , ,
2 ;
, , , ,
⋅ ⋅= ⋅ = ⋅−
 
i
H hydIn C In C In H In Ci
C H
m C In C In C m H In H In HS o
dn M n MrRe Re
r T p x T p xr rπ μ μπ  
The friction factors are calculated for laminar flow [Mills 1995]: 
{ }64 ,= ∀ ∈X
X
f X C H
Re
 
Together with the friction coefficients at the entrances, the pressure losses in the gas 
channels are: 
( )
( )
2
, , , , ,
2
, , , , ,
,
1 , ,22
1 , ,2
⎛ ⎞Δ = + ⋅ + ⋅ ⋅ ⋅⎜ ⎟⎝ ⎠
⎛ ⎞Δ = + ⋅ + ⋅ ⋅ ⋅⎜ ⎟⎜ ⎟⎝ ⎠
C C in C C out C m In C In C C
i
H H in H H out H m In H In H H
H hyd
lp f T p x u
r
lp f T p x u
d
ζ ζ ρ
ζ ζ ρ
 
The total molar concentration of hot and cold flows at the inlets is calculated from 
molar volume, utilising the arithmetic mean temperature: 
( ) ( ), , ,
10
, ,
=C
m C In C In C
c
v T p x
  ( ) ( ), , ,
1
, ,
=H T
m H In H In H
c l
v T p x
 
The velocities of the flows are assumed as constant along the flow paths and 
calculated from the continuity condition, assuming the arithmetic mean temperatures 
of the flows: 
 
( ), , ,,
2
, ,= ⋅
i
m C In C In CIn C
C
T
v T p xn
u
n r π   
( )
( ), , ,, 2 2
, ,− = ⋅ −
 m H In H In HIn H
H
T S o
v T p xn
u
n r r π  
Note that the port flow rates are total flow rates and have to be divided by the 
number of tubes. 
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The flow rates at the flow outlets are calculated according to the continuity equation: 
( ) 2, = ⋅ ⋅ ⋅Out C T C C T in n u c l r π   ( ) ( )2 2, 0= − ⋅ ⋅ ⋅ −Out H T H H S on n u c r r π  
The upper and lower ends of the tube are assumed to be adiabatic: 
( ) ( )0
0
∂ ∂= =∂ ∂
T T T
c c
T T l
z z
 
The heat transfer coefficients between the flows and the tube are based on laminar 
flow and constant Nusselt number (thermal conductivities from physical property 
package): 
( ) ( ) ( ), , , , 2 2
1 ;
2 2
+= ⋅ ⋅ = ⋅ ⋅ −
i
S o
c C T In C c H S In H
S o
r rh z Nu h z Nu
r r r
λ λ  
The heat capacities are obtained from the physical property package: 
( ) ( )( ) ( ) ( )( ), , , , , ,, , ; , ,= =p C p C In C In C p H p H In H In Cc z c T z p x c z c T z p x  
The heat transport equation for the cold flow in the tube is: 
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ], ,2 0,⎛ ⎞∂⋅ ⋅ + ⋅ = ⋅ ⋅ − ∀ ∈⎜ ⎟⎜ ⎟∂⎝ ⎠
C C
C p C C c C T C T
b i
dT z T z
c z c z u h z T z T z z l
dt z r
 
The heat balance equation for the tube: 
( ) ( )
( ) ( )( ) ( ) ( )( ) ( )
2
2
, ,
2 2
,
2 2
0,
⎛ ⎞∂− ⋅ ⋅ + ⋅ =⎜ ⎟⎜ ⎟∂⎝ ⎠
⋅ ⋅ − + ⋅ ⋅ −= ∀ ∈−
ADT T
ADT ADT ADT
c
i c C T C o c H T H
T
o i
dT r z T z
c k
dt z
r h T z T z r h T z T z
z l
r r
ρ
 
The heat transport in the hot flow outside the tube: 
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ), ,2 22 0,⎛ ⎞∂ ⋅⋅ ⋅ + ⋅ = ⋅ ⋅ − ∀ ∈⎜ ⎟⎜ ⎟∂ −⎝ ⎠
H H o
H p H H c H T H T
f S o
dT z T z rc z c z u h z T z T z z l
dt z r r
 
 
The boundary heat transfer between cathode air and cathode (including radiation to 
the ADT surface): 
( ) ( ) ( ) ( )( ) ( ) [ ), ,, , 0,2−−∂⋅ = ⋅ − + ∀ ∈∂
MEA i C ADT
MEA r c Air C MEA i Air T
MEA i
T r z q z
k h z T r z T z z l
r rlπ  
The molar balance for the cold flow is: 
( ) ( ) ( ]0 0,∂+ = ∀ ∈∂C CC Tc
dc z c z
u z l
dt z
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The molar balance for the hot flow is analogously: 
( ) ( ) [ )0 0,∂+ = ∀ ∈∂H HH Tc
dc z c z
u z l
dt z
 
The temperature differences between inlet and outlet of the flows are: 
, , , ,;Δ = − Δ = −C Out C In C H Out H In HT T T T T T  
The total relative energy balance is  
, , , ,
, , , ,
1
+Δ = − +


Out C Out C Out H Out H
In C In C In H In H
n h n h
E
n h n h  
The energy balance should in steady state operation be zero. A deviation of 0.01 (=1%) 
is regarded as tolerable. 
Comments 
The model does not account for gas residence times, as a delay in the gas composition 
does not have any influence in the prospected application: The cold flow is air and the 
hot flow is burner exhaust gas which is entering the turbine downstream. 
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4.6.1 Indirect Internal Reformer 
Icon 
In,G Out,G
Rad
 
Purpose 
The indirect internal reformer is used for pre-reforming the methane to a certain 
degree before the fuel enters the fuel cell. Heat is supplied to the reformer by radiation 
from the SOFC tube surface. The current model is a rectangular reformer of the same 
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height as the fuel cell tube, which is to be situated next to the tubes in the bundle in 
order to receive radiation heat along its whole body. The model is discretised in 
direction of the tube axes. The wall is furthermore discretised to its thickness. The 
geometry is depicted in Figure 4-4. 
δW
δG
Gas flow
w
l Radiation
from 
SOFC
 
Figure 4-4: Geometry of the IIR 
The model is based on chemical equilibrium calculation. For including non-
equilibrium, a temperature difference between the actual and the equilibrium 
temperature may be specified. 
It is assumed that the gas flow enters the IIR at the top and leaves at the bottom. In 
case the gas is fed from the bottom by a tube (see icon), the heat transfer between 
tube and the reforming gas is neglected. 
The model is a derivate of the tubular SOFC model and was developed in order to 
model the reforming more accurately (previously, a non-discretised reformer model 
including radiation heat flow had been applied). 
Geometry and materials of the IIR used by Siemens-Westinghouse are uncertain and 
may vary substantially from the approach modelled here. 
Assumptions 
The upper and lower ends of the reformer are adiabatic. The gas enters the reformer 
from the top and leaves it at the bottom. The reformer has two symmetric outer walls 
and one gas channel between (Figure 4-4). The internal gas flow is modelled as plug 
flow. The velocity is calculated from the continuity equation at arithmetic mean gas 
temperature and flow rate and is assumed to be constant along the flow path. Laminar 
flow is assumed. Pressure loss is calculated assuming a constant flow coefficient. The 
model is not discretised into the width direction. The reactions are based on 
equilibrium calculations. Only the steam reforming reaction of methane 
4 2 23CH H O H CO+ ⇔ +  
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and the water-gas shift reaction  
2 2 2CO H O CO H+ ⇔ +  
occur in the reformer. A reforming degree is defined as the reformed amount divided 
by the supplied amount of methane. 
The outer wall of the reformer receives only radiation heat from the fuel cell tubes. A 
radiation distribution over the length of the reformer is calculated in the tubular 
SOFC model. Convective heat transfer by gas outside the reformer is neglected. 
Parameters 
Parameter Definition Unit Default 
nR Number of reformers - 16 
l Length m 1.5 
w Width  m 0.6 
δW Wall thickness m 0.0025 
δG Gas channel thickness m 0.02 
Nu 
Nusselt number for laminar flow in rectangular 
ducts. Average value for constant heat flow; 
constant temperature, ratio a/b=8;infinite 
[Incropera 2002] 
- 7.5 
ρW Bulk density of wall (bulk Nickel) kg m
-3 8900 
cW Heat capacity of the wall (bulk Nickel) J kg-1 K-1 444 
kW Thermal conductivity of the wall (bulk Nickel) W K-1 m-1 90.7 
Distribution Domains 
Domain Definition Discretisation Order Nodes 
zb 
Axial direction (0:l), backward 
method 
BFDM 2 40 
zc Axial direction (0:l) , centre method CFDM 2 40 
y Wall thickness direction (0:δW) CFDM 2 3 
Ports 
Port Definition Type Direction 
In,G Inlet Material In 
Out,G Outlet Material Out 
Rad Radiation from the SOFC, distributed over zc Radiation In 
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Port quantities refer to the total number of reformers. The gas inlet port must be 
connected. The radiation port must be connected, to a model where radiation heat 
flow is calculated. Alternatively, the heat flow and emitter temperature (without effect) 
must be specified.  
Variables 
Variable Definition Unit 
TG(zb) Temperature of the gas K 
TW(y,zc) Temperature of the wall K 
Tm,G Mean temperature of the gas K 
ΔTeq Temperature difference between actual and 
equilibrium 
K 
Δpabs Absolute pressure drop Pa 
Δprel Relative pressure drop - 
c Flow coefficient m2 
ΔhRef(zc) Enthalpy change of the reforming reaction J mol-1 
ΔhShi(zc) Enthalpy change of the shift reaction J mol-1 
( )Ref cr z  Rate of the reforming reaction mol s-1 
( )Shi cr z  Rate of the shift reaction mol s-1 
KRef(zc) Equilibrium constant of the reforming reaction - 
KShi(zc) Equilibrium constant of the shift reaction - 
cp,G(zb) Heat capacity of gas J mol-1 K-1 
LHVIn Lower heating value of inlet gas J mol-1 
LHVOut Lower heating value of outlet gas J mol-1 
hc,G(zb) 
Heat transfer coefficient between the gas and the 
wall  
W m-2 K-1 
uG Flow velocity of gas m s-1 
cGr(zc,7) Molar concentrations of species in gas mol m-3 
xG(zc,7) Molar fractions of species in gas - 
ΔE Relative energy balance around the system - 
ΔM Relative mass flow balance around the system - 
γR Degree of methane reforming - 
In design mode, the reforming degree and the absolute or relative pressure loss must 
be specified. In off-design mode, the equilibrium temperature difference and the flow 
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coefficient must be specified. An alternative design possibility is the coefficient for the 
radiation energy exchange in the SOFC model. 
Equations 
For easier reading, a convention is that each axially distributed equation (over z) is 
valid for all [ ]0,∈z l  unless otherwise noted. 
The inlet temperatures from the port are connected to the upper end of the reformer: 
( ) ,0 =G In GT T    
The absolute pressure loss is determined through: 
( )2, ,
, ,
,
⋅Δ = − = ⋅ In G In Gabs In G Out G
In G
n M
p p p c ρ  
The relative pressure drop is 
,
ΔΔ = absrel
In G
pp
p
 
To account for enthalpy conservation at pressure changes, the outlet temperature is 
gained implicitly by an enthalpy balance:  
( )( ) ( ), , , , ,, , , ,=G In G Out G Out G Out G Out Gh T l p x h T p x  
The mean temperature for the velocity calculation is taken in the middle of the flow 
path: 
, 2
⎛ ⎞= ⎜ ⎟⎝ ⎠m G G
lT T     
The species concentrations at the inlet are calculated from the molar volume at 
arithmetic mean temperature: 
( ) ( )( ),, , ,
:
0,:
, ,
= In GG
m G In G In G
x
c
v T p x
  
The relationship between mole fractions and species concentrations in the gas: 
( ) ( )
( )
{ }7
1
,
, 1: 7
,
=
= ∀ ∈∑
G
G
G
j
c z i
x z i i
c z j
 
The velocity of the gas flow is assumed as constant along the flow path and calculated 
from the continuity condition at assuming the arithmetic mean temperature and the 
inlet flow rate: 
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( ), , ,, , ,= ⋅ m G In G In GIn GG
R G
v T p xn
u
n wδ   
Note that the port flow rates are total flow rates and have to be divided by the 
number of reformers. The change in flow rate by the reactions is neglected for the 
average velocity. 
Flow rate and composition at the output are: 
( ) ( )
7
,
,
1, , ,
,
, , =
= ∑ In GOut G G
im G In G In G
n
n c l i
v T p x
  ( ) ( ), : ,:=Out G Gx x l  
The lower heating value of the inlet and outlet gas: 
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) { }
0 0 0 0
2 2 4 4 2 2
0 0
2
0 2
, ; ,
= ⋅ − + ⋅ − − +
+ ⋅ − ∀ ∈
X X f X f f f
X f f
LHV x H h H O x CH h CH h CO h H O
x CO h CO h CO X In G Out G
 
The upper and lower ends of the reformer wall are assumed to be adiabatic: 
( ) ( ) [ ],0 , 0 0,∂ ∂= = ∀ ∈∂ ∂W W W
T y T y l
y
y y
δ  
The relationship between the species concentration and mole fraction in the gas 
channel: 
( ) ( )
( )7
1
,
,
,
=
= ∑
G
G
G
j
c z i
x z i
c z j
 
The heat transfer coefficients for all solid-gas interfaces are based on laminar flow and 
constant Nusselt number (thermal conductivities from physical property package): 
( ) ( ) ( ) ( )( ), ,, , ,: 2 += ⋅ ⋅ Cc G G In G G C
wh z Nu T z p z x z
w
δλ δ  
The heat capacities are obtained from the physical property package: 
( ) ( ) ( ) ( )( ), ,, , ,:=p G p G In G Gc z c T z p z x z  
The heat of the reactions is: 
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
0
2
0 0
4 4 2 2
0
2
0 0
2 2
3 0
0
Δ = ⋅ + + +
− + − +
Δ = + + +
− + − +
Ref f
f f
Shi f
f f
h z h H h CO h CO
h CH h CH h H O h H O
h z h H h CO h CO
h CO h CO h H O h H O
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with the enthalpy values at the inner wall ( )0WT  and at the pressure of the gas 
channel ,In Gp . 
The reactions are assumed to be at equilibrium of the actual temperature minus the 
equilibrium temperature difference − ΔG eqT T . The equilibrium constants are 
determined from the change in standard Gibbs energy at this temperature [Moran 
2004]: 
( )( ) ( ) ( ) ( ) ( )( )( )
0 0 0 0
2 2 2ln
0,
+ − −= − − ΔShi m G eq
g H g CO g CO g H O
K z
R T z T
 
( )( ) ( ) ( ) ( ) ( )( )( )
0 0 0 0
2 4 23ln
0,
+ − −= − − ΔRef m G eq
g H g CO g CH g H O
K z
R T z T
 
The reaction rates are then 
( ) ( ) ( ) ( ) ( )( ) ( ]
( )
2 2
2
, ,
1 , , 0,
0 0
⎛ ⎞⋅= ⋅ ⋅ − ∀ ∈⎜ ⎟⎜ ⎟⎝ ⎠
=


G G
Shi G G
Shi
Shi
x z H x z CO
r z x z CO x z H O z l
K z
r
 
( ) ( ) ( ) ( ) ( )( ) ( ]
( )
3
2
4 2
, ,
1 , , 0,
0 0
⎛ ⎞⋅⎜ ⎟= ⋅ ⋅ − ∀ ∈⎜ ⎟⎝ ⎠
=


G G
Ref G G
Ref
Ref
x z H x z CO
r z x z CH x z H O z l
K z
r
 
Note that the factor 1 is a sufficient proportional “gain” to ensure that the reaction 
rate is close to equilibrium. Higher numbers do not significantly increase the approach 
of equilibrium, but may cause solver problems. The reaction rate equation is coupled 
with the molar balance equations. As the molar composition at the fuel entrance (z=0) 
is specified, the reaction rate value at this point is meaningless. 
The heat transport equation for the gas is: 
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ]7 , ,
1
2, 0, 0,
=
⎛ ⎞∂⋅ ⋅ + ⋅ = ⋅ ⋅ − ∀ ∈⎜ ⎟⎜ ⎟∂⎝ ⎠∑ G GG p G G c G W Gi b C
dT z T z
c z i c z u h z T z T z z l
dt z δ  
Note that there are two reformer walls for one gas channel.  
The boundary heat transfer between gas and wall is: 
( ) ( ) ( ) ( )( ) ( ),0, 0, 0,2
Δ + Δ∂⋅ = ⋅ − + ∀ ∈∂
 Ref Ref Shi ShiW
W c G W G
r h r hT z
k h z T z T z z l
y wl
 
The heat conduction in width and length direction inside the wall is: 
( ) ( ) ( ) ( ) ( )2 22 2, , , 0, , 0,⎛ ⎞∂ ∂⋅ ⋅ = ⋅ + ∀ ∈ ∈⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
W W W
W W W W
c
dT y z T y z T y z
c k y z l
dt z y
ρ δ  
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The boundary heat transfer at the outer side of the wall (including radiation from the 
tube) is: 
( ) ( ) ( ), 0,
2
∂⋅ = ∀ ∈∂ ⋅
W W Rad
W
R
T z q z
k z l
y n wl
δ
 
Regarding the mass transfer, no source or sink terms exists for nitrogen and oxygen: 
( ) ( ) ( ] { }2 2, , 0 0, , ,∂+ = ∀ ∈ ∈∂G GG c
dc z i c z i
u z l i N O
dt z
 
The mass transfer equations for the remaining species are: 
( ) ( ) ( ) ( ) ( ]2 2 3, , 0,+∂+ = ∀ ∈∂
 Ref ShiG G
G
c G
r z r zdc z H c z H
u z l
dt z lwδ  
( ) ( ) ( ) ( ]4 4, , 0,−∂+ = ∀ ∈∂
RefG G
G
c G
r zdc z CH c z CH
u z l
dt z lwδ  
( ) ( ) ( ) ( ) ( ]2 2, , 0,− −∂+ = ∀ ∈∂
 Ref ShiG G
G
c G
r z r zdc z H O c z H O
u z l
dt z lwδ  
( ) ( ) ( ) ( ) ( ], , 0,−∂+ = ∀ ∈∂
 Ref ShiG G
G
c G
r z r zdc z CO c z CO
u z l
dt z lwδ  
( ) ( ) ( ) ( ]2 2, , 0,∂+ = ∀ ∈∂
G G Shi
G
c G
dc z CO c z CO r z
u z l
dt z lwδ  
The recipient temperature from the radiation port Rad equals the outside temperature 
of the wall: 
( ) ( ), ,=r Rad W WT z T zδ  
The methane reforming degree is: 
( )( )
( )( )
4
4
1
⋅= − ⋅


Out
R
In
n x CH
n x CH
γ  
The relative overall energy balance is: 
( )
( )
, ,
0
, ,
1
1 =
+ +
Δ = − +
∫ lOut G Out G Out Rad
z
In G In G In
n h LHV q dz
l
E
n h LHV
 
The relative overall mass balance is: 
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, ,
, ,
1Δ = − 
Out G Out G
In G In G
n M
M
n M
 
Mass and energy balance should in steady state operation be zero. A deviation of 0.01 
(=1%) for the energy and 0.005 (=0.5%) for the mass balance is regarded as tolerable. 
Comments 
The assumptions taken for the integrated internal reformer are quite vague, as few 
data exist on geometry and materials. However, the expected influence on system 
performance is expected to be low, provided that a certain degree of reforming can be 
achieved for a design case by choosing area and transfer factors for the heat exchange. 
Bulk nickel has been assumed as material for the walls. Dynamic behaviour of the 
reformer will strongly depend on the amount of heat inertia and thus thickness and 
material properties of the wall. 
4.6.2 Adiabatic Reformer 
Icon 
 
Purpose 
The adiabatic reformer is a lumped reformer model based on chemical equilibrium 
calculation. For including non-equilibrium, a temperature difference between the 
actual and the equilibrium temperature may be specified. Adiabatic pre-reformers are 
applied in SOFC systems (such as Siemens-Westinghouse) to reform possibly available 
higher hydrocarbons in the fuel and part of the methane. Heat for the reactions must 
be supplied by an upstream mixing of fresh fuel with (hot) recycled anode gas.  
Assumptions 
The mixer is adiabatic and at steady state. Pressure drop is calculated assuming a 
constant flow coefficient. Only the steam reforming reaction of methane 
4 2 23+ ⇔ +CH H O H CO  
and the water-gas shift reaction  
2 2 2+ ⇔ +CO H O CO H  
occur in the reformer. 
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Ports 
Port Definition Type Direction 
In Gas inlet Material In 
Out Gas outlet Material Out 
One port must be connected. 
Variables 
Variable Definition Unit 
ΔTeq Temperature difference between outlet and equilibrium K 
Δpabs Absolute pressure drop Pa 
Δprel Relative pressure drop - 
c Flow coefficient m2 
KRef, KShi Equilibrium constants for steam reforming and water-gas 
shift reaction 
- 
γR Degree of methane reforming - 
In design mode, the reforming degree and the absolute or relative pressure drop must 
be specified. In off-design mode, the equilibrium temperature difference and the flow 
coefficient must be specified.  
Equations 
The absolute pressure loss is determined through: 
( )2⋅Δ = − = ⋅ In Inabs In Out
In
n M
p p p c ρ  
The relative pressure drop is 
ΔΔ = absrel
In
pp
p
 
The reactions are assumed to be at equilibrium of the actual temperature minus the 
equilibrium temperature difference G eqT T− Δ . The equilibrium constants are 
determined from the change in standard Gibbs energy at this temperature [Moran 
2004]: 
( ) ( ) ( ) ( ) ( )( )
0 0 0 0
2 2 2ln
+ − −= − − ΔShi m Out eq
g H g CO g CO g H O
K
R T T
 
( ) ( ) ( ) ( ) ( )( )
0 0 0 0
2 4 23ln
+ − −= − − ΔRef m Out eq
g H g CO g CH g H O
K
R T T
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In order to achieve equilibrium, the following relationships must be satisfied at the 
outlet: 
( ) ( )
( ) ( ) [ ]( )
3
22
4 2
⋅= ⋅⋅
Out Out
Ref In
Out Out
x CO x H
K p bar
x CH x H O
 
( ) ( )
( ) ( )2 22
⋅= ⋅
Out Out
Shi
Out Out
x CO x H
K
x CO x H O
 
The molar flow of oxygen and nitrogen does not change: 
( ) ( )2 2⋅ = ⋅ Out Out In Inn x N n x N   ( ) ( )2 2⋅ = ⋅ Out Out In Inn x O n x O  
The molar outlet flows of the reacting species are determined implicitly by the 
conservation of elements C, H, and O. For carbon, the relationship is: 
( ) ( ) ( )( ) ( ) ( ) ( )( )4 2 4 2⋅ + + = ⋅ + + Out InOut Inn x CH x CO x CO n x CH x CO x CO  
For hydrogen, the relationship is: 
( ) ( ) ( )( ) ( ) ( ) ( )( )4 2 2 4 2 22 2⋅ ⋅ + + = ⋅ ⋅ + + Out InOut Inn x CH x H x H O n x CH x H x H O  
For oxygen, the relationship is: 
( ) ( ) ( )( ) ( ) ( ) ( )( )2 2 2 22 2⋅ ⋅ + + = ⋅ ⋅ + + Out InOut Inn x CO x CO x H O n x CO x CO x H O  
The missing relationship to determine the outlet molar flow is: 
( )7
1
1
=
=∑ Out
i
x i  
The outlet temperature is determined implicitly over an energy balance: 
( )( ) ( )( )0 0⋅ + = ⋅ + f fOut Inn h h n h h  
The methane reforming degree is: 
( )( )
( )( )
4
4
1
⋅= − ⋅


Out
R
In
n x CH
n x CH
γ  
Comments 
The equilibrium temperature difference must not be below zero. Else, the gas 
equilibrium temperature would be higher than the actual outlet temperature, which is 
violating the second law of thermodynamics, unless the gas has been at a temperature 
higher than the outlet temperature inside the reformer. 
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4.6.3 Casing 
Icon 
 
Purpose 
The model is applied to calculate radiation heat losses distributed over the axial length 
of the SOFC stack. It receives radiation heat from an inner component and releases it 
to the environment. A heat transfer series consisting of inner radiation, heat 
conduction in the casing material and outer radiation is modelled. The distribution 
was included in order to achieve a correct spatial distribution of radiation for 
components with steep temperature profile.  
Assumptions 
The casing is one-dimensional. Steady state is assumed, i.e. heat holdup in the casing is 
neglected. Heat conduction along the wall direction is neglected, as the heat 
conductivity of the casing material will be typically very small. An emissivity of unity is 
assumed for the radiation to the environment. Assuming a cylindrical vessel as casing 
of the SOFC stack, only the circumferential wall is considered for heat loss. The 
calculation of inner radiation is not included in the model; it must be included in the 
radiation partner model (SOFC). 
Parameters 
Parameter Definition Unit Default 
l Length of casing (distributed direction) m 1.5 
A Area of the wall  m2 12.5 
k Thermal conductivity of the insulation 
material 
W m-1 K.1 0.17 13 
d Thickness of the casing m 0.15 
Distribution Domains 
Domain Definition Discretisation Order Nodes 
z Axial direction (0:l) CFDM 2 40 
                                                     
13 Typical value for high temperature insulation materials [Abis 2005] 
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Ports 
Port Definition Type Direction 
Rad,SOFC Radiation from the SOFC, distributed over z Radiation In 
The radiation port must be connected.  
Variables 
Variable Definition Unit 
TI(z) Inner wall temperature K 
TO(z) Outer wall temperature K 
T∞ Ambient temperature K 
tq  Total heat flow W 
The ambient temperature must be specified.  
Equations 
The inner wall temperature equals the recipient temperature from the radiation port: 
; ,=i R Rad SOFCT T  
The heat conduction chain is described by 
( ) ( ) ( )( ) ( )( ) [ ]4 4, 0;∞= ⋅ ⋅ − = ⋅ − ∀ ∈Rad SOFC I O OAq z k T z T z A T z T z ld σ  
The total heat flow is  
( ),
0
1
=
= ∫ lt Rad SOFC
z
q q z
l
 
Comments 
The model is based on heat transfer in a simplified geometry; however, no data on the 
true nature of a SOFC stack casing are available and the parameters are guessed. A 
parameter to adjust the integral heat loss is the coefficient for the radiation between 
casing and SOFC which is specified in the SOFC model. The casing parameters have 
an influence on the temperature of the radiation recipient and hence on the 
distribution of radiation along the SOFC tube. 
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4.6.4 Ejector 
Icon 
Ai
Ii
Mo  
Purpose 
The model describes an ejector with supersonic nozzle and subsonic mixing. It is 
based on mass and energy balances in the nozzle critical section (c), at the nozzle exit 
(n), at the mixing section entry (m) and exit (d) and at the diffuser exit (o) and 
furthermore on a momentum balance at the mixing section (see Figure 4-5). It has 
been calibrated against data from Marsano et al. [2004]. The model may be run in 
design and off-design mode. It was originally developed by Inge Fosse during a 
semester project [Fosse 2003].  
actuating fluid (A)
inlet (i)
critical cross-
section (c) mixing chamber 
entry (m)
induced fluid (I) -
inlet (i)
mixed fluid (M)-
outlet (o)
diffusor entry (d)
nozzle exit (n)
 
Figure 4-5: Fluids and balance points of the ejector model 
Assumptions 
The ejector is a steady state model. Constant cross-section mixing is assumed. 
Stagnation (no movement) of the fluids entering and leaving the ejector is assumed in 
order to match the energy conservation of the other system components where 
dynamic pressure is neglected. The expansion of the actuating fluid is regarded as 
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isentropic. The pressure of the actuating fluid must be higher than the pressure of the 
inducing fluid at the mixing section entry. Losses are accounted for by total pressure 
loss coefficients in the mixing section and diffuser. 
Parameters 
Parameter Definition Unit Default 
cpm Pressure recuperation coefficient mixing - 0.8 14 
cpd Pressure recuperation coefficient diffuser - 0.75 14 
Ports 
Port Definition Type Direction 
Ai Actuating fluid inlet Material In 
Ii Induced fluid inlet Material In 
Mo Mixed fuel outlet Material Out 
Composition and temperature of two streams must be specified. If geometry is 
assigned (off-design mode), either pressure or mass flow of each of two flows must be 
specified. Otherwise (in design mode), pressure and flow rates must be specified. 
Variables 
Variable Points (see Figure 4-5) Definition Unit 
A c, n, m, d, o Cross-sectional area at balance 
points 
m2 
T Ac, An, Am, Im, Mdis, Md Temperature at balance points K 
p Ac, An, Am, Im, Mdis, Md Pressure at balance points Pa 
u Ac, An, Am, Im, Mdis, Md, 
Mo 
Velocity at balance points m s-1 
Ma n Mach number at nozzle exit - 
m  A,C,M Mass flow kg s.1 
R A,C,M Gas constant J K-1 kg-1 
ηpd  Ideal pressure recuperation 
efficiency diffuser 
- 
In off-design mode, the areas of critical section, nozzle exit, mixing chamber and 
diffuser outlet must be specified. In design mode, a different set of 4 variables must 
be specified, for example the two remaining flow rate/pressure variables of the inlet 
streams, the velocity of the induced fluid at the mixing chamber entry vIm and the 
                                                     
14 Adapted to fit the ejector performance of Marsano et al. [2004] 
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velocity of the mixed fluid at the diffuser outlet vMo. The latter should be rather small 
in order to justify the stagnation assumption. 
Equations 
Constant area mixing section is assumed: 
,= =m d is dA A A  
Boundaries 
The gas constants: 
( ) ( ), , , ,=
m
I A O
I A O
RR
M
 
The mass flows of the streams: 
; ;= ⋅ = ⋅ = ⋅     I I Ii A A Ai M M Mom M n m M n m M n  
The composition of the mixed stream: 
( )( ) ( )( ) ( )( ): : :⋅ = ⋅ + ⋅  Mo Ii Ain x n x n x  
Critical Cross-Section (c) 
Sonic flow in the critical cross-section is assumed. The velocity is hence: 
=Ac Ac A Acu R Tκ  
The mass balance of the actuating fluid: 
= ⋅ ⋅ A Ac c Acm A uρ  
The enthalpy at the critical cross-section (implicitly specifying the temperature TAc): 
( )( ) 21, , : 2− = −Ac Ac Ac Ai A Ach T p x h M u  
Isentropic expansion is assumed (implicitly specifying the pressure pAc): 
( )( ), , : 0Ac Ac Ac Ais T p x s− =  
Nozzle Exit (n) 
Supersonic flow (Man>1) is assumed. The velocity at the nozzle exit: 
=An n An A Anu Ma R Tκ  
Temperature, pressure and density are determined analogously to the critical cross-
section: 
( )2 212− = −An Ac A Ac Anh h M u u  
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0− =An Acs s  
= ⋅ ⋅ A An n Anm A uρ  
Mixing Section Entry (m) 
It is assumed that the jet of actuating fluid has the same pressure, temperature, 
velocity and consequently area at the mixing section entry as at the nozzle exit. 
( ) ( ), , , , , , , , , ,=An Amh s T p u h s T p uρ ρ  
The induced fluid is assumed to be subsonic and the following relations apply:  
21
2− = −Im Ii I Imh h M u  
0− =Im Iis s  
( )= ⋅ − ⋅ I Im m n Imm A A uρ  
However, one equation to calculate mass flow and velocity is missing and will be 
determined in the mixing section. 
Ideal Mixing Section (dis) 
It is assumed that induced and actuating fluid enter the mixing section unmixed and 
exit it ideally mixed. No friction is assumed. 
The enthalpy balance over the mixing section: 
( )2 2 2* * * *12− − = + −     Mm Mm Am Am Im Im Am Am Im Im Mm Mmn h n h n h m u m u m u  
The momentum balance over the mixing section: 
( ) * * *⋅ + − ⋅ − ⋅ = − −  n Am m n Im d Mm Mm Mm Am Am Im ImA p A A p A p m u m u m u  
Total Pressure Loss / Diffuser Entry (d) 
In this section a loss of total pressure is calculated with the Bernoulli equation, 
including a pressure recuperation coefficient of the mixing section: 
2 2
* * *
1 1
2 2+ = +Md Md Md Mm pm Mm Mmp u p c uρ ρ  
The other parameters are determined through mass and energy balance: 
* *⋅ = ⋅Md Md Mm Mmu uρ ρ  
( )2 2* * *12− = −Md Mm Mm Mm Md Mdh h M u M u  
The mass balance and continuum equation over the mixing section: 
= + = ⋅ ⋅  M I A Md d Mdm m m A uρ  
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Diffuser / Outlet (o) 
The efficiency of total pressure conservation in an ideal diffuser is [White 2003]: 
2
1
⎛ ⎞= − ⎜ ⎟⎝ ⎠
d
pd
o
A
A
η  
Together with a coefficient for a real diffuser and assuming stagnation at the outlet, 
the Bernoulli equation for the diffuser yields 
21
2= +Mo Md pd pd Md Mdp p c uη ρ  
The outlet temperature TMo is determined by the enthalpy balance 
( )( ) 21, , : 2− =Mo Mo Mo Md Md Mdh T p x h M u  
The true outlet velocity is finally calculated by the continuum equation 
= ⋅ ⋅M Mo o Mom A uρ  
Comments 
Due to the choked nozzle, the flow rate of actuating fluid is directly depending on its 
inlet pressure (next to molar weight and temperature).  
To ensure correct physical behaviour of the model, it must be checked that the 
pressure of the actuating fluid is equal or higher than the pressure of the induced fluid 
in the mixing section entry. A lower actuating fluid pressure causes a strong reduction 
in induced flow rate, while a higher actuating flow pressure does not significantly 
increase induced fluid flow rate [Johannesen 1951]. 
4.6.5 Burner 
Icon 
In,Air
In,Fu
Out
 
Purpose 
The model describes an ideal burner. It mixes two streams and turns all occurring 
methane, hydrogen, and carbon monoxide to carbon dioxide and steam. 
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Assumptions 
The burner is adiabatic, steady state and frictionless. Pressure loss for both inlets is 
calculated assuming constant flow coefficients. Complete reaction of all combustibles 
is assumed.  
Variables 
Variable Definition Unit 
Δpabs,Fu, Δpabs,Air Absolute pressure drop for fuel and air Pa 
Δprel,Fu, Δprel,Air Relative pressure drop for fuel and air - 
cFu, cAir Flow coefficient of fuel and air m2 
In design mode, either relative or absolute pressure drop for fuel and air must be 
specified. In off-design mode, the flow coefficients must be specified. 
Ports 
Port Definition Type Direction 
In,Fu Fuel inlet Material In 
In,Air Air inlet Material In 
Out Outlet Material Out 
The inlet ports must be connected. 
Equations 
The absolute pressure losses are determined through: 
( )2, ,
, ,
,
⋅Δ = − = ⋅ In Fu In Fuabs Fu In Fu Out Fu
In Fu
n M
p p p c ρ  
( )2, ,
, ,
,
⋅Δ = − = ⋅ In Air In Airabs Air In Air Out Air
In Air
n M
p p p c ρ  
The relative pressure drops are 
,
,
,
ΔΔ = abs Furel Fu
In Fu
p
p
p
; ,,
,
ΔΔ = abs Airrel Air
In Air
p
p
p
 
As for mass balances, Nitrogen flow rates are simply added:  
( )( ) ( )( ) ( )( )2 2 2, ,⋅ = ⋅ + ⋅  Out In Fu In Airn x N n x N n x N  
Outlet flow rates of methane, hydrogen and carbon monoxide are zero: 
( ) ( ) ( )4 2 0= = =Out Out Outx CH x H x CO  
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Atomic balance of hydrogen: 
( ) ( ) ( )( )( ) ( ) ( ) ( )( )( )
( ) ( ) ( )( )( )
4 2 2 4 2 2, .
4 2 2
2 2
2
⋅ ⋅ + + + ⋅ ⋅ + +
= ⋅ ⋅ + +
 

In Fu In Air
Out
n x CH x H x H O n x CH x H x H O
n x CH x H x H O
Atomic balance of carbon: 
( ) ( ) ( )( )( ) ( ) ( ) ( )( )( )
( ) ( ) ( )( )( )
4 2 4 2, .
4 2
⋅ + + + ⋅ + +
= ⋅ + +
 

In Fu In Air
Out
n x CH x CO x CO n x CH x CO x CO
n x CH x CO x CO
 
Atomic balance of oxygen:  
( ) ( ) ( ) ( )( )( )
( ) ( ) ( ) ( )( )( )
( ) ( ) ( ) ( )( )( )
2 2 2 ,
2 2 2 .
2 2 2
2 2
2 2
2 2
⋅ ⋅ + ⋅ + +
+ ⋅ ⋅ + ⋅ + +
= ⋅ ⋅ + ⋅ + +



In Fu
In Air
Out
n x O x CO x CO x H O
n x O x CO x CO x H O
n x O x CO x CO x H O
 
The sum of components at the outlet must yield unity: 
( )7
1
1
=
=∑ Out
i
x i  
The energy balance: 
( )( ) ( )( ) ( )( )0 0 0
, ,
⋅ + = ⋅ + + ⋅ +  f f fOut In Fu In Airn h h n h h n h h  
Comments 
The model treats air and fuel inlets equally. As all combustibles are converted, a 
premise is that at least the stoichiometric rate of oxygen must be available. Else, the 
outlet oxygen molar fraction will turn negative. With adequate variable bounds, no 
solution will be found in this case. In the applications investigated here, there should 
from an operational point of view, however, always be a certain air excess and this 
limitation is thus tolerable. 
4.6.6 Mixer 
Icon 
In,1
In,2
Out
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Purpose 
The mixer model is applied to unify material streams of equal pressure.  
Assumptions 
The mixer is adiabatic, steady state and frictionless.  
Ports 
Port Definition Type Direction 
In,1 Inlet port 1 Material In 
In,2 Inlet port 2 Material In 
Out Outlet port Material Out 
Two ports must be connected. However, not more than one pressure must be 
assigned. 
Equations 
Pressure of all ports is set equal: 
,1 ,2= =In In Outp p p  
Flow rates are added:  
,1 ,2= +  Out In Inn n n  
Specific enthalpy and composition are mixed: 
( ) ( ) ( ),1 ,2⋅ = ⋅ + ⋅  Out In Inn h n h n h  
( )( ) ( )( ) ( )( ),1 ,2: : :⋅ = ⋅ + ⋅  Out In Inn x n x n x  
4.6.7 Splitter 
Icon 
Out,1
Out,2
In
 
Purpose 
The splitter model is applied where streams are split with a certain ratio.  
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Assumptions 
The splitter is adiabatic, steady state and frictionless.  
Ports 
Port Definition Type Direction 
In Inlet port Material In 
Out,1 Outlet port 1 Material Out 
Out,2 Outlet port 2 Material Out 
The inlet port must be connected. 
Variables 
Variable Definition Unit 
ψ1 Split ratio Out,1 - 
ψ2 Split ratio Out,2 - 
One split ratio must be specified.  
Equations 
Temperature, pressure and composition of all ports are set equal. 
The split ratios are coupled to the flow rates 
,1 ,2
1 2;= =
 
 
Out Out
In In
n n
n n
ψ ψ  
The mass balance is: 
1 2 1+ =ψ ψ  
4.6.8 Throttle 
Icon 
 
Purpose 
The throttle model describes the off-design behaviour of a fixed throttle. The purpose 
is to model orifices adjusted to achieve a certain pressure loss, which represents an 
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option for dimensioning the anode recycle loop. It may be operated in design mode 
with specified pressure loss or in off-design mode with specified flow coefficient.  
Assumptions 
The throttle in steady state, i.e. no heat and mass inertia are considered. A constant 
flow coefficient is assumed. Incompressible fluid is assumed, i.e. the model is only 
accurate for small relative pressure drop. 
Ports 
Port Definition Type Direction 
In Inlet port Material In 
Out Outlet port Material Out 
Either the inlet or the outlet port must be connected. 
Variables 
Variable Definition Unit 
Δpabs Absolute pressure drop Pa 
Δprel Relative pressure drop - 
c Flow coefficient m2 
One variable must be specified. 
Equations 
Flow rate and molar composition of input and output are set equal. Temperatures are 
coupled through the energy balance equation 
=In Outh h  
The absolute pressure loss is determined through: 
( )2⋅Δ = − = ⋅ In Inabs In Out
In
n M
p p p c ρ  
The relative pressure drop is 
ΔΔ = absrel
In
pp
p
 
Comments 
The model assumes a constant pressure loss coefficient and is hence not suitable for 
modelling pressure loss in pipes. For modelling of orifices it is, however, sufficient. 
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Negative flow coefficients must be avoided because they lead to pressure increase and 
hence violate the second law of thermodynamics. 
4.6.9 Generator/Alternator 
Icon 
G
~
Shaft
Speed
AC
Power Torque  
Purpose 
The generator model represents the conversion from mechanical to electrical energy. 
Manipulation of either torque or power by a control system is possible.  
Assumptions 
The generator has a constant efficiency and is instantaneously reacting on any control 
signal manipulating power or torque. 
Parameters 
Parameter Definition  Default 
ηgen Generator efficiency  0.95 
Ports 
Port Definition Type Direction 
Shaft Shaft power (gross) Energy In 
AC AC power (net) Energy Out 
Speed Shaft speed (s.1) Control In 
Torque Generator torque (Nm) Control In/Out 
Power Generator power (gross; W) Control In/Out 
Shaft and Speed should be assigned. Either Torque or Power should be assigned. 
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Equations 
The power values are coupled: 
= =AC Shaft Power
Gen
P P Sη  
The torque is coupled to shaft speed and power: 
2
= ⋅
Shaft
Torque
Speed
P
S
Sπ  
4.6.10 Pipe 
Icon 
 
Purpose 
The purpose of the pipe model is to account for gas residence times in the pipes and 
ducts.  
Assumptions 
The pipe model is adiabatic. Pressure drop is neglected, as 1st order approximations 
resulted in very small pressure drop (<0.1%/m) for a flow velocity of ~20 ms.1. Input 
pressure equals output pressure at any time. The speed is constant over the pipe. 
Parameters 
Parameter Definition Unit Default 
r pipe radius m - 
l pipe length m - 
Distribution Domains 
Domain Definition Discretisation Order Nodes 
z Axial direction (0:l) BFDM 1 5 
Ports 
Port Definition Type Direction 
In Inlet port Material In 
Out Outlet port Material Out 
The inlet port must be connected. 
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Variables 
Variable Definition Unit 
ugas  Flow velocity m s-1 
Tgas(z) Flow temperature K 
c(z,7) Concentration mol m-3 
τ  Delay s 
All variables are output variables.  
Equations 
Pressures at inlet and outlet are equal: 
=In Outp p  
Concentrations at the pipe ends are coupled to the inlet and outlet streams by the ideal 
gas law: 
( ) ( )::,0 = In
In
x
c
v
 and ( ) ( )::, = Out
Out
x
c l
v
 
The gas temperatures at the pipe ends equal the inlet and outlet temperatures: 
( )0 =gas InT T  and ( ) =gas OutT l T  
Inlet and outlet flow rate are coupled by the flow velocity: 
2⎛ ⎞ ⎛ ⎞= ⋅ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
gas
In Out
nRT nRTv r
p p
π  
The delay time is coupled to velocity and length: 
=
gas
l
u
τ  
The transport equations are as follows: 
( ) ( ) ( ]0 0,∂ ∂+ = ∀ ∈∂ ∂gas gasgas
T z T z
u z l
t z
 
( ) ( ) ( ]:, :, 0 0,∂ ∂+ = ∀ ∈∂ ∂gas
c z c z
u z l
t z
 
Comments 
A drawback of the model is that temperature and concentration are smoothed over 
time; i.e. a step function of the input is turned into a ramp function of the output. 
This is a consequence of the finite number of nodes and can be mitigated by a higher 
number of nodes (see Figure 4-6). Due to the computation time consumption, a 
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number of 5 nodes is nevertheless considered as sufficient for modelling gas residence 
time in pipes. A similar smoothing effect would to some extent occur in a real tube 
due to flow turbulence; however, this is an awkward justification. 
Time
Te
m
pe
ra
tu
re
T_In
T_Out (5 nodes)
T_Out (50 nodes)
T_Out (500 nodes)
T_Out (5000 nodes)
 
Figure 4-6: Smoothing of pipe outlet temperature for different numbers of nodes 
4.6.11 Power Electronics 
Icon 
AC,In
DC,In AC,Out
P,measuredP,SOFC,setp
P,setp
  
Purpose 
The model provides the conversion of produced power to net power. It furthermore 
calculates the power required from the SOFC at a given generator power to supply a 
certain net power. This signal will be used for primary control of the SOFC (see 
Chapter 6.3).  
Assumptions 
The conversion efficiencies are constant parameters. The generator AC power is at 
first rectified and then inverted to the grid frequency. An auxiliary power requirement 
may compensate for conversion efficiency decrease at lower load. For the calculation 
of required SOFC power, it is assumed that the exact performance of the power 
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conversion is known to the system, i.e. an immediate determination of the new 
required SOFC power after a setpoint change is possible.  
Parameters 
Parameter Definition Unit Default 
ηAC-DC Efficiency AC to DC - 0.95 
ηDC-AC Efficiency DC to AC - 0.95 
Paux Auxiliary power requirement W 5000 
Ports 
Port Definition Type Direction 
DC,In DC from SOFC Energy In 
AC,In AC from generator Energy In 
AC,Out Net AC output Energy Out 
P,measured Measured net power Control Out 
P,setp Power Setpoint Control In 
P,SOFC,setp Power required from SOFC Control Out 
The inlet ports must be connected. 
Equations 
Net power: 
, , , ,− − −= = + −AC Out P meas AC in AC DC DC AC DC in DC AC auxP S P P Pη η η  
Required power from the SOFC to reach a certain net power (relevant for control 
strategy): 
, , , ,− − −= + −P setp AC in AC DC DC AC P SOFC setp DC AC auxS P S Pη η η  
4.6.12 Source 
Icon 
Pres Temp  
Purpose 
The model represents a material source. Control signal outputs for temperature and 
pressure of the material stream are supplied for flowsheeting.  
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Ports 
Port Definition Type Direction 
Out Outlet Material Out 
Temp Temperature of the material stream Control Out 
Pres Pressure of the material stream Control Out 
The material outlet port must be fully defined by temperature, pressure, flow rate and 
composition. 
Equations 
Pressure and temperature signals: 
=Pres OutS p  =Temp OutS T  
4.6.13 Sink 
Icon 
 
Purpose 
The model represents a material sink for flowsheeting purpose.  
Ports 
Port Definition Type Direction 
In Inlet Material In 
The material inlet port must be connected. 
4.7 Control Equipment 
4.7.1 PID-Controller 
Icon 
PID
Setp
In,prim
In,sec
Out  
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Purpose 
The model describes a general PID controller as explained in Chapter 2.5.2. The 
controller class (P, I, D, PI, PID, PD) can be switched by the user. To prevent windup 
of the integral part, the latter is stopped if the output variable is at its upper or lower 
bound. A manual mode allows directly specifying the controller output. 
Optionally, a secondary control input can be connected and boundaries specified. The 
controller then supervises that the secondary controlled variable is kept within its 
boundaries. This function is called constrained control and for example useful in a control 
task where the fuel flow (output) is manipulated to control the fuel utilisation (primary 
input), but at the same time it must be assured that the ejector is in a valid operation 
regime (secondary input/constraint). 
The PID controller was basically taken over from the gPROMS process model library. 
However, some adaptations were done concerning secondary control input, port setup 
and switch criteria for the anti-windup function.  
Parameters 
Parameter Definition Unit Default 
hWP Hysteresis of windup protection  - 0.05 
hsec Hysteresis of secondary input boundary control switch - 0.001 
Ports 
Port Definition Type Direction 
In,prim Primary control input (obligatory) Control In 
Setp,ext External setpoint signal for primary control input Control In 
In,sec Secondary control input (optional) Control In 
Out Controller output signal Control Out 
All ports must be connected or the signal variables assigned. If no secondary control 
input is required, it must be connected to a dummy signal. 
Variables 
Variable Definition Unit 
K Proportional gain - 
Ksec Proportional gain of secondary input boundary control - 
τI Reset time of integral term s 
τD Rate time of derivative term s 
ω Bandwidth limit of derivative term (should be very small) s-1 
A Controller action (-1 for reverse action; +1 for direct action) - 
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max
primS ,
min
primS  Upper and lower bound of the primary control input signal - 
max
secS ,
min
secS  Upper and lower bound of the secondary control input signal - 
max
OutS ,
min
OutS  Upper and lower bound of the controller output signal - 
m
OutS  Output signal in manual mode - 
SSetp Internal setpoint - 
c
OutS  Calculated, unclipped output - 
I Integral term  - 
ΔI Change in integral term s-1 
P Proportional term - 
Psec Proportional term for bound control of secondary control input - 
E Error - 
D Derivative term - 
Daux Auxiliary variable for derivative term calculation - 
B Bias to be superposed to control signal - 
Dswt,WP Absolute switch threshold of windup protection - 
Dswt,sec Absolute switch threshold of secondary input boundary control - 
All variables from the top to the manual output signal must be specified. If the 
controller is in automatic mode, the internal setpoint must be further specified.  
Selectors 
Selector Definition Possible modes Default 
Class Class of controller P, PI, PID, PD, D, I I 
Mode Operation mode manual, automatic, cascade cascade 
Windup_Bound Anti-windup mode and 
secondary input boundary 
control 
normal, Windup, C2max, 
C2Min 
normal 
Equations 
The error is calculated from the relative difference between setpoint and primary input: 
( ) ( )max min ,⋅ − = ⋅ −Prim Prim Setp In primE S S A S S  
The proportional term equals the error: 
=P E  
The derivative term is principally D=dE/dt, but because the error must not be derived 
due to equation system integrity reasons, it is calculated indirectly: The term in the 
128 Chapter 4: Model Toolbox 
 
innermost bracket specifies the relative measured signal. This term is used instead of 
the error E to avoid strong amplitudes in case of setpoint step changes. 
,
max min;
⎛ ⎞⎛ ⎞⋅⎜ ⎟= = − −⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠
In primaux
D aux
prim prim
A SdDD D D
dT S S
ω τ  
The secondary proportional term is zero as long as the second control input is within 
its bounds. It is treated together with the change in integral term by the windup 
protection and secondary input boundary control: 
Selector: Windup_Bound 
Mode Equation Switch to mode 
normal Δ =
I
EI τ  
0=secP  
Windup if   
( )( )
( )( )
min
max
0
0
< − ∩ <
∪ > + ∩ >
c
Out Out sw
c
Out Out sw
S S D E
S S D E
 
C2max if max, ,> +In sec sec swt secS S D  
C2min if min, ,< −In sec sec swt secS S D  
Windup 0Δ =I  
0=secP  normal if   
( ) ( )( )
( )( )
( )( )
min max
min
max
0
0
> ∩ <
∪ < − ∩ >
∪ > + ∩ <
c c
Out Out Out Out
c
Out Out sw
c
Out Out sw
S S S S
S S D E
S S D E
 
C2max if max, ,> +In sec sec swt secS S D  
C2min if min, ,< −In sec sec swt secS S D  
C2max 
min ,0
⎛ ⎞Δ = ⎜ ⎟⎝ ⎠I
EI τ  
max
,
max min
−= −
sec In sec
sec
sec sec
S S
P
S S
 
normal if max, ≤In sec secS S  
 
C2min 
max ,0
⎛ ⎞Δ = ⎜ ⎟⎝ ⎠I
EI τ  
min
,
max min
−= −
sec In sec
sec
sec sec
S S
P
S S
 
normal if min, ≥In sec secS S  
 
where 
( )max min, = ⋅ −swt WP WP Out OutD h S S  
and 
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( )max min, = ⋅ −swt sec sec sec secD h S S  
The calculated output and integral term depend on the controller class: 
Selector: Class 
Mode Equation 1 Equation 2 
PID ( ) ( )max min= ⋅ + + + ⋅ ⋅ − +cOut sec sec Out outS K P I D K P S S B = ΔdI I
dt
 
PI ( ) ( )max min= ⋅ + + ⋅ ⋅ − +cOut sec sec Out outS K P I K P S S B   = ΔdI I
dt
 
P ( ) ( )max min= ⋅ + ⋅ ⋅ − +cOut sec sec Out outS K P K P S S B  0=dI
dt
 
PD ( ) ( )max min= ⋅ + + ⋅ ⋅ − +cOut sec sec Out outS K P D K P S S B  0=dI
dt
 
D ( ) ( )max min= ⋅ + ⋅ ⋅ − +cOut sec sec Out outS K D K P S S B  0=dI
dt
 
I ( ) ( )max min= ⋅ + ⋅ ⋅ − +cOut sec sec Out outS K I K P S S B  = ΔdI I
dt
 
The controller output signal is the calculated or the manual signal clipped to the 
bounds: 
Selector: Mode 
Mode Equation 1 Equation 2 
manual  ( )( )min maxmax ,min ,= mOut Out Out OutS S S S  ,=Setp In primS S  
automatic ( )( )min maxmax ,min ,= cOut Out Out OutS S S S  SSetp must be specified in this 
mode 
cascade ( )( )min maxmax ,min ,= cOut Out Out OutS S S S  ,=Setp Setp extS S  
In manual mode, the internal setpoint is set to the measured primary input signal in 
order to avoid windup of the integral term. 
Comments 
It must be noted that the controller action must be specified through the variable A 
which may only have the values of {-1;1}. Any other value will lead to a scaling of the 
error and cause distortion of the controller settings. The output port of the controller 
must be connected but not assigned. This is in order to numerically allow the 
derivation of the integral term, which is coupled to the output signal. 
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If the controller class is switched, bumps of the output signals may occur that may be 
omitted by recalculating a bias value simultaneously with the switch command. 
The controller features many discontinuities. Each discontinuity causes a 
reinitialisation of the dynamic solver stepsize and therewith increases computation 
time. 
4.7.2 Power Controller 
Icon 
nFuel
PSetp
P J V
FU
P,SOFC,setp
P,SOFC Current Voltage
FU
Fuelflow
 
Purpose 
The model describes a constrained multi-mode controller of the SOFC power. In 
normal mode, it forwards a power setpoint to the power electronics which control the 
SOFC. If a bound on fuel utilisation or voltage is reached, it diverges from setpoint 
power and specifies either current or voltage to keep the constraint at its bound. As 
soon as it is possible again to reach the setpoint power without violating any bounds, 
it switches back to normal mode. Additionally, it features a mode where a voltage can 
be specified manually. The model was developed after analysis of the system with 
respect to controllability (see Chapter 6.3) and will be applied in the controlled system.  
Parameters 
Parameter Definition Unit Default 
Vmin Minimum voltage bound V 0.52 
FUmin Minimum fuel utilisation bound - 0.75 
FUmax Maximum fuel utilisation bound - 0.90 
Ports 
Port Definition Type Direction 
FU Fuel utilisation Control In 
Fuelflow Actual fuel flow  Control In 
P,SOFC,setp Required power from SOFC Control In 
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P,SOFC Power signal SOFC Control In/Out 
Current Current signal SOFC Control In/Out 
Voltage Voltage signal SOFC Control In/Out 
All ports must be connected. 
Variables 
Variable Definition Unit 
Vman Voltage signal for manual operation - 
2H
γ  Molar hydrogen yield per reformed mole of fuel (4 for 
methane) 
- 
All variables must be specified.  
Selectors 
Selector Definition Possible modes Default 
Mode Control mode normal, maxFU, minFU, 
minV, manualV 
normal 
Equations 
Selector: Control mode 
Mode Equation Switch to mode 
normal = SetpP P  maxFU   if > maxFU FU  
minFU  if < minFU FU  
minV  if < minV V  
maxFU 
2
2= ⋅ ⋅ ⋅ max H FuelJ FU F nγ  normal  if   > SetpP P  
minV  if < minV V  
minFU 
2
2= ⋅ ⋅ ⋅ min H FuelJ FU F nγ  
 
normal  if   < SetpP P  
minV  if < minV V  
minV = minV V  normal  if   > SetpP P  
maxFU   if > maxFU FU  
minFU  if < minFU FU  
manualV = manV V   
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4.7.3 Control Valve 
Icon 
In Out
Setp Meas  
Purpose 
The model represents a simple control valve, which can be used for the control of fuel 
flow or any other flows. It controls the flow rate and simulates inertia of the control 
system by an asymptotic approach of the setpoint value, based on a time constant. 
Commercially available gas flow valves are very fast and reach any setpoint in less than 
a second without over- or undershooting [Bronkhorst 2005]. A measurement error 
variable is included in order to simulate malfunction in the flow measurement of the 
valve.  
Assumptions 
The valve is adiabatic and no fluid inertia is considered. The true flow rate approaches 
the setpoint asymptotically.  
Parameters 
Parameter Definition Unit Default 
τ Time constant of the control s 1 
Ports 
Port Definition Type Direction 
In Gas inlet Material In 
Out Gas outlet Material Out 
Meas Measured gas flow signal (mol/s) Control Out 
Setp Setpoint gas flow signal (mol/s) Control In 
The gas inlet and outlet and the setpoint must be connected. 
Variables 
Variable Definition Unit 
e Relative measurement error - 
The error must be specified. 
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Equations 
Flow rate and molar composition of input and output are set equal. The measured 
signal is determined by 
( )1= ⋅ +Meas InS n e   
The flow rate signal is obtained by: 
−= Setp MeasMeas S SdS
dt τ  
Temperatures are coupled through the energy balance equation: 
=In Outh h  
Comments 
It must be noted that there is no fix relationship between the inlet and outlet pressure 
of the valve. A control valve acts by throttling the pressure to any level to reach the 
flow rate setpoint. The value of the pressure is here determined by the downstream 
pressure-flow rate characteristics. Consequently, the downstream pressure must be 
determined elsewhere. Another particularity of the model in this context is that there 
is no check of the second law of thermodynamics; i.e. if the upstream pressure is too 
low to achieve a certain flow rate with the actual downstream pressure-flow rate 
characteristics, the valve will have a higher outlet than inlet pressure. This is physically 
not feasible.  
A limitation of the model is that for a change of feed pressure or downstream 
characteristics (for example by adjustment of a second valve) there would in reality be 
a short-time deviation of the measured flow rate from the setpoint, which is not 
covered by the model. However, in case of the fuel flow, where this valve is applied, 
these incidents are not likely to occur. 
4.7.4 Characteristic Line 
Icon 
X
Y
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Purpose 
The model is basically a flowsheet representation of an arbitrary polynomial function 
Y=f(X) within the upper and lower bound of the input X. It is used to calculate and 
represent characteristic lines required for operation and feed forward control.  
Assumptions 
A polynomial function is applied on an input signal. If the values of the input signal 
exceed the boundaries, the function value resides at the boundary value. 
Ports 
Port Definition Type Direction 
X Input signal Control In 
Y Output signal Control Out 
The input port must be connected. 
Variables 
Variable Definition Unit 
c(0:5) Polynomial coefficients - 
SX,max, SX,min Input signal bounds - 
The parameters define the curve shape and boundaries and must be specified.  
Equations 
The output signal: 
( ) ( )
( ) ( )
( ) ( )
5
,min ,min
0
5
,min ,max
0
5
,max ,max
0
=
=
=
⎧ ⋅ <⎪⎪⎪= ⋅ ≤ ≤⎨⎪⎪ ⋅ >⎪⎩
∑
∑
∑
i
X X X
i
i
Y X X X X
i
i
X X X
i
c i S if S S
S c i S if S S S
c i S if S S
 
Comments 
Due to the directionless nature of the equation oriented approach, the model may in 
the same manner calculate an input signal based on the output signal. However, no 
solution may be found if the output signal value exceeds the range of possible output 
signals. If the inverse function of the polynomial is not unique, the solver may be 
trapped with an insufficient solution. This has, however, not been observed yet. 
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4.7.5 Rate Limiter 
Icon 
 
Purpose 
The rate limiter smoothes control signals. Unsteady inputs are transferred to steady 
outputs with a maximum rate and an asymptotic approach of the target based on an 
integral time constant. The purpose is to increase stability of control systems. A 
further purpose can be to stabilise the solver where step changes occur or to solve 
mathematical problems with assignment of state variables. It was derived from the 
gPROMS inbuilt Process Model Library (PML). 
Assumptions 
Three cases of operation exist: normal operation, operation at maximum increase rate 
and operation at maximum decrease rate. No hysteresis is assumed for the switch 
between the cases. 
Ports 
Port Definition Type Direction 
In,ext External input signal Control In 
Out Output Signal Control Out 
The input port must be connected. The output is a state variable and must not be 
assigned. 
Variables 
Variable Definition Unit 
τ Time constant s 
max
outS  Maximum rate of output signal s
-1 
SIn,man Manual input signal - 
 n
outS  Derived output signal in normal mode s
-1 
SIn Input signal - 
The first three variables must be assigned. 
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Selectors 
Selector Definition Possible modes Default 
Operation Operational case normal, max, min normal 
Mode Operation mode automatic, manual automatic 
Equations 
The input signal is 
Selector: Mode 
Mode Equation 
automatic ,=In In extS S  
manual ,=In In manS S  
The derived output signal in normal operation is: 
−= n In OutOut S SS τ  
The input-output connection is depending on the Operation selector: 
Selector: Operation 
Mode Equation Switch to mode 
normal =  nOut OutdS Sdt  
max max> nOut Outif S S  
min ( ) max− > nOut Outif S S  
max max= Out OutdS Sdt  
normal max< nOut Outif S S  
min max= − Out OutdS Sdt  
normal ( ) max− < nOut Outif S S  
4.7.6 Signal Mixer 
Icon 
 
Purpose 
The signal mixer adds two control signals and clips the output to a maximum and 
minimum bound. 
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Ports 
Port Definition Type Direction 
In,1 Input signal 1 Control In 
In,2 Input signal 2 Control In 
Out Output Signal Control Out 
Two ports must be connected. 
Variables 
Variable Definition Unit 
Sout,max Maximum output signal - 
Sout,min Minimum output signal - 
All variables must be specified. 
Equations 
The output signal is 
( )( ), , ,1 ,2min ,max ,= +Out Out max Out min In InS S S S S   
4.7.7 Flow and Temperature Measurement 
The two models are similar and thus treated together. 
Icons 
 
Purpose 
The models represent measurement points in flowsheeting. To simulate measurement 
failure, a relative error is included that must be assigned. 
Ports 
Port Definition Type Direction 
In Inlet port Material In 
Out Outlet port Material Out 
Meas Measured signal Control Out 
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One material port must be connected. 
Variables 
Variable Definition Unit 
e Relative measurement error - 
The error must be specified. 
Equations 
Inlet and outlet ports are set equal.  
The measured signal is determined by 
( )1= ⋅ +Meas InS T e  respectively ( )1= ⋅ +Meas InS n e  
4.8 Author’s Contribution to Modelling 
The author has developed the following models: 
• Performance maps for compressor and turbine 
• Preheat tube 
• Indirect internal reformer 
• Adiabatic reformer 
• Casing 
• Burner 
• Mixer 
• Splitter 
• Throttle 
• Generator/Alternator 
• Pipe 
• Power electronics 
• Power controller 
• Control valve 
• Characteristic line 
• Rate limiter 
• Signal mixer 
• Flow and temperature measurement 
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For existing models and models developed in collaboration with others, the author 
has done the following contributions: 
• SOFC tubular core model: pressure losses, radiation heat exchange, revision of 
the shift reaction equilibrium thermodynamics, energy and mass balance check, 
carbon deposition check, mathematical improvements (equation scaling, initial 
conditions, variable boundaries).  
• Compressor and Turbine: Adaptation of the models for calculating molar flows, 
restructuring of the interfaces and inclusion of scaling options. 
• Plate-fin heat exchanger: Rearrangement of the model with respect to interfaces 
and inclusion of physical property calculations with Multiflash 
• Ejector: Revision, adaptation and calibration.  
• PID controller: Inclusion of a second control objective, modification of port 
setup and switch conditions 
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5 Hybrid Cycles 
This chapter describes models for different hybrid cycle configurations to be 
investigated. The hybrid cycle models make use of the model toolbox from Chapter 4 
and further provide performance parameters for the system. Basics for operation are 
discussed. Requirements for system design are derived with respect to performance 
and safety. Interactions between design objectives and parameters are detected, and a 
set of objectives for the directly integrated cycle is developed.  
5.1 Hybrid Cycle Models 
5.1.1 Configurations 
 
Figure 5-1: Cycle with directly integrated (pressurised) SOFC (DIC) 
In the following studies, three different cycle configurations will be investigated:  
• Directly integrated SOFC cycle (DIC): In this configuration, the SOFC system 
replaces the combustion chamber of a recuperated gas turbine cycle. 
Consequently, the SOFC system is pressurised. From the literature study, this 
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cycle emerges as the standard cycle (Chapter 3.4.4). The DIC is shown in Figure 
5-1. 
• Directly integrated SOFC cycle with two-shaft gas turbine (DIC-2T): The cycle 
configuration is equal to the DIC on the gas side. The expansion is split up into 
two turbines, where the first is connected to the compressor (so-called 
turbocharger) and the second to the generator (so-called power turbine). While the 
steady state performance is similar to the single expansion DIC, a different 
control design for dynamic operation is required. The DIC-2T is shown in 
Figure 5-2. 
 
Figure 5-2: Cycle with directly integrated SOFC and two turbines (DIC-2T) 
• Indirectly integrated SOFC cycle (IIC): Here, the air is expanded in the turbine 
before it is fed into the SOFC system. The SOFC system exhaust heats the 
compressed air. The SOFC is therewith operating at atmospheric pressure. 
Steady-state performance differs from the DIC due to different temperature 
relationships and SOFC pressure. However, dynamic and control behaviour are 
expected to be similar. The IIC is shown in Figure 5-3. 
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Figure 5-3: Cycle with indirectly integrated (atmospheric) SOFC (IIC) 
Figure 5-1 to 5-3 depict the mentioned configurations. They represent hybrid cycle 
models, which mainly consist of connections between the instances of component 
models. The component names are highlighted. Orange colour is used for Material 
ports and connections, blue for Energy, red for Radiation, grey for Control and green for 
the compressor and turbine Map.  
The black contour indicates the vessel for the SOFC system, which is equal for all 
three cycle options. It represents the Siemens-Westinghouse system. 
The DIC is regarded as the standard cycle, and most of the following studies will refer 
to it. In Chapter 7, peculiarities of the DIC-2T and IIC as compared to the DIC will 
be developed and discussed, and an evaluation of the three processes will be 
conducted.  
5.1.2 Hierarchy and Addressing 
For simplicity reasons, the whole cycles are integrated in one model each. Thus mainly 
two hierarchy levels exist, the hybrid cycle level and the component level. All variables 
and parameters will in the following be addressed with the downstream hierarchy path 
ahead and finally the name, separated by dots. For example, the electric power of the 
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fuel cell would be SOFC.P, while the scaling pressure ratio of the compressor would 
be CompMap.πScale. 
5.1.3 Additional Parameters 
Beside the declaration of the units and their connections, the hybrid cycle models 
provide calculation of overall performance parameters. This subchapter describes 
these parameters and how they are determined. 
• Fuel utilisation (FU): The fraction of the fuel entering the system which is 
utilised in the fuel cell.  
2
.
2
= ⋅ ⋅
t
Fuel H
SOFC JFU
F n γ  
Note that a molar hydrogen yield per mole of fuel is assumed, γH2 = 4. The FU 
will be an input to the control system described in Chapter 6.3 and hence only 
practically measurable variables may be used for calculating it (a theoretical 
approach would also take the molar composition of the fuel into account; see 
Equation 2-6). 
• Stoichiometric air ratio (λ) for the complete oxidisation of fuel.  
( )
( ) ( ) ( )( )24 21 12 2 2
⋅= ⋅ + +


Air Air
Fuel Fuel Fuel Fuel
n x O
n x CH x CO x H
λ  
• Gross power (PGr): the total power produced by the GT shaft and SOFC. 
. .= +Gr LoadP Shaft P SOFC P  
• Net power (PNet): the power which is available for the consumer 
,.=Net AC OutP Power P  
• Net electric efficiency (ηNet): 
= ⋅
Net
Net
Fuel Fuel
P
n LHV
η  
• Contribution of the gas turbine to the total gross power (pGT) 
.= LoadGT
Gr
Shaft Pp
P
 
• Total degree of methane pre-reforming in both reformers (γR) 
( )
( )44
. .
1
. .
⋅= − ⋅


Out Out
R
In In
IIR n IIR x CH
PR n PR x CH
γ  
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• Ratio of steam to carbon in methane and CO at the reforming section inlet (γSC) 
( )
( ) ( )24
.
. .
= +
In
SC
In In
PR x H O
PR x CH PR x CO
γ  
• Compressor surge margin (SM): Calculated from the compressor pressure ratio 
and the surge pressure ratio at the actual mass flow. Surge occurs if the value 
falls below zero. 
,. .
.
−= s Map Map
Map
Comp Comp
SM
Comp
π π
π  
• Minimum Gibbs energy for carbon deposition reaction (CD): If this value is 
greater than zero, no carbon deposition occurs at any point of the fuel cell.  
( )min .= Δ CDCD SOFC g  
• Pressure difference between actuating and induced fluid at the ejector mixing 
section entry (ΔpEj) This value must be greater than zero in order to ensure 
correct ejector operation. It is assumed that it can in a real system be calculated 
from ejector design and measurable pressures. Thus the true pressures are used: 
. .Δ = −Ej Am Imp Ejector p Ejector p  
• Dimensionless fuel flow ( Fueln ), relating to the design point fuel flow  
,0
=  FuelFuel Fuel
nn n  
• Dimensionles air flow ( Airn ), relating to the design point air flow  
,0
=  AirAir Air
nn n  
• Dimensionless net power ( NetP ), relating to the design point net power 
,0
= NetNet
Net
PP P  
• Dimensionless shaft speed ( N ), relating to the design point speed 
.=N Comp N  
5.1.4 Calculation Time 
The resulting hybrid cycle models consist of approximately 14,000 algebraic and 2300 
state variables. The simulations are performed on a 2.5 Ghz Intel Pentium-4 processor 
PC. To calculate a steady state operation point, a time of approximately 5-10 seconds 
is required.  
The SRADAU solver used for dynamic calculations [gPROMS 2004] varies the time 
increments according to convergence behaviour of the model in the current state. 
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Thus, no fixed relationship between simulation time and simulated time can be 
established. A general rule is that high fluctuation rate of the variables (as after a step 
load change) slows down simulation speed, while for a system at almost steady-state, 
dynamic simulations are very fast. Furthermore, discontinuities caused by switches of 
Selectors or conditional equations generally provoke reinitialisation of the time 
increment to a low value and are thus substantially delaying the simulation progress. 
All performed simulation experiments could be obtained in times between 5 minutes 
and 12 hours. 
5.1.5 Limitations of the Hybrid Cycle Models 
Compared to most other hybrid cycle models available in open literature, the models 
used here are based on a very detailed approach. It features a combination of 
discretised models for the main components and mainly off-design models for the 
other components and dynamic effects where necessary. This results in a 
mathematical complexity which only few simulation environments can tackle. The 
most important limitations of the models are: 
• SOFC bundle: Only one tube is modelled, i.e. heat transfer between the tubes in 
a tube bundle is neglected. In a real tube bundle, each tube is in a different 
thermal state depending on its position and therewith the view factors to casing, 
IIR and adjacent tubes. The innermost tubes will have a higher temperature than 
the outer ones. This has been neglected and therefore, the difference between 
local maximum and minimum temperatures will likely be underestimated by the 
model.  
• Gas flow modelling: Plug flow was assumed, i.e. diffusion in the flow channels 
and uneven flow velocity and temperature profiles along its cross-section are 
neglected. Furthermore, a constant speed is assumed along the flow channels, 
which is necessary for the applied dynamic approach. The true velocity is 
depending on the specific gas volume and therewith on temperature and 
pressure. This leads to misestimating gas residence times and flow channel 
pressure losses.  
• No calculation of thermal stress is included. An extended model for thermal 
stress calculation has been developed and is available [Nakajo 2005], but it has 
not been applied for the hybrid cycle calculations. This is because it implies an 
enhanced exactness of the spatial discretisation, resulting in a more complex 
mathematical problem. Furthermore, the results are based on geometric 
simplifications and include strong uncertainties about material properties. 
• GT model. Compressor and turbine have been scaled to achieve good matching 
between the components and furthermore to supply the required air flow and 
pressure. There is uncertainty whether such components are available in practice 
and whether they can be designed to achieve the assumed design and off-design 
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conditions. This is not a limitation of the modelling approach itself, but rather a 
limitation on authenticity of the modelled system.  
• Assumptions: Non-physical assumptions have been taken, such as the SOFC 
heat loss, the radiation view factors or the pressure losses in the burner and the 
reformers. There is uncertainty about the validity of these assumptions.  
• Material properties: The correctness of the assumed material properties is 
uncertain. The values can vary significantly in different references. As no 
reference with a comprehensive, coherent set of material properties could be 
found, the values were taken from unlike sources. 
• Ejector: Little literature on the steady-state and dynamic behaviour of the ejector 
was found. Even though the steady-state behaviour could be validated against 
another model from Marsano et al. [2004], uncertainty remains about the off-
design performance and whether transient behaviour can be neglected.  
• IIR: The IIR was modelled using an equilibrium approach, as there is great 
uncertainty about geometry and materials of the IIR used by Siemens-
Westinghouse.  
It can be concluded that obviously more verification and calibration work is required 
to ensure a 1:1 reproduction of a true system. The SOFC model has been calibrated 
against available data by Thorud [2005]. A calibration of the other important 
components would be desirable, but difficult to achieve as few data are available. It is, 
however, assumed that the model is able to predict qualitatively how a true system 
would respond to steady-state and dynamic operation cases. It is hence a useful tool to 
evaluate design options and operation strategies. Furthermore, it can be calibrated to 
real components and a real cycle once experimental results are available. 
5.2 Basics for Operation of the Hybrid Cycle Models 
5.2.1 Operation Parameters 
The models describe the internal physical phenomena of the components and the 
hybrid cycle. In order to run simulations with the models, further parameters must be 
specified describing the case the system is operated at. The combination of the set of 
specifications depends on the operation mode. The parameters can be divided into 4 
classes: 
• Design premises: These are parameters that describe boundary conditions and 
fixed assumptions for the system. The latter include geometrical dimensions that 
have not yet been defined in with the component models and are of minor 
interest for the design process. Premises are not supposed to change under 
normal operation and must always be specified. Examples are ambient 
conditions or the number of SOFC tubes. 
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• Design objectives: These are operational parameters which represent 
quantitative objectives for the system at its design point. They must be specified 
in design calculations, whereas they are output variables in off-design 
calculations. Examples are process temperatures (such as turbine inlet 
temperature), relative pressure drops in the components where a constant 
pressure loss coefficient approach is used, or velocities in the ejector sections. It 
must be mentioned that many possibilities for a set of design objectives exist. 
For example, either the steam-to-carbon ratio or the anode gas recycle ratio can 
be specified during a design calculation. 
• Design parameters: These are the counterpart to design objectives. Hence, they 
are output variables in design calculations and must be specified in off-design 
calculations. Consequently, the number of design parameters must equal the 
number of design objectives. Despite interactions among them, design objectives 
and parameters can mostly be coupled pair-wise. For example, a demanded 
steam-to-carbon ratio (design objective) can be best satisfied by adapting the 
pressure loss coefficient in the throttle (design parameter). Alternatively, it is also 
dependent on the ejector dimensions (interaction). Further examples for design 
parameters are pressure loss coefficients, geometrical dimensions or design 
values of air and fuel flow.  
• Operation point parameters: These parameters define the actual operation 
point of the system. Hence, for each degree of freedom in system operation, one 
parameter must be specified. Examples are SOFC current or GT shaft speed. It 
must be mentioned that also here, many possibilities exist for defining the 
operation point (e.g. SOFC current or voltage). A set of operation point 
parameters must be specified for any operation, either directly or through an 
operation objective. 
The chosen set of parameters for each of the classes will be described in Chapter 5.4. 
5.2.2 Operation Modes 
The hybrid cycle models are to be operated at three modes (see also Chapter 3.1.2): 
• Steady-state design: Used for design and optimisation of the system. The 
system is designed to meet the design objectives and furthermore the 
performance can be optimised. In steady-state simulations, all time derivatives of 
the dynamic models must be replaced with zeroes.  
• Steady-state off-design: Used for calculating off-design performance of the 
system at given design conditions, for example for part-load purposes. 
• Dynamic off-design: Used for the dynamic response of the system to changes, 
e.g. load changes. The load changes are implied by changes of the operation 
point parameters. Therefore, additional operation objectives are required, either 
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through simple assumptions for the parameter change (such as ramp functions) 
or through a control system. 
The mentioned operation modes are successive. For steady-state off-design 
calculations, a set of design parameters from the design calculations are required. For 
dynamic simulations, an operation objective is required which should be determined 
from the steady-state off-design behaviour.  
5.3 Design and Operation Considerations 
5.3.1 Requirements for a Hybrid Cycle Power Plant 
The basic scale of the hybrid system investigated here is determined based on the 
Siemens-Westinghouse stack design which incorporates 1152 tubular cells and 
achieves a power output of 220 kW [Yi 2003]. It will be primarily operated with 
natural gas.  
It shall be applied in distributed generation scenarios. These include grid- and off-grid 
applications as well as supply of residential and industrial consumers. For the power 
plant, the main difference between these applications lies in the type of load changes it 
is exposed to: A plant included into a large grid must be capable of a certain load 
change speed, but during normal operation, no step load changes will occur, as load 
steps by single consumers will be divided among all power plants. Furthermore, power 
plants with constant speed synchronous generators grant primary control of grid 
frequency and voltage through the inertia of the spinning shafts (see Chapter 2.3.6). 
Off-grid applications for residential supply must be able to perform load changes of 
about 5-10 kW, as this is the maximum load that may be switched in a private 
household (e.g. electric heater). In addition, they must have the ability to operate at 
low part-load, as the power demand of private consumers varies strongly throughout a 
day. The ability to operate in low part-load (app. 25%) is considered as necessary. The 
off-grid supply of industrial consumers poses the highest requirements to load change 
ability. Depending on the type of application, very high step load changes can occur. 
An example is the supply on offshore platforms, where large pumps or compressors 
are switched. 
A further objective is that the system should be as simple as possible. For small-scale 
systems, a large amount of components is a strong driver for costs and size and 
furthermore complicates the controlling and increases malfunction rate.  
5.3.2 System Safety Issues 
In a hybrid system, several incidents can appear that cause degradation, reduced 
lifetime or even breakdown. The most critical incidents are discussed in this 
subchapter. Causes and consequences are commented, and associated model 
parameters are mentioned which are suitable for surveying them during the 
simulations.  
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Cell Cracking 
Ceramic materials as used for SOFCs are brittle and thus prone to cracking when 
exposed to high stresses. Cracks in whatever layer and direction cause degradation of 
the electric cell performance by creating contact resistances and leakage current.  
Mechanical stresses in the SOFC materials mainly derive from differences in the 
layers’ coefficients of thermal expansion. The temperature at which the materials are 
adjoined during the production process is called zero stress temperature. It is typically 
higher than the cell operation temperature, i.e. at around 1400 K. This means that 
especially for low temperatures, the thermal stress and therewith likelihood of cracking 
increases. A further cause for thermal cracking and decomposition of the layers for 
tubular cells is the temperature gradient in radial direction [Nakajo 2005]. 
The exact relationships between thermal cracking likelihood and temperature state 
depend on exact design and material data where sparse information exists and are thus 
afflicted with high uncertainty [Nakajo 2005]. The maximum radial temperature 
gradient (SOFC.dTdrMEA,Max) and the minimum local temperature of the MEA 
(SOFC.TMEA,Min) will be monitored for supervision of the likelihood of cell cracking. 
However, due to the mentioned uncertainty, neither target values nor fix limits for 
these monitored parameters are given. They will be used as a qualitative means to 
evaluate certain operation points in terms of SOFC thermal cracking danger. 
Compressor Surge 
If the pressure ratio a compressor has to work against is too high for its current speed, 
it runs into surge (see also Chapter 2.2.1). Mostly too high turbine inlet temperatures 
are responsible for the occurrence of surge. It can cause violent oscillations in the gas 
path of the system the compressor is connected to and can therewith damage the 
system. In order to avoid compressor surge, a control strategy is required which grants 
suitable turbine inlet temperature at any operation condition. For monitoring, the 
surge margin SM was defined (see Chapter 5.1.3). It describes the distance from the 
compressor operation point to the regime where surge occurs. A value of equal or 
smaller to zero must be omitted under any operational instance. 
Carbon Deposition 
For certain gas compositions, temperatures and pressures, elementary carbon can be 
formed by the Boudouard and the methane cracking reactions. (see Chapter 4.3.1, 
Equations-Check Variables). The carbon deposits at the anode and causes covering of 
the catalyst and clogging of the pores required for gas diffusion. Cell performance will 
therewith degrade, even though the phenomenon is reversible in principle. Carbon 
formation can be avoided by supplying a suitable steam to carbon ratio.  
The occurrence of carbon deposition in the SOFC can be monitored by the CD 
parameter (see Chapter 5.1.3). However, the phenomenon can also occur in the 
reformers where it is not surveyed. Therefore, the steam to carbon ratio γSC (see 
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Chapter 5.1.3) should be monitored additionally. The parameters will be used as a 
means to evaluate certain operation points in terms of SOFC degradation danger. 
Anode Oxidation 
If the activated anode is in a reactive state (i.e. at high temperature) and exposed to 
oxygen, the nickel catalyst will oxidise and thus be deactivated. Oxygen can reach the 
anode mainly due to backflow of gas from the burner into the anode channel and 
reversal of the electrochemical reaction. The former can occur when the system is 
exposed to quick pressure increase. The large volume and low flow rate in the anode 
channels cause that the pressure increases faster in the cathode channel than in the 
anode and hence oxygen-containing gas can flow from the burner back to the anode. 
The second phenomenon, reversal of the electrochemical reaction, occurs if the cell 
operation voltage is higher than the local reversible potential of the cell, which again 
can be a consequence of high operation voltage or low reactant/high product 
concentration. Electrolysis will occur where oxygen is produced at the anode.  
In order to survey this incident, the parameters of fuel flow to the burner 
,. In FuBurner n and the minimum SOFC current SOFC.jmin are monitored. The burner 
fuel flow rate may only be problematic during quick load increase.  
Overheating 
Overheating can attack in different components: In the SOFC, too high temperatures 
may cause irreversible changes in the electrode structure such as recombination of the 
nickel catalyst. For metallic components with high thermal load, i.e. recuperator and 
turbine, too high temperatures may lead to material failure which inevitably leads to 
system breakdown. Sufficient cooling air flow must be supplied to avoid overheating 
of the mentioned components. In order to survey this incident, the maximum MEA 
temperature SOFC.TMEA,Max as well as turbine inlet and outlet temperatures Turb.TIn, 
Turb.TOut must be monitored. 
Thermal Fatigue 
The mechanical stress in the SOFC is related to the temperature distribution. Hence, 
changes in temperature imply changes in the stresses, which lead to fatigue in 
materials. Fatigue fractures can occur which degrade the cell performance.  
In order to minimise thermal fatigue, temperature changes must be minimised. This 
can be achieved with a control strategy which assures a fairly constant temperature in 
the SOFC under all operation conditions. The mean MEA temperature TMEA,mean is the 
major indicator for the SOFC temperature and will serve for the assessment of 
control strategies with respect to thermal fatigue.  
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Ejector Malfunction 
If the pressure of the actuating fluid is lower than the pressure of the induced fluid in 
the mixing section entry of the ejector (see Chapter 4.6.4, Comments), the nozzle flow 
can knock over to sub-sonic flow. This would cause the ejector performance and 
therewith the steam-to-carbon ratio to drop strongly, and could furthermore expose 
the system to vibrations. The pressure difference can be calculated from the ejector 
design and the pressure of actuating and induced fluid. The resulting variable ΔpEj is 
be used for surveying the ejector. The problem occurs mainly during load decrease at 
low fuel flow rates, as the actuating fluid pressure is low in this case.  
5.4 System Design 
The first step to investigate a hybrid cycle is the selection of a design case. In the 
design process, the dimensions and design values of all components are determined. 
In order to find a satisfying design point, design objectives are required. This chapter 
will at first introduce and define design premises for a 220 kW system based on the 
DIC process. Then, key design objectives for hybrid cycles and the design tasks for 
the components are discussed. Finally, the design case as defined through the chosen 
set of design parameters and objectives is presented together with the key system 
parameters.  
Note that the design objectives for the other cycle options DIC-2T and IIC are very 
similar to the standard cycle (DIC). Their particularities will be discussed in Chapter 7. 
5.4.1 Design Premises 
In order to keep the design process concise, some of the input data are fixed during all 
kinds of operation and called design premises. Most of the premises are determined 
externally (such as ambient conditions), or inherently through the choice of fixed 
components (such as the Siemens-Westinghouse SOFC). Others are of secondary 
importance and expected not to vary strongly during design and therefore taken out of 
the design process (such as pipe diameters). A last group are operation conditions 
predetermined in order to match common values (such as fuel utilisation).  
The premises in detail: 
• Inlet air conditions: ISO conditions are assumed. Hence, air temperature 
Air.T = 288 K and pressure Air.p = 1.013⋅105 Pa. The air is assumed to consist 
of 21% oxygen and 79% nitrogen.  
• Fuel conditions: Fuel feed pressure Fuel.p = 3⋅106 Pa, temperature 
Fuel.T = 288 K. The fuel is assumed to be pure methane. 
• Exhaust pressure: Exhaust.p = 1.03⋅105 Pa.  
• Ambient temperature for stack casing: Casing.T∞ = 293 K. 
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• Shaft Inertia: When aiming at 220 kW system power, the turbine will contribute 
with app. 70 kW. This is a typical microturbine power output. The rotating parts 
are thus assumed to have a mass Shaft.mrot = 10 kg and an average radius 
Shaft.rrot = 0.07 m.  
• Piping dimensions: The pipe diameters have been estimated to achieve a flow 
velocity of PipeX.ugas ≈ 20 m s-1. An exception is PipeE, modelling the gas delay 
in the pre-reformer PR; here, PipeE.ugas ≈ 0.6 m s-1 shall be achieved. The pipe 
radii are thus: 
Instance Radius r 
PipeC 0.05 m 
PipeH 0.08 m 
PipeS 0.10 m 
PipeT 0.15 m 
PipeE 0.05 m 
All pipes have a length of PipeX.l = 1 m. 
• Number of SOFC tubes: SOFC.nT = 1152. 
• Number of indirect internal reformers: IIR.nR = 16. 
• Equilibrium temperature difference of the reformers: 
PR.ΔTeq = 20 K;  IIR.ΔTeq = 20 K, 
• Fuel utilisation: FU = 0.85 (fixed only for the steady state analyses) 
• Ohmic resistance by degradation of the fuel cell: SOFC.RD = 0 Ω 
• Compressor performance map representation (CompMap.): The compressor 
performance is derived from the performance map of a centrifugal compressor 
[Kurzke 2004]. The original map data are available for relative shaft speeds from 
0.45 to 1.06. In order to be able to increase airflow sufficiently above the design 
value, the coefficients have been recalculated for a design speed of 0.95 on the 
original map. The compressor performance map is therefore valid for 
dimensionless speed between 0.47 and 1.12. The following values and equations 
were used for obtaining the normalised map: 
πScale = 3.59288 
′ Scalem = 0.97729 
( ) ( )*
0, 0= =
′ ′= ∑ n i jij
i j
m c N β  
cij i=0 i=1 i=2 i=3 i=4 i=5 
j=0 -0.30519 2.8408 -4.1098 2.0676 2.5571 -2.0523 
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j=1 -0.19331 1.5230 -4.3663 5.5993 -2.5319  
j=2 -1.9402 4.3347 -6.7041 4.2079   
j=3 1.6719 -0.52059 -1.3500    
j=4 -0.90747 -2.5197     
j=5 -0.01212      
( ) ( )*
0, 0= =
′= ∑n i jij
i j
c Nπ β  
cij i=0 i=1 i=2 i=3 i=4 i=5 
j=0 -1.9927 15.335 -23.420 3.8066 21.969 -12.981 
j=1 0.70555 4.0334 -18.931 32.233 -15.86  
j=2 -6.8716 26.918 -45.627 25.551   
j=3 0.60501 3.8626 -6.2892    
j=4 -0.86869 2.1959     
j=5 -0.31402      
( ) ( )
0, 0= =
′= ∑n i jij
i j
c Nη β  
cij i=0 i=1 i=2 i=3 i=4 i=5 
j=0 0.17735 1.00605 -1.6972 2.4423 -1.2327 -0.09065 
j=1 4.3718 -5.5747 -0.02450 3.2927 -1.5422  
j=2 -9.8266 16.0942 -8.5886 2.2426   
j=3 7.1352 -9.7270 1.9921    
j=4 -1.7701 2.2826     
j=5 -0.13016      
( ) ( )2 3* 0.95176 + 2.9385  -1.9018  + 0.64316∗ ∗ ∗′ ′ ′= ⋅ ⋅ ⋅  s m m mπ  
• The design inlet data of the compressor (as these are only dependent on the 
ambient conditions): 
• Comp.TIn,0 = 288 K 
• Comp.pIn,0 = 1.013⋅105 Pa 
• Comp.MIn,0 = 28.8504 kg kmol-1 
• Comp.κ0 = 1.40088 
• Turbine performance map representation (TurbMap): The turbine performance 
is derived from a turbine map of a radial NASA turbine [Kurzke 2005]. The 
original map data are available for relative shaft speeds from 0.7 to 1.5. For a 
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better fit to the shaft speed range of the compressor, the coefficients have been 
recalculated for a design speed of the 1.4 on the original map. The turbine 
performance map is therefore valid for dimensionless speed between 0.5 and 
1.07. Furthermore, the efficiency has been downscaled by a factor of 0.95. 
• πScale = 4.3423 
• ′ Scalem = 0.338999 
• 
1
10.339 1
1.018
⎛ ⎞−⎛ ⎞′ = ⋅ −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

z z
m β , where 21.4451 1.9401 11.643′ ′= + +z N N  
• ( ) ( )*
0, 0= =
′= ∑n i jij
i j
c Nπ β  
cij i=0 i=1 i=2 
j=0 2.1746 -4.3715 4.9184 
j=1 -7.2205 23.860 -13.938 
• ( ) ( )
0, 0= =
′= ∑n i jij
i j
c Nη β  
cij i=0 i=1 i=2 i=3 i=4 i=5 
j=0 0.01936 1.4133 0.2550 -2.4639 1.8896 -0.4345 
j=1 6.1466 -8.5852 2.1441 4.5212 -3.1627  
j=2 -19.466 21.949 -11.255 4.2032   
j=3 26.023 -16.531 0.6757    
j=4 -17.062 6.5010     
j=5 4.0180      
• The design speed of compressor and turbine is assumed to be 70000 RPM, i.e. 
Comp.N0 = Turb.N0 = 1667 s-1 
Note that for scaling the turbomachinery, design parameters are required. A 
representation of the absolute performance of compressor and turbine is given below 
in Figure 6-2 and Figure 6-3. 
5.4.2 Key Design Objectives 
For safe and efficient operation of a hybrid cycle plant, several system parameters 
must be kept in valid bounds. During the design process, special attention must be 
paid to these parameters. They are thus called key design objectives. The following section 
comments on practical importance, usual values and the influence of these parameters 
on the design process. 
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SOFC Current Density (SOFC.jt) 
The current density of the SOFC has a direct influence on the power density, but it 
also affects the efficiency and the cell lifetime. Current density values found in hybrid 
cycle literature range from 2500 [Chan 2002] to 4450 A m-2 [Costamagna 2000]. 
Sources related to Siemens-Westinghouse report 2900 [Yi 2003] and 3300 A m-2 [Veyo 
2002]. A value of 3000 A m-2 has been assumed for the present study. 
Turbine Inlet Temperature (Turb.TIn) 
The turbine inlet temperature (TIT) is a key number for the efficiency of a gas turbine 
cycle. However, especially small turbines without blade cooling impose material 
strength limitations on the TIT. McDonald [2003] shows values of app. 1220 K for 
state of the art microturbines. Values found in hybrid cycle literature range from 
1003 K [Yi 2003] to 1309 K [Chan 2002]. For the present study, 1173 K is assumed.  
Turbine Outlet Temperature (Turb.TOut) 
For a given TIT, the turbine outlet temperature (TOT) determines the enthalpy 
difference which can be converted to power in the GT. It is closely coupled to the GT 
pressure ratio. For the hybrid cycles, the desired SOFC system air inlet temperature 
imposes a boundary on the TOT. For the directly integrated cycle (DIC), the 
temperature stability of the heat exchanger is a further criterion. Metallic heat 
exchangers, which are much cheaper than ceramic ones, have a maximum temperature 
stability of app. 900 K [Sarawanamuttoo 2001, Romier 2004]. McDonald [2003] 
assumed the feasibility of steel heat exchangers for a temperature of 1023 K. A 
turbine outlet temperature of 923 K is assumed for the DIC.  
Mean MEA Temperature (SOFC.TMEA,mean) 
The mean MEA temperature determines the current-voltage characteristics of the fuel 
cell and therewith the efficiency. A common value for SOFC operating temperature is 
1273 K [Yi 2003, Chan 2002, Campanari 2004]. This value has also been chosen for 
this study. 
Steam to Carbon ratio (γSC) 
The steam to carbon ratio at the ejector outlet is important to allow for the desired 
reforming reactions and to omit carbon deposition. A commonly used value is 2.0 
[Chan 2002, Campanari 2004], which has also been chosen for this study. 
Reforming Degree (γR) 
The reforming degree of the fuel at the cell entrance strongly influences the cell 
temperature profile. Reported numbers for the latter range usually around 30 
[Selimovic 2002a]. However, higher reforming degrees flatten the profile of 
temperature and current density in the cell [Pålsson 2002, Thorud 2005]. Furthermore, 
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Song et al. [2004] report that the IIR exhaust gas includes only a small amount of 
unreformed methane. A reforming degree of 80% is chosen for the design point. 
5.4.3 Component Design 
The following section will discuss the remaining design tasks. 
Fuel Flow, Air Flow, Power 
Design fuel flow ,0Fueln and air flow ,0Airn  are important design parameters for the 
hybrid system.  
With given fuel utilisation, the fuel flow is directly coupled to the SOFC current. The 
current density SOFC.jt is hence chosen as a design objective for the fuel flow. The 
fuel flow is the main handle to adjust the electric power output. Electric power output 
could also directly serve as design objective; however, the SOFC current density is a 
more pragmatic value.  
The air flow is the main source of cooling and thus closely coupled to the key 
temperatures in the system. The mean SOFC temperature SOFC.TMEA,mean has been 
selected as design objective for the air flow. The desired value is 1273 K. 
The design net electric power Pnet,0 is designed by setting the corresponding 
dimensionless net power netP to unity. 
Heat Exchanger 
The design parameters of the heat exchanger are its length HX.l and frontal area HX.A. 
The latter is strongly coupled to the maximum flow velocity of the hot gas HX.uH,max, 
which should not be too high in order to obtain an acceptable pressure loss. A design 
value of 20 m s-1 is chosen. The remaining design objective to determine the length is 
the mean logarithmic temperature difference HX.ΔTLM. In order to keep the heat 
exchanger size reasonable, a value of 50 K is chosen. As a comparison, Campanari et 
al. [2004] chose 45 K as the minimum approach temperature of the heat exchanger. 
The heat exchanger could be further optimised for minimum pressure loss or 
minimum volume, which is not done here.  
Throttle 
The throttle is mounted into the anode gas recycle stream in order to adjust the 
pressure loss and therewith adjust the steam to carbon ratio. Its loss coefficient Thro.c 
(technically the opening of an orifice) is adjusted during the design process and 
remains constant during operation. The connected design objective is the steam to 
carbon ratio γSC.  
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Casing 
The radiation coefficient from the SOFC to the casing SOFC.τCas is to be designed in 
order to meet an assumed heat loss to the surroundings . tCasing q at design case. No 
information on heat loss of the Siemens-Westinghouse SOFC was found. 10 kW is 
assumed to be a realistic value. 
IIR 
The radiation coefficient from the SOFC to the indirect internal reformer SOFC.τRef 
is to be designed in order to meet a desired reforming degree γR.  
Pressure Losses 
In the devices where pressure loss is modelled through a constant loss coefficient (i.e. 
IIR, PR, Burn), the coefficients c have to be designed in order to meet a certain 
relative pressure drop Δprel. A relative pressure drop for all components of 1% at 
design point is chosen. 
Preheat Tube 
The preheat tube mainly decides about the temperature drop between burner and 
turbine. The shape is given through the assumptions about the Siemens-Westinghouse 
design; only the length lT may be designed. A suitable design objective is the turbine 
inlet temperature Turb.TIn. Attention should be paid that the length of the tube does 
not take unreasonable values; a range of 0.3-0.6 m is rated as reasonable in terms of 
SOFC system design. 
Ejector 
For the ejector model, four cross-section areas must be designed: The critical cross-
section Ejec.Ac, the nozzle exit Ejec.An, the mixing chamber Ejec.Am and the outlet 
Ejec.Ao. At a given flow rate of the induced fluid, Ejec.Ac can be determined by 
specifying a design inlet pressure Ejec.pAi. Even though the fuel feed is at 30 bar, a 
value of 24 bar has been used as design pressure in order to allow for higher fuel flows 
at transient or peaking operation.  
Ejec.An is a function of the static pressure at the nozzle exit Ejec.pAn. This pressure 
must be low enough to ensure supersonic flow in the nozzle and high enough not to 
undershoot the static pressure of the induced fluid at any operation condition (see 
Chapter 4.6.4). A value of 11 bar has been chosen. Ejec.Am and Ejec.Ao can be 
calculated by selecting velocities Ejec.uIm and Ejec.uMo respectively. In order to 
achieve good mixing at low friction, an intermediate velocity of 100 m s-1 is selected 
for the mixing section. The assumed exhaust velocity of 10 m s-1.  
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Compressor 
The compressor characteristics are described by the map representation. The design 
parameters of the inlet gas have been declared according to the constant inlet gas 
conditions in Chapter 5.4.1. The design flow rate is defined with the design system air 
flow rate ,0Airn . Hence, only the design pressure ratio Comp.π0,Map remains as design 
parameter. The corresponding design objective is the dimensionless pressure ratio 
.Comp π which by definition must be unity at the design point.  
Turbine 
Unlike the compressor, the turbine inlet gas conditions depend on the system design. 
Thus, design parameters of temperature Turb.Tin,0, pressure Turb.pIn,0, molar mass 
Turb.MIn,0 and isentropic coefficient Turb.κIn,0 and furthermore the mass flow rate 
0. Turb m must be determined. As corresponding design objectives, the dimensionless 
values of the mentioned parameters are set to unity during the design process. 
An important design parameter of the turbine is the design pressure ratio Turb.π0,Map, 
which decides the pressure level of the GT system and therewith strongly influences 
the key temperatures. As the temperature drop over the turbine is directly depending 
on the pressure ratio, the turbine outlet temperature Turb.TOut has been chosen as a 
corresponding design objective. 
5.4.4 Operation Point Parameters 
The operation point parameters determine the operation point of the system as 
compared to the design point. For each degree of freedom in operation, one 
parameter must be specified. For performing design calculations, it must be assured 
that the operation point equals the design point. Hence, it is practical to set the 
dimensionless parameters to unity. In the actual case, the dimensionless fuel flow 
Fueln and the dimensionless air flow Airn must be set to unity. As the used compressor 
provides two degrees of freedom for controlling the air flow (shaft speed N  and 
variable inlet guide vane position Comp.SVIGV), in addition one of these parameters 
must be set to unity. The other parameter will be calculated and at a proper design 
calculation the result must be unity.  
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6 The Directly Integrated SOFC Cycle (DIC) 
This chapter is dedicated to part-load performance and control of the directly 
integrated SOFC cycle, which is regarded as the standard hybrid cycle (see Chapter 
5.1.1). Shutdown and startup as well as fuel flexibility of the system is furthermore 
investigated.  
6.1 The Design Case 
Table 6-1: Design objectives and parameters 
Design Objective Value  Design Parameter Value  
netP  1 Pnet,0 221032 W 
SOFC.jt 3000 A m-2 ,0Fueln  0.4394 mol s-1 
Turb.TIn 1173 K PHT.lT 0.4776 m 
Turb.TOut 923 K Turb.π0,Map 3.543 
SOFC.TMEA,mean 1273 K ,0Airn  13.60 mol s-1 
HX.ΔTLM 50 K HX.l 1.8491 
HX.uH,max 20 m s-1 HX.A 0.1139 
γSC 2.0 Thro.c 149669  
. tCasing q  10000 W SOFC.τCas 0.0001254 
γR 0.8 SOFC. τRef 0.0005780 
IIR.Δprel 0.01 IIR.c 486812  
PR.Δprel 0.01 PR.c 535362   
Burn.Δprel,Air 0.01 Burn.cAir 28881 
Burn.Δprel,Fu 0.01 Burn.cFu 3.342⋅106 
Ejec.pAi 24 bar Ejec.Ac 1.727⋅10-6 m2 
Ejec.pAn 11 bar Ejec.An 1.738⋅10-6 m2 
Ejec.uIm 100 m s-1 Ejec.Am 0.0005089 m2 
Ejec.uMo 10 m s-1 Ejec.Ao 0.006460 m2 
.Comp π  1 Comp.π0,Map 3.803 
. Turb m  1 0. Turb m  0.399 kg s-1 
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. InTurb T  1 ,0. InTurb T  1173 K 
. InTurb p  1 ,0. InTurb p  3.775 bar 
. InTurb M  1 ,0. InTurb M  28.45 g mol
-1 
. InTurb κ  1 ,0. InTurb κ  1.308 
The design objectives and parameters and their values as discussed in Chapter 5.4 are 
displayed in Table 6-1. 
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Figure 6-1: Main operation parameters at design point 
Figure 6-1 depicts all important cycle and process parameters at the design point of 
the system. Considering all losses, the system has a net LHV-based electric efficiency 
of 62.6% at design point. Most published values in literature [Chan 2003; Magistri 
2004; Costamagna 2001; Campanari 2000] range between 57% [Veyo 2002] and 66.5% 
[Kimijima 2002]. The efficiency might be raised by few percentage points through an 
optimisation process. This was, however, not performed, because for a relevant 
optimisation, economic data about the component costs must also be considered.  
 6.1 The Design Case 161 
 
The pressure ratio of app. 3.8 is common and many other authors [Kimijima 2002; 
Magistri 2004; Companari 2000, 2004; Costamagna 2001] have proposed similar 
values.  
With the design parameters fixed, the scaled absolute performance of the designed 
compressor and turbine can be displayed; see Figure 6-2 and Figure 6-3. 
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Figure 6-2: Performance of the designed compressor  
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Figure 6-3: Performance of the designed turbine 
6.2 Steady-State Part-Load Operation 
After defining the system design, the next step is to investigate the off-design 
behaviour, i.e. when the system is in part-load. In this subchapter, strategies for part-
load operation are discussed and a suitable strategy is chosen. Operation boundaries 
with respect to safety are given, and part-load performance within the valid 
boundaries is visualised. A suitable steady-state operation line is chosen.  
6.2.1 Strategies for Part-Load Operation 
In off-design simulations, the design parameters highlighted in Table 6-1 must be 
specified, while the design objectives are calculation results. The system deviates from its 
design point when any of the system parameters given from “outside” differs from its 
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design value. Such parameters may be premises for the system (Chapter 5.4.1) as the 
ambient conditions or the composition of the fuel, or operation point parameters (Chapter 
5.4.4) which are modified on purpose when the system runs at part-load. Thinking of 
the defined operation point parameters, there are three degrees of freedom for part-
load operation with the current cycle: 
• Variation of air flow Airn through shaft speed N  
• Variation of air flow Airn through compressor variable inlet guide vanes 
Comp.SVIGV 
• Variation of fuel flow Fueln  
A theoretical further degree of freedom is the fuel utilisation (FU) respectively current 
or voltage of the SOFC. Fuel utilisation and current are coupled via the fuel flow rate, 
while current and voltage are coupled via the fuel cell characteristics. However, large 
variations in FU are not recommendable, as low FU leads to low steam content in the 
anode recycle and high TIT, while high FU leads to steep internal temperature 
gradients in the fuel cell. Therefore, it is chosen to operate at constant FU of 85% in 
steady-state (see Chapter 5.4.1). 
The two methods of air flow variation provoke different operation lines on the GT 
performance maps:  
• For shaft speed variation, the operation point on the compressor map (Figure 
6-2) will move to the lower left. The turbine inlet temperature determines the 
exact operation point on the new speed line (note that the inlet temperature has 
an influence on the reduced speed; hence reduced speeds in compressor and 
turbine are not necessarily equal). With a suitable TIT, a strong air flow 
reduction can be achieved at acceptable efficiency.  
• Closed variable guide vanes will scale the compressor mass flow, i.e. shrink the 
map in horizontal direction. As the turbine map is not modified, it will “grow” 
compared to the compressor. This causes the pressure and isentropic efficiencies 
to decrease as both compressor and turbine operation points will move towards 
β=0 on the design speed line. Furthermore, the mass flow reduction through the 
compressor scaling is partially compensated by the shape of the speed line. 
Simulations have shown that this effect is especially strong at slow speeds due to 
the flat shape of the lines. A combined variation of shaft speed and VIGV is 
hence not effective. 
As a conclusion, compressor variable inlet guide vanes are not suitable for air flow 
variation within wide bounds. It is hence chosen only to vary the shaft speed, while 
the VIGV are always fully open. This helps simplifying the system in practise. 
The remaining free parameters, air flow (through shaft speed) and fuel flow, may be 
varied independently from each other within certain limits. Each combination 
determines a certain operation point of the system. Thus, two-dimensional matrices of 
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the interesting system parameter steady-state values over the two free parameters can 
be produced and displayed in performance maps. 
6.2.2 Limitations for Steady-State Operation 
Theoretically, the system can be exposed to any combination of air flow and fuel flow. 
However, at some regimes, the system may be damaged due to the safety issues 
discussed in Chapter 5.3.2. A matrix of steady state simulations with the designed 
system has detected the following safety issues to occur at certain regimes: 
• Overheating appears for high fuel flow and low air flow. At this regime, steady-
state simulations could not be solved. Dynamic simulations revealed that the 
temperature is steadily climbing far beyond the valid range and additionally 
causing compressor surge. This is because enhanced effectiveness of the heat 
recuperation loop and lower air excess ratio at lower air flow causes the TIT to 
increase.  
• For the opposite case of high air flow and low fuel flow, the fuel cell is cooled 
down strongly and therefore the voltage is low. It is not recommendable to 
operate in this regime due to low efficiency and furthermore the risk of thermal 
cracking due to low temperatures.  
• The compressor and turbine maps are only valid within their given bounds. At 
maximum and minimum air flow, these bounds are approached. The regimes 
where they are exceeded are blinded out in order to ensure validity of the 
turbomachinery behaviour. 
• At low fuel flow, the ejector pressure difference ΔpEj becomes negative. Hence 
the nozzle flow may change to subsonic, resulting in ejector malfunction. 
The regimes where these issues occur are mapped in Figure 6-4. The white area 
enframed by the non-valid regimes demarks the window where safe steady-state 
operation is possible.  
Anode oxidation, carbon deposition and compressor surge do not imply any 
restrictions to the valid operation regime for the investigated system.  
Now, the non-quantified parameters monitoring the safety issues thermal cracking and 
overheating can be plotted inside the operation window in order to further restrict the 
area where part-load operation is recommendable.  
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Figure 6-4: Regimes where safety issues occur 
Figure 6-5 depicts the temperatures to monitor danger of component overheating. 
Except the upper right corner, all temperatures are below the design point values. The 
system is hence safe from overheating in steady-state for air and fuel flow values 
within the operation windows. Note that overheating can still occur during transients. 
Parameters to monitor thermal cracking and fatigue are shown in Figure 6-6. It can be 
seen that towards the lower fuel flow area, the minimum MEA temperature (denoted 
as “min SOFC T”) decreases, which in principle increases thermal stresses. The 
maximum local radial temperature gradient has a hump at intermediate temperature; 
hence it is advantageous to operate the system either in higher or lower temperatures. 
However, also here, the design value represents the highest value. Thermal fatigue is a 
purely transient phenomenon; however, it can be assumed that maintaining a fairly 
constant steady-state MEA (SOFC) temperature in the entire load range will reduce 
thermal cycling during transient operation and therewith mitigate thermal fatigue. 
The steam-to-carbon ratio can be seen in Figure 6-7. During any part-load, it will be 
higher than the design value. This indicates that also carbon deposition in the 
reformers is not critical during steady-state part-load for the calculated ejector 
behaviour. 
Concerning all issues about system safety and fuel cell conservation, it seems most 
recommendable to always operate at fairly constant SOFC temperature, i.e. close to 
the upper margin of the operation window. 
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Figure 6-5: Parameters concerning component overheating 
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Figure 6-6: Parameters concerning thermal cracking and fatigue 
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6.2.3 Steady-State Part-Load Performance 
Beside safety issues, the performance of the system is a further important criterion for 
choosing a part-load strategy, mostly in terms of high efficiency and ability for 
operation at low part-load.  
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Figure 6-7: System performance parameters 
Figure 6-7 depicts the behaviour of net power, efficiency and the steam-to-carbon 
ratio (see above). Along the bulk black line, the mean SOFC temperature is at its 
design value of 1273 K. Not surprisingly, the highest part-load efficiency can be 
achieved at high temperatures. At the same time, the power can be reduced down to 
app. 21% of its design value, which is also satisfactory.  
In order to achieve zero power output without system shutdown (“hot standby”), a 
further reduction of the air flow must be facilitated by the turbomachinery or other 
means such as a bypass. A problems for hot standby could for example be caused by 
the ejector operation boundary (see Figure 6-4). 
Parameters related to the gas turbine system are shown in Figure 6-8. Pressure and 
shaft speed are closely related to the airflow and hence the lines are steep. The relative 
gas turbine power contribution (pGT) decreases with the airflow. This is a consequence 
of reduced turbine inlet temperature. The influence on total efficiency is, however, 
low due to the higher SOFC voltage. Furthermore it can be seen that operation along 
the constant temperature line yields a significant change in pressure and shaft speed. 
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As steep pressure gradients may represent a risk during transient operation, this issue 
must be addressed by a suitable control strategy.  
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Figure 6-8: Gas turbine related parameters 
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Figure 6-9: SOFC system related parameters 
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Figure 6-9 depicts relevant parameters for the SOFC system. The current density is 
only a function of the fuel flow, as the two parameters are coupled by the fuel 
utilisation. Voltage increases when going to part-load at high temperature, indicating a 
high conversion efficiency of the fuel cell. Also the methane reforming degree 
increases for high-temperature part-load, because the heat duty and therewith the 
temperature drop between SOFC and reformer are lower. 
Concluding, a part-load strategy which maintains the mean SOFC temperature 
constant in the entire load range is optimal in terms of system safety, efficiency and 
part-load ability. Thorud [2005] has already investigated this strategy and drawn a 
similar conclusion regarding dynamic operation.  
It must be mentioned that the shown behaviour is a product of the characteristics of 
all applied components and assumptions of the cycle. The displayed quantitative data 
are model results and may differ for a real system. However, the trends are expected 
to be similar for a real system and furthermore the demonstrated methods can be 
applied, once an accurate model of the real system’s behaviour is available.  
6.2.4 Steady-State Operation Line 
Operation at constant mean MEA temperature shall be pursued as a part-load strategy. 
The behaviour of the parameters for the chosen operation line can be estimated from 
the maps shown in Chapter 6.2.2 and 6.2.3. For convenience, the most important 
parameters are plotted against the dimensionless net power in Figure 6-10.  
The net electric efficiency of the system in steady-state ranges from 59.6% at 
minimum load to a maximum of 65.8% at intermediate load (59%) and back to 62.6% 
at full load.  
It can be seen that at minimum power output, the maximum MEA temperature and 
turbine outlet temperatures are considerably above the design point values (41 K resp. 
33 K). This could be relieved by correcting the operation line towards a lower fuel 
flow in low part-load, which is, however, not regarded as necessary here. 
Note that the minimum MEA temperature has a sharp bend at 68% power. This is 
because the locus of the minimum jumps between top and bottom end of the tube at 
this point. Figure 6-11 shows SOFC axial temperature profiles at different loads which 
confirm this. 
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Figure 6-10: System and thermal parameters over dimensionless power 
6.2.5 Conclusions 
Assuming constant fuel utilisation, the main degrees of freedom for operating the 
system are fuel and air flow. A “window” where steady-state operation is safe can be 
plotted and is confined by overheating, compressor and turbine map bounds, ejector 
malfunction and low voltage. Within the operation window, a part-load strategy where 
the mean MEA temperature is constant at 1273 K throughout the whole load range 
seems most promising in terms of safety, lifetime and performance. The ability for 
low part-load mainly depends on the ability of the GT system to reduce the air flow. 
With the current system, a minimum part-load of 21% can be achieved at app. 35% of 
the design air flow. The LHV-based net electric efficiency is between 59.6 and 65.8% 
throughout the whole load range. 
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Figure 6-11: Temperature profiles along the SOFC tube (left: top/gas exhaust, right: 
bottom/gas entry) 
6.3 Transient Operation - The Controlled Hybrid System 
Having determined an operation line for steady-state, the next task is to control the 
system during transients in a way that it returns to the operation line after load 
changes. The control strategy hence determines the way the system proceeds from 
one operation point to another. In the following subchapter, requirements for a 
suitable control strategy are defined. Based on system analyses, a control layout is 
proposed and the response to various transient processes is investigated. 
6.3.1 Requirements for a Control Strategy 
A suitable control strategy for normal operation must meet the following 
requirements: 
• Safe and gentle operation of the system: Incidents which may cause damage 
or degradation to the fuel cell or other components (see Chapter 5.3.2) must be 
avoided or mitigated.  
• Quick load following: A control strategy should facilitate to follow a load 
profile quickly and accurately. The load profiles a power plant is exposed to 
depend on the type of application; see Chapter 5.3.1. 
• High efficiency: High efficiency of the system must be ensured by the control 
strategy through keeping the operation conditions in favourable regimes. 
• Governing external influences and malfunction: The system must react on 
external disturbances such as ambient conditions or malfunction of components. 
Furthermore, it should to a certain extent be able to compensate changes in 
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component performance, caused for example by fuel cell degradation or 
compressor fouling. 
6.3.2 System Analysis and Control Layout Development 
Output and Input Variables 
Outputs are system variables which shall be varied in a certain desired manner. The 
system has only one output variable relevant for the user, which is the net power, 
NetP (dimensionless number is used for convenience). However, the part-load 
operation strategy discussed previously shall be implemented, and thus also fuel 
utilisation FU and mean SOFC temperature SOFC.TMEA,mean are regarded as system 
outputs in need of control.  
The input variables to the system which can be manipulated to control the outputs are 
the SOFC power output signal SOFC.SPower, fuel flow Fueln and the generator power 
signal Gen.SPower. Note that other variable sets are also valid, such as the SOFC 
current instead of the SOFC power, or the generator torque instead of the generator 
power. However, it is assumed that the power electronics can instantaneously reach a 
power setpoint for the components and hence power is treated as input.  
RGA Analysis and Control Loop Pairing 
The system is a so-called multiple input multiple output (MIMO) system. In order to 
determine which output should be controlled with which input, a relative gain array 
(RGA) analysis can be performed [Skogestad 2005]. This method is based on the 
steady-state partial derivative of a system output yi to an input uj, namely  
∂
∂
i
j
y
u
  
The quotient of these derivatives for the cases 
1. that all inputs u other than uj are set constant (the control loops are open) 
2. that the input uj and all outputs y other than yi are set constant (perfect 
control with closed loops), 
is 
; ;= ≠ = ≠
⎛ ⎞ ⎛ ⎞∂ ∂⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠k k
i i
j ju const k j y const k i
y y
u u
. 
It is called the relative gain and is calculated for every i and j in an array. A general rule 
is that the inputs and outputs which have a relative gain close to unity should be 
paired in control loops.  
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To perform an RGA analysis, a system which is stable under all pairings of input and 
output specifications is required. However, with a specified generator power the 
system is unstable, as for example a power value lower than the GT power balance 
would infinitely accelerate the shaft. However, the generator power is strictly coupled 
to the air flow. Hence it can be substituted with the air flow Airn  as an input variable 
for the RGA analysis. 
Another issue is that for an RGA analysis, strictly a linearised model is required, which 
is difficult to build from the current model due to its complexity. However, the 
checksums for each variable are sufficiently close to unity to assume that the RGA 
analysis of the non-linear model is valid in this case.  
RGA results for different load cases are sketched in Table 6-2 to Table 6-4. The 
soliciting pairings between input and output variables are marked bold. First of all, it 
can be seen that in all cases, the air flow is the adequate parameter to control the 
SOFC temperature. For the remaining four variables, the optimum pairing depends 
on the load case. The choice becomes simpler when looking at the requirements for 
the control system and transient behaviour of the system: Quick and accurate control 
is more important for power output than for fuel utilisation. Hence the power output 
should be controlled by the input it responds faster to. This is doubtlessly the SOFC 
power, as it is directly connected to the total power. The system response to fuel flow 
will in contrast be delayed because of the fuel valve dynamics and gas residence times.  
Table 6-2: RGA analysis at low load 
NetP = 21%  NetP  FU SOFC.TMEA,mean Checksum 
SOFC.SPower 0.60 0.40 0.00 1.00 
Fueln  0.30 0.39 0.30 1.00 
Airn  0.10 0.21 0.69 0.99 
Checksum 1.00 1.00 0.99  
Table 6-3: RGA analysis at medium load 
NetP = 60%  NetP  FU SOFC.TMEA,mean Checksum 
SOFC.SPower 0.36 0.65 -0.03 0.98 
Fueln  0.72 0.31 -0.03 1.00 
Airn  -0.08 0.03 1.10 1.05 
Checksum 1.00 0.99 1.04  
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Table 6-4: RGA analysis at full load 
NetP = 100%  NetP  FU SOFC.TMEA,mean Checksum 
SOFC.SPower 0.38 0.73 -0.17 0.95 
Fueln  1.26 -0.49 0.20 0.97 
Airn  -0.65 0.74 0.91 1.00 
Checksum 0.99 0.98 0.94  
Concluding, the control system will have the following loops: 
1. Power loop: Net Power is controlled by the SOFC power due to its quick 
dynamics 
2. Fuel utilisation loop: Fuel utilisation is controlled by the fuel flow 
3. Temperature loop and air flow loop: SOFC temperature is controlled by the 
generator power, using a cascade with the air flow being the connecting variable.  
The resulting control layout is sketched in Figure 6-12.  
Control Loop Interactions 
T setpoint
Temperature Temperature
controller
Air flow
Air flow 
setpoint
Air flow
controller Generator 
power
Power
controller
SOFC power
FU setpoint
FU
controller
Fuel flow
FU
Power setpoint
Net power
+
+
+
+
+
+
-
-
-
-
Temperature loop
Air flow loop
Power loop
FU loop
 
Figure 6-12: Basic control loop layout 
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The RGA analysis shows that there is a high degree of interaction between the loops. 
In Figure 6-12, the direct interactions between the loops are marked with dotted lines.  
This can be accounted for by decoupling of the loops [Stephanopoulos 1984]. 
However, if the response time constants of the loops differ sufficiently from each 
other, no compensation is required.  
Temperature Loop 
The responses of the system outputs to step functions of the inputs are displayed in 
Figure 6-13 to Figure 6-15. In Figure 6-13, the response of the mean MEA 
temperature to a step of +1% of air flow is shown at high and low load. The other 
outputs (FU and net power) are specified, i.e. perfect control15 of the closed loops is 
assumed. The time until a new steady state is reached is about 10,000 s at high load 
and increases to about 220,000 s at low load. A slow control of the temperature is 
hence required to avoid instability. Furthermore, especially for realising large load 
changes without strongly deflecting SOFC temperature, in addition to the feedback 
controller, a feedforward controller will be advantageous which “knows” the system 
and can predict the required air flow for a certain load case. The feedback controller 
should be of PI type for responding adequately to temperature deviations caused by 
quick load changes and slow incidents such as modification of system characteristics 
variation due to ambient conditions or performance degradation.  
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Figure 6-13: Response of mean MEA temperature to step change in air flow (all other 
loops closed) 
                                                     
15 Perfect control: Control of a variable in a way that it never deviates from its setpoint 
176 Chapter 6: The Directly Integrated SOFC Cycle (DIC) 
 
A further issue about the temperature controller is that the mean MEA temperature, 
which it controls, cannot be measured in practice. However, related temperatures can 
be measured. With a characteristic relationship, the mean SOFC temperature can be 
estimated based on the measured temperature. This method is called inferential control 
[Stephanopoulus 1984]. However, the relationship of most measurable temperatures 
to the mean SOFC temperature depends on further unknown parameters. In addition, 
exact measurement of high temperatures is difficult. In this study, it is chosen to 
measure the temperature of the fuel leaving the cell, because its relationship to the 
mean SOFC temperature was found to be least dependent on transient effects.  
An alternative to direct temperature measurement could be estimation of the turbine 
inlet temperature through pressure measurement and GT characteristics. However, 
this method can fail due to GT degradation and changes in ambient condition.  
Fuel Utilisation Loop 
The response of the fuel utilisation to a step change of +0.1% in fuel flow is shown in 
Figure 6-14. For this calculation, the air flow is specified, i.e. the temperature loop is 
open. To assume a perfectly controlled SOFC temperature would be misleading here, 
as the time scale of interest is so small that a real temperature controller would 
practically not react. The power loop is closed, i.e. the net power is specified, as this 
loop is expected to react quicker than the FU loop. It can be seen that the FU reacts 
immediately on a change in fuel flow (“primary response”). This is obvious, as the FU 
is a value calculated from the fuel flow and the SOFC current. After the step, the FU 
shows a “secondary response” where it continues to decrease, which is a consequence 
of the changing thermal conditions and therewith current-voltage characteristics 
triggered by the fuel flow change. It can be concluded that manipulating fuel flow is a 
quick means to control the FU. The controller should react quick enough not to 
interfere with the secondary response. In order to avoid oscillations and unwanted 
steep changes in the flow channels, the controller should be of pure integral type.  
An additional constraint on the controller action is that ejector malfunction must be 
prevented. Therefore, the controller must provide that the ejector pressure difference 
ΔpEj does not fall below zero. 
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Figure 6-14: Response of fuel utilisation to step change in fuel flow (temperature loop 
open; power loop closed) 
Power Loop 
Figure 6-15 shows the response of the net power to a step of +0.1% in SOFC power 
output. In this case, the system inputs (air and fuel flow) have been specified, 
representing open loops. Assuming closed loops and perfect control would be 
misleading in this case, as the time scale of interest is again considerably smaller than 
for the above mentioned loops. It can be seen that the power reacts instantaneously, 
which confirms the hypothesis that the net power can be quickly controlled by 
manipulating the SOFC power. The required SOFC power for producing a certain 
power can be directly calculated from a power balance (see Chapter 4.6.11). Hence, 
the calculated SOFC power demand can be forwarded to the controller output and no 
feedback controller is required. However, not each required power value can be 
supplied immediately because constraints on FU and voltage must be respected to 
protect the SOFC. 
Air Flow Loop 
With a fixed constant generator power, the system is unstable: Departing from steady 
state, for example, a step increase of the generator power will lead to deceleration of 
the shaft speed. No new equilibrium will be found within the valid bounds of shaft 
speed. A robust PID controller is hence required to stabilise the air flow loop. The 
controller output signal is the generator power which is forwarded to the power 
electronics. Time constants for power electronics are low enough to assume 
instantaneous adjustment of the generator power to this value.  
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Figure 6-15: Response of net power to step change in SOFC power (all loops open) 
It must be granted that the controller action is not too strong, as a quick change of the 
air flow rate may lead to anode backflow, inverse reaction of system power due to 
high amplitudes in generator power and instability due to interference with other 
control loops. A rate limiter for the controller input signal may be used to smooth the 
air flow transients.  
Air flow and shaft speed are directly coupled. However, their relationship is 
influenced by several parameters. Therefore a constraint on the controller is that the 
shaft speed is within its bounds. 
6.3.3 Proposed Control Layout 
The control layout that has been developed based on the previous analyses is sketched 
in Figure 6-16. Its ports are connected to the ports/variables mentioned in the boxes. 
Paths refer to the model names (see Figure 6-1; Chapter 4); if no path is included, the 
additional system parameters are addressed (see Chapter 5.1.3).  
The loops are basically shaped as described in Figure 6-12. Ports with additional 
constraints are indented. A difference lies in the power loop, as here the input is 
already the power required from the SOFC as calculated from the power electronics 
(see Chapter 4.6.11).  
The used control equipment will be defined in the following subchapters. 
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Figure 6-16: Flowsheeting layout of the control system 
C_Power (Power Controller) 
The power controller model described in Chapter 4.7.2 is applied here. The upper and 
lower bounds of the fuel utilisation are 0.9 and 0.75 respectively. These bounds are 
essentially determining the maximum step load change the system can tackle. 
However, setting the bounds too wide results in risk of too low steam content in the 
anode recycle loop and therewith carbon deposition at low FU, and steep SOFC 
temperature gradients and the risk of thermal cracking at high FU. Furthermore, the 
bound values influence the maximum error of the FU controller and therewith the 
maximum load change rate.  
The lower bound for the voltage is set to 0.52 V. This voltage was chosen because it 
is close to the voltage where the SOFC reaches maximum power output. The 
hydrogen yield of the methane fuel is set to γH2 = 4. The value of the manual voltage 
signal Vman does not have any effect unless the controller is in manualV mode. 
Power_Smooth (Rate Limiter) 
This instance of the rate limiter model (see Chapter 4.7.5) is only used for mitigating 
step changes in power down to very steep ramps in order to increase solver stability. 
The variable values: 
Variable Definition Value 
τ Time constant 0.1 s 
max
outS  Maximum rate of output signal 1000000 s
-1 
SIn,man Manual input signal arbitrary 
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C_FU (PID Controller) 
The fuel utilisation controller is an instance of the PID controller (see Chapter 4.7.1). It 
is in I class and manipulates the fuel flow to control the fuel utilisation. It is in 
automatic mode, hence it follows an internal setpoint. An additional constraint is the 
pressure difference in the ejector which must be kept above zero. The values of the 
specified variables: 
Variable Definition Value 
K Proportional gain 1 
Ksec Proportional gain of secondary input boundary control 100 
τI Reset time of integral term 10 s  
τD Rate time of derivative term arbitrary 
ω Bandwidth limit of derivative term (should be very small) arbitrary 
A Controller action (-1 for reverse action; +1 for direct 
action) 
-1 
max
primS ,
min
primS  Upper and lower bound of the primary control input signal 0.9; 0.79 
max
secS ,
min
secS  Upper and lower bound of the secondary control input 
signal (constraint) 
3⋅106; 104 
max
OutS ,
min
OutS  Upper and lower bound of the controller output signal 0.55; 0.03 
m
OutS  Output signal in manual mode arbitrary 
SSetp Internal setpoint 0.85 
Note that the reset time of the FU controller is deciding the maximum slope of the 
fuel flow and is thus essential for the load change rate of the system. 
Power_Air_FeedFW (Characteristic Line) 
This module is an instance of the characteristic line model (see Chapter 4.7.4). It 
represents the feed forward part of the temperature control loop. It calculates the 
dimensionless air flow as a function of the dimensionless net power for steady state 
operation as shown in Figure 6-10 (blue line) with a polynomial function. The 
coefficients of the polynomial function have been estimated by curve fitting. The 
dimensionless net power was chosen because it is a controlled and stabilised variable 
and does not tend to oscillate or overshoot its target value in transient operation.  
This feedforward controller implements the chosen operation line at constant 
temperature (Figure 6-7) into the control strategy. The specified variables: 
Variable Definition Value 
c(0) Polynomial coefficient  0.07800 
c(1) Polynomial coefficient  1.4808 
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c(2) Polynomial coefficient  -1.1860 
c(3) Polynomial coefficient  0.6266 
c(4) Polynomial coefficient  0 
c(5) Polynomial coefficient  0 
SX,max, SX,min Input signal bounds 1.05; 0.15 
T_Fuel_Setpoint (Characteristic Line) 
The module represents the inferential control of the mean SOFC temperature. It 
calculates the required SOFC outlet fuel temperature SOFC.TFu,Out for a mean MEA 
temperature of 1273 K with a polynomial function fitted to the system performance. 
The dimensionless net power is the input variable. The calculated temperature serves 
as a setpoint to the temperature controller. The specified variables: 
Variable Definition Value 
c(0) Polynomial coefficient  1147 
c(1) Polynomial coefficient  40.684 
c(2) Polynomial coefficient  19.070 
c(3) Polynomial coefficient  -8.9845 
c(4) Polynomial coefficient  0 
c(5) Polynomial coefficient  0 
SX,max, SX,min Input signal bounds 1.05; 0.15 
C_Temp (PID Controller) 
The temperature controller is an instance of the PID controller. It is in PI class and 
manipulates the air flow setpoint to control the SOFC outlet fuel temperature. It is in 
cascade mode, as it receives an external setpoint from the T_fuel_setpoint module. An 
additional constraint is the dimensionless shaft speed, which must be kept within its 
bounds. The values of the specified variables: 
Variable Definition Value 
K Proportional gain 1 
Ksec Proportional gain of secondary input boundary 
control 
100 
τI Reset time of integral term 20,000 s  
τD Rate time of derivative term arbitrary 
ω Bandwidth limit of derivative term (should be very 
small) 
arbitrary 
A Controller action (-1 for reverse action; +1 for direct -1 
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action) 
max
primS ,
min
primS  Upper and lower bound of the primary control input 
signal 
1300; 1100 
max
secS ,
min
secS  Upper and lower bound of the secondary control 
input signal 
1.05; 0.47 
max
OutS ,
min
OutS  Upper and lower bound of the controller output 
signal 
0.15; -0.15 
m
OutS  Output signal in manual mode arbitrary 
Signal_Mixer 
The signal mixer (see Chapter 4.7.6) adds the signals of the feedforward and feedback 
temperature controllers to the dimensionless air flow setpoint. The maximum output 
signal is 1.20 and the minimum signal is 0.20. 
Air_Flow_Smooth (Rate Limiter) 
This instance of the rate limiter model is used to limit the steepness of air flow and 
therewith pressure transients to avoid unwanted effects. The maximum rate is tuned 
in a way that an air flow transient from minimum to maximum takes app. 100 s. The 
specified variables:  
Variable Definition Value 
τ Time constant 1 s 
max
outS  Maximum rate of output signal 0.0074 s
-1 
SIn,man Manual input signal arbitrary 
C_Air (PID Controller) 
The temperature controller is an instance of the PID controller. It is in PID class and 
manipulates the generator power to control the dimensionless air flow. It is in cascade 
mode, as it receives a smoothened setpoint from the Air_flow_smooth module. The 
values of the specified variables: 
Variable Definition Value 
K Proportional gain 8 
Ksec Proportional gain of secondary input boundary control no secondary 
input 
τI Reset time of integral term 18 s  
τD Rate time of derivative term 0.85 s-1 
ω Bandwidth limit of derivative term (should be very small) 0.001 s-1 
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A Controller action (-1 for reverse action; +1 for direct 
action) 
-1 
max
primS ,
min
primS  Upper and lower bound of the primary control input 
signal 
1.05; 0.34 
max
secS ,
min
secS  Upper and lower bound of the secondary control input 
signal (constraint) 
no secondary 
input 
max
OutS ,
min
OutS  Upper and lower bound of the controller output signal 70,000; 0 
m
OutS  Output signal in manual mode arbitrary 
6.3.4 Response of the Controlled Hybrid System  
The control system described above has incorporated a maximum of the posed 
requirements to load change and part-load ability as well as safe and gentle operation. 
The response of the resulting controlled hybrid cycle system to a wide variety of 
incidents happening in power plant operation is tested in the following subchapters. 
Residential Applications 
Small distributed networks supplying private households are assumed to have a 
maximum power step change of about 10 kW, corresponding to a dimensionless 
power of 4.5% of the system. Figure 6-17 to Figure 6-20 show the system response to 
these step decreases and increases of the power setpoint at high and low load on 
logarithmic time axes (setpoint power is changed at time 1 s). The time until the new 
setpoint power is reached varies from app. 1-2 s at high load to app. 4 s at low load.  
It can be seen that the setpoint change immediately causes a deviation of the fuel 
utilisation FU from its setpoint of 0.85. This is caused by the power controller 
C_Power which manipulates the SOFC current. Except in Figure 6-17, FU reaches its 
upper or lower bound, which indicates that C_Power switches to the maxFU resp. 
minFU mode. FU is then reset to its setpoint by the FU controller C_FU in the time 
range of 2-10 s (note that at low load, FU is reset faster, as the fuel flow change rate is 
constant). The air flow is adapted to the value calculated for the new power by the 
feedforward module Power_Air_FeedFW in a time of app. 10 s.  
The thermal parameters do not vary strongly during the small load changes. However, 
during the load increase at high load, there is a slight peak of the maximum radial 
thermal gradient in the MEA at app. 500 s, which exceeds the design value by app. 1%. 
All other safety parameters mentioned in Chapter 5.3 do not show any alarming 
deviations.  
From the time directly after the setpoint power is changed until the new setpoint is 
reached, there is a deficit of power during load increase resp. excess power during load 
decrease. The missing/excessive work can be determined by integrating the power 
deviation over time. The result is that for a small load increase, the work deficit is app. 
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11 kWs, while for decrease, app. 7 kWs of excess work are produced. For off-grid 
applications where stable voltage and frequency are required, this implies an additional 
power source to stabilise the grid during load transients. Such can be batteries or 
capacitor banks. These could be loaded during load decreases and unloaded during 
load increases. 
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Figure 6-17: Response to small load decrease at high load (100% to 95.5%) 
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Figure 6-18: Response to small load increase at high load (95.5% to 100%) 
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Figure 6-19: Response to small load decrease at low load (26.5% to 22%) 
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Figure 6-20: Response to small load increase at low load (22% to 26.5%) 
The system response to a 24 h load following cycle is shown in Figure 6-21. The load 
profile is a randomly generated sequence of step load changes with a maximum step 
size of 10 kW, respectively 4.5%, and an average time of 150 s between two changes. 
The whole power range of the system is covered. The mean MEA temperature is 
maintained between 1236 and 1299 K during the whole cycle. The other temperatures 
and parameters do not exceed their steady-state operation line boundaries significantly. 
It may be concluded that the system is suitable for load following operation with small 
step changes. The average load during the cycle was 63% and the total net efficiency 
was 64.4%. 
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Figure 6-21: Response to residential load profile (24 h, maximum load change 4.5%) 
Industrial Applications 
For industrial applications, larger load changes than the above will typically occur. 
Figure 6-22 and Figure 6-23 show load changes between the minimum and the design 
load (step change of 172 kW, corresponding to 78% of the system’s total net power 
output). The setpoint power is reached after app. 73 and 57 s for the load decrease 
and increase, respectively. Load decrease is per se faster than load increase due to the 
greater difference between minimum and setpoint FU (0.1) than between maximum 
and setpoint FU (0.05). However, the large load decrease is delayed by the constraint 
on the ejector pressure difference (see Chapter 5.3.2) which is slowing down the fuel 
flow decrease in the time 10-73 s after the load change. A quicker load decrease could 
be achieved if an inert gas would be mixed to the fuel during this transient in order to 
keep the ejector at the desired working condition and at the same time reduce the 
combustible input. At load increase, the minimum voltage is reached and the 
controller switches to minV mode 19 s after the load increase, where it remains for 
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12 s (note that FU falls below its maximum value in this period). The fuel flow is at its 
maximum value (fuel valve fully open) between 30 and 70 s after the load change. The 
air flow is adapted by the calculated feedforward value for the new power during app. 
60 s after the load change. As the measured SOFC outlet fuel temperature 
SOFC.TFu,Out at this time has not reached its steady value, the proportional term of the 
feedback temperature control corrects the airflow to an intermediate level before it 
approaches a steady value at approximately 2000 s.  
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Figure 6-22: Response to large load decrease (100% to 22%) 
The compressor surge margin is also shown in Figure 6-22 and Figure 6-23. It is 
rather stable, but reaches a transient maximum during load increase and a minimum 
during decrease. This is because of the fairly constant TIT during speed change, which 
is caused by the high thermal capacity of the SOFC system. Risk of surge during load 
decrease has also been observed by Hildebrandt and Assadi [2005]. This is particularly 
interesting because in a regular non-recuperated gas turbine, the opposite trend occurs.  
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Looking at the temperatures, it can be noticed that after load increase, the system 
needs about 10,000 s to reach a new thermal steady state, while after the load decrease 
it stabilises after app. 90,000 s. This large difference can be explained through the 
higher gas and energy turnover in the system after at high load (i.e. after load increase). 
It has been reported previously by Achenbach [1995]. 
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Figure 6-23: Response to large load increase (22% to 100%) 
During load decrease, the mean MEA temperature has a minimum of app. 1200 K at 
app. 1500 s, while at load increase it has a maximum of app. 1375 K at app. 600 s. 
These strong temporary deviations from its setpoint of 1273 K are mainly caused by 
the thermal capacity of the integrated indirect reformer (IIR). The thermal capacity 
induces that the reforming degree needs between 600 and 1500 s to achieve its new 
steady state value. Therewith, after a load increase the SOFC sends less heat to the IIR 
than in steady state, and this causes the temperature to peak.  
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Figure 6-24: Mean MEA temperature and reforming degree for large load change with 
different options 
Figure 6-24 shows the mean MEA temperature and reforming degree response for a 
load increase simulation with an IIR model without thermal capacity. The peak is 
reduced by app. 70% (i.e. 70 K). In another simulation, the airflow was forced to 
immediately proceed to the final value, which decreased the peak only about app. 
10 K. Increased air flow rate is hence not very effective to mitigate these peaks.  
The maximum MEA temperature has a peak value of 1433 K during load increase. 
This is yet below the critical temperature of 1473 K where the SOFC materials 
become unstable (see Chapter 2.1.2). However, it may be concluded that a system 
with frequent large load changes is exposed to stronger thermal cycling and may 
therewith have a shorter lifetime than a system with slower load transients.  
A further issue is the steam to carbon ratio γSC during the load decrease, which 
undershoots its design value of 2.0 for app. 120 s and reaches a minimum value of app. 
1.4. This may cause carbon deposition in the reformers. However, as this incident is 
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principally reversible, no conclusion can be drawn on how critical this is for a real 
system. Experiments are required here.  
During load decrease, the turbine outlet temperature Turb.TOut reaches a peak of 
1019 K. According to the McDonald [2003], this is yet an acceptable inlet value for 
modern steel heat exchangers.  
The minimum current density is advancing very close to zero during load increase, at 
app. 20 s after the step change. The progress of the current density distribution during 
the first 100 s after the load change is depicted in Figure 6-25. The minimum appears 
at the cell exit. However, it is due to a high fuel depletion during the transient and 
considering the low voltage of 0.52 V at the time of 20 s, there is no danger for 
reversal of the electrochemical reaction.  
 
Figure 6-25: Current density distribution during the first 100 s after large load increase 
(axial direction – 0: top/gas exhaust; 1.5: bottom/gas entry) 
At the load increase, the work deficit between demand (setpoint) and supply is app. 
3200 kWs, while at the decrease, app. 3150 kWs of excess work are produced. For off-
grid solutions where a stable voltage is desired, this value gives a hint on the required 
capacity of an additional power source/sink. A bank of capacitors for this power 
should be compact enough, as modern super-capacitors have a power density of up to 
17 kWs/l [Epcos 2005]. 
minimum current 
density 
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Figure 6-26: Response to industrial load profile (8 h, maximum load change 78%) 
Figure 6-26 shows the response of the system to a fictive eight hour load profile for 
an industrial application. The profile consists of random load changes at random times. 
It can be seen that all parameters stay in within the ranges spanned by the large load 
changes and no accumulation occurs. Moreover, the quick succeeding load changes 
seem to mitigate the temperature extremes: The mean MEA temperature stays within 
the range from 1222 to 1313 K and the maximum MEA temperature stays between 
1242 to 1351 K.  
For the simulated industrial load profile, the average load was 65% and an average net 
electric efficiency of 64.3% was achieved. As this is close to the steady-state efficiency, 
it may be concluded that there is no significant efficiency penalty for operation with 
strongly fluctuating load.  
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Peak Power 
In both residential and industrial applications, it is advantageous if a power plant can 
supply a surplus to its nominal power for a limited period. This ability allows for 
smaller nominal power and therewith a smaller power plant for a certain application. 
For the current system, the power output of the GT can hardly be increased as it 
operated close to the maximum permitted shaft speed at the design point. However, 
the SOFC power output can be increased as long as the diffusion limit of current 
density is not reached. However, sufficient air to maintain constant mean MEA 
temperature cannot be provided, and hence the temperatures will increase.  
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Figure 6-27: Response to peak power (1h at 110%) 
Figure 6-27 shows the system response for a case where the power is increased to 
110% for one hour and then decreased back to its design value. It can be seen that the 
SOFC temperatures constantly increase during the peak power; the mean MEA 
temperature has increased to 1358 K after one hour. It recovers to its design value app. 
one hour after the end of the peak power period. More critical might be the peak of 
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the maximum radial temperature gradient of 30% above the design value at the 
initiation of the peak load.  
Theoretically, even higher peak power could be supplied; for the current system, only 
the maximum fuel flow is limiting the power. As the connection between fuel cell 
degradation and its thermal state is generally difficult to predict, reasonable peak 
power limits in terms of degradation must be determined by experiments and 
operation experience. 
Ambient Conditions, Malfunction and Degradation 
The system is in practice exposed to external disturbances such as variation in ambient 
pressure and temperature, or variation of the fuel quality. These provoke that the 
system deviates from its design performance. For example, the feedforward parts of 
the control strategy are not accurate anymore. In addition, degradation of the 
components influences the system behaviour. Fouling of the compressor reduces for 
example its isentropic efficiency and mass flow, and the heat production in a degraded 
SOFC is higher than in a new one. In order to inspect the control stability and 
response of a system under external disturbances and degradation, the following four 
scenarios were investigated: 
• Ambient conditions: Ambient temperature increase by 15 K and simultaneous 
pressure decrease by 20 mbar. This provokes a decrease in air density of app. 7% 
and therewith a variation of the GT performance. 
• Error in fuel quality: 5 mol-% nitrogen is added to the methane fuel. The molar 
hydrogen yield γH2 remains unchanged (it is assumed that the changed fuel 
quality is not known to the operator). This equals an overestimation of the fuel 
flow of app. 5%, as it may be caused by a malfunctioning measurement device. It 
provokes an error in the calculation of fuel utilisation and therewith influences 
the thermal balance of SOFC and GT. 
• Compressor degradation: The mass flow and efficiency of the compressor 
map are scaled down to 95% each. This provokes a changed operation line in the 
GT performance maps.  
• Fuel cell degradation: A contact resistance SOFC.RD = 2⋅10-4 Ω is assumed. 
For the design current of app. 250 A per tube, this equals a voltage drop of 
0.05 V. The reduced voltage increases heat production in the SOFC. 
The feedforward parts of the controller, i.e. the characteristic lines for air flow and 
SOFC air exhaust temperature, remain unchanged. Figure 6-28 depicts the new mean 
MEA temperature and system net efficiency over the dimensionless net power in 
steady-state. The black dashed line gives the reference scenario (note that the slight 
slope of the mean MEA temperature as compared to Figure 6-10 is due to limited 
precision of the polynomial in T_Fuel_Setpoint). It can be seen that the ambient 
conditions, fuel cell and compressor degradation scenarios provoke a steeply 
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increasing temperature at high load. This is because the selected scenarios lead to a 
reduced compressor air flow. Once the GT has reached its maximum speed, it cannot 
supply more cooling air and thus the temperatures rise as the load increases, 
comparably to the peak power described above. A conclusion is that the GT system 
should be capable to deliver a considerably higher air flow than the design value.  
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Figure 6-28: Steady-state mean MEA temperature and net efficiency for the different 
scenarios 
Another way to decrease the temperature when the GT is at maximum speed is to 
open a bypass around the recuperative heat exchanger (see Figure 6-31). Thereby, 
more heat is extracted from the system, which causes a temperature decrease but 
obviously also an efficiency penalty. This approach is further discussed in 
Chapter 6.5.3. 
The fuel quality scenario shows a constant deviation of temperature along the whole 
load range of app. 80 K above the design value. The reason for this is that the 
relationship between the controlled SOFC fuel outlet temperature and the mean MEA 
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temperature depends on the true fuel utilisation. It must be mentioned that the system 
is able to cope with different fuel qualities without any noticeable effect, as long as the 
molar hydrogen yield number γH2 used for calculation of the fuel utilisation is correct. 
This implies that the fuel quality must be known to the operator. 
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Figure 6-29: Response to large load increase at degraded SOFC (-0.05V at design 
current) 
The net efficiency lines are similar for the different scenarios as long as the GT shaft 
speed is not at its maximum. The efficiency increases with the fuel cell temperature, 
which can be seen at the fuel quality scenario, and furthermore it depends on the 
operation line of the GT performance maps, which can be seen for the other 
scenarios.  
The system response to large load decreases of the different scenarios is very similar 
to the scenario at reference conditions in Figure 6-22 and thus not shown here. It 
must be mentioned that the turbine outlet temperature reaches slightly higher peak 
values of 1055, 1040 and 1035 K for fuel cell degradation, compressor degradation 
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and changed ambient conditions, respectively. For the fuel quality scenario, it is with 
only 998 K lower than the reference value, despite the elevated SOFC temperature. 
This is because the higher true fuel utilisation in the SOFC causes less heat production 
in the burner and hence a lower turbine inlet and outlet temperature.  
As for the system response to large load increases, particularly the SOFC degradation 
scenario is interesting, which is depicted in Figure 6-29. It can be seen that unlike the 
reference case (see Figure 6-23), the maximum radial temperature gradient in the 
MEA reaches a peak at 1000 s and decreases afterwards to a steady value which is 
44% below the reference scenario. At the same time, the minimum MEA temperature 
increases and is significantly closer to the maximum MEA temperature than in the 
reference scenario. 
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Figure 6-30: Temperature profiles along the SOFC tube (left: top, right: bottom) for the 
scenarios at full load 
Figure 6-30 shows the axial temperature distributions along the SOFC tube for the 
different scenarios. The maximum radial temperature gradient occurs at the very 
bottom of the tube where air and fuel “meet” with different temperatures at either 
side of the MEA. The figure shows that the temperature profiles are quite different, 
which is mainly caused by the varying heat production in the cell. All other scenarios 
have slightly lower maximum radial temperature gradients than the reference scenario, 
even though the temperature difference between fuel and air is not lower. This may be 
a consequence of differing reaction ratios at the cell entrance.  
6.3.5 Conclusions 
The proposed control strategy seems to assure safe and efficient operation at the 
conditions it was designed for. Small load changes can be tackled without any safety 
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critical issues. During large load changes, problems could be caused by the temporarily 
temperature peak in the SOFC during load increase or the low steam to carbon ratio 
during load decrease which might lead to carbon deposition in the reformers. The 
extreme values are mitigated for load profiles with frequently changing load. 
Temporary peaking above the nominal power is connected to a sharp increase in the 
maximum radial temperature gradient in the MEA and may result in SOFC 
degradation.  
For conditions deviating from the reference, especially such that lead to decreased air 
supply by the GT (decreased air density, compressor degradation) or increased heat 
production (SOFC degradation), the SOFC temperature may increase at high load. As 
a consequence, the GT should be capable of supplying significantly more air than the 
design value, or other measures to control the temperature, such as recuperator 
bypassing, should be implemented. An error in the fuel measurement or fuel supply 
quality leads to high temperature deviations. Such errors must hence be avoided 
through assured fuel quality and safe (redundant) measurements.  
6.4 Startup and Shutdown 
This subchapter is dedicated to incidents that can occur during shutdown and startup. 
Extra equipment required to control these incidents is introduced. Sequences for 
shutdown and startup are proposed and the system response to the execution of these 
is highlighted.  
6.4.1 Introduction 
During shutdown and startup trips of the hybrid system, its components must be 
protected from the critical incidents defined in Chapter 5.3.2. The shutdown trip must 
take the system to a state where it can be left alone without risk. Especially exposure 
of the anode to oxygen must be prevented until a temperature level is reached where 
no reactions occur. The cell cooling must be sufficiently smooth and slow to minimise 
the thermal load. During startup, the SOFC must be heated up smoothly and slowly 
to a temperature high enough for introducing fuel and starting the SOFC operation 
(in the following called SOFC ignition). During the SOFC ignition phase, the risk of 
carbon deposition due to insufficient steam must be mitigated. A further task for the 
shutdown and startup procedures is to minimise the amount of extra auxiliaries and 
other efforts.  
In open literature, little information on shutdown and startup of hybrid systems is 
available. Veyo et al [2002] describe a startup strategy where air can be bypassed 
around the SOFC system in order to allow for startup of the turbine before the SOFC. 
A fired air heater allows for gradual heating up of the SOFC system to the required 
startup temperature. Chan et al. [2003a] propose a similar system where part of the 
compressed air is bypassed around the recuperator and the stack and directly fed to 
the gas turbine burner. At 973 K, the fuel is gradually channelled from the burner to 
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the SOFC. Hildebrand et al. [2005] state that the large volume of the SOFC can run 
the system to unstable conditions during shutdown, resulting in risk for the 
turbomachinery by surge and for the SOFC by pressure differences. 
6.4.2 Proposed Approaches and Required Extra Auxiliaries 
Suitable shutdown and startup strategies should facilitate quick, safe shutdown and 
startup with few extra auxiliaries. Furthermore, no external power shall be required for 
driving the turbomachinery during the trips, except for the inevitable startup to the 
minimum operation shaft speed. The following section discusses issues which appear 
only during startup and shutdown and proposes equipment to address these issues: 
• To avoid oxidation of the anode while the SOFC is not active, it must be 
exposed to a reducing or inert atmosphere. 
Ö Flushing the anode with nitrogen ensures an inert atmosphere. This implies 
the availability of a nitrogen mixing unit and a sufficient amount of bottled 
nitrogen for shutdown and startup. 
• At ignition of the SOFC, carbon deposition due to insufficient steam must be 
omitted. 
Ö This problem could be addressed by introducing externally generated steam. 
In this case an external steam generator is required. Further, the introduction 
of methane fuel will in the beginning cool down the cell due to the 
endothermic steam reforming reaction. It is hence chosen to use hydrogen as 
fuel instead of methane for the ignition. This implies the availability of a 
mixing unit and a relatively small amount of bottled hydrogen for the startup, 
but a steam generator can be omitted. 
• In the early phase of shutdown, the GT system will deliver a net power output 
due to the heat stored in the SOFC system. It is assumed that no load is available 
after shutdown, hence this power must be dissipated. 
Ö An electric dissipator would be a possible solution to this. However, it is 
chosen to introduce a variable throttle into the turbine exhaust stream, 
because it can also be used during startup (see below). Through throttling the 
exhaust gas, the pressure reduction in the turbine is decreased and hence the 
net power can be controlled to zero by manipulating the throttle opening.  
• In order to drive the GT without extra power during late shutdown and during 
startup, and furthermore to heat up the system, firing of an auxiliary burner is 
required.  
Ö A burner upstream the turbine is chosen, because it facilitates controlling the 
shaft speed and accordingly air flow due to the GT system’s quick response to 
the turbine inlet temperature. During the shutdown and startup sequences 
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described below, the burner must supply a maximum heat duty of app. 
124 kW.  
• In the late phase of shutdown, the recuperation of turbine exhaust heat to the 
compressed air must be omitted in order to cool down the cell to a temperature 
of app. 400 K.  
Ö A bypass of turbine exhaust gas around the heat exchanger is used to facilitate 
low SOFC air inlet temperatures. Control valves for high temperature gases 
are known to be expensive and delicate, and the existence of an adequate 
valve is somewhat unsure. An alternative is to bypass the compressed air 
instead of the exhaust gas; this results in a smaller valve with less temperature 
requirement (compressor outlet temperature). The drawback is, however, that 
the normally colder parts of the heat exchanger would heat up strongly when 
compressed air is bypassed while all exhaust gas flows through it. 
Furthermore, slow control of the bypass valve would be required in order to 
avoid a thermal shock of the fuel cell caused by the thermal capacity of the 
hot heat exchanger. 
• In the late phase of startup, before the SOFC is ignited, the recuperator hot 
inlet temperature must be high enough to reach a sufficient SOFC temperature. 
Ö This issue could be addressed by an additional burner between the turbine 
and recuperator. Another option is the exhaust throttle introduced above. A 
lower pressure drop in the turbine provokes a smaller difference between inlet 
and outlet temperature and therewith the throttle can be manipulated to 
control the recuperator hot inlet temperature. Simultaneously solving two 
issues, the exhaust throttle was preferred to the combination of an electric 
power dissipator and an additional burner behind the turbine.  
The resulting layout of the system including the auxiliary burner and ducting for 
startup and shutdown is sketched in Figure 6-31. Additional ducts are painted in black 
colour and additional components/models in dark blue (compare Figure 5-1).  
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Figure 6-31: Directly integrated SOFC cycle with ducting for startup and shutdown 
6.4.3 Shutdown Strategy and Simulation Results 
The following section explains the proposed and simulated shutdown sequence step 
by step. It is assumed that the system is in normal operation at any valid load when 
the shutdown sequence is initiated.  
1. At the initiation of the shutdown sequence, the following controllers are 
bumplessly switched (see control design in Figure 6-16):  
• The air flow loop is decoupled from the temperature loop. A manual air flow 
setpoint is dictated by switching the rate limiter model Air_flow_smooth from 
automatic to manual mode and specifying the manual signal 
Air_flow_smooth.SIn,man. 
• The temperature controller C_temp is not used anymore and thus switched to 
manual mode for omitting integral windup. 
• The FU controller C_FU is switched to manual mode for dictating a manual 
fuel flow setpoint C_FU. mOutS . 
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• The power controller C_power is switched to manual voltage mode 
(manualV). The voltage will from now on be manipulated by the parameter 
C_power.Vman. 
2. The manual air flow setpoint is reset to 80% of the design air flow. The 
Air_flow_smooth unit will smoothly approximate the setpoint.  
3. Within 10 seconds, the following changes are applied by linear ramping: 
• FuelValve is closed.  
• N2Valve is opened to achieve a nitrogen flow of 0.44 mol s-1, which equals 
the fuel flow at design point. 
4. The cell voltage is decreased linearly by 0.01 V per second until it reaches 0.5 V. 
Due to the nitrogen flushing, the combustible hydrogen at the anode is depleted 
and thus the reversible potential decreases. The voltage must thus be lowered at 
this point in order to omit the local reversion of the electrochemical reaction in 
the cell and exposure of the anode to oxygen.  
5. Due to the remaining heat of the SOFC, net power is produced in the turbine 
even with zero combustible fuel input. The air flow controller C_Air is now 
switched to manual mode and a manual generator power of 5359 W is imposed. 
This value equals the assumed power required to supply the control system. The 
exhaust throttle closure is now manipulated to control the airflow by an indirect 
proportional controller. As soon as all combustible fuel in the SOFC is consumed, 
the system net power output reaches zero. This operation is continued until the 
exhaust throttle is fully open again.  
6. At this time, the SOFC temperature is exactly sufficient to drive the unthrottled 
GT at the desired air flow. From this point on, auxiliary firing will be required to 
maintain the air flow. Thus, instead of the exhaust throttle closure, the fuel flow 
to the auxiliary burner is now manipulated by an indirect p-control. To further 
cool down the cell, the exhaust bypass is slowly opened within 1000 s by a ramp 
function. 
7. When the exhaust bypass is fully open and the recuperative heat exchanger is 
cooled, the SOFC system receives compressor air of approximately 400 K and 
cools down further. It is assumed that below the measured fuel recycle 
temperature of 573 K, the anode is not sensitive to oxygen anymore and the 
procedure can be stopped. The terminal temperature is critical in terms of SOFC 
safety and fuel consumption by the auxiliary burner.   
Figure 6-32 depicts the described shutdown sequence and the response of the system 
in terms of power and temperatures. As initial condition, steady-state full load 
operation is assumed. The topmost diagram shows the first 30 s after the load change 
where the steps 1-4 of the above sequence are executed and step 5 is initiated.  
204 Chapter 6: The Directly Integrated SOFC Cycle (DIC) 
 
The temperature of the SOFC decreases slowly without sharp breaks or high thermal 
gradients. The slight peak of the radial thermal gradient after app. 4500 s is due to the 
exhaust bypass opening and the consequent decrease in the SOFC air inlet 
temperature. If experiments or detailed thermal stress simulations reveal this as critical, 
it can be mitigated by adjusting the time period for the exhaust bypass opening.  
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Figure 6-32: Shutdown sequence and system response 
The surge margin (not displayed) decreases during the first phase from the original 
value of 32% to reach an minimum of 17% after app. 80 seconds. Afterwards, it 
increases slowly to a steady value of app. 52%. The minimum value does not represent 
a safety risk for the current system.  
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The system net power reaches zero after approximately 25 s. During this period, app. 
3900 kJ electric work is produced. This value is similar to the excess work 
accumulating at a maximum step load decrease. This energy must be ingested by either 
a temporary storage device or an electric dissipator. If the latter is required, the 
exhaust throttle is still effective in reducing the cooling requirement and thus size of 
the component: In a similar strategy without exhaust throttling, approximately the 
eightfold electric energy would be produced during shutdown. The ability to stop the 
power output immediately and shutdown the system safely is required for practical 
power plants due to the danger of a grid breakdown and hence a load drop.  
After approximately 2 hours, the temperature has reached an uncritical regime and the 
system can be switched off. For the whole shutdown sequence, the consumed amount 
of methane would correspond to app. 13 minutes of full load operation, or a LHV-
based energy input of 79 kWh for the current system. The required amount of 
nitrogen is 461 kg, or 369 Nm3. If bottled nitrogen is to be used, this corresponds to 
30 standard 50 l-bottles with 300 bar. It is on the other hand assumed that the 
nitrogen flow for protecting the anode from oxygen can be much lower than in the 
current simulation. However, the current model does not include gas diffusion in the 
flow channels and is therefore not suited for such estimation. The nitrogen flow rate 
does not significantly influence the system thermal response shown above. 
Furthermore, thermal cycling is believed to strongly reduce the lifetime of the SOFC 
and the latter is therefore generally not suited for frequent shutdown and startup.  
6.4.4 Startup Strategy and Simulation Results 
The following section explains the proposed and simulated startup sequence step by 
step. The initial state is defined as follows: 
• The SOFC system is at a homogenous temperature of 400 K when the startup 
sequence is initiated. Assuming room temperature will not imply any significant 
change in the startup behaviour but caused stability problems in the simulation.  
• The gas turbine is rotating at app. 80% of the design speed. The startup of the 
gas turbine cannot be simulated because the characteristics are only known for a 
certain minimum shaft speed. 
• The fuel to the auxiliary burner is manipulated by an indirect p-controller to 
control the air flow to 80%. The required fuel flow is app. 35% of the design 
value. 
• All operational controllers are in manual mode. 
• A manual generator power of 5359 W is imposed in order to supply the 
auxiliaries. Therewith, zero net power is produced. 
• The fuel channel is flushed with nitrogen at a flow rate of 100% of the design 
fuel flow. 
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• The cell voltage is 0.5 V. 
This state is equal to the steady-state which is reached if the shutdown sequence is run 
infinitely. The following steps take the system to full load operation: 
1. After the startup sequence is initiated, the exhaust splitter is completely closed 
within 100 s by a linear ramp function. At the same time, the p-control 
manipulation of the fuel flow to the auxiliary burner is deactivated and the flow is 
decreased from its current value by 0.000225%-points per second (equals 4.5%-
points in 20,000 s). The exhaust throttle closure is now manipulated to control the 
airflow by an indirect proportional controller. Therewith, the exhaust throttle will 
close slowly with the increased turbine inlet temperature caused by the warming 
up SOFC. This operation is continued until the measured fuel recycle temperature 
reaches 900 K. 
2. At this point the SOFC is warm enough to be ignited. The following actions are 
taken: 
• The air flow controller C_Air is activated bumplessly by switching it to cascade 
mode. 
• The nitrogen valve closes and the hydrogen valve opens to achieve design fuel 
flow during a ramp of 10 s. The SOFC will begin to produce power as soon as 
hydrogen reaches the active surface.  
• The fuel flow to the auxiliary burner is ramped down to zero within 500 s. 
• The manual air flow setpoint at the Air flow smooth unit is ramped down to 
48% within 500 s. This omits too strong cell cooling in the following phase 
where the auxiliary burner is not fired anymore. Further it provokes the exhaust 
throttle to fully open. 
3. After 500 s, the auxiliary firing is switched off and the air flow is at 48%. The 
exhaust throttle is now manually set to full opening. With the hydrogen reaction, 
the SOFC heats up internally, increasing the reaction rate and fuel utilisation (FU). 
This operation is continued until the current corresponding to a total FU of 75% 
is reached. Note that for hydrogen fuel, the molar hydrogen yield is γH2 = 1.  
4. When the FU has reached 75%, the hydrogen valve is closed during a slow ramp 
with 2500 s duration. During the same period, the main fuel (methane) valve is 
opened to 45% of the design fuel flow. The slow ramp is necessary because a 
faster transition would imply too strong cooling of the cell by the initiating 
reforming reaction. According to steady state part-load behaviour, a fuel flow of 
35% is required to match the air flow of 48% (see e.g. Figure 6-7). However, since 
the temperature has not yet achieved the steady value, more fuel is required. 
5. When the fuel shift is completed, the FU controller and the temperature 
controller are bumplessly switched to cascade mode. The Air_flow_smooth unit is 
switched to automatic mode, forwarding the air flow setpoint from the temperature 
 6.4 Startup and Shutdown 207 
 
controller to the air flow controller. The net power setpoint is reset to the power 
of 35%, which is correlating to the steady-state power value for the airflow of 
45% (see Figure 6-7). At this time, the system is back to normal operation and can 
follow a load profile. However, it is not yet able to produce nominal power output, 
as the SOFC temperature is still low and the required fuel flow would exceed its 
maximum bound. In the simulation, the power setpoint is slowly ramped up to 
nominal power within 2 hours.   
Figure 6-33 depicts the described startup sequence and the response of the system in 
terms of power and temperatures. The topmost diagrams zoom into some details.  
The SOFC is heating up slowly until the reactions are started with hydrogen after app. 
4.5 hours. At this point, the maximum MEA temperature is increasing rather steep. If 
necessary, this can be mitigated by slowing down the shift from nitrogen to hydrogen.  
The turbine outlet temperature reaches a maximum of 1040 K app. 4.5 hours after the 
startup initiation, because the throttling provokes only a small temperature decrease in 
the turbine. If this is critical for the heat exchanger used in practice, the SOFC ignition 
(point 2) and hence cessation of auxiliary fuel and exhaust throttling may be advanced 
to an earlier time and hence lower temperature.  
During phase 1, the surge margin (not displayed) decreases to reach a transient 
minimum of app. 15% after 4.5 hours, caused by the relatively high turbine inlet 
temperature. This moderate value does not represent a safety risk for the current 
system. Electric power production starts app. 4.6 hours after the startup initiation. 
During the steps 3 and 4, it is slowly increasing to a value of 38% of the design power 
until the operation control is started and it can follow a load. Until this point, an 
electric energy of 142 MJ has been produced. This is far beyond the required capacity 
of a temporary storage device for normal operation. Therefore, a practical solution 
where only a small load must be covered during the early phase is ideal. Additionally, 
the gas turbine could be used to supply power already during the first phase of startup. 
The system would then be able to deliver about 20% of its design power immediately 
after startup initialisation, at the cost of a low efficiency. This would, however, imply a 
more complex control strategy for supplementary fuel, air flow and exhaust throttle 
during the startup sequence. It is therefore not investigated here. 
The LHV of the methane fed to the auxiliary burner for heating the cell (not including 
the ordinary fuel flow in phase 5) is app. 550 kWh, which corresponds to the fuel 
needed for 93 minutes of full load operation. The required amount of nitrogen is 
1041 kg or 833 Nm3. This is more than double the amount required for shutdown. 
Again, it must be pointed out that a significantly lower nitrogen flow may in practice 
be sufficient for anode flushing, but this cannot be predicted with the current model 
because it does not consider gas diffusion. The amount of hydrogen consumed during 
the startup sequence is app. 1.7 kg, respectively 18 Nm3 or 57 kWh.  Therewith, 
approximately two 50 l bottles with hydrogen at 200 bars are required per startup. It 
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must be pointed out that the bottles can only be emptied partially, as the gases must 
be supplied to the ejector at high pressure for achieving the foreseen flow rate.  
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Figure 6-33: Startup sequence and system response 
6.4.5 Conclusions 
Shutdown and startup procedures are proposed based on the possibility to use the GT 
system for ventilation. Air flow and SOFC system inlet temperature are controlled by 
using auxiliary firing upstream the turbine, turbine exhaust gas throttling and a 
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variable bypass around the recuperative heat exchanger. The startup strategy utilises a 
relatively small amount of hydrogen for the ignition phase of the SOFC instead of 
supplying externally generated steam for the reforming reactions. A high nitrogen 
demand has been detected. However, it is uncertain how much nitrogen flow is 
required to safely protect the anode from oxygen exposure. Supposing the SOFC 
tolerates the thermal states it is exposed to during the processes, the shutdown takes 
app. 2 hours until the system can be switched off. Startup takes app. 4.5 hours until 
the system can be operated in load-following mode. Full load can, however, not be 
achieved at this time. A more flexible control could allow the system to follow a low 
load immediately after startup initiation. Due to the long time required and since 
thermal cycling reduces the SOFC lifetime, it may be concluded that such a system is 
not suited for frequent startup and shutdown. 
6.5 Fuel Flexibility  
This subchapter is dedicated to the fuel flexibility of a methane-designed DIC system. 
It discusses necessary modifications and presents the changed design objectives, part-
load behaviour and control response when hydrogen or ethanol is used as fuel. 
6.5.1 Introduction 
In the current work, methane is the primary fuel for SOFC/GT hybrid systems. 
Methane is the main component of natural gas, which today is widely available in the 
world’s densely populated areas. However, it is a fossil fuel with limited resources and 
cannot be produced from renewable sources in large scales once it is depleted. The 
importance of renewable and synthetic fuels is therefore expected to improve during 
the coming decades.  
Another issue with natural gas is that it might be uneconomic to deliver gaseous fuels 
to sparsely populated, remote areas. Liquid fuels are advantageous for these 
applications due to their higher volumetric energy density which facilitates trailer 
distribution and on-site storage. Due to their scalability and efficiency, fuel cell power 
plants are considered an interesting option for power supply in such sparsely 
populated, remote areas. 
Considering these points, the question arises whether a SOFC/GT hybrid system 
designed for methane fuel can easily be modified to other fuel sources once the focus 
turns from natural gas to other, novel fuels. With the DIC system design from 
Chapter 5.4/6.1 as starting point, this chapter discusses the required modifications, 
shows steady state performance and dynamic behaviour and discusses system 
particularities for two alternative fuels:   
• Hydrogen, which is widely expected to become an important energy carrier in 
the future because it can be produced from almost any primary energy source 
with acceptable efficiency. 
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• Ethanol, which is a liquid fuel with high volumetric energy density and can be 
produced from biomass. 
The most important properties of the two fuels compared to methane are listed in 
Table 6-5. The system designed for methane fuel shall be modified only slightly, i.e. no 
modifications to the SOFC and the turbomachinery will be done. The characteristics 
stored in the control system must, however, be adapted to match the new system 
behaviour.  
Research on alternative fuels for SOFC is currently focussing on biogas [Proell 2004, 
Karl 2004, Norheim 2005]. A main issue within this topic is the risk of anode 
poisoning by hydrogen sulphide, which is a typical biogas component. 
Table 6-5: Properties of the fuels  
Fuel Methane Hydrogen Ethanol 
State at standard conditions gaseous gaseous liquid 
Molar hydrogen yield (steam 
reforming) 
4 1 6 
Required steam to carbon ratio 
for complete reforming 
2 0 1.5 
Heat consumption per yielded 
hydrogen (standard conditions) 
41.26 kJ mol-1 0  28.89 kJ mol-1 
Volumetric LHV (standard 
conditions) 
35.8 MJ/Nm3 10.8 MJ/Nm3 21.2 MJ/l 
6.5.2 Modifications of the Hybrid System 
Hydrogen 
Hydrogen is the electrochemically reacting species and therewith the primary fuel for 
most types of fuel cells. If hydrogen is used in the current system, there is no need for 
steam reforming. The reformers are thus not required, but do not represent a problem 
either. A difference to methane is that hydrogen due to its small molecules is very 
diffusive. This may cause hydrogen leakage in the fuel supply system if the sealing 
materials are not designed for hydrogen.  
Because a mole of methane yields four moles of hydrogen by steam reaction, the 
hydrogen fuel flow must be fourfold the methane flow to produce a comparable 
electric current. Given a fixed critical cross-section in the ejector nozzle, a higher fuel 
supply pressure is required to accomplish this flow rate. This effect is partially 
mitigated by the significantly higher speed of sound of hydrogen (factor 2.82 for ideal 
gas) which facilitates a higher critical mass flow.  
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Other modifications required may be system safety measures, such as gas detectors 
and a ventilation system. This is depending on the differences in legal regulations 
between hydrogen and methane.  
Ethanol 
Ethanol with the chemical composition CH3-CH2-OH (simplified C2H6O) is liquid 
under ambient conditions. The boiling temperature under ambient pressure is app. 
350 K; at elevated pressure of 30 bar, it increases to app. 480 K. The fuel must be 
vaporised before it enters the ejector. Therefore, a heater upstream the ejector is 
proposed which vaporises the ethanol and overheats it to 500 K. It is assumed that 
the heat can be supplied from the exhaust gas stream by a further recuperator 
downstream or parallel to the main recuperator, without influencing the latter 
thermally. Hence, no additional heat duty must be considered for the ethanol heating. 
The sum reaction of the steam reforming is 
2 6 2 2 23 2 6 173.31+ → + Δ = −RC H O H O CO H h kJ  
One mole of ethanol requires hence a total of three moles of steam for complete 
reforming, where six moles of hydrogen are yielded. The molar flow of ethanol must 
hence be two thirds of the methane value for achieving a certain SOFC current. 
Furthermore, the calculation of fuel utilisation (FU), steam to carbon ratio γSC, 
reforming degree γR, stoichiometric air ratio λ and heating value LHV (SOFC model) 
must be adapted to the new reaction. In equilibrium of ethanol-steam mixture, ethanol 
is completely decomposed to methane, carbon oxides and hydrogen [Assabumrungrat 
2004]. It can hence be assumed that only species available in the model (i.e. CH4, CO, 
CO2, H2, H2O) leave the adiabatic pre-reformer, while no higher hydrocarbons remain. 
An uncertainty is, however, the stability of the current catalysts in the pre-reformer for 
reforming ethanol. Fierro et al. [2005] report that deactivation of nickel catalysts 
through carbon deposition can occur. Galvita et al. [2002] have achieved positive 
results for the performance of a SOFC fed by ethanol reforming products. The 
investigations with ethanol fuel are based on the availability of a suitable catalyst in the 
reformers. 
6.5.3 Steady-State Performance 
Design Objectives 
To evaluate performance of the system with the new fuel, a new design point must be 
defined at first. However, it is assumed that the existing system design parameters 
should be kept. Hence, the design process is basically restricted to two degrees of 
freedom, as for example air flow and fuel flow, representing the axes on the 
performance maps shown in Chapter 6.2. For design air flow, the original value from 
the methane fuelled system is chosen, because the GT system is only slightly 
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influenced by the fuel choice. The fuel flow is designed with the objective to reach the 
same steady state mean SOFC temperature as with methane, i.e. 1273 K.  
Table 6-6 lists the design objectives as they were decided for methane (see Chapter 6.1) 
and compares them with the two alternative fuels.  
Table 6-6: Influence of fuel on system design objectives (for fixed design parameters) 
Design Objective Methane Hydrogen Ethanol 
Fueln  1 2.56 0.57 
netP  1 0.70 0.88 
SOFC.jt 3000 A m-2 1922 A m-2 2549 A m-2 
Turb.TIn 1173 K 1069 K 1132 K 
Turb.TOut 923 K 847 K 894 K 
SOFC.TMEA,mean 1273 K 1273 K 1273 K 
HX.ΔTLM 50 K 43 K 47.4 K 
HX.uH,max 20 m s-1 18.5 m s-1 19.5 m s-1 
γSC 2.0 - 1.70 
. tCasing q  10000 W 10001 W 10002 W 
γR 0.8 - 0.97 
IIR.Δprel 0.01 0.0044 0.0056 
PR.Δprel 0.01 0.0049 0.0066 
Burn.Δprel,Air 0.01 0.011 0.01 
Burn.Δprel,Fu 0.01 0.0051 0.0096 
Ejec.pAi 2.4⋅106 Pa 2.07⋅106 Pa 2.82⋅106 Pa 
Ejec.pAn 1.1⋅106 Pa 0.98⋅106 Pa 1.26⋅106 Pa 
Ejec.uIm 100 m s-1 137 m s-1 130 m s-1 
Ejec.uMo 10 m s-1 12.4 m s-1 9.4 m s-1 
.Comp π  1 0.95 0.99 
. Turb m  1 0.99 1.01 
. InTurb T  1 0.91 0.97 
. InTurb p  1 0.95 0.99 
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. InTurb M  1 0.98 1.01 
. InTurb κ  1 1.01 1 
Hydrogen 
The design calculation returns a fuel flow of 2.56 based on the design methane value, 
or 1.13 mol s-1. Because one mole of methane yields 4 moles of hydrogen, this value 
corresponds to a SOFC current density of only app. 1900 A m-2. The reason for the 
changed relationship between SOFC current and temperature lies in the lack of the 
cooling effect from steam reforming. To reach the original design current density of 
3000 A m-2 at an acceptable temperature level, a higher air flow or less heat 
recuperation is required.  
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Figure 6-34: Steady-state parameters over power for the hydrogen fuelled system 
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The reduced current implies a reduction of design net power to 70% of the value 
reached with methane. The net efficiency is reduced to a value of 56.9%. The reason 
for the lower efficiency is the higher cooling air demand per power, and therewith the 
higher heat loss. The same effect has been observed by other researchers [Traverso 
2005].  
The steady-state operation lines of the hydrogen fuelled system are plotted in Figure 
6-34. Comparison with the lines for the methane fuelled system in Figure 6-10 reveals 
that the strongest difference lies in the maximum radial temperature gradient, which 
for a certain power output is app. three times higher for the methane system. For both 
options the maximum radial gradient occurs at the cell bottom where air and fuel meet 
at either side of the MEA with different temperatures. Due to the absence of the 
endothermic reforming reaction, the temperature of the entering fuel is higher than if 
methane was used and the difference to the air is therewith lower. Another fact is that 
the turbine inlet temperature is lower with hydrogen fuel, both if points at equal 
power or air flow are compared. This causes the GT to operate on a different 
operation line which may reduce the efficiency of compressor and turbine. 
Measures to Increase Power Output for Hydrogen Fuel 
In order to increase the power output of the hydrogen fuelled system without 
changing the system configuration, the following measures were investigated in 
steady-state:  
• Change of fuel utilisation: A lower fuel utilisation increases the voltage and 
thus decreases the internal heat production in the SOFC for a given current and 
could hence allow for higher current at constant SOFC temperature. A counter-
effect is, however, the increased temperature boost in the burner and therewith 
enhanced heat recuperation. Simulations have shown that the two effects 
compensate each other and a different fuel utilisation is hence unable to increase 
power output significantly. 
• Firing the auxiliary burner: As the turbine inlet temperature is below its target 
value, auxiliary firing upstream the turbine could increase the GT power output 
significantly. An attempt has been made by adding auxiliary fuel flow such that 
the relationship between turbine inlet temperature and air flow equals the 
methane fuel case. At design air flow, in order to lift the TIT to 1173 K, app. 
15% of the fuel was directly fed to the auxiliary burner, while the total fuel flow 
was only slightly increased. However, burning fuel is generally increasing heat 
production and thus the SOFC current must be decreased in order to keep the 
temperature constant. The simulations show that with this method, the power 
cannot be increased significantly.  
• Exhaust gas bypassing around the recuperator: In order to decrease heat 
recuperation, part of the exhaust gas can be bypassed around the recuperator by 
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using the bypass which is dedicated to shutdown and startup (see Chapter 6.4). 
The simulation shows that this method indeed can increase the power output at 
the design mean SOFC temperature to a value of e.g. 84% of the methane design 
net power if 70% of the exhaust gas is bypassed. Net efficiency decreases, 
however, to 48%, caused by the higher exhaust temperature. Also, the turbine 
inlet temperature decreases even further, which leads to less power contribution 
of the gas turbine. 
• Exhaust gas bypassing and firing the auxiliary burner: If 70% of the 
exhaust gas is bypassed and at the same time the TIT is increased to its original 
design value of 1173 K with auxiliary firing, a net power output of approximately 
94% of the methane design value can be achieved. Net efficiency, however, 
decreases to 45%. 
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Figure 6-35: Enhancing power output for the hydrogen fuelled system 
Figure 6-35 shows the minimum and maximum power and the efficiency curves of the 
discussed measures.  
The last attempt has proven to be able to increase the power output almost to its 
original, methane-based value, although at the cost of a significantly lower efficiency. 
A promising control strategy for a system mainly operating at part-load would hence 
be to operate “normally” with closed bypass and without auxiliary firing up to a power 
of 70%, and for higher power gradually open the bypass and introduce fuel to the 
auxiliary burner (see dashed line in Figure 6-35) In order to implement this strategy, 
the exhaust gas bypass and the auxiliary fuel flow must be integrated into the 
operational control strategy. Assuming a digital control unit, this does not imply any 
hardware modifications.  
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Ethanol 
The design calculation for ethanol fuel returns a relative fuel flow of 57% of the 
methane value, or 0.25 mol s-1. With the higher molar hydrogen yield of ethanol, this 
value corresponds to a SOFC current density of app. 2550 A m-2. Like for hydrogen, 
the reason for the changed relationship between SOFC temperature and current lies in 
the lower specific heat per mole of hydrogen required by the reforming reaction (see 
Table 6-5). In order to achieve the original current density and temperature, a higher 
air flow or less heat recuperation is required.  
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Figure 6-36: Steady-state parameters over power for the ethanol fuelled system 
The reduced current implies a reduction of net power to 88% of the value reached 
with methane fuel, at a net efficiency of 61.2%. In comparison, the methane fuelled 
system achieves 64.4% net efficiency at 88% net power. The low efficiency decrease 
despite the higher exhaust flow per power for the ethanol system can be explained 
with the enhanced heat recuperation through fuel vaporisation. This result is based on 
the assumption that ethanol vaporisation is accomplished by exhaust gas heat. If an 
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electric heater was used for this purpose, the net power would reduce to 81% of the 
methane value and the net efficiency to 56%. 
The steady-state operation lines of the ethanol fuelled system are depicted in Figure 
6-36 (compare with Figure 6-10 for methane and Figure 6-34 for hydrogen). 
It can be interpreted that the ethanol fuel slightly reduces the thermal load to the fuel 
cell, as the maximum local MEA temperature is lower and the minimum MEA 
temperature is higher than for the methane case. At 88% power, the maximum radial 
temperature gradient is furthermore app. 40% lower, which is a consequence of the 
lower heat consumption of the reforming reaction (see Table 6-5).  
6.5.4 Dynamic Performance 
Hydrogen 
The dynamic performance of the hydrogen fuelled system is investigated by simulating 
step load changes between the new design power and a low load of 50 kW. Figure 
6-37 shows the load increase.  
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Figure 6-37: Response of the hydrogen fuelled system to large load increase (23% to 
70%; fuel flow normalised) 
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It can be seen that the critical temperature peak which was observed during load 
increase of the methane fuelled system is mitigated to a lower level. The maximum 
mean temperature during load increase here is app. 1300 K (compared to 1374 K for 
methane). This confirms the assumption that the peaks are mainly caused by lack of 
cooling from the steam reforming due to heat stored in the IIR. On the other hand, it 
must be mentioned that the absolute load step is smaller than the one performed with 
the methane system.  
Ethanol 
The dynamic performance of the ethanol fuelled system is investigated by simulating 
step load changes between the new design power and a low load of 50 kW. The load 
increase is shown in Figure 6-38.  
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Figure 6-38: Response of the ethanol fuelled system to large load increase (23% to 
88%; fuel flow normalised) 
It can be seen that the critical temperature peak which was observed during load 
increase of the methane fuelled system is slightly mitigated to a lower level. The 
maximum mean temperature during load increase here is app. 1340 K (compared to 
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1374 K for methane at load increase from 22% to 100%). This can also be explained 
by the fact that the thermal impact of reforming is lower for ethanol than for methane 
because of the lower heat required per mole of hydrogen produced. 
6.5.5 Conclusions 
A system designed for methane fuel can in principle be operated with other suitable 
fuels without larger modifications.  
Hydrogen 
Under the given assumptions, a system designed for methane fuel can be operated 
with hydrogen fuel. A practical problem can be tightness of the fuel system due to the 
high diffusivity of hydrogen. Respecting legal regulations, additional safety measures 
might be required for a hydrogen fuelled system. Using the conventional control 
strategy with adapted characteristics, the net power output will decrease to app. 70% 
of the methane value due to lack of cooling by steam reforming. Design net efficiency 
will decrease to a value of app. 55%, caused by the increased relative exhaust heat loss 
per power output. Using an advanced control strategy which additionally manipulates 
a bypass of the exhaust gas around the recuperator and firing of a supplementary 
burner upstream the turbine, net power output can be increased to app. 94% of the 
original value, although at the cost of an even lower net efficiency of 45%. 
Ethanol 
To modify a system designed for methane to ethanol fuel, some adaptations in the 
fuel system are required, such as the installation of a vaporiser. With the conventional 
control strategy, the net power output will with a recuperatively heated vaporiser 
decrease to app. 88% of the methane value due to a lower cooling effect of steam 
reforming. The net efficiency remains with 61% at a high level due to the increased 
heat recuperation from exhaust gas. If an electric heater is used instead to vaporise the 
fuel, net power output will be app. 81% and efficiency app. 56%. An uncertainty in 
this investigation is the suitability of the present reformer material to be exposed to 
ethanol and its equilibrium product composition without deactivation due to carbon 
deposition. 
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7 Other Cycles 
The chapter discusses two alternatives to the standard directly integrated SOFC cycle, 
namely the latter with two-shaft gas turbine and a cycle with indirect integration of the 
SOFC. Adaptations in system design for achieving comparable operation conditions 
are discussed. Steady-state part-load performance is investigated and compared to the 
standard cycle, and the differences in controllability are discussed.  
7.1 Introduction 
The directly integrated SOFC cycle (DIC) is the simplest and the most common 
hybrid cycle. The previous chapter has shown that it features efficient part-load 
operation and it is controllable in a reliable way. However, other cycle options have a 
potential to further facilitate safe operation and control. Common cycle alternatives 
are the DIC with two-shaft gas turbine (DIC-2T, see Figure 5-2) and the indirectly 
integrated SOFC cycle (IIC, see Figure 5-3). The former cycle has two independent 
shafts, where the first connects the first turbine and the compressor and is 
uncontrolled. The second shaft connects the power turbine to the generator and is 
controlled to rotate at constant speed. The fixed speed simplifies power conversion 
and therewith the primary control of the system. On the other hand, the air flow can 
no longer be controlled unless other control handles are introduced. This 
configuration has been investigated by other authors [Chan 2002, 2003a,b; Rao 2002]. 
In the IIC, the SOFC is situated downstream the turbine and hence operating on 
ambient pressure level, while the gas between compressor and turbine is heated 
indirectly by the SOFC exhaust gas. This increases the safety of the SOFC system in 
terms of pressure transients. Further, it reduces the pressurised volume and therewith 
simplifies safe GT operation. On the other hand, it reduces the electrochemical 
performance and moreover a more complex heat exchanger is required. This cycle 
option has been previously studied by Veyo et al. [2003].  
7.2 System Design 
The design cases for the alternative cycles should be as similar as possible to the 
standard cycle to facilitate a comparison. Hence, most of the design objectives will be 
equal. The following section discusses particularities of the cycles that must be 
respected when choosing the design cases and compares the resulting design 
parameters. 
7.2.1 DIC-2T 
Compared to the standard cycle, this cycle has a second turbine which must be 
designed. Thermodynamically, the systems do not differ strongly from each other in 
the design point, hence the operation parameters shown in Figure 7-1 are mostly equal 
to the ones in Figure 6-1. The only theoretical difference is the two-step expansion in 
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the two-shaft gas turbine. Even though isentropic efficiencies of both turbines are 
equal, the total end point of the expansion may differ from the single-turbine 
configuration (difference between isentropic and polytropic efficiency). As this 
difference is small, no adaptations in design objectives are required. 
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Figure 7-1: Main operation parameters of the DIC-2T process at design point 
7.2.2 IIC 
In the indirectly integrated cycle, the SOFC system exhaust gas is not fed directly into 
the turbine but heats up the turbine inlet gases through the recuperator. As a certain 
temperature difference is required for heat transfer, the turbine inlet temperature in 
the IIC will be lower than the SOFC system exhaust temperature. The SOFC system 
inlet temperature will on the other hand equal the turbine outlet temperature in the 
IIC, while it is lower in the DIC. However, in order to compare the DIC and the IIC 
performance, the thermal state of the SOFC system should be similar, and thus also 
their inlet and outlet temperatures. This means that the design objectives for turbine 
inlet and outlet temperature should be adapted. It is chosen to decrease these 
temperatures by the value of the mean logarithmic temperature difference in the 
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recuperative heat exchanger (i.e. 50 K). This does also lead to a lower maximum 
temperature in the latter and therewith mitigate the problems with overheating. 
However, the maximum temperature in the heat exchanger is still 200 K higher than 
for the DIC.  
The other design objectives remain unchanged. Note that due to the higher 
volumetric flow, especially the components where a design pressure drop is chosen 
(i.e. IIR, pre-reformer, burner) must be redesigned in terms of flow coefficients. 
Assuming the same flow coefficients than in the DIC (pressurised) case, the ejector 
would not manage to recycle sufficient anode exhaust gas. This might also be the 
consequence of an overestimation of pressure losses for the pressurised case. The 
SOFC tube and the preheating tube are, however, not affected; their design is fixed 
and the pressure drops are calculated based on flow paths. Furthermore, the pipe radii 
downstream the SOFC system PipeS and the ejector PipeE (see Chapter 5.4.1) must 
be enlarged to 0.17 m resp. 0.09 m in order to maintain the assumed flow velocities 
inside. This has no influence on steady state behaviour.  
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Figure 7-2: Main operation parameters of the IIC process at design point 
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The new process parameters at design point are depicted in Figure 7-2. Compared 
with the DIC (see Figure 6-1), it can be seen that the cell operating voltage is 
significantly lower, which is a consequence of the reduced partial pressure of the 
reactants. As this leads to higher heat production, more air flow and hence larger 
turbomachinery is required to achieve an equal mean MEA temperature. Furthermore 
the transferred heat in the recuperative heat exchanger, and therewith the 
component’s exergy loss, is increased by app. 50%. Due to the improved exhaust heat 
loss, both net power output and efficiency decrease with app. 10%. 
Not only does the IIC process require a larger recuperative heat exchanger, but the 
increased maximum temperature in the latter is also problematic. A temperature of 
1156 K is far beyond the acceptable range of any steel recuperator, hence ceramic 
materials must be used at least for the high temperature side.  
7.2.3 Design Cases 
Table 7-1 highlights the design parameters of the two alternative cycles. The standard 
cycle is given as a reference for comparison. Values which are identical in all cases are 
not shown.  
Table 7-1: Design parameters of the cycles 
Design Parameter DIC-2T IIC (DIC) 
Pnet,0 221677 W 198440 W 221032 W 
PHT.lT 0.4788 0.5855 0.4776 m 
0,. MapTurb π  1.902 3.598 3.5433 
,0Airn  13.61 mol s-1 15.60 mol s-1 13.60 mol s-1 
HX.l 1.864 m 2.278 m 1.849 m 
HX.A 0.1139 m2 0.1613 m2 0.1139 m2 
Thro.c 150099 33091 149669  
SOFC. τRef 0.0005742 0.0004072 0.0005780 
IIR.c 466742 42420 486812  
PR.c 513656       48434 535362   
Burn.cAir 27658              1892 28881.7 
Burn.cFu 3.20481⋅106 292723 3.3419⋅106 
Ejec.Am 0.0005199 m2 0.001734 m2 0.0005089 m2
Ejec.Ao 0.006599 m2 0.021993 m2 0.006460 m2 
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0,. MapComp π 3.726 4.314 3.803 
0. Turb m  0.399 kg s-1 0.450 kg s-1 0.399 kg s-1 
,0. InTurb T  1173 K 1123 K             1173 K 
,0. InTurb p  3.697 bar 4.360 bar         3.775 bar 
,0. InTurb M  28.45 g mol
-1 28.85 g mol-1 28.45 g mol-1 
,0. InTurb κ  1.308 1.324 1.308 
0,. MapPowTurb π  1.820 - - 
,0. InPowTurb T  1037 K - - 
,0. InPowTurb p  1.943 bar - - 
,0. InPowTurb M  28.45 g mol
-1 - - 
,0. InPowTurb κ  1.318 - - 
7.3 Steady-State Part-Load Operation 
7.3.1 DIC-2T 
While for the standard DIC process, the shaft speed can be varied to control the air 
flow, the intention of the two-shaft gas turbine system is to maintain a constant speed 
of the power shaft in order to simplify the electric conversion. The first shaft rotates 
freely and the speed can thus not directly be controlled. A new handle for air flow 
manipulation is hence required if the SOFC temperature is to be controlled. 
Candidates therefore are a controllable air blow-off, compressor variable inlet guide 
vanes (VIGV), and a bypass of air around the SOFC system. The first two alternatives 
are thermodynamically very similar; the main difference is that for an air blow-off, the 
mass flow through the compressor will not remain at a higher level in part-load and 
hence the efficiency will decrease significantly. The third alternative provokes a change 
of the relationship between SOFC and turbine inlet temperature, depending on the air 
bypass ratio. For simplicity it is chosen to apply the VIGV ability of the compressor 
model and control the air flow with this option.  
An important issue for the power turbine rotating at constant speed with very 
different air flow rates is the operation point on the map. The operation will be 
approximately along a line of constant reduced dimensionless speed. For a high value 
of the latter, the turbine will hence “fall off” the map for an only slightly reduced air 
flow. Figure 7-3 points up that a lower shaft speed is advantageous in achieving low 
reduced mass flow. Therefore, the turbine is rescaled and the new design point is 
chosen on the line of 60% reduced speed and in a way that the efficiency is equal to 
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the old design point. This implies that larger turbines are required which can only be 
operated at part-load.  
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Figure 7-3: Choice of design point for the power turbine 
The steady-state simulation of the operation line for constant mean MEA temperature 
reveals that a minimum part-load of 32% is possible. The system and thermal 
parameters in part-load are very similar to the DIC (see Figure 6-10). However, it is 
interesting to investigate the state of the gas turbine. Figure 7-4 reveals that the 
equilibrium speed of the free shaft decreases to 60% at low part load. The maximum 
closure of the VIGV is 20%, and the VIGV must be fully open again at low part load 
to maintain the constant mean SOFC temperature. This might add complexity to a 
control strategy. The β parameters of the compressor and free turbine are in safe 
ranges, while the power turbine β parameter approaches zero for low part load (lowest 
dotted line in Figure 7-3). 
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Figure 7-4: GT parameters for the DIC-2T process 
7.3.2 IIC 
For the indirectly integrated cycle, the air flow can be controlled as usual with the 
shaft speed. The system and thermal parameters along an operation line of constant 
mean MEA temperature are depicted in Figure 7-5. Comparing with Figure 6-10, it 
can be seen that the part-load performance is similar to the DIC system. The net 
efficiency has a maximum of app. 62% at intermediate part load (DIC: 65.8%). This 
difference is lower than the design point efficiency difference of 6.1% points between 
DIC and IIC because the temperature difference between hot and cold medium in the 
recuperator and therewith the exergy loss decreases in part load. The thermal load of 
the IIC and DIC configurations are similar.   
7.4 Control System Considerations 
7.4.1 DIC-2T 
The control layout that has been introduced and tested for the DIC configuration (see 
Figure 6-12) can basically be transferred to the DIC-2T configuration. The air flow 
loop, however, must be modified to manipulate the VIGV position instead of the 
generator power. The latter must be manipulated to maintain a constant speed of the 
power shaft. High inertia of the power shaft may help to stabilise the speed during 
load changes and apply an energy buffer for quick load following.  
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Figure 7-5: System and thermal parameters for the IIC 
Supposed a reliable control of the air flow can be provided, the resulting control 
system is expected to be robust, because there is no direct interaction between the air 
flow controller output and the power controller input as this is the case for the DIC 
(see Figure 6-12). Therewith the temperature/air flow loops are practically uncoupled 
from the power/FU loops. 
7.4.2 IIC 
The IIC can basically be controlled with the same layout as the DIC configuration. A 
simplification is that the ejector pressure difference will not be a constraint to the FU 
control here, as the pressure level in the SOFC system is almost constant at ambient 
level (the constraint applies in the DIC when the fuel flow is decreased faster than the 
system pressure; see Figure 6-22). Furthermore, the atmospheric SOFC is not exposed 
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to pressure transients and the pressurised volume between the compressor and 
turbine is significantly smaller than for the DIC. Therewith, the gas turbine 
respectively air flow can be controlled faster without risk of SOFC destruction and 
surge. The indirectly integrated SOFC cycle can hence be expected to respond quickly 
to large load changes.  
7.5 Conclusions 
Two alternative hybrid cycles, namely a directly integrated one with two-shaft gas 
turbine and an indirectly integrated one, were investigated with respect to design point 
and steady-state part-load. Particularities for suitable control systems were derived. 
The directly integrated cycle with two turbines (DIC-2T) is thermodynamically very 
similar to the single turbine cycle. The steady-state part-load behaviour does not vary 
significantly from the standard DIC. However, the two-shaft gas turbine system 
cannot produce as low part-load as the DIC while maintaining constant mean SOFC 
temperature, and furthermore the efficiency at low part-load is lower. This is due to 
the less favourable operation lines on the compressor and turbine map which confine 
the minimum air flow and furthermore decrease turbomachinery efficiency. A control 
strategy must have an extra handle such as variable compressor inlet guide vanes to 
control the air flow. Advantages of a two-shaft gas turbine system are the easier 
generator and power electronics due to the constant speed as well as the expected 
higher stability of the control system. A main disadvantage is the higher 
turbomachinery complexity. 
The indirectly integrated cycle (IIC) has, compared to the DIC, a different relationship 
between turbine and SOFC temperatures. Lower turbine inlet and outlet temperatures 
are hence required to achieve comparable conditions in the SOFC system. Design 
calculations revealed that the pressure loss coefficients must be reduced in order to 
achieve sufficient recirculation. Net electric efficiency and design power output are 
significantly lower due to higher recuperator exergy losses and lower voltage of the 
unpressurised SOFC. The DIC control strategy can be directly transferred to the IIC 
system. An advantage of this option is the enhanced system safety due to the ambient 
pressure SOFC and the smaller pressurised volume which may allow for quick large 
load changes. Disadvantages are, however, the lower efficiency and power output as 
well as higher investment costs for the recuperator.  
Altogether, the standard DIC seems to be the most advantageous cycle, as it combines 
satisfying performance (high efficiency; low part-load ability) with a simple system 
configuration (no ceramic recuperator, only one turbine). The controllability of this 
cycle has been demonstrated. Its weak points should rather be mitigated by auxiliary 
equipment than by choosing an alternative cycle option.  
 
 8.1 Conclusions 229 
 
8 Conclusions and Further Work 
8.1 Conclusions 
This thesis investigates design, operation and control of solid oxide fuel cell (SOFC) 
and gas turbine (GT) hybrid systems on the basis of modelling.  
A complex set of component models has been developed and used for the evaluations. 
Most relevant are tubular SOFC, indirect internal reformer and heat exchangers, and 
spatially discretised models are used therefore. For the turbomachinery, map-based 
steady-state behaviour is modelled. Gas residence times and pressure drops are 
accounted for in all relevant components.  
Safety critical issues that must be prevented or minimised during operation are cell 
cracking, compressor surge, carbon deposition, anode oxidation, overheating, thermal 
fatigue and ejector malfunction.  
The simplest hybrid cycle option with a pressurised, directly integrated SOFC is 
chosen for the main investigation. The system is based on the Siemens-Westinghouse 
SOFC and hybrid cycle concept and shall deliver an electric power output of app. 
220 kW. Variation of the GT shaft speed provides control of the air flow. 
To ensure safe operation during transient operation, a complex control design is 
applied which controls power output, fuel utilisation and fuel cell temperature, beside 
several constraints. The mentioned variables are controlled with the SOFC electric 
power, fuel flow and air flow respectively. Air flow variation is achieved through GT 
shaft speed. The generator power is manipulated to vary and stabilise the latter. 
Steady-State Part-Load 
Assuming constant fuel utilisation, the main degrees of freedom for operating the 
system are fuel and air flow. A “window” where steady-state operation is safe can be 
plotted and is confined by overheating, compressor and turbine map bounds, ejector 
malfunction and low voltage. Within the operation window, a part-load strategy where 
the mean MEA temperature is constant at 1273 K throughout the whole load range 
seems most promising in terms of safety, lifetime and performance. The ability for 
low part-load mainly depends on the ability of the GT system to reduce the air flow. 
With the current system, a minimum part-load of 21% can be achieved at app. 35% of 
the design air flow. The LHV-based net electric efficiency is between 59.6 and 65.8% 
throughout the whole load range. 
Transient Operation 
As an overall conclusion, it has been proven on a model basis that efficient and safe 
control of a SOFC/GT hybrid system in dynamic operation and load following is 
principally possible. Small step load changes (4.5%) can be followed quickly (<4 s), 
230 Chapter 8: Conclusions and Further Work 
 
while large load changes (78%) take longer (57-73 s). The deficit/excess between 
demand and supply of electrical work is 7-11 kWs for small load changes and app. 
3200 kWs for large load changes. If required, these gaps can be filled with an 
additional power source/sink. 
Transient deviations in SOFC temperature are high if large and quick load changes 
must be performed. This is mainly due to thermal capacities in the indirect internal 
reformer and cannot be mitigated satisfactorily by modifying the air flow. Smooth 
load profiles are therefore preferable for a long system lifetime and furthermore to 
prevent overheating. During load decrease, there is risk for carbon deposition due to a 
transient minimum of the steam-to-carbon ratio, and the compressor surge margin has 
a transient minimum due to the large pressurised volume between compressor and 
turbine.  
The transient deviations in temperature are to some extent mitigated for load profiles 
with frequently changing load. Temporary peaking above the nominal power is 
connected to a sharp increase in the maximum radial temperature gradient in the 
MEA and may result in SOFC degradation.  
For conditions deviating from the reference, especially such that lead to decreased air 
supply by the GT (decreased air density, compressor degradation) or increased heat 
production (SOFC degradation), the SOFC temperature may increase at high load. As 
a consequence, the GT should be capable of supplying significantly more air than the 
design value, or other measures to control the temperature, such as recuperator 
bypassing, should be implemented. An error in the fuel measurement or fuel supply 
quality leads to high temperature deviations. Such errors must hence be avoided 
through assured fuel quality and safe (redundant) measurements.  
Shutdown and Startup 
Shutdown and startup procedures are developed based on the possibility to use the 
GT system for ventilation. Air flow and SOFC system inlet temperature are controlled 
by using auxiliary firing upstream the turbine, turbine exhaust gas throttling and a 
variable bypass around the recuperative heat exchanger. The startup strategy utilises a 
relatively small amount of hydrogen for the ignition phase of the SOFC instead of 
supplying externally generated steam for the reforming reactions. A high nitrogen 
demand has been detected. However, it is uncertain how much nitrogen flow is 
required to safely protect the anode from oxygen exposure. Supposing the SOFC 
tolerates the thermal states it is exposed to during the processes, the shutdown takes 
app. 2 hours until the system can be switched off. Startup takes app. 4.5 hours until 
the system can be operated in load-following mode. Full load can, however, not be 
achieved at this time. A more flexible control could allow the system to follow a low 
load immediately after startup initiation. Due to the long time required and since 
thermal cycling reduces the SOFC lifetime, it may be concluded that such a system is 
not suited for frequent startup and shutdown. 
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Fuel Flexibility 
A system designed for methane fuel can in principle be operated with other suitable 
fuels such as hydrogen or ethanol without larger modifications.  
A practical problem for operation with hydrogen can be tightness of the fuel system 
due to the high diffusivity of the gas. Respecting legal regulations, more safety 
measures might be required for a hydrogen fuelled system. Using the conventional 
control strategy with adapted characteristics, the net power output will decrease to app. 
70% of the methane value due to lack of cooling by steam reforming. Design net 
efficiency will decrease to a value of app. 55%, caused by the increased relative 
exhaust heat loss per power output. Using an advanced control strategy which 
additionally manipulates a bypass of the exhaust gas around the recuperator and firing 
of a supplementary burner upstream the turbine, net power output with hydrogen can 
be increased to app. 94% of the original value, although at the cost of an even lower 
net efficiency of 45%. 
For modifying a system designed for methane to ethanol fuel, some adaptations in the 
fuel system are required, such as the installation of a vaporiser. With the conventional 
control strategy, the net power output will with a recuperatively heated vaporiser 
decrease to app. 88% of the methane value due to a lower cooling effect of steam 
reforming. The net efficiency remains with 61% at a high level due to the increased 
heat recuperation from exhaust gas. If an electric heater is used instead to vaporise the 
fuel, net power output will be app. 81% and efficiency app. 56%. An uncertainty in 
this investigation is the suitability of the present reformer material to be exposed to 
ethanol and its equilibrium product composition without deactivation due to carbon 
deposition. 
Cycle Options 
Two alternative hybrid cycles, namely a directly integrated one with two-shaft gas 
turbine and an indirectly integrated one, were investigated with respect to design point 
and steady-state part-load. Particularities for suitable control systems were derived. 
The directly integrated cycle with two turbines (DIC-2T) is thermodynamically very 
similar to the single turbine cycle. The steady-state part-load behaviour does not vary 
significantly from the standard DIC. However, the two-shaft gas turbine system 
cannot produce as low part-load as the DIC while maintaining constant mean SOFC 
temperature, and furthermore the efficiency at low part-load is lower. This is due to 
the less favourable operation lines on the compressor and turbine map which confine 
the minimum air flow and furthermore decrease turbomachinery efficiency. A control 
strategy must have an extra handle such as variable compressor inlet guide vanes to 
control the air flow. Advantages of a two-shaft gas turbine system are the easier 
generator and power electronics due to the constant speed as well as the expected 
higher stability of the control system. A main disadvantage is the higher 
turbomachinery complexity. 
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The indirectly integrated cycle (IIC) has, compared to the DIC, a different relationship 
between turbine and SOFC temperatures. Lower turbine inlet and outlet temperatures 
are hence required to achieve comparable conditions in the SOFC system. Design 
calculations revealed that the pressure loss coefficients must be reduced in order to 
achieve sufficient recirculation. Net electric efficiency and design power output are 
significantly lower due to higher recuperator exergy losses and lower voltage of the 
unpressurised SOFC. The DIC control strategy can be directly transferred to the IIC 
system. An advantage of this option is the enhanced system safety due to the ambient 
pressure SOFC and the smaller pressurised volume which may allow for quick large 
load changes. Disadvantages are, however, the lower efficiency and power output as 
well as higher investment costs for the recuperator.  
Altogether, the standard DIC seems to be the most advantageous cycle, as it combines 
satisfying performance (high efficiency; low part-load ability) with a simple system 
configuration (no ceramic recuperator, only one turbine). The controllability of this 
cycle has been demonstrated. Its weak points should rather be mitigated by auxiliary 
equipment than by choosing an alternative cycle option.  
8.2 Recommendations for Further Work 
The presented hybrid system model comprises a high level of detail and 
comprehensiveness, concerning spatial distribution of the components, flexibility of 
posing problems and the ability for control modelling. Further refinement which 
could be worthwhile is the modelling of a bundle of individual SOFC tubes and the 
heat transfer between them. This would enhance the understanding of stacking effects 
and lead to a more exact estimation of the temperature range appearing in the stack.  
The components of the model toolbox can be used to set up and study other power 
cycles, be it steady state or dynamic analyses. The extension of the toolbox through 
further models based on the same platform, for example for steam cycle equipment or 
membrane burners, will allow studying advanced power cycles including combined 
cycles and CO2 management.  
For the studied hybrid cycles, it is the author’s overall attitude that further going into 
detailed modelling without experimental validation is not target-oriented in terms of 
hybrid cycle evolution. It has been shown that for the current models, solutions to all 
operational challenges are available. Due to lacking possibility of model validation, it is 
uncertain to what extent these results can be transferred to a real system. The 
obligatory next step must thus be the experimental validation and calibration of the 
components and hybrid cycle models. Once a reliable matching between model 
prediction and experimental result is achieved, steps must be taken to implement the 
theoretical control strategies to the real system. There, despite positive modelling 
results, high caution is required when it comes to omitting critical incidents such as 
compressor surge, as these can instantaneously damage the system and cause high 
financial loss.  
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Abstract
The paper describes two 2D steady-state models for solid oxide fuel cells (SOFC) with planar and tubular geometries fuelled by methane.
Following a description of the basic geometries and general premises the approaches, assumptions and simplifications for the calculation of
ohmic resistance, convective, conductive and radiative heat transfer are given. The modeling approach of the chemical reactions and molar
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dnd thermal balances are depicted in detail with the intention to allow for reproduction of the models. The required boundary conditions and
nput parameters of the models are also discussed. Relying on models, a bottoming GT cycle is introduced and specified and a base case for
peration defined. The influence of pressure ratio, air inlet temperature, air flow rate and anode gas recycling are investigated in a parameter
tudy. For both designs air flow rate and pressure ratio are the most important parameters considering the system performance, but for the
ubular system these parameters have less impact than for the planar design. Based on the parameter study, a near-optimum case is defined
pecifically for both systems and the conditions in the fuel cells are investigated. The cycle balance is different in both systems, as the tubular
uel cell requires a lower air inlet temperature. Both fuel cell systems achieve above 65% electric efficiency.
2004 Elsevier B.V. All rights reserved.
eywords: SOFC; Tubular; Planar; Model; Hybrid
. Introduction
Combined solid oxide fuel cells and gas turbine
SOFC)/GT cycles promise to achieve high electric efficien-
ies even for small-scale systems with power output below
0 MW and hence have a certain potential in decentralized
ower generation concepts. However, there is a lot of uncer-
ainty about the best layout of the fuel cell and the hybrid cycle
n terms of feasibility, performance, economics and control-
ability. This paper compares the performance of the two most
ommon SOFC geometries, namely planar and tubular, in a
as turbine hybrid cycle. It describes the configuration of the
Abbreviations: CV, control volume; FU, fuel utilization; GT, gas turbine;
EN, positive electrode–electrolyte–negative electrode; SOFC, solid oxide
uel cell; TIT, turbine inlet temperature
∗ Corresponding author. Tel.: +47 7359 3723; fax: +47 7359 8390.
E-mail address: Christoph.stiller@ntnu.no (C. Stiller).
fuel cells and gives a comprehensive and reproducible de-
scription of the approach, assumptions and methods used for
the steady-state models of the different geometries. After a
validation of the fuel cell models, their implementation into
the gas turbine cycle simulation is described, and the perfor-
mance of combined cycles with planar and tubular SOFCs
are studied and compared. Departing from a base case, the
sensitivities to certain process parameters are studied and dis-
cussed and operational options and constraints are derived.
The maximum efficiency under near-optimum operation is
estimated.
2. Fuel cell models
2.1. Fuel cell geometries and modeling premises
The investigated planar SOFC is a cross-flow, electrolyte-
supported cell. A previously in-house developed repeat
378-7753/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpowsour.2004.09.019
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Nomenclature
Symbols
A area (m2)
Aact active cell area (m2)
co gas component
cp specific heat capacity (J K−1 mole−1)
Dh hydraulic diameter (m)
Erev reversible potential (V)
F Faraday constant (96485 C mole−1)
I total CV current (A)
J lumped parameter
L length (m)
n molar flow (mole s−1)
Nu Nusselt number
p pressure (Pa)
˙Q radiative heat flow (W)
R universal gas constant (8.314 J K−1 mole−1)
r radius (m)
r. . . reaction rate (mole s−1)
R1. . .R5 heat resistivity of planar model building blocks
(kW−1)
Rp,i; Rp,j solid heat resistivity of planar model in i- and
j-direction (kW−1)
Rt,ax axial heat resistivity of tubular model (kW−1)
Rt1. . .Rt6 radial chain heat resistivity of tubular model
(kW−1)
R ohmic resistance ()
T temperature (K)
Tblack temperature of black body receiving radiation
energy for the pre-reformer
U cell voltage (V)
Greek letters
α convective heat transfer coefficient
(W m−2 K−1)
δ thickness (m)
H enthalpy change (J mole−1)
ε emissivity (0.8)
η overpotential (V)
λ heat conduction efficient (W m−1 K−1)
ρ specific resistance (m)
σ Stefan–Boltzmann-constant (5.67 ×
10−8 W m−2 K−4)
Indexes
a anode
a1 cathode air (tubular model)
a2 injector air
air air (planar)
c cathode
co gas component counter
e electrolyte
electro electrochemical reaction
f fuel
i, j counter for CV number in i- and j-direction
ic interconnect
inj injector
irrad irradiation
p planar
preref pre-reformer
rad radiation
ref reforming reaction
s solid (tube material)
shift shift reaction
t tubular
element geometry with a size of 3.8 mm× 3.8 mm [1] has
been used as control volume. In order to scale the cell to
the standard size of 100 mm× 100 mm, a matrix of 26× 26
repeat elements is required. The resulting length of the cell
is 98.8 mm. The tubular geometry is based on the current
Siemens–Westinghouse technology [2], which is a cathode-
supported, 1.5 m long and 22 mm diameter vertical tube. The
air enters an inner tube (injector) from the top, is preheated
while flowing downwards to the end of the tube where it
turns and flows upwards between the cathode and the injec-
tor tube. The fuel is correspondingly fed from outside the
tube and flows upwards. Fig. 1 shows the control volume of
the planar and the tubular cell, together with the respective
key dimensions and the materials. The tube interconnect that
penetrates the anode and electrolyte is not shown here.
The following assumptions, simplifications and premises
were chosen for the proposed models:
1. The fuel is partially pre-reformed methane.
2. Internal reforming at the anode. Kinetics of the reforming
reaction are respected while the shift reaction is always at
equilibrium.
3. A pre-reformer is thermally integrated by radiation from
the edges of the cells for the planar design and radiation
from the solid in the tubular design. The pre-reformer
itself is not integrated in the SOFC model, but the required
4
5
6
7amount of heat is an input variable.
. Single-cell setup is considered, i.e. adiabatic boundaries
except the pre-reformer are assumed.
. The electrochemical kinetics is limited to activation over-
potential, i.e. no diffusion overpotential is calculated.
. In the planar model, each CV has one temperature node
respectively for solid, air and fuel temperature. The tubular
model has additionally temperature nodes for the injector
air and the injector tube.
. Heat conduction is calculated in two dimensions in the
planar model, neglecting heat flow in the stacking direc-
tion. The tubular model features heat conduction in axial
direction as well as radiation between the concentric tubes.
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Fig. 1. Basic geometries of planar and tubular fuel cell control volume.
8. Radiation inside the planar cell is not included. In the
tubular cell, radiation between the solid and the injector
tube is modeled.
Similar work has been performed by Selimovic [3], Cam-
panari [4] and some other SOFC researchers. The models
present a common approach for finite-volume modeling of
SOFC, detailed enough to give information about the inter-
nal behaviour of the cell and lean enough to be implemented
into a hybrid system model and be solved within a reasonable
calculation time.
2.2. Ohmic resistance
The ohmic resistance consists of the electronic current
resistance in the interconnect and electrodes, and the ionic
resistance in the electrolyte. The latter is the most dominating
i
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w
v
u
r
o
f
l
T
b
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3rd direction (tangential) are accounted for by using the an-
alytical expression for ohmic resistance of a control volume
of the tube developed by Nisancioglu [6]. The expression is
given in Eqs. (1)–(3), describing the so-called transmission
line model. For further explanation, it is referred to the work
of Niscanscioglu [6].
R() = LCV


((
ρa
δa
)2 + (ρc
δc
)2)
cosh(Je)+ ρaρcδaδc (2+ Je sinh(Je))
2
(
1
ρeδe
)1/2(
ρa
δa
+ ρc
δc
)3/2
sinh(Je)
+
√
ρicδic
(
ρc
δc
)
2 tanh(Jic)

 (1)
where
Je = Le2
√
1
ρeδe
(
ρa
δa
+ ρc
δc
)
(2)
and
Jic = Lic2
√
1
ρicδic
ρa
δa
(3)
with the terms ρ δ = 0.002 cm2 (taken from Ni-
s
O
[
L
e
l
F
T
O
L
A
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En both concepts.
In the planar model, the electronic resistance of anode,
athode and interconnect is low compared to the electrolyte
esistance [5] and can be regarded as temperature independent
ithin the given operating conditions. The material specific
alues for a temperature of 1173 K from Bossel [5] have been
sed to calculate the resistance of the layers. Conductivity and
esistance for one CV as well as the temperature dependency
f the electrolyte is listed in Table 1.
Even though in the tubular model, the same materials as
or the flat plate model are applied, the properties given in
iterature are different due to unlike production techniques.
herefore, mostly temperature dependant resistances have
een chosen for the tubular model. Also, the geometry is
ore complex than for the flat plate design. Although the
ube is modeled in 2D, effects from current flowing in theic ic
ancioglu [6]); ρe = 8.78× 10−3 e9165/T cm (taken from
ta [7]); ρa = 2.99× 10−3 e−1395/T cm (taken from Ota
7]); ρc = 7.99× 10−3 e601/T cm (taken from Ota [7]);
CV = 1 cm (axial length of CV); Le = 6.16 cm (circumfer-
ntial length of electrode); Lic = 0.6 cm (circumferential
ength of interconnect) and the thickness δ to be taken from
ig. 1.
able 1
hmic resistances for the planar model
ayer Conductivity (S m−1) CV resistance ()
node 30.39× 103 91.24× 10−6
athode 12.87× 103 215.2× 10−6
nterconnect 3.11× 103 44.53× 10−3
lectrolyte 33.4× 103 e(−10300/T) 3.11× 10−4× e(10300/T)
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Table 2
Nusselt numbers and hydraulic diameters
Planar model Tubular model
Air side Fuel side Inner air, injector Outer air w.r.t. injector Outer air w.r.t. cathode Fuel, anode
Nu 4a 6.2a 4.36b 10b 7b 1.8b
Dh (mm) 1.953 0.7 5 9.328 9.328 11.3
a Taken from [10].
b Taken from [8].
2.3. Convective and conductive heat transfer
The heat transfer in the models is implemented by ap-
plying an electrical analogy, i.e. by calculation of thermal
resistances.
The convective heat transfer coefficientsα for all gas–solid
interfaces are determined via the Nusselt number:
α = Nuλ
Dh
(4)
The flow is assumed to be laminar and entrance effects
have been neglected. Table 2 shows the Nusselt numbers Nu
and hydraulic diameters Dh of the flow channels. Note that
flow in annular ducts has different Nusselt numbers with re-
spect to the inner and outer surface [8].
The heat conduction coefficients λ of the gases are cal-
culated separately for the temperature and gas composition
of each control volume using the polynomic formulae from
Bossel [5] for each gas species.
Thermal conductivities of the solids are considered to be
constant and their values are listed in Table 3.
The cells are assumed to operate under adiabatic con-
ditions, thus heat conduction between adjacent cells is ne-
glected. Only heat conduction between adjacent CVs, thus in
T
H
λ
i- and j-direction, is modeled. Due to its low thickness, the
PEN structure is neglected in terms of heat conduction. For
the heat transfer in i- and j-direction, the thermal resistance
of a CV is calculated by dividing the interconnect into basic
rectangular building blocks and calculating a total resistance
of the circuit. The building block model, the resulting circuit
in i-direction (j direction analogous) and the resulting total
resistance equations are shown in Fig. 2.
In the tubular model, heat transfer in the radial direction is
calculated by using an electrical analog circuit with conduc-
tive and convective resistances in series, shown in Fig. 3. The
respective temperatures in the anode, electrolyte and cathode
layer are regarded as uniform in each specific control vol-
ume. To calculate conduction into axial direction of the solid,
the center temperature with respect to thermal resistance is
chosen (i.e. the temperature at the radius where thermal re-
sistance to inner and outer surface of the solid are equal). In
eat conduction model.able 3
eat conduction coefficients
Planar model Tubular model
Interconnect Anode Electrolyte Cathode Injector
(W m−1K−1) 3.5a 3a 2a 3a 6.84b
a Taken from [5].
b Taken from [10].
Fig. 2. Planar hFig. 3. Tubular radial heat conduction model.
C. Stiller et al. / Journal of Power Sources 141 (2005) 227–240 231
the injector tube, the outside temperature is used to calcu-
late the radiation between injector and cathode. Axial heat
conduction is only considered for the solid, not for the injec-
tor tube. The effect of interconnect and circumferential heat
conduction is not considered.
2.4. Radiation
In order to reduce calculation time for the planar model,
radiation between adjacent CVs was neglected. Even though
the impact is lower than for the tubular model due to the small
channel height, neglecting this phenomenon will according
to Yakabe [9] lead to a steeper temperature profile and a shift
of the maximum temperature upstream of the fuel flow. How-
ever, it is assumed that this effect does not seriously affect
the key results, such as fuel utilization, efficiency and power
output. Thus the model should still be able to produce rea-
sonable results for use in combination with other processes,
such as a gas turbine process. However, the energy demand
of the pre-reformer is covered by radiation from the edges
of the cell (i.e. the outermost CVs) towards a fictive black
body with a uniform temperature. During the calculation,
the black body temperature is adjusted iteratively until the
radiative cell loss equals the pre-reformer duty. In order to
be physically feasible, the black body temperature must be
h
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deliver the same heat flow to the pre-reformer. To exclude a
violation of the second law of thermodynamics, it is checked
that the required temperature of the recipient for obtaining
the required heat flow does not fall below the pre-reformer
temperature.
2.5. Reactions and molar balances
Methane in the fuel is reformed at the entrance of the fuel
cell in a reaction with steam, using nickel as catalyst:
CH4 + H2O−→← CO+ 3H2 (5)
The reaction rate of this reaction can, according to
Rechenauer and Achenbach [11], be calculated by the fol-
lowing expression:
rCH4 (mole s−1)
= 4274 (mole m−2 bar−1 s−1) e−82 (kJ mole−1)/RTpCH4Aact
(6)
with the active area of 1.444× 10−5 m2 for the planar and
5.76× 10−4 m2 for the tubular CV. The carbon monoxide
produced by methane reforming reacts with steam to form
carbon dioxide and hydrogen:
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Nigher than or at least equal to the pre-reformer tempera-
ure.
The tubular geometry shows high temperature differences
etween the solid and the injector tube. Therefore, the tubular
odel includes radiation between the injector tube and the
athode. In this case, the control volumes of the tube repre-
ent a 10 mm high slice of the tube, and by pre-calculations
t has been found that 95% of the radiative heat exchange
ccurs within the same CV and with the CVs lying above
nd underneath the CV in consideration. To reduce calcu-
ation time the remaining radiative heat exchange has been
eglected. The implementation is shown in Fig. 1 with shape
actors obtained from Incropera and Dewitt [10]. Note that
he cathode has a shape factor of 34% to itself. Consequently
nly 66% of the radiation originating from the cathode occurs
n the heat balance.
To reduce calculation time the pre-reformer heat duty is
ncluded as constant sink term in the tube solid heat balance,
lthough this effect is of radiative character. Thus, all CVs
able 4
olar balance equations
pecies Planar model
H4 ni,jCH4 = n
i−1,j
CH4 − rCH4
O ni,jCO = ni−1,jCO + rCH4 − rCO
O2 ni,jCO2 = n
i−1,j
CO2 + rCO
2 n
i,j
H2 = n
i−1,j
H2 + 3rCH4 − rH2 + rCO
2O ni,jH2O = n
i−1,j
H2O − rCH4 − rCO + rH2
2 n
i,j
O2 = n
i,j−1
O2 − 0.5rH2
2 n
i,j
N2 = n
i,j−1
N2O+ H2O−→← CO2 + H2 (7)
At the SOFC operating temperature this reaction is very
ast and assumed always to be in equilibrium. The equilibrium
onstant is determined with linear approaches for the Gibbs
ree energy found in standard literature. Due to a rather high
team to carbon ratio (∼2–3) no carbon deposition is con-
idered. A check whether this assumption is fair is however
ncluded.
Both carbon monoxide and hydrogen can theoretically
articipate in the electrochemical reactions, but for simplicity
nly the hydrogen reaction is considered.
2+ 12 O2→ H2O (8)
he reaction rate of the electrochemical reaction can be cal-
ulated by using the formulae (9)–(11):
= Erev − RI − η (9)
Tubular model Equation
niCH4 = n
i−1
CH4 − rCH4 (26)
niCO = ni−1CO + rCH4 − rCO (27)
niCO2 = n
i−1
CO2 + rCO (28)
niH2 = n
i−1
H2 + 3rCH4 − rH2 + rCO (29)
niH2O = n
i−1
H2O − rCH4 − rCO + rH2 (30)
niO2 = n
i−1
O2 − 0.5rH2 (cathode air) (31)
niN2 = n
i−1
N2 (cathode air) (32)
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η = 2.83× 10−4 (m2) I
Aact
e8360 (K)/T (10)
rH2 =
I
2F
(11)
In Eq. (9) the current is calculated from a set operating
voltage, open circuit potential, sum of the ohmic and ionic
resistances and activation overpotential. The latter is approx-
imated in Eq. (10), taken from Selimovic [3]. The reaction
rate of H2 can then be calculated by applying Faradays law
as in Eq. (11). Being the most common approach for SOFC
modeling, no diffusion overpotential has been regarded.
Applying these reactions and considering the gas flows
into the CVs at anode and cathode side of the cell, the molar
balance equations for all occurring species are determined as
shown in Table 4.
2.6. Heat balances
In the planar model, heat balances are calculated for the air,
fuel and solid (i.e. interconnect). Air flows in the j-direction,
while fuel flows in the i-direction as depicted in Fig. 1.
Heat balance of the air is given by:
αairAc(T i,j − T i,js ) =
coair∑
(cp,co(T i,j−1)ni,j−1co T i,j−1
s
s
o
o
α
D
g
c
f
to the pre-reformer. The latter is only different from zero at
the edges of the cell (thus, i= 1, i= 26, j= 1 or j= 26) and
where T i,js > Tblack and is in these cases
˙Q
i,j
p,preref = εσAs((T i,js )
4 − (Tblack)4) (15)
with an emissivity of ε= 0.8. The tubular model is more
complex, as it comprises three separate gas channels and fur-
thermore includes radiation between the injector tube and the
cathode.
The heat balance for the fuel is analogous to the planar
model, however one-dimensional:
T if − T is
Rt1
=
cof∑
co
(cp,co(T i−1f )ni−1co T i−1a − cp,co(T if )nicoT if )
(16)
The heat balance for the tube solid is extended by the
radiation and irradiation terms and the pre-reformer duty:
2T is − T i+1s − T i−1s
Rt,ax
+ T
i
s − T if
Rt1 + 12Rt2
+ T
i
s − T ia1
Rt3 + 12Rt2
+ ˙Qis,rad − ˙Qis,irrad
= −rCH Href − rCOHshift − rH (Helectro + 2UF )
w
a
Q
a
F
uair
co
air air
− cp,co(T i,jair )ni,jcoT i,jair ) (12)
In words, the convective heat transport between air and
olid material equals the sum of the heat capacity flows of all
pecies into the CV minus the sum of the heat capacity flows
f all species out of the CV.
The fuel heat balance is analogous; however, the fuel flows
rthogonally to the air:
fAa(T i,jf − Tsi,j) =
cof∑
co
(cp,co(T i−1,jf )n
i−1,j
co T
i−1,j
f
− cp,co(T i,jf )ni,jcoT i,jf ) (13)
ue to the electrical analogy the heat balance in the solid is
iven by:
2T i,js − T i+1,js − T i−1,js
Rp,i
+ 2T
i,j
s − T i,j+1s − T i,j−1s
Rp,j
+αairAc(T i,js − T i,jair )+ αfAc(T i,js − T i,jf )
= −rCH4Href − rCOHshift
−rH2 (Helectro + 2UF )− ˙Qi,jp,preref (14)
In words, the heat conduction in i- and j-direction plus the
onvection to air and fuel equals the heat conversion of re-
orming, shift and electrochemical reaction and the radiation4 2
− ˙Qt,preref (17)
here the radiative terms according to Fig. 4 can be expressed
s:
˙
i
s,rad = (0.3+ 2× 0.1+ 2× 0.08)εσAs(T is )
4
= 0.64εσAs(T is )
4 (18)
nd
˙Qis,irrad
= εσ[Ainj(0.64(T iinj)
4 + 0.18(T i−1inj )
4 + 0.18(T i+1inj )
4)
+As(0.1(T i−1s )
4 + 0.1(T i+1s )
4)] (19)
ig. 4. Distribution of radiation energy between three adjacent control vol-
mes in the tubular system.
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with an emissivity of ε= 0.8. The pre-reformer duty ˙Qt,preref
is an input parameter, which must be determined externally
to correspond with the pre-reformer inlet and outlet fuel com-
position enthalpies.
The heat balance for the cathode air between injector and
cathode is:
T ia1 − T is
Rt3 + 12Rt2
+
T ia1 − T iinj
Rt4
=
coa1∑
co
(cp,co(T i−1a1 )ni−1co T i−1a1 − cp,co(T ia1)nicoT ia1) (20)
The heat balance for the injector tube is
T iinj − T ia1
Rt4
+
T iinj − T ia2
Rt5 + Rt6 +
˙Qiinj,rad − ˙Qiinj,irrad = 0 (21)
and again includes radiation and irradiation:
˙Qiinj,rad = (0.64+ 2× 0.18)εσAinj(T iinj)
4 = εσAinj(T iinj)
4
(22)
and
˙Qiinj,irrad = εσAs(0.3(T is )
4 + 0.08(T i−1s )
4 + 0.08(T i+1s )
4)
T
o
i
t
2
I
t
s
a
t
2
a
c
f
c
(pre-reformed) fuel stream properties. This can be done by
regarding the pre-reformer as a Gibbs reactor.
A further input parameter is the cell voltage, through
which the current is determined by Eq. (9). The fuel uti-
lization (FU), i.e. the fraction of fuel that is utilized by the
fuel cell, is determined by evaluating Eq. (11) for each CV
together with the solved heat balance equations.
In some cases it may be more desirable to define the
fuel utilization instead of the operating voltage. This can be
reached by a simple iteration routine, which modifies the volt-
age until the desired FU is reached. The electric current is a
function of fuel flow, inlet concentration and fuel utilization
and is thus also an implicit input parameter of the model.
In order to reduce calculation time both planar and tubular
models do not consider special stacking particularities, i.e.
except the specified heat exchange with the pre-reformer, the
cell boundaries are adiabatic. This idealization means that
indefinite stacks are modeled.
2.8. Numerical method and implementation
The implementation of the models results in a set of con-
nected non-linear equations and some ancillary equations.
The system is solved with the Newton–Raphson iteration pro-
cedure taken from Engeln-Muellges and Uhlig [12], which
u
s
t
s
2
e
•
•
•
•
•
c(23)
he gas composition in the injector is constant, as no reactions
ccur. Its heat balance is:
Ta2i − Tinji
Rt5 + Rt6
=
coa2∑
co
(cp,co(Ta2i+1)ncoTa2i+1 − cp,co(Ta2i)ncoTa2i)
(24)
A check whether carbon deposition occurs can be included
nto the model by investigating the Gibbs energy of the reac-
ions:
CO  C + CO2 and CH4 C + 2H2 (25)
f the Gibbs energy is less than or equal to zero, coking can
heoretically occur. However, as the reactions are rather slow,
mall negative Gibbs energy values could possibly be toler-
ted. Nevertheless, Gibbs energy of zero was assumed to be
he lower boundary for the carbon-deposition-free regime.
.7. Boundary conditions and input parameters
The model requires temperature, pressure, composition
nd molar flow of the incoming gas streams as boundary
onditions and therefore input parameters. The radiation heat
rom the cell edges to the pre-reformer is also a boundary
ondition which needs to be set according to the incomingses the partial derivatives of the equations to approach the
olution.
The models have been implemented in Fortran 90, under
he objective to integrate them into the flowsheet simulation
oftware PRO/II by Simsci.
.9. Type of results
The following results can be achieved with the SOFC mod-
ls:
Fuel utilization/voltage: depending on the running mode,
one is an input parameter and the other one a result.
Power output and global energy efficiency of the cell.
Carbon deposition check: the CVs where carbon deposi-
tion is likely to occur.
Black body temperature: the temperature an imaginary
black body must have to receive the radiative heat flow
that is required by the pre-reformer.
Arrays of values for each CV (two-dimensional for the
planar, one-dimensional for the tubular model)
◦ Molar flow of all components.
◦ Temperatures of air, fuel, solid (additional preheating
air and injector for tubular model).
◦ Temperature gradients in i- and j-direction of the planar
and in axial direction of the tubular cell.
◦ Electric current.
◦ Molar amount of CO processed by the water gas shift
reaction.
These results allow for a detailed study of the operation
onditions of the fuel cells.
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2.10. Model validation
The planar model has been validated against the models of
Rechenauer [11] and Selimovic [3] using the input values of
the IEA Benchmark Test [13]. The air and fuel flow rate were
in both cases adjusted to the exact values selected by each
compared model. The comparison in Table 5 shows that the
planar model produces similar results in all shown parameters
and a voltage deviation at identical fuel utilization and current
density in the range of 2%.
The tubular model was validated using the experimen-
tal data and assumptions published by Campanari [4] for an
atmospheric and a pressurized system. The input parame-
ters and fuel utilization values of the experimental data have
been simulated with the model, giving voltage and power as
Table 5
Validation of the planar model
Rechenauer Planar model Selimovic Planar model
Pressure (bar) 1 1 1 1
Fuel flow rate (mole s−1) 1.872× 10−4 1.784× 10−4
Air flow rate (mole s−1) 3.047× 10−3 2.901× 10−3
Inlet fuel and air temperature (K) 1173
Fuel utilization (%) 85
Inlet fuel composition (molar fraction)
H2 0.2626
V
V
P
M
M
M
M
M
T
V
P
F
A
I
I
F
I
V
V
P
result. Input parameters and results are shown in Table 6.
While the atmospheric case matches very well with a volt-
age deviation of only 0.8%, there is quite a high devia-
tion in the pressurized case (13.3% in terms of voltage).
However, the results are sensitive to the inlet temperature
and fuel composition, which Campanari chose from a dif-
ferent work than the experimental results. If air and fuel
inlet temperature for the model are increased by 90 K in
case of the pressurized system, the voltage values match.
As no complete set of input parameters and experimental
results for tubular fuel cells was found in literature, we con-
sider the exactness of the model as sufficient for the mean-
while. Once measurement data has been published, it is easy
to calibrate the model to the data using parameter estima-
tion.H2O 0.4934
CH4 0.1710
CO 0.0294
CO2 0.0436
oltage (V) 0.682
oltage deviation (%) 2.64
ower (W) 20.46
ax. current density (A m−2) 4800
in. current density (A m−2) 1100
ax. solid temperature (◦C) 1061
in. solid temperature (◦C) 823
ax. temperature gradient (K mm−1) 7.09
able 6
alidation of the tubular modelAtmospheric (plant A) Tub
ressure (bar) 1.05 1
uel flow per tube (mole s−1) 1.511× 10−3
ir flow per tube (mole s−1) 1.055× 10−2
nlet fuel temperature (K) 823
nlet air temperature (K) 1104
uel utilization (%) 69
nlet fuel composition (molar fraction)
H2 0.258
H2O 0.284
CH4 0.11
CO 0.057
CO2 0.228
N2 0.063
oltage (V) 0.69 0
oltage deviation (%) 0.72 0
ower (W) 104.8 1050.7 0.658 0.669
2.64 1.67 1.67
21.12 19.74 19.02
4570 6039 5798
1260 804 1665
1036 1130 1063
845 741 849
8.95 n.a.ular model Pressurized (plant B) Tubular model
.05 3.5 3.5
2.287× 10−3
1.290× 10−2
860
1048
69
0.226
0.334
0.131
0.057
0.241
0.011
.695 0.639 0.564
.72 13.3 13.3
.6 157.0 138.6
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Fig. 5. Applied gas turbine cycle.
3. Hybrid cycle performance simulation
3.1. SOFC/GT cycle design and simulation premises
The modeled SOFC/GT cycle is illustrated in Fig. 5. The
GT cycle and balance of plant equipment is implemented in
PRO/II, where Fortran-based SOFC models are implemented
as a user added subroutine in the flowsheet. The gas streams
of the SOFC are defined by linking of the SOFC model in
the flowsheet. The heat duty to the pre-reformer as well as
voltage respectively fuel utilization of the SOFC models are
entered via an entry form and can also be linked to process
variables. Methane is partially reformed in a pre-reformer,
which is modeled as a Gibbs reactor and thermally connected
to the fuel cell. The operation temperature of the pre-reformer
is controlled to equilibrium temperature of the desired pre-
reforming level.
The cycle comprises two-stage cascaded heat recupera-
tion, anode gas recycling and an afterburner for the unspent
and possibly additional fuel. The pressure of the recycle gas is
raised to the fresh fuel gas level by an ejector (not displayed).
Losses in the ejector are not included in the energy balance
of the system, as the fuel is assumed to be delivered directly
from a high-pressure grid.
Table 7 summarizes the setup of the GT cycle. Most as-
s
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tubular SOFC is less sensitive to this effect since the tubes
can expand freely and the temperature is more uniform. An-
other issue is to avoid operational modes where coking can
occur.
Table 7
GT cycle setup
Item (Fig. 5) Specification
EXTRA FUEL 100% Methane; 288 K/20 bar
AIR 288 K/1 bar
WATER 283 K/1 bar
COMPRESSOR 81% Adiabatic efficiency
TURBINE 84% Adiabatic efficiency; outlet pressure 1.1 bar
PRE-REFORMER Gibbs reactor; pressure drop 2%; operating
temperature 800–900 K (controlled to achieve
desired pre-reforming degree); heat demand
supplied by fuel cell
AFTERBURNER Gibbs reactor; pressure drop 5%; complete
combustion; coupled with HT RECUP for heat
transfer
SOFC User added subroutine; pressure drop 2%;
radiative heat loss is the PRE-REFORMER heat
demand; specification of either operating voltage
or fuel utilization
LT RECUP Pressure drop 2% for inlet air and exhaust (rest 0);
cold products outlet 50 K below hot product inlet
(1st and 2nd law check)
HT RECUP Pressure drop cold side 2% (hot side is coupled
with AFTERBURNER), cold product temperature
T
B
Parameters Planar Tubular
Pressure (bar) 3 3
Steam to carbon ratioa 2.5 2.5
Fuel utilization (%) 85 85
Recirculation degree (%) 0 0
Fuel inlet temperature (K) 1123 1123
Air inlet temperature (K) 1123 923
Fuel flow per active cell area (mole m−2 s−1) 4.5× 10−3 3.8× 10−3
Air excess ratio, λ 6 4
Pre-reforming degree (%) 30 50
a Molar flow of steam divided by molar flow of methane in the fresh fuel
entering the pre-reformer.umptions were taken from Pa˚lsson [14]. The specifications
hat are most significant for the cycle or subject to changes
uring the parameter studies are shown below in Table 8.
The fuel cell input parameters, such as gas composition,
ressure and temperature of the streams ANODE IN and
ATHODE IN (Fig. 5) and the duty of the pre-reformer,
re calculated in the PRO/II model and sent to the Fortran
ubmodule. The solver operation mode and one further input
arameter (operation voltage or fuel utilization level) must
e specified in the SOFC module itself to be transferred to
he Fortran routine.
The most important operational constraints for the pla-
ar SOFC are the maximum allowable temperature (Tmax) of
300 K [3] and the maximum temperature gradient in the area
f 5 K mm−1 [11] to avoid thermal cracking of the cell. Thespecified (fuel cell specifications)
able 8
ase case parameters
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Table 9
Operational data at base case
System Parameter Planar system Tubular system
Fuel cell Efficiency (LHV, %)a 62.5 52.5
Voltageb (V) 0.700 0.616
Max. temperature (K) 1272 1130
GT cycle TIT (K) 747 1185
Spec. turbine power productionc (%) 55 69
Spec. compressor power consumptionc (%) 48 37
SOFC/GT cycle Total efficiency (LHV, %) 58.5 63.1
a Based on the fuel taking part in the electrochemical reaction.
b Voltage is a result of the model when a certain fuel utilization is determined.
c Ratio between power of compressor/turbine and fuel cell power.
3.2. Setup of a base case
As a starting point for parameter variations, a base case
is defined. Table 8 shows the base case assumptions for the
parameters that are of high importance for the cycle ther-
modynamics and fuel cell operation. The values represent
typical values for SOFCs. A recirculation degree of zero has
been chosen for calculation time reasons. Due to the nature
of the different designs, some values differ for the planar and
tubular model:
• The air inlet temperature of the tubular fuel cell lies well
below the one of the planar SOFC in order to achieve the
designated internal cooling effect of the preheating injector
air.
• The fuel flow rate has been adapted geometry-specifically
(i.e. fuel flow per m2 s) in order to achieve comparable
points in the operation ranges of the fuel cells. A value
from Rechenauer [11] was chosen for the planar cell and
a value from Yi [15] for the tubular cell.
• The tubular model is known to tolerate lower air excess
ratios due to the ability of the tubes to tolerate higher ther-
mal gradients by expanding freely. Therefore an air excess
of 4 has been chosen for the tubular model.
• The pre-reforming degree of the tubular cell must be com-
parably high due to problems with the convergence of the
ficiency
Table 9 shows main operational data of the fuel cell and
the GT cycle for the base case. The listed fuel cell efficiency is
based on the fuel taking part at the electrochemical reaction,
i.e. without considering the fuel utilization. Power production
and consumption by the gas turbine and compressor is given
specifically as percentage of the fuel cell stack power. The
power supplement of the GT cycle in relation to the fuel cell
can thus be seen as the difference between specific turbine and
compressor power. It is visible that in the planar system, the
net power output from the GT cycle is very low and the system
efficiency is below the fuel cell efficiency. This is mainly due
to the low turbine inlet temperature. The tubular fuel cell has
a lower efficiency due to the higher ohmic resistance, which
leads to a higher heat production. The additional amount of
heat is however spent on internal preheating of the incoming
air flow. This in turn reduces the duty of the high temperature
recuperator, which leads to a higher turbine inlet temperature
(TIT) and therewith a higher output of the GT cycle.
3.3. Parameter study
A parameter study was performed by varying only one
parameter at a time while keeping the others at their base
case values. Figs. 6 and 7 shows the system efficiency for the
planar design (left) and the tubular design (right) as a function
omodel.
Fig. 6. Dependency of system ef on pressure and recycling rate.
f the varied parameters. The y-axis covers the same range
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Fig. 7. Dependency of system efficiency on air inlet temperature and air excess ratio.
of values for all diagrams. The x-axis has been designed to
show the base case value of each parameter and system in the
middle, while the gradient is the same for each parameter.
Figs. 8 and 9 show the gas turbine cycle power supplement
to the fuel cell power in the same manner.
As can be seen from the bold line of Fig. 8, the turbine
power output of the planar system decreases strongly at a
pressure higher than 2 bar. That is because the TIT decreases
due to a shift of the heat recovery duty towards the high-
temperature recuperator. This can be countered by adding
extra fuel to the afterburner. The dashed line in Figs. 6 and 8
shows the performance at a TIT controlled to 1173 K by this
method. It can be seen that the power production of the planar
system can be strongly increased at the cost of only a slight
decrease in efficiency by adding extra fuel. For the tubular
system, this effect is also present, however it is weaker. The
system power output is furthermore increased slightly by the
fuel cell efficiency increase at higher pressure.
Reducing the air flow rate would cause a high gain in ef-
ficiency of the planar system due to reduced heat and energy
losses (see Fig. 6, left). However, the high excess air is re-
quired for cooling reasons, hence the maximum temperature
er supp
is exceeded for an air excess ratio of 4. The tubular cell has
better internal heat management and can thus be operated at
a lower air excess ratio. This fact compensates for the lower
efficiency of the tubular SOFC stack.
The air inlet temperature strongly influences the average
temperature in the cell. Thus, a higher air inlet temperature
has a positive influence on the reaction kinetics and results
in higher fuel cell efficiency. This causes the tubular system
efficiency to increase with increasing fuel cell air inlet tem-
perature as can be seen in Fig. 7. In the planar system, this
effect is partially compensated by the decreasing TIT caused
by a higher heat transfer in the high-temperature recuperator.
Regarding the internal temperature charts of the fuel cell, it
turns out that the maximum local temperature of the SOFC
can be effectively controlled by the air inlet temperature.
The influence of the recycling rate on the planar system
efficiency is rather low. However it should be mentioned that
anode gas recycling rate has practical advantages as it reduces
the system complexity by providing steam and also decreases
internal temperature gradients of the fuel cell. The recycling
rate could not be checked in the tubular case due to solver
stability reasons, but the same tendency could be expected.Fig. 8. Dependency of gas turbine pow lement on pressure and recycling rate.
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Fig. 9. Dependency of gas turbine power supplement on air inlet temperature and air excess ratio.
3.4. Near-optimum case
In accordance with preliminary studies, the pressure of
the planar system has been reduced to 2 bar and the air inlet
temperature of the tubular system is raised to 973 K in order to
study a near-optimum case. Base case parameters have been
assumed for the remaining values. For the planar system,
the maximum local temperature in the cell is at its limit.
Simulations with a combination of lower air inlet temperature
and lower air excess ratio did not show significant efficiency
improvements. Table 10 shows relevant operational data at
the near-optimum point.
Fig. 10 displays charts for solid temperature, current den-
sity, hydrogen and methane of the planar fuel cell at near-
optimum operation. The temperature distribution shows that
the maximum local temperature occurs at the air outlet and
near the fuel outlet. Close to the outlet of the fuel flow, tem-
perature decreases due to decreasing electrochemical reactionFig. 10. Temperature, current density, H2 and CH4 molar flow fields for the planar cell at near-optimum case.
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Fig. 11. Temperatures, current density, H2 and CH4 molar flow fields for the tubular cell at near-optimum case.
Table 10
Operational data at near-optimum case
System Parameter Planar system Tubular system
Fuel cell Efficiency (LHV, %) 62.5 54.7
Voltage (V) 0.705 0.641
Max. temperature (K) 1300 1175
GT cycle TIT (K) 1191 1220
Spec. turbine powera (%) 51 68
Spec. compressor powera (%) 28 35
Total efficiency (LHV, %) 66.9 66.7
a Ratio between power of compressor/turbine and fuel cell power.
rate, cooling by the air and the radiation to the pre-reformer.
The figure also shows that most of the methane is reformed
at the inlet. The hydrogen mole flow decreases steadily to-
wards the fuel outlet. The current density as a measure for
the electrochemical reaction is mainly influenced by the tem-
perature (through the ohmic resistivity) and the amount of
hydrogen (through the Nernst equation). Thus the maximum
lies between the hydrogen and the temperature maximum.
Fig. 11 shows parameters in the tubular cell. The injector
air flows to the right (downwards), while the reacting gases
flow to the left (upwards) in these diagrams. It can be seen
that the injector air is effectively cooling the cell in the upper
section, while it provides some heat for the reforming reaction
in the lower section. Hydrogen and methane mole flows and
the current density behave similar to the planar model in i-
direction.
4. Conclusions
The current paper describes two steady-state finite vol-
ume models for planar and tubular fuel cells. Although sev-
eral simplifications and assumptions have been done during
the development of the models, they provide reasonable re-
sults. This has been proven for the planar model by valida-
t
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[4] shows a certain divergence at high-pressure. However, no
complete set of parameters from one source was found in
literature, making a proper validation impossible.
It has been shown that hybrid systems can achieve effi-
ciencies above 65% with the planar as well as the tubular
geometry SOFC. The main difference between the planar
and the tubular system for the gas turbine cycle is the inter-
nal pre-heating of the air in the tubular system, permitting a
lower air inlet temperature. The thereby reduced amount of
high-temperature heat in the pre-heating section allows for
a higher-pressure ratio at acceptable turbine inlet tempera-
tures. The tubular system’s ability to be operated at lower air
excess ratio lowers the exhaust gas losses and increases the
afterburner temperature, improving the effectiveness of the
GT cycle. These effects compensate for the lower efficiency
of the tubular fuel cell stack, which is caused by its higher
ohmic resistivity.
The introduction of additional fuel to the afterburner in-
creases the turbine inlet temperature and therewith the GT
cycle yield. The efficiency of both systems at higher pressures
can be raised by this method. In case of the planar system,
the power supplement of the GT cycle can be significantly
increased. This effect could play a roll for the power output
control of hybrid systems capable of pressure variation.
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ABSTRACT 
The current work shall prove the feasibility and show 
methods to safely operate a simple SOFC/GT hybrid system 
under part-load and load change. Dynamic and steady state 
studies on a detailed model of a SOFC/GT hybrid system have 
been performed. A design point is selected. Steady-state part-
load behaviour is shown by means of performance maps. An 
operation line with fairly constant temperatures in the upper 
part-load regime and an almost constant efficiency down to 
app. 25% part-load is proposed and the dynamic behaviour of 
the system on rapid load changes is investigated. Strategies for 
the dynamic controlling of power by manipulating fuel flow are 
shown that might enable the system to adapt to a new setpoint 
power quite quickly. 
Keywords: SOFC, Hybrid System, Dynamic Model, 
Part-load 
INTRODUCTION 
A large amount of modelling work [1-4] and a 
demonstration plant [5] have proven that a solid oxide fuel cell 
(SOFC) integrated with a gas turbine (GT) has a potential for 
high efficiency electricity production with low environmental 
emissions. However, these types of systems face many 
challenges when it comes to load change and part-load 
operation. A gas turbine alone has good dynamic properties 
compared to the SOFC, but part-load performance can be rather 
poor. In any operational point, compressor surge must be 
prevented. A SOFC is generally able to respond quickly to load 
changes [6], but it might be destroyed or seriously degraded 
either due to thermally induced stresses caused by different 
thermal expansion coefficients in the cell materials or from 
carbon deposition at the anode. Another phenomenon that may 
occur during load change is backflow of gas from the burner to 
the anode cycle. These incidents must not occur in any 
operation instance. 
Results from part-load operation modelling have already 
been discussed by some authors. Costamagna et al. [7] 
investigated a hybrid system using a non-dimensional tubular 
SOFC model. In all simulations they assumed constant fuel 
utilisation (FU). If shaft speed was assumed constant, power 
output could only be controlled by varying the fuel flow. These 
simulations showed large variations in air utilisation (AU) and 
loss of efficiency for fixed shaft speed when operating at part-
load. For variable shaft speed, however, AU and FU as well as 
SOFC inlet temperatures could remain fairly constant in part-
load operation with only a small penalty on system efficiency. 
This effect was mainly due to increased recuperator efficiency 
owing to reduced air flow rate. 
Campanari [8] also used a non-dimensional tubular SOFC 
model to investigate the hybrid system. Assuming constant FU 
of 80%, for constant shaft speed they suggested reducing AU 
and current density for part-load. This approach will reduce 
power output of the SOFC as well as the turbine inlet 
temperature (TIT) and consequently the power output of the 
GT. For variable shaft speed they suggested to reduce air flow 
rate and current density to maintain a constant AU. However, a 
reduction in air flow rate leads to pressure reduction and 
therewith higher turbine outlet temperature (TOT) and thus 
higher recuperator outlet temperatures. They concluded that for 
maintaining constant TIT, the current density has to be reduced 
further.  
Chan et al. [3] also investigated a non-dimensional tubular 
SOFC-type in a hybrid system. In their system, power is 
reduced by shifting the load from the SOFC to the GT through 
introducing fuel to the combustor, which results in strong 
reduction of the system efficiency. This method also implies 
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that a SOFC bypass should be implemented for both fuel and 
air. Due to the low part-load efficiency, they state that this 
method is mainly for short term load reduction. The aim was to 
maintain a relatively high SOFC temperature. 
Pålsson and Selimovic [9] used a 2-dimensional planar 
SOFC model for part-load studies. Design point was set where 
the compressor flow matched the cooling requirement of the 
SOFC. They introduced an air heater/cooler prior to the SOFC 
entry in order to meet the requirements for the air inlet 
temperatures at part-load operation. TIT was kept constant and 
shaft speed was varied. At part-load operation, increased FU 
and low GT part-load efficiency led to increased power 
contribution from the SOFC. Due to the problems associated 
with matching of the system components, they concluded that 
the load range for hybrid systems should be limited to 55 –  
100%, corresponding to a load variation of the GT of 20 – 
100%.  
Kimijima and Kasagi [10] studied part-load of a 30 kW 
simple recuperated cycle using a non-dimensional SOFC 
model. Variable and fixed shaft speed operations are compared. 
FU is kept constant, even though it is mentioned that FU could 
be increased at part-load operation. They conclude that variable 
shaft speed operation is favourable in terms of part-load 
performance; however the higher TOT could cause problems. 
All above mentioned authors have identified inlet and 
outlet gas temperatures as well as air and fuel utilisation of the 
SOFC as important parameters for part-load operation of hybrid 
systems. Maintaining a constant SOFC operation temperature is 
important to avoid thermal cracking, but this might be difficult 
to achieve at reduced pressure as the TOT increases and 
consequently the recuperator outlet temperatures.  
We have recently investigated a SOFC system with recycle 
and pre-reformer to be fitted into a hybrid system [11]. 
Performance maps were introduced to illustrate the 
relationships between the most important SOFC parameters 
over air flow and either FU or AU, while keeping the other of 
the two latter parameters constant. Based on these maps, it was 
found out that strategies with fairly constant temperatures in the 
SOFC seem feasible. Due to the lack of a GT model, SOFC 
inlet temperature was assumed constant and the pressure was 
assumed proportional to the air flow. This was the main 
limitation of this work.  
The current work presents a detailed dynamic model of a 
tubular SOFC system integrated into a simple recuperated GT 
cycle. It shall prove the feasibility and show methods to operate 
such a system in part-load and load change without any of the 
critical phenomena to occur. The system is designed for a 
certain nominal performance. The selection of the design point 
is discussed and vital parameters are highlighted. Furthermore, 
part-load behaviour as a function of the controllable 
parameters, i.e. fuel flow and shaft speed, is investigated. The 
dependency of crucial system parameters on the controllable 
parameters is displayed in steady state performance maps. From 
the maps, valid ranges of the controllable parameters and 
advantageous operation lines are derived. Applying the derived 
operation lines, transient behaviour of the crucial parameters 
during load-changes is investigated. Considering steady state 
and transient results, a strategy for safe operation of the 
investigated system is proposed. Finally, an overview on 
further opportunities is given. 
 
NOMENCLATURE 
Abbreviations 
FU  - Fuel utilisation 
GT  - Gas turbine 
HEX - Heat exchanger 
RFF - Fuel flow relative to design point 
RP   - Net power relative to design point 
RPM - Rounds per minute 
RSS - Shaft speed relative to design point 
SM  - Surge margin 
SOFC  - Solid oxide fuel cell 
TIT  - Turbine inlet temperature 
TOT - Turbine outlet temperature 
SOFC AND GT-CYCLE MODEL 
The investigated hybrid cycle is shown in Fig. 1. The ducts 
account for time delay of the flows under transient conditions. 
The SOFC system design (inside the vessel in Fig. 1) is similar 
to that of Siemens-Westinghouse. This type of design has been 
described by other authors [12, 13]. The model incorporates 
pre-reformer, afterburner and recirculation and mixing 
chamber, where part of the anode exhaust gas is admixed to the 
fresh fuel in an ejector in order to supply steam to the steam 
reforming and shift reaction. Required valves for start-up, shut-
down and failure have not been included. The whole model is 
implemented in the equation based modelling tool 
gPROMS [14]. The sub-models comprise the following: 
• The SOFC model is spatially discretised and fully 
dynamic in terms of gas transport and heat transfer, 
allowing the study of temperature distributions. Gas 
flows are treated as 1D plug flows, while the solid 
structures are modelled by a 2D discretisation scheme in 
axial and radial direction, neglecting effects in the 
circumferential direction. The model accounts for the 
effects of internal reforming, activation and 
concentration polarisation, ohmic resistance and 
pressure losses. A more detailed description of the 
model is given in Appendix 1. 
• As the temperature distribution inside the pre-reformer 
is of minor interest, it is modelled as a non-dimensional 
Gibbs equilibrium reactor where reforming and water-
gas shift reactions take place. It is thermally connected 
to the fuel cell tube. The consumed heat is supplied by 
radiation from the anode surface, adjusted by a shape 
factor to meet a certain pre-reforming degree at the 
design case. Gas residence time in the pre-reformer is 
accounted for by ducts up- and downstream the pre-
reformer. 
• The afterburner is non-dimensional and adiabatic and 
completely combusts the remaining anode exhaust gas 
together with the cathode air. By mixing cathode and 
anode exhaust streams, it causes pressure equalisation of 
these flows upstream.  
• The afterburner exhaust is preheating the inlet air by a 
counter-flow tube-shell set-up, where the tube is the 
prolongation of the fuel cell air supply tube. The model 
accounts for thermal inertia, pressure loss and gas 
residence times. The approaches are equal to the SOFC 
model. 
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Figure 1: Cycle layout and design point values (square-marked values remain always constant). 
• The pressure loss in the anode loop is overcome by an 
ejector. High induced (recycle) flow rates at low 
pressure differences are typically achieved by subsonic 
mixing ejectors. The actuating flow is accelerated to 
supersonic speed in a Laval nozzle before it enters the 
mixing chamber. The ejector model is based on section-
wise momentum balances and has been validated against 
data from Marsano et al. [15]. Pressure losses are 
included by a fixed throttle valve.  
• The ducts are adiabatic and frictionless. Their only 
purpose is to account for gas residence time.  
• The HEX is a stack of counter-flow plate-fin type. A 2-
dimensional distributed model is applied that accounts 
for thermal inertia, pressure loss and gas residence 
times. The approaches are equal to the SOFC model.  
• Generator and power electronics account for 
transformation efficiencies which are assumed to be 
constant. A constant power sink accounts for power 
consumption of auxiliaries and transformation efficiency 
decrease at low load. 
• The compressor is based on the performance map of a 
small centrifugal research compressor by the German 
Aerospace Centre [16]. The map is understood as a 
generic radial compressor map and therefore it has been 
scaled in terms of reduced mass flow, pressure ratio and 
shaft speed to fit the design case. The map has been 
modelled using polynomials of 4th and 5th order for 
reduced mass flow, pressure and efficiency as functions 
of reduced shaft speed and operation (b) line. A surge 
margin (SM) is calculated as follows: 
( ) ( )
( )
,
,
surge m m nSM
m n
π π
π
−=    (1) 
where ( ),m nπ   is the actual pressure ratio at the actual 
mass flow and reduced shaft speed and ( )surge mπ  is the 
surge pressure ratio at the actual mass flow. An iso-line 
representation of the compressor characteristics is 
shown in Appendix 2. 
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• The turbine is based on the performance map of a small 
radial turbine [16] which is, similar to the compressor 
map, scaled to fit the design case. An ellipse approach 
has been used for the relationship between reduced mass 
flow, reduced shaft speed and operation (b) line. 
Pressure ratio and efficiency have been modelled 
through polynomials. An iso-line representation of the 
turbine characteristics is shown in Appendix 2. 
• The shaft model includes acceleration/deceleration of 
the shaft through moment of inertia of the moving parts: 
Bd P
dt I
ω
ω= ⋅  (2) 
Where ω  is the angular shaft speed in [rad·s-1], I is the 
moment of inertia in [kg·m2], and PB is the power 
balance 
B m Turb Comp GenP P P Pη= − −  in [W]. (3) 
The resulting whole model consists of approximately 9,000 
algebraic and 2,000 state variables. The simulations were 
performed on a 2.5 GHz Intel Pentium-4 processor PC. 
Calculation time for a steady state point was approximately 5-
10 seconds. The solver for dynamic calculations uses flexible 
time increments, thus calculation time depends on the 
momentary fluctuation rate of the variables. A calculation time 
of about 5 minutes was required for the dynamic performance 
studies shown below. 
DESIGN POINT 
Before part-load behaviour can be studied, a design point 
has to be defined. All relevant cycle data are displayed in 
Fig. 1. Most of the data are similar to recent literature on hybrid 
cycles [3,7,8,10] and public data from Siemens-Westinghouse. 
Values in the figure marked with a square are constant during 
all simulations. The design point and system dimensioning is 
furthermore based on the following assumptions: 
• The system size is determined based on the Siemens-
Westinghouse stack design which incorporates 1152 
tubular cells [17]. 
• Pure methane is supplied as fuel.  
• A length of 0.5 m was chosen for the air preheat tube, 
yielding a temperature increase of 220 K at design point.  
• The ducts have a length of 1 m and are dimensioned for 
gas velocities around 20 m/s at design point. The 
residence times are calculated utilising the ideal gas law. 
Therefore they will vary slightly in other operation 
points. Residence times before and after the pre-
reformer account for the actual pre-reformer residence 
time. 
• The fuel utilisation (FU) is determined from current and 
fuel flow, as these parameters can be measured in a real 
system. Setting FU constant hence means maintaining a 
constant ratio of current to fuel flow. While this in 
steady state provokes a constant content of combustibles 
in the anode exhaust gas, the content may vary during 
dynamic operation due to pressure change and gas 
transport delay. Due to the variations of the heating 
value of the exhaust gas, this may cause severe 
oscillations in burner temperature during load change. 
The common fuel utilisation value of 85% has been 
chosen. 
• The ejector has been dimensioned for supplying a steam 
to carbon ratio of 2 in the design point. The difference in 
static pressure of induced and actuating gas flow in the 
mixing zone is vital for the ejector performance. 
According to Johannesen [18], a lower actuating flow 
pressure than induced flow pressure, causes a strong 
reduction in induced flow rate, while a higher actuating 
flow pressure does not significantly increase induced 
fluid flow rate. For being able to reduce the fuel flow 
rate for part-load operation while maintaining a high 
recycle ratio, the inlet pressure of the actuating fluid at 
design point must be high. A value of 23.7 bar was 
chosen for design point. 
• The recuperator is dimensioned in order to achieve a 
high amount of heat recuperation at tolerable size and 
pressure drop. 
• The rotating parts of turbine, compressor, generator and 
shaft have together a moment of inertia of 0.025 kg·m2. 
This is equivalent to a rotating mass of 20 kg and a 
mean radius of 5 cm. The moment of inertia influences 
the power output during shaft acceleration and 
deceleration.  
• The generator is assumed to have a constant efficiency 
of 95%. The power electronics have constant 
efficiencies of 90% for AC/AC and 95% for DC/AC 
conversion. In order to account for power consumption 
of auxiliaries and the decreasing conversion efficiencies 
at load reduction, a constant sink term of 5 kW was 
applied. 
STEADY-STATE PERFORMANCE 
With the given design, three degrees of freedom remain for 
off-design operation: 
1. Shaft speed variation 
2. Fuel flow variation 
3. Fuel utilisation/Current/Voltage variation. 
Variation of the shaft speed can be controlled by the power 
electronics, i.e. generator power. Dependent on the power 
balance at the shaft, it runs steadily, accelerates or decelerates.  
Fuel flow variation can be achieved by a control valve. For 
the dynamic simulations we assume that the flow rate can 
instantaneously be adjusted to a desired value. 
Fuel utilisation and current are coupled via the fuel flow 
rate, while current and voltage are coupled via the fuel cell 
characteristics. However, large variations in FU are not 
recommendable, as low FU leads to low steam content in the 
anode recycle and high TIT, while high FU leads to steep 
internal temperature gradients in the fuel cell. Therefore, we 
chose to operate at constant FU by setting the current 
proportional to the fuel flow rate. 
The remaining free parameters, shaft speed and fuel flow, 
may be varied independently from each other within certain 
limits. Each combination determines a certain operation point 
of the system. Thus, two-dimensional matrices of the 
interesting process parameter steady state values over the two 
free parameters can be produced and displayed in performance 
maps. We have previously introduced similar maps for a SOFC 
stack system [11]. In that work we used air utilisation and air 
flow rate as free parameters. Due to absence of a GT cycle 
model, in that work simplified assumptions for gas inlet 
temperature and operating pressure had to be made. These data 
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are in the present work being calculated by the GT cycle model, 
representing a more comprehensive study. 
For easy reading, we give dimensionless values for shaft 
speed (RSS) and fuel flow (RFF), related to the design point 
values. RSS is varied between 65% and 105%, representing the 
valid range for the compressor and turbine map. RFF is varied 
between 15% and 110%. 
Figure 2 and 3 show the steady-state behaviour of the 
parameters of interest as a function of RSS and RFF. For easier 
reading, each diagram shows only the fields of three 
parameters. 
The blinded out area on the upper left (low shaft speed and 
high fuel flow) represents an area where no steady state exists. 
Transient experiments have shown that the temperature in this 
regime is steadily climbing far beyond the valid ranges and 
furthermore eventually causing compressor surge. This is 
because enhanced effectiveness of the heat recuperation loop 
and lower air excess ratio at lower airflow causes TIT to 
increase. Concurrently, the increased TIT causes decrease of 
airflow, originating from compressor and turbine 
characteristics.  
In the lower right area (high shaft speed and low fuel 
flow), the cell is cooled down strongly and therefore the voltage 
is low. As it is not recommendable to operate in this regime, it 
is blinded out for cell voltages lower than 0.3 V.  
A first result from the performance map is that reducing 
fuel flow at constant shaft speed (and therewith fairly constant 
air flow), i.e. going down a vertical line from design point, 
results in a strong reduction in temperatures and therewith 
efficiencies.  
The figures also show that a load reduction by linearly 
reducing fuel flow and air flow will lead into the unstable 
region. Remaining in the stable regime therefore implies larger 
percentual reduction in fuel flow than air flow. This is a 
consequence of the lower pressure ratio at reduced shaft speed 
which results in an increased TOT. The same behaviour is also 
confirmed in a study by Costamagna et al. [7].  
Surge margin and steam to carbon ratio do not reach any 
alarming values in the shown operation range. 
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Figure 2: Power parameters (left) and turbomachinery parameters (right) in steady state. 
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Figure 3: Significant temperatures (left) and steam to carbon ratio and SOFC temperature gradients (right) in steady state. 
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STEADY-STATE OPERATION LINE 
The main parameter of interest for the power plant is 
simply the power output. Using the performance maps, we find 
lines of constant dimensionless net power in Fig. 2. For a 
certain desired power in steady state, each point of its line is 
basically a valid operation point. However, in order to decide 
which point is optimal, the following objectives need to be 
considered: 
1. High efficiency 
2. Safe operation: Distance from invalid regimes and 
alarming values for safety-relevant parameters. 
3. Fairly constant SOFC temperature level 
The latter point is the most restrictive requirement, as 
thermal cycling affects the lifetime of SOFCs. It is also the 
most important in terms of load following behaviour and 
thermal gradients in the fuel cell during dynamic operation.  
From Fig. 3 can be seen that isolines of the most 
significant temperatures are almost parallel and linear in the 
area of interest.  
At a given current, the mean SOFC temperature is strongly 
influencing voltage and thus power output of the SOFC. Due to 
high thermal inertia, the SOFC is quite slow in reaching a new 
steady temperature state after a load change, causing power to 
vary over a long time. The most favourable operation line in 
terms of quick load following would therefore be along a line 
of constant mean SOFC temperature. However, in Fig. 3 (left, 
red lines), it can be seen that reducing shaft speed at constant 
mean SOFC temperature results in approaching the regime 
where no steady state exists. We assume there is an indifferent 
regime close to the steady-state boundary, where the same 
values of air and fuel flow may cause different operation 
temperatures depending on the initial temperatures. However, if 
no reliable temperature feedback to the control system exists, 
the system cannot be operated safely in this regime. Hence the 
temperature must be decreased when strongly decreasing the 
load. The proposed operation line therefore follows a line of 
constant mean SOFC temperature for relative shaft speed 
between 90 and 100%. Below 90%, the operation line departs 
from the constant mean SOFC temperature line and instead 
pursues a parallel line to the steady-state border down to the 
minimum RSS of 65%. The resulting operation line can be 
developed as a 3nd order polynomial and is plotted in the maps. 
Its equation is 
3 27.21 17.31 11.45 2.34RFF RSS RSS RSS= − ⋅ + ⋅ − ⋅ +  (4) 
With this strategy, a fairly constant mean SOFC 
temperature of app. 1170K can be maintained in a range of 
relative net power (RP) from 80% to 105%. The minimum part 
load operation at 65% RSS yields a relative power of 24% and 
a mean SOFC temperature of 970K. Knowing a desired output 
power (in steady state), the required shaft speed can be 
estimated through 
3 20.674 1.08 0.930 0.478RSS RP RP RP= ⋅ − ⋅ + ⋅ +   (5) 
The net LHV-based efficiency increases from 62% at 
design point to 66% at relative power of 50% and decreases 
again to 63% at minimum part load. TIT decreases from 1170K 
at design point slowly to app. 930K at minimum part load. This 
decrease helps in keeping the surge margin wide. Trends and 
values of all other parameters can be estimated from the 
performance maps. Including an air bypass around the SOFC 
system may facilitate constant mean SOFC temperature over 
the whole range. This will be studied further. 
The shown behaviour certainly depends on the 
characteristics of all applied components and assumptions of 
the cycle. The displayed quantitative data represent only the 
current system. However, the trends are expected to be similar 
in a real system. Hence, the demonstrated methods can be 
applied on a real system, once an accurate model of its true 
behaviour is available. 
DYNAMIC PERFORMANCE 
In the following study, the control parameters of fuel flow 
and shaft speed are changed between several points and the 
behaviour of the crucial system parameters is investigated. 
There is no controller including a feedback loop of measured 
output parameters as normally found in control system designs. 
The purpose of this method is to show the straight, non-
controlled behaviour of the system following a load change. 
In order to study dynamic load changes, a strategy for 
changing shaft speed and fuel flow is required. Speed changes 
of the shaft are calculated by its inertia and power balance; see 
Eq. (2) and (3). In case of reduced generator load the shaft 
accelerates, and vice versa. We manipulate the shaft power 
balance in a way that the shaft acceleration/deceleration is 
either a constant value or zero: 
( )sgnB SetpointP d R N NI dtωω = = ⋅ −⋅  (6) 
where NSetpoint is the setpoint shaft speed in [s-1] and R is the 
shaft speed change rate in [rad·s-2]. The sgn function yields 
 1 if  N < NSetpoint ; 
 0 if N = NSetpoint; 
 -1 if N > NSetpoint. 
Therewith the shaft speed is either constant at setpoint or 
moving linearly towards a new setpoint. The value of 
52.4 rad·s-2, corresponding to a speed change rate of 500 RPM 
per second, is set for R. This approach only represents a 
theoretical investigation method; for practical speed control 
systems, additional requirements apply.  
The relative fuel flow is coupled to the actual relative shaft 
speed via the operation line Eq. (4), i.e. a speed change will 
result in fuel flow following an approximate ramp function. 
The time from initiation of a load change until the new 
steady state is reached, called relaxation time, is an important 
parameter in dynamic studies. Figure 4 shows relaxation 
behaviour for a quick load change between 100% and 24% RP 
(respectively 100% and 65% RSS). At time equals 1, the shaft 
speed setpoint is changed by a step.  
As can be seen from Fig. 4, with the reset of the setpoint 
shaft speed at time equals 1, power performs an immediate step 
into the inverse direction due to the shaft 
deceleration/acceleration. It takes very long until the power 
reaches its steady value after the load changes, calling for a 
control strategy incorporating feedback loops for exact load 
following.  
The surge margin has a minimum during load decrease and 
a maximum during increase. This behaviour is different from 
regular gas turbine cycles. It is caused by the fairly constant 
TIT during speed change, which is caused by thermal inertia of 
the air preheater inside the SOFC system. 
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Figure 4: Load change between 24% and 100% (left: decrease; right: increase). 
The maximum temperature gradients in the cell show 
unsteadiness along the relaxation time, indicating that the cell 
temperature profile is changing and the location of maximum 
gradients are moving. However, no global minima or maxima 
can be observed during the relaxation process. 
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Figure 5: Burner fuel flow at different speed change rates 
During load decrease, the steam to carbon ratio reaches a 
minimum of 1.8 after approximately 50 seconds, but this is not 
regarded as a critical value. During load increase, the anode 
exhaust gas recycle ratio increases temporarily to a very high 
value. This represents a danger, as it may cause backflow from 
the burner to the anode exhaust gas recycle loop. Thereby the 
anode may be exposed to oxygen. Figure 5 shows the fuel flow 
into the burner for a load increase at different speed change 
rates. The minima occur because during load change, the 
pressure is increasing and with it the gas mass in the fuel cell. 
Hence, less gas is leaving the cell than entering it during 
pressure increase. Furthermore, more fuel is being introduced, 
improving ejector performance. Anode backflow is hence 
restricting the maximum possible speed/pressure increase rate. 
Another problem with quick pressure increase is the 
temporarily high depletion of the anode outlet gas due to the 
constant current to fuel flow ratio. In other words, the “true” 
fuel utilisation may temporarily come very close to 100% and 
the voltage must be decreased to very low values in order to 
keep the current to fuel flow ratio constant. The simulation with 
750 RPM/s in Fig. 5 could not be finished due to numerical 
problems associated to this phenomenon. It may in practice 
lead to fuel cell degradation or burner extinguishing. However, 
it can be omitted by a more sophisticated current/voltage 
control (i.e. setting a minimum boundary for the voltage). The 
break in the power curve during load increase at a time of app. 
50 seconds  (see Fig. 4) is also a result of a temporarily too low 
voltage. 
Table 1 lists the time required from the setpoint reset until 
the margin of ± 2% of the new steady state value of power and 
radial gradient has been reached for load change between three 
different points. The maximum radial thermal gradient is taken 
as a measure for the thermal steady state, simply because it 
shows the strongest variation of all temperature-related 
parameters. Steady power is always reached somewhat quicker. 
It can be observed that between 80% and 100% relative net 
power, steady state is reached quicker. This is because of the 
fairly constant mean SOFC temperature in this regime, with the 
SOFC comprising the highest thermal inertia in the system. 
Beside the mean SOFC temperature, relaxation time is strongly 
influenced by the end point of the load change. Higher load end 
points cause quicker relaxation as a consequence of the higher 
gas and energy turnover. This has been reported previously by 
 8 Copyright © 2005 by ASME 
Achenbach [6] and is the reason why load increases relax 
generally faster than load decreases. 
Table 1: Relaxation times for load changes. 
Relaxation time [s] to 24% to 80% to 100% 
Power 5400 3800 From 
RP=24% Radial Grad. 
 
11000 6200 
Power 26000 360 From 
RP=80% Radial Grad. 38000 
 
2650 
Power 28000 40 From 
RP=100% Radial Grad. 40000 5300 
 
 
CONTROL STRATEGY 
The dynamic performance study revealed slow relative 
power change and long time until power steady state is reached 
when moving along the proposed operation line. This might be 
sufficient for a power plant connected to the grid. However, a 
remote power plant without grid connection is required to 
follow load curves very quickly, thus load compensation units 
such as batteries or large capacitors would be required.  
On the other hand, other methods of operating the hybrid 
cycle may be advantageous. At present, the fuel flow, which 
influences power output to great extent and which can be 
controlled quite quickly, is coupled to the rather slowly moving 
parameter of shaft speed via Eq. (4). Furthermore, during a load 
change, the system may be operated at any combination of RSS 
and RFF, as long as the end point is within the stable regime of 
the performance maps.  
In an advanced control strategy, the setpoint shaft speed 
could be directly coupled to the setpoint power output via 
Eq. (5), ensuring that the system in steady state is always on the 
proposed operation line. 
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Figure 6: Control strategies for fuel flow. 
The fuel flow could then be coupled to the setpoint shaft 
speed instead of the actual shaft speed in the same way as in 
Eq. (4), resulting in a much faster power change. The most 
efficient way though would be to control fuel flow by 
comparing the feedback measured actual power with the 
setpoint power.  
Figure 6 shows the proposed strategies in a RFF-over-RSS 
diagram (same as Fig. 2 and 3). The red line indicates the 
movement of the parameters if fuel flow is coupled to actual 
shaft speed (strategy pursued for the above dynamic 
performance study). The blue lines indicate the movement of 
parameters if fuel flow is coupled to setpoint shaft speed, and 
the green lines sketch the possible behaviour if the power 
output is controlled a feedback loop. With the latter strategy, it 
should be possible to follow load curves with a very short delay 
between setpoint and actual power. However, the mentioned 
critical phenomena could be a restriction to very quick load 
variation with the proposed system. 
Where quick load following is required, alternative 
systems with constant shaft speed and other means to control 
the air flow, such as variable inlet guide vanes or an air bypass, 
may be even more suitable, as these control means can be 
manipulated much quicker than the inertia-affected shaft speed. 
Another option would be introduction of an auxiliary burner in 
the current system directly upstream the turbine for quick TIT 
control. 
CONCLUSIONS 
A powerful full dynamic model of a simple hybrid system 
has been developed and the hybrid system performance has 
been characterised. The following main conclusions can be 
drawn: 
1. The system power is mainly controlled by fuel flow, 
shaft speed and current.  
2. Setting the ratio of current to fuel flow (and therewith 
fuel utilisation) constant, the part-load behaviour of the 
system shows the presence of unstable regimes (no 
steady state exists) at high fuel flow and low shaft 
speed, and regimes with very low SOFC temperatures  
at high shaft speed  and low fuel flow.  
3. In steady-state part-load, the air-to-fuel ratio must 
increase in order not to operate in an unstable regime. 
4. Operation lines with constant mean SOFC temperature 
exist, but approximate the unstable regime. An 
operation line is proposed where the mean SOFC 
temperature is constant in a load range from 80% to 
100%. Below 80% load, temperature must decrease if 
no temperature feedback controller is applied. 
5. Load changes in the regime of constant mean SOFC 
temperature reach a new thermal steady state quite 
quick, while it takes much longer when the 
temperature is varied. 
6. The effect of gas from the burner flowing back into the 
anode cycle restricts the pressure increase rate under 
load increase. 
7. Quicker load changes may be performed when the fuel 
flow and SOFC current are varied quicker than the 
shaft speed. 
8. With the present tool, a coherent design for control of 
the whole system may be developed. 
The depicted quantitative data are only valid for the 
studied model. However, the qualitative trends are expected to 
be similar in a genuine system. Hence, the demonstrated 
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methods can be applied on a real system, given that relevant 
data of its behaviour are available. 
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APPENDIX 1 – SOFC MODEL 
 
Table 2: Equations for heat transfer in the SOFC tube.  
Ref. no in Fig. 7 Equation Comment 
1 
( ) ( ) ( )
,
2air p air air p air
air AST air
AST i
T c T c
v T T
t z r
ρ ρ α∂ ∂+ = −∂ ∂  
Heat transfer between air supply tube 
and air within the tube 
2 2
dT k T
dt c ρ= ∇ ⋅⋅  
Heat conduction in solid structures 
(Air supply tube and SOFC 
membrane) 
3 
( ) ( )
( ) ( ) ( ) ( )
, ,
, , , ,
, ,2 2 2 2
, , , ,
2 2
air air p air air air p air
air
AST o AST o c i c i
AST o air c i air
c i AST o c i AST o
T c T c
v
t z
r r
T T T T
r r r r
ρ ρ
α α
∂ ∂+ =∂ ∂
− + −− −
 Heat transfer between air supply tube, cathode air and cathode  
4 
( ) ( )
( )( ) ( )
, ,
,
,2 2
, ,
2
fuel fuel p fuel fuel fuel p fuel
fuel
fuel a o
a o fuel
a o a o
T c T c
v
t z
r
T T
r r r
ρ ρ
α
∂ ∂+∂ ∂
= −
+ ∆ −
 
Heat transfer between anode surface 
and fuel 
T Temperature [K] k Thermal conductivity [W/mK] 
c/cp Heat capacity [J/kgK] α 
Convective heat transfer coeff. 
[W/m2K] 
ρ Density [kg/m3] ∆r Thickness of fuel plenum [m] 
v Gas velocity [m/s] r Radius [m] 
Nomenclature 
t Time [s] z Axis direction [m] 
AST Air Supply Tube c Cathode 
a Anode Subscripts 
o Outer radius i Inner radius 
 
Figure 7 shows a break-down of the cell geometry. The 
numbers refer to the equations for the thermal model which are 
listed in Table 2. The following features are included: 
• Heat transfer between the fuel cell tube walls and the 
fluids are calculated using Newton’s law of cooling. 
Heat transfer coefficients are calculated from Nusselt 
numbers for laminar flow and for constant heat flux.  
• Thermal radiation is incorporated between the air 
supply tube and the cathode surface by using a shape 
factor for radiation between two tubes, neglecting 
axial spreading effects and absorption in the gas.  
• To reduce calculation time, the solid structure of the 
anode, electrolyte and the cathode is treated as one 
single material with weighted mean values for the 
thermal and electrical properties.  
• As the total thickness of anode and electrolyte 
(0.14 mm) is very small compared to the cathode 
(2.2 mm), heat sources and sinks related to the 
electrochemical and methane reforming kinetics are 
located at the anode surface.  
• For steam reforming kinetics, Achenbach’s approach 
is used [19], while the water-gas shift reaction is 
assumed to be always in equilibrium.  
• The local electrical potential is calculated by the 
Nernst equation, an approach for polarisation losses by 
Karoliussen et al. [20], an analytical expression for the 
ohmic resistance developed by Nisancioglu [21] and 
diffusion losses. For the latter, Knudsen-diffusion is 
applied using diffusion coefficients determined from 
the Fuller method [22] and correction factors for 
multi-component diffusion coefficient calculation. 
Electrochemical oxidation of CO is neglected.  
• Friction losses in the air delivery tube, cathode and 
anode channels are accounted for by the Reynolds 
number approach and under the assumption of laminar 
flow [23].
 11 Copyright © 2005 by ASME 
Fuel Air
Air
r
Anode Electrolyte Cathode Air supply tube 0
r
φ
①②③④ ②  
Figure 7: Break down of the cell geometry. 
APPENDIX 2 – COMPRESSOR AND TURBINE MAP
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Figure 8: Normalized compressor map. 
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Abstract
This paper presents a multi-loop control strategy for a SOFC/GT hybrid system. A detailed dynamic model of the system is presented and its
part-load performance is studied. The control objectives are discussed, with the main issue being a fairly constant fuel cell temperature under all
conditions. Based on the system configuration and part-load performance, input and output variables of the control system are detected. Control
cycles are introduced and their design is discussed. The responses of the resulting system on load changes, external disturbances as well as
malfunction and degradation incidents are investigated. The system is stable under all incidents. An error in fuel flow measurement or assumed
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duel quality provokes a steady-state fuel cell temperature offset. For a degraded system, it may be advisable to readjust the control system to the
ew characteristics.
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. Introduction
A large amount of modelling work [1–4] and a demonstra-
ion plant [5] have proven that a solid oxide fuel cell (SOFC)
ntegrated with a gas turbine (GT) has a potential for high effi-
iency electricity production with low environmental emissions.
he good scalability of such systems makes them especially
dvantageous for distributed generation. Provided that quick
oad-following is feasible, stand alone power generation is a
ossible application.
However, SOFC/GT hybrid systems face many challenges
hen it comes to load change and part-load operation. A gas
urbine alone has good dynamic properties, but part-load perfor-
ance can be rather poor. At any operation point, compressor
urge must be prevented. A SOFC is generally able to respond
uickly to load changes [6], but it might be destroyed or seri-
usly degraded either due to thermally induced stresses caused
Abbreviations: SOFC, solid oxide fuel cell; GT, gas turbine; FU, fuel util-
sation; AU, air utilisation; TIT, turbine inlet temperature; TOT, turbine outlet
emperature; IIR, indirect internal reforming
by different thermal expansion coefficients in the cell materials
or from carbon deposition at the anode. Another phenomenon
that may occur during load change is backflow of gas from the
burner to the anode cycle, exposing the anode to oxygen. These
incidents must not occur in any operation instance. Furthermore,
for high efficiency and low degradation of the fuel cell due to
thermal cycling, the fuel cell temperature should remain fairly
constant during operation. The fulfilment of the mentioned tasks
requires a comprehensive control strategy.
Results from part-load operation modelling have already been
discussed by some authors. Costamagna et al. [7] investigated
a hybrid system using a non-dimensional tubular SOFC model.
In all simulations they assumed constant fuel utilisation (FU). If
shaft speed was assumed constant, power output could only be
controlled by varying the fuel flow. These simulations showed
large variations in air utilisation (AU) and loss of efficiency for
fixed shaft speed when operating at part-load. For variable shaft
speed, however, AU and FU as well as SOFC inlet temperatures
could remain fairly constant in part-load operation with only a
small penalty on system efficiency. This effect was mainly due
to increased recuperator efficiency owing to reduced air flow∗ Corresponding author. Tel.: +47 735 93723; fax: +47 735 98390.
E-mail addresses: christoph.stiller@ntnu.no (C. Stiller),
jorn.thorud@ntnu.no (B. Thorud), olav.bolland@ntnu.no (O. Bolland),
ambabu.kandepu@ntnu.no (R. Kandepu), lars.imsland@ntnu.no (L. Imsland).
rate.
Campanari [8] also used a non-dimensional tubular SOFC
model to investigate the hybrid system. Assuming constant FU
of 80%, for constant shaft speed he suggested reducing AU and378-7753/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
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Nomenclature
Symbols
AF air flow (relative to design value)
c concentration (mol m−3)
cp heat capacity at constant pressure (J kg−1)
cs heat capacity of cell solid (J kg−1)
FF fuel flow (relative to design value)
GP generator power (relative to design value)
h heat transfer coefficient (W m−2 K−1)
I moment of inertia (kg m2)
k thermal conductivity (W m−1 K−1)
m˙ reduced mass flow
n reduced shaft speed
P power (relative to design value)
Pb shaft power balance (W)
rij turnover of species i in reaction j (mol m−3 s−1)
rs radius of cell solid wall (m)
SM surge margin
t time (s)
T temperature (K)
TF temperature of fuel leaving the cell (relative to
design value)
v gas velocity (m s−1)
z axial direction (m)
Greek letters
ηm mechanical efficiency
π pressure ratio
ρ density (kg m−3)
ω angular shaft speed (rad s−1)
Indexes
∞ ambient
comp compressor
g gas
gen generator
i species
s cell solid
setp setpoint
surge surge condition
turb turbine
current density for part-load. This approach will reduce power
output of the SOFC as well as the turbine inlet temperature (TIT)
and consequently the power output of the GT. For variable shaft
speed he suggested to reduce air flow rate and current density
to maintain a constant AU. However, a reduction in air flow rate
leads to pressure reduction and therewith higher turbine outlet
temperature (TOT) and thus higher recuperator outlet tempera-
tures. Campanari concluded that for maintaining constant TIT,
the current density has to be reduced further.
Chan et al. [3] also investigated a non-dimensional tubular
SOFC-type in a hybrid system. In their system, power is reduced
by shifting the load from the SOFC to the GT through introduc-
ing fuel to the combustor, which results in strong reduction of
the system efficiency. This method also implies that a SOFC
bypass should be implemented for both fuel and air. Due to the
low part-load efficiency, they state that this method is mainly for
short term load reduction. The aim was to maintain a relatively
high SOFC temperature.
Pa˚lsson and Selimovic [9] used a two-dimensional planar
SOFC model for part-load studies. Design point was set where
the compressor flow matched the cooling requirement of the
SOFC. They introduced an air heater/cooler prior to the SOFC
entry in order to meet the requirements for the air inlet temper-
atures at part-load operation. TIT was kept constant and shaft
speed was varied. At part-load operation, increased FU and low
GT part-load efficiency led to increased power contribution from
the SOFC. Due to the problems associated with matching of
the system components, they concluded that the load range for
hybrid systems should be limited to 55–100%, corresponding to
a load variation of the GT of 20–100%.
Kimijima and Kasagi [10] studied part-load of a 30 kW sim-
ple recuperated cycle using a non-dimensional SOFC model and
compared variable and fixed shaft speed operation. FU was kept
constant, even though it is mentioned that FU could be increased
at part-load operation. They conclude that variable shaft speed
operation is favourable in terms of part-load performance; how-
ever the higher TOT could cause problems.
Some of the authors of the present work have recently
presented a complex model of a SOFC/GT system [11]. Perfor-
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dance maps were introduced to illustrate the variations of the
ost important parameters over the two degrees of freedom,
amely shaft speed and fuel flow. Based on these maps, it
as found that strategies with fairly constant temperatures
n the SOFC seem feasible but require a feedback control
ystem for safe operation. Responses of the non-controlled
ystem on variations of shaft speed and fuel flow were briefly
tudied.
All above-mentioned authors have identified inlet and out-
et gas temperatures as well as air and fuel utilisations of the
OFC as important parameters for part-load operation of hybrid
ystems. Maintaining a constant SOFC operation temperature is
mportant to avoid thermal cracking, but this might be difficult
o achieve at reduced pressure as the TOT and consequently the
ecuperator outlet temperature increases.
A few studies on control layout and load-following of high
emperature fuel cell systems and hybrid systems have been
ublished so far. Zhu and Tomsovic [12] have studied the load-
ollowing of microturbine and fuel cell system models, however
ot as a hybrid system but as separate systems coupled together
n a power network. Response time of approximately 10 and 30 s
ere observed for load increase in the microturbine and SOFC
ystem, respectively. The slow SOFC response was mainly due
o the slow dynamics of the fuel processor. It was concluded that
oad-following in a network is to be provided mainly by micro-
urbine systems. Jurado [13] designed a control system for a
olten carbonate fuel cell indirectly integrated into a gas tur-
ine. Controllers for the gas turbine and fuel cell are introduced;
owever no coupling between these is established. Both refer-
nces do not regard the thermo- and gas-dynamical processes
uring and subsequent to load changes.
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The aim of the current work is to present a comprehensive
control layout for a hybrid system. A detailed dynamic model
of a tubular SOFC system integrated into a simple recuper-
ated GT cycle as the basis for the investigation is described.
The steady-state behaviour of the system is displayed in per-
formance maps. Next, control objectives and the nature of dis-
turbances influencing the system are discussed. A combined
feedback–feedforward control layout is introduced. From the
performance maps, an appropriate operation line is selected and
the feedforward section is tuned to it. Feedback controller tuning
is discussed. As a result, the responses of the controlled system
to certain load changes and disturbances are studied.
2. Hybrid cycle model
The investigated hybrid cycle is shown in Fig. 1. The SOFC
system design (inside the vessel in Fig. 1) is similar to that of
Siemens–Westinghouse [14,15]. The model incorporates indi-
rect internal reformer (IIR), afterburner and recirculation and
mixing chamber, where part of the anode exhaust gas is admixed
to the fresh fuel in an ejector in order to supply steam to the steam
reforming and shift reaction. Required valves for start-up, shut-
down and failure have not been included.
Since the last study [11] with this hybrid cycle model, the
reforming section has been improved. Furthermore, heat loss
from the stack by radiation has been added and the activation
and diffusion potential models have been refined. The models
are described below.
2.1. SOFC
The SOFC model is spatially discretised and fully dynamic
in terms of gas transport and heat transfer, allowing the study
of temperature distributions. Gas flows are treated as 1D plug
flows:
∂ci
∂t
+ vg ∂ci
∂z
=
∑
j
ri,j (1)
The solid structures are modelled by a 2D discretisation scheme
in axial and radial direction, neglecting effects in the circumfer-
ential direction. Heat conduction in solid structures is calculated
by
dTs
dt
= ks
csρs
∇2Ts (2)
Internal reforming is implemented using the kinetic approach of
Achenbach [16] for steam-methane reforming, while the water-
gas shift reaction is assumed to be always in equilibrium. The
model calculates the local electrical potential balance, account-
ing for the effects of activation (Butler–Volmer) and diffusionFig. 1. Hybrid cycle layout and design point values (square marked values remain always constant).
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potentials (Fick’s law and Knudsen diffusion) and ohmic resis-
tance. The constants used in the Butler–Volmer equation have
been estimated based on measurement data from Singhal and
Kendall [17]. For the heat transfer between the solids and the
gases, Newton’s law of cooling is applied in the following way:
∂(Tgcp;gρg)
∂t
+ vg ∂(Tgcp;gρg)
∂z
= 2h
rs
(Ts − Tg) (3)
Spatially discretised radiation heat exchange is included
between the cathode surface and the air supply tube. Further-
more, the anode radiates to the IIR to supply heat for the reform-
ing reaction, and to the casing wall, leading to heat loss to the
environment. Friction losses in the gas channels are accounted
for by the Reynolds number approach.
2.2. Anode recirculation loop and reformers
In order to supply steam for the reforming process, a certain
part of the anode exhaust gas must be recycled. The suction of
the recycle stream and the mixing with the fresh fuel is per-
formed by an ejector. High induced (recycle) flow rates at low
pressure differences are typically achieved by subsonic mixing
ejectors. The actuating flow is accelerated to supersonic speed
in a Laval nozzle before it enters the mixing chamber. The ejec-
tor model is based on section-wise momentum balances and has
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upstream. In practice, difficulties may appear with reliably com-
busting highly depleted fuel.
The burner exhaust preheats the inlet air by a counter-flow
tube-shell set-up, where the tube is the prolongation of the fuel
cell air supply tube. The model accounts for thermal inertia,
pressure loss and gas residence times, using the same approaches
as in the SOFC model.
The recuperator heat exchanger is a stack of counter-flow
plate-fin type. A two-dimensional distributed model is applied
that accounts for thermal inertia, pressure loss and gas residence
times. The recuperator model is based on data and relations from
Kays and London [19].
2.4. Gas turbine
The gas turbine features map-based steady-state turboma-
chinery models, a shaft model accounting for rotating mass
inertia, power electronics and ducts.
The compressor is based on the performance map of a small
centrifugal research compressor by the German Aerospace Cen-
tre, found in a map collection from Kurzke [20]. The map is
understood as a generic radial compressor map. Therefore it has
been scaled in terms of reduced mass flow, pressure ratio and
shaft speed to fit the design case. The map has been modelled
using polynomials of fourth and fifth order for reduced mass
fl
a
f
S
w
m
s
t
a
m
s
a
e
s
f
s
w
i
P
T
i
oeen validated against data from Marsano et al. [18]. Pressure
osses are included by a fixed throttle valve. Ejector behaviour
s difficult to model without experimental validation and hence
practical ejector might differ from the model.
Before entering the anode, the gas leaving the ejector passes
hrough two reformers: an adiabatic pre-reformer and an inter-
al indirect reformer (IIR). The pre-reformer is modelled as
non-dimensional Gibbs equilibrium reactor where reforming
nd water-gas shift reactions take place. It is meant for cracking
ny higher hydrocarbons in the fuel gas and reform a part of the
ethane until equilibrium is reached. To account for reaction
inetics, a difference between the actual outlet temperature and
he equilibrium temperature of 20 K is assumed.
The IIR is situated downstream the pre-reformer and it is
ased on Gibbs equilibrium. The gas is assumed to be reformed
hile flowing downwards rectangular ducts. The duct walls are
oupled to the fuel cell anode by radiation. The latter is discre-
ised in flow direction. A view factor is adjusted in the design
alculation to meet the desired reforming degree. Gas residence
ime in the reformer is accounted analogously to the SOFC
odel (Eq. (1)). For accurately modelling reformer behaviour,
ts geometry and reaction kinetics must be regarded. For the
resent study, the modelling approach including thermal inertia
f the reformer wall is however rated as sufficient.
.3. Burner and recuperators
The burner is modelled non-dimensionally and adiabatically
nd completely combusts the remaining anode exhaust gas
ogether with the cathode air. The mixing cathode and anode
xhaust streams causes pressure equalisation of these flowsow, pressure and efficiency as functions of reduced shaft speed
nd operation () line. A surge margin (SM) is calculated as
ollows:
M = πsurge(m˙) − π(m˙, n)
π(m˙, n) (4)
here π(m˙, n) is the actual pressure ratio at the actual reduced
ass flow and reduced shaft speed and πsurge(m˙) the surge pres-
ure ratio at the actual reduced mass flow.
The turbine is based on the performance map of a small radial
urbine [20] which also is scaled to fit the design case. An ellipse
pproach has been used for the relationship between reduced
ass flow, reduced shaft speed and operation () line. Pres-
ure ratio and efficiency have been modelled by a polynomials
pproach.
Generator and power electronics account for transformation
fficiencies which are assumed to be constant. A constant power
ink accounts for power consumption of auxiliaries and trans-
ormation efficiency decrease at low load.
The shaft model includes acceleration/deceleration of the
haft through moment of inertia of the moving parts:
dω
dt
= Pb
Iω
(5)
here ω is the angular shaft speed in rad s−1, I the moment of
nertia in kg m2, and Pb the power balance:
b = ηmPturb − Pcomp − Pgen in W (6)
he ducts have the purpose to account for gas residence time
n the piping. Heat and pressure losses and thermal inertia
f the ducts and gas turbine components are neglected, as
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they are considered to be minor compared to the SOFC sys-
tem. This might lead to a slight overestimation of the system
efficiency.
2.5. Complete model
The complete model is implemented in gPROMS [21], a pro-
cess modelling tool based on an equation oriented solver. The
strength of the equation oriented approach is that there is no
fixed input–output structure. In fact, a certain number and com-
bination of variables must be specified in order to achieve a valid
equation system, but many degrees of freedom remain in choice
of variables. As an example, either voltage or current of the fuel
cell model may be specified.
The resulting system model consists of approximately 14,000
algebraic and 2300 state variables. The simulations were per-
formed on a 2.5 GHz Intel Pentium-4 processor PC. Calculation
time for a steady-state point was approximately 5–10 s. The
solver used for dynamic calculations (SRADAU) varies time
increments, thus calculation time depends on the occurrence of
discontinuities and momentary fluctuation rate of the variables.
A calculation time of about 5 min was required for the load
change studies shown below, while the load profile simulation
required about 20 h.
3. Design case and steady-state part-load behaviour
m
M
[
i
t
b
•
•
•
•
•
•
idence times before and after the pre-reformer account for the
actual pre-reformer residence time.
• The fuel utilisation (FU) is determined from current and fuel
flow, as these parameters can be measured in a real system.
Setting FU constant hence means maintaining a constant ratio
of current to fuel flow. While this in steady-state provokes a
constant content of combustibles in the anode exhaust gas,
the content may vary during dynamic operation due to pres-
sure change and gas transport delay. Due to the variations in
heating value of the exhaust gas, severe oscillations in burner
temperature may occur during load change. The common fuel
utilisation value of 85% has been chosen.
• The ejector has been dimensioned for supplying a steam to
carbon ratio of 2 in the design point. The difference in static
pressure of induced and actuating gas flow in the mixing
zone is vital for the ejector performance. According to Johan-
nesen [23], a lower actuating flow pressure than induced flow
pressure causes a strong reduction in induced flow rate. In
contrast, a higher actuating flow pressure does not signif-
icantly increase induced fluid flow rate. For being able to
reduce the fuel flow rate for part-load operation while main-
taining a high recycle ratio, the inlet pressure of the actuating
fluid at design point must be high. A value of 23.7 bar was
chosen for design point. It is assumed that natural gas is avail-
able at high pressure, and hence there is no need for a fuel
compressor.
•
•
•
t
f
p
b
t
s
p
s
a
t
t
iBefore part-load behaviour can be studied, a design point
ust be defined. All relevant cycle data are displayed in Fig. 1.
ost of the data are similar to recent literature on hybrid cycles
3,7,8,10] and public data from Siemens–Westinghouse. Values
n the figure marked with a square are constant during all simula-
ions. The design point and system dimensioning is furthermore
ased on the following assumptions:
The system size is determined on the basis of the
Siemens–Westinghouse stack design which incorporates
1152 tubular cells [22] and 16 indirect internal reformers.
Pure methane is supplied as fuel.
The view factor for the radiation from the anode surface
to the IIR is equal for each cell and has been adjusted to
achieve a reforming degree of 80%. High external reforming
degrees cause flatter profiles of temperature and current den-
sity in the cell. Song et al. [15] report that the IIR exhaust gas
includes only a small amount of unreformed methane at the
Siemens–Westinghouse configuration.
The view factor for the radiation from the anode surface to the
stack casing has been adjusted in order to obtain a guessed
heat loss at design point. A value of 10 kW is regarded as
realistic and feasible.
A length of 0.5 m was chosen for the air preheat tube, yielding
a temperature increase of 208 K at design point. The length
of the air preheat tube significantly influences the SOFC tem-
perature.
The ducts have a length of 1 m and are dimensioned for gas
velocities of approximately 20 m s−1 at design point. The
residence times are calculated utilising the ideal gas law. Res-The recuperator is dimensioned in order to achieve a high
amount of heat recuperation at tolerable size and pressure
drop.
The total moment of inertia for the rotating parts (tur-
bine, compressor, generator and shaft) is assumed to be
0.025 kg m2. This is equivalent to a rotating mass of 20 kg
and a mean radius of 5 cm. The moment of inertia influences
the power output during shaft acceleration and deceleration.
The generator is assumed to have a constant efficiency of
95%. The power electronics have constant efficiencies of 90%
for AC/AC and 95% for DC/AC conversion. As a compari-
son, von Spakovsky et al. [24] report values of 92–95% for
DC/AC conversion for a 5 kW system. In order to account for
power consumption of auxiliaries and the decreasing conver-
sion efficiencies at load reduction, a constant power loss of
5 kW was applied.
With the given design and assuming a constant fuel utilisa-
ion in steady-state operation, two degrees of freedom remain
or off-design operation, most pragmatically expressed by the
arameters of fuel and air flow rate. Fuel flow can be controlled
y a flow control valve. The air flow can be controlled through
he gas turbine system in various ways; such as variable shaft
peed, variable compressor inlet guide vanes or variable com-
ressor bleed. Their effect on the system is very similar. Shaft
peed variation is the option maintaining the highest efficiencies
nd the lowest pressure changes when reducing air flow. It was
herefore selected here. The shaft speed is controllable through
he power that is produced by the generator.
The free parameters air and fuel flow may be varied
ndependently from each other within certain limits. Each
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Fig. 2. Steady-state performance: power, efficiency and shaft speed.
combination determines a certain operation point of the system.
Figs. 2–4 show the steady-state behaviour of the parameters of
interest as a function of fuel flow (FF) and air flow (AF) relative
to their design values. Similar maps have been introduced
for an SOFC stack system [25] and a full hybrid system
[11].
In the blinded out regime on the upper left (low air and high
fuel flow), no steady-state operation exists. Transient simula-
tions have shown that the temperature in this regime is steadily
climbing far beyond the valid ranges and eventually causing
compressor surge. This is because enhanced effectiveness of the
heat recuperation loop and lower air excess ratio at lower airflow
causes TIT to increase.
In the lower right regime (high air and low fuel flow), the fuel
cell is cooled down strongly and therefore the voltage is low. As
it is not recommendable to operate in this regime, it is blinded
out for cell voltages lower than 0.3 V.
F
t
Fig. 4. Steady-state performance: pressure, steam-to-carbon ratio and reforming
degree.
A first result from the performance map is that reducing fuel
flow at constant air flow, i.e. going down a vertical line from the
design point, results in a strong reduction in temperatures and
therewith efficiencies.
The figures also show that a load reduction by linearly reduc-
ing fuel flow and air flow will lead into the unstable region.
Remaining in the stable regime therefore implies larger relative
reduction in fuel flow than air flow. This is a consequence of
the lower pressure ratio at lower shaft speed which results in an
increased TOT. The same behaviour is also confirmed in a study
by Costamagna et al. [7].
Surge margin and steam to carbon ratio do not reach any
alarming values in the shown operation range.
4. Control design
4.1. Control objectives
A suitable control strategy for normal operation must meet
the following objectives:
• Safe operation of the system: Incidents which may cause dam-
age to the fuel cell or other components must be avoided. Such
incidents are compressor surge or cell degradation due to ther-
mal cracking or too high temperatures, carbon deposition andig. 3. Steady-state performance: TIT, mean SOFC and fuel recycle tempera-
ure.therewith blocking of the anode, and backflow of gas from
the burner to the anode cycle, exposing the anode to oxygen.
Compressor surge can occur in case of too high turbine inlet
temperature. The occurrence of thermal cracking is coupled
to the temperature and therewith stress profile in the cell. A
model for thermal stress calculation in tubular SOFC has been
developed recently at NTNU [26], however it is very compu-
tationally expensive and revealed a high degree of uncertainty
and sensitivity to exact material properties. Carbon deposition
occurs with too low temperatures and too low amount of steam
at the cell inlet. Anode backflow has been observed with the
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model used here during sharp pressure increases [11]. It is
therewith restricting the maximum allowed pressure increase
rate.
• Quick load-following and high efﬁciency: The selected con-
trol strategy should make it possible to follow a load profile
quickly and accurately and furthermore maintain a high effi-
ciency of the system in part-load operation.
• Long lifetime of the fuel cell: In addition to thermal cracking,
the fuel cell may be degraded due to thermal fatigue and high
local heat production rates [24]. The effect of thermal fatigue
may be reduced by reducing the thermal cycling amplitude.
Hence the mean cell temperature should be maintained as
constant as possible throughout any part-load operation. Local
heat production may be controlled by limiting the current
drawn from the cell.
• Governing external inﬂuences: The system must react on
external disturbances and adapt to changes in subcomponent
performance, caused for example by fuel cell degradation or
compressor fouling.
4.2. Analysis of the system
The hybrid cycle model is strongly non-linear and cannot be
easily linearised due to its complexity. Therefore, most of the
common controllability analysis techniques are not applicable
[27]. However, having mapped the part-load behaviour, the sys-
t
a
The system has only one outer control variable, which is
power. However, a certain operation strategy must be imple-
mented, and thus also fuel utilisation, air flow and SOFC tem-
perature have to be controlled. The manipulated variables are
current, fuel flow and generator power.
There is strong interaction among the manipulated and con-
trolled variables. However, as the required time scales are very
different for the different control issues, a multi-loop control
design may be applied without resulting in instabilities:
• Power is controlled by manipulating SOFC current due to its
quick dynamics (magnitude of less than one second).
• Fuel utilisation must hence be controlled by manipulating the
fuel flow (magnitude of few seconds).
• Air flow is controlled by manipulating the generator power
and thus adjusting the shaft speed (magnitude of 1 min).
• Cell temperature is controlled by adjustment of the air flow
setpoint (very slow).
The mentioned control loops are explained in detail in the
following sections. The resulting control system is sketched in
Fig. 5.
It must be pointed out that the control strategy presented
here is adapted to the behaviour of the described system. Even
though the shown parameters are only valid for this system, it is
e
oem response is not so difficult to predict and thus the system is
nalysed manually.Fig. 5. Control sysxpected that the control strategy can be adapted to a real system
nce data of its true behaviour are available.tem design.
8 C. Stiller et al. / Journal of Power Sources xxx (2005) xxx–xxx
4.3. SOFC power controller
The fuel cell can respond very quickly to load changes, as it is
only limited by the electrochemical reaction restoring the charge
which has been drained by the load [12]. Typically, time con-
stants of below 1 s are assumed for a change in current [12,24].
For the primary control of power, it is therefore reasonable to
manipulate the fuel cell current. It is assumed that this is done
instantaneously by the power electronics subsystem which deter-
mines the operation point on the current–voltage line of the fuel
cell. However, there are some limitations that prohibit the arbi-
trary movement on this line:
• The fuel utilisation must be kept within certain bounds. A
too low FU leads to low steam content in the anode recycle
and high TIT and therewith the risk of carbon deposition and
compressor surge. A too high FU on the other hand leads
to steep internal temperature gradients in the fuel cell and
therewith advances thermal cracking. It is chosen to vary fuel
utilisation in the range from 75 to 90%.
• The cell voltage must not drop under a certain level, as there is
a maximum power output at an intermediate voltage (approx-
imately 0.5–0.6 V, depending on the operation state). Lower
voltage causes decreasing power in spite of increasing current
and is unfavourable. A minimum voltage of 0.52 V is chosen.
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flow change should not be undertaken without a corresponding
change in air flow, or the system will advance to unfavourable
conditions. In Fig. 3 it can also be seen that a constant mean
solid temperature is achievable over a load range from 40 to
approximately 105%. Moreover, this operation line features a
high efficiency in part-load. From the map data, a characteristic
line for the air flow as a function of fuel flow or power can be
developed which provides a setpoint to the air flow controller.
However, the fuel flow will tend to overshoot the target values
during load changes. This might cause instability in the system
if fuel flow is taken as input to the air flow setpoint calculation.
Hence, a controlled parameter is chosen, i.e. the produced power.
The result is a characteristic function for the air flow setpoint
(AFsetp) as a polynomial function of power (P) at constant mean
solid temperature of the shape AFsetp = f(P).
The setpoint together with the measured signal forms the error
for the air flow feedback controller, which is an indirect acting
proportional-integral-differential (PID) type. It manipulates the
generator power (GP) through sending a power setpoint to the
power electronics. We assume the power electronics to be able
to instantaneously adjust the power drawn from the generator to
this value.
With a given constant generator power, the system is at an
unstable equilibrium. Departing from steady-state, for example,
a step increase of the generator power will lead to deceleration
of the shaft speed. No new equilibrium will be found within
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bThe outcome is a multi-mode controller which switches
etween the modes of “normal operation”, “maximum FU”,
minimum FU” and “minimum voltage” to fulfil all above limi-
ations. In “normal operation” mode, the current is manipulated
o that the desired power of the whole system is produced.
mall load steps in the range of some kilowatts can be followed
nstantaneously, while for larger steps, the controller switches to
he mode “maximum FU” or “minimum voltage” in case a load
ncrease and “minimum FU” in case of a decrease.
.4. Fuel utilisation control
After a load change, the fuel utilisation must be reset to its
tatic value of 85%. This is achieved simply by an indirect acting
ntegral controller (integral time constant of 10 s), to which the
uel utilisation error serves as input and which manipulates the
etpoint of the fuel flow valve. If the SOFC power controller is
n “normal operation” mode, it will remain in this mode and the
uel utilisation will be reset to its static value. If it is in “max-
mum FU” mode, i.e. during a larger load increase, at first the
rror remains constant and the fuel utilisation controller will
ncrease the fuel flow in a linear ramp function. At the point
here the SOFC power controller can satisfy the power demand,
t switches back to “normal operation”, and the fuel flow ramp
attens to finally reach the new steady value. Zhu and Tomso-
ic [12] have previously shown a control strategy where fuel
tilisation is reaching a high boundary during load increase.
.5. Air ﬂow control
The above-mentioned controllers fix the fuel flow. From
he performance maps (Figs. 2–4) it can be seen that a fuelhe valid bounds of shaft speed. By trial-and-error tuning, it has
een found that a PID type controller with a high gain of ∼8, an
ntegral time constant of ∼18 s and a differential time constant
f ∼0.8 s is able to control the shaft speed and air flow reliably,
tably and quickly. However, a too quick change of the air flow
ate is not desirable, as this may lead to anode backflow, inverse
eaction of system power due to high amplitudes in generator
ower and instability due to interference with the fuel utilisation
ontrol. In order to slow down the air flow change rate, the air
ow setpoint signal is smoothened by a rate limiter.
Air flow and shaft speed are directly coupled. Nevertheless,
or example a change in air density may lead to a higher required
haft speed for maintaining a certain air flow rate. Therefore the
haft speed must be monitored and overspeed protection must
e provided.
.6. Temperature control
Under ideal conditions, the above-mentioned strategy is able
o follow a load line while maintaining safe operation and con-
tant temperature. However, the strategy does not yet assure a
table cell temperature upon external disturbances as well as
hanges in system characteristics through degradation, or mea-
urement errors. Especially in the low load regime, the cell
emperature is very sensitive to the fuel flow. A small error of
–2% points (caused by valve measurement error or varying fuel
uality) may lead to steady-state temperature change of 50 K,
ven though it must be noted that the temperature advances very
lowly to its new steady value (in the magnitude of hours to
ays). As the control strategy must also ensure temperature sta-
ility, an additional feedback loop is required.
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An effective way to control the temperature by only influenc-
ing the power slightly is by manipulating the air flow (see almost
horizontal power iso-lines in Fig. 2). An obstacle is that the mean
cell temperature cannot be measured conveniently. However the
related temperature of the fuel leaving the cell (TF) can be mea-
sured, for example in the recirculation plenum.
An implicit relationship between the two temperatures is
established by once again determining a characteristic line. It
has been detected that apart from the load, the relationship is
dependent on the ambient air conditions. The setpoint of TF
is hence calculated as a second order polynomial function of
power, ambient pressure and ambient temperature; TFsetp = f(P,
p∞, T∞). The coefficients of this function have been fitted using
the least squares method on simulation results with constant
mean cell temperature.
The error from setpoint and measured fuel temperature is fed
into a slow, direct acting integral controller (integral time con-
stant of 20,000 s). A quicker controller would react too strongly
on load change dynamics which provoke a temporary error in
fuel temperature. The controller output signal is added to the
air flow setpoint entering the air flow controller. This method of
controlling a non-measurable variable indirectly by a measur-
able one is called inferential control [27].
5. System response results
5
a
1
t
d
d
t
A
“
is reached. Air flow advances gently to the new point of the char-
acteristics, while the fuel flow varies in order to keep the fuel
utilisation at its setpoint value. The values are fairly steady after
approximately 20 s. The cell temperature variation of approxi-
mately 2 K is due to the thermal inertia of the indirect internal
reformer, which causes the reforming degree at the cell entrance
to adapt slowly to the new steady-state. This affects the energy
balance of the cell and therewith causes the temporary tem-
perature variation. With greater time constants, the temperature
resets to its design value.
5.2. Large load change
For industrial applications, larger load changes than the above
may occur. In the following, the system response to a load change
of 100 kW (from rated power down to 53%) is investigated and
shown in Figs. 8 and 9. The setpoint power is reached after
approximately 11 and 57 s at the load decrease and increase,
respectively. The slower response at power increase is due to
the lower deviation of fuel utilisation from its setpoint. It is fur-
thermore technically required due to the risk of backflow from
the burner into the anode recirculation system during pressure
increase (this being not an issue at pressure decrease). A faster
load increase may be achievable through higher gain of the fuel
utilisation controller. Furthermore, the mean cell temperature
reaches a minimum of 29 K below the design point approxi-
m
a
T
T
c
l
5
l
2.1. Small load change
Small distributed networks supplying private households are
ssumed to have a maximum step change of power of about
0 kW (4.7% power). Figs. 6 and 7 show the system response
o a load decrease, respectively, increase of this step size around
esign condition over a logarithmic time axis. At the power
ecrease, the setpoint power is reached after less than 1 s without
he SOFC power controller reaching the “minimum FU” limit.
t the load increase, the SOFC power controller switches to
maximum FU” for approximately 3 s before the setpoint power
Fig. 6. Response to small load decrease (−4.7%).ately 1100 s after the load decrease and a maximum of 35 K
bove design point approximately 600 s after the load increase.
his is again due to the IIR thermal inertia as mentioned above.
he presented control strategy is hence able to stabilise the mean
ell temperature in a bandwidth of 65 K under strong and quick
oad fluctuation.
.3. Load proﬁle
To demonstrate the stability of the cell temperature during
oad-following, the system is exposed to a randomly generated
4 h load profile. It implies average 24 random steps per hour
Fig. 7. Response to small load increase (+4.7%).
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Fig. 8. Response to large load decrease (−47%).
with a maximum size of 10 kW. Furthermore, a day–night vari-
ation covering the full load range of 40–105% is superposed.
Fig. 10 shows the load line and the system parameters. Under
these conditions, the observed bandwidth of the temperature is
approximately 40 K. The strongest deviations result from steep
load increase and decrease.
5.4. Ambient pressure and temperature change
In practice, the system is exposed to external disturbances,
such as ambient pressure and temperature variation. These usu-
ally vary in the magnitude of hours. The response to a simul-
taneous temperature increase of 15 K and pressure decrease of
Fig. 9. Response to large load increase (+47%).
20 mbar over a time of 1 h, corresponding to a decrease of air
density of 8%, has been studied.
In Fig. 11 it can be seen that after the change, the mean cell
temperature increases about 7 K, as a higher air flow is required
under these conditions. As the temperature control considers the
measured ambient conditions, it is able to reset the cell temper-
ature to the original value, however in a time scale of several
days. It is therewith sufficient for compensating annual, but not
daily fluctuations.
The effect of ambient air density could be compensated very
quickly through a feedforward control which is providing an
additional correction of the air flow setpoint. However, it has
been shown that the cell temperature oscillations due to load
cycling are higher than the ones caused by ambient conditions.
nse toFig. 10. Respo load profile.
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Fig. 11. Response to change in ambient conditions (+15 ◦C, −0.02 bar).
Hence, it is not considered as necessary under the given condi-
tions.
5.5. Malfunction and degradation
The system characteristics shown in Figs. 2–4 are subject to
changes during the system life due to degradation of the com-
ponents. Furthermore, malfunction of the measuring may affect
system stability. It is hence important to check the stability of
the control system under these changed conditions.
In order to simulate fluctuation of load, we exposed the sys-
tem to a sinusoidal oscillation between 53 and 100% of power
with a period of 2000 s. Initially, the ordinarily working system
is at steady-state. At time zero, the following incidents occur
one at a time:
• Fuel cell degradation: An additional ohmic resistance is
implied on the fuel cell, provoking a voltage loss of 50 mV at
design current.
• Compressor fouling and degradation: Compressor design
efficiency, flow rate and pressure ratio are decreased by 3%.
• Fuel measurement malfunction: Fuel flow is overestimated by
5%. This incident is similar to a change in the heating value
of the fuel feed.
• Air measurement malfunction: Air flow is overestimated by
5%. Lower air flow leads to a higher mean SOFC temperature
and is thus challenging the temperature control.
The resulting mean cell temperature responses are shown in
Fig. 12. It can be seen that the temperature control system tack-
les all disturbances and the temperature always stays within an
acceptable range. Nevertheless, steady-state deviations of the
temperature occur in some cases. This is because the inferential
control scheme is disturbed by a changed relationship between
measured and controlled temperature. The effect is strongest
for fuel measurement malfunction, as this leads to a falsified
fuel utilisation, to which the system characteristics are very
sensitive. Precise and possibly redundant measuring of the fuel
flow and furthermore certainty of the fuel quality is thus recom-
mended. The fuel cell degradation simulation shows a high peak
o
t
n
p
o
b
l
se toFig. 12. Mean cell temperature responf the temperature shortly after the incident. However, degrada-
ion effects usually occur gradually, and this peak will therewith
ot occur in practice. On the other hand, an increase in the tem-
erature amplitude is also visible. This is due to mismatching
f the real and assumed characteristics and may be eliminated
y readjustment of the controller characteristics after a certain
ifetime.
malfunction and degradation effects.
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Beside the mentioned malfunctions, several other and more
severe malfunctions can occur, which the control system cannot
tackle. A practical control system must therefore supervise fur-
ther process parameters and if necessary run a safety shut-down
routine to protect the hybrid system. This however exceeds the
scope of this study.
6. Summary and conclusions
A powerful and flexible full dynamic model of a simple
hybrid system has been developed that allows the characterisa-
tion of part-load performance and testing of control strategies.
From the system configuration and part-load performance, the
following control-relevant aspects have been detected:
• The degrees of freedom for the system are fuel flow and air
flow. Furthermore fuel utilisation may be varied within certain
limits during transients.
• The part-load behaviour of the system shows the presence of
unstable regimes (no steady-state exists) at high fuel flow and
low air flow, and regimes with very low SOFC temperatures
at high air flow and low fuel flow.
• Operation with constant mean SOFC temperature is possible
within a wide load range, but the temperature is very unstable
in the low load regime. A feedback control of temperature is
therefore required.
•
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•
between measured and controlled temperature is accounted
for.
• Fuel flow measurement errors or variations in fuel quality are
severe, as they falsify the calculated control variable of fuel
utilisation, which is an important parameter for the system
performance. An overestimation of fuel flow by 5% may lead
to a steady-state cell temperature offset of approximately 35 K
above the design value.
• The temperature variation increases with increasing fuel cell
degradation. It may therefore be advisable to readjust the con-
trol system characteristics after a certain system degradation.
The depicted quantitative data are only valid for the studied
model. However, the qualitative trends are expected to be similar
in a genuine system. Hence, the demonstrated methods can be
applied on a real system, given that relevant data of its behaviour
are available.
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Abstract
The temperature profile generated by a thermo-electro-chemical model was used to calculate the thermal stress distribution in a tubular solid
oxide fuel cell (SOFC). The solid heat balances were calculated separately for each layer of the MEA (membrane electrode assembly) in order to
detect the radial thermal gradients more precisely. It appeared that the electrolyte undergoes high tensile stresses at the ends of the cell in limited
areas and that the anode is submitted to moderate tensile stresses. A simplified version of the widely used Weibull analysis was used to calculate
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dhe global probability of survival for the assessment of the risks related to both operating points and load changes. The cell at room temperature
as considered and revealed as critical. As a general trend, the computed probabilities of survival were too low for the typical requirements for a
ommercial product. A sensitivity analysis showed a strong influence of the thermal expansion mismatch between the layers of the MEA on the
robability of survival. The lack of knowledge on mechanical material properties as well as uncertainties about the phenomena occurring in the
ell revealed itself as a limiting parameter for the simulation of thermal stresses.
2005 Elsevier B.V. All rights reserved.
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. Introduction
The fossil fuel resources mainly used for power production
re limited and cause environmentally harmful emissions. Fur-
hermore, its use is suspected to cause global warming. There-
ore, its judicious use appears important. The solid oxide fuel
ell (SOFC) is a direct conversion process, which allows the
roduction of electricity with high efficiency while maintaining
ollutant emission at low level. Moreover, the SOFC technol-
gy is now far beyond the theoretical state. Indeed, prototypes
ave proven its ability to achieve the conversion of fuel into
lectricity with high efficiency, especially in the case of a SOFC
nd gas turbine hybrid system. The next step is commercializa-
ion, which may imply a drop of the specific cost and extended
ifetime.
∗ Corresponding author at: LENI-ISE-STI-EPFL, Baˆt. ME A2, Station 9, CH-
015 Lausanne. Tel.: +41 21 693 3505; fax: +41 21 693 3502.
E-mail addresses: arata.nakajo@epfl.ch (A. Nakajo),
hristoph.stiller@ntnu.no (C. Stiller), gunnar.harkegard@immtek.ntnu.no
The major limitation to lifetime comes from the degradation
of the materials, which is due to the aggressive environment
related to operation conditions. A decrease of the performance
of the cell is observed as well as structural failure. The knowl-
edge of the stress field in the cell is therefore of main interest.
The sintering phase during the manufacturing process, com-
bined with the mismatch between the coefficients of thermal
expansion (CTE) of the materials of the membrane electrode
assembly (MEA) induces residual stresses in the cell. Dur-
ing operation, thermal gradients cause additional stresses and
chemically induced stresses occur if interconnectors sensitive
to oxygen activity gradient are used. The consequence of these
phenomena is mainly delamination and thermal cracking in the
critical layers of the MEA. Additional research is needed in order
to quantify and predict the contribution of the thermal stresses
to the failure of the cell. The operating condition of the cell can
be adjusted by a suitable control strategy. The challenge is to
maximize in particular the efficiency with respect to lifetime.
Two types of studies of thermal stresses in SOFC can be found
in the literature. The first one focuses on the residual stresses in
the cell at room temperature. Finite-element analysis is com-G. Ha¨rkega˚rd), olav.bolland@ntnu.no (O. Bolland). pared to experimental measurements in order to estimate its
378-7753/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
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Nomenclature
e thickness (m)
E Young’s modulus (Pa)
m Weibull modulus
Ps probability of survival
Pf probability of failure
r radius (m)
u displacement (m)
VR reference volume (m3)
Greek letters
α coefficient of thermal expansion, CTE (K−1)
λ first Lame´ coefficient
µ second Lame´ coefficient
ν Poisson coefficient
σi principal stresses, i = 1, 2, 3 (Pa)
σ0 characteristic strength (Pa)
τ temperature difference (K)
Ω boundary
Indices
i principal directions
j radial, axial direction
r radial direction
z axial direction
suitability for stress simulation. Such studies were performed by
Yakabe et al. [1], Atkinson and Selc¸uk [2] and Montross et al. [3].
The second situation of interest is operating conditions, which is
known to cause the failure of the cell. For example, Yakabe et al.
[4,5] and Selimovic et al. [6] have coupled their thermo-electro-
chemical model with a finite-element tool in order to simulate
the stresses in the cell during operation.
Little research has been conducted in thermal stresses in
SOFC up to now, compared to the ones in thermo-electro-
chemical modeling. Furthermore, there are many degrees of
freedom in design, such as tubular or planar, anode or cathode
supported. Therefore, no method to handle the problem has yet
been clearly established which is generic, reliable and afford-
able in terms of modeling capabilities. Moreover, knowledge on
the mechanical properties of the materials of the MEA is sparse.
Other uncertainties remain in critical areas, such as the tempera-
ture at which no internal stresses occur or behavior of the bonds
at the interfaces of the layers.
The purpose of the present work is to study the effects of
the characteristics of the temperature profile on the stress field
in a tubular cell during operation. The approach is to couple a
thermo-electro-chemical model for the computation of the tem-
perature profile with an additional module for the stress field.
No feedback from the stress calculation to the thermo-electro-
chemical model exists. Particular attention was paid to the values
of the radial thermal gradients in the cell, which required sep-
a
W
b
the local maxima of computed stresses might exceed the yield
strength of the materials if realistic probabilities of survival are
targeted. In this work, a simplified Weibull analysis was applied,
which allowed studying the evolution of the probability of sur-
vival for several cases including both steady state and dynamic
operation. An analysis of the sensitivity of the stresses on the
mismatch between the layers’ coefficients of thermal expansion
was performed in order to provide indication of the mechanical
requirements on the choice of SOFC materials.
2. Modeling
2.1. Mechanical model and assumptions
The thermo-electro-chemical SOFC model, which provides
the temperature profile in the cell, has been described by Stiller
et al. [7]. The model was implemented in gPROMS, an equation
oriented process modeling tool [8]. It was enhanced in order to
detect the radial thermal gradients with higher accuracy. Thus,
the MEA model is improved by calculating each layer sepa-
rately. The steam reforming, water gas shift and electrochemical
reactions are assumed to take place at the interface between the
electrolyte and the anode. The model of the tubular cell geometry
is simplified to an axisymmetric one, which implies neglect-
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p
arate calculation of the solid heat balances for the MEA. The
eibull analysis is a common way to estimate the failure proba-
ility of ceramic materials. Several authors [3,6] mentioned thatng circumferential temperature variations and the interconnect.
ig. 1 depicts the geometry and provides the actual dimensions.
The stress field model is based on the static uncoupled lin-
ar thermoelastic theory. The modeling has been performed
ith gPROMS in order have both the thermo-electro-chemical
odel and the stress model in the same computational tool. This
pproach is convenient, especially during dynamic operation.
he drawback is the limitation of gPROMS in modeling com-
lex geometries and its lack of advanced meshing possibilities.
The modeling assumptions to keep computing time reason-
ble are
Fig. 1. Axisymmetric geometry of the cell used for modeling.
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Table 1
Material properties of MEA components
Young’s modulus
(GPa)
Poisson’s
coefficient
Coefficient of thermal
expansion (×10−6 K−1)
Characteristic
strength (MPa)
Weibull
modulusa
Cathode (LSM) 35 [20] 0.25 [20] 11.7 [17] 52 [12] 7 [12]
Electrolyte (YSZ)
1073 K 183 [12] 0.313 [12] 10.8 [17] 256 [13] 5 [13]
298 K 212 [14] 0.32 [12] 332 [13] 5 [13]
Anode (Ni-YSZ) 57 [14] 0.28 [12] 12.2 [17] 115.2 [14] 6 [14]
a Only integer values could be implemented in gPROMS.
• The thermal expansion coefficients are constant over the con-
sidered range of temperature, e.g. values from the literature
applicable over a range of 273–1300 K.
• The values of Young’s modulus and Poisson’s ratio at oper-
ating temperature are used when available, but their precise
dependency on temperature is not modeled.
• The value of the zero stress temperature1 is of the highest
importance for the determination of the magnitude of the
stresses. Major uncertainties remain in this area [1–3]. A uni-
form zero-stress temperature of 1400 K is used in the present
work.
• The fixing of the cathode-supported cell is modeled by con-
straining the axial displacement at the boundary Ω1 (Fig. 1).
The boundary conditions at Ω2 (Fig. 1) are determined by the
pressure in the cell.
• The seal (Fig. 1) at the end is neglected due to meshing issues.
The boundary Ω3 (Fig. 1) is free.
The common Navier’s equation is obtained by taking the dis-
placement components uj as the unknown of the fundamental
equations of linear elastostatics. It is solved by the model under
the previous assumptions. The resulting equation [9,10] is
µ∇2uj + (λ + µ)uk,kj − αE1 − 2υτ,j = 0 (1)
The stress components are computed from the displacement
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the time being. They do not necessary correspond exactly to the
materials used in tubular SOFC. The input data required for the
whole process are listed in Table 1.
2.2. Veriﬁcation against ﬁnite-element software (FEM)
gPROMS is not primarily designed to handle mechanical
problems. Therefore its results were tested against those pro-
vided by a common FEM tool for stress computations, FEMLAB
[15]. A typical temperature profile as it appears during operation
was applied to a tube of 0.25 m length, made of layers of same
diameter and thickness as the actual tubular cell. Fig. 2 depicts
the comparison of the solution for the principal stresses of inter-
est from gPROMS and FEMLAB. The agreement is considered
as reasonable, especially when considering that the FEMLAB
model uses more than 40 000 nodes, against only 738 for the
gPROMS model.
2.3. Investigated cases
Both steady-state and dynamic operation of the SOFC were
investigated. Several steady-state cases were chosen from a
sequence of operating points designed in studies on part-load
and load change with a model considering the SOFC and gas
turbine hybrid system [7]. These operating points are character-
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oelds. The three principal stresses,2 σ1, σ2 and σ3, are then
etermined with the principal invariants3 method and used for a
implified version of the Weibull analysis [11]:
s =
3∏
i=1



exp
(
−
∫
V
(
σi
σ0
)m dV
VR
)
σi ≥ 0
1 σi < 0


 (2)
simplification of the choice of the reference volume, VR, was
ssumed. It considers the volume of the sample delimited by
he outer ring of the so-called “ring on ring test”, which was
sed in several sources on material properties [12–14]. Only
ew material configurations have been mechanically tested for
1 Zero stress temperature: temperature at which no thermal stress act on the
ube. In the SOFC, this coincides with the manufacturing temperature at which
he layers are joined.
2 Principal stress: stresses in the principal plane that is free of shear stresses.
3 Principal invariant: coefficient in the eigenvalue problem required to estab-
ish the principal plane, the value of which is not altered by any rotation.zed by the dimensionless shaft speed of the gas turbine (NDIM).
igh load is denoted by values around one. A particular feature
f the pursued operation strategy is that it tries to keep the mean
emperature of the SOFC at a fairly constant value over the range
f NDIM 1.00 to NDIM 0.90. The fuel utilization4 is close to
5% over the whole range. Furthermore, the stresses in the cell
t room temperature were modeled by assuming a uniform tem-
erature of 298 K in the cell.
The same model is used for dynamic simulation. Here, the
nput data, i.e. operating conditions, were assumed to vary lin-
arly during a time interval of 60 s, since the model is limited
o the SOFC and does not simulate the whole hybrid system.
nly the SOFC conditions corresponding to the load cases were
xtracted from the hybrid system model. Two load changes were
tudied, NDIM 0.65 to NDIM 1.00 and NDIM 0.90 to NDIM
.00. They represent changes of 75 and 15% of the rated power
f the virtual hybrid system, respectively.
4 Fuel utilization: fraction of the fuel which is oxidized in the fuel cell.
4 A. Nakajo et al. / Journal of Power Sources xxx (2005) xxx–xxx
Fig. 2. Comparison of the thermal stresses in a tube computed by gPROMS and
FEMLAB.
The sensitivity analysis considers a fixed value of the coeffi-
cient of thermal expansion of the anode, 12.2 × 10−6 K−1, while
those of the electrolyte and the cathode were allowed to vary
in agreement with data found in the open literature. The large
range of possible values is due to different doping methods. The
Weibull modulus and strength, the Young’s modulus and Pois-
son’s coefficient were assumed to be constant. The analysis was
performed at both high and low load, i.e. NDIM 1.00 and 0.65.
3. Results and discussion
3.1. Stress ﬁelds during operation
A comparison of the principal stresses at low and high load
is depicted in Fig. 3. The stresses do not vary significantly in
Fig. 3. Distribution of principal stresses at high and low load.
the radial direction. Two layers of the MEA undergo tensile
stresses, the electrolyte and the anode. The variation of the shear
stresses acting at the ends of the cell induces high tensile radial
stresses in the electrolyte at the ends of the cell. They act in very
small volume. The value exceeds 200 MPa, which is close to the
characteristic strength of YSZ at the operating temperature. This
behavior is opposite to that in the middle of the cell, where the
smaller coefficient of thermal expansion of the electrolyte leads
to compressive stresses. In the anode, both σ1 and σ2 are tensile,
since the coefficient of thermal expansion of the Ni-YSZ cermet
is the highest among the three layers. The stresses are highest at
the fuel/air inlet, where the steam-reforming reaction induces a
drop of the temperature.5
3.2. Steady-state cases
The observation of the specific values of the stress field can-
not directly provide an indication of the risks associated with
a particular operating point, since the failure of SOFC brittle
materials are related to their defect structure. The probability of
survival is a better criterion. Fig. 4 depicts its value for several
operating points of the steady-state sequence. An optimum point
for the global probability of survival occurs at intermediate load
and is due to the opposite trends followed by the probabilities
of survival in the layers. These are lower at low load in both5 In the fuel entering the cell, about 55% of the methane is reformed.
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Fig. 4. Probabilities of survival as functions of the operating point during steady-
state operation.
the electrolyte and the anode, due to the higher temperature
difference τ induced by the low temperature in the cell. In the
cathode, on the other hand, the probability of survival is lower at
high load, when high radial thermal gradients act, which attain
a local maximum at NDIM 1.0. Nevertheless, it must be noted
that the results obtained here are restricted to a particular set of
operating points and choice of material properties.
3.3. Dynamic simulations
The evolution of the probability of survival in the cell during
both large and small load changes is depicted in Figs. 5 and 6,
respectively. All load changes could be divided into a first phase
with quickly changing probability of survival and a second phase
where the probability of survival is slowly stabilizing.
From low load to high load, the increase of both mean temper-
ature and temperature in the reforming area at the cell entrance
induces an increase of the probability of survival during the first
phase of the load change (Fig. 5). In the second phase, the prob-
ability of survival decreases due to the eventually increasing
thermal gradients in the reforming area. At the transition point
between both phases, the conditions are still close to the ones at
low load, where the probability of survival in the cathode does
not have a major contribution. Therefore, the trends are opposite
during the reverse process: the quick decrease of the thermal gra-
dients is during the first phase clearly effecting an increase of the
probability of survival. The former is coupled to the increase of
the temperature in the reforming area, which implies the same
trend for the probability of survival of the electrolyte. In the
second phase, the probabilities of survival of the anode and the
e
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loadFig. 5. Probabilities of survival, temperatures and gradients duringlectrolyte become dominant as they follow the decrease of the
emperature.
At high load, the global probability of survival is dominated
ather by the cathode than by the anode. Small load changes
nder these conditions are depicted in Fig. 6. The influence of the
uick variations of the thermal gradients clearly appears on the
volution of the probability of survival, in both directions. The
nfluence of the temperature acts through the same mechanisms
changes: (a) NIDIM 0.65 to NDIM 1.00; (b) NDIM 1.00 to 0.65.
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Fig. 6. Probabilities of survival, temperatures and gradients during load changes: (a) NIDIM 0.90 to NDIM 1.00; (b) NDIM 1.00 to 0.90.
as mentioned previously. From lower to higher load, the evolu-
tion of the probability of survival during the second phase is less
dependent on the temperature. It is flatter during the decrease
of temperature from NDIM 1.0 to NDIM 0.9. In contrast, the
evolution of the radial thermal gradients is almost symmetric.
The previous results do not show any intermediate drop of the
global probability of survival during the investigated dynamic
cases because of the combined effects of the temperature and the
radial thermal gradients. This favorable combination may how-
ever not be generally true for all imaginable operation strategies
of the system.
3.4. Sensitivity on mismatch between coefﬁcients of thermal
expansion
The differences between the layers’ coefficient of thermal
expansion mismatches are the primary cause of thermal stresses.
High uncertainty exists about the CTE values. A multitude of
values can be found in the literature, because of the wide possi-
bilities in doping. In the present work, the range of coefficient
of thermal expansion was found by literature review. In general,
the CTE may be varied by modifying the material composi-
tion or other parameters, such as porosity [16]. Under these
modifications, mechanical and electro-chemical properties of
the materials would vary as well. This dependency was how-
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Fig. 7. Effect of cathode and electrolyte CTEs on the probability of survival at
high and low load.
thermal expansion of the electrolyte, since the mismatch relative
to both the cathode and the anode is reduced. The optimum set
at low load differs slightly from the one at high load. Indeed, the
cathode is the critical layer in the latter case and is prone to higher
tensile stresses, if its coefficient of thermal expansion increases.
In particular, the probability of survival is critical, when the coef-
ficient of thermal expansion of the cathode exceeds that of the
anode. This requirement is opposite to the one leading to the
highest probabilities of survival in the anode. At low load, the
contribution of the latter is larger and therefore induces a shiftver not considered in the present sensitivity analysis; from
able 1 only the CTE is varied here. The CTE of the anode
as kept constant at 12.2 × 10−6 K−1 [17], while those of the
lectrolyte and the cathode were varied from 9.7 × 10−6 K−1
17] to 10.8 × 10−6 K−1 [18] and from 11.3 × 10−6 K−1 [16] to
2.8 × 10−6 K−1 [17], respectively.
Fig. 7 depicts the results at both high and low load. The prob-
bility of survival is higher for high values of the coefficient of
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Fig. 8. Effect of cathode and electrolyte CTEs on the probability of survival at
room temperature.
of the optimum point to higher cathode CTE compared with the
case of high load. Furthermore, highest probabilities of survival
can be achieved only for particular choices of CTE.
3.5. Room temperature case
The difference between the operating and the zero-stress tem-
perature has been identified as a main driver of thermal stresses.
From this point of view, room temperature appears as the most
critical case. The shape of the stress fields shows the same global
trend as during operation; that is high stresses at the ends of the
cell in the electrolyte and tensile stresses in the whole anode.
Fig. 8 displays the result of a sensitivity analysis of the same
kind as in Section 3.4. The optimum probability of survival over
the considered CTE range is very low and located in a narrow
regime.
3.6. Limitations
The comparison of the results presented in Sections 3.2–3.4
shows to some extent contradiction with the common observa-
tions, which indicate the failure of the cell during operation.
However, the computation of stresses performed by Montross
et al. [3] in the case of a planar cell at room temperature also
indicates that probabilities of failure6 as low as 10−5 cannot be
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Fig. 9. Weibull plot of 75% Ni(O)-YSZ cermet (anode material) at room tem-
perature: (a) unreduced [12]; (b) unreduced, porosity 0.06 [14]; (c) reduced,
porosity 0.27 (used for the calculation in the present work) [14]; (d) reduced,
porosity 0.36 [14]; (e) reduced, porosity 0.39 [14].
is complicated by the wide possibilities in material composition,
which mainly has to fulfill electro-chemical requirements. The
manufacturing process also plays a major role; suitable sintering
temperatures and processes are under investigation. The exper-
imental data therefore depend on the supplier of the sample.
The reduction of the anode material is another issue. Only few
researchers [14] have consistently published its influence on the
strength. This fact is visible in Fig. 9. It shows the probability of
survival of 75% Ni(O)-YSZ over the stress at room temperature.
The large discrepancies are partially due to different porosity and
state, i.e. reduced and unreduced. However, in the most compa-
rable case, the strength of the tested material differs significantly.
For the preceding calculations, material (c) is used. The results
presented in Sections 3.2–3.5 obviously change if material (a)
or (b) was used. The dependency on porosity, which increases
after reduction, amplifies the problem.
Other fundamental uncertainties remain. In particular,
extended knowledge of the behavior of the bonds between the
layers, as well as on the phenomena determining the value of the
zero stress temperature are required. In the case of a tubular cell
manufactured by electrochemical vapor deposition, the process
requires the insertion of additional layers in order to prevent the
growth of undesired phases [17]. A model assuming three lay-
ers joined to each other at a uniform temperature may not be
refined enough to simulate the stresses in such tubular SOFC
with satisfactory accuracy. The work of Li et al. [19] observed
c
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schieved with the common SOFC materials. Nevertheless, this
equirement is typical for applications targeted by the SOFC
echnology. Commercialization is obviously not possible under
hese conditions. Atkinson and Selc¸uk [12] pointed out the low
alues of the Weibull moduli as a limiting parameter. Ideally,
hese should be higher than 10.
Mechanical data for SOFC materials is still sparse. In partic-
lar, the dependency of the Young’s modulus and the strength on
emperature has not yet been precisely quantified. Its exploration
6 Probability of failure: Pf = 1 −Ps.omplex behavior of cell samples during their experiment for
he analysis of crack density. In particular, reproducibility could
ot be achieved. The effect of the sintering temperature on the
rack density was clearly observed. Unexpected behavior of the
ayers, such as compliance of the electrolyte is reported.
The experimentally observed mechanical failure of SOFC
epends on the degradation of the materials due to the aggres-
ive environment during operation. Studies on the evolution of
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the mechanical properties of the materials during the life of the
SOFC are necessary to predict the SOFC life. Such phenomena
have not been considered in the present study. The probabil-
ity of survival, which has been used as test criterion, considers
only the initial structure. Indeed, the current knowledge on the
mechanical phenomena in SOFC does not allow modeling for
the purpose of life assessment.
4. Conclusions
A model for calculating stresses was added to a thermo-
electro-chemical model in order to simulate the thermal stresses
in a tubular cell. For all studied cases, the stress fields display
high tensile stresses in limited areas at the ends of the cell in the
electrolyte and significant values in the whole anode. The latter
is due to its high coefficient of thermal expansion. The mag-
nitude of the stresses is higher at the fuel/air inlet, where the
internal steam-reforming reaction induces a temperature drop.
The comparison with FEMLAB, a suitable FEM tool, confirmed
the ability of the modeling tool gPROMS to handle mechanical
problems in particular cases, despite its limitation in meshing
abilities, i.e. uniform, rectangular meshing and simple geome-
tries.
The assessment of the risks related to particular operating
points and load changes was performed through the probabil-
ity of survival. The evolution of the latter is dependent on the
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ties. An in-depth study of the influence of the choice of control
strategy would also be of interest in order to find general criteria
for stress-friendly operation.
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