Abstract
Introduction
Microarray gene expression profiling has become a popular tool for identifying biomarkers in diseases such as cancer. They allow us to examine the expression levels of thousands of genes in a single experiment. However, cancer may only alter a tiny portion of the human genome. Therefore, we need a powerful and effective feature selection scheme, in addition to a large sample size, to identify these potential biomarkers. While the number of gene expression datasets available to the scientific community is growing, the sample size of each dataset remains small compared to the number of features. As such, methods for combining multiple datasets have the potential for increasing the power of microarray data analysis by pooling information.
Combining datasets can be difficult when we use different microarray platforms or apply different probe normalization and summarization techniques. Even when we use the same chip hardware and software, the laboratory effect can, in some cases, be more significant than the choice of chip platform when assessing reproducibility [1] . Differences in reproducibility, sensitivity, and specificity between datasets from separate test sites can lead to different sets of candidate biomarkers [2, 3] . In addition to all of these technical obstacles, the practical limitation of finding datasets which measure the same scientific question further hampers data combination. Thus, most current biomarker identification studies are limited to single, small-sample datasets.
A common goal in microarray analysis is the creation of predictive classifiers. The first step in creating a classifier is often feature selection, which involves systematically excluding a number of weakly-informative genes in order to increase the overall performance of the classifier. Methods for feature selection fall into two categories: filter methods and wrapper methods.
Filter methods are a two step process, beginning with individual scoring of each feature, followed by selection based on this scoring. At the end of the filtering procedure, we build a predictive classifier using a different method from the one used to score and select individual genes. Common filtering methods include fold change and T-test. However, the classification accuracy of biomarkers resulting from such methods is not necessarily high. Because of the inclusion of redundant information, resulting classifiers may become highly complex without significant gain in accuracy [4] . Furthermore, these methods are sensitive to small-sample data and depend on strict assumptions. Calculation of the T-statistic, for example, breaks down when the number of features included is larger than the sample size. Statistics such as mean and variance may be significantly biased when calculated from small sample data, leading to false conclusions of significance. The dependence of the T-test on data normality is also problematic, since this assumption is often not true for gene expression data [5] .
For wrapper methods, the final classifier is intrinsic to the feature selection process. Instead of scoring genes independently, a wrapper method will assess groups of genes based on their synergistic performance, usually measured by estimating the error-rate of classification. Using classification error-rate as a selection criterion is appropriate when the aim is to design a discriminant rule [6] . Furthermore, error estimation techniques such as the bootstrap do not depend on assumptions of data normality. Studies have shown that various bootstrap and cross validation resampling methods are accurate estimators of predictive performance for small-sample data [7] .
Several studies examine methods for combining multiple microarray datasets in order to improve sample size. These methods include large-scale data-mining, functional integration, ANOVA models, and effect size meta-analysis [8] [9] [10] [11] . Of particular interest is the study by Wang et al., which combines the fold change of genes between classes from three microarray datasets. Their computed statistic also takes into account the different variances within datasets [11] . Choi et al. compute a combined z-statistic and find that this combined statistic identifies more potential biomarkers than those of single datasets [12] . None of these methods, however, explore data combination using wrapper-based gene selection methods that estimate classification error. Such methods would have both the benefits of accurate identification of predictive genes from small datasets as well as increased sample size by combining multiple datasets.
The meta-analytic method that we propose combines heterogeneous microarray datasets by combining bootstrap estimated classification errors for each gene. Our method, adapted from Wang et al., weights the combined classification error from each dataset by the inverse of its bootstrap variance [11] . This weighting reduces the overall contribution of datasets with large variance. It is easily extended to any number of datasets and has the potential to improve the biological and statistical relevance of candidate biomarkers.
Methods

Microarray Data
We use two groups of microarray datasets to test the bootstrap meta-analysis method. The first group includes samples from two renal cancer studies. Each study contains samples from clear cell (CC), chromophobe (CHR), and oncocytoma (ONC) renal cancer subtypes. We are interested in identifying genes that are differentially expressed between the CC and the combined group of both CHR and ONC subtypes. The smaller dataset from Schuetz et al. contains 13 CC, 4 CHR, and 3 ONC samples. The larger dataset from Jones et al. contains 32 CC, 6 CHR, and 12 ONC samples. Samples from both datasets are derived from Affymetrix microarrays and contain at least 8793 genes [13, 14] . The Jones dataset contains more genes, but we reduce the number of genes to a subset of 8793 common to both datasets.
The second group includes two prostate cancer datasets with 12625 genes on Affymetrix microarrays. Between the two datasets, there are a total of 113 tumor samples and 113 normal samples [15, 16] . Normal samples are extracted from tissue adjacent to prostate tumors. The smaller Singh dataset contains 52 tumor samples and 50 normal adjacent samples. The Chandran dataset contains 61 tumor samples and 63 normal adjacent samples.
Feature Ranking
We use a wrapper-based approach to rank genes by classification accuracy, estimated using a linear support vector machine (SVM) classifier and bootstrap resampling. The SVM classifier predicts the class of a test sample based on its gene expression by constructing a maximal margin discriminating hyperplane from training samples. We use a dataset-specific SVM cost parameter, C, of approximately 1/n. Thus, the cost parameter is 0.05 for the Schuetz dataset and 0.02, 0.01, and 0.01 for the Jones, Singh, and Chandran datasets, respectively.
We define the m th estimate
of the true error of classification:
, for each data source j, each gene k, and set of class labels l, with l=0 defining the correct labeling. m enumerates all possible partitions of the data into training and testing sets. To estimate
, we sample the space of m with a bootstrapping algorithm as follows:
For a dataset with n=1:N samples, the bootstrap algorithm randomly selects N samples with replacement [17] . The unique N* samples selected by the bootstrap (N* < N) are designated as the training set ( S training ) for the SVM classifier. The remaining N-N* samples are the testing set ( S testing ). Comparing the SVM output labels for these N-N* samples to the actual class labels (defined by l), we calculate the classification error with
where L j,k,l,m,n is the class label of the n th sample. Both L's are either 0 or 1 depending on the class. We repeat this bootstrap procedure for 100 iterations and compute the mean (
) and variance (
) of the classification error across the B=100 bootstrapped samplings.
In a typical wrapper-based analysis, we can use these
for feature ranking and
as measures of confidence in these errors.
Data Combination
Differences in sample size prevent us from directly comparing wrapper-based feature selection between two or more datasets. The distribution of
genes k often depends on the balance of samples between classes within a dataset. Furthermore, the total number of samples in a dataset affects
. Thus, we need to empirically estimate a null distribution for
for each data source j, and gene k in order to generate a universally comparable (and combinable) significance score. A common method for estimating the null distribution ) (
is to randomly permute the dataset class labels for each gene, in order to remove any information that the true class labels hold. We can estimate the cumulative distribution function of this null distribution by sampling the space of l, T times:
Ideally, we should sample the space of l extensively for each gene k to estimate a gene-specific null distribution. In practice, however, we assume that the null distributions are similar for each gene, and thus we only sample l once for each of the T genes. This results in one aggregate null distribution for a data source, ) ( 0 x E P j = , described by:
with corresponding sample mean and variance of 0 j E and 2 j s estimated from the set of T observations from
We can now normalize any bootstrap error
against its null distribution such that its distribution is approximately normal with zero mean and unit variance:
The variance of a bootstrap measurement
estimates the reliability of that measurement. When combining bootstrap measurements from multiple data sources, we should favor measurements with low variance. Therefore, the combined classification score is a weighted combination of normalized bootstrap errors from individual datasets. We adapt this combination formula from Wang et al. [11] :
A null distribution for combined classification score can also be computed similarly to (5):
We can identify differentially expressed genes using individual datasets by ranking values of 
In addition to the bootstrap error method described above, we combine data sources on the basis of fold change and T-test as described by Wang et al. [11] .
Feature Selection
We decide that a gene is significantly differentially expressed based on p-value. For assessing overlap between methods, we use a consistent p-value threshold of 0.01. For both T-test and fold-change methods, we assign p-values to raw scores based on a two-tailed normal distribution with mean and standard deviation statistics estimated from the observed T and fold change distributions, respectively. For the bootstrap error estimator, we estimate p-values based on the empiricallydetermined null-distribution described in the previous section.
Validating the Relevance of Gene Ranking
We assess the effect of data combination by comparing the result of feature selection in each individual dataset to that of the combined dataset. It is often difficult to compare feature selection between methods or similar datasets due to the large number of features and the subjectivity of feature interpretation. Because of our limited understanding of biological mechanisms and the noise inherent in microarray technology, we can often only verify the validity of a selected gene by independent assays such as qRT-PCR [18] . However, in order to avoid the costly and time-consuming validation of genes selected in this study, we use a method introduced by Mukherjee et al. to compute the probability of successfully selecting differentially expressed genes [19] . This method is based on a simple scenario that compares the ranks of two genes, one of which is known to be differentially expressed. Mukherjee et al. computes the probability that a given ranking algorithm correctly ranks the differentially expressed gene by ranking it more favorably. They extend this method to multiple genes and define the random variables T 0 and T 1 , which represent the ranks of null and differentially expressed genes, respectively. Assuming that a higher rank number corresponds to a more differentially expressed gene, they explicitly compute the probability ) ( 1 0 T T P < which they call the Binary Selection Accuracy (BSA) [19] . This probability is equivalent to the area under the curve (AUC) of a receiver-operator characteristic (ROC) curve produced by classifying genes into either differentially expressed or null groups using a rank threshold [20] .
Instead of comparing different ranking algorithms, we compare the ranks produced from individual datasets to those of the combined dataset. In order to compute the BSA, we need a set of reference genes that are known to be differentially expressed. For both the renal cancer and prostate cancer datasets, we identify genes from literature that have also been validated with qRT-PCR, the most common method for validating differentially expressed genes [21] . When computing the ROC curves, we weight each gene by one minus its p-value. Thus, statistically significant genes have a larger contribution to the resulting AUC.
Results and Discussion
Bootstrap Meta Analysis
Data suggests that the no-information null distribution of the bootstrap is approximately normal, but the actual distribution of errors trained on correct class labels is skewed towards low error (figure 1). This is expected, as the magnitude of skew should be a function of the separability of the classes under investigation and the information content of the genes present on the microarray.
For the prostate cancer datasets, this skew is less prevalent, as the empirical distribution more resembles the null distribution. Small deviations still exist at the low error side of the distribution, corresponding to potential differentially expressed genes (figure 2). The red bars are AUCs of the combined data. T, FC, and BS correspond to t-test, fold change, and bootstrap, respectively. S, Ch, and C correspond to Singh, Chandran, and combined data, respectively. The bootstrap combination method (right bars) outperforms both the ttest and fold change methods.
Validating the Relevance of Gene Ranking
We identify several validated genes for both the renal and prostate cancer datasets and use these genes as a reference for assessing the effect of data combination. We restrict these reference genes to those validated with qRT-PCR. This restriction improves the reliability of the reference genes since qRT-PCR is a common and established method for validating microarray assays [21] .
In renal cancer, carbonic anhydrase IX (CA9) and low density lipoprotein-related protein 2 (LRP2) are upregulated in CC compared to the ONC and CHR renal cancer subtypes [13, 22] . Additionally chloride channel Kb (CLCNKB), defensin beta 1, and parvalbumin (PVALB) are upregulated in ONC and CHR compared to CC (table 1) [13, 22] . Using these reference genes, we compute the BSA (AUC) for each of the individual and combined renal datasets. We compare the results of the bootstrap meta-analysis to the original fold change combination method by Wang et al. as well as to a similar T-test method [11] . The ROC curves (figure 3) for the combined data are more similar to the Jones dataset when using T-test or bootstrap ranking. ROC curves for the fold change method are similar between both individual datasets and the combined dataset. BSA values (figure 5) for the combined dataset are higher than both of the individual datasets when ranking genes using fold change and bootstrap methods, but not the T-test method. Fold change tends to perform well for both individual datasets in terms of favorably ranking the reference genes. Thus, we also expect fold change to perform well for the combined data.
Compared to the Jones data, the small sample size of the Schuetz data seems to reduce the efficiency of ranking using the T-test and bootstrap methods. Small sample size generally corresponds to higher measurement variance. Therefore we expect the data combination method to reduce the overall contribution of the Schuetz data. However, the BSA for the T-test combination method is higher than that of the individual Schuetz dataset and lower than that of the individual Jones data. This suggests that, for the T-test method, the contribution of the Schuetz data to the combined data ranking has not been properly weighted to account for its higher variance. The results of bootstrap ranking using individual datasets produces similar BSA values compared to the T-test. However, our bootstrap method properly weights the Schuetz data to reduce its overall contribution in the combined data. Thus, the BSA of the combined data ranking is higher than both individual datasets ( figure 5) .
For the prostate cancer data, we select six validated genes from literature, four of which are over-expressed in tumor tissue while two are under-expressed (table 2) [23] . We compute the ROC curves and BSA scores for the prostate cancer datasets using these reference genes ( figure 4, figure 6 ). Compared to the renal cancer data, detection of these reference genes via ranking is much less efficient, resulting relatively low BSA scores. This decrease in efficiency may be due to biological heterogeneity among the three datasets from Singh, Chandran, and Ernst.
Despite the low BSA scores, the genes identified from the Ernst dataset have been qRT-PCR validated and should serve as a point of reference for assessing the quality of the Singh and Chandran datasets. Examining the ROC curves and the corresponding BSA values, for both the T-test and fold change data combination methods, we see that combining data improves gene detection compared to the individual Chandran dataset. However, for these ranking methods, the combined dataset still performs worse than the individual Singh dataset. The bootstrap method performs equally well on both the individual Singh and Chandran datasets. Furthermore, the combined method improves the overall performance of gene detection compared to both individual datasets. 
Overlap Among Methods
Both renal cancer datasets (Schuetz and Jones) exhibit a much larger trend of significantly low bootstrap errors than is found in either of the two prostate datasets. The number of significant genes found via T-test and fold change, however remains moderate in the renal data. This is most likely because the bootstrap error is determined to be significant based on a separately generated null distribution, while it is assumed that, for the fold change and T-test scoring, the null distributions are identical to the observed distribution. We make this assumption to maintain consistency and comparability with prior work. However, this assumption may be faulty and could be improved. Another way to think about this phenomenon is to consider a random variable exhibiting a nearly Gaussian distribution, such as fold change and T-statistic (data not shown). Normalizing the variable with its own population mean and standard deviation should always result in 1% of all observations assayed to be significant at the p<0.01 level.
The difference between the number of significant genes identified via bootstrap in each of the renal or prostate datasets (figure 7) may best be attributed to both the sample size and the intrinsic difficulty of the classification problem, although we lack a biological basis for this conclusion. The prostate dataset may be a more difficult problem to classify since the normal samples are derived from tissue adjacent to the prostate tumor, which are also highly heterogeneous [24] . Figure 8 illustrates a case where one dataset is dominant during combination due to a disparity in variances. In this example, the Schuetz data has lower variance for both the T-test and fold change (top), but not for the bootstrap error (bottom) when compared to the Jones dataset. As a result, almost all of the genes identified from the Schuetz data alone are also identified as significant after dataset combination for T-test and fold change, with the trend reversing and favoring Jones for bootstrap.
Because the Schuetz dataset has a smaller pool of samples, one would expect the confidence of classification to be lower for repeated measurements, and this is indeed the case for the bootstrap error, which is computed 100 times. We therefore conclude that estimating the confidence of a T-test or fold change value by calculating the variance of the statistic across all genes is a poor estimate of the true confidence of measurement. For future experiments, we recommend re-computing each statistic using a cross-validation procedure to estimate variance on a per-gene basis. Hopefully, this would lead to a better estimate of variance, and therefore, a more fruitful dataset combination. 
Interpretation of Selected Genes
Data combination using bootstrap meta-analysis improves the ranks of two of the prostate cancer reference genes. Both of these genes, tripartite motif containing 29 (TRIM29) and pyrroline-5-carboxylate reductase 1 (PYCR1), were previously validated by Ernst et al [23] . For TRIM29, individual dataset p-values of 0.07 and 0.05 are reduced to 0.02 in the combined data. Likewise, for PYCR1, individual dataset p-values of 0.19 and 0.16 are reduced to 0.10 in the combined data. The ranks for the other four reference genes are not improved in the combined data compared to both individual datasets. However, the individual dataset p-values of these four genes are larger than those of TRIM29 and PYCR1. Although these genes have been validated with qRT-PCR, their reliability for these particular datasets is questionable and provides further evidence of the analytical difficulties due to prostate tissue heterogeneity.
In addition to the reference genes, we identify several other prostate cancer-related genes using the bootstrapcombined data. Interestingly, brain-derived neurotrophic factor (BDNF), has been linked to prostate cancer [25] . We easily identify BDNF in the Singh dataset (rank=3), but not in the Chandran data (rank=420). The combined data ranks the gene at 17 (lower rank is better). Similarly, the combined data improves the recognition of the metastasis-associated protein 1 (MTA1, combined rank=18, Singh rank=16, Chandran rank=360) and chemokine receptor 2 (CCR2, combined rank=35, Singh rank=5, Chandran rank=580), again by discounting the contribution of the Chandran data [26, 27] . The combined data also favorably ranks some relevant genes that are not ranked favorably in individual datasets. For example, ITIH3 (Singh rank=25, Chandran rank=326, combined rank=6) and CHD5 (Singh rank=165, Chandran rank=95, combined rank=7) have both been linked to human cancer [28, 29] .
Data combination also improves the ranks of two of the renal cancer reference genes, CLCNKB and PVALB. The rank of DEFB1 is only improved compared to the individual Schuetz dataset (Schuetz rank=6158, Jones rank=552, combined data=1011). However, the p-value of DEFB1 in the Schuetz dataset is large. Likewise, the combined data rank of CA9 is improved compared to the Jones dataset, but not the Schuetz dataset (Schuetz rank=1900, Jones rank=2808, combined data=2344). Some genes implicated in renal cancer are favorably ranked in the combined data, but not in either of the individual datasets. For example, CXCR4 has a combined data rank of 28, but individual ranks of 113 and 188 in the Schuetz and Jones dataset, respectively [30] . Many other examples of improved biological relevance exist in both prostate and renal cancer datasets. However, a more rigorous biological analysis is beyond the scope of this paper.
Conclusion
Until microarray technology becomes standardized, we must develop statistical methods to handle small sample data. Standardization protocols are currently not well defined. However, the ideal scenario for standardization should allow us to compare quantitative measurements across different platforms or to expect all clinical measurements to be acquired with the same technology. Regardless of standardization, microarrays are still subject to technological variance when experiments are performed at different times or locations. Our proposed method is a possible solution to reduce technical bias by computing differential gene expression scores on distinct microarray groups, then combining these scores across multiple groups of microarrays. The bootstrap accurately estimates classification errors for genes of individual small datasets while the combination method favors genes whose scores have lower individual dataset variances.
The results of this method applied to prostate and renal cancer datasets indicate that bootstrap meta-analysis improves the biological relevance of gene selection by increasing data sample size.
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