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CONVERGENCE OF MARKED POINT PROCESSES OF EXCESSES FOR
DYNAMICAL SYSTEMS
ANA CRISTINA MOREIRA FREITAS, JORGE MILHAZES FREITAS, AND MÁRIO MAGALHÃES
Abstract. We consider stochastic processes arising from dynamical systems simply by evalu-
ating an observable function along the orbits of the system and study marked point processes
associated to extremal observations of such time series corresponding to exceedances of high
thresholds. Each exceedance is marked by a quantity intended to measure the severity of the
exceedance. In particular, we consider marked point processes measuring the aggregate damage
by adding all the excesses over the threshold that mark each exceedance (AOT) or simply by
adding the largest excesses in a cluster of exceedances (POT). We provide conditions to prove the
convergence of such marked point processes to a compound Poisson process, for whose multiplicity
distribution we give an explicit formula. These conditions are shown to follow from a strong form
of decay of correlations of the system. Moreover, we prove that the convergence of the marked
point processes for a ‘nice’ first return induced map can be carried to the original system. The
systems considered include non-uniformly expanding maps (in one or higher dimensions), maps
with intermittent fixed points or non-recurrent critical points. For a general class of examples,
the compound Poisson limit process is computed explicitly and, in particular, in the POT case
we obtain a generalised Pareto multiplicity distribution.
1. Introduction
In the past few years the study of the extremal behaviour of dynamical systems has drawn much
attention (see for example: [8, 9, 11, 19, 28, 7, 27]). The occurrence of extreme or rare events is
often seen as the entrance of an orbit in some small (hence rare) target set in the phase space.
These target sets are usually taken either as cylinders or shrinking balls around some determined
point ζ in the phase space and we want to study the elapsed time before hitting such targets. This
is obviously related to the recurrence properties of the system and can also be associated to the
occurrence of extreme observations (or exceedances of high thresholds) for a given potential so
that entrances in the target set mean that the respective observations of the potential achieve very
high values. This relationship between hitting times and extreme values was formally established
in [9, 10]. In this paper, we will use an extreme value approach rather than a hitting times
approach, but bear in mind that these are two sides of the same coin as can be fully appreciated
in the aforementioned papers.
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One of the motivations for studying such properties is that extreme events are associated with
risk assessment and understanding their likelihood is of crucial importance. One way of keeping
track of extreme events is through the study of point processes, which keep record of the number
of exceedances (entrances in the target sets) observed in a certain normalised time frame. In [9,
12, 2] these processes were studied in a dynamical setting and called Rare Events Point Processes
(REPP). The REPP could be described in a simplified way as follows (see precise definition in
Section 2). Let X0,X1, . . . be a stationary stochastic process arising from a dynamical system by
observing a given potential along its orbits. Let u be a high threshold, consider the time interval
[0, t) and a normalising scale factor vu that depends on u and which will be made precise below.
Let
Nu(t) =
⌊vut⌋∑
j=0
1Xj>u,
where 1A is the indicator function over the set A. Note that Nu(t) gives the number of exceedances
during the normalised time interval [0, vut).
The convergence of REPP is affected significantly by the presence or absence of clustering of
exceedances. As shown in [9], in the absence of clustering, the REPP converge to a Poisson
process of intensity 1, meaning that, in particular, Nu(t) converges in distribution to a Poisson
random variable of average t. In [12], under the presence of clustering, the REPP was shown
to converge to a compound Poisson process of intensity 0 < θ < 1 and geometric multiplicity
distribution with mean θ−1, that can be interpreted as the average cluster size. This parameter θ
is called the Extremal Index (EI). In particular, this means that Nu(t) converges in distribution
to a Pólya–Aeppli distribution. One can think of the compound Poisson process as having two
independent components: the Poisson events on the time axis ruled by exponential inter arrival
times and the multiplicity of each event (or weight associated to each event) that in the latter
case is determined by a geometric distribution.
The convergence of REPP can be used to obtain relevant information such as the expected time
between the occurrence of catastrophic events, the intensity of clustering, the distribution of
the higher order statistics of a finite size sample, which ultimately are crucial for assessing risk.
However, in many circumstances such as in actuarial science, or in structural safety, not only the
frequency of rare undesirable events is relevant for the evaluation of risk associated to certain
phenomenon. In fact, insurance companies and safety regulation agencies are also very much
interested in, on the one hand, the severity of high impacts, and on the other hand, in the effects
of aggregate damage. This motivates studying other point processes that are not limited to count
the number of exceedances but rather quantify somehow the amount of damage by adding the
excesses over a certain high threshold:
Au(t) =
⌊vut⌋∑
j=0
(Xj − u)+,
where (x)+ = max{0, x}.
In the case there is no clustering Au(t) gives rise to Excesses Over Threshold (EOT) marked
point process. When there is clustering then one has (at least) two natural possibilities to handle
the excesses within a cluster: either we are interested in the aggregate damage and in that case
we sum all the excesses within a cluster to obtain a Area Over Threshold (AOT) marked point
process; or we are interested in the record impact of the highest exceedance and in that case we
take the maximum excess within a cluster to obtain a Peak Over Threshold (POT) marked point
point process (in this case we need to adjust the definition of Au(t) but postpone it to Section 2).
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The interest in AOT arises for example in situations where the immediate large observations have
an accumulated detrimental effect over a certain structure or a companies’ financial situation that
ultimately results in a system failure/collapse or bankruptcy. On the other hand the interest in
the POT may appear when there is some sort of recovery mechanism that softens the effect of
small exceedances but one is mostly worried with the sensitivity to singular very high impacts.
Several difficulties arise in studying the convergence of such point processes. The most obvious
is the fact that instead of expecting a discrete multiplicity distribution (Geometric distribution),
as in [12], here we expect continuous multiplicity distributions of Pareto type. This means that
we have to build up on the work done in [12], adapting the mixing conditions considered there
in order to study joint Laplace transforms associated with these processes and ultimately prove
their convergence for systems with good mixing rates.
In the classical setting of stationary stochastic processes the convergence of the REPP was proved
to be a compound Poisson process in [20, 25] under assumption ∆(un) (which is very similar to
Leadbetter’s D(un) introduced in [22]) and assuming the existence of an EI. In the dynamical
setting, in [16], the authors prove the convergence of Nu(t) to a Pólya–Aeppli distribution for
cylinder target sets. In [12], which builds upon [11], some conditions were devised to prove the
existence of an EI when the target sets are balls around repelling periodic points, the authors
proved the convergence of the REPP to a compound Poisson process with geometric multiplicity
distribution. The conditions proposed in [12] can be checked for systems with sufficient decay of
correlations (contrary to D(un) or ∆(un)) and allow to prove the existence of an EI and compute
its value from the expansion rate at the repelling periodic point.
In the classical literature in [23], Leadbetter shows the convergence of the EOT, for independent
and identically distributed (iid) random variables, and of the POT marked point process to a
compound Poisson process with multiplicity distribution given by a generalised Pareto distribu-
tion, whose type is determined by the tail of the distribution of X0. The convergence of the latter
is obtained for stationary stochastic processes under condition ∆(un) that cannot be verified in a
dynamical setting. The result is obtained under the assumption of existence of an EI. In [24], the
convergence of the AOT under ∆(un) is also addressed but assuming the existence of an unknown
limit for the multiplicity distribution.
In the dynamical setting the appearance of clustering was linked to periodicity of the point ζ
playing the role of base of the target sets in [18, 16, 11, 12]. In fact, as proved in [2], when the
target sets are balls around ζ then we have a dichotomy regarding the convergence of the REPP
for systems with a strong form of decay of correlations known as decay of correlations against
L1 (see Definition 2.10 below): either ζ is periodic and in that case it converges to a compound
Poisson process of intensity θ and geometric multiplicity distribution or ζ is not periodic and in
that case we have no clustering and convergence to a standard Poisson process. In a very recent
paper [3], the authors use multiple maxima ζ1, . . . , ζk correlated by belonging to the same orbit to
create a fake periodic effect that ultimately creates clustering, in this case, with possibly different
multiplicity distributions.
In this paper we give conditions (a long range and short range conditions on the dependence
structure of the stochastic processes) to guarantee the convergence of the EOT, AOT, POT marked
point processes, which can also be used to prove the convergence of the REPP. In fact, the result
(Theorem 2.A) is quite general and can be used to prove the convergence of other marked point
processes associated to exceedances by using other possible marks over each exceedance. The
result applies both in the presence and absence of clustering. The conditions are devised to be
applied in the dynamical setting (contrary to ∆(un)) and to simplify the proof of the existence of
an EI. Moreover, from these new conditions we provide a new formula to compute the multiplicity
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distribution of the limiting compound Poisson process. Furthermore, the conditions can be used
in a wide range of scenarios including target sets around multiple maxima as in [3] or discontinuity
points as in [2] or even other more geometrically intricate sets.
Then in Theorem 2.B we show that such conditions can be easily verified if the system has
for example decay of correlations against L1 observables, which allows to apply the theory to
uniformly expanding maps of the interval (such as Rychlik maps) or higher dimensional uniformly
expanding systems like the ones studied by Saussol in [30].
Motivated by an idea introduced in [5] and extended in the recent paper [17], we prove Theo-
rem 2.C, which states that if a system admits a ‘nice’ first return time induced map for which we
can prove the convergence of marked point processes associated to the exceedances (such as the
EOT, AOT or POT) then the original system shares the same property. This allows the applica-
tion of our results to maps with intermittent fixed points, like the Manneville-Pommeau maps or
Liverani-Saussol-Vaienti maps, or maps with critical points such as Misiurewicz quadratic maps.
In order to exemplify the application of the main results, prove the convergence of marked point
processes and actually compute the limit distributions (using the formula we provide to compute
its multiplicity distribution), we considered the case where the targets are balls around a single
maximum at ζ with some natural regularity conditions to obtain a result (Theorem 3.A) stating
that for a fairly large scope of examples the EOT and POT marked point processes converge
to a compound Poisson process with intensity θ (for which we provide a precise formula) and
multiplicity distribution corresponding to a generalised Pareto. Then in Theorem 3.B we address
the more difficult AOT case for which, under some more restrictive assumptions on the system,
we also compute the multiplicity of the limiting compound Poisson distribution.
2. The setting and statement of results
Take a system (X ,B,P, f), where X is a Riemannian manifold, B is the Borel σ-algebra, f : X → X
is a measurable map and P an f -invariant probability measure. Suppose that the time series
X0,X1, . . . arises from such a system simply by evaluating a given observable ϕ : X → R∪{±∞}
along the orbits of the system, or in other words, the time evolution given by successive iterations
by f :
Xn = ϕ ◦ fn, for each n ∈ N. (2.1)
Clearly, X0,X1, . . . defined in this way is not necessarily an independent sequence. However,
f -invariance of P guarantees that this stochastic process is stationary.
The most simple point processes keep record of the exceedances of the high thresholds un by
counting the number of such exceedances on a rescaled time interval. The sequence of thresholds
(un)n∈N is chosen such that
nP(X0 > un)→ τ, for some τ > 0, as n→∞, (2.2)
so that the number of exceedances among the first n observations is kept, approximately, at the
constant rate τ > 0. These counting processes were called Rare Events Point Processes (REPP)
and were studied in [9, 12, 15, 6]. Here, we consider even more sophisticated cases like when each
exceedance is marked by the respective excess over the threshold un. In fact, the marked point
processes will be defined by keeping record of the occurrence of clusters of exceedances and each
such occurrence will be marked by the number of exceedances in the cluster (which allows us to
recover the REPP), the sum of the excesses of all exceedances in a cluster, the maximum excess
in the cluster or any other measure weighing the intensity of each cluster.
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In order to provide a proper framework of the problem we introduce next the necessary formalism
to state the results regarding the convergence of point processes and random measures. We
recommend the book of Kallenberg [21] for further details on these topics.
2.1. Random measures and weak convergence. First we introduce the notions of random
measures and, in particular, point processes and marked point processes on the positive real line.
Consider the interval [0,∞) and its Borel σ-algebra B[0,∞). A positive measure ν on B[0,∞) is said
to be a Radon measure if ν(A) < ∞ for every bounded set A ∈ B[0,∞). Let M := M([0,∞))
denote the space of all Radon measures defined on ([0,∞),B[0,∞)). We equip this space with the
vague topology, i.e., νn → ν in M([0,∞)) whenever νn(ψ) → ν(ψ) for any continuous function
ψ : [0,∞) → R with compact support. Consider the subsets of M defined by Mp := {ν ∈ M :
ν(A) ∈ N for all A ∈ B[0,∞)} and Ma := {ν ∈ M : ν is an atomic measure}. A random measure
M on [0,∞) is a random element of M, i.e., let (X ,BX ,P) be a probability space, then any
measurable M : X → M is a random measure on [0,∞). A point process N and marked point
process A are defined similarly as random elements on Mp and Ma, respectively.
The elements ν ofMp can be interpreted as counting measure, i.e., ν =
∑∞
i=1 δxi , where x1, x2, . . .
is a collection of not necessarily distinct points in [0,∞) and δxi is the Dirac measure at xi, i.e.,
for every A ∈ B[0,∞), we have that δxi(A) = 1 if xi ∈ A and δxi(A) = 0, otherwise. The elements
ν of Ma can be written as ν =
∑∞
i=1 diδxi , where x1, x2, . . . ∈ [0,∞) and d1, d2, . . . ∈ [0,∞).
To give a concrete example of a marked point process, which in particular will appear as the limit
of the marked point processes, we consider:
Definition 2.1. Let T1, T2, . . . be an i.i.d. sequence of r.v. with common exponential distribution
of mean 1/θ. Let D1,D2, . . . be another i.i.d. sequence of r.v., independent of the previous one,
and with d.f. π. Given these sequences, for J ∈ B[0,∞), set
A(J) =
∫
1J d
( ∞∑
i=1
DiδT1+...+Ti
)
.
Let X denote the space of all possible realisations of T1, T2, . . . and D1,D2, . . ., equipped with a
product σ-algebra and measure, then A : X → Ma([0,∞)) is a marked point process which we
call a compound Poisson process of intensity θ and multiplicity d.f. π.
Remark 2.2. WhenD1,D2, . . . are integer valued positive random variables, π is completely defined
by the values πk = P(D1 = k), for every k ∈ N0 and A is actually a point process. Note that,
if π1 = 1 and θ = 1, then A is the standard Poisson process and, for every t > 0, the random
variable A([0, t)) has a Poisson distribution of mean t.
Now, we define what we mean by convergence of random measures (see [21] for more details).
Definition 2.3. Let (Mn)n∈N : X → M be a sequence of random measures defined on a prob-
ability space (X ,BX , µ) and let M : Y → M be another random measure defined on a possibly
distinct probability space (Y,BY , ν). We say that Mn converges in distribution to M if µ ◦M−1n
converges weakly to ν ◦M−1, i.e., for every bounded continuous function ϕ defined on M, we
have limn→∞
∫
ϕdµ ◦M−1n =
∫
ϕdν ◦M−1. We write Mn µ=⇒M .
In order to check convergence of random measures it is useful to translate it into convergence in
distribution of more tractable random variables or in terms of Laplace transforms. With that
purpose, we let S denote the semi-ring of subsets of R+0 whose elements are intervals of the type
[a, b), for a, b ∈ R+0 . Let R denote the ring generated by S. Recall that for every J ∈ R there are
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ς ∈ N and ς disjoint intervals I1, . . . , Iς ∈ S such that J = ∪˙ςi=1Ij . In order to fix notation, let
aj , bj ∈ R+0 be such that Ij = [aj , bj) ∈ S.
Definition 2.4. Let Z be a non-negative, random variable with distribution F . For every y ∈ R+0 ,
the Laplace transform φ(y) of the distribution F is given by
φ(y) := E
(
e−yZ
)
=
∫
e−yZdµF ,
where µF is the Lebesgue-Stieltjes probability measure associated to the distribution function F .
Definition 2.5. For a random measure M on R+0 and ς disjoint intervals I1, I2, . . . , Iς ∈ S and
non-negative y1, y2, . . . , yς , we define the joint Laplace transform ψ(y1, y2, . . . , yς) by
ψM (y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓM(Iℓ)
)
.
If M is a compound Poisson point process with intensity λ and multiplicity distribution π, then
given ς disjoint intervals I1, I2, . . . , Iς ∈ S and non-negative y1, y2, . . . , yς we have:
ψM (y1, y2, . . . , yς) = e
−λ∑ςℓ=1(1−φ(yℓ))|Iℓ|,
where φ(y) is the Laplace transform of the multiplicity distribution π.
Remark 2.6. By [21, Theorem 4.2], the sequence of random measures (Mn)n∈N converges in dis-
tribution to the random measure M iff the sequence of vector r.v. (Mn(J1), . . . ,Mn(Jς)) con-
verges in distribution to (M(J1), . . . ,M(Jς)), for every ς ∈ N and all disjoint J1, . . . , Jς ∈ S such
that M(∂Jℓ) = 0 a.s., for ℓ = 1, . . . , ς, which will be the case if the respective joint Laplace
transforms ψMn(y1, y2, . . . , yς) converge to the joint Laplace transform ψM (y1, y2, . . . , yς), for all
y1, . . . , yς ∈ [0,∞).
2.2. Marked Point Processes of Rare Events. We start by defining some concepts and events
that will be used in the definition of the marked point processes and of the dependence conditions
needed to assure their convergence.
Let A ∈ B. We define a function that we refer to as first hitting time function to A, denoted by
rA : X → N ∪ {+∞} where
rA(x) = min
{
j ∈ N ∪ {+∞} : f j(x) ∈ A} . (2.3)
The restriction of rA to A is called the first return time function to A. We define the first return
time to A, which we denote by R(A), as the essential infimum of the return time function to A,
R(A) = ess inf
x∈A
rA(x). (2.4)
We define, for each j > 1, the j-th waiting (or inter-hitting) time as
wjA(x) := rA
(
f
∑j−1
i=1 w
i
A(x)(x)
)
, (2.5)
where w1A(x) := rA(x) and the j-th hitting time as
rjA(x) :=
j∑
i=1
wiA(x). (2.6)
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For u ∈ R, p, i, κ, s ∈ N0 and ℓ ∈ N, we set U (0)p (u) = U(u) = {X0 > u} and define the following
events:
U (κ)p (u) := U(u) ∩
κ⋂
i=1
{
wiU(u) ≤ p
}
U (∞)p (u) := U(u) ∩
∞⋂
i=1
{
wiU(u) ≤ p
}
=
∞⋂
κ=0
U (κ)p (u)
Qκp,i(u) := f
−i
(
U (κ)p (u) \ U (κ+1)p (u)
)
= f−i
(
U (κ)p (u) ∩ {wκ+1U(u) > p}
)
If p = 0 then U
(κ)
0 (u) = ∅ for all κ ≥ 1 and Q00,0(u) = U(u) = {X0 > u}. One of the main ideas
in [11] and further developed in [12] is that the events Q0p,0(u) = {X0 > u,X1 ≤ u, . . . ,Xp ≤ u}
(when p > 0) play a key role in determining and identifying the clusters. In fact, we have that
every cluster ends with an entrance in Q0p,0(u), meaning that the inter cluster exceedances must
appear separated at most by p units of time. Hence, given an interval I ∈ S, x ∈ X and u ∈ R,
we define
N(I)(x, u) =
∑
j∈I∩N0
1f−j(Q0p,0(u))
(x).
Let i1(x, u) < i2(x, u) < . . . < iN(I)(x,u)(x, u) denote the times at which the orbit of x entered
Q0p,0(u), i.e., f
ik(x,u)(x) ∈ Q0p,0(u) for all k = 1, . . . , N(I)(x, u). We now define the cluster
periods: for every j = 1, . . . , N(I)(x, u) − 1 let Ij(x, u) = (ij(x, u), ij+1(x, u)] and set I0(x, u) =
[min I, i1(x, u)] and IN(I)(x,u)(x, u) = (iN(I)(x,u)(x, u), sup(I)). In order to define the marks for
each cluster we consider the following mark functions that depend on the level u and on the
random variables in a certain time frame I∗ ∈ S:
mu({Xi}i∈I∗∩N0) :=


∑
i∈I∗∩N0(Xi − u)+ AOT case
maxi∈I∗∩N0{(Xi − u)+} POT case∑
i∈I∗∩N0 1Xi>u REPP case,
(2.7)
where (y)+ = max{y, 0} and when I∗ 6= ∅. Also set mu(∅) := 0.
We now define the cluster marks for each j = 0, 1, . . . , N(I)(x, u) by:
Dj(x, u) := mu({Xi}i∈Ij(x,u)∩N0).
Finally, we define
Au(I)(x) :=
N(I)(x,u)∑
j=0
Dj(x, u). (2.8)
In order to define the marked point processes in such a way that they admit a non-degenerate
limit, we introduce a link between the number of observations and the thresholds by considering
the sequence of levels (un)n∈N satisfying (2.2) and by rescaling time by the factor
vn := 1/P(X0 > un)
given by Kac’s Theorem so that the expected number of exceedances of the level un in each time
frame considered is kept ‘constant’ as n → ∞. Hence, we introduce the following notation. For
I = [a, b) ∈ S and α ∈ R, we denote αI := [αa, αb) and I+α := [a+α, b+α). Similarly, for J ∈ R,
such that J = J1∪˙ . . . ∪˙Jk, define αJ := αJ1∪˙ · · · ∪˙αJk and J + α := (J1 + α)∪˙ · · · ∪˙(Jk + α).
Definition 2.7. We define the marked rare event point process (MREPP) by setting for every
J ∈ R, with J = J1∪˙ . . . ∪˙Jk, where Ji ∈ S for all i = 1, . . . , k,
An(J) :=
k∑
i=1
Aun(vnJi). (2.9)
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When mu given in (2.7) is as in the AOT case, then the MREPP An computes the sum of all
excesses over the threshold un and, in such case, we will refer to An as being an area over threshold
or AOT MREPP. Observe that in this case we may write:
An(J) =
∑
j∈vnJ∩N0
(Xj − un)+.
When mu given in (2.7) is as in the POT case, then the MREPP An computes the sum of the
largest excess (peak) over the threshold un within each cluster and, in such case, we will refer to
An as being a peaks over threshold or POT MREPP.
When mu given in (2.7) is as in the REPP case, then the MREPP An is actually a point process
that counts the number of exceedances of un and, in such case, we will refer to An as being a rare
events point process or REPP, as it was referred in [12]. Observe that in this case we have:
An(J) =
∑
j∈vnJ∩N0
1Xj>un .
If p = 0, then Q0p,0(un) = U(un) = {X0 > un} and in this case the AOT MREPP and the
POT MREPP coincide and both compute the sum of all excesses over the threshold un. In such
situation we say that An is an excesses over threshold (EOT) MREPP.
Now, we introduce the dependence conditions Дp(un)
∗ and Д′p(un)∗, with the same flavour as
Дp(un) and Д
′
p(un) considered in [13] but designed to establish the convergence of MREPP
(whether they are of the type AOT, POT or simpler REPP), which allow us to state the main
result of this paper. The mixing type condition Дp(un)
∗ also follows easily from sufficiently fast
decay of correlations, which makes it particularly useful to apply to stochastic processes arising
from dynamical systems, in contrast with condition ∆(un) used by Leadbetter in [23] or any other
similar such condition available in the literature.
For u ∈ R, x ≥ 0, p, i, κ, s ∈ N0 and ℓ ∈ N, we define the following events:
Uκp,i(u, x) := f
−i
(
Qκp,0(u) ∩
{
mu
(
{Xj}0≤j≤rκ
U(u)
)
> x
})
Up,i(u, x) := f
−i
( ∞⋃
κ=0
Uκp,0(u, x) ∪ U (∞)p (u)
)
Rp,i(u, x) := f
−i (Up,0(u, x) ∩ {rUp,0(u,x) > p})
Ip,s,ℓ(u, x) :=
s+ℓ−1⋂
i=s
(Up,i(u, x))
c Rp,s,ℓ(u, x) :=
s+ℓ−1⋂
i=s
(Rp,i(u, x))
c
In particular, for x = 0 we have
Uκp,i(u, 0) = Q
κ
p,i(u) Up,i(u, 0) = f
−i
( ∞⋃
κ=0
Qκp,0(u) ∪ U (∞)p (u)
)
= {Xi > u}
Rp,i(u, 0) = {Xi > u,Xi+1 ≤ u, . . . ,Xi+p ≤ u} = Q0p,i(u)
and, for p = 0 we have
U
(κ)
0 (u) = ∅ for κ > 0 Q00,i(u) = {Xi > u} and Qκ0,i(u) = ∅ for κ > 0
U00,i(u, x) = {Xi > u,mu({Xi}) > x} and Uκ0,i(u, x) = ∅ for κ > 0 (2.10)
R0,i(u, x) = U0,i(u, x)
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Condition (Дp(un)
∗). We say that Дp(un)∗ holds for the sequence X0,X1,X2, . . . if for t, n ∈ N,
x1, . . . , xς ≥ 0 and any J = ∪ςi=2Ij ∈ R with inf{x : x ∈ J} > t,∣∣∣P(Rp,0(un, x1) ∩ (∩ςj=2Aun(Ij) ≤ xj))− P (Rp,0(un, x1))P(∩ςj=2Aun(Ij) ≤ xj)∣∣∣ ≤ γ(n, t),
where for each n we have that γ(n, t) is nonincreasing in t and nγ(n, tn)→ 0 as n→∞, for some
sequence tn = o(n), where Aun is given by (2.8).
As mentioned before, this mixing condition is easy to check for stochastic processes arising from
dynamical systems with sufficiently fast decay of correlations, as can be appreciated in Theo-
rem 2.B (see also Remark 3.1). This is the main advantage of this condition when compared with
Leadbetter’s ∆(un) and others of the same kind.
For some fixed p ∈ N0, consider the sequence (tn)n∈N given by Дp(un)∗ and let (kn)n∈N be such
that
kn →∞ and kntn = o(n). (2.11)
Condition (Д′p(un)∗). We say that Д′p(un)∗ holds for the sequence X0,X1,X2, . . . if there exists
a sequence (kn)n∈N satisfying (2.11) such that
lim
n→∞ n
⌊n/kn⌋−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
= 0.
In this approach, it is rather important to observe the prominent role played by condition Д′p(un)∗.
In particular, note that if condition Д′p(un)∗ holds for some particular p = p0 ∈ N0, then condition
Д′p(un)∗ holds for all p ≥ p0. This suggests that in trying to find the existence of EVL, one should
try the values p = p0 until we find the smallest one that makes Д
′
p(un) hold. Assume that there
exists p ∈ N0 such that
p := min
{
j ∈ N0 : lim
n→∞R(Q
0
j,0(un)) =∞
}
, (2.12)
where R is as in (2.4). Such p is the natural candidate to try to show the validity of Д′p(un) and
then define
θn :=
P
(
Q0p,0(un)
)
P(U(un))
. (2.13)
If Д′p0(un)
∗ holds and if the limit of θn in (2.13) exists for such p = p0, it will also exist for all
p ≥ p0 and takes always the same value. In this case, let θ = limn→∞ θn and then θ is called the
Extremal Index (EI). When p = 0, observe that Д′p(un)∗ is condition D′(un) from Leadbetter,
which prevents clustering of exceedances. In particular, in this case θn = 1, for all n ∈ N and we
get an EI equal to 1.
When p > 0, we have clustering of exceedances, i.e., the exceedances have a tendency to appear
aggregated in groups (called clusters), whose mean size is typically given by the inverse of the
value of the EI θ.
We will also assume:
Condition (Multiplicity limit). There exists a normalising sequence (an)n∈N and a probability
distribution π such that:
lim
n→∞
P(Rp,0(un, x/an))
P(U(un))
= θ(1− π(x)),∀x ≥ 0. (2.14)
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We will see that (2.14) provides a nice formula to compute the multiplicity distribution of the
limiting compound Poisson process, which will be used in Sections 3.4 and 3.5.
Finally, we give a technical condition which imposes a sufficiently fast decay of the probability of
having very long clusters. We will call it ULCp(un) that stands for ‘Unlikely Long Clusters’. Of
course this condition is trivially satisfied when there is no clustering. Moreover, this condition
can be easily checked (see Proposition 2.13 below) when we are dealing with the case when ζ is a
repelling periodic point.
Condition (ULCp(un)). We say that condition ULCp(un) holds if for all y > 0
lim sup
n→∞
n
∫ ∞
0
ye−yxδp,⌊n/kn⌋,un(x/an)dx <∞
where an is as in (2.14), δ0,s,u(x) := 0 and, for p > 0,
δp,s,u(x) :=
⌊s/p⌋∑
κ=1
κpP(Uκp,0(u, x)) + s
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x)) + pP(Up,0(u, x)) (2.15)
= p
⌊s/p⌋∑
κ=0
(κ+ 1)P(Uκp,0(u, x)) + (s+ p)
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x))
is an integrable function in R+ for u sufficiently close to uF = ϕ(ζ).
Note that, by definition, condition ULC0(un) always holds.
We emphasise that this is indeed a technical condition that hardly imposes any restriction to the
applications to dynamical systems. In fact, although we do not address such examples here, it can
also be checked in situations when ζ is a discontinuity point as in [2] or when we have multiple
correlated or uncorrelated maximal points ζ1, . . . , ζk as in [3].
We are now ready to state the main convergence result:
Theorem 2.A. Let X0,X1, . . . be given by (2.1) and (un)n∈N be a sequence satisfying (2.2).
Assume that Дp(un)
∗, Д′p(un)∗ and ULCp(un)∗ hold, for some p ∈ N0. Assume that limn→∞ θn =
θ ∈ (0, 1] and the existence of a normalising sequence (an)n∈N and a probability distribution π
such that (2.14) holds. Then, the MREPP anAn, where An is given by Definition 2.7 for any of
the 3 mark functions considered in (2.7), converges in distribution to a compound Poisson process
A with intensity θ and multiplicity d.f. π.
Remark 2.8. In the proof of this theorem what is essential about the mark function mu considered
in (2.7) to define the respective MREPP is that it satisfies the following assumptions:
(1) mu({Xi}i∈I∗∩N0) ≥ 0 and mu(∅) = 0
(2) mu({Xi}i∈I∗∩N0) ≤ mu({Xi}i∈J∗∩N0) if I∗ ⊂ J∗
(3) mu({Xi}i∈I∗∩N0) = mu({Xi}i∈J∗∩N0) if Xi ≤ u,∀i ∈ (I∗ \ J∗) ∩ N0
Note that, in particular, we must have mu({Xi}i∈I∗∩N0) = 0 if Xi ≤ u,∀i ∈ I∗ ∩ N0.
As long as the above assumptions hold then the conclusion of Theorem 2.A holds for the MREPP
defined from such a mark function mu satisfying the three assumptions just enumerated.
Remark 2.9. The main purpose of this paper is to develop a methodology to prove the convergence
of marked rare events point processes for stochastic processes arising from chaotic dynamics. For
that reason we assume a priori that the processes are generated as in (2.1). However, Theorem 2.A
holds for general stationary stochastic processes, which can be seen by realising that every station-
ary stochastic process can be modelled by (2.1). In fact, if X0,X1, . . . is a stationary stochastic
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process, then taking X as the space of each possible realisation of the stochastic process, f as
the shift map on such space and ϕ as the projection on the first coordinate, we can write any
stationary stochastic process in the form given by (2.1).
In order to have an idea of the scope of applications to specific dynamical systems we consider
the type of properties that a system must have in order to check the abstract conditions of
Theorem 2.A.
First we start by understanding what exceeding a high threshold means in terms of the dynamics.
To that end, we suppose that the r.v. ϕ : X → R∪ {±∞} achieves its maximum value at a finite
number of points, namely, ζ1, . . . , ζN ∈ X (we allow ϕ(ζi) = +∞).
We assume that ϕ and P are sufficiently regular, so that
(R1) for u sufficiently close to uF := ϕ(ζi) (i ∈ {1, . . . , N}),
U(u) := {x ∈ X : ϕ(x) > u} = {X0 > u}
corresponds to a disjoint union of balls centred at the points ζi, i.e., U(u) =
⋃N
i=1Bεi(ζi)
with εi = εi(u). Moreover, the quantity P(U(u)), as a function of u, varies continuously
on a neighborhood of uF .
The conditions Дp(un)
∗ and Д′p(un)∗ are conditions on the long range and short range dependence
structure of the processes, respectively, and they can be easily checked if the system has some
strong form of decay of correlations such as decay of correlations against L1 observables, which
we define next.
Definition 2.10 (Decay of correlations). Let C1, C2 denote Banach spaces of real valued measur-
able functions defined on X . We denote the correlation of non-zero functions φ ∈ C1 and ψ ∈ C2
w.r.t. a measure P as
CorP(φ,ψ, n) :=
1
‖φ‖C1‖ψ‖C2
∣∣∣∣
∫
φ (ψ ◦ fn) dP−
∫
φdP
∫
ψ dP
∣∣∣∣ .
We say that we have decay of correlations, w.r.t. the measure P, for observables in C1 against
observables in C2 if, for every φ ∈ C1 and every ψ ∈ C2 we have
CorP(φ,ψ, n) → 0, as n→∞.
We say that we have decay of correlations against L1 observables whenever this holds for C2 =
L1(P) and ‖ψ‖C2 = ‖ψ‖1 =
∫ |ψ|dP.
Examples of systems with such property include:
• Uniformly expanding maps on the circle/interval (see [4]);
• Markov maps (see [4]);
• Piecewise expanding maps of the interval with countably many branches like Rychlik maps
(see [29]);
• Higher dimensional piecewise expanding maps studied by Saussol in [30].
Remark 2.11. In the first three examples above the Banach space C1 for the decay of correlations
can be taken as the space of functions of bounded variation. In the fourth example the Banach
space C1 is the space of functions with finite quasi-Hölder norm studied in [30]. We refer the
readers to [4, 30] or [2] for precise definitions but mention that if I ⊂ R is an interval then 1I is
of bounded variation and its BV-norm is equal to 2, i.e., ‖1I‖BV = 2, and if A denotes a ball or
an annulus then 1A has a finite quasi-Hölder norm.
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Theorem 2.B. Let f : X → X be a system with summable decay of correlations against L1
observables, i.e., for all φ ∈ C1 and ψ ∈ L1, then Cor(φ,ψ, n) ≤ ρn, with
∑
n≥1 ρn <∞. Assume
that there exists p ∈ N0 such that (2.12) holds and there exists C > 0 such that for all n ∈ N and
x ∈ R+0 we have 1Rp,0(un,x) ∈ C1 and ‖1Rp,0(un,x)‖C1 ≤ C. Then conditions Дp(un)∗ and Д′p(un)∗
hold.
Remark 2.12. Although we assumed for simplicity that 1Rp,0(un,x) ∈ C1 in the last theorem to
simplify the proof of Дp(un)
∗, which can easily be verified when C1 is the space of functions of
bounded variation or quasi-Hölder, one can still check condition Дp(un)
∗ when C1 is the space of
Hölder functions, for example, in which case we have 1Rp,0(un,x) /∈ C1. This can be proved with
minor adjustments to [12, Proposition 3.1].
As shown in [11] the appearance of clustering of exceedances in a dynamical setting is associated
to periodic behaviour. This was seen in [16, 11, 12] when the maximum value of ϕ is attained at a
single point ζ that happens to be a repelling periodic point 1 but, as in the [3], it can also appear
due to fake periodicity created by taking multiple maximal points which are related by belonging
to the orbit of the same point ξ. To illustrate that condition ULCp(un) is very easily checked, we
show that it holds whenever we have a single maximum ζ, which is a repelling periodic point of
prime period p. Assume that ϕ and P are sufficiently regular at ζ so that:
(R2) the periodicity of ζ implies that for all large u, {X0 > u} ∩ f−p({X0 > u}) 6= ∅ and the
fact that the prime period is p implies that {X0 > u} ∩ f−j({X0 > u}) = ∅ for all j =
1, . . . , p−1. The fact that ζ is repelling means that we have backward contraction implying
that U
(∞)
p (u) = {ζ} and implying that there exists 0 < θ < 1 so that
⋂κ
j=0 f
−jp(X0 > u)
is a ball around ζ with
P

 κ⋂
j=0
f−jp({X0 > u})

 ∼ (1− θ)κP(X0 > u)
Proposition 2.13. Let f : X → X be a system and ϕ : X → R have global maximum at ζ, which
is a repelling periodic point of prime period p for which (R2) holds. Then condition ULCp(un) is
satisfied.
Remark 2.14. We remark that for examples considered in [3], condition ULCp(un) can also be
checked with the same amount of effort necessary to prove the last proposition. For its proof see
the end of Section 3.2.
The assumption on decay of correlations against L1 observables is quite strong. In fact, as shown
in [1], summable decay of correlations against L1 implies exponential decay of correlations of
Hölder observables against L∞ ones. From the examples listed above, one perceives that it holds
essentially (and up to our best knowledge) in uniformly expanding realm.
One way of expanding the scope of applications is to consider systems which admit nice first-return
induced maps, for which we can prove the existence of limits for the MREPP and then pass that
information for the original system. In [5], the authors showed that the original system and the
first return induced system shared the same Hitting Times Statistics for ball targets shrinking
to ζ (which plays the role of the single maximum of ϕ). Their statement held for a.e ζ and the
standard exponential law applied. Then in [12], the authors showed that the same limit for REPP
1 We say that ζ is a periodic point of prime period p if fp(ζ) = ζ and f j(ζ) 6= ζ, for all j = 1, . . . , p − 1. A
periodic point is said to be repelling if Dfp is defined at ζ and ‖(Dfp(ζ))−1‖ < 1, where ‖ · ‖ is the norm on the
tangent space to X at ζ given by the Riemannian structure.
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applies for the original system and the first return induced system when ζ is a repelling periodic
point. In [17], the result of [5] was generalised to all points ζ and in [14] the latter was generalised
for the convergence of REPP. However, the statement of [14, Theorem 3] holds only for point
processes and its proof relies on [31, Corollary 6] that was only proved for point processes also.
Hence, in order to be able to extend our results here for systems admitting a nice first-return
induced map, we need to prove a generalisation of [14, Theorem 3] to atomic random measures,
for which we cannot use [31, Corollary 6]. Hence, we will prove Theorem 2.C below.
Let f : X → X be a system with an ergodic f -invariant probability measure P, choose a subset
B ⊂ X and consider FB : B → B to be the first return map f rB to B (note that FB may be
undefined at a zero Lebesgue measure set of points which do not return to B, but most of these
points are not important, so we will abuse notation here). Let PB(·) = P(· ∩B)P(B) be the conditional
measure on B. By Kac’s Theorem PB is FB-invariant.
Setting vBn =
1
PB(X0>un)
, for the induced process XBi = ϕ ◦ F iB we define for every J ∈ R, with
J = J1∪˙ . . . ∪˙Jk and Ji ∈ S for all i = 1, . . . , k,
ABn (J) :=
k∑
i=1
A
B
un(v
B
n Ji).
where, for every interval I ∈ S,
A
B
u (I)(x) :=
N(I)(x,u)∑
j=0
mu({XBi }i∈Ij(x,u)∩N0).
For an interval I ∈ S and ε < |I| we define:
Iε+ = (I + ε) ∪ (I − ε) ∈ S Iε− = (I + ε) ∩ (I − ε) ∈ S.
If J ∈ R we define Jε± accordingly.
Theorem 2.C. For ε > 0, we assume that the limit marked point process A(Iε±) is continuous
in ε, for all small ε. Also assume that for n sufficiently large we have U(un) ⊂ B ∈ B. Then
ABn
PB=⇒ A as n→∞ implies An P=⇒ A as n→∞.
As consequence, if we have a system f : X → X that admits a first-return time induced systems
FB : B → B such that FB has decay of correlations against L1 so that we can apply Theorem 2.B
to prove the convergence of an MREPP then we may use Theorem 2.C to prove convergence of
the corresponding MREPP for the original system f .
Two examples of systems that admit such ‘nice’ first-return induced maps are:
• Manneville-Pomeau (MP) map equipped with an absolutely continuous invariant proba-
bility measure. The form for such maps given in [26, 5] is, for α ∈ (0, 1),
f = fα(x) =
{
x(1 + 2αxα) for x ∈ [0, 1/2)
2x− 1 for x ∈ [1/2, 1]
Members of this family of maps are often referred to as Liverani-Saussol-Vaienti maps
since their actual equation was first introduced in [26]. Let P be the renewal partition,
that is the partition defined inductively by Z ∈ P if Z = [1/2, 1) or f(Z) ∈ P. Now let
Y ∈ P and let FY be the first return map to Y and µY be the conditional measure on Y .
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It is well-known that (Y, FY , µY ) is a Bernoulli map and hence, in particular, a Rychlik
system (see [29] or [2, Section 3.2.1] for the essential information about such systems).
• We consider a class of C3 unimodal interval maps f : I → I with an invariant probability
measure absolutely continuous with respect to Lebesgue measure. Let c be the critical
point. Such a map is called S-unimodal if it has negative Schwarzian derivative, i.e.,
D3f(x)/Df(x)− 32(D2f(x)/Df(x))2 < 0 for any x ∈ I \ {c}. We say that c is non-flat if
there exists ℓ ∈ (1,∞) such that limx→c |f(x)− f(c)|/|x− c|ℓ exists and is positive. Here
ℓ is called the order of the critical point.
As in [5], if the critical point has an orbit which is not dense in I (e.g. the Misiurewicz
case), it is possible to construct a first return map which gives a Rychlik system.
In Section 3 we will address the issue of the convergence in (2.14) which is related to the shape
of the observable ϕ and its behaviour near its maximum value, as well as to the regularity of P.
In particular, for certain examples of dynamical systems we will show the convergence of AOT,
POT MREPP and compute its limit multiplicity distributions.
3. Applications to dynamical systems
3.1. The conditions on the dependence structure of the processes. We begin proving
Theorem 2.B which allows to automatically verify conditions Дp(un)
∗ and Д′p(un)∗ from decay of
correlations against L1 observables. The proof follows the same lines as the verification of earlier
conditions of the same type (like Дp(un) and Д
′
p(un)) as in [13] or similar conditions in [11, 12, 2],
under the same assumption. However, for completeness and because it is short we do it here.
Proof of Theorem 2.B. Recall that by assumption CorP(φ,ψ, n) ≤ ρn, with
∑
n≥1 ρn < ∞. As
mentioned earlier, condition Дp(un)
∗, as its predecessors, is designed to follow easily from decay of
correlations (and it does not need to be against L1). Take φ = 1Rp,0(un,x1), ψ = 1(∩ςj=2Aun (Ij−t)≤xj).
By assumption, there exists C ′ > 0 such that
∥∥1Rp,0(un,x1)∥∥C1 ≤ C ′ for all n ∈ N and x1 ∈ R+0 .
Hence, we have that condition Дp(un)
∗ holds with γ(n, t) = γ(t) := C ′ρt and by choosing a
sequence (tn)n∈N such that tn = o(n) and limn→∞ nρtn = 0.
We now turn to condition Д′p(un)∗. Notice that Q0p,0(un) = Rp,0(un, 0), so taking φ = 1Q0p,0(un)
and ψ = 1X0>un we easily get
P
(
Q0p,0(un) ∩ f−j(X0 > un)
) ≤ P(Q0p,0(un))P(X0 > un) + ∥∥∥1Q0p,0(un)
∥∥∥
C1
P(X0 > un)ρj
≤ P(X0 > un)
(
P(Q0p,0(un)) + C
′ρj
)
(3.1)
Recalling that nP(X0 > un)→ τ ≥ 0 and p is such that (2.12) holds, then
n
⌊n/kn⌋−1∑
j=p+1
P
(
Q0p,0(un) ∩ f−j(X0 > un)
)
= n
⌊n/kn⌋−1∑
j=R(Q0p,0(un))
P
(
Q0p,0(un) ∩ f−j(X0 > un)
)
≤ n
2
kn
P(X0 > un)P(Q
0
p,0(un)) + nP(X0 > un)C
′
∞∑
j=R(Q0p,0(un))
ρj → 0 as n→∞.

Remark 3.1. Note that in the proof of Theorem 2.B, the fact that the decay of correlations holds
against all L1 observables was only used in the proof of Д′p(un)∗. In fact, as mentioned earlier, by
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adapting the proof [12, Proposition 3.1], one can easily show that Дp(un)
∗ follows from decay of
correlations of Hölder observables against L∞ ones.
In the proof of Theorem 2.B we use the fact that we can find p such that (2.12) holds and
consequently R(Q0p,0(un)) → ∞, as n → ∞. If we take q = max{n ∈ N : fn(ζi) = ζj , i, j =
1, . . . , k} then under mild assumptions on the system we have that R(Q0q,0(un))→∞, as n→∞.
For example, if the systems is continuous along the orbits of ζi, i = 1, . . . k, then using a continuity
argument and the Hartman-Grobman theorem (when a ζi is periodic) one can show the previous
statement. (See [3, Lemma 4.1 and Lemma 5.1]. We remark that one can prove the statement
even in situations when the orbit of some ζi hits a discontinuity point of f as it was studied in [2,
Section 3.3].
3.2. Illustrative scenarios of possible application. As in [3], having multiple maximal point
creates a large range of possibilities since the local behaviour of ϕ and of the measure P at each
point raises an enormous number of case studies. Our goal here is to illustrate our convergence
theorem and compute the limit marked point process for some illustrative examples. Since it would
be extremely difficult to cover in a systematic way all the possibilities we make some assumptions
from this point to the end of this section intended to simplify the presentation but maintain, as
much as possible, the key aspects of potential application.
Assumption 1 – Single global maximum: There exists a single point ζ ∈ X where ϕ achieves
its global maximum value. We allow ϕ(ζ) = +∞.
Assumption 2 – Shape of the observable: The observable ϕ : X → R∪ {+∞} is of the form
ϕ(x) = g(dist(x, ζ)), (3.2)
where g : V →W is a strictly decreasing homeomorphism in a neighbourhood V of 0 and has one
of the following three types of behaviour:
Type 1: there exists some strictly positive function q : W → R such that for all y ∈ R
lim
s→g(0)
g−1(s+ yq(s))
g−1(s)
= e−y; (3.3)
Type 2: g(0) = +∞ and there exists β > 0 such that for all y > 0
lim
s→+∞
g−1(sy)
g−1(s)
= y−β; (3.4)
Type 3: g(0) = D < +∞ and there exists γ > 0 such that for all y > 0
lim
s→0
g−1(D − sy)
g−1(D − s) = y
γ . (3.5)
Examples of each one of the three types are, respectively, as follows: g(x) = − log x (in this case
(3.3) is easily verified with q ≡ 1), g(x) = x−1/α for some α > 0 (condition (3.4) is verified with
β = α) and g(x) = D − x1/α for some D ∈ R and α > 0 (condition (3.5) is verified with γ = α).
Assumption 3 – Regularity of P: Let us now assume we are in the particular case where P
is absolutely continuous with respect to the Lebesgue measure and its Radon-Nikodym density is
sufficiently regular so that for all x ∈ X we have
lim
ε→0
P(Bε(x))
Leb(Bε(x))
=
dP
dLeb
(x). (3.6)
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Remark 3.2. Note that if f is one dimensional smooth map modelled by the full shift as in [13,
Section 7.1] and the derivative is sufficiently regular then, as seen in [13, Section 7.3], the invariant
density is fairly smooth and formula (3.6) holds for all x ∈ X .
Remark 3.3. The different types of g imply that the distribution of X0 falls in the domain of
attraction for maxima of the Gumbel, Fréchet and Weibull distributions, respectively.
We recall that as shown in [2], under decay of correlations against L1 and the previous assumptions,
either we have clustering when ζ is a repelling periodic point or at every other non-periodic point
ζ we have no clustering of exceedances and an EI equal to 1. Moreover, note that under the
previous assumptions condition (R1) is always satisfied and, in case ζ is a repelling periodic point
of prime period p, then (R2) is also satisfied with
θ = 1− 1
detDfp(ζ)
. (3.7)
In particular the limit of θn, defined in (2.13), exists and equals such θ.
Remark 3.4. If P is not absolutely continuous with respect to Lebesgue, we can use instead
observables of the form ϕ(x) = g
(
µφ
(
Bdist(x,ζ)(ζ)
))
, as introduced in [10], and the analysis we
will carry out could be easily adjusted in order to obtain essentially the same results. In particular,
when P is the more general equilibrium state associated to a potential ψ then condition (R2) can
be verified as in [11, Lemma 3.1] and the EI is given by the formula θ = 1− eψ(ζ)+...+ψ(fp−1(ζ)).
As mentioned above, if ζ is not periodic the condition ULC0(un) is trivially satisfied. If ζ is a
periodic point of prime period p, since the above assumptions guarantee that (R2) is satisfied then
condition ULCp(un) can also be easily verified, as follows.
Proof of Proposition 2.13. Since by (2.15)
δp,s,u(x) = p

⌊s/p⌋∑
κ=0
(κ+ 1)P(Uκp,0(u, x)) +
∞∑
κ=⌊s/p⌋+1
(s/p+ 1)P(Uκp,0(u, x))


≤ p
∞∑
κ=0
(κ+ 1)P(Uκp,0(u, x)) ≤ p
∞∑
κ=0
(κ+ 1)P(Qκp,0(u))
for all x ∈ R+0 and y ∈ R+, we have∫ ∞
0
ye−yxδp,⌊n/kn⌋,un(x)dx ≤ p
∞∑
κ=0
(κ+ 1)P(Qκp,0(un))
∫ ∞
0
ye−yxdx = p
∞∑
κ=0
(κ+ 1)P(Qκp,0(un)).
So, it is sufficient to check if
lim sup
n→∞
n
∞∑
κ=0
(κ+ 1)P(Qκp,0(un)) <∞
By (R2), there exists 0 < θ < 1 so that
⋂i
j=0 f
−jp(X0 > u) is a ball around ζ with
P

 κ⋂
j=0
f−jp({X0 > u})

 ∼ (1− θ)κP(X0 > u)
for all u sufficiently large. So, we have
P(U (κ)p (un)) ∼ (1− θ)κP(U(un))
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P(Qκp,0(un)) = P(U
(κ)
p (un))− P(U (κ+1)p (un)) ∼ θ(1− θ)κP(U(un))
∞∑
κ=0
(κ+ 1)P(Qκp,0(un)) ∼
∞∑
κ=0
(κ+ 1)θ(1− θ)κP(U(un)) = 1
θ
P(U(un))
Since by (2.2) we have limn→∞ nP(U(un)) = τ , then we conclude that condition ULCp(un) is
always verified when ζ ∈ X is a repelling periodic point of prime period p ∈ N satisfying (R2). 
3.3. Convergence of the REPP. When the mark function mu defined in (2.7) counts the
number of exceedances then our atomic random measure An is actually a REPP as the one
considered in [12], namely, An(J) =
∑
j∈vnJ∩N0 1Xj>u. We realise here that if we have a system
that admits a first return induced map on a base B with decay of correlations against L1 and
ζ ∈ B is the only global maximum of ϕ, which is a periodic point satisfying (R2), which is the case
if Assumptions 1–3 hold, then we recover the main result in [12], which states that An converges in
distribution to a compound Poisson process of intensity θ and geometric multiplicity distribution.
To see this, we note the following:
U (κ)p (u) = U(u) ∩
κ⋂
i=1
{
wiU(u) = p
}
= {X0 > u,Xp > u, . . . ,Xκp > u}
Qκp,i = {Xi > u,Xi+p > u, . . . ,Xi+κp > u,Xi+(κ+1)p ≤ u}
mu
(
{Xj}0≤j≤rκ
U(u)
)
> x⇔ κ ≥ ⌊x⌋ Uκp,0(u, x) =
{
Qκp,0(u) if κ ≥ ⌊x⌋
∅ if κ < ⌊x⌋
Up,0(u, x) =
∞⋃
κ=⌊x⌋
Qκp,0(u) ∪ {ζ} = U (⌊x⌋)p (u)
Rp,0(u, x) = U
(⌊x⌋)
p (u) ∩ {rU (⌊x⌋)p (u) > p} = Q
⌊x⌋
p,0 (u)
Moreover, we have P(U
(κ)
p (un)) ∼ (1 − θ)κP(U(un)) and P(Qκp,0(un)) ∼ θ(1 − θ)κP(U(u)). The
result now follows from observing that
lim
n→∞
P(Rp,0(un, x))
P(U(un))
= lim
n→∞
P(Q
⌊x⌋
p,0 (un))
P(U(un))
= lim
n→∞
θ(1− θ)⌊x⌋P(U(un))
P(U(un))
= θ(1− θ)⌊x⌋ = θ(1− π(x))
where π(x) = 1− (1− θ)⌊x⌋ is the cumulative distribution function of a geometric distribution of
parameter θ, that is, π(x) =
∑
κ≤x,κ∈N θ(1− θ)κ−1.
Remark 3.5. If the point ζ is not periodic and a dichotomy holds, as in [2], for the first-return
induced system (which we are assuming to have decay of correlations against L1), then condition
Д′0(un)
∗ holds and the REPP is easily seen to converge to a standard Poisson process (with
intensity 1).
3.4. Computation of the limit of EOT and POT MREPP. When the mark function mu
defined in (2.7) weighs the maximum excess within a cluster then our atomic random measure
An is a POT MREPP. When there is no clustering then An is an EOT MREPP and, as observed
above, the POT and AOT MREPP coincide and provide information about the sum of all observed
excesses.
The result below gives that for uniformly expanding and certain non-uniformly expanding dynam-
ical systems the POT MREPP, in the case of presence of clustering, and the EOT MREPP, in
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the case of its absence, both converge to a compound Poisson process with intensity given by the
EI and whose multiplicity distribution is a Generalised Pareto Distribution (GPD), whose type
depends on the type of g chosen in Assumption 2.
Theorem 3.A. Let f : X → X be a system admitting a first return induced map FB : B → B,
with B ⊂ X and such that FB has summable decay of correlations against L1 observables i.e., for
all φ ∈ C1 and ψ ∈ L1, then Cor(φ,ψ, n) ≤ ρn, with
∑
n≥1 ρn <∞. Assume that for every ζ, for
all balls Bε(ζ) and annuli Bε1(ζ)\Bε2(ζ), with 0 < ε, ε1 < ε2, then 1Bε(ζ) ∈ C1, 1Bε1 (ζ)\Bε2 (ζ) ∈ C1
and their norms are uniformly bounded above.
Let X0,X1, . . . be given by (2.1) and (un)n∈N be a sequence satisfying (2.2). Assume that ϕ and
P are such that Assumptions 1–3 hold, where ζ ∈ B. Then,
• if ζ is a periodic repelling point of prime period p, the POT MREPP anAn converges in
distribution to a compound Poisson process with intensity θ given by formula (3.7) and
multiplicity distribution
π(x) =


1− e−x,when g is of type 1 and an = (q(un))−1
1− (1 + x)−β ,when g is of type 2 and an = u−1n
1− (1 − x)γ ,when g is of type 3 and an = (D − un)−1
(3.8)
• If ζ is not periodic and f is continuous on the points of its orbit then the EOT MREPP
anAn converges in distribution to a compound Poisson process with intensity 1 and multi-
plicity distribution given by (3.8).
Proof. By Theorem 2.C we only need to prove the result for FB since then if follows for f . First
we consider the case in which ζ is not periodic (p = 0). By Assumptions 1, 2 then R0,0(un, x) =
U00,0(un, x) = Bε(ζ), for some ε > 0 and consequently 1R0,0(un,x) ∈ C1 and ‖1R0,0(un,x)‖C1 ≤ C
for every x > 0 and n ∈ N. Recalling that in this case Q00,0(un) = U(un), as in [2, Lemma 3.1],
it follows using a continuity argument that limn→∞R(U(un)) = ∞. Then all hypothesis of
Theorem 2.B are satisfied and in conclusion conditions Д0(un)
∗ and Д′0(un)
∗ hold. Moreover, as
observed earlier, condition ULC0(un) is trivially satisfied.
Now we consider the case where ζ is a repelling periodic point of prime period p. By Assumptions
1, 2 then Rp,0(un, x) = Bε1(ζ) \ Bε2(ζ) for some ε1, ε2 > 0 and consequently 1Rp,0(un,x) ∈ C1 and
‖1Rp,0(un,x)‖C1 ≤ C for every x > 0 and n ∈ N. Moreover, as in the proof of Theorem 2 of [12],
using the Hartman-Grobman theorem, one can easily check that limn→∞R(Q0p,0(un)) =∞. Then
all hypothesis of Theorem 2.B are satisfied and in conclusion conditions Дp(un)
∗ and Д′p(un)∗
hold. By Assumptions 1–3 and the fact that ζ is a repelling periodic point then (R2) holds and
by Proposition 2.13 so does ULCp(un). Hence, the statements of the theorem follow as soon as
we show that (2.14) holds with π(x) as in (3.8). For u sufficiently close to g(0), we have
Up,0(u, x) = {X0 > u+ x} = B 1
2
g−1(u+x)(ζ)
Rp,0(u, x) = Up,0(u, x) \ Up,p(u, x) = {X0 > u+ x} \
1⋂
j=0
f−jp({X0 > u+ x})
By (R2), {X0 > u+ x} and
⋂1
j=0 f
−jp({X0 > u+ x}) are both intervals, and
P(Rp,0(u, x)) = P(X0 > u+ x)− (1− θ)P(X0 > u+ x) = θP(X0 > u+ x)
Let (un)n be a normalizing sequence of levels satisfying (2.2) such that limn→∞ un = g(0). Given
the assumptions (3.6) and (R1), of regularity of P and U(un) = {X0 > un} being a ball centred
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at ζ, respectively, we have
P(X0 > un) ∼ Leb(X0 > un) dP
dLeb
(ζ) = g−1(un)
dP
dLeb
(ζ)
P(Rp,0(un, x)) = θP(X0 > un + x) ∼ θLeb(X0 > un + x) dP
dLeb
(ζ) = θg−1(un + x)
dP
dLeb
(ζ)
If there exists some strictly positive function q : W → R and some strictly monotone homeomor-
phism h such that
lim
u→g(0)
g(g−1(u)h(x)) − u
q(u)
= x
then, for an = 1/q(un),
lim
n→∞
P(Rp,0(un, x/an))
P(X0 > un)
= θ lim
n→∞
g−1(un + q(un)x)
g−1(un)
= θ lim
n→∞ limu→g(0)
g−1
(
un + q(un)
g(g−1(u)h(x))−u
q(u)
)
g−1(un)
In particular, for u = un we get
lim
n→∞
P(Rp,0(un, x/an))
P(X0 > un)
= θ lim
n→∞
g−1
(
un + q(un)
g(g−1(un)h(x))−un
q(un)
)
g−1(un)
= θh(x)
and the probability distribution is π(x) = 1 − h(x). We will analyse each type of behaviour
separately.
Type 1: there exists some strictly positive function p : W → R such that for all y ∈ R
lim
s→g(0)
g−1(s+ yq(s))
g−1(s)
= e−y
Then, we have
lim
u→g(0)
g−1(u− log(x)q(u))
g−1(u)
= x
lim
u→g(0)
g(g−1(u)x)− u
q(u)
= lim
u→g(0)
g
(
g−1(u)g
−1(u−log(x)q(u))
g−1(u)
)
− u
q(u)
= − log(x)
Let h(x) = e−x, so that h−1(x) = − log(x). Then, anAn converges in distribution to a compound
Poisson process A with intensity θ and multiplicity d.f. π(x) = 1− e−x.
Type 2: g(0) = +∞ and there exists β > 0 such that for all y > 0
lim
s→+∞
g−1(sy)
g−1(s)
= y−β
Then, for q(u) = u we have
lim
u→∞
g−1(ux−1/β)
g−1(u)
= x
lim
u→∞
g(g−1(u)x) − u
q(u)
= lim
u→∞
g
(
g−1(u)g
−1(ux−1/β)
g−1(u)
)
u
− 1 = x−1/β − 1
Let h(x) = (1 + x)−β, so that h−1(x) = x−1/β − 1. Then, anAn converges in distribution to a
compound Poisson process A with intensity θ and multiplicity d.f. π = 1− (1 + x)−β .
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Type 3: g(0) = D < +∞ and there exists γ > 0 such that for all y > 0
lim
s→0
g−1(D − sy)
g−1(D − s) = y
γ
Then, for q(u) = D − u we have
lim
u→D
g−1(D − (D − u)x1/γ)
g−1(u)
= x
lim
u→D
g(g−1(u)x)− u
q(u)
= lim
u→D
g
(
g−1(u)g
−1(D−(D−u)x1/γ )
g−1(u)
)
− u
D − u = 1− x
1/γ
Let h(x) = (1 − x)γ , so that h−1(x) = 1 − x1/γ . Then, anAn converges in distribution to a
compound Poisson process A with intensity θ and multiplicity d.f. π = 1− (1− x)γ . 
3.5. Computation of the limit of AOT MREPP for specific systems. In the case of
AOT MREPP is technically much harder to compute the multiplicity distribution of the liming
compound Poisson process. In order to write an explicit formula for it we need to assume a
specific backward contraction in a neighbourhood of the repelling periodic point, rather than an
approximate rate like in the previous cases.
Theorem 3.B. Let f : X → X be a system admitting a first return induced map FB : B → B,
with B ⊂ X and such that FB has summable decay of correlations against L1 observables i.e., for
all φ ∈ C1 and ψ ∈ L1, then Cor(φ,ψ, n) ≤ ρn, with
∑
n≥1 ρn <∞. Assume that for every ζ, for
all balls Bε(ζ) and annuli Bε1(ζ)\Bε2(ζ), with 0 < ε, ε1 < ε2, then 1Bε(ζ) ∈ C1, 1Bε1 (ζ)\Bε2 (ζ) ∈ C1
and their norms are uniformly bounded above.
Let X0,X1, . . . be given by (2.1) and (un)n∈N be a sequence satisfying (2.2). Assume that ϕ and
P are such that Assumptions 1–3 hold, where ζ ∈ B. Additionally, suppose that
• ζ is a periodic repelling point of period p
• for some M > 1,
dist(fp(x), ζ) = Mdist(x, ζ)
for all x in a neighbourhood of ζ. One example of such a dynamical system is, for instance,
f : t 7→ mt mod 1, with m ∈ {2, 3, . . .} (in this case M = mp)
• There exists some strictly positive function q : W → R and some strictly monotone home-
omorphism hk such that
lim
u→g(0)
gκ,u(g
−1(u)hκ(x))
q(u)
= x, ∀κ ∈ N0 (3.9)
where gκ,u(x) :=
∑κ
i=0(g(M
ix)− u). As we will see, this holds when g has the form given
in Assumption 2.
Then, for an = q(un)
−1 the AOT MREPP anAn converges in distribution to a compound Poisson
process with intensity θ = 1− 1/M and multiplicity d.f. π given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x)
where κ = κ(u, x) is the only integer such that x ∈
[
gκ,u
(
g−1(u)
Mκ
)
, gκ,u
(
g−1(u)
Mκ+1
))
.
Remark 3.6. In particular, when g is one of the three examples given for each type, the multiplicity
d.f. can be computed as shown in the following table:
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Examples of g(x) Respective distribution π(x)
− log(x) 1− (√M)−⌊
√
1+8x/ logM−1
2
⌋e
− x
⌊
√
1+8x/ logM−1
2 ⌋+1
x−1/α, α > 0 1−
(
1−M−1/α
1−M−(κ(x)+1)/α
)−α
(κ(x)+1+x)−α where κ = κ(x) is the only
integer such that M
κ/α−M−1/α
1−M−1/α ≤ κ+ 1 + x < M
(κ+1)/α−1
1−M−1/α
D − x1/α, D ∈ R, α > 0 1 −
(
1−M1/α
1−M (κ(x)+1)/α
)α
(κ(x) + 1 − x)α where κ = κ(x) is the only
integer such that 1−M
−(κ+1)/α
M1/α−1 < κ+ 1− x ≤ M
1/α−M−κ/α
M1/α−1
Proof. By Theorem 2.C we only need to prove the result for FB since then if follows for f . If
Rp,0(un, x) = Bε1(ζ) \ Bε2(ζ) for some ε1, ε2 > 0 then 1Rp,0(un,x) ∈ C1 and ‖1Rp,0(un,x)‖C1 ≤ C
for every x > 0 and n ∈ N. Moreover, as in the proof of Theorem 2 of [12], using the Hartman-
Grobman theorem, one can easily check that limn→∞R(Q0p,0(un)) = ∞. Then all hypothesis of
Theorem 2.B are satisfied and in conclusion conditions Дp(un)
∗ and Д′p(un)∗ hold. By Assump-
tions 1–3 and the fact that ζ is a repelling periodic point then (R2) holds and by Proposition 2.13
so does ULCp(un).
Hence, the statements of the theorem follow as soon as we show that Rp,0(un, x) = Bε1(ζ)\Bε2(ζ)
for some ε1, ε2 > 0 and that (2.14) holds with π(x) as in (3.8).
For u ∈ (0, g(0)), let
gκ,u(x) :=
κ∑
i=0
(g(M ix)− u) bκ(u) := gκ,u
(
g−1(u)
Mκ
)
For j, κ ∈ N0, t sufficiently close to ζ and u sufficiently close to g(0), we have
Xjp(t) > u⇔ g(2dist(f jp(t), ζ)) > u⇔ g(2M jdist(t, ζ)) > u⇔ t ∈ B g−1(u)
2Mj
(ζ)
mu({X0,Xp, . . . ,Xκp})(t) > x⇔ gκ,u(2dist(t, ζ)) > x⇔ t ∈ B 1
2
g−1κ,u(x)
(ζ)
Notice that (bκ(u))κ∈N0 is an increasing sequence for any u ∈ [0, g(0)) since g
(
g−1(u)
M i
)
> u for
i > 0. Moreover, b0(u) = 0 and bκ+1(u) = gκ+1,u
(
g−1(u)
Mκ+1
)
= gκ,u
(
g−1(u)
Mκ+1
)
.
Then,
x ≥ bκ+1(u)⇔ g−1κ,u(x) ≤
g−1(u)
Mκ+1
⇔ Uκp,0(u, x) = ∅
x ≤ bκ(u)⇔ g−1κ,u(x) ≥
g−1(u)
Mκ
⇔ Uκp,0(u, x) = B g−1(u)
2Mκ
(ζ) \B g−1(u)
2Mκ+1
(ζ)
bκ(u) ≤ x ≤ bκ+1(u)⇔ g
−1(u)
Mκ+1
≤ g−1κ,u(x) ≤
g−1(u)
Mκ
⇔ Uκp,0(u, x) = B 1
2
g−1κ,u(x)
(ζ) \B g−1(u)
2Mκ+1
(ζ)
Since (bκ(u))κ is an increasing sequence, there is at most one κ = κ(u, x) such that x ∈ [bκ(u), bκ+1(u)).
Notice that
bκ(u) ≤ x < bκ+1(u)⇔ g
−1(u)
Mκ+1
< g−1κ,u(x) ≤
g−1(u)
Mκ
⇔M−κ+1 < g
−1
κ,u(x)
g−1(u)
≤M−κ
22 A. C. M. FREITAS, J. M. FREITAS, AND M. MAGALHÃES
⇔ κ ≤ − logM
g−1κ,u(x)
g−1(u)
< κ+ 1⇔ κ = ⌊ log(g
−1(u))− log(g−1κ,u(x))
logM
⌋
Hence,
Up,0(u, x) :=
∞⋃
κ=0
Uκp,0(u, x) ∪ {ζ} =
⋃
κ<κ(u,x)
Uκp,0(u, x) ∪ Uκ(u,x)p,0 (u, x) ∪
⋃
κ>κ(u,x)
Uκp,0(u, x) ∪ {ζ}
= B 1
2
Gu(x)
(ζ) \B g−1(u)
2Mκ(u,x)+1
(ζ) ∪
∞⋃
κ=κ(u,x)+1
(
B g−1(u)
2Mκ
(ζ) \B g−1(u)
2Mκ+1
(ζ)
)
∪ {ζ}
= B 1
2
Gu(x)
(ζ)
where Gu(x) = g
−1
κ(u,x),u(x). Now, we note that
Up,0(u, x) ∩ Up,p(u, x) =
∞⋃
κ=0
Uκp,0(u, x) ∩
∞⋃
κ=0
Uκp,p(u, x) ∪ {ζ}
and, for u sufficiently close to g(0), U ip,0(u, x) ∩ U jp,p(u, x) 6= ∅ only when i = j + 1, so
Up,0(u, x) ∩ Up,p(u, x) =
∞⋃
κ=0
(
Uκ+1p,0 (u, x) ∩ Uκp,p(u, x)
)
∪ {ζ}
=
∞⋃
κ=0
{X0 > u,Xp > u, . . . ,X(κ+1)p > u,X(κ+2)p ≤ u,mu({Xp, . . . ,X(κ+1)p}) > x} ∪ {ζ}
Then, for κ ∈ N0 and t sufficiently close to ζ, we have
mu({Xp, . . . ,X(κ+1)p})(t) > x⇔ gκ,u(2Mdist(t, ζ)) > x⇔ t ∈ B g−1κ,u(x)
2M
(ζ)
B g−1(u)
2Mκ+1
(ζ) \B g−1(u)
2Mκ+2
(ζ) ∩B
g
−1
κ,u(x)
2M
(ζ) =


∅ if κ < κ(u, x)
BGu(x)
2M
(ζ) \B g−1(u)
2Mκ(u,x)+2
(ζ) if κ = κ(u, x)
B g−1(u)
2Mκ+1
(ζ) \B g−1(u)
2Mκ+2
(ζ) if κ > κ(u, x)
Hence, for u sufficiently close to g(0),
Up,0(u, x) ∩ Up,p(u, x) =
∞⋃
κ=0
(
B g−1(u)
2Mκ+1
(ζ) \B g−1(u)
2Mκ+2
(ζ) ∩B
g−1κ,u(x)
2M
(ζ)
)
∪ {ζ}
= BGu(x)
2M
(ζ) \B g−1(u)
2Mκ(u,x)+2
(ζ) ∪
∞⋃
κ=κ(u,x)+1
(
B g−1(u)
2Mκ+1
(ζ) \B g−1(u)
2Mκ+2
(ζ)
)
∪ {ζ} = BGu(x)
2M
(ζ)
and
Rp,0(u, x) = Up,0(u, x) \ (Up,0(u, x) ∩ Up,p(u, x)) = B 1
2
Gu(x)
(ζ) \BGu(x)
2M
(ζ)
Let (un)n be a normalizing sequence of levels satisfying (2.2) such that limn→∞ un = g(0). Given
the assumptions (3.6) and (R1), of regularity of P and U(un) = {X0 > un} being a ball centred
at ζ, respectively, we have
P(X0 > un) ∼ Leb(X0 > un) dP
dLeb
(ζ) = g−1(un)
dP
dLeb
(ζ)
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P(Rp,0(un, x)) = P
(
B 1
2
Gun (x)
(ζ)
)
− P
(
BGun (x)
2M
(ζ)
)
∼ Leb
(
B 1
2
Gun(x)
(ζ)
) dP
dLeb
(ζ)− Leb
(
BGun (x)
2M
(ζ)
)
dP
dLeb
(ζ)
=
(
Gun(x)−
Gun(x)
M
)
dP
dLeb
(ζ) = θGun(x)
dP
dLeb
(ζ)
where θ = 1− 1/M .
If there exists some strictly positive function q : W → R and some strictly monotone homeomor-
phism hk such that
lim
u→g(0)
gκ,u(g
−1(u)hκ(x))
q(u)
= x, ∀κ ∈ N0
then, for an = 1/q(un),
lim
n→∞
P(Rp,0(un, x/an))
P(X0 > un)
= lim
n→∞
θGun(q(un)x)
g−1(un)
= θ lim
n→∞
g−1κ(un,q(un)x),un(q(un)x)
g−1(un)
= θ lim
n→∞ limu→g(0)
g−1κ(un,q(un)x),un
(
q(un)
gκ,u(g−1(u)hκ(x))
q(u)
)
g−1(un)
, ∀κ ∈ N0
In particular, for u = un and κ = κ(un, q(un)x), we get
lim
n→∞
P(Rp,0(un, x/an))
P(X0 > un)
= θ lim
n→∞
g−1κ(un,q(un)x),un
(
q(un)
gκ(un,q(un)x),un(g
−1(un)hκ(un,q(un)x)(x))
q(un)
)
g−1(un)
= θ lim
n→∞hκ(un,q(un)x)(x)
and the probability distribution is given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x)
Now, we will analyse each type of behaviour separately.
Type 1: there exists some strictly positive function q : W → R such that for all y ∈ R
lim
s→g(0)
g−1(s+ yq(s))
g−1(s)
= e−y
Then, we have
lim
u→g(0)
g−1(u− log(x)q(u))
g−1(u)
= x =⇒ lim
u→g(0)
g(g−1(u)x)− u
q(u)
= − log(x)
lim
u→g(0)
gκ,u(g
−1(u)x)
q(u)
= lim
u→g(0)
∑κ
i=0(g(M
ig−1(u)x) − u)
q(u)
= −
κ∑
i=0
log(xM i)
= −
κ∑
i=0
(log(x) + i logM) = −(κ+ 1) log(x)− κ(κ+ 1)
2
logM
= −(κ+ 1)(log(x) + κ log
√
M)
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Let hκ(x) = e
− x
κ+1
−κ log√M , so that h−1κ (x) = −(κ+1)(log(x)+κ log
√
M). Then, anAn converges
in distribution to a compound Poisson process A with intensity θ = 1− 1/M and multiplicity d.f.
π given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x) = 1− limn→∞ e
− x
κ(un,q(un)x)+1
−κ(un,q(un)x) log
√
M
If g(x) = − log(x), then
gκ,u(x) =
κ∑
i=0
(− log(M ix)− u) = −(κ+ 1)(log(x) + u+ κ log
√
M)
bκ(u) = gκ,u
(
e−u
Mκ
)
=
κ(κ+ 1)
2
logM
bκ+1(u) = gκ,u
(
e−u
Mκ+1
)
=
(κ+ 1)(κ + 2)
2
logM
Let κ = κ(u, x) be the only integer such that x ∈ [bκ(u), bκ+1(u)), or, equivalently,
κ(κ+ 1)
2
logM ≤ x < (κ+ 1)(κ + 2)
2
logM
Then, κ(u, x) = ⌊
√
1+8x/ logM−1
2 ⌋ and
π(x) = 1− e− xκ(u,x)+1−κ(u,x) log
√
M
= 1− (
√
M)−⌊
√
1+8x/ logM−1
2
⌋e
− x
⌊
√
1+8x/ logM−1
2 ⌋+1
Type 2: g(0) = +∞ and there exists α > 1 such that for all y > 0
lim
s→+∞
g−1(sy)
g−1(s)
= y−α
Then, for q(u) = u we have
lim
u→∞
g−1(ux−1/α)
g−1(u)
= x =⇒ lim
u→∞
g(g−1(u)x) − u
q(u)
= x−1/α − 1
lim
u→∞
gκ,u(g
−1(u)x)
q(u)
= lim
u→∞
∑κ
i=0(g(M
ig−1(u)x)− u)
q(u)
=
κ∑
i=0
((M−1/α)ix−1/α − 1)
=
1−M−(κ+1)/α
1−M−1/α x
−1/α − (κ+ 1)
Let hκ(x) =
(
1−M−1/α
1−M−(κ+1)/α
)−α
(κ+1+x)−α, so that h−1κ (x) =
1−M−(κ+1)/α
1−M−1/α x
−1/α− (κ+1). Then,
anAn converges in distribution to a compound Poisson process A with intensity θ = 1− 1/M and
multiplicity d.f. π given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x) = 1− limn→∞
(
1−M−1/α
1−M−(κ(un,unx)+1)/α
)−α
(κ(un, unx) + 1 + x)
−α
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If g(x) = x−1/α for some α > 0, then
gκ,u(x) =
κ∑
i=0
((M ix)−1/α − u) = 1−M
−(κ+1)/α
1−M−1/α x
−1/α − (κ+ 1)u
bκ(u) = gκ,u
(
u−α
Mκ
)
=
(
Mκ/α −M−1/α
1−M−1/α − (κ+ 1)
)
u
bκ+1(u) = gκ,u
(
u−α
Mκ+1
)
=
(
M (κ+1)/α − 1
1−M−1/α − (κ+ 1)
)
u
Let κ = κ(u, ux) be the only integer such that ux ∈ [bκ(u), bκ+1(u)), or, equivalently,
Mκ/α −M−1/α
1−M−1/α ≤ κ+ 1 + x <
M (κ+1)/α − 1
1−M−1/α
Notice that κ(u, ux) does not depend on u; hence,
π(x) = 1−
(
1−M−1/α
1−M−(κ(x)+1)/α
)−α
(κ(x) + 1 + x)−α
where κ(x) = κ(u, ux).
Type 3: g(0) = D < +∞ and there exists α > 0 such that for all y > 0
lim
s→0
g−1(D − sy)
g−1(D − s) = y
α
Then, for q(u) = D − u we have
lim
u→D
g−1(D − (D − u)x1/α)
g−1(u)
= x =⇒ lim
u→D
g(g−1(u)x)− u
q(u)
= 1− x1/α
lim
u→D
gκ,u(g
−1(u)x)
q(u)
= lim
u→D
∑κ
i=0(g(M
ig−1(u)x)− u)
q(u)
=
κ∑
i=0
(1− (M1/α)ix1/α)
= κ+ 1− 1−M
(κ+1)/α
1−M1/α x
1/α
Let hκ(x) =
(
1−M1/α
1−M (κ+1)/α
)α
(κ + 1 − x)α, so that h−1κ (x) = κ + 1 − 1−M
(κ+1)/α
1−M1/α x
1/α. Then,
anAn converges in distribution to a compound Poisson process A with intensity θ = 1− 1/M and
multiplicity d.f. π given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x) = 1− limn→∞
(
1−M1/α
1−M (κ(un,(D−un)x)+1)/α
)α
(κ(un, (D−un)x)+1−x)α
If g(x) = D − x1/α for some D ∈ R and α > 0, then
gκ,u(x) =
κ∑
i=0
(D − (M ix)1/α − u) = (κ+ 1)(D − u)− 1−M
(κ+1)/α
1−M1/α x
1/α
bκ(u) = gκ,u
(
(D − u)α
Mκ
)
=
(
κ+ 1− M
1/α −M−κ/α
M1/α − 1
)
(D − u)
bκ+1(u) = gκ,u
(
(D − u)α
Mκ+1
)
=
(
κ+ 1− 1−M
−(κ+1)/α
M1/α − 1
)
(D − u)
Let κ = κ(u, (D−u)x) be the only integer such that (D−u)x ∈ [bκ(u), bκ+1(u)), or, equivalently,
1−M−(κ+1)/α
M1/α − 1 < κ+ 1− x ≤
M1/α −M−κ/α
M1/α − 1
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Notice that κ(u, (D − u)x) does not depend on u; hence,
π(x) = 1−
(
1−M1/α
1−M (κ(x)+1)/α
)α
(κ(x) + 1− x)α
where κ(x) = κ(u, (D − u)x). 
4. Convergence of marked rare events point processes
This section is dedicated to the proof of Theroem 2.A. The argument follows the same thread
as the one in the proof of [12, Theorem 1] but it is much more evolved due to the sophistication
associated to the MREPP and the degree of generalisation and cases addressed (like allowing
multiple maxima and including the absence of clustering). One of the highlights of the proof
below is the way we handled the gap created by considering general distributions for the marking
of clusters, when compared to the distributions defined on the integer numbers as in the setting
of [12], which significantly simplified the proof of [12, Theorem 1]. The major step to overcome
this difficulty is made with Proposition 4.B, which is of independent interest since it provides a
formula to compute the Laplace transform of multiple random variables with general distributions,
possibly diffuse with respect to Lebesgue.
We start with a lemma which says that the probability of not entering Up,0(u, x) can be approxi-
mated by the probability of not entering Rp,0(u, x) during the same period of time.
Lemma 4.1. For any p ∈ N0, s ∈ N, x ≥ 0 and u > 0 we have∣∣P(Ip,0,s(u, x)) − P(Rp,0,s(u, x))∣∣ ≤ pP(Up,0(u, x))
Proof. For p = 0 this is trivial since U0,i(u, x) = R0,i(u, x). For p > 0, first observe that since
Rp,i(u, x) ⊂ Up,i(u, x) we have Ip,0,s(u, x) ⊂ Rp,0,s(u, x). Next, observe that if Rp,0,s(u, x) \
Ip,0,s(u, x) occurs, then we may choose j ∈ {0, 1, . . . s − 1} such that Xj ∈ Up,0(u, x). But since
Rp,0,s(u, x) does occur, we must have Xj+j1 ∈ Up,0(u, x) for some 1 ≤ j1 ≤ p, otherwise Rp,j(u, x)
would occur. Similarly, if j + j1 < s then Xj+j1+j2 ∈ Up,0(u, x) for some 1 ≤ j2 ≤ p and so on.
We conclude that Xi ∈ Up,0(u, x) for some i ∈ {s− p, . . . , s− 1} and this means that
Rp,0,s(u, x) \Ip,0,s(u, x) ⊂
s−1⋃
i=s−p
Up,i(u, x)
Hence, by stationarity, it follows that∣∣P(Ip,0,s(u, x)) − P(Rp,0,s(u, x))∣∣ = P (Rp,0,s(u, x) \Ip,0,s(u, x)) ≤ pP(Up,0(u, x))

Next we give an approximation for the probability of not entering Rp,0(u, x) during a certain
period of time.
Lemma 4.2. For any p ∈ N0, s ∈ N, x ≥ 0 and u > 0 we have
∣∣P(Rp,0,s(u, x)) − (1− sP(Rp,0(u, x)))∣∣ ≤ s s−1∑
j=p+1
P(Q0p,0(u) ∩ Up,j(u, x))
Proof. Since (Rp,0,s(u, x))c = ∪s−1i=0Rp,i(u, x) it is clear that
|1− P(Rp,0,s(u, x)) − sP(Rp,0(u, x))| ≤
s−1∑
i=0
s−1∑
j=i+p+1
P(Rp,i(u, x) ∩Rp,j(u, x)).
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If p > 0, the result now follows by stationarity plus the two following facts: Rp,j(u, x) ⊂ Up,j(u, x)
and the fact that between two entrances to Rp,0(u, x), at times i and j, there must have existed an
escape, i.e., an entrance in Q0p,0(u) (otherwise, an entrance to Rp,0(u, x) and therefore to Up,0(u, x)
at time j would imply an entrance to Up,0(u, x) at some earlier time i1 for i+1 ≤ i1 ≤ i+p which
would contradict the entrance to Rp,0(u, x) at time i).
If p = 0, the result follows by stationarity plus the two following facts: R0,j(u, x) = U0,j(u, x) and
R0,i(u, x) ⊂ {Xi > u} = Q00,i(u). 
The next lemma gives an error bound for the approximation of the probability of the process
Au([0, s)) not exceeding x by the probability of not entering in Rp,0(u, x) during the period [0, s).
In what follows, we use the notation
A
b
u,a := Au([a, b)), Au is as in (2.8) (4.1)
Lemma 4.3. For any s ∈ N, x ≥ 0 and u > 0 we have
∣∣P(A su,0 ≤ x)− P(Ip,0,s(u, x))∣∣ ≤ (s− p) s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+
⌊s/p⌋∑
κ=1
κpP(Uκp,0(u, x)) + s
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x))
if p > 0, and in case p = 0 we have
∣∣P(A su,0 ≤ x)− P(I0,0,s(u, x))∣∣ ≤ s s−1∑
j=1
P (X0 > u,Xj > u}) = s
s−1∑
j=1
P
(
Q00,0(u) ∩ {Xj > u}
)
.
Proof. If p > 0, we start by observing that
A0,s(u, x) :=
{
A
s
u,0 ≤ x
} ∩ (Ip,0,s(u, x))c ⊂
s−1⋃
i=s−p
U1p,i(u, x) ∪
s−1⋃
i=s−2p
U2p,i(u, x) ∪ . . . ∪
s−1⋃
i=s−⌊s/p⌋p
U
⌊s/p⌋
p,i (u, x) ∪
s−1⋃
i=0
⋃
κ>⌊s/p⌋
Uκp,i(u, x)
since
⋃s−κp−1
i=0 U
κ
p,i(u, x) ⊂
{
A su,0 > x
}
for any κ ≤ ⌊s/p⌋. So, by stationarity,
P (A0,s(u, x)) ≤
⌊s/p⌋∑
κ=1
κpP(Uκp,0(u, x)) + s
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x))
Now, we note that
B0,s(u, x) :=
{
A
s
u,0 > x
} ∩Ip,0,s(u, x) ⊂ s−p−1⋃
i=0
s−1⋃
j>i+p
Q0p,i(u) ∩ {Xj > u}.
This is because no entrance in Up,0(u, x) during the time period 0, . . . , s − 1 implies that there
must be at least two distinct clusters during the time period 0, . . . , s − 1. Since each cluster
ends with an escape, i.e., an entrance in Q0p,0(u), then this must have happened at some moment
i ∈ {0, . . . , s− p− 1} which was then followed by another exceedance at some subsequent instant
j > i where a new cluster is begun.
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Consequently, by stationarity, we have
P (B0,s(u, x)) ≤ (s− p)
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
If p = 0, we start by observing that {A su,0 ≤ x} ⊂ I0,0,s(u, x). Then, we note that
{A su,0 > x} ∩I0,0,s(u, x) ⊂
s−1⋃
i=0
s−1⋃
j=i+1
{Xi > u} ∩ {Xj > u}
This is because no entrance in U0,0(u, x) during the time period 0, . . . , s − 1 implies that there
must be at least two exceedances during the time period 0, . . . , s− 1.
Consequently, by stationarity, we have
∣∣P (A su,0 ≤ x)− P(I0,0,s(u, x))∣∣ = P ({A su,0 > x} ∩I0,0,s(u, x)) ≤ s s−1∑
j=1
P(X0 > u,Xj > u)

As a consequence we obtain an approximation for the Laplace transform of A su,o.
Corollary 4.A. For any p ∈ N0, s ∈ N, y ≥ 0, a > 0 and u > 0 sufficiently close to uF = supϕ
we have ∣∣∣∣∣E
(
e−yaA
s
u,0
)
−
(
1− s
∫ ∞
0
ye−yxP(Rp,0(u, x/a))dx
) ∣∣∣∣∣
≤ 2s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+
∫ ∞
0
ye−yxδp,s,u(x/a)dx,
where δp,s,u(x/a) is as in (2.15).
Proof. Using Lemmas 4.1-4.3, for every x > 0 and p > 0 we have∣∣P(A su,0 ≤ x)− (1− sP(Rp,0(u, x)))∣∣ ≤ ∣∣P(A su,0 ≤ x)− P(Ip,0,s(u, x))∣∣
+
∣∣P(Ip,0,s(u, x)) − P(Rp,0,s(u, x))∣∣+ ∣∣P(Rp,0,s(u, x)) − (1− sP(Rp,0(u, x)))∣∣
≤ (s− p)
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+
⌊s/p⌋∑
κ=1
κpP(Uκp,0(u, x)) + s
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x))
+ pP(Up,0(u, x)) + s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ Up,j(u, x)
)
≤ 2s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ δp,s,u(x)
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When p = 0, we have∣∣P(A su,0 ≤ x)−(1− sP(R0,0(u, x)))∣∣ ≤ ∣∣P(A su,0 ≤ x)− P(I0,0,s(u, x))∣∣
+
∣∣P(I0,0,s(u, x)) − P(R0,0,s(u, x))∣∣+ ∣∣P(R0,0,s(u, x)) − (1− sP(R0,0(u, x)))∣∣
≤ s
s−1∑
j=1
P
(
Q00,0(u) ∩ {Xj > u}
)
+ s
s−1∑
j=1
P
(
Q00,0(u) ∩ U0,j(u, x)
)
≤ 2s
s−1∑
j=1
P
(
Q00,0(u) ∩ {Xj > u}
)
+ δ0,s,u(x).
Since P(A su,0 < 0) = 0, using integration by parts we have
E
(
e−yaA
s
u,0
)
= e−y.0P(A su,0 = 0) +
∫ ∞
0
e−yxdP(A su,0 ≤ x/a)
= P(A su,0 = 0) + limx→∞
[
e−yxP(A su,0 ≤ x/a)− e−y.0P(A su,0 ≤ 0)
]− ∫ ∞
0
P(A su,0 ≤ x/a)de−yx
= P(A su,0 = 0)− P(A su,0 ≤ 0)−
∫ ∞
0
(−ye−yx)P(A su,0 ≤ x/a)dx =
∫ ∞
0
ye−yxP(A su,0 ≤ x/a)dx
Then,
∣∣∣∣∣E
(
e−yaA
s
u,0
)
−
(
1− s
∫ ∞
0
ye−yxP(Rp,0(u, x/a))dx
) ∣∣∣∣∣
=
∣∣∣∣
∫ ∞
0
ye−yxP(A su,0 ≤ x/a)dx −
∫ ∞
0
ye−yx(1− sP(Rp,0(u, x/a)))dx
∣∣∣∣
≤
∫ ∞
0
ye−yx

2s s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ δp,s,u(x/a)

 dx
= 2s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+
∫ ∞
0
ye−yxδp,s,u(x/a)dx

Next result gives the main induction tool to build the proof of Theorem 2.A.
Lemma 4.4. Let p ∈ N0, s, t, ς ∈ N and consider x1 ∈ R+0 , x = (x2, . . . , xς) ∈ (R+0 )ς−1, s+t−1 <
a2 < b2 < a3 < . . . < bς ∈ N0. For u > 0 sufficiently close to uF = ϕ(ζ) we have∣∣P(A su,0 ≤ x1,A b2u,a2 ≤ x2, . . . ,A bςu,aς ≤ xς)− P(A su,0 ≤ x1)P(A b2u,a2 ≤ x2, . . . ,A bςu,aς ≤ xς)∣∣
≤ sι(u, t) + 4s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ 2δp,s,u(x1)
where δp,s,u is as in (2.15) and
ι(u, t) = sup
s∈N
max
i=0,...,s−1
{∣∣∣P(Rp,i(u, x1))P( ∩ςj=2 {A bju,aj ≤ xj}) − P( ∩ςj=2 {A bju,aj ≤ xj} ∩Rp,i(u, x1))∣∣∣} .
(4.2)
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Proof. Let
Ax1,x := {A su,0 ≤ x1,A b2u,a2 ≤ x2, . . . ,A bςu,aς ≤ xς}, Bx1 := {A su,0 ≤ x1}
A˜x1,x := Rp,0,s(u, x1) ∩ {A b2u,a2 ≤ x2, . . . ,A bςu,aς ≤ xς}, B˜x1 := Rp,0,s(u, x1),
Dx := {A b2u,a2 ≤ x2, . . . ,A bςu,aς ≤ xς}.
If x1 > 0, by Lemmas 4.1 and 4.3 we have∣∣∣P(Bx1)− P(B˜x1)∣∣∣ ≤ ∣∣P(A su,0 ≤ x1)− P(Ip,0,s(u, x1))∣∣+ |P(Ip,0,s(u, x1))− P(Rp,0,s(u, x1))|
≤ ∣∣P({A su,0 ≤ x1}△Ip,0,s(u, x1))∣∣+ |P(Rp,0,s(u, x1) \Ip,0,s(u, x1))|
≤ (s− p)
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+
⌊s/p⌋∑
κ=1
κpP(Uκp,0(u, x1))
+ s
∞∑
κ=⌊s/p⌋+1
P(Uκp,0(u, x1)) + pP(Up,0(u, x1))
≤ s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ δp,s,u(x1) (4.3)
and also∣∣∣P(Ax1)− P(A˜x1)∣∣∣ ≤ ∣∣P({A su,0 ≤ x1} ∩Dx)− P(Ip,0,s(u, x1) ∩Dx)∣∣+ |P ((Rp,0,s(u, x1) \Ip,0,s(u, x1)) ∩Dx))|
≤ ∣∣P (({A su,0 ≤ x1}△Ip,0,s(u, x1)) ∩Dx)∣∣+ |P ((Rp,0,s(u, x1) \Ip,0,s(u, x1)) ∩Dx))|
≤ ∣∣P({A su,0 ≤ x1}△Ip,0,s(u, x1))∣∣+ |P(Rp,0,s(u, x1) \Ip,0,s(u, x1))|
≤ s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ δp,s,u(x1) (4.4)
If x1 = 0, we notice that {A su,0 ≤ x1} = {A su,0 = 0} = {X0 ≤ u, . . . ,Xs−1 ≤ u} = Ip,0,s(u, 0), so
estimates (4.3) and (4.4) are still valid by Lemma 4.1.
Using stationarity and adapting the proof of Lemma 4.2, it follows that∣∣∣P(A˜x1,x)− (1− sP(Rp,0(u, x1)))P(Dx1)∣∣∣ ≤ Err, where
Err =
∣∣∣∣∣sP(Rp,0(u, x1))P(Dx)−
s−1∑
i=0
P(Rp,i(u, x1) ∩Dx)
∣∣∣∣∣+ s
s−1∑
j=p+1
P(Q0p,0(u) ∩ Up,j(u, x1)).
Now, since, by definition of ι(u, t),
∣∣∣∣∣sP(Rp,0(u, x1))P(Dx)−
s−1∑
i=0
P(Rp,i(u, x1) ∩Dx)
∣∣∣∣∣
≤
s−1∑
i=0
|P(Rp,i(u, x1))P(Dx)− P(Rp,i(u, x1) ∩Dx)| ≤ sι(u, t),
CONVERGENCE OF MARKED POINT PROCESSES OF EXCESSES FOR DYNAMICAL SYSTEMS 31
we conclude that∣∣∣P(A˜x1,x)− (1− sP(Rp,0(u, x1)))P(Dx)∣∣∣ ≤ sι(u, t) + s
s−1∑
j=p+1
P(Q0p,0(u) ∩ Up,j(u, x1)). (4.5)
Also, by Lemma 4.2 we have∣∣∣P(B˜x1)P(Dx)− (1− sP(Rp,0(u, x1)))P(Dx)∣∣∣ ≤ s
s−1∑
j=p+1
P(Q0p,0(u) ∩ Up,j(u, x1)). (4.6)
Putting together the estimates (4.3),(4.4), (4.5) and (4.6) we get
|P(Ax1,x)− P(Bx1)P(Dx)| ≤
∣∣∣P(Ax1,x)− P(A˜x1,x)∣∣∣+ ∣∣∣P(A˜x1,x)− (1− sP(Rp,0(u, x1)))P(Dx)∣∣∣
+
∣∣∣P(B˜x1)P(Dx)− (1− sP(Rp,0(u, x1)))P(Dx)∣∣∣+ ∣∣∣P(Bx1)− P(B˜x1)∣∣∣P(Dx)
≤ sι(u, t) + 4s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ 2δp,s,u(x1)

Let us consider a function F : (R+0 )
n → R which is continuous on the right in each variable
separately and such that for each R = (a1, b1]× . . .× (an, bn] ⊂ (R+0 )n we have
µF (R) :=
∑
ci∈{ai,bi}
(−1)card{i∈{1,...,n}:ci=ai}F (c1, . . . , cn) ≥ 0
Such F is called an n-dimensional Stieltjes measure function and such µF has a unique extension
to the Borel σ-algebra in (R+0 )
n, which is called the Lebesgue-Stieltjes measure associated to F .
For each I ⊂ {1, . . . , n}, let FI(x) := F (δ1x1, . . . , δnxn), where δi =
{
1 if i ∈ I
0 if i /∈ I
If F is an n-dimensional Stieltjes measure function, it is easy to see that FI is also an n-dimensional
Stieltjes measure function, which has an associated Lebesgue-Stieltjes measure µFI . We have the
following proposition:
Proposition 4.B. Given n ∈ N, I ⊂ {1, . . . , n} and two functions F,G : (R+0 )n → R such that
F is a bounded n-dimensional Stieltjes measure function, let∫
G(x)dFI(x) :=
{
G(0, . . . , 0)F (0, . . . , 0) for I = ∅∫
G(x)dµFI for I 6= ∅
where µFI is the Lebesgue-Stieltjes measure associated to FI . Then,∫ ∞
0
. . .
∫ ∞
0
e
−y1x1−...−ynxnF (x)dx1 . . . dxn =
1
y1 . . . yn
∑
I⊂{1,...,n}
∫
e
−
∑
i∈I yixidFI(x)
Proof. We use induction over n. For n = 1, using integration by parts,∫ ∞
0
e−y1x1F (x1)dx1 = lim
a→∞
[
−e
−y1.a
y1
F (a) +
e−y1.0
y1
F (0) +
1
y1
∫ a
0
e−y1x1dF (x1)
]
=
1
y1
(
F (0) +
∫ ∞
0
e−y1x1dF (x1)
)
=
1
y1
∑
I⊂{1}
∫
e−
∑
i∈I yixidFI(x1)
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For n > 1, using integration by parts again,∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−ynxnF (x)dx1 . . . dxn =
= lim
a→∞
∫ a
0
e−ynxn
(∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x)dx1 . . . dxn−1
)
dxn
= lim
a→∞
−e
−yna
yn
∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x1, . . . , xn−1, a)dx1 . . . dxn−1
+
1
yn
∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x1, . . . , xn−1, 0)dx1 . . . dxn−1
+
1
yn
∫ ∞
0
e−ynxnd
(∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x)dx1 . . . dxn−1
)
Since F is bounded, we have
lim
a→∞−
e−yna
yn
∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x1, . . . , xn−1, a)dx1 . . . dxn−1 = 0
Assuming that the result is valid for the n−1 dimensional functions fxn(x1, . . . , xn−1) = F (x1, . . . , xn−1, xn)
for every xn ≥ 0, we have∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x1, . . . , xn−1, 0)dx1 . . . dxn−1
=
∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1f0(x1, . . . , xn−1)dx1 . . . dxn−1
=
1
y1 . . . yn−1
∑
I⊂{1,...,n−1}
∫
e−
∑
i∈I yixid(f0)I(x1, . . . , xn−1)
=
1
y1 . . . yn−1
∑
I⊂{1,...,n−1}
∫
e−
∑
i∈I yixidFI(x)
and
1
yn
∫ ∞
0
e−ynxnd
(∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1F (x)dx1 . . . dxn−1
)
=
1
yn
∫ ∞
0
e−ynxnd
(∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−yn−1xn−1fxn(x1, . . . , xn−1)dx1 . . . dxn−1
)
=
1
yn
∫ ∞
0
e−ynxnd

 1
y1 . . . yn−1
∑
J⊂{1,...,n−1}
∫
e−
∑
i∈J yixid(fxn)J(x1, . . . , xn−1)


=
1
y1 . . . yn
∑
J⊂{1,...,n−1}
∫ ∞
0
e−ynxnd
(∫
e−
∑
i∈J yixidFJ∪{n}(x)
)
=
1
y1 . . . yn
∑
I⊂{1,...,n},n∈I
∫
e−
∑
i∈I yixidFI(x)
So,
∫ ∞
0
. . .
∫ ∞
0
e−y1x1−...−ynxnF (x)dx1 . . . dxn =
1
y1 . . . yn
∑
I⊂{1,...,n}
∫
e−
∑
i∈I yixidFI(x). 
Corollary 4.C. Let p ∈ N0, s, t, ς ∈ N and consider y1, y2, . . . , yς ∈ R+0 , a > 0, s+ t− 1 < a2 <
b2 < a3 < . . . < bς ∈ N0. For u sufficiently close to uF = ϕ(ζ) we have
E
(
e−y1aA
s
u,0−y2aA
b2
u,a2
−...−yςaA bςu,aς
)
= E
(
e−y1aA
s
u,0
)
E
(
e−y2aA
b2
u,a2
−...−yςaA bςu,aς
)
+ Err
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where |Err| ≤ sι(u, t)+4s∑s−1j=p+1 P (Q0p,0(u) ∩ {Xj > u})+2 ∫∞0 y1e−y1xδp,s,u(x/a)dx and ι(u, t)
is given by (4.2) and δp,s,u as in (2.15).
Proof. Using the same notation as in the proof of Lemma 4.4, let F (A)(x1, . . . , xς) = P(Ax1,x),
F (B)(x1) = P(Bx1) and F
(D)(x2, . . . , xς) = P(D
x). Then, F (A), F (B) and F (D) are both bounded
Stieltjes measure functions, with
µF (A)(U1) = P
(
(aA su,0, aA
b2
u,a2 , . . . , aA
bς
u,aς ) ∈ U1
)
µF (B)(U2) = P(aA
s
u,0 ∈ U2) µF (D)(U3) = P
(
(aA b2u,a2 , . . . , aA
bς
u,aς ) ∈ U3
)
where U1, U2 and U3 are Borel sets in (R
+
0 )
ς , R+0 and (R
+
0 )
ς−1, respectively.
Therefore, we can apply the previous proposition and we obtain
E
(
e−y1aA
s
u,0−y2aA
b2
u,a2
−...−yςaA
bς
u,aς
)
− E
(
e−y1aA
s
u,0
)
E
(
e−y2aA
b2
u,a2
−...−yςaA
bς
u,aς
)
=
∑
I⊂{1,...,ς}
∫
e−
∑
i∈I yiaxid(F (A))I(x1, . . . , xς)
−
∑
I⊂{1}
∫
e−
∑
i∈I yiaxid(F (B))I(x1)
∑
I⊂{2,...,ς}
∫
e−
∑
i∈I yiaxid(F (D))I(x2, . . . , xς)
= y1 . . . yςa
ς
∫ ∞
0
. . .
∫ ∞
0
e−y1ax1−...−yςaxςF (A)(x1, . . . , xς)dx1 . . . dxς
−
(
y1a
∫ ∞
0
e−y1ax1F (B)(x1)dx1
)(
y2 . . . yςa
ς−1
∫ ∞
0
. . .
∫ ∞
0
e−y2ax2−...−yςaxςF (D)(x2, . . . , xς)dx2 . . . dxς
)
= y1 . . . yςa
ς
∫ ∞
0
. . .
∫ ∞
0
e−y1ax1−...−yςaxς (F (A) − F (B)F (D))(x1, . . . , xς)dx1 . . . dxς
Hence, using Lemma 4.4 and the change of variables x = ax1,∣∣∣E(e−y1aA su,0−y2aA b2u,a2−...−yςaA bςu,aς ))− E(e−y1aA su,0)E(e−y2aA b2u,a2−...−yςaA bςu,aς)∣∣∣
≤ y1 . . . yςaς
∫ ∞
0
. . .
∫ ∞
0
e−y1ax1−...−yςaxς
∣∣P(Ax1,x)− P(Bx1)P(Dx)∣∣ dx1 . . . dxς
≤ sι(u, t) + 4s
s−1∑
j=p+1
P
(
Q0p,0(u) ∩ {Xj > u}
)
+ 2
∫ ∞
0
y1e
−y1xδp,s,u(x/a)dx

Proposition 4.D. Let X0,X1, . . . be given by (2.1), where ϕ achieves a global maximum at the
point ζ. Let (un)n∈N be a sequence satisfying (2.2) and (an)n∈N a normalising sequence. Assume
that conditions Дp(un)
∗, Д′p(un)∗ and ULCp(un) hold for some p ∈ N0. Let J ∈ R be such that
J =
⋃ς
ℓ=1 Iℓ where Ij = [aj , bj) ∈ S, j = 1, . . . , ς and a1 < b1 < a2 < · · · < bς−1 < aς < bς . Then,
for all y1, y2, . . . , yς ∈ R+0 , we have
E
(
e−
∑ς
ℓ=1 yℓanAun(nIℓ)
)
−
ς∏
ℓ=1
E
kn|Iℓ|
(
e−yℓanA
⌊n/kn⌋
un,0
)
−−−→
n→∞ 0
Proof. Without loss of generality, we can assume that y1, y2, . . . , yς ∈ R+, because if we had
yj = 0 for some j = 1, . . . , ς then we could consider J =
⋃j−1
ℓ=1 Iℓ ∪
⋃ς
ℓ=j+1 Iℓ instead. Let
h := infj∈{1,...,ς}{bj − aj}, H := ⌈sup{x : x ∈ J}⌉ = ⌈bς⌉, yˆ := inf{yj : j = 1, . . . , ς} > 0 and
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Yˆ := sup{yj : j = 1, . . . , ς}. Let n be sufficiently large so that, in particular, kn > 2/h and
set ̺n := ⌊n/kn⌋. We consider the following partition of n[0,H] ∩ Z into blocks of length ̺n,
J1 = [0, ̺n), J2 = [̺n, 2̺n), ..., JHkn = [(Hkn − 1)̺n,Hkn̺n), JHkn+1 = [Hkn̺n,Hn). We
further cut each Ji into two blocks:
J∗i := [(i− 1)̺n, i̺n − tn) and J ′i := Ji − J∗i
Note that |J∗i | = ̺n − tn and |J ′i | = tn.
Let Sℓ = Sℓ(k) be the number of blocks Jj contained in nIℓ, that is,
Sℓ := #{j ∈ {1, . . . ,Hkn} : Jj ⊂ nIℓ}
By assumption on the relation between kn and h, we have Sℓ > 1 for every ℓ ∈ {1, . . . , ς}.
For each such ℓ, we also define iℓ := min{j ∈ {1, . . . , k} : Jj ⊂ nIℓ}. Hence, it follows that
Jiℓ , Jiℓ+1, . . . , Jiℓ+Sℓ−1 ⊂ nIℓ. Moreover, by choice of the size of each block we have that
Sℓ ∼ kn|Iℓ| (4.7)
First of all, recall that for every 0 ≤ xi, zi ≤ 1, we have∣∣∣∏ xi −∏ zi∣∣∣ ≤∑ |xi − zi|. (4.8)
We start by making the following approximation, in which we use (4.8) and stationarity,∣∣∣∣∣E
(
e−
∑ς
ℓ=1 yℓanAun (nIℓ)
)
− E
(
e
−
∑ς
ℓ=1 yℓ
∑iℓ+Sℓ−1
j=iℓ
anAun (Jj)
) ∣∣∣∣∣ ≤ E
(
1− e−
∑ς
ℓ=1 yℓanAun
(
nIℓ\∪
iℓ+Sℓ−1
j=iℓ
Jj
))
≤ E
(
1− e−2
∑ς
ℓ=1 yℓanAun (J1)
)
≤ 2ςKE
(
1− e−anAun (J1)
)
,
where max{y1, . . . , yς} ≤ K ∈ N. In order to show that we are allowed to use the above approx-
imation we just need to check that E
(
1− e−anAun (J1)) → 0 as n → ∞. By Corollary 4.A we
have
E
(
e−anAun (J1)
)
= 1− ̺n
∫ ∞
0
e−xP(Rp,0(un, x/an))dx +Err, (4.9)
where
|Err| ≤ 2̺n
̺n−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+
∫ ∞
0
e−xδp,̺n,un(x/an)dx→ 0
as n→∞ by Д′p(un)∗ and ULCp(un). Since
∫∞
0 e
−x
P(Rp,0(un, x/an))dx ≤
∫∞
0 e
−x
P(U(un))dx =
P(U(un)) we get E
(
e−anAun (J1)
) −−−→
n→∞ 1 by (2.2).
Now, we proceed with another approximation which consists of replacing Jj by J
∗
j . Using (4.8),
stationarity and (4.7), we have∣∣∣∣∣E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ−1
j=iℓ
anAun(Jj)
)
− E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ−1
j=iℓ
anAun(J
∗
j )
) ∣∣∣∣∣ ≤ E
(
1− e−
∑ς
ℓ=1 yℓSℓanAun (J
′
1)
)
≤ K
ς∑
ℓ=1
SℓE
(
1− e−anAun (J ′1)
)
. KHknE
(
1− e−anAun (J ′1)
)
,
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and we must show that knE
(
1− e−anAun (J ′1)
)
→ 0, as n→∞, in order for the approximation to
make sense. By Corollary 4.A we have
E
(
e−anAun (J
′
1)
)
= 1− tn
∫ ∞
0
e−xP(Rp,0(un, x/an))dx+ Err, (4.10)
where
kn |Err| ≤ 2kntn
tn−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+ kn
∫ ∞
0
e−xδp,tn,un(x/an)dx→ 0
as n→∞ by Д′p(un)∗ and ULCp(un). We get, by (2.2) as well,
knE
(
1− e−anAun(J ′1)
)
∼ kntn
∫ ∞
0
e−xP(Rp,0(un, x/an))dx −−−→
n→∞ 0 (4.11)
Let us fix now some ℓˆ ∈ {1, . . . , ς} and i ∈ {iℓˆ, . . . , iℓˆ+Sℓˆ−1}. Let Mi = yℓˆ
∑i
ℓˆ
+S
ℓˆ
−1
j=i anAun(J
∗
j )
and Lℓˆ =
∑ς
ℓ=ℓˆ+1
yℓ
∑iℓ+Sℓ−1
j=iℓ
anAun(J
∗
j ). Using stationarity and Corollary 4.C along with the
facts that ι(un, t) 6 γ(n, t) and yℓˆe
−y
ℓˆ
x 6 Yˆ e−yˆx, we obtain
∣∣∣E(e−yℓˆanAun (J∗iℓˆ)−Miℓˆ+1−Lℓˆ)− E(e−yℓˆanAun (J∗1 ))E(e−Miℓˆ+1−Lℓˆ)∣∣∣ ≤ Υn,
where
Υn = ̺nγ(n, tn) + 4̺n
̺n−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+ 2Yˆ
∫ ∞
0
e−yˆxδp,̺n,un(x/an)dx
Since E
(
e−yℓˆanAun (J
∗
1 )
)
≤ 1, it follows by the same argument that
∣∣∣E(e−Miℓˆ−Lℓˆ)−E2(e−yℓˆanAun (J∗1 ))E(e−Miℓˆ+2−Lℓˆ)∣∣∣
≤
∣∣∣E(e−Miℓˆ−Lℓˆ)− E(e−yℓˆanAun (J∗1 ))E(e−Miℓˆ+1−Lℓˆ)∣∣∣
+ E
(
e−yℓˆanAun (J
∗
1 )
)∣∣∣E(e−Miℓˆ+1−Lℓˆ)− E(e−yℓˆanAun(J∗1 ))E(e−Miℓˆ+2−Lℓˆ)∣∣∣
≤ 2Υn,
Hence, proceeding inductively with respect to i ∈ {iℓˆ, . . . , iℓˆ + Sℓˆ − 1}, we obtain∣∣∣E(e−Miℓˆ−Lℓˆ)− ESℓˆ(e−yℓˆanAun (J∗1 ))E(e−Lℓˆ)∣∣∣ ≤ SℓˆΥn
In the same way, if we proceed inductively with respect to ℓˆ ∈ {1, . . . , ς}, we get∣∣∣∣∣E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ−1
j=iℓ
anAun(J
∗
j )
)
−
ς∏
ℓ=1
E
Sℓ
(
e−yℓanAun (J
∗
1 )
)∣∣∣∣∣ ≤
ς∑
ℓ=1
SℓΥn.
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By (4.7), we have
∑ς
ℓ=1 SℓΥn . HknΥn and
knΥn = kn̺nγ(n, tn) + 4kn̺n
̺n−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+ 2knYˆ
∫ ∞
0
e−yˆxδp,̺n,un(x/an)dx
∼ nγ(n, tn) + 4n
̺n−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+
2Yˆ
yˆ
kn
∫ ∞
0
yˆe−yˆxδp,̺n,un(x/an)dx
→ 0, as n→∞, by Дp(un)∗, Д′p(un)∗ and ULCp(un).
Using (4.8) and stationarity, again, we have the final approximation∣∣∣∣∣
ς∏
ℓ=1
E
Sℓ
(
e−yℓanAun (J1)
)
−
ς∏
ℓ=1
E
Sℓ
(
e−yℓanAun (J
∗
1 )
)∣∣∣∣∣ . KHknE
(
1− e−anAun (J ′1)
)
.
Since in (4.11) we have already proved that knE
(
1− e−anAun(J ′1)
)
→ 0 as n→∞, we only need
to gather all the approximations and recall (4.7) to finally obtain the stated result. 
Proof of Theorem 2.A. In order to prove convergence of anAn to a process A, it is sufficient to
show that for any ς disjoint intervals I1, I2, . . . , Iς ∈ S, the joint distribution of anAn over these
intervals converges to the joint distribution of A over the same intervals, i.e.,
(anAn(I1), anAn(I2), . . . , anAn(Iς)) −−−→
n→∞ (A(I1), A(I2), . . . , A(Iς)),
which will be the case if the corresponding joint Laplace transforms converge. Hence, we only
need to show that
ψanAn(y1, y2, . . . , yς)→ ψA(y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓA(Iℓ)
)
, as n→∞,
for every ς non-negative values y1, y2, . . . , yς , each choice of ς disjoint intervals I1, I2, . . . , Iς ∈ S and
each ς ∈ N. Note that ψanAn(y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓanAn(Iℓ)
)
= E
(
e−
∑ς
ℓ=1 yℓanAun (vnIℓ)
)
and∣∣∣E(e−∑ςℓ=1 yℓanAun (vnIℓ))− E(e−∑ςℓ=1 yℓA(Iℓ))∣∣∣ ≤
∣∣∣∣∣E
(
e−
∑ς
ℓ=1 yℓanAun (vnIℓ)
)
−
ς∏
ℓ=1
E
kn
vn
n |Iℓ|
(
e−yℓanA
⌊n/kn⌋
un,0
)∣∣∣∣∣
+
∣∣∣∣∣
ς∏
ℓ=1
E
kn
vn
n |Iℓ|
(
e−yℓanA
⌊n/kn⌋
un,0
)
− E
(
e−
∑ς
ℓ=1 yℓA(Iℓ)
)∣∣∣∣∣
By Proposition 4.D, the first term on the right goes to 0 as n→∞. Also, by Corollary 4.A, we
have
E
(
e−yanA
⌊n/kn⌋
un,0
)
= 1− ⌊n/kn⌋
∫ ∞
0
ye−yxP(Rp,0(un, x/an))dx + Err,
where
|Err| ≤ 2n
kn
⌊n/kn⌋−1∑
j=p+1
P
(
Q0p,0(un) ∩ {Xj > un}
)
+
∫ ∞
0
ye−yxδp,⌊n/kn⌋,un(x/an)dx
Since, by Д′p(un)∗ and ULCp(un), we have that kn|Err| → 0 as n→∞, it follows that
E
kn
(
e−yanA
⌊n/kn⌋
un,0
)
∼
(
1− n
kn
∫ ∞
0
ye−yxP(Rp,0(un, x/an))dx
)kn
∼ e−n
∫∞
0 ye
−yxP(Rp,0(un,x/an))dx,
as n→∞.
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Hence,
ς∏
ℓ=1
E
kn
vn
n
|Iℓ|
(
e−yℓanA
⌊n/kn⌋
un,0
)
∼
ς∏
ℓ=1
(
e−n
∫∞
0 yℓe
−yℓxP(Rp,0(un,x/an))dx
) vn
n
|Iℓ|
= e−vn
∑ς
ℓ=1 |Iℓ|
∫∞
0 yℓe
−yℓxP(Rp,0(un,x/an))dx = e
−∑ςℓ=1 |Iℓ|
∫∞
0 yℓe
−yℓx
P(Rp,0(un,x/an))
P (U(un))
dx
lim
n→∞
∫ ∞
0
ye−yx
P(Rp,0(un, x/an))
P (U(un))
dx =
∫ ∞
0
ye−yxθ(1− π(x))dx = θ
(
1− π(0)−
∫ ∞
0
e−yxdπ(x)
)
= θ(1− φ(y))
where φ is the Laplace transform of π, and
lim
n→∞ e
−∑ςℓ=1 |Iℓ|
∫∞
0 yℓe
−yℓx
P(Rp,0(un,x/an))
P (U(un))
dx
= e−θ
∑ς
ℓ=1 |Iℓ|(1−φ(yl)) = E
(
e−
∑ς
ℓ=1 yℓA(Iℓ)
)
where A is a compound Poisson process of intensity θ and multiplicity d.f. π. 
5. Convergence of random measures for induced and original systems
In this section we prove Theorem 2.C. We start by settling notation. For all A,B ∈ B and j ∈ N0
we define rjA,B as r
j
A simply by replacing iterations by f by iterations by FB . To ease the notation
we let Un := U(un). We will assume throughout that n is sufficiently large so that Un ⊂ B.
We start with the following simple observation.
Lemma 5.1. If x ∈ {rB > j} then for all i ∈ N we have riUn(f j(x)) = riUn(x)− j.
Proof. We will use induction. Note that since Un ⊂ B then rB(x) > j implies that rUn(x) > j and
then it is clear that rUn(f
j(x)) = rUn(x)− j. Moreover, FUn(f j(x)) = FUn(x) since FUn(f j(x)) =
f rUn(f
j(x))(f j(x)) = f rUn(x)−j(f j(x)) = f rUn(x)(x) = FUn(x).
Assume now by hypothesis that the statement of the lemma holds for i and that F iUn(f
j(x)) =
F iUn(x). Then r
i+1
Un
(f j(x)) = rUn(F
i
Un
(f j(x)))+riUn(f
j(x)) = rUn(F
i
Un
(x))+riUn(x)−j = ri+1Un (x)−
j. Moreover, F i+1Un (f
j(x)) = f rUn(F
i
Un
(fj(x)))(F iUn(f
j(x))) = f rUn(F
i
Un
(x))(F iUn(x)) = F
i+1
Un
(x). 
The next two lemmata have as purpose to see that we can replace P by PB to study the distribution
of An. Let J ∈ R so that J = ∪kl=1Ij, where Ij = [aj , bj) ∈ S are disjoint intervals. Let
x = (x1, x2, . . . , xk) ∈ Rk and define the event
A(J,x, n) = {An(I1) > x1, An(I2) > x2, . . . , An(Ik) > xk}. (5.1)
We begin proving that P(A(J,x, n)) can be approximated by
∫
B rB .1A(J,x,n)dP. But before we
recall two useful formulas that are standard for induced maps:∫
B
rBdPB =
∞∑
j=0
PB(rB > j) (5.2)
P(A) =
∞∑
j=0
P(B ∩ {rB > j} ∩ f−j(A)) (5.3)
Lemma 5.2. For any small ε0, ε1 > 0 and n sufficiently large we have∫
B
rB .1A(Jε1−,x,n)dP− ε0 ≤ P(A(J,x, n)) ≤
∫
B
rB.1A(Jε1+,x,n)dP+ ε0
38 A. C. M. FREITAS, J. M. FREITAS, AND M. MAGALHÃES
Proof. By Lemma 5.1, we have that
rUn ◦ f j = rUn − j in {rB > j} ⊂ {rUn > j}.
Let ε0, ε1 > 0. We start by choosing N
∗ such that∑
j>N∗
P(B ∩ {rB > j}) < ε0,
which is possible since
∫
B rBdP <∞.
Let N1 be sufficiently large such that N
∗
P(Un) = N
∗v−1n < ε1, ∀n > N1.
We start by proving the second inequality of Lemma 5.2. We have that
P(A(J,x, n)) <
N∗∑
j=0
P(B ∩ {rB > j} ∩ f−j(A(J,x, n))) + ε0 (5.4)
<
N∗∑
j=0
P(B ∩ {rB > j} ∩ {A(Jε1+,x, n)}) + ε0 <
∫
B
rB1A(Jε1+,x,n)dP+ ε0. (5.5)
Inequality (5.4) follows from (5.3). The first inequality in (5.5) holds because if x ∈ B∩{rB > j},
then x ∈ B ∩ {rUn > j} which implies that riUn ◦ f j(x) = riUn(x) − j. Thus, if riUn ◦ f j(x) ∈ vnJ
then riUn(x) ∈ vnJε1+, because vnε1 > N∗ ≥ j and so riUn(x) = riUn ◦ f j(x)+ j belongs to vnJε1+.
The second inequality in (5.5) follows from (5.2). Thus, the second inequality of Lemma 5.2 holds.
Now we turn to the first inequality. We have that
P(A(J,x, n)) >
N∗∑
j=0
P(B ∩ {rB > j} ∩ f−j(A(J,x, n))) ≥
N∗∑
j=0
P(B ∩ {rB > j} ∩ {A(Jε1−,x, n)}) (5.6)
≥
∞∑
j=0
P(B ∩ {rB > j} ∩ {A(Jε1−,x, n)})− ε0 =
∫
B
rB1A(Jε1−,x,n)dP− ε0. (5.7)
The second inequality in (5.6) holds because if x ∈ {rB > j} ⊂ {rUn > j}, then, by Lemma 5.1,
riUn(f
j(x)) = riUn(x)−j. Thus, if riUn(x) ∈ vnJε1− then riUn(f j(x)) ∈ vnJ , because vnε1 > N∗ ≥ j.
The inequality in (5.7) follows from (5.3). 
The next lemma shows that
∫
B rB.1A(J,x,n)dP can be approximated by PB(A(J,x, n)).
Lemma 5.3. For any small ε0, ε1 > 0 and n sufficiently large we have
PB(A(J
ε1−,x, n))− ε0 ≤
∫
B
rB .1A(J,x,n)dP ≤ PB(A(Jε1+,x, n)) + ε0.
Proof. We start by noting that since FB is P-invariant in B,∫
B
rB .1A(J,x,n)dP =
1
M
M−1∑
j=0
∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP.
Let ε0, ε1 > 0. We will see that for n sufficiently large∫
B
rB ◦ F jB1A(Jε1−,x,n)dP− ε0/2 ≤
∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP ≤
∫
B
rB ◦ F jB1A(Jε1+,x,n)dP+ ε0/2.
As in Lemma 5.1, we have that
riUn ◦ F jB = riUn − rjB in B ∩ {rUn > rjB} = B ∩ {rUn,B > j}.
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Now, let ε2 be such that, if P(D) < ε2 for some D ⊂ B then
∫
D
rB ◦ F jBdP < ε0/2 ∀j ∈ N0. (5.8)
Let M∗ be sufficiently large such that P({rMB > M∗} ∩B) < ε2/2. Let N2 be such that ∀n > N2,
P(B ∩ {rUn,B ≤ M}) < ε2/2. We also assume that ∃N3 ∈ N ∀n > N3 M∗P(Un) = M∗v−1n < ε1.
Let Gn = B ∩ {rMB ≤M∗} ∩ {rUn,B > M}.
By construction, we have that P(B \ Gn) ≤ P(B ∩ {rUn,B ≤ M}) + P(B ∩ {rMB > M∗}) <
ε2/2 + ε2/2 = ε2 for n > N2.
Since rB is integrable in B and P|B is FB-invariant, then the sequence of functions {rB ◦ F jB}j∈N
is uniformly integrable in B, i.e.,
∫
B rB ◦ F jBdP =
∫
B rB ◦ F j
′
B dP, ∀j, j′ ∈ N.
Observe now that in Gn and for n > max{N2, N3} we have that
riUn ◦ F jB = riUn − riB
because, if x ∈ Gn then x ∈ B ∩ {rUn,B > M} which implies that x ∈ B ∩ {rUn,B > j}. If x ∈ Gn
then rjB(x) ≤ rMB (x) ≤M∗ and since n > N3, then rjB(x)v−1n < ε1, and so
riUn ◦ F jB(x) ∈ vnJ ⇒ riUn(x) ∈ vnJε1+ and riUn(x) ∈ vnJε1− ⇒ riUn ◦ F jB(x) ∈ vnJ
In this way, we obtain that, for n > N3,
A(Jε1−,x, n) ∩Gn ⊂ F−jB (A(J,x, n)) ∩Gn (5.9)
F−jB (A(J,x, n)) ∩Gn ⊂ A(Jε1+,x, n) ∩Gn. (5.10)
We then may write∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP =
∫
Gn
rB ◦ F jB1A(J,x,n) ◦ F jBdP+
∫
B\Gn
rB ◦ F jB1A(J,x,n) ◦ F jBdP.
By the choice of N2 and M
∗,
0 ≤
∫
B\Gn
rB ◦ F jB1A(J,x,n) ◦ F jBdP ≤
∫
B\Gn
rB ◦ F jBdP < ε0/2.
The last inequality follows from (5.8) since P(B \Gn) < ε2. Thus,∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP ≤
∫
Gn
rB ◦ F jB1A(J,x,n) ◦ F jBdP+
ε0
2
≤
∫
B
rB ◦ F jB1A(Jε1+,x,n)dP+
ε0
2
.
The first inequality follows from (5.9).
On the other hand, we have that∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP ≥
∫
Gn
rB ◦ F jB1A(J,x,n) ◦ F jBdP
≥
∫
B
rB ◦ F jB1A(Jε1−,x,n)dP−
∫
B\Gn
rB ◦ F jB1A(Jε1−,x,n)dP ≥
∫
B
rB ◦ F jB1A(Jε1−,x,n)dP− ε0/2.
The second inequality above follows from (5.10) and the last inequality follows from (5.8). Hence,∫
B
rB ◦ F jB1A(Jε1−,x,n)dP− ε0/2 ≤
∫
B
rB ◦ F jB1A(J,x,n) ◦ F jBdP ≤
∫
B
rB ◦ F jB1A(Jε1+,x,n)dP+ ε0/2.
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By ergodicity of FB , by the Ergodic Theorem and Kac’s Theorem we obtain that, if M
∗ is
sufficiently large, then ∫
B
∣∣∣∣∣∣
1
M
M−1∑
j=0
rB ◦ F jB − P(B)−1
∣∣∣∣∣∣ dP < ε0/2.
Consequently,∫
B
P(B)−11A(Jε1−,x,n)dP−ε0 ≤
1
M
M−1∑
j=0
∫
B
rB◦F jB1A(J,x,n)◦F jBdP ≤
∫
B
P(B)−11A(Jε1+,x,n)dP+ε0,
and the result follows. 
Finally, the last lemma allows to approximate PB(A(J,x, n)) by PB(A
B(J,x, n)), where AB(J,x, n)
is defined as A(J,x, n) by replacing the role of An by that of A
B
n .
Lemma 5.4. For any small ε0, ε1, ε
′
1 > 0 and n sufficiently large we have
PB(A
B(Jε1−,x, n))− ε0 ≤ PB(A(J,x, n)) ≤ PB(AB(Jε′1+,x, n)) + ε0
Proof. We recall that
An(Il)(x) =
N(Il)(x,u)∑
j=0
mu({Xi}i∈vn(Il)j(x,u)∩N0)
and that
ABn (Il)(x) =
N(Il)(x,u)∑
j=0
mu({XBi }i∈vBn (Il)j(x,u)∩N0)
where XBj = ϕ ◦ F jB and vBn = 1PB(Un) =
P(B)
P(Un)
. Note that rjB(x) =
∑j−1
i=0 rB ◦ F iB(x).
By the Ergodic Theorem and Kac’s Theorem, we have that |1j
∑j−1
i=0 rB ◦F iB(x)− 1P(B) | → 0 PB-a.e.
because FB is ergodic with respect to PB and
∫
B rBdPB =
1
P(B) .
Observe that∣∣∣∣∣1j
j−1∑
i=0
rB ◦ F iB(x)−
1
P(B)
∣∣∣∣∣ < δ ⇔
(
1
P(B)
− δ
)
j < rjB(x) <
(
1
P(B)
+ δ
)
j.
Define now the following subsets of B:
Eε3M :=
{
x ∈ B :
(
1
P(B)
− ε3
)
j ≤
j−1∑
i=0
rB ◦ F iB(x) ≤
(
1
P(B)
+ ε3
)
j, ∀j ≥M
}
.
Note that PB(B \ Eε3M ) −−−−→M→∞ 0. Let FM = {rUn,B ≥M}. We have that B \ FM = B ∩(
F−1B Un ∪ . . . ∪ F−(M−1)B Un
)
and so PB(B \ FM ) ≤MPB(Un) −−−→
n→∞ 0.
Let M be sufficiently large such that PB(B \ Eε3M ) < ε0/2 and N4 sufficiently large such that
∀n > N4, PB(B \ FM ) < ε0/2.
We have that FM ⊂
{
riUn,B ≥M
}
,∀i ∈ N, since riUn,B ≥ rUn,B . Moreover, if x ∈ Eε3M ∩FM , then
(
1
P(B)
− ε3
)
riUn,B(x) ≤ riUn(x) =
riUn,B(x)−1∑
i=0
rB ◦ F iB(x) = r
riUn,B(x)
B (x) ≤
(
1
P(B)
+ ε3
)
riUn,B(x).
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So, we may write
riUn(x) = (1 + α)P(B)
−1riUn,B(x), (5.11)
where |α| < ε3P(B).
Consequently,
riUn(x) ∈ vnJ ⇔ v−1n riUn(x) ∈ J ⇔ (1 + α)(vBn )−1riUn,B(x) ∈ J
⇔ (vBn )−1riUn,B(x) ∈ (1 + α)−1J ⇒ (vBn )−1riUn,B(x) ∈ J
ε3
1−ε3
Jsup+,
where Jsup = supJ.
On the other hand, using again (5.11),
riUn,B(x) ∈ vBn Jε3Jsup− ⇔ P(B)−1riUn,B(x)v−1n ∈ Jε3Jsup− ⇔ riUn(x)v−1n (1 + α)−1 ∈ Jε3Jsup−
⇔ riUn(x) ∈ vn(1 + α)Jε3Jsup− ⇒ riUn(x) ∈ vnJ.
We then have
A(J,x, n) ∩ FM ∩ Eε3M ⊂ AB(J
ε3
1−ε3
Jsup+,x, n) ∩ FM ∩ Eε3M (5.12)
and
A
B(Jε3Jsup−,x, n) ∩ FM ∩ Eε3M ⊂ A(J,x, n) ∩ FM ∩ Eε3M . (5.13)
By (5.12), we obtain
PB(A(J,x, n)) ≤ PB(A(J,x, n) ∩ FM ∩ Eε3M ) + PB(B \ FM ) + PB(B \ Eε3M )
≤ PB(A(J,x, n) ∩ FM ∩ Eε3M ) + ε0 ≤ PB(AB(Jε
′
1+,x, n)) + ε0,
where ε′1 =
ε3
1−ε3Jsup. By (5.13), we obtain
PB(A(J,x, n)) ≥ PB({A(J,x, n)} ∩ FM ∩ Eε3M )
≥ PB(AB(Jε3Jsup−,x, n)) − PB(B \ FM )− PB(B \Eε3M ) ≥ PB(AB(Jε1−,x, n))− ε0,
where ε1 = ε3Jsup, concluding in this way the proof. 
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