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1. INTRODUCTION 
This paper deals with the problem of synchronizing a bidimensional 
cellular automaton. 
The one-dimensional case, known as the firing-squad synchronization 
problem, stated by Myhill in 1957 (Moore, 1964), can be described as 
follows. Consider a one-dimensional array of finite-state machines (henceforth 
called cells), as in Fig. 1. The array is finite but arbitrarily long and all cells 
Fro. 1. One-dimensional cellular array. 
are copies of a single synchronous finite-state machine M. The internal 
state of a cell at time t @ 1 depends on its internal state and on the internal 
states of its left and right neighbors at time t. 
At time t --  0, one of the end cells (called "the general") enters an internal 
state s, ("fire when ready"), while all other cells (called "the soldiers") are 
in a quiescent state sq. The array must behave as follows: at some instant 
t = t f ,  all cells ("the general" and "the soldiers") must execute a transition 
to an internal state s I ("fire"), and no cell must have entered s I prior to 
time t s . The problem consists of defining the structure of the cell M,  with 
the stipulation that its complexity must not depend on the number of cells 
in the array. 
The first (unpublished) solution of the firing squad problem was found 
by McCarthy and Minsky. It can easily be shown that the minimal time 
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required to synchronize the array is min (tl) = 2N-  2 time units, where 
N is the number of ceils in the array. The first minimal-time solution was 
obtained by Goto (1962); in his solution, machine M has many thousands 
of internal states. 
Waksman (1966) has produced a minimal-time solution with 16 states, 
while Balzer (1967) has reduced the cell complexity to 8 states. Moore and 
Langdon (1968) allow any cell in the array to be the initiator of the process 
("the general"). 
Further generalization are due to Varshavsky (1969), who has solved the 
problem for the case of cells having random pair-wise interaction, and to 
Varshavsky et al. (1970) for the case of a unidimensional array where the 
speed of response of invididual cells, and of communication delays between 
cells are not equal. 
Rosensthiel (1966) and Rosensthiel et al. (1972) have considered the most 
general case: namely, that of N cells arbitrarily connected in a network3 
Rosensthiel's solution allows the synchronization i time t I = 2N. 
Herman has treated the problem in the light of Lindenmayer systems, 
giving a solution (Herman, 1972) for the unidimensional array where the 
ceils are symmetric (i.e., cannot distinguish right from left). Herman and 
co-workers have also considered the situation where the array "grows" 
during the synchronization process (Herman et al., 1974). 
Waksman's olution is plotted in Fig. 2. The horizontal axis in this figure 
represents the line of cells and the vertical axis represents time. The "general" 
is the leftmost cell: at t = 0, it generates a series of signals propagating to 
the right with velocities v = 1, 1/3, 1/7,..., 1/2 n --  1 .... (a signal propagates 
with velocity 1/c~ if it passes to the neighbouring cell after ~ time units). 
The evolution of the system is depicted in Fig. 2. A right-to-left series of 
signals is generated at the rightmost cell when the v = 1 signal reaches it; 
collisions between signals subsequently segment he array (labeling with a 
special marker the cell, or cells, where signals collide) and generate other 
series of pulses. 
It  can easily be seen that at t = 2N-  3 each cell is in the following 
situation: 
it has a marker, 
both its left and right neighbors have markers. 
Hence the cells can enter the s s state at t = 2N --  2. 
1 In the sequel, "Rosensthiel solution" will refer to the one in Rosensthiel et al. 
(1972). 
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FIG. 2. The firing-squad problem: Waksman's solution. 
The firing-squad problem can clearly be extended to multidimensional 
cellular arrays. In this paper, we will define two classes of two-dimensional 
figures for which the problem is easily solvable. ~Both the yon Neumann 
neighborhood (Fig. 3(a), in which each cell is connected to its 4 nearest 
neighbours, and the Moore neighborhood (fig. 3 (b), in which each cell is also 
connected to its diagonal neighbors) will be employed in the following. 
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FIG. 3. Von Neumann and Moore neighborhoods. 
2 While this author was revising his paper, complete results have been published on 
rectangular arrays (Shinahr, 1974): accordingly, any reference to this case has been 
deleted from the present paper. 
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Rosensthiel's solution, being universal in scope, also applies to the classes 
of figures considered here: however, it is, of course, far from optimal in 
both cases. We will see that our solutions have a t I which depends on the 
linear dimensions of figure, while Rosensthiel's t I depends on its area. 
2. INFORMATION-LOSSLESS FIGURES 
We will now consider a family of figures called information-lossless, in 
which the general is allowed to be any cell of the figure. 
Consider a figure such as that of Fig. 4, and assume that cells are linked 
in a Moore neighborhood (see Fig. 3(a)). We will call reduction of a figure the 
removal of the outermost layer of cells (i.e., of all those cells which have at 
least one neighbor outside the figure): the reduction in the case of Fig. 4 
yields the figure in dotted lines. The inverse operation is expansion: it consists 
of adding to the figure one layer of cells. 
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Reduction and expansion. 
I f  the reduction operation is successively applied to a figure, a point is 
reached where one more reduction would wipe out every cell of the figure: 
at this point, we will say that the core of the figure has been obtained. The 
core is shaded in the example of Fig. 5. 
I*'m. 5. The core. 
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A figure is information-lossless with respect to the reduction operation 
if its core is such that the original figure can be obtained from it by expansion. 
It can easily be seen that our example of Fig. 5 is not information-lossless; 
an information-lossless figure is shown in Fig. 6. 
/1  (outermost) 
• .2 
.3 
~ ~ ( . . . .  
FIG. 6. An information-lossless figure. 
The reduction (or expansion) of a figure orders its cells in layers: see for 
example Fig. 6, where the layers are labeled 1 to 6 from the periphery to the 
core. We will call radius r of a figure the number of layers (outermost layer 
and core included): the example of Fig. 6 has r = 6. 
Let us call direct path a path of length r between one cell of the outermost 
layer and one cell of the core (see Fig. 7(a)). I f  a figure is information-lossless, 
every cell of the figure lies on at least one direct path; on the contrary, if a 
figure is not information-lossless, there are cells which do not lie on direct 
paths: see the shaded ceils of Fig. 7(b). 
The synchronization problem can easily be solved for the case of infor- 
mation-lossless figures: namely, the outermost layer and the core play the 
roles of the two "ends" of the firing squad. 
Assume first that the outermost layer is the general; Waksman's olution 
can be directly applied: at t ~ 0, every cell of the outermost layer generates 
the series of signals of velocity v ~ 1, 1/3,..., 1/(22 ~-  1),..., which are 
propagated toward the core; the v = i signal is reflected at the core, and 
propagates outbound, etc. (see Fig. 8). 
Note that it is not necessary for the ceils to pre-differentiate in layers, as 
layers are automatically defined in the propagation of signals. For simplicity 
(although not strictly necessary), we will assume that the v ~ 1 signal 
traveling inbound labels each cells with one of the three labels: 1, 2, and 3; 
that is, cells in the first (outermost) layer are labeled 1, in the second layer 2, 
in the third layer 3, in the fourth layer I, in the fifth layer 2, and so forth. 
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FIo. 7. Direct paths: a direct path is shown in (a); in (b) all cells not transversed 
by direct paths are shaded. 
 <all 
FIo. 8. Propagation of signals between core and outermost layer. 
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These labels define for each cell a direction of propagation for (inbound and 
outbound) signals: for example, a cell whose label is 1 will propagate inbound 
signals to cells of label 2, and outbound signals to cells of label 3 (see Fig. 9). 
- -  
FIG. 9. Label ing of the layers. 
The process will evidently terminate at 
t s = 2r - -  2. 
Assume now any cell in the figure to be the general: for example, the cell 
marked with a ..... in Fig. I0. The synchronization process proceeds in this 
case as follows: 
(a) The general sends a message to some cell of the outermost layer: 
any cell of this layer will do, so that the message can travel on any path 
whatsoever from the general to the contour (for example: a southbound path 
as in Fig. 10); 
FIG. 10. 
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The  general can be any cell of the figure. 
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(b) The outermost layer synchronizes: if the perimeter of the figure 
is p cell long, this process will take p -- 1 time units (since the cells are 
arranged in a ring fashion); 
(c) The outermost layer acts as the general as explained above. 
Therefore, the synchronization time when the general is anywhere in the 
figure is: 
t I =h+p- -  1- -2r - -2  =h+p+2r - -3 ,  
where h is the distance (in the chosen direction; for example, southward as 
in Fig. 10) of the general from the contour. 
I f  a yon Neumann eighborhood is chosen instead of a Moore neighborhood, 
information-lossless figures have the aspect of the examples in Fig. 11. 
L½ t r r  r LL t r r  r 
L$ 
FIG. 11. Information-lossless figures with yon Neumann eighborhoods. 
It can easily be seen, by scanning the above relationship, that t s depends 
on linear dimensions of the figure (perimeter p, radius, and distance of the 
general from the contour), while the synchronization time in Rosensthiel's 
solution depends on the number of cells (hence, on the area of the figure). 
For example, consider the following (information-lossless) figure with 
50 cells (where "G"  marks the general's position and "N" the cells of the 
nucleus): 
X X X X X 
X G X X X 
X X N X X X X 
X X N X X X X 
X X N N N X X 
X X X N X X X 
X X X X X X X 
X X X X 
With our method (since h = 1, p = 26, r -~ 3), we obtain t I = 30, while 
Rosensthiel's solution gives ts = 100. 
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3. FIGURES WITH FIXED ORIENTATION 
We will now consider another class of figures, called figures with f ixed 
orientation; for this case, a von Neumann neighborhood will be assumed. 
We will define first the outermost layer of a figure as the cells indicated 
in the example of Fig. 12. Note that the cells with the symbol "X"  do not 
have neighbors outside the figure (in a yon Neumann neighborhood): 
however, they have been included in the outermost layer to allow, in what 
follows, a circular walk on this layer. 
Fm.  12. The  outermost  layer (von Neumann neighborhood). 
The property of fixed orientation holds with respect o a given position 
of the general on the outermost layer. To verify the property, proceed as 
follows: from the general, start a clockwise (counterclockwise) walk on the 
outermost layer, noting the first two directions, ~ and fl, taken in the walk. 
For example, in Fig. 13 (where the general is marked by a <'.") ~ = East 
and/3 ~ South. Stop the walk when it is not possible to proceed in directions 
and ft. In the example of Fig. 13, the clockwise walk stops at cell A. Starting 
again from the general, walk counterclockwise (clockwise) taking steps in 
directions ~ and fi only, and marking the last cell reached in the walk. In the 
FIG. 13. The  walk on the outermost  layer: this figure has not fixed orientation. 
64312812-3 
122 ANTONIO GRASSELL I  
example of Fig. 13, the counterclockwise walk stops at cell B. I f  the two 
walks reach the same cell, the figure has fixed orientation with respect to the 
given general's position. The property does not hold in the case of Fig. 13. 
The example of Fig. 14 has fixed orientation: the two walks on the outer- 
most layer both reach the cell marked with the symbol "X." This cell will 
be called the extreme cell; in any fixed orientation case, the roles of the general 
and of the extreme cell can evidently be interchanged. 
S 
* -E  
L_ 
FIG. 14. A fixed-orientation case. 
It is easy to verify that the cells between the general and the extreme cell 
can be ordered in layers: see the example in Fig. 15, where the dotted lines 
indicate the layers. Hence, this case can be treated with Waksman's solution; 
note that any prelabeling of the layer is unnecessary-. 
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FIG. 15. Layers between the general and the extreme cell. 
I f  L is the number of layers, the synchronization time is ~j = 2L --  1. 
Again, observe that the number of layers depends on the linear dimensions 
of the figure, while Rosensthiel's solution depends on the area of the figure. 
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Consider for example the following figure with 
the general, and "E"  the extreme cell): 
G 
X 
X 
53 cells (where "G"  marks 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
X X X X X X X E 
Since the number of layers is 16, we obtain with our solution tI = 31, and 
with Rosensthiel's ty = 106. 
4. CONCLUSIONS 
We have examined solutions of the firing-squad problem for two families 
of two-dimensional figures. 
Essentially, through an appropriate choice of neighborhood, a "layerable" 
situation must be defined: i.e., all the cells of the figure between the general 
and the endpoints must subdivide in layers; the problem then becomes an 
extension of the monodimensional case. 
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