Massive connectivity with a large number of devices is an important requirement in 5G wireless networks. For massive machine type communications (MTC), since the network is expected to accommodate a massive number of MTC devices, conventional orthogonal multiple access schemes employed by existing systems may not be suitable. In this paper, we propose a multi-antenna-assisted grant-free non-orthogonal multiple access (NOMA) scheme. The proposed grant-free scheme does not require complex handshaking procedure, and allows simultaneous user detection, channel estimation and data decoding in a single shot, thus leading to a significant reduction in the signalling overhead. Different from previous studies, we consider the deployment of large-scale antennas at the receiver. By exploiting the asymptotic orthogonality among channel vectors, we show that the user detection accuracy can be significantly improved. Simulation results are provided to illustrate the performance of the proposed scheme.
I. INTRODUCTION
Machine-to-machine (M2M) communication is an emerging paradigm for future communication systems. The machine type devices including smart grids, computers, FPGAs, etc, which transmit small data packets to an aggregation node or a base station occasionally. Due to the sporadic transmission and low data rate, these applications put forward new challenges for current LTE Random Access Channel (RACH), where the limited capacity and excessive control signals are not suitable for massive MTC. In particular, the current LTE-advanced can only support at most a few tens of M2M devices, which is far below the expected number of devices envisioned for the future. One approach for reducing signalling overhead is to conduct user activity detection and data decoding at the receiver in a single shot.
The sporadic transmission nature implies that users are inactive most of the time. Inspired by the sparsity in the user activity, compressive sensing schemes were proposed to achieve a joint detection of user activity and transmitted data, e.g. [1] - [6] . For this one-shot detection scheme, user activity detection is crucial for the system performance as data transmission fails if active users are erroneously classified as inactive. How to improve the user activity detection accuracy has been a central issue that has attracted much attention in the framework of compressed sensing based multiuser detection (CS-MUD). Nevertheless, most existing CS-MUD methods assume the knowledge of the channels between all users and the receiver (e.g. the base station), e.g. [1] , [3] , which involves a considerable amount of training overhead for channel estimation. Joint user activity detection and channel estimation was also considered in [2] , [4] , [5] , [7] in different setups. However, due to the sensitivity to noise, these methods incur substantial performance loss in the low or even mild signal-to-noise ratio (SNR) regime.
To overcome these difficulties, in this paper, we assume a massive number of antennas at the receiver. By exploiting the asymptotic orthogonality among different channel vectors, we develop a covariance-assisted compressed sensing method for joint user activity detection, channel estimation and data decoding in a single shot. Our theoretical analysis reveals that the proposed method, even in the low SNR regime, can achieve almost perfect user activity detection as the number of antennas becomes arbitrarily large.
II. SYSTEM MODEL
We consider an uplink multiuser system where an aggregation node or a base station, equipped with a large number of antennas, serves a large number of machine type devices (say, N devices). Each device is equipped with a single antenna. For each time slot, only K devices/users (K N ) are active and send signals to the base station. Specifically, the signal transmitted by each user consists of two parts: the first L symbols serve as pilot symbols used for channel estimation, and the last T symbols are data symbols. We assume the channel from each user to the base station is a flat Rayleigh fading channel under a narrowband assumption. The signal received by the base station can be expressed as
where H ∈ C M ×K denotes the flat-fading channel matrix, W ∈ C M ×L is the noise matrix with i.i.d entries following a Gaussian distribution with zero mean and variance σ 2 w , and X ∈ C K×L is the pilot matrix and its row corresponds to each active user's training sequence with L pilot symbols.
Here M denotes the number of antennas at the base station. The number of active users K is unknown a priori. Since we have no idea which users are active in the current time slot, the pilot matrix X is also unknown in advance. Nevertheless, we assume that the base station has the knowledge of the training sequences for all N users, it just does not know which K training sequences are used for the current transmission. Note that in order to accommodate a large number of machine type devices, the training sequences associated with different users are non-orthogonal. Also, to facilitate our algorithm development, we, for the time being, only consider the pilot sequences and ignore the data symbols.
Our objective is to perform the user activity detection, channel estimation and data decoding in a single shot [8] , without involving complex handshaking procedure required by conventional random multiple access techniques.
III. PROPOSED ALGORITHM
To formulate (1) as a sparse recovery problem, we rewrite (1) as
whereH ∈ C M ×N andX ∈ C N ×L are the augmented channel matrix and the augmented pilot symbol matrix, respectively, by taking all N users into account. Due to the sparse user activity,H is a sparse matrix with only K nonzero columns which correspond to the channel vectors associated with the K active users. The augmented pilot symbol matrix X is assumed known by the base station. Our objective is to detect which users are active and estimate the corresponding channel vectors. Recent research [9] showed that for massive MIMO systems with a sufficiently large number of antennas, the typical angular spacing between any two terminals would be greater than the angular Rayleigh resolution of the array, hence the propagation vectors for different users becomes asymptotically orthogonal, i.e.
in which h i denotes the ith column ofH. This is a key property behind massive MIMO systems which helps achieve almost perfect inter-user interference cancelation with a simple linear precoder and receive combiner [9] . In this paper, this important property is utilized to improve the user activity detection accuracy. We write
and calculate the auto-correlation of the observations as
Due to the asymptotic orthogonality among different channel vectors and the sparse user activity, D is a diagonal matrix with only K nonzero diagonal elements. To express the sparse representation in a more compact way, we let r denote a vector formed by stacking the columns of R into a single column vector, i.e. r vec(R). We then have
where A X T X T is an L 2 × N 2 matrix, denotes a column-wise Kronecker product of two matrices, also called as the Khatri-Rao product, n vec(σ 2 w I) and d vec(D) is an N 2 -dimensional sparse vector with K nonzero entries.
Note that the active users can be determined from the support of the sparse vector d. To recover d, the following optimization can be employed
where λ is a regularization parameter to control the tradeoff between the data fitting and the sparsity, and the inequality constraint reflects the fact that the diagonal entries of D have non-negative values.
Let μ X denote the coherence of matrix X, which is defined as:
We have the following theorem regarding the probability of successful user activity detection. Theorem 1: If the following condition is satisfied
then the probability of successful active user detection (here successful detection is defined as all active users are correctly identified, and no inactive users are misidentified as active users) via (7) is greater than
where α K + 4L 2 , and γ > 1 is a constant greater than one.
Proof : See Appendix I. Clearly, when M → ∞, the successful active user detection probability approaches one, irrespective of the signal-to-noise ratio. It means that the active user detection accuracy can be improved at the expenses of increasing the number of antennas at the receiver. Recalling A =X T X T , it can be readily verified that μ A and μ T X are related as
Since the mutual coherence is less than one, we have μ A < μ 2X T , which means that the sparse pattern recovery condition (9) is easier to be satisfied. After active users are identified, channel estimation is simplified as a least squares problem that can be easily solved, and the data symbols can be accordingly decoded based on the estimated channel.
IV. SIMULATION RESULTS
We now provide simulation results to illustrate the performance of our proposed method. We compare our proposed method with conventional multiple measurement vectors (M-MV) compressed sensing algorithms which formulates the user detection and channel estimation problem into sparse signal recovery problem (4). Here we consider a MMV sparse Bayesian learning (MSBL) algorithm [10] , a block orthogonal matching pursuit (BOMP) algorithm [11] , and a MMV focal underdetermined system solver (MFOCUSS) algorithm [12] . These three conventional compressed sensing methods are respectively referred to as MMV based MSBL, MMV based BOMP and MMV based MFOCUSS respectively. We consider a system where the base station equipped with M antennas serves at most N = 64 devices. The augmented channel matrixH has K non-zero rows, the indices of which are randomly selected, and the entries of these nonzero rows are assumed to be i.i.d complex Gaussian random variables with zero-mean and unit-variance. The number of pilot symbols is set to L = 20. The entries of augmented pilot matrixX are i.i.d Gaussian random variables with zeromean and unit-variance, and the rows ofX are normalized to unit norm. Note thatX is non-orthogonal since the length of pilot sequence L is less than the number of users N . The performance is evaluated by the ratio of the number of successful trials to the total number of independent runs. A trial is considered successful if all active users are detected without false alarm.
We now examine the activity detection performance of our proposed method and the conventional MMV CS methods. Fig. 1 plot the activity detection performance as a function of active users K, where the signal to noise ratio (SNR), defined as X 2 F /(Nσ 2 w ), is set to 0dB, and the number of antennas is set to M = 128. The results show that for less than 4 active users, all the algorithms have almost perfect detection rates. However, as the number of active users increases to 6 or more, only the proposed covariance based method remains a high detection rate. Fig. 2 shows the activity detection rate as a function of SNR, where we set K = 10 and M = 128. We see that the proposed method outperforms the other methods in moderate SNR regime, especially when the SNR is 0dB.
Next, in Fig. 3 , we plot the detection rate as a function of the antennas number M , where we set K = 10 and SNR = 0dB. From Fig. 3 we observe that the detection rate of the MMV based MSBL method and the proposed method increase as M becomes large, but the MMV based MFOCUSS and the MMV based BOMP scheme are almost incapable of detecting all active users for all M .
Lastly, in Fig. 4 , we depict the symbol error rate (SER) with T = 40 transmit symbols, where the symbols are randomly generated according to Bernoulli-Gaussian distribution. The least square (LS) scheme is used for data recovery. In this experiment, both the missed detection and channel estimation error will degrade the SER performance. In order to study the contribution of the channel estimation error and activity detection error respectively, we examine the SER performance given perfect activity and channel information (PACI) and perfect activity information (PAI) respectively, where the LS is used for channel estimation. The methods with PACI and PAI are referred to as LS PACI and LS PAI respectively. We adopt the proposed method and the MMV based MSBL method for comparison, referred to as Proposed Method LS and MMV based MSBL LS respectively. Simulation results show that the SER with and without PAI do not have significant difference in low activity and high SNR, and the proposed method shows a certain advantage as the SNR or active users increase. We also observe that there is a huge gap between LS PACI scheme and the other schemes. It is because the LSbased channel estimation suffers from non-orthogonal pilots significantly. V. CONCLUSION In this paper, we have proposed a large-scale antennas uplink transmission based grant-free random access for 5G. Numerical results show that our proposed model achieves a significant performance improvement through exploiting statistical information of the channel information and the theoretical analysis reveals that as the number of antennas at base station approaches to infinity, active users can be correctly detected with probability one even in the low SNR regime.
where S 0 = {i 1 , i 2 , . . . , i K } denotes the index of nonzeros, σ
is the nonzero element of d in (6):
.
Consequently, the probability of successful recovery of sparse support by solving the proposed method satisfies: P ≥ P (E1 ∩ E2). If (E1) holds, substituting (E1) in (E2), we obtain
Using this, we get P ≥ P e 2 < c 1 , σ
min > c 2 , where
Follow the study of [13] , we can get that
Note that the probability of successful recovery rate is composed of two parts, some detail derivation please see [13] .
Let's start with the first part, let x i , i = 1, . . . , M denote independent zero mean Gaussian random variables with variance σ 2 i , assume 0 < C < σ 2 min , there exist β > 1 such that
This result is mainly based upon Chernoff Bound and the property of Chi-Squared random variables, substituting (14) in (18), we obtain
where β i > 1.
For the second part in (17), assume that C 1 + C 2 = c1 L , notice that [e 1 ] i and [e 2 ] i are independent, we can say that
There is another important inequality in our derivation which is shown in [14] :
Lemma 1: Let each of x i and y i , i = 1, . . . , k be uncorrelated zero mean Gaussian random variables with variance σ 2 x and σ 2 y respectively. Then
This lemma applies well to the second part, define that δ 1 t 2 1 2σ (1) max σ (2) max (2σ (1) max σ (2) max +t1) and δ 2 t 2 2
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, where σ (k) max denotes the kth largest element in the set of {σ i } L i=1 , and σ i is the ith standard deviation of h (i) m , the same goes for [σ w ] (k) max . From (20) and Lemma 1, we have:
Now, combing with (19) and (22), we can rewrite the recovery probability P as
notice that δ 1 > 0, δ 2 > 0. Define 1 < γ ≤ min(β min , e δ1 , e δ2 ), then
