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Relationships between structure and dynamics have been well studied
in molecular fluids, both in computer simulations and in experiments. How-
ever, the development of simple structure-dynamics relationships would also be
useful in understanding colloidal fluids. Colloidal fluids display differentiated
component dynamics, are made of polydisperse particles, have soft interactions
and have a separation of length and time scales. In this dissertation work, we
have used computer simulations to generalize some structure-dynamics scal-
ing laws, originally formulated for molecular fluids, in a way that successfully
accounts for these important aspects of colloidal suspensions.
To begin, we examine a two-component mixture of ultrasoft Gaussian-
core particles through molecular dynamics simulations. This fluid shows an
anomalous dynamic crossover where the larger particles become more diffusive
vii
than the smaller particles. However, this dynamic crossover is accompanied by
a corresponding structural crossover for a component-specific structural order
metric. In the light of this structural order metric, the fluid is non-anomalous
with respect to the relationship between static structuring and diffusivity.
Next, we show that accounting for the many-component nature of even
modestly polydisperse fluids is important for accurately characterizing their
structure-dynamics relationships. We demonstrate this for colloids with short-
range attractions through new Monte Carlo simulation techniques and through
theoretical calculations carried out in the dilute limit.
From here, we present a new generalized framework to non-dimensionalize
diffusivity so that it will have an approximately one-to-one relationship with
excess entropy. This method involves rescaling diffusivity with dilute-limit
analyses that can be analytically and systematically executed. We tested this
framework through a combination of molecular dynamics simulations, Brown-
ian dynamics simulations and Monte Carlo simulations. The results of the
simulations demonstrate that this framework can account for particle size
asymmetry, particle additivity, interaction strength and some solvent effects.
Finally, we present a new, simple equation that relates non-dimensionalized
forms of diffusivity from molecular dynamics and Brownian dynamics simula-
tions. This simple relationship is tested for inverse power law fluids, as well
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For my dissertation work, I have explored the relationship between
structure and dynamics in fluids with the aim of extending existing mod-
els from a molecular perspective towards a broader colloidal perspective. To
do this, I have analyzed computer simulations of systems similar to a sim-
ple molecular model, but each with an isolated change to make a controlled
investigation of the effects of looking at different elements of colloidal systems.
Understanding a system’s dynamic behaviors has applications in food
science, membrane design, glass transitions and a variety of other transport-
dominated phenomena. There is a wide range of literature tying the dynamic
behavior of molecular liquids to their static structuring.[5, 6, 7, 8, 9] This
is shown in computer simulations of effective molecular components and in
experiments on high pressure molecular fluids.[10, 1, 11] Understanding these
relationships has helped us understand underlying dynamic processes and even
design idealized dynamics from molecular interactions that take advantage of
these relationships.[12]
However, many systems that use dynamic design are not molecular in
length scale. They are colloidal systems that are mixtures of non-idealized
1
particles that can show a wide range of dynamic behavior. In contrast to
molecular systems, colloidal systems show anomalous mixture behavior, show
polydispersity in the construction of the solutes, have softer interactions be-
tween particles and have a separation of length and time scales between their
solvent and solutes.[13, 14, 15] In my thesis, I have explored the behavior of
soft fluid systems and analyzed the effect of the differences that come up in the
study of colloidal fluids. I have done this through a combination of molecular
dynamics simulations, Brownian dynamics simulations, Monte Carlo simula-
tions and dilute-limit expansions of dynamic and static fluid behavior.
1.1 Relationships between structure and dynamics
Intuitively, dynamics in a liquid should be tied to the fluid’s ordering.
However, finding the correct framework to put the two on an equal footing is
still an unsolved and active problem.[16] Static ordering has been well stud-
ied in fluids and there are robust methods to predict the ordering from first
principles.[17] However, understanding of dynamic relaxation is still subject to
investigation from many – at times contradictory – angles.[5, 6, 7, 8, 9] Find-
ing a consistent framework that relates structure and dynamics would allow
us to understand, predict and control the dynamic properties of fluids with
increased precision and speed.
This dissertation focuses on excess-entropy-based relationships between
structuring and dynamics. These relationships were first noted by Rosenfeld[5]
in his study of the low-density dynamic behavior of simple inverse-power-
2
Figure 1.1: Reduced viscosity plotted against reduced excess entropy. The
solid and dotted lines are results from molecular dynamics simulations of a
Lennard-Jones fluid at reduced temperatures of 2.1 and 6.0, respectively. The
dashed line represents Rosenfeld’s hypothesis. Figure is reproduced with per-
mission from Abramson et al.[1]. Copyright 2008 by The American Physical
Society.
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law (IPL) fluids. He noted that, through appropriate non-dimensionalization,
diffusivity was approximately a single-valued function of excess entropy for
all of the IPL fluids, from hard-spheres to a one-component-plasma. These
scalings have turned out to be robust enough to apply not just to fluids in-silico,
but also to molecular fluids at high densities and temperatures (see Figure
1.1).[10, 1, 11] The Rosenfeld scaling has been extended in analogous directions
and applied to new fluids,[7, 18, 19, 2, 20] but even these have not been well-
analyzed for their universality. The work in Chapters 2-6 address new angles
for excess-entropy scalings that help shine light on the subject and advance
our understanding of the relationship between structure and dynamics.
1.2 Characteristics of colloidal fluids
Colloids are mixtures of two separate components that coexist with
one phase dispersed in the other. Colloidal mixtures are ubiquitous in techno-
logical applications and processing of everyday materials. These dispersions
typically involve particles that are on the nanoscale or microscale, which brings
forth complications that do not exist in a molecular fluid.[13] Until now, all
of the studies on the connection between excess entropy and dynamics have
been focused on molecular systems. In order to extend that connection to col-
loidal systems, we examine systems that have slight changes from well-studied
molecular systems. From this framework, we can understand potential pitfalls
in applying excess-entropy scalings to colloidal systems and work to find meth-
ods of dealing with those pitfalls. The following subsections will introduce the
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specific changes that we have decided to focus on in our studies.
1.2.1 Multicomponent fluids
Colloids are inherently mixtures and the treatment of multiple com-
ponents with respect to excess-entropy scalings has been largely unstudied.
There exist treatments to analyze the individual-component behavior of collec-
tive mixtures.[21, 22] However, these treatments do not study colloidal systems
that display differentiated component behavior, such as the single-glass state
of star polymer mixtures where one component is glassy and the other is still
ergodic.[23] In addition, the existing analyses depend on the additivity of the
individual components. However, in some colloidal fluids – such as polymer
blends – the individual components act in a non-additive manner.[24] Some
extensions to understanding the connection between structure and dynamics
for mixtures with these kinds of dynamic anomalies are addressed in Chapters
2 and 4 of this work.
1.2.2 Polydisperse solutes
Colloidal particles are inherently mildly polydisperse, even when con-
sidered to be effectively monodisperse.[25] In addition, many solutes are in-
tentionally polydisperse so that they can avoid the freezing transition and
remain in suspension at higher particle concentrations.[26, 27, 28] However,
this polydispersity can lead to misleading apparent softening of scattering and
structural information.[29, 25, 30] Despite this, many studies of the dynamics
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and real-space structuring of colloidal fluid models have neglected adjusting
for the effects of polydispersity in their treatments.[31, 3] In Chapter 3, we
address whether polydispersity changes the fundamental relationship between
structure and dynamics for simplified colloidal models.
1.2.3 Soft effective interactions
One method for determining interparticle potentials between solutes in
colloidal mixtures is to analyze their structuring at low densities and back-
calculate what potential interaction would give an equivalent pair distribution
function.[32, 33, 14] For colloids of varying sizes and solvent interactions, these
effective interactions can be quite soft. For interpenetrable polymer chains[34]
or similar colloidal fluids, their ultrasoft effective interactions can even have
a finite energy at total overlap. If these soft, interpenetrable fluids don’t
cluster at high densities,[35] they will form a high-density fluid phase that
shows water-like dynamic anomalies. Chapters 2, 4, 5 and 6 deal with these
soft fluids and analyze them within the context of Rosenfeld’s excess-entropy
scalings.
1.2.4 Separation of length and time scales
Many studies of the dynamics of colloidal systems utilize Newtonian
molecular dynamics routines to obtain dynamic data. This approach can be
comprehensive if the solvent can be approximated in the simulation. However,
in many colloidal systems, there is a separation of length scales and relaxation
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time scales between the solvent and solute such that including both in a sim-
ulation becomes intractable.[13] There are numerous methods to include the
effects of solvent in computer simulations,[13, 36, 37, 38, 39] but the question
arises as to whether we can take the molecular dynamics general behavior and
use it to understand colloidal dynamics. We address this question in Chapters
5 and 6.
1.3 Thesis Organization
Chapter 2: Composition and concentration anomalies for structure
and dynamics of Gaussian-core mixtures[40]
In this chapter, we report molecular dynamics simulation results for
two-component fluid mixtures of Gaussian-core particles, focusing on how
tracer diffusivities and static pair correlations depend on temperature, par-
ticle concentration, and composition. At low particle concentrations, these
systems behave like simple atomic mixtures. However, for intermediate con-
centrations, the single-particle dynamics of the two species largely decouple,
giving rise to the following anomalous trends. Increasing either the concen-
tration of the fluid (at fixed composition) or the mole fraction of the larger
particles (at fixed particle concentration) enhances the tracer diffusivity of the
larger particles, but decreases that of the smaller particles. In fact, at suffi-
ciently high particle concentrations, the larger particles exhibit higher mobility
than the smaller particles. Each of these dynamic behaviors is accompanied by
a corresponding structural trend that characterizes how either concentration
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or composition affects the strength of the static pair correlations. Specifi-
cally, the dynamic trends observed here are consistent with a single empirical
scaling law that relates an appropriately normalized tracer diffusivity to its
pair-correlation contribution to the excess entropy.
Chapter 3: Implications of the effective one-component analysis of
pair correlations in colloidal fluids with polydispersity[41]
Partial pair-correlation functions of colloidal suspensions with continu-
ous polydispersity can be challenging to characterize from optical microscopy
or computer simulation data due to inadequate sampling. As a result, it is
common to adopt an effective one-component description of the structure that
ignores the differences between particle types. Unfortunately, whether this
kind of simplified description preserves or averages out information important
for understanding the behavior of the fluid depends on the degree of polydis-
persity and can be difficult to assess, especially when the corresponding mul-
ticomponent description of the pair correlations is unavailable for comparison.
Here, we present a computer simulation study that examines the implications
of adopting an effective one-component structural description of a polydisperse
fluid. The square-well model that we investigate mimics key aspects of the ex-
perimental behavior of suspended colloids with short-range, polymer-mediated
attractions. To characterize the partial pair-correlation functions and thermo-
dynamic excess entropy of this system, we introduce a Monte Carlo sampling
strategy appropriate for fluids with a large number of pseudo-components.
The data from our simulations at high particle concentrations, as well as exact
8
theoretical results for dilute systems, show how qualitatively different trends
between structural order and particle attractions emerge from the multicompo-
nent and effective one-component treatments, even with systems characterized
by moderate polydispersity. We examine consequences of these differences for
excess-entropy-based scalings of shear viscosity, and we discuss how use of the
multicomponent treatment reveals similarities between the corresponding dy-
namic scaling behaviors of attractive colloids and liquid water that the effective
one-component analysis does not capture.
Chapter 4: Generalized Rosenfeld scalings for tracer diffusivities in
not-so-simple fluids: Mixtures and soft particles[42]
Rosenfeld[5] originally noticed that casting the transport coefficients of
simple monatomic, equilibrium fluids in a specific dimensionless form makes
them approximately single-valued functions of excess entropy. This observa-
tion has predictive value because, while the transport coefficients of dense
fluids can be difficult to estimate from first principles, the excess entropy can
often be accurately predicted from liquid-state theory. In this chapter, we
use molecular simulations to investigate whether Rosenfeld’s observation is a
special case of a more general scaling law relating the tracer diffusivities of
particles in mixtures to the excess entropy. Specifically, we study the tracer
diffusivities, static structure, and thermodynamic properties of a variety of
one- and two-component model fluid systems with either additive or non-
additive interactions of the hard-sphere or Gaussian-core form. The results
of the simulations demonstrate that the effects of mixture concentration and
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composition, particle-size asymmetry and additivity, and strength of the in-
terparticle interactions in these fluids are consistent with an empirical scaling
law relating the excess entropy to a new dimensionless (generalized Rosenfeld)
form of tracer diffusivity, which we introduce here. The dimensionless form
of the tracer diffusivity follows from knowledge of the intermolecular poten-
tial and the transport/thermodynamic behavior of fluids in the dilute limit.
The generalized Rosenfeld scaling requires less information, and provides more
accurate predictions, than either Enskog theory or scalings based on the pair-
correlation contribution to the excess entropy. As we show, however, it also
suffers from some limitations, especially for systems that exhibit significant
decoupling of individual component tracer diffusivities.
Chapter 5: Generalizing Rosenfeld’s excess-entropy scaling to pre-
dict long-time diffusivity in dense fluids of Brownian particles: From
hard to ultrasoft interactions[43]
Computer simulations are used to test whether a generalization of
Rosenfeld’s excess-entropy scaling method for estimating transport coefficients
in systems obeying molecular dynamics can be extended to predict long-time
diffusivities in fluids of particles undergoing Brownian dynamics in the ab-
sence of interparticle hydrodynamic forces. Model fluids with inverse-power-
law, Gaussian-core, and Hertzian pair interactions are considered. Within
the generalized Rosenfeld scaling method, long-time diffusivities of ultrasoft
Gaussian-core and Hertzian particle fluids, which display anomalous trends
with increasing density, are predicted (to within 20%) based on knowledge
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of interparticle interactions, excess entropy, and scaling behavior of simpler
inverse-power-law fluids.
Chapter 6: Mapping between long-time molecular and Brownian
dynamics[44]
We use computer simulations to test a simple idea for mapping between
long-time self diffusivities obtained from molecular and Brownian dynamics.
The strategy we explore is motivated by the behavior of fluids comprising
particles that interact via inverse-power-law pair potentials, which serve as
good reference models for dense atomic or colloidal materials. Based on our
simulation data, we present an empirical expression that semi-quantitatively
describes the “atomic” to “colloidal” diffusivity mapping for inverse-power-law
fluids, but also for model complex fluids with considerably softer (star-polymer,
Gaussian-core, or Hertzian) interactions. As we show, the anomalous struc-
tural and dynamic properties of these latter, ultrasoft systems pose problems
for other strategies designed to relate Newtonian and Brownian dynamics of
hard-sphere-like particles.
Chapter 7: Future work
This chapter addresses questions that have been generated from the




Composition and concentration anomalies for
structure and dynamics of Gaussian-core
mixtures
2.1 Introduction
Fluids of identical particles interacting via the Gaussian-core (GC)
pair potential have been the subject of many recent investigations.[45, 46,
47, 48, 49, 50, 51, 52, 2] Continued interest in this model system, intro-
duced by Stillinger in 1976,[53] can be attributed in part to the fact that
the GC potential is a simple and computationally tractable idealization of
the soft, effective interparticle repulsions that can exist between large molec-
ular species (e.g., star polymers) or self-assembled structures (e.g., micelles)
in solution.[14] The GC fluid is also a compelling model to study because
it exhibits several unusual physical properties that are typically associated
with molecular or complex-fluid systems with more complicated interactions.
For example, at low temperature, the GC fluid displays a re-entrant freez-
ing transition [48, 49, 51, 53] negative thermal expansivity,[45, 54] and its
isothermal compressibility increases upon isobaric cooling.[50] Although the
structural and dynamic properties of the GC fluid are qualitatively similar to
those of simpler fluids at low particle concentrations, they become anomalous
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at sufficiently high particle concentrations. For example, the single-particle
dynamics, quantified by, e.g., the self diffusivity, become progressively faster
upon increasing particle concentration (diffusivity anomaly). [50, 52, 2, 54]
The static pair correlations,[46, 47, 49, 50, 51, 52, 2, 53] quantified by, e.g.,
the two-body excess entropy s(2), also weaken upon increasing particle concen-
tration (structural anomaly).[2]
The differences between the structural behavior of the GC fluid at low
versus high particle concentration can be qualitatively understood by con-
sidering the Gaussian form of the repulsion. At low concentration and low
temperature, the average interparticle separation is larger than the range of
the interaction. Thus, the part of the GC potential that the particles typically
sample when they “collide” is steeply repulsive. Under these conditions, small
increases in concentration lead to the build up of short-range static correlations
(i.e., coordination shell structure), similar to what occurs in the hard-sphere
fluid.[46, 47, 49, 50, 51, 52, 2, 53] However, at sufficiently high concentra-
tion, the bounded form of the GC potential allows the average interparticle
separation to become much smaller than the range of the interaction. As a
result, particles are effectively penetrable and constantly experience soft re-
pulsive forces from many neighbors. These forces largely cancel one another,
creating a “mean field”. Further increasing the concentration only makes this
effect more pronounced, paradoxically driving the high-density system toward
an ideal-gas-like structure. [46, 47, 49, 50, 51, 52, 2, 53]
Less is understood about the microscopic origins of the anomalous re-
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lationship between diffusivity and particle concentration, although the results
of recent investigations indicate that the unusual dynamical trends are closely
linked to the aforementioned structural anomalies.[52, 2] In particular, the
equilibrium GC fluid exhibits a semi-quantitative scaling relation[2] between
self diffusivity D and the two-body excess entropy s(2). Interestingly, this
relationship is “normal” in the sense that it is similar to that observed for
a wide variety of simpler fluids that do not exhibit either structural or dy-
namic anomalies. [2, 5, 6, 7, 55] Stated differently, the diffusivity anomaly of
the equilibrium GC fluid disappears when one plots D versus s(2) instead of
particle concentration.[2] Similar trends have also recently been reported for
other equilibrium fluids with dynamic and structural anomalies, e.g., models
with water-like interactions [56, 19, 57] or colloid-like, short-range attractions.
[58, 3]
In this paper, we further explore the relationship between structure
and dynamics in simple models for complex fluids by studying, via molecular
simulation, binary mixtures of GC particles. The fluid phase behavior of these
systems has already been studied extensively. [24] However, here we present,
to our knowledge, the first investigation of the relationships between the static
pair correlations of the fluid and the tracer diffusivities of the two components.
Specifically, we study the following questions about how these quan-
tities depend on particle concentration and mixture composition. Are the
trends in the tracer diffusivities of the two components of the GC mixture
closely coupled? Do they scale in a simple way with a single measure of the
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overall strength of the pair correlations (e.g., s(2))? Or, alternatively, is there
a significant decoupling of the single-particle dynamics of the two species? If
this latter scenario holds, do the resulting trends in tracer diffusivities track
decoupled, species-dependent measures of static structure? Finally, what are
the implications of the answers to the above for the compositional depen-
dencies of structural order and tracer diffusivity at low versus high particle
concentration?
2.2 Methods
To address these questions, we use molecular dynamics simulations to
investigate equilibrium two-component fluid mixtures of particles that interact
via pair potentials of the GC form, φij(r) = εij exp[−(r/σij)2]. Here, r is
the interparticle separation, and the parameters εij and σij characterize the
energy scale and range of the interactions, respectively, between particles of
type i and j with i, j ∈ {A,B}. Since we want to understand the behavior of
uniform binary fluids, we assign numerical values to the parameters that favor






0.5; εAA = εBB; εAB = 0.944εAA), in which the σij were
chosen to mimic binary mixtures of self-avoiding polymers in solution. [47] We
truncate all pair potentials at an interparticle separation of 3.2σAA, and treat
the particles of the two species as having equal masses (mA = mB).
We carry out the simulations in the microcanonical ensemble, numeri-
cally integrating Newton’s equations of motion with the velocity-Verlet scheme [17]
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using a time step of 0.05
√
mAσ2AA/εAA. We use N = 3000 GC particles and
a periodically replicated simulation cell, the volume V of which is chosen to
realize specific values of reduced total concentrations (i.e., particle densities)
in the range 0.05 ≤ ρσ3AA ≤ 1, where ρ = N/V . We investigate mixtures over
a wide range of composition (0.1 ≤ xA ≤ 0.9, where xA is the mole fraction of
species A) and reduced temperature (0.05 ≤ kBT/εAA ≤ 0.40). To character-
ize the single-particle dynamics of species i, we compute its tracer diffusivity
Di by fitting the long-time (t → ∞) behavior of its average mean-squared
displacement 〈∆ri2〉 to the Einstein formula, Di = 〈∆ri2〉/6t.1
We compute the two-body excess entropy s(2) directly from the partial




















[gij(r) ln gij(r)− gij(r) + 1]dr (2.2)
Both −s(2) and −s(2)i are non-negative and can be viewed as translational
structural order metrics.[60] The former characterizes the overall strength of
the pair correlations in the fluid,[60] while the latter quantifies the amount of
pair structuring surrounding particles of type i.
1We use Student’s t distribution together with the tracer diffusivities from five indepen-





































Figure 2.1: (a)Tracer diffusivity Di and (b) structural order metric -s
(2)
i , with
i ∈ {A,B}, versus concentration ρσ3AA for the binary Gaussian-core fluid mix-
ture discussed in the text. The collective structural order metric -s(2) is also
included in (b). The temperature is kBT/εAA = 0.1 and the mole fraction is
xA = 0.5.
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2.3 Decoupling of small and large particle behavior
The first issue that we investigate using our simulation data is how
closely the single-particle dynamics of the two species are coupled. Figure 2.1(a)
shows how the computed tracer diffusivities, DA and DB, depend on density
ρσ3AA for an equimolar (xA = 0.5) mixture at a temperature of kBT/εAA = 0.1.
As can be seen, DA follows the same type of non-monotonic trend observed for
the self diffusivity of the single-component GC fluid,[2] displaying an anoma-
lous dependency on particle concentration [(∂DA/∂ρ)T,xA > 0] for densities
greater than ρσ3AA ≈ 0.4. On the other hand, DB shows behavior consistent
with that of simple fluids, monotonically decreasing with ρσ3AA over the den-
sity range examined here. The fact that DA and DB decouple in this way
gives rise to a dynamic crossover density, above which the larger A particles
exhibit higher mobility than the smaller B particles. It also suggests that one
cannot trivially correlate both the DA and DB trends with a single, collective
measure of structural order for the fluid, such as s(2) [see, e.g., Figure 2.1(b)],
a point we examine further below.
Does increasing particle concentration result in a corresponding decou-
pling of species-specific structural metrics that, in turn, correlate with the
dynamical trends of A and B particles? To examine this possibility, we first
plot in Figure 2.1(b) the density dependencies of −s(2)A and −s
(2)
B . As can
be seen, there is indeed a structural decoupling. While both −s(2)A and −s
(2)
B
increase with density at low values of ρσ3AA, the increase in ordering is initially
more pronounced for the structure surrounding the A particles. This is to
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be expected because A particles have larger effective contact diameters with
their neighbors, and thus respond by building up stronger static pair correla-
tions at low density. However, the large size of the A particles, coupled with
the bounded nature of the GC interaction, means that A particles are also
forced into more interparticle overlaps than the B particles as the density is
increased. This ultimately leads to a weakening of the static correlations (i.e.,
coordination shell structure) of the A particles, and hence a maximum in −s(2)A
at an intermediate value of ρσ3AA. As should be expected based on the smaller
size of the B particles, a maximum in −s(2)B (and a corresponding minimum in
DB) can also occur at significantly higher densities, if phase separation of the
mixture does not occur first.2 Interestingly, similar to what is observed for the
tracer diffusivities, one of the consequences of the s
(2)
i decoupling described
above is the presence of a structural crossover density above which the smaller
B particles exhibit stronger pair correlations than the larger A particles.
2.4 Correlation between structure and dynamics
The data in Figure 2.1(a) and (b) suggests a negative correlation be-
tween DA and −s(2)A (and also between DB and −s
(2)





B ) occurs at approximately the same density as the dynamic
2In the limit of pure B (xA = 0), one observes[2] both (∂DB/∂ρ)T,xA > 0 and
(∂s
(2)
B /∂ρ)T,xA > 0 for reduced densities greater than ρσ
3
AA ≈ 1.4. However, we have
found in our studies of this system that, for non-zero values of xA, the binary GC fluid












































































Figure 2.2: (a-d)Tracer diffusivity Di and (e-h) structural order metric -s
(2)
i ,
with i ∈ {A,B}, versus concentration ρσ3AA for the binary Gaussian-core fluid
mixture discussed in the text. The columns are systems at different tempera-
tures and mole fractions, which are listed above the respective column.
crossover (DA = DB). In fact, although we focus on one particular pairing of
composition and temperature in Figure 2.1, these trends are exhibited by this
system for a wide range of compositions and temperatures, as demonstrated
in Figure 2.2.
To quantitatively examine the correlation between single-particle dy-
namics and structure, we studied possible generalizations of a scaling rela-
tionship that describes the behavior of the single-component GC fluid. In
the case of the single-component fluid, the so-called Rosenfeld scaled[6] self
diffusivity DR = Dρ1/3(kBT/m)
−1/2 is approximately a single-valued function
of −s(2) across a wide range of temperature and density.[2] Figure 2.3(a),
however, shows that a näıve extension of this result for mixtures, DRi =
Diρ
1/3(kBT/mi)
−1/2 versus −s(2), does not adequately collapse the data for
either of the two species. This should not be particularly surprising, given the
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Figure 2.3: Rosenfeld scaled tracer diffusivity DRi = Diρ
1/3(kBT/mi)
−1/2 ver-
sus (a) two body excess entropy -s(2) and (b) its contribution from structur-
ing around type i particles -s
(2)
i , with i ∈ {A,B}, for the binary Gaussian-
core fluid mixture discussed in the text. Shown are mole fractions xA = 0.1
(black), 0.3 (red), 0.5 (orange), 0.7 (blue), and 0.9 (green) and temperatures
kBT/εAA = 0.05 (circles), 0.1 (squares), 0.2 (diamonds) and 0.4 (triangles).
Filled and open shapes represent A and B particles, respectively. The dashed
line indicates a least-square fit to a power law relationship for the single-
component GC fluid[2], DR = 0.208s(2)
−0.972
.
dynamical and structural decouplings shown in Figure 2.1(a) and (b).
On the other hand, Figure 2.3(b) examines a species-specific extension
of the single-component scaling law, DRi versus −s
(2)
i . Interestingly, not only
does this generalization collapse the temperature, density, and compositional
dependencies of tracer diffusivity for each individual particle type, but the
behaviors of the two species are, to a good approximation, accounted for by
the mathematical form of the scaling law for the single-component GC fluid.
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2.5 Compositional anomaly
We now explore what this correlation implies about how mixture com-
position affects the tracer diffusivities [Figure 2.4(a),(b)] and species-specific
pair-correlation contributions to excess entropy [Figure 2.4(c),(d)]. As should
be expected, at low values of density (ρσ3AA < 0.2), the response of the system
to changes in composition is normal, i.e., qualitatively similar to that of simple
atomic or hard-sphere-like mixtures where interparticle “collisions” dominate.
Under these conditions, increasing the mole fraction of the larger A particles
effectively increases the “packing fraction” of the fluid, which in turn decreases
the mobility and increases the local structural order surrounding both types
of particles.
At high values of density, on the other hand, the fact that the bounded
GC potential allows for significant interparticle overlaps changes the physics.
Since increasing the mole fraction of the larger particles (at constant density)
here increases the number of overlaps and nudges the system toward the mean-
field fluid, one expects anomalous behavior in dynamics and structure, i.e. a
corresponding increase in Di and decrease in −s(2)i for both species. Indeed,
Figure 2.4 shows that these anomalous compositional trends for dynamics and
structure do occur for ρσ3AA > 0.4.
In closing, we note a final manifestation of the decoupled behavior for
the two species of this GC mixture. Specifically, the densities at which the
compositional trends for structure and dynamics transition from normal to

























































Figure 2.4: Tracer diffusivity Di for (a) A particles and (b) B particles and
structural order metric -s
(2)
i for (c) A particles and (d) B particles for the binary
Gaussian-core mixture discussed in the text. All are plotted versus density
ρσ3AA. Data shown is for temperature kBT/εAA = 0.2 and mole fractions
xA = 0.1, 0.3, 0.5, 0.7 and 0.9. Arrows indicate increasing xA. The dashed lines
separate the approximate low, intermediate and high density ranges described
in the text.
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logically becoming anomalous at a lower overall density. The implication is
that there is a fairly wide range of intermediate fluid densities (approximately
0.2 < ρσ3AA < 0.4) for which the structure and dynamics of the A particles
behave anomalously, while those of the B particles behave normally, with
respect to changes in composition.
2.6 Author Contributions
The work in this chapter was originally published in 2009 [40]. Thomas
M. Truskett designed the research and helped write the document. William
P. Krekelberg provided molecular dynamics simulations of the monodisperse
Gaussian-core fluid. Jeffrey R. Errington and Vincent K. Shen provided Monte
Carlo simulations for thermodynamic insights to the system which helped de-
velop the narrative. Mark J. Pond provided molecular dynamics simulations




Implications of the effective one-component
analysis of pair correlations in colloidal fluids
with polydispersity
Fluid suspensions of natural and technological interest are inevitably
polydisperse. Their constituent particles–each of which comprise a large num-
ber of smaller atoms, molecular, or ions–exhibit distinct geometric and chem-
ical features (size, shape, charge, etc.) and hence represent different species of
a many-component mixture. As might be expected, the composition of such a
mixture can strongly affect its structural, thermodynamic, and dynamic behav-
ior. [26, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75] For example, sus-
pensions with narrowly distributed (e.g., approximately monodisperse) particle
characteristics often readily crystallize and thus can be interesting candidates
for applications like colloidal self assembly. [27, 28] In contrast, fluids with
more diverse particle populations that suppress crystallization [74, 76, 77, 78]
are more useful in applications which call for good glass-forming materials.
Characterizing the properties of systems with a large number of compo-
nents can be a formidable technical challenge. Insufficient sampling typically
limits the species-specific information that can be directly obtained via ex-
periments and computer simulations. In fact, for suspensions with apparently
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“weak” polydispersity, it is common practice to ignore particle differences al-
together, adopting an effective one-component description. The latter is tan-
tamount to assuming a fictitious pure-fluid model, whose (typically softer)
interparticle interactions are those that, under equilibrium conditions, would
reproduce some globally averaged behavior of the original polydisperse mate-
rial. [29, 25, 30] An obvious drawback of this simplification is that one generally
does not know in advance whether a system’s polydispersity is weak enough (as
it pertains to the properties of interest) to justify use of an average description
that washes out species-specific contributions. Moreover, it is difficult to assess
the impact of averaging a posteriori, especially when statistically meaningful
information about the component contributions to the polydisperse material’s
properties is unavailable. This type of dilemma, though far from resolved, has
long been appreciated and studied in colloid science. For example, it arises
in considering the trade-offs between characterizing polydisperse colloidal sus-
pensions by partial (species-specific) versus total (average) structure factors
inferred from scattering data. [66, 79, 80, 81, 82, 83, 84, 85, 86, 87] Although
a multicomponent description is ideally desired, it cannot generally be ob-
tained from experiments without invoking a number of approximations that
compromise its reliability.
In this study, we use computer simulations and exact theoretical results
to examine how the static structure of a model polydisperse fluid differs when
quantified based on multicomponent versus effective one-component descrip-
tions of its pair correlations. Similar in spirit to, e.g., related work of Pangburn
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and Bevan,[25, 30] we focus exclusively on the real-space counterpart to the
reciprocal-space scattering problem discussed above, the former being espe-
cially critical for the interpretation of data from computer simulations and
optical microscopy experiments[88, 89, 90, 91, 92, 93] of complex fluids.
The model we investigate here is a fluid of polydisperse hard-sphere
particles with short-range, square-well attractions. Earlier simulations[3] show
that it reproduces key static and dynamic behavior of suspended colloids with
polymer-mediated depletion interactions. Most notably, in agreement with
experiments[94, 95] it displays strikingly anomalous dynamic behaviors at high
particle concentrations near the so-called “repulsive glass” transition (e.g., dif-
fusivity increases and viscosity decreases with increasing particle attractions).
Interestingly, an effective one-component analysis[3] suggests these behaviors
emerge under conditions where the fluid also displays structural anomalies
(e.g., static correlations apparently weaken with increasing particle attrac-
tions). Of course, it is important to note that polydispersity is an important
feature of this and similar models because it suppresses crystallization that
would otherwise restrict access to the deeply supercooled fluid states where the
anomalous behavior is most pronounced. Here, in order to fully characterize
the structure of this system in an efficient manner, we introduce Monte Carlo
sampling techniques that allow us to accurately determine the m(m + 1)/2
partial radial distribution functions as well as the free energy for a fluid mix-
ture of m pseudo-components [in this case, m = 60; m(m + 1)/2 = 1830] at
each state point of interest.
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The main findings of this study are as follows. (1) The multicomponent
(i.e., partial) and effective one-component radial distribution functions show
qualitatively different behavior as a function of the magnitude of the inter-
particle attractions, even for this moderately polydisperse model. This should
serve as a cautionary note regarding conclusions that one might otherwise draw
about structure in polydisperse systems based on trends exhibited by the lat-
ter globally-averaged, static correlations. (2) The pair-correlation contribution
to the excess entropy of the polydisperse fluid based on the multicomponent
description, in contrast to the estimate based on the one-component model,
very closely approximates the full thermodynamic excess entropy of the sys-
tem. This suggests that techniques which allow one to accurately determine
the partial radial distribution functions of dense, polydisperse colloids studied
will also furnish information key for understanding their thermodynamic be-
havior. (3) Finally, the excess entropy scaling for the shear viscosity of this
polydisperse fluid is similar in some key ways to that of liquid water, another
system known to exhibit anomalous thermodynamic and dynamic properties.
Importantly, such similarities are not apparent if the effective one-component
is used in the excess entropy estimation for the polydisperse colloidal fluid.
3.1 Methods
3.1.1 Model for the polydisperse fluid
We consider a previously introduced model[3] comprising hard-sphere
particles with short-range, square-well (SW) attractions. The pair potential
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between particles i and j (with diameters σi and σj, respectively) is given by
Vij(r) =

∞ r ≤ σij
−ε σij < r ≤ 1.03σij
0 r > 1.03σij
(3.1)
Here, r is the separation between particle centers, σij = (σi+σj)/2 is the hard-
core contact separation, and ε is the depth of the attractive well. The particle
diameters σi of this polydisperse fluid follow a truncated normal distribution
with a mean value of σ and a standard deviation of 0.1σ. The truncation en-
sures that all particle diameters of the fluid are within 3 standard deviations
of the mean (0.7σ− 1.3σ). This degree of polydispersity in the particle popu-
lation, while still modest, is significant enough to discourage crystallization in
simulations, allowing access to deeply supercooled fluid states.[3]
As discussed extensively elsewhere,[3, 96, 97] short-range attractions
like those exhibited by this model can give rise to unusual dependencies of shear
viscosity (which decreases) and self diffusivity (which increases) with ε/kBT ,
where kB is the Boltzmann constant and T is temperature. These trends
capture what is observed experimentally[94, 95] for suspensions of hard-sphere-
like colloids with polymer-mediated depletion attractions. Interestingly, an
effective one-component analysis of this model’s pair correlations[3] suggests
that the aforementioned dynamic anomalies are accompanied by a structural
anomaly (i.e., increasing ε/kBT weakens the effective pair correlations). In
this work, we test whether this feature also emerges from a multicomponent
analysis.
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3.1.2 Monte Carlo simulations
For the Monte Carlo (MC) simulations, we approximate the model in-
troduced in Section 3.1.1 by a closely related mixture of 60 pseudo-components.
Particle diameters in the pseudo-component mixture exhibit continuous poly-
dispersity, and their pairwise interactions Vij(r) are described by eq. 3.1. The
pseudo-components each comprise nearly identical particles (e.g., diameter
differences of less than 0.01σ). Specifically, particles with diameters greater
than [0.7 + 0.01(k− 1)]σ and less than [0.7 + 0.01k]σ are considered members
of the kth pseudo-component with chemical potential µk, where k ∈ [1, 60].
In what follows, subscripts on variables refer to pseudo-component numbers
rather than particle identities. We have found that specifying the mole fraction









− (l − 30.5)2 /200
] (3.2)
results in a mixture with properties virtually identical to the model described
in Section 3.1.1. As we discuss below, the pseudo-component mixture is very
convenient to simulate within the semi-grand (SG) ensemble.[98]
In our SG MC simulations of this mixture, temperature T , total particle
number N = 1000, volume V (or density ρ = N/V), and all pseudo-component
chemical potential differences ∆µrk = µk−µr (relative to that of an arbitrarily
chosen rth pseudo-component reference) are held constant. In what follows, we
express chemical potential differences in terms of activity ratios ξrk = ξk/ξr,
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where the activity of a particle of the kth pseudo-component with molecular
partition function qk is given by ξk = qke
µk/kBT .
In order to study a fluid with a specified pseudo-component composition
xnk within the SG ensemble, we must first solve for the activity distribution ξ
n
rk
that produces the desired xnk at the temperature and density of interest. In
general, this is a highly nontrivial task because ξnrk is an unknown functional of
xnk. Fortunately, this inverse problem has received considerable attention,[99,
100, 101] and robust methods are now available for computing ξnrk given x
n
k.
Here, we use an efficient nonequilibrium potential refinement scheme
introduced by Wilding[101] to obtain ξnrk. We take advantage of the efficient
sampling of composition space facilitated by SG MC simulation techniques
and allow particles to adopt any diameter within the range 0.7σ − 1.3σ. We
begin the potential refinement scheme by setting ln ξrk = 0 and subsequently
adjust the activity distribution during an eight-stage SG MC simulation. At
regular intervals during the ith stage, ln ξrk is incremented by the relative
difference between the instantaneous xk and target x
n
k discretized particle-size
distributions scaled by a modification factor γi,








A given stage terminates when the maximum relative difference





between the target (xnk) and stage-averaged (x
agg
k ) particle size distributions
drops below a tolerance of ζ∗ = 0.01. We set γ1 = 0.001 and reduce the
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modification factor by a factor of two after the completion of each stage. The
activity distribution that emerges after the eighth stage is taken to be ξnrk.
3.1.3 Static pair correlations
Perhaps the most basic measure of real-space structure is the partial
radial distribution function (PRDF), gij(r). The PRDF characterizes the fre-
quency of various pair separations r that occur between particles of “type” i
and j in the fluid. Specifically, the mean number of particle centers of type
i located in a spherical shell of differential thickness dr a distance r away
from a type j particle center is 4πr2ρigij(r)dr, where ρi is the overall num-
ber density of particle type i. Note that symmetry requires gij(r) = gji(r).
Below, we use the labels i and j to indicate specific choices of the m = 60
pseudo-components, i.e., i, j ∈ [1, 60]. Note that there are m(m+ 1)/2 = 1830
distinct pseudo-component PRDFs in the mixture we study here, highlighting
the statistical challenge associated with characterizing the structure, even at
the pseudo-component level of description.
The effective one-component treatment for pair correlations, on the
other hand, ignores all differences between the various particle types. Its radial
distribution function geff(r) is defined such that the mean total number of
particle centers located in a spherical shell of differential thickness dr a distance
r away from other centers is 4πr2ρgeff(r)dr, where ρ is the total particle number




j=1 xixjgij(r). In other words,
as should be expected, the effective one-component description provides a
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highly averaged representation of the fluid’s pair correlations. This makes it
easier to characterize statistically, but more challenging to interpret.
3.1.4 Structural order metrics
We examine the behavior of two different structural order metrics that
characterize the degree of local translational order of a fluid based on the
strength of its pair correlations. To understand the implications of adopt-
ing the effective one-component description for our polydisperse model, we
compare the value that these scalar parameters take on when the structure
is described by geff(r) versus the full set of pseudo-component PRDFs, i.e.,
gij(r), where i, j ∈ [1, 60].
The first structural metric we consider is −s(2)/kB,[60] where s(2) comes
from the leading term in the multiparticle expansion of the fluid’s molar excess
entropy (over ideal gas), sex = s(2) + s(3) + · · · .[59, 22] The explicit connection
between −s(2)/kB and the PRDFs of a fluid mixture can be seen when the












[gij(r) ln gij(r)− gij(r) + 1]dr (3.5)
Note that −s(2)/kB is a non-negative quantity that vanishes for an ideal gas
and is considerably larger for dense liquids and glasses that exhibit stronger
interparticle correlations.[60] Since 3- and higher-body correlations are chal-
lenging to characterize in a fluid, the thermodynamic quantity sex is commonly
approximated by s(2) for pure fluids or binary mixtures. Here, we compute sex
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and s(2) (at the pseudo-component level) directly from simulation. The corre-










[geff(r) ln geff(r)− geff(r) + 1]dr (3.6)
As discussed earlier, it was this quantity that was used in previous computer
simulation studies to characterize the average strength of the interparticle cor-
relations for the system considered here[3] and related models of polydisperse










where y = rρ1/3 and yc is a cut-off value (here, we chose yc = 4). This
measure is a straightforward generalization of a parameter introduced earlier
to study the local translational order of fluid, glassy, and crystalline states
of single-component materials based on their static pair correlations.[60, 102]







where, as before, y = rρ1/3 and yc = 4.
3.1.5 Thermodynamic excess entropy
A two-step process is used to compute the excess entropy per particle
sex (ρσ3 , ε/kBT ) of our pseudo-component SW fluid. In the first step, we
obtain thermodynamic properties as a function of ρσ3 for polydisperse hard-
spheres (ε/kBT = 0) in contact with a reservoir of particles with an ideal-gas
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activity distribution ξigrk = x
n
k. In the second step, we move along a path that
takes the system from ξigrk and ε/kBT = 0 to ξ
n
rk and nonzero ε/kBT at constant
density.
To obtain the density dependence of the entropy, we perform a multi-
component grand canonical (GC) simulation with V = 1000σ3 and ξk = ξrξ
ig
rk,
with ξr = qr. Following the strategy outlined above, we allow the individual
particle diameters to take on values that span the range 0.7σ to 1.3σ and treat
ξk as a stepwise function. Transition matrix MC methods [103, 104] are used
to determine the probability ΠGC(N) of observing the system with a total
number of particles N. The density probability distribution is related to the
SG partition function Υ and GC partition function Ξ as follows[104]
ΠGC (N) =
Υ (N, ξrk, V, T )






The relevant bridge equation Y = −kBT ln Υ provides the SG potential













where we have used the zero-particle limit to express the GC partition function
in terms of the particle number probability distribution, ln Ξ = − ln Π (0). The
SG potential and Helmholtz free energy F are linked by the relationship[98]
F (N) = Y (N) +N
m∑
k=1
x̄k (N) (µk − µr) , (3.11)
where x̄k (N) is the ensemble-averaged discretized particle size distribution
within a system described by T, V, N, and ξrk. For the ε/kBT = 0 case, the
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intensive entropy s and Helmholtz free energy f are now





















Within the GC simulations employed here , we have ξrk = x
n
k, and therefore
x̄k (N) deviates from the normal particle size distribution. For the polydisperse
hard-sphere fluid (ε/kBT = 0), increasing N causes the x̄k (N) distribution
to shift such that the populations of pseudo-components with smaller particle
diameters increase. This feature of the system allows us to sample high particle
number densities with relative ease. To summarize, within the first stage of the
two-step scheme employed here, we use GC simulation to obtain the density
dependence of thermodynamic properties for a hard-sphere polydisperse fluid
(ε/kBT = 0) subject to ξrk = x
n
k, and we perform just one of these simulations.
In the second step of our approach an expanded ensemble (EE) MC
procedure[105] is used to determine the difference in the thermodynamic prop-
erties of a polydisperse SW fluid with ξnrk and the reference polydisperse hard-
sphere fluid with ξidrk at a ρσ
3 and ε/kBT of interest. The two systems are
connected through a series of subensembles described by λ, which spans from
λ = 0 to 1 in increments of ∆λ = 0.001 (i.e., λi = 0.001i, where i ∈ [0, 1000]).
To obtain the relative entropy of the system along this path, we perform SG
simulations with fixed N = 1000 and ρσ3 = Nσ3/V . Within subensemble i,
the activity distribution ξrk,i and well depth εi/kBT are









εi/kBT = λiε/kBT. (3.14)
Transition matrix MC methods[106, 107] are used to evaluate the probability
ΠEE (λ) of finding the system in a subensemble defined by λ. The difference
in the SG potential over the entire path evaluates to






ΠEE (λ = 1)
ΠEE (λ = 0)
)
. (3.15)
The corresponding change in the Helmholtz free energy per particle is





















where x̄k (0) and x̄k (1) are the ensemble-averaged discretized particle size dis-
tributions within the λ = 0 and 1 subensembles, respectively. By further
considering the ensemble-averaged intensive configurational energies ē (λ), we
arrive at the entropy difference ∆s











where, in our case ē (0) = 0. An EE simulation is completed for each ρσ3















We now turn our attention to the ideal gas contribution to the excess
entropy. The entropy of a multicomponent ideal gas is
sig
kB










To be consistent with the analysis above, we evaluate the expression above
with xk = x̄k (1), which, of course, closely approximates x
n
k. Finally, we arrive
at the excess entropy
sex = s− sig. (3.20)
We note that the algorithm outlined here is rather general and we expect it
to prove useful for computing the free energy of a wide range of polydisperse
fluids.
3.2 Results and discussion
The first results that we consider pertain to the behavior of a dilute
(ρ→ 0) polydisperse fluid of SW particles that interact through the potential
given by eq. 3.1 and that exhibit a Gaussian distribution of particle diame-
ters (with mean σ and standard deviation σ/10). This is an interesting case to
study because–while simple enough to allow for an exact theoretical description
of the polydisperse fluid’s static properties–it is also rich enough to illustrate
some of the key consequences of adopting the effective one-component descrip-
tion. Analytical expressions for the structural quantities discussed below can
be found in the Appendix.
Fig. 3.1 shows how the strength of the static interparticle correlations of
the dilute fluid depends on the magnitude of the interparticle attraction ε/kBT .
Two levels of structural characterization are considered: one that takes into
account the full set of PRDFs (i.e., the exact multicomponent description), and















































































Figure 3.1: Effect that the magnitude of the interparticle attraction ε/kBT
has on the static structure of the polydisperse SW fluid described in the
text in the dilute (ρσ3 → 0) limit. (a) [Main panel] Comparison of the re-
duced two-body excess entropy, −s(2)/ρσ3kB (identical to −sex/ρσ3kB in this
limit), computed using eq. 1.3, as well its effective one-component counterpart,
−s(2)eff ρσ3kB, calculated using eq. 3.6 and 1.5. [Inset] Comparison of the reduced
structural order metric, τ/ρ1/3σ, computed using eq.1.4, as well its effective
one-component counterpart, τeff/ρ
1/3σ, calculated using eq. 3.8 and 1.5. Effec-
tive one-component quantities spuriously indicate the presence of structural
anomalies (attractions apparently weaken structure) for energies ε/kBT less
than the values indicated by the black dots. (b) [Main panel] The effective
one-component radial distribution function geff(r), computed using eq. 1.5,
plotted versus reduced interparticle separation r/σ. [Inset] The interparticle
potential, Veff(r) = −kBT ln geff(r), of the effective one-component fluid.
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is that the structural order metrics that properly account for the polydisperse
nature of the fluid (−s(2)/ρσ3kB and τ/ρ1/3σ) show qualitatively different
behavior than their effective one-component counterparts (−s(2)eff /ρσ3kB and
τeff/ρ
1/3σ). The former display the expected monotonic behavior; i.e., static
correlations strengthen with increasing magnitude of the interparticle attrac-
tions. In fact, in the Appendix, we demonstrate that this monotonic trend
must always be observed in the dilute limit for this system, independent of the
width of the diameter distribution. In contrast, the effective one-component
quantities both spuriously indicate the presence of a structural anomaly; i.e.,
conditions where static correlations apparently weaken with increasing inter-
particle attractions.
Why do −s(2)eff /ρσ3kB and τeff/ρ1/3σ predict qualitatively different be-
havior than −s(2)/ρσ3kB and τ/ρ1/3σ, respectively? The basic mathematical
reason is that the structural metrics are nonlinear functionals of the PRDFs.
Thus, their behaviors can depend sensitively on whether the latter “inputs”
are treated in a multicomponent or a pre-averaged (effective one-component)
manner. From a physical perspective, as illustrated in Fig. 3.1b, averaging
the PRDFs to obtain geff(r) softens the apparent pair correlations in the
fluid, as well as the effective interactions between the particles, Veff(r) =
−kBT ln geff(r). As a result, the effective one-component metrics significantly
underestimate the effect that the attractions have on static structure. For ex-
ample, the magnitude of −s(2)eff /ρσ3kB is much smaller than that of −s(2)/ρσ3kB
(which is equal to −sex/ρσ3kB in this dilute limit) for ε/kBT > 1, illustrating
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Figure 3.2: Partial radial distribution functions g30j(r) describing correlations be-
tween the 30th and the jth pseudo-components (j ∈ [1, 60]) of the polydisperse SW
fluid obtained via MC simulations. Results are shown as a function of reduced inter-
particle separation r/σ and interaction diameter (σ30 + σj)/2. Color (red-to-blue)
corresponds to magnitude of g30j(r) (high-to-low). Data are for a reduced density
of ρσ3 = 1.05 and interparticle attractions of (a) ε/kBT = 0 (hard-sphere limit) and











































































Figure 3.3: Effect that magnitude of the interparticle attraction ε/kBT has
on the static pair correlations of the polydisperse SW fluid at a reduced den-
sity of ρσ3 = 1.05. Data obtained via MC simulations. (a)-(f) Partial radial
distribution functions g30j(r) between 30
th and the jth pseudo-components for
j = 10, 20, 30, 40, and 50 (with corresponding characteristic interaction di-
ameters σ30j = 0.90, 0.95, 1.0, 1.05 and 1.10, respectively) and various values
of ε/kBT . (g) Radial distribution function for the effective one-component
description of the fluid, geff(r), as a function of reduced particle center sepa-
ration r/σ for conditions used to generate the data for panels (a)-(f).
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that one cannot readily estimate the thermodynamic excess entropy from the
effective one-component approximation.
In order to compare this behavior to that of concentrated SW flu-
ids, we analyze results from our MC simulations. Fig. 3.2 displays 60 of the
1830 PRDFs that we collected for the polydisperse SW fluid described in Sec-
tion 3.1 at a reduced density ρσ3 = 1.05 (particle packing fraction of 0.567)
and two extreme levels of interparticle attractions: ε/kBT = 0 (Fig. 3.2a) and
ε/kBT = 2.5 (Fig. 3.2b). The functions presented in Fig. 3.2, labeled g30j(r),
characterize the partial pair correlations between particles with diameters close
to the median size (the 30th pseudo-component) and particles of other sizes
(the jth pseudo-component with j ∈ [1, 60]). In the case of ε/kBT = 0 (i.e.,
the hard-sphere limit), there is a clear relationship between the contact value
g30j(r = σ30j) and the contact diameter σ30j = (σ30 + σj)/2; larger particles
have higher probabilities of contact configurations. This is the expected trend
and is a classic manifestation of the depletion effect.[108, 109] Contact con-
figurations of big spheres are entropically favorable because they increase the
volume accessible to smaller spheres. A weak splitting of the second peak of
the PRDFs is also apparent–as is commonly observed for dense hard-sphere
fluids[110]–the precise shape of which depends on the identities of the par-
ticipating pseudo-components. Interestingly, for ε/kBT = 2.5 (Fig. 3.2b), the
aforementioned entropic packing preferences have all but vanished. The strong
attractions in this limit dominate the pair correlations, and there are only very
minor differences between PRDFs involving different pseudo-components. The
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main point is that the sensitivity of the distribution of PRDFs to ε/kBT sug-
gests that the pre-averaging required for the effective one-component descrip-
tion may also be problematic for this high-density system, as it was for the
dilute case.
The data of Fig. 3.3 clarify this point. Specifically, panels 3.3a-3.3f
illustrate how 5 characteristic PRDFs for this system–g30j(r) for j = 10, 20,
30, 40, and 50–evolve with increasing strength of the interparticle attraction.
The pronounced changes of these functions [e.g., the contact values g30j(r =
σ30j) triple in magnitude with increasing ε/kBT ] should be contrasted with the
behavior of the corresponding effective one-component quantity geff(r) shown
in Figure 3.3g, which not only looks qualitatively different (considerably softer
than the PRDFs) but also is remarkably insensitive to the value of ε/kBT
considered. In other words, the averaging involved in forming geff(r) has the
effect of hiding some significant changes that attractions have on the static
structure of the polydisperse fluid.
The consequences of the aforementioned averaging become clearer in
Fig. 3.4 where we directly compare how the structural order metrics–based on
multi-component versus one-component descriptions of the systems–depend
on ε/kBT . The first point to note is that, as in the dilute fluid, the metrics
−s(2)/kB and −s(2)eff /kB show different behavior, both quantitatively and qual-
itatively. The former provides an excellent approximation to the thermody-
namic excess entropy−sex/kB, while the latter is too small by factor of between
1.8 and 3.5 (depending on ε/kBT ). Also, as observed in the dilute case, the
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Figure 3.4: Effect that magnitude of interparticle attraction ε/kBT has on
different structural order metrics for the polydisperse SW fluid at a reduced
density of ρσ3 = 1.05 Data obtained via MC simulations. [Main panel] Neg-
ative thermodynamic excess entropy, −sex/kB (diamonds), and its two-body
approximation based on multicomponent, −s(2)/kB (squares), and effective
one-component, −s(2)eff /kB (circles), descriptions of the system. [Inset] Transla-
tional structure metrics based on the effective one-component, τeff (circles), and
multicomponent, τ (squares), descriptions of the system. Curves are guides to
the eye.
effective one-component quantity reports that the fluid is structurally anoma-
lous (attractions apparently weaken pair correlations) across a wide range of
ε/kBT . In contrast, −s(2)/kB shows normal behavior (attractions strengthen
correlations) except for a very narrow range of conditions at low values of
ε/kBT , where a weak structural anomaly is present. Similar trends are ap-
parent when comparing τ and τeff . The latter underestimates the magnitude
of the structural order, and it overestimates the range of conditions where
structural anomalies occur.
As a final point, we examine the implications of the one-component
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analysis for scaling relationships between static structure and dynamics. In
particular, we plot in Fig. 3.5 reduced shear viscosity ηρ−2/3(mkBT )
−1/2 (here
η shear viscosity and m is particle mass) for the polydisperse SW fluid as a
function of the various structural order metrics analyzed above. The shear
viscosity data we use for this plot was extracted from the earlier molecular
dynamics investigation of Krekelberg et al.[3]. As Rosenfeld[5, 6] originally
observed, the non-dimensionalized form ηρ−2/3(mkBT )
−1/2 is strictly a single-
valued function of −sex/kB for a fluid of classical particles interacting via a
pair potential of the inverse-power-law form and obeying Newton’s equations of
motion. For fluids with more complex structures and interactions, the scaling
can only be expected to approximately hold.
The key point of Fig. 3.5 is that one sees qualitatively different trends
for the scaling relation depending on whether the multicomponent (−s(2)/kB or
τ) or effective one-component quantities (−s(2)eff /kB or τeff) are used. When the
former are adopted, one finds that a single scaling curve describes all data for
which ε/kBT > 2 (i.e., the data for which η follows the “dynamically normal”
trend of increasing with ε/kBT ; see Fig. 2 of ref. [3]). Only dynamically anoma-
lous state points with ε/kBT < 2 (i.e., for which η decreases with increasing
ε/kBT ) deviate from the scaling curve. This is analogous to the excess entropy
scaling behavior observed in recent simulations of liquid water.[111] Specifi-
cally, deviations from excess entropy scaling were also observed for dynamically
anomalous state points (where water’s relaxation times decrease with increas-



































































Figure 3.5: Reduced shear viscosity ηρ−2/3(mkBT )
−1/2 plotted versus vari-
ous structural order metrics based on static pair correlations for the polydis-
perse SW fluid: (a) [main panel] negative two-body excess entropy, −s(2)/kB
and [inset] its effective one-component counterpart, −s(2)eff /kB; (b) [main panel]
translational structure metric, τ , and [inset] its effective one-component coun-
terpart, τeff . Structural data were obtained via the MC simulations of this
study, and the dynamic data were extracted from the earlier molecular dy-
namics investigation of Krekelberg et al.[3]. Open symbols represent data for
ε/kBT > 2 and filled symbols for ε/kBT < 2. For the latter conditions, shear
viscosity anomalously increases with ε/kBT (see Fig. 2 of ref. [3])
ref. [3]), different trends emerge when the effective one-component quantities
−s(2)eff /kB or τeff are adopted in the analysis, which obscure the aforementioned
qualitative connection between the scaling behaviors of two different types of
fluids that exhibit dynamic anomalies.
3.3 Conclusions
This investigation highlights some significant problems that arise when
characterizing real-space, static pair correlations of moderately polydisperse
47
colloidal fluids by a commonly-used effective one-component approach. Specif-
ically, our analysis of a model fluid that mimics the experimental behavior
of colloids with short-range attractions shows that trends based on the one-
component treatment are qualitatively inconsistent with those of the full mul-
ticomponent description; e.g., the former spuriously indicates that pair correla-
tions weaken with increasing attractions over a wide range of conditions. A key
problem associated with the effective one-component analysis is an artificial,
polydispersity-induced “softening” of the apparent static correlations–due to
averaging over different particle sizes–which in turn causes the entropic con-
sequences of structural ordering to be significantly underestimated. As an
example of the implications of this issue, we demonstrate how excess entropy
scalings for the shear viscosity of our model fluid show expected behavior
only when the full multicomponent structural analysis is employed. Finally,
we show that characterization of the partial radial distribution functions in
concentrated suspensions of model colloidal fluid allows for a quantitatively
accurate estimate of the thermodynamic excess entropy, a quantity that can-
not be reliably estimated from an effective one-component analysis.
On the theoretical front, our study demonstrates that both analytical
results from statistical mechanics and Monte Carlo simulations can provide
insights into some of the key polydispersity-related issues for the structural
characterization of model colloidal fluids. An important open question is how
to carry out a similar multicomponent analysis for data obtained via, e.g.,
optical microscopy experiments, where one is inevitably limited by inadequate
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sampling. We are currently exploring the prospects of using maximum likeli-
hood estimation techniques together with liquid-state theory for accomplishing
this, and we will report on our findings in a future study.
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Chapter 4
Generalized Rosenfeld scalings for tracer
diffusivities in not-so-simple fluids: Mixtures
and soft particles
4.1 Introduction
Many computational and experimental studies have now provided em-
pirical evidence of a strong correlation between transport coefficients and the
excess entropy of equilibrium fluids (see, e.g., [5, 6, 7, 55, 10, 1, 11]). The trans-
port coefficients (e.g., diffusivity, viscosity, and thermal conductivity) quantify
the dynamic response of a fluid to a small perturbation in the associated field
variables, while the excess entropy is a negative quantity that characterizes the
number of microstates rendered inaccessible to the fluid (relative to an ideal
gas) due to static interparticle correlations. Changes to macrostate variables
that strengthen the interparticle correlations, and hence make excess entropy
more negative, typically result in slower dynamical processes [6]. This is true
even for confined fluids [18, 55, 112, 113, 114, 115] and for systems that show
anomalous dependencies of transport coefficients on density, temperature, or
the strength of the interparticle attractions [56, 116, 117, 118, 119, 120, 121,
58, 57, 122, 123, 124, 125, 126, 127, 128, 3, 2, 40, 129].
The connection between transport coefficients and excess entropy is of
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fundamental interest because it provides a clue in the long-standing puzzle
concerning what structural and thermodynamic properties correlate with the
dynamics of equilibrium fluids. The link also has practical consequences. For
example, if the transport coefficients of a fluid, cast in an appropriately reduced
form, can be approximately represented as a single-valued function of the
excess entropy, then knowledge of the latter allows indirect “prediction” of
the former [114]. The value of this approach lies in the fact that, while it
is difficult to directly estimate transport coefficients from first principles, the
excess entropy can often be accurately predicted from liquid-state theories.
At present, a rigorous and general statistical mechanical justification for
the empirically observed relationship between transport coefficients and excess
entropy is lacking. However, even in the absence of a formal justification, there
are a number of practical questions that deserve further investigation. Here,
we present new calculations that address key aspects of two such questions.
• For what types of fluid systems is tracer diffusivity, when cast in an
appropriately reduced form, approximately a single-valued function of
excess entropy?
• Can we develop a strategy for determining the aforementioned “appropri-
ately reduced form” for tracer diffusivity of a given system from knowl-
edge of the intermolecular potential, temperature, and composition?
To understand the context of these questions, it is helpful to first con-
sider some background. It has long been appreciated that the following reduced
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form of self-diffusivity, DR ≡ Dρ1/3(kBT/m)−1/2, can be formally represented
as a single-valued function of excess entropy, sex, for any model fluid of iden-
tical particles which interact via an inverse-power-law (IPL) pair potential of
the form v(r) = ε(σ/r)n (see, e.g., [130]). Here, D is self-diffusivity, ρ is num-
ber density, T is temperature, kB is the Boltzmann constant, m is the particle
mass, and the combination εσn is the single parameter of the IPL potential.
The function relating DR and sex strictly depends on the exponent n, but the
dependence is weak. In fact, Rosenfeld [6] first pointed out that the relation-
ship is “quasi-universal” in the sense that, for a given value of excess entropy,
there is less than 30% variation in the predicted self-diffusivities for different
equilibrium IPL fluids with 4 ≤ n ≤ ∞. Because of this observation, we refer
to DR in this work as the Rosenfeld form of reduced diffusivity. Recently,
Mittal et al. [55] demonstrated that the same quasi-universal relationship
also adequately describes the correlation between DR and sex for both bulk
(isotropic) and confined (inhomogeneous) equilibrium Lennard-Jones fluids.
An important point of the Rosenfeld [6] and Mittal et al. [55] investigations,
discussed from a different angle in a more recent study by Dyre and co-workers
[131], is that since both the static and dynamic properties of many dense, sim-
ple liquids are dominated by their repulsive interactions, they closely mimic
the behaviors of “equivalent” IPL fluids. Thus, one can expect DR of these
monatomic simple-liquid systems to scale with sex in a way that is consistent
with the trend originally identified by Rosenfeld.
Yet there are many fluids that cannot be expected to mimic the be-
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havior of monatomic IPL systems. Will excess entropy also prove useful for
predicting the dynamics of these more complex fluids? For example, can excess
entropy be used to reliably predict the effects of temperature and density on
the self-diffusivity of model fluids with soft (or even bounded) pair potentials,
like those that characterize the effective interactions between macromolecules
or micelles in solution [46, 47, 14]? At present the answer is unclear. A recent
molecular dynamics simulation study by Krekelberg et al. [2] demonstrated
that DR of the Gaussian-core fluid is not (even approximately) a single-valued
function of sex, and the same is true for the Rosenfeld-scaled thermal conduc-
tivity and viscosity [132]. Is there a systematic way to construct, based on
knowledge of the pair potentials and temperature of a system, an alternative
reduced form, i.e. a generalized Rosenfeld diffusivity DGR, that (to within ac-
ceptable tolerances) is a function of excess entropy alone? One of the goals of
this study is to address this question for different types of model systems with
a variety of interactions, [e.g., continuous or discontinuous, steeply repulsive
(diverging) or soft (bounded)].
A related question is whether excess entropy can be used to predict the
effects of temperature, density, and composition on the tracer diffusivities of
the components of a fluid mixture? This question has been recently studied
in a limited context. Specifically, following initial work on monatomic systems
by Dzugutov [7], a scaling for the tracer diffusivities of mixtures based on two-
body contributions to the excess entropy has been introduced [22]. Although
it appears that this mixture version of the Dzugutov scaling can capture some
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of the behaviors exhibited by simple fluid systems, it also has some significant
limitations. For example, the reduced diffusivity for the Dzugutov scaling,
DZ , relies on defining an effective “hard-core diameter” for each interparticle
potential, which is not convenient for the study of soft or penetrable particles
with bounded interactions. Moreover, the Dzugutov scaling fails to describe
the behavior of systems in the limit of vanishing number density. Finally,
computing the two-body excess entropy requires knowledge of the radial dis-
tribution functions between all components in the mixture for each thermo-
dynamic state of interest, which is particularly cumbersome when studying
inhomogeneous fluids. This should be contrasted with the excess entropy used
in the Rosenfeld scaling, which can be readily calculated from knowledge of
the fluid’s equation of state. For all of these reasons, we examine in this study
whether one can, based on knowledge of mixture composition, temperature,
and pair potentials, construct a generalized Rosenfeld form for the reduced
tracer diffusivity for component i, DGRi , that is approximately a single-valued
function of the excess entropy of the fluid mixture.
The organization of the chapter is as follows. In Section 4.2, we in-
troduce the simple idea that underlies the generalized Rosenfeld scaling for
predicting tracer diffusivity from excess entropy. Section 4.3 provides details
on the model fluid systems and the simulation techniques that we use here
to put the predictions of this scaling to quantitative tests. In Section 4.4, we
analyze the generalized Rosenfeld scaling for a wide variety of binary mixtures
of hard spheres, Widom-Rowlinson particles, and Gaussian-core particles. In
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Section 4.5, we discuss how this data helps to understand the strengths and
limitations of using excess entropy for predicting the effects that macroscopic
parameters (temperature, density, composition) and microscopic details (par-
ticle diameter, particle mass, softness of the interparticle potential) have on
single-particle dynamics.
4.2 Generalized Rosenfeld form for Reduced Tracer Dif-
fusivity
In order to ensure that DGRi , the generalized Rosenfeld form of the
reduced tracer diffusivity of component i, is defined in a way that is useful
for making excess-entropy based predictions, we aim to have it satisfy the fol-
lowing three criteria for a given system. (i) It should be proportional to the
bare tracer diffusivity, i.e., DGRi = αDi. (ii) The prefactor α, which has units
of reciprocal diffusivity, should be readily calculable based on knowledge of
the parameters that define the fluid system, i.e., macroscopic variables like
temperature T , density ρ, and the mole fractions of the species, as well as
microscopic parameters like particle masses and the pair potentials Vij(r) de-
scribing the effective interactions. (iii) The dimensionless quantity DGRi should
be approximately a single-valued function of sex.
For the case of a monatomic IPL fluid, the aforementioned criteria are
rigorously satisfied at all state points if one adopts the Rosenfeld form of the
reduced self-diffusivity DR discussed in the introduction. In fact, Rosenfeld [6]
previously illustrated that, at low number density, an analytical relationship
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between DR and sex can be obtained for an IPL fluid by using two equations:
an Enskog theory expression for D and a truncated second-virial expansion for
sex. Our approach here is to similarly examine the low-density limit of more
complex model fluids and mixtures, taking advantage of known theoretical
results for the tracer diffusivity and excess entropy to seek out a potentially
useful definition for DGRi . As we show below, these low-density theoretical
results do suggest a simple expression for DGRi that, in the dilute limit, satisfies
the three criteria mentioned above. Of course, unlike for an IPL fluid, choosing
DGRi of a complex fluid so that it is a single-valued function of s
ex at low density
does not guarantee that it will also behave that way at high particle density.
In fact, one can view the extent to which the DGRi versus s
ex scaling holds
at higher particle density as a measure of the utility of excess entropy for
predicting tracer diffusivity of a given fluid system. Section 4.4 focuses on
quantitatively examining this point for a variety of model fluids.
To make the above discussion more concrete, first consider that kinetic
theory indicates that Di is inversely proportional to number density ρ in a





where the quantity [ρDi]0 ≡ limρ→0 ρDi generally depends on temperature,
mixture composition, as well as the masses of the species and their the in-
terparticle interactions. We discuss simple theoretical methods for estimating
[ρDi]0 for model systems below. The relationship between ρ and s
ex, to leading
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Here, the sums are over the Nc components of the mixture, xi is the mole frac-









where β−1 = kBT . Using Eq. (4.2) to eliminate ρ from Eq. (4.1) and rearrang-
ing leads to
Di(








which again is valid only in the the ρ→ 0 limit. We identify the dimensionless
quantity on the left-hand-side, which is clearly a function of sex only at low









Note that the expression for DGR, the generalized Rosenfeld self-diffusion co-
efficient for a monatomic fluid, is obtained by replacing Di with D in Eq. (4.5).
Although the definition for DGRi given in Eq. (4.5) is compact, it is
more convenient for making predictions for model systems if [ρDi]0 is further
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expressed in terms of the mole fractions of the species, the associated pair
potentials, the particle masses, and the temperature. Below, we present simple
theoretical expressions for carrying this out for particles with hard-sphere and
soft (continuous) interactions, respectively.
4.2.1 Hard-Particle Interactions
For models with hard-sphere interactions, an expression for [ρDi]0 is
easily obtained within Enskog kinetic theory [133, 9] In particular, the product


















where mi is the mass of component i, σij is the hard-sphere contact diameter
between particles of type i and j, and gij(σ
+
ij) is the value of the radial distri-
bution function between particles of type i and j at contact. The low density
limit [ρDi]0 is obtained by substituting gij(σ
+
















When computing DGRi for the hard-sphere and Widom-Rowlinson model mix-
tures discussed in Section 4.3, we simply substitute Eq. (4.7) into Eq. (4.5).
4.2.2 Soft-Particle Interactions
We also study fluids of soft particles in this work, i.e., particles with
continuous and bounded interactions that cannot be treated as hard spheres
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with an effective temperature-dependent diameter. In order to predict [ρDi]0
for these models, we use an approximate theory due to Tankeshwar and co-
workers [134, 135], which we refer to as the Tankeshwar diffusion model (TDM).
We have found that this basic theoretical approach strikes a reasonable balance
between simplicity and accuracy. It has been shown to semi-quantitatively de-
scribe how temperature, composition, and density affect the tracer diffusivity
of Lennard-Jones fluids, the one-component plasma, and Yukawa fluids [136].
We have also found that it approximately captures how temperature and den-
sity affect the diffusion coefficient of the Gaussian-core fluid.
The details of the TDM are discussed extensively elsewhere [136, 134,
135]. In short, it is based on an approximate expression for the velocity auto-
correlation function, and hence the tracer diffusivity Di via the Green-Kubo
relation, for each component i of the fluid in terms of two parameters: the
Einstein frequency ωi and a “jumping” frequency τi. The values of these pa-
rameters are obtained by ensuring that the velocity autocorrelation functions
satisfy some exact microscopic sum rules.































































































In Eq. (4.10), Vij is the pair potential between particles of species i and j, and
terms involving three-body static correlations have been omitted. In order to






















i , each of which follow by re-
placing gij(r) in Eq. (4.10), with the Boltzmann factor of the pair potential,
lim
ρ→0
gij(r) = exp[−βVij(r)]. (4.12)
When computing DGRi for the Gaussian-core mixtures discussed in Section 4.3,
we substitute Eq. (4.11) into Eq. (4.5).
4.3 Model Systems and Simulation Methods
As discussed in Section 4.1, a key aim of this study is to investigate
whether it is possible to construct an excess-entropy based strategy for predict-
ing tracer diffusivity generic enough to be successfully applied to fluid mixtures
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with either hard (impenetrable) or soft (penetrable) interparticle interactions.
For our model systems, we choose familiar representations for both: the hard-
sphere (HS) pair potential for the former and the Gaussian-core pair potential
for the latter.
The HS pair potential is discontinuous and athermal, assigning infinite
energy to configurations that have particle overlaps and zero energy to all
others. It is thus represented as
V HSij (r) =
{
∞ r < σij,
0 r ≥ σij.
(4.13)
Here, σij is the contact diameter between particles of type i and j. We investi-
gate several binary HS mixtures with additive diameters, i.e., σij = (σi+σj)/2.
In particular, we first study compositional effects on tracer diffusivity and ex-
cess entropy using a system composed of equimass (m1/m2 = 1) particles with
diameter ratio σ1/σ2 = 1.3. For this system, we examine mole fractions of com-
ponent one in the range 0.1 ≤ x1 ≤ 0.9. We also investigate the effects of diam-
eter ratio by considering particles with σ1/σ2 = 1.3, 2.0, 3.0, 5.0. These latter
studies are carried out at fixed composition x1 = 0.1. All of the above systems





spanning between 0.05 (dilute gas) and 0.5 (near the single-component HS
freezing transition).
We also consider a highly non-additive version of the binary HS mix-
ture: the Widom-Rowlinson (WR) model [137]. In this system, the contact
diameter between particles of the same type is zero (σ11 = σ22 = 0), but the
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cross-diameter is finite σ12 = σ21 = σ and m1 = m2. As might be imagined,
this system exhibits entropically driven phase separation at sufficiently high
density, which we avoid here by studying 0 < ρσ3 < 0.7. Since the model is
symmetric with respect to the interactions, we can deduce global behavior by
studying mole fractions in the range 0 < x1 ≤ 0.5.
Finally, we study fluids composed of soft particles that interact via the
bounded Gaussian-core pair potential [54], given by
V GCij (r) = εij exp[−(r/σij)2], (4.14)
where εij and σij are parameters that characterize the energy and length scale,
respectively, of the interaction between particles of type i and j. For the simu-
lations in this work, we truncate the interparticle interactions at a separation
of 3.2σij. We examine both single-component and two-component Gaussian-
core fluids. For the latter, we adopt the same parameters used in a previous
investigation of the static structure and thermodynamics of that system [24].




22)/2, ε11 = ε22
and ε12 = 0.944ε11 (which encourages mixing), and m1 = m2. We investigate
the binary Gaussian-core fluid at compositions 0.1 ≤ x1 ≤ 0.9, temperatures
0.05 ≤ kBT/ε11 ≤ 0.4, and densities 0.05 ≤ ρσ311 ≤ 1.0. At some temperatures,
the maximum density in this range is not an isotropic fluid due to propensity of
the system to phase separate. We excluded from our analysis any state points
that showed thermodynamic or structural indications of phase separation.
To explore the dynamic properties of the above systems, we perform
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molecular dynamics (MD) simulations. For the HS and WR mixtures, we use a
standard event-driven algorithm [138]. For the binary Gaussian-core fluid, the
equations of motion are integrated using the velocity-Verlet method [17] with
time step δt = 0.05
√
m1σ211/ε11. All MD simulations are carried out in the
microcanonical ensemble with N = 3000–5000 particle using a periodically-
replicated cubic simulation cell with volume V , chosen in accord with the
desired fluid density. Tracer diffusion coefficients Di are calculated by fitting
the long time average mean squared displacement of the i type particles 〈δr2i 〉
to the Einstein relation 6Dit = 〈δr2i 〉. Note that, for the case of the monatomic
fluid, this definition of the tracer diffusivity reduces to the self diffusivity.
We perform multiple independent simulations at several state points for each
model, and we find the relative standard error in tracer diffusivities to be less
than 1%.
Thermodynamic properties of the Gaussian-core fluid mixtures are com-
puted using grand-canonical transition-matrix Monte Carlo (GC-TMMC) sim-
ulations. These simulations are conceptually equivalent to a series of semi-
grand simulations performed over a range of fluid densities stitched together
using ghost insertion/deletion moves. Details of this method can be found
elsewhere [139, 140]. These simulations require fixed values of the activity,
{ξ1, ξ2}, volume, V , and temperature, T , as inputs. The activity is defined as
ξi = Λ
−3
i exp(µi/kBT ) , where µi and Λi are the chemical potential and the
thermal de Broglie wavelength of component i, respectively. All GC-TMMC
simulations for the Gaussian-core fluid mixtures reported here use a system
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volume of V = 343. For the activities, the values of ln ξi that we use span from
32.63 at the lowest temperature to 12.24 at the highest temperature investi-
gated. Thermodynamic properties at other values of activity are obtained via
the histogram re-weighting technique. The primary quantity obtained from
GC-TMMC is the particle number probability distribution Π(N ; {µi}, V, T ).
From this, excess entropies are trivially calculated (see [113]). System size
effects in excess entropy for the Gaussian-core mixtures are found to be neg-
ligle by comparing results to a series of simulations using a smaller volume of
V = 216. We confirmed that the equation of state (and hence excess entropy)
of Gaussian-core fluid mixtures produced from the GC-TMMC simulations
is statistically indistinguishable with that produced from molecular dynamics
simulations.
GC-TMMC calculations for the WR mixtures are performed using a
system volume of V = 343. For this fluid, simulations are completed with
activity values of ξ1 = ξ2 = 1, and histogram re-weighting is applied to obtain
thermodynamic quantities at other values of activity. System size effects are
examined by performing simulations over a limited density and composition
range with a volume of V = 1000, and are also found to be negligible.
The excess entropy data we present for the binary HS mixtures is cal-
culated from the accurate Boublik-Mansoori-Carnahan-Starling-Leland (BM-
CSL) equation of state [141, 142]. As a check, we compared the BMCSL
values for compressibility factor and excess entropy against those obtained via
molecular dynamics simulations for selected state points as a function of par-
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ticle diameter ratio and packing fraction, and we found the agreement to be
excellent.
Finally, we also compare the results for the binary systems to corre-
sponding single-component systems. For the single-component HS system we
use the data of [114] and for the single-component Gaussian-core fluid we use
the data of [2].
4.4 Results and discussion
4.4.1 Hard-sphere mixtures
4.4.1.1 Compositional effects
We begin by investigating the effects of composition on mixtures of HS
particles with size ratio σ1/σ2 = 1.3. Figure 4.1a displays the tracer diffusion
coefficients Di of the two components as a function of total packing fraction
φc for several different compositions, indicated by the mole fraction of large
particles, x1. As must be the case, when one of the species is present in high
concentration, its tracer diffusivity approaches the value of the self-diffusion
coefficient D of the single-component HS fluid at the same packing fraction φc.
However, the tracer diffusivity of the dilute component is generally different
than D. In particular, when component 1 (the larger particles) is dilute,
one should expect D1 < D. This logic can be qualitatively rationalized by
the fact that, on average, motion of the larger solute would require larger local
structural rearrangements (i.e., fluctuations) than for the motion of the smaller

















































































Figure 4.1: Properties of the binary HS mixture with particle diameter ratio
(σ1/σ2) = 1.3, equal mass, and a variety of compositions. (a) Tracer diffusion
coefficients Di and (b) (negative) excess entropy −sex as a function of pack-
ing fraction φc. (c) Rosenfeld D
R
i and (d) generalized Rosenfeld D
GR
i tracer
diffusivities as a function of −sex. Filled and open symbols denote component
1 (large) and 2 (small), respectively. The color of symbols denotes the mole
fraction of component 1, x1, specified in the legend of (a). The solid line in
each figure is the result for the single-component HS system. The dashed red
line in (d) represents a least-squares fit of the data to Eq. (4.15), which results
in α = 0.95, A = 1.85, and β = 0.74. In (c) and (d), the insets are the same
as the main plots, but on a log-log scale.
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if component 2 (the smaller particles) is dilute. The data in Figure 4.1a is
consistent with these expectations.
It is interesting to note that the compositional variation in lnDi is
fairly insensitive to the value of φc. Moreover, the excess entropy [Figure 4.1b]
exhibits almost no compositional dependence whatsoever, and its packing frac-
tion dependence for any particular composition is nearly identical to that of
the single-component HS fluid. All of this suggests that an appropriate compo-
sition dependent rescaling of the tracer diffusivity data might (approximately)
make it a single-valued function of excess entropy. Indeed, Figures 4.1c and
4.1d show that the generalized Rosenfeld tracer diffusivities DGRi of Eq. 4.5 for
both species collapse onto a single curve [that describing the single-component
(SC) fluid data, DGRSC ] when plotted versus excess entropy, while no data col-
lapse occurs if the tracer diffusivities are näıvely represented in the original
Rosenfeld reduced form DRi .
The single-component relationship DGRSC (s
ex) can be described by a
piece-wise function. The form of its low-density (low −sex) scaling is an in-
verse power law, given by Equation (4.4). From Figure 4.1d, we infer that
when −sex/kB & 1, the relationship becomes approximately exponential. A




α[−sex/kB]−1 −sex/kB < 1,
A exp[−Bsex/kB] −sex/kB > 1,
(4.15)
yields α = 0.95, A = 1.85, and β = 0.74, and describes the simulation data































Figure 4.2: Ratio of tracer diffusivity predicted from (a) Enskog theory
[Eq. (4.6)] and (b) from excess entropy and the single-component HS result
(generalized Rosenfeld scaling) [Eq. (4.16)], for a HS mixture with (σ1/σ2) =
1.3, equal mass, and a variety of compositions. Red dashed lines represent 20%
relative error of prediction. Symbols have the same meaning as in Figure 4.1.
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The data collapse of Figure 4.1d suggests that tracer diffusivities, D1
and D2, of this mixture might also be adequately predicted using Eq. (4.15)
together with knowledge of the pair potentials, composition, and excess en-
tropy of the mixture. Specifically, the generalized Rosenfeld scaling prediction












with B from Eq. (4.3), [ρDi]0 from Eq. (4.7), and D
GR
SC (s
ex) from the fit of the
single-component data to Eq. (4.15).
One way to quantitatively assess the relative predictive ability of Eq. (4.16)
is to compare it to the results of, e.g., the basic Enskog theory given by
Eq. (4.6). Both equations require as inputs several pieces of information,
including the form of the pair potentials and the mixture composition. While
predictions based on the generalized Rosenfeld scaling also require knowledge
of sex for the mixture and properties of the single-component system, Enskog
theory requires knowledge of the state dependent contact values of the three
partial radial distribution functions of the mixture.
Figure 4.2 displays the relative error in the predicted tracer diffusivity
to the simulated diffusivity Dpredictedi /Di. Enskog theory [Figure 4.2a] provides
good predictions at high values of tracer diffusivity (i.e., low φc). However, as
the value of Di decreases (i.e. , φc increases) Enskog theory first underpredicts,
then ultimately significantly overpredicts Di. When looking at the entire range
of φc studied here, 80% of the Enskog theory predictions lie within 20% of
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the molecular simulation data. On the other hand, the excess entropy based
expression of Eq. (4.16) [Figure 4.2b] predicts the tracer diffusivities semi-
quantitatively for all state points investigated here (100% of predictions within
20% of the simulation data).
4.4.1.2 Particle-size asymmetry effects
We also study the effects of particle-size asymmetry on the relationship
between excess entropy and tracer diffusivity by examining a series of binary
HS mixtures at composition x1 = 0.1 and packing fractions in the range 0 <
φc ≤ 0.5. Particles of types 1 and 2 were taken to have identical masses, but
we investigated several systems with different diameter ratios [σ1/σ2 = 1.3,
2.0, 3.0 and 5.0]. Figure 4.3a displays the tracer diffusivities, D1 and D2,
for these systems. Increasing the magnitude of the diameter ratio leads to
progressively larger deviation of the tracer diffusivities from the self-diffusion
coefficient D of the HS fluid at the same φc. As expected, larger particles
diffuse slower than smaller particles [D1 < D < D2]. How is the excess
entropy affected by increasing the ratio of particle diameters? Figure 4.3b
shows that increasing σ1/σ2 at fixed φc and x1 systematically decreases −sex
(i.e., weakens the static interparticle correlations). This effect is qualitatively
connected to the more efficient packing arrangements that spheres can sample
when significant polydispersity is present [143, 144].
Given that increasing size ratio uniformly reduces structural correla-


































































































Figure 4.3: Properties of the binary HS mixture at composition x1 = 0.1, equal
mass, and several size ratios (σ1/σ2) [see legend in (a)]. (a) Tracer diffusion
coefficientDi and (b) (negative) excess entropy−sex versus packing fraction φc.
(c) Tracer diffusivity reduced in the original Rosenfeld DRi and (d) generalized
Rosenfeld DGRi forms as a function of −sex. Filled and open symbols represent
large (component 1) and small (component 2) spheres. Symbol shapes denote
different particle diameter ratios, as described in the legend of (a). The solid
line in each figure is the result for the single-component HS system. In (c) and































Figure 4.4: Ratio of tracer diffusivity predicted from (a) Enskog theory
[Eq. (4.6)] and (b) from excess entropy and the single-component HS data
(i.e., generalized Rosenfeld scaling) [Eq. (4.16)], for a HS mixture with equal
mass, composition x1 = 0.1, and a variety of size ratios (σ1/σ2). Red dashed
lines represent 20% relative error of prediction. Symbols have the same mean-
ing as in Figure 4.3.
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it might not be surprising that tracer diffusivity data represented in the origi-
nal Rosenfeld form, DRi , does not collapse when plotted versus excess entropy
[Fig. 4.3c]. The DRi data for the smallest size ratio σ1/σ2 = 1.3 is qualita-
tively similar to the single-component result. However, there is significant
deviation for larger diameter ratios, with excess entropy underpredicting the
mobility of smaller particles and overpredicting that of larger particles. Fig-
ure 4.3d shows, however, that tracer diffusivity reduced in the generalized
Rosenfeld form, DGRi , mostly collapses to the single-component curve when
plotted versus −sex. The most pronounced deviations are for the largest size
ratio (σ1/σ2 = 3, 5) at the highest packing fractions (φ ≥ 0.45).
Figure 4.4 quantitatively compares the predictions of Enskog theory
[Eq. (4.6)] with those based on the generalized Rosenfeld scaling [Eq. (4.16)].
At high values of Di (low φc), both methods provide accurate predictions. As
before, for decreasing Di (increasing φc), Enskog theory first underpredicts
and then ultimately overpredicts the tracer diffusivities. The excess entropy
based predictions never underpredict, but eventually overpredict the mobility
at high values of φc. As an overall measure, the Enskog and the excess entropy
expressions predict 70% and 80% of the tracer diffusivities within 20% of the
simulated values, respectively. Moreover, we note that while the excess entropy
method predicts the tracer diffusivities of the two components with similar
reliability, the Enskog expression does well for the small particles (90% within
20%), but poorly for the large particles (50% within 20%).
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4.4.1.3 Two-body excess entropy scaling
As noted in Section 4.1, an alternative excess entropy based scaling for
diffusion was introduced by Dzugutov [7], who found that an appropriately
reduced form of the self-diffusion coefficient DZ for atomic fluids at moderate
densities is nearly a universal function of the two-body contribution to the
excess entropy s(2). Subsequently, others have suggested a generalization of
this scaling [22] to predict tracer diffusivities of fluid mixtures. In the gen-
eralization, the reduced tracer-diffusion coefficient, defined as DZ,i ≡ Di/χi,
where













is thought to approximately scale with the i-component contribution to the
two-body excess entropy, defined as [22]
s
(2)









{gij(r) ln gij(r)− [gij(r)− 1]}. (4.18)






In Figure 4.5a and b we examine the mixture generalization of the
Dzugutov scaling for the HS systems discussed above. Specifically, we show
data with fixed diameter ratio and varying composition in panel (a) and fixed
composition and varying diameter ratio in panel (b). Both sets of data more
























































Figure 4.5: Tracer diffusivity reduced in generalized Dzugutov form DZ,i dis-
cussed in text versus (negative) i-component contribution to two-body excess
entropy −s(2)i of binary HS mixtures. (a) Particle diameter ratio σ1/σ2 = 1.3,
equal mass, and a variety of compositions. Symbols have same meaning as
Figure 4.1. (b) Composition x1 = 0.1, equal mass, and a variety of size ratios.
Symbols have same meaning as Figure 4.3. Insets are the same as the main
plots, but with a log-log scale.
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appear systematic. The single-component relation with s
(2)
i overpredict the
small sphere mobility and underpredict the large sphere mobility.
Unfortunately, the predictive value of this type of scaling is inherently
limited by the fact that the single-component data cannot access the large
values of −s(2)i realized by the large spheres in a mixture. The former reach
a value of 5.5kB at φc = 0.5, while the latter are greater than 10kB for the
largest size ratios examined here. As a result, “predicting” tracer diffusivities
of a mixture would require some systematic way of extrapolating the single-
component curve by a substantial amount. As discussed in Section 4.1, the
scaling is also limited to systems, like the HS fluid, for which the interparticle
repulsions are steep enough to define an effective hard-core diameter to each
interaction. Thus, it will be of little use for studying systems with bounded
interactions like the Gaussian-core potential or a other models that character-
ize the soft effective interactions between macro- or supramolecular species in
solution [14].
4.4.2 Widom-Rowlinson mixtures
Here we examine the behavior of the Widom-Rowlinson (WR) model
fluid introduced in Section 4.3. Recall that it is defined as a mixture of non-
additive hard spheres with σ11 = σ22 = 0 but σ12 = σ. Figure 4.6a displays
the tracer diffusivity Di as a function of density for a several compositions
x1. Note that the Di is always greater then the self-diffusion of the single-




































































Figure 4.6: Properties of the Widom-Rowlinson mixture. (a) Tracer diffusivi-
ties Di (i = 1, 2) and (b) (negative) excess entropy −sex as function of density
ρσ3. (c) Tracer diffusivity reduced in original Rosenfeld form DRi and (d) gen-
eralized Rosenfeld form DGRi as a function of −sex. Filled and open symbols
denote component 1 and 2, respectively. The symbol type denotes the mole
fraction of component 1, x1, indicated in the legend of (a). The solid line in
each figure is the result for the single-component HS fluid. In (d) the insets
are the same as the main plots, but on a log-log scale.
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be less in the WR fluid than in the HS fluid at the same density. At x1 = 0.5,
D1 = D2, since the fluid is symmetric. At fixed density, as x1 decreases, D1
decreases while D2 increases. This is because the dilute species will experience
many more collisions per unit time (it has more neighbors of the opposite
type) than the concentrated species. Likewise, Figure 4.6b shows −sex for
the WR fluids is always less than that of a single-component HS fluid of the
same density. This is expected since particles of the same type do not directly
exclude volume from one another, which in turn reduces the entropic driving
force for forming strong interparticle correlations. Decreasing x1 from 0.5
toward zero at fixed density decreases −sex because it increases the number of
particles in the system that do not interact.
As was the case for the HS fluid mixtures, Figure 4.6c shows that
the tracer diffusivity reduced in the original Rosenfeld form, DRi , is not even
approximately a single-valued function of sex. On the other hand, Figure 4.6d
shows that the tracer diffusivity data cast in the generalized Rosenfeld form,
DGRi , largely collapses when plotted versus excess entropy. Interestingly, D
GR
i
of the WR fluid is well described by the mathematical form of the single-
component HS data. The quality of the collapse is more easily seen on a
log-log scale (inset to Figure 4.6d).
Figure 4.7a and b compare the accuracy of predicting tracer diffusivity
of the components of the WR fluid based on Enskog theory [Eq. (4.6)] versus
excess entropy of the WR mixture and the single-component relation for the


























Figure 4.7: Ratio of tracer diffusivity predicted from (a) Enskog theory
[Eq. (4.6)] and (b) from excess entropy and the single-component HS result
(generalized Rosenfeld scaling) [Eq. (4.16)], for the Widom-Rowlinson mix-
ture. Red dashed lines indicate 20% relative error of prediction. Symbols have
the same meaning as in Figure 4.6.
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Figure 4.8: Tracer diffusivity reduced in the mixture generalized Dzugutov
form discussed in text DZ,i versus the (negative) i-component of the two-body
excess entropy s
(2)
i for the Widom-Rowlinson model. Symbols have same the
meaning as Figure 4.6.
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the WR data within 20% of the simulation values. In contrast, the excess
entropy method predicts 97% of the data within 20% of the simulated tracer
diffusivities.
Lastly, since the WR model is composed of (non-additive) hard par-
ticles, it represents another good test case for the mixture generalization of
the Dzugutov scaling. Figure 4.8, however, clearly shows that this two-body
scaling does not collapse the WR data. In general, particles of type i diffuse
considerably faster than would be predicted based on the single-component
HS fluid behavior and the i-component of the two-body excess entropy in the
WR mixture. Moreover, the magnitude of the under prediction depends sensi-
tively on composition. This breakdown of the mixture version of the Dzugutov
relation for non-additive HS fluids indicates that it is not as widely applicable,
even within the limited class of HS model fluids, as the generalized Rosenfeld
scaling introduced here.
4.4.3 Single-component Gaussian-core fluid
As discussed in Section 4.1, and much more extensively in [50, 52, 2, 40],
the properties of the single-component Gaussian-core fluid are anomalous com-
pared to those of simple atomic liquids. For example, as shown in Figure 4.9a,
the self diffusivity D of the Gaussian-core fluid first decreases, and then anoma-
lously increases as a function of particle density along an isotherm. Likewise,
−sex at constant temperature first increases (the fluid becomes more struc-













































































































Figure 4.9: Properties of the single-component Gaussian-core fluid. (a) Self
diffusivity D and (b) (negative) excess entropy −sex versus density ρ. (c) Self
diffusivity reduced in the Rosenfeld form DR and (d) the generalized Rosenfeld
form DGR as a function of −sex. In (a) and (b), arrows indicate increasing
temperature T . In (c) and (d), symbol type corresponds to density, indicated
in the legend of (c). In (d), inset is the same as the main plot but on log-log
scale. In (d), the red dashed line represents a least-square fit of the data to
Eq. (4.15).
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a function of density.
In brief, these unusual trends can be qualitatively rationalized based
on the Gaussian form of the repulsion. When the density and temperature are
sufficiently low, the distance between particles is larger than the range of the
potential. Under these conditions, the part of the interaction that the particles
sample when they “collide” appears steeply repulsive, and thus the effects of
density on structure and dynamics are similar to those of HS fluid. However, at
high particle densities, particles in the Gaussian-core fluid effectively overlap
one another due to the bounded form of the interaction. The effect is that each
particle constantly experiences largely canceling soft repulsive forces of many
neighbors. Increasing the particle density under these conditions enhances this
effect, paradoxically weakening the structural correlations and increasing the
self diffusivity of the fluid.
It is clear from Figure 4.9a and b that both D and sex are strongly cor-
related for the Gaussian-core fluid. In Figure 4.9c, we show the self-diffusion
coefficient expressed in the original Rosenfeld form, DR, as a function of −sex.
As noted previously [2], this basic scaling is not even approximately a single-
valued function of excess entropy. However, similar to the behavior of the HS
and WR mixtures discussed previously, Figure 4.9d shows that the generalized-
Rosenfeld-scaled self diffusivity DGRi collapses to a single curve when plotted
versus excess entropy. The quality of the collapse at even low density is ap-
parent in the log-log plot shown in the inset to Figure 4.9d. We also observe
that the same functional form that was used to fit the single-component HS
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data can also be applied to the Gaussian-core system. In particular, fitting
the data to Eq. (4.15) yields α = 0.59, A = 1.33, and B = 0.90. As shown in
Figure 4.9d, Eq. (4.15) with these parameters (red dashed line) describes the
simulation data very well.
4.4.4 Binary Gaussian-core mixtures
As a final test of the relationship between single-particle dynamics
and excess entropy in soft-particle fluids, we examine the binary mixture of
Gaussian-core particles described in Section 4.3. In particular, Figures 4.10a–
b display the tracer diffusivities of the large and small Gaussian-core particles
as a function of density for a variety of mixture compositions (x1 = 0.1, 0.3,
0.5, 0.7, and 0.9) and reduced temperatures kBT/ε = 0.05, 0.1, and 0.2. The
first point of interest in the data, evident in Figure 4.10a, is that the tracer
diffusivity of the larger type 1 particles displays the same anomalous trend
as a function of density as the single component Gaussian-core fluid. That
is, increasing the density eventually leads to an anomalous increase in D1.
However, over the density range considered here, the tracer diffusivity of the
small type 2 particles does not show this anomalous trend (see Figure 4.10b).
From a qualitative perspective, these different behaviors perhaps might be
expected, since the larger particles begin to overlap more (and hence transi-
tion into anomalous, mean-field behavior) at lower densities than the smaller
















































































Figure 4.10: (color online) Properties of the binary Gaussian-core fluid de-
scribed in the text. Tracer-diffusion coefficient of (a) component 1 and (b)
component 2 versus density. (c) Illustration of the crossover in tracer diffu-
sivity for components 1 and 2 as a function of density. (d) Excess-entropy
−sex versus density. (e) Rosenfeld scaled tracer-diffusivity DRi , (f) general-
ized Rosenfeld tracer diffusivity DGRi , and “collective” generalized Rosenfeld
tracer diffusivity DGR,C = (DGR1 )
x1(DGR2 )
x2 versus −sex. Symbol type corre-
sponds to reduced temperature kBT/ε11: 0.05 (circles), 0.1 (squares), and 0.2
(diamonds). For clarity in (a)-(d), increasing temperature is given by the di-
rection of the arrow.. In (a)-(f), closed and open symbols denote components
1 and 2, respectively. Panel (c) displays the crossover behavior of the tracer
diffusivities for x1 = 0.9 and kBT/ε11 = 0.05 and 0.1. In panels (f) and (g),
small black crosses represent the single-component Gaussian-core data. Inset
to (g) is the same as the main plot but on a log-log scale.
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One consequence of the dynamic decoupling of small and large particles
described above is a crossover density for tracer diffusivity. Specifically, large
particles have lower tracer diffusivity than small particles at low density, but
they attain higher values of tracer diffusivity than small particles at sufficiently
high density [see Figure 4.10c]. Because of this crossover, the Gaussian-core
fluid mixture is an interesting counterexample to the fluids discussed thus
far. It appears that both components cannot scale in a simple way with
a single static measure like −sex [Figure 4.10d]. This is evident, when one
considers how the reduced Rosenfeld [Figure 4.10d] and generalized Rosenfeld
[Figure 4.10e] forms of tracer diffusivity behave as a function of −sex. As
before, the original Rosenfeld form, DRi , fails to collapse any of the data.
The generalized Rosenfeld form, DGRi , does an excellent job of collapsing the
low-density data, but necessarily breaks down at higher densities, where the
anomalous behavior emerges.
We close our discussion of the binary Gaussian-core mixture with an
interesting empirical observation. In the spirit of [21], we find that a col-
lective tracer diffusivity of the mixture, which we define here as DGR,C ≡
(DGR1 )
x1(DGR2 )
x2 , is still a single-valued of excess entropy over the wide range
of temperature, density, and compositions investigated here [see Figure 4.10g].
As can be seen, it also quantitatively tracks the relationship between DR and
−sex for the single-component Gaussian-core fluid. What this implies is that
tracer diffusivity of one component can be predicted based on knowledge of
tracer diffusivity of the other component, the excess entropy of the mixture,
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and the behavior of the one-component fluid. Of course, this observation also
holds true (trivially) for the other mixtures we discussed earlier because the
generalized Rosenfeld tracer diffusivities themselves are single-valued functions
of sex of those systems.
4.5 Conclusions
In this work, we present a new dimensionless form of the tracer dif-
fusion coefficient of a species which we call the generalized Rosenfeld tracer
diffusivity. We show, via molecular simulation, that this quantity is approxi-
mately a single-valued function of excess entropy for a range of model one- and
two-component fluid mixtures. The empirical excess entropy scaling is con-
sistent with the various effects that composition, temperature, density, and
microscopic interactions have on the equilibrium single-particle dynamics of
these systems. Generalizing an earlier argument of Rosenfeld [6], we show
that the functional form of the reduced tracer diffusivity can be obtained by
examining the theoretical behavior of excess entropy and tracer diffusivity in
the low-particle-density limit.
We demonstrate that the aforementioned “generalized Rosenfeld” scal-
ing applies more broadly than other simple approaches such as Enksog theory
or empirical scalings based on the pair-correlation contribution to the excess
entropy. However, we also identify some important limitations of the approach.
For example, the scaling breaks down for highly asymmetric hard-sphere mix-
tures (diameter ratios of 5 or larger) for packing fractions near the freezing
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transition. It also breaks down for Gaussian-core mixtures, where the softness
of the interactions combined with the size asymmetry gives rise to significant
decoupling of the single-particle dynamics of the species. Interestingly, even
in this latter case, we show that a single, collective measure of the tracer dif-
fusivities obeys an excess entropy scaling, which provides a quantitative link
between structure and the tracer diffusivities of the two components.
It may also be fruitful in future work to develop generalized Rosenfeld
scalings for other transport coefficients, like thermal conductivity and shear
viscosity. We plan to focus on extending the ideas of the present study to
systems with other types of dynamics (e.g., including effects of dissipation,
hydrodynamic interactions, etc.). We also are studying what aspects of inter-
particle interactions can give rise to decoupling of species-specific structural
and dynamic quantities.
4.6 Author Contributions
The work in this chapter was originally published in 2009 [2]. Thomas
M. Truskett designed the research, developed the virial scalings and helped
write the document. William P. Krekelberg provided MD simulations of the
Widom-Rowlinson fluid, analyzed data and wrote the core of the document.
Gaurav Goel analyzed data and provided the calculation of the hard-sphere
excess entropy through the BMCSL equation of state. Jeffrey R. Errington and
Vincent K. Shen provided GC-TMMC simulations. Mark J. Pond provided
MD simulations of the binary hard-sphere fluid and the binary Gaussian-core
88




scaling to predict long-time diffusivity in
dense fluids of Brownian particles: From hard
to ultrasoft interactions
5.1 Introduction
Dense suspensions of hard-sphere colloids have long served as useful
experimental models for exploring how constraints of particle packing affect
the properties of condensed phases.[145, 146, 147] Nonetheless, many techno-
logically relevant suspensions contain high concentrations of “particles” (e.g.,
micelles, microgel colloids, dendrimers, or star polymers) which interact with
one another through considerably softer effective potentials.[14, 47, 24] Such
systems are of fundamental interest because they exhibit novel properties that
cannot be readily understood in terms of concepts derived from idealized
hard-particle systems like “excluded volume”, “crowding”, “collision rate”,
etc. Examples highlighted in theoretical and computer simulation studies in-
clude reentrant and cluster crystalline phases, [53, 148, 46, 149, 35, 150, 151,
152, 51, 153, 154] as well as anomalous dependencies of fluid-phase thermo-
dynamic, [50, 155, 2, 42] structural, [156, 52, 2, 40, 157, 158, 159, 160] and
dynamic [156, 50, 152, 52, 2, 40, 42, 158, 157, 160] properties on particle con-
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centration.
To date, much of the theoretical work on these systems has been de-
voted to developing and testing statistical mechanical approaches for predict-
ing their structural and thermodynamic behavior.[14, 161, 15, 162] However,
some of the focus is beginning to shift toward predicting dynamics. For exam-
ple, it has recently been shown that generalized Langevin theories[52, 163, 164]
can qualitatively (but not yet quantitatively) predict the anomalous density
dependence of the long-time self-diffusivity observed in Brownian dynamics
simulations of the Gaussian-core model. Likewise, mode-coupling theory has
been able to capture some of the non-monotonic dynamic trends displayed
by fluids of particles that interact via star-polymer-like,[156] harmonic,[165]
Hertzian,[160] or Gaussian-core [158, 166] pair potentials. Kinetic theory has
also been used to gain insights into the nontrivial temperature- and density-
dependent trends in the long-time molecular dynamics of particles with bounded,
penetrable-sphere interactions.[167]
Another promising, albeit more heuristic, approach for predicting the
dynamic properties of soft-particle fluids is a recently proposed generalization[42]
of the excess-entropy scaling method of Rosenfeld.[5, 6] Here, excess entropy sex
refers to the difference between the entropy per particle of the fluid and that
of an ideal gas of particles with the same number density ρ. Excess entropy is
a negative quantity, and its magnitude characterizes the extent to which static
interparticle correlations – present due to interparticle interactions – reduce
the number of microstates accessible to the fluid. The qualitative expectation,
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corroborated by data from both computer simulations and experiments (see,
e.g., refs. [6, 7, 122, 55, 10, 1, 11, 131]), is that changes to a fluid that strengthen
its interparticle correlations also result in slower dynamic relaxation processes.
In the generalized Rosenfeld (GR) scaling approach,[42] information
about interparticle interactions is used to recast the species’ long-time tracer
diffusivities as dimensionless (GR-reduced) combinations that are, by con-
struction, single-valued functions of sex in the low ρ limit. For fluids of parti-
cles that interact solely via an inverse-power-law pair (IPL) repulsion, one can
easily show that GR-reduced diffusivities remain single-valued functions of sex
for all values of ρ and temperature T . Interestingly, Krekelberg et al. have
further discovered that GR-reduced tracer diffusivities obtained from molecu-
lar dynamics simulations of more complex model systems – equilibrium fluid
mixtures of (additive or non-additive) hard-sphere or Gaussian-core particles
at different values of ρ, T , and composition – approximately follow a simi-
lar excess-entropy based scaling relation.[42] From a practical viewpoint, this
means that knowledge of the interparticle interactions and the thermodynamic
excess entropy for these model fluids allows one to predict key aspects of their
long-time dynamic behavior.
Can the GR scaling method be extended to treat systems with differ-
ent types of dynamics (e.g., with equations of motion that incorporate dy-
namic effects of “solvent” surrounding the particles)? In this work, we take a
step toward addressing this question. Specifically, we present simulation data
that tests whether the GR scaling method can be recast in a manner useful
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for predicting long-time tracer diffusivities of suspended particles undergoing
Brownian (i.e., overdamped Langevin) dynamics in the absence of interparticle
hydrodynamic forces.
5.2 Methods and Definitions
The model fluids considered here comprise particles that interact via
pair potentials V(r) of the IPL [V(r) = ε(σ/r)µ], Gaussian-core [V(r) =
ε exp{−(r/σ)2}], and Hertzian [V(r) = ε(1 − r/σ)5/2] forms. Here ε and σ
represent characteristic energy and length scales of these interactions, respec-
tively, and µ determines the “softness” of the IPL repulsion. As we discuss
below, a key result from our study is that GR-reduced tracer diffusivities,
sampled across a wide range of T and ρ for these models, approximately col-
lapse onto a single curve when plotted versus sex. A consequence is that the
tracer diffusivities of the ultrasoft Gaussian-core and Hertzian particle fluids,
which display anomalous trends with increasing ρ,[52, 157] can be estimated
(to within 20% relative error) – with no adjustable parameters– from knowl-
edge of (1) the interparticle interactions, (2) the value of sex at the state point
of interest, and (3) the GR scaling behavior of simpler IPL fluids.
For the case of Brownian dynamics considered here, it is convenient to
express the GR-reduced long-time diffusivity as[42]
(1−D/D0)GR ≡ (1−D/D0)
B[1− d lnB/d ln β]
D2
, (5.1)
where B is the second virial coefficient, β ≡ 1/kBT , kB is Boltzmann’s con-
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stant, and D2 = −(∂[D/D0]/∂ρ)T |ρ=0 quantifies how pair interactions at low
particle concentration modify the tracer diffusivity D relative to the infinite
dilution value D0. As has been shown elsewhere,[42] (1−D/D0)GR = −sex/kB
for densities low enough that O(ρ2) quantities can be neglected.
Based on eq. 5.1, it is evident that four quantities must be computed
to test the GR excess-entropy scaling relation for state points across the T -ρ
plane: B, D2, D/D0, and s
ex. The first two depend solely on β and V(r)
and can be calculated from simple theoretical considerations. Specifically, B
can be obtained by integrating the following expression numerically: B =
−(1/2)
∫










Eq. 5.2 is derived by the relaxation method, an approach outlined in detail












− 2Q = r2d(βV)
dr
(5.3)
The physical significance of Q(r) is that it characterizes the extent to which
application of a small external force f to a particle in the low-ρ fluid would
distort its pair correlation function with its neighbors, g(r) = exp[−βV(r)]{1+
1In this work, we used the MATLAB function bvp4c to solve eq. 5.3
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Figure 5.1: GR-reduced long-time diffusivity, (1−D/D0)GR, versus negative
excess entropy −sex/kB for (a) IPL, (b) Hertzian and (c) Gaussian-core fluids.
The IPL fluids have exponents µ discussed in the text. The solid black curve
is a least-squares fit to the IPL data from Figure 5.1a. The dashed red lines
indicate a difference of 20% from the IPL fit. The insets show the reduced
diffusivity change, 1−D/D0, as a function of density, ρσ3.
95
βQ(r)r · f/2r}, and hence modify its effective mobility. One boundary condi-
tion on Q(r)− valid for all V(r) considered here – is that the force-induced dis-
tortion of the pair correlation function must decay at large distances from the
central particle, Q(∞) = 0. The second boundary condition depends on the
form of the short-range interparticle repulsion. For interactions studied previ-
ously with a hard-sphere repulsion at a separation r = σ,[168, 169, 170, 171]
the following condition holds: (dQ/dr)|r=σ = −1. We have verified that this
condition also accurately describes the behavior of particles with softer IPL
repulsions if it is applied at an effective hard-sphere “Boltzmann”[172] diam-
eter r = σB defined by V(σB) = 10kBT . To our knowledge, this work is the
first to consider D2 for ultrasoft potentials like the Gaussian-core or Hertzian
models that are bounded at zero interparticle separation. From eq. 5.3, it is
apparent that the condition Q(0) = 0 applies for such models.
To compute D/D0, we use Brownian dynamics simulations, where par-
ticle translations are governed by the Langevin equation, solved in the over-
damped limit. The algorithm we employ, wherein the position ri of each
particle i ∈ [1, N ] updates at each time step according to ri(t + ∆t) =
ri(t)−D0∆t∇
∑N
j 6=i βV(rij(t)) + ∆ri, is detailed elsewhere. [36, 17] The quan-
tity ∆ri denotes a random displacement due to solvent collisions; its magni-
tude is taken to be Gaussian-distributed with a mean of zero and a variance
of 6D0∆t.
The Brownian dynamics simulations track N particles in a periodically-
replicated cubic simulation cell whose volume V sets ρ = N/V. We use N =
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1000, 2000, and 3000 particles for the IPL, Hertzian, and Gaussian-core fluids,
respectively. Interparticle potentials were truncated at r = 1.4σ - 3.9σ,2 σ, and
3.71σ, respectively, for these systems. For simulations of the IPL fluids, we set
D0 = 0.001(σ
2ε/m)1/2 and the ∆t = 0.025τB, where τB ≡ mD0/kBT is a char-
acteristic Brownian time scale. For simulations of Gaussian-core and Hertzian
particle systems, we set D0 = 0.0001(σ
2ε/m)1/2 and ∆t = 0.1τB. Long-time
tracer diffusivities are computed from the mean-squared displacements via the
Einstein relation, D = 〈∆r2〉/6t as t→∞.
We employ free-energy-based simulation techniques to evaluate sex. In
the first step, we obtain the ρ dependence of the Helmholtz free energy at
high T using grand canonical transition matrix Monte Carlo simulation. [103]
In the second step, we perform a canonical temperature expanded ensemble
simulation [105] with a transition matrix Monte Carlo algorithm [173] to eval-
uate the change in Helmholtz free energy with T at constant ρ. Collectively,
these simulations provide values for excess Helmholtz free energy and excess
energy, and hence sex, at a state point of interest. Interested readers can find
additional details in our earlier papers. [111, 174]
5.3 Results and Discussion
We now examine the simulated behavior of six IPL fluids with expo-
nents of µ = 6, 8, 10, 12, 18, and 36. Specifically, Figure 5.1a shows how
2The cutoff radius rcut was determined by
∫ rcut
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Figure 5.2: GR predictions (curves, discussed in text) and Brownian dynamics
simulation data (symbols) for long-time diffusivity of the (a)Hertzian and (b)
Gaussian-core fluids as a function of density ρσ3.
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(1−D/D0) and its GR-reduced counterpart (1−D/D0)GR vary with density
ρσ3 and −sex/kB, respectively, for these fluids at T = ε/kB. As should be
expected, systems with softer interparticle repulsions (i.e., lower µ) display
considerably faster single-particle dynamics at a given ρσ3. For example, the
µ = 6 fluid must realize a density twice that of the µ = 36 fluid for both
systems to exhibit D/D0 = 0.2. In contrast, (1−D/D0)GR for these fluids
shows only minor systematic variation when plotted versus −sex/kB, with less
than 20% difference between the µ = 6 and µ = 36 values.
To put to the GR scaling relationship for Brownian dynamics to a
more stringent test, we further analyze the behaviors of model fluids with
ultrasoft Hertzian and Gaussian-core interactions (see Figures 5.1b and 5.1c,
respectively). In particular, we explore a broad range of ρσ3 for these two
systems along isotherms spanning from the moderately supercooled liquid
(T ≤ 0.004ε/kB) to temperatures high enough (T ≥ 0.01ε/kB) for the models
to exhibit mean-field-like behavior.[157, 53, 47, 14] Note that this data set
includes state points for which D/D0 increases with increasing ρσ
3 in both
systems, behavior that is anomalous when compared to the trends exhibited
by simpler atomic and colloidal fluids. The main conclusion to be drawn from
Figures 5.1b and 5.1c is that, despite the anomalous relationship between
single-particle dynamics and ρ in these systems, the GR excess entropy scaling
relation looks strikingly similar to the quasi-universal form of the IPL fluids.
In fact, the Hertzian and Gaussian-core data deviate by less than 20% from
the least-squares fit to the (1−D/D0)GR versus sex data from Figure 5.1a.
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5.4 Conculusions
One consequence of this quasi-universal scaling behavior is that one
can estimate Brownian dynamics D/D0 data, even for nontrivial systems with
ultrasoft potentials, simply from knowledge of their interparticle interactions,
the excess entropy, and, e.g., a least-squares fit of the IPL data of Figure 5.1a.
Figure 5.2 illustrates the quality of the predictions made by this approach
for the Hertzian and Gaussian-core model fluids. As can be seen – with no
adjustable parameters – the estimated values of diffusivity are accurate for
low-to-moderate ρ, and remain qualitatively reliable for higher ρ where the
anomalous trends emerge. Collectively, these results illustrate a strong appar-
ent link between static interparticle correlations and long-time dynamics for
model fluids with either hard or ultrasoft interactions.
Finally, whether the approach outlined here can provide an accurate
estimate to the “thermodynamic” component of diffusivity for systems which
also have strong hydrodynamic interparticle contributions to dynamics is an
open question which deserves attention in future studies. Furthermore, it
will be interesting to test whether the GR scaling for diffusivity in Brownian
dynamics also holds for systems with more complex interparticle interactions
(e.g., with more than one characteristic length scale).
5.5 Author Contributions
The work in this chapter was originally published in 2011 [43]. Thomas
M. Truskett designed the research and helped write the document. Jeffrey R.
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Errington provided Monte Carlo simulations to determine the excess entropy.
Mark J. Pond provided Brownian dynamics simulations, analyzed data and
wrote the core of the document.
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Chapter 6
Mapping between long-time molecular and
Brownian dynamics
6.1 Introduction
Computer simulations and statistical mechanical theories have long
served as invaluable tools for understanding relaxation processes that occur
in fluid systems that range from molecular liquids to complex suspensions of
Brownian particles. [14] Depending on the resolution of the interparticle in-
teractions used to model these systems, some descriptions of the microscopic
dynamics are more appropriate to adopt than others. Simplistically, Newto-
nian (i.e., classical molecular) dynamics (MD) is suitable when the particles of
interest are described by force fields with molecular-scale resolution. Modeling
the motion of suspended Brownian particles, on the other hand, typically calls
for coarser interparticle forces and dynamics that approximately account for
the effects of the solvent. [13, 36, 37, 38, 39]
Although the short-time behavior of a given model depends sensi-
tively on its microscopic dynamics,[175] there is evidence that under certain
conditions–e.g., dense fluids near the glass transition–the qualitative long-time
behavior is largely independent of those details.[176, 177] With this in mind, it
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is perhaps not surprising that researchers often select the type of microscopic
dynamics to use in simulations based on other considerations, such as com-
putational efficiency. A common example is adopting classical MD to explore
the long-time dynamic behavior of model complex fluids with coarse, effective
interactions, ignoring the kinetic role of the implicit “fast” degrees of freedom,
e.g, solvent.[54, 178, 31, 50, 153, 2, 157, 40, 160] Although the qualitative
trends provided by these MD simulations have been valuable, there is still
the question of how to map between the long-time MD data of such simula-
tions and that which would have been produced assuming a different type of
microscopic dynamics.
Here, we take a first step toward addressing this issue. Specifically,
we present computer simulation results that test a simple heuristic approach
for mapping between long-time self-diffusion coefficients obtained from Newto-
nian and Brownian (i.e., overdamped Langevin) dynamics (BD). The method
follows from a seemingly naive hypothesis that “what matters” in such a map-
ping can be deduced from the behavior of a fluid of particles that interact via
an inverse-power-law (IPL) pair potential [V(x) = εx−µ], where x = r/σ, r is
the interparticle separation, ε and σ represent characteristic energy and length
scales of the interaction, and µ determines the steepness of the IPL repulsion.
The IPL model is a natural reference system for dense atomic or colloidal flu-
ids, whose static and dynamic properties are dominated by the repulsive part
of their interactions. Furthermore, one can show[5, 130, 131] that a one-to-one
relation must exist between the following dimensionless representations of the
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m/kBT and DBD/D0. Here, ρ is the number density, m is
the particle mass, kB is the Boltzmann constant, and T is temperature. DMD
(DBD) represents the long-time self diffusivity obtained from MD (BD) tra-
jectories, respectively, and D0 is the value of DBD in the dilute (ρ→ 0) limit.




m/kBT and DBD/D0 for IPL fluids is approximately independent of
µ for µ > 4. Hence, a more precise statement of our aforementioned hypothesis
is that the quasi-universal IPL mapping relationship can also be used to esti-
mate DMD from DBD (or vice versa) for other types of fluids, perhaps including
those with very different types of interactions and physical properties.
6.2 Methods
To test this hypothesis, we carry out MD and BD simulations that
probe the long-time dynamics of fluids of particles that interact via IPL po-
tentials with µ = 8, 10, 12, 18, and 36. We also explore the behavior of fluids
with particles interacting via ultrasoft Gaussian-core[53] [V(x) = ε exp{−x2}],
Hertzian[157] [V(x) = ε(1 − x)5/2], and effective star-polymer[180] [V(x) =
A{− lnx+B} for x < 1, and V(x) = ABx−1 exp{(B−1− 1)(1−x)} for x ≥ 1]
potentials. Here, B = f 1/2/2, A = (20/9)kBT (B
−1 − 1)3, and f is the star
polymer arm number. The latter three model systems have received consider-
able attention recently in the theoretical soft matter literature,[14, 156, 157]
and represent stringent test cases for our approach (and others) due to their
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distinctive dynamical trends; e.g., each exhibits a wide range of conditions
where self diffusivity anomalously increases with increasing particle density,
as opposed to the behavior of IPL fluids. The MD and BD simulations that we
present here cover much of the computationally accessible phase space of these
model fluids, including both equilibrium and moderately supercooled condi-
tions (∼ 103 state points in total). As we show below, a potentially useful
outcome of our analysis of this extensive data set is an empirical analytical
equation that semi-quantitatively relates DMD and DBD for these systems.
The MD simulations of our study generate dynamic trajectories by
solving Newton’s equation of motion using the velocity-Verlet algorithm in
the microcanonical ensemble.[17] For IPL, Hertzian, and star-polymer fluids,
they contain N particles (N = 1000, 4000, and 4000, respectively) and use in-







respectively. The BD simulations presented here generate trajectories by
solving the Langevin equation in the high-friction limit using the conven-
tional Brownian (Ermak) algorithm.[17, 36] For the star-polymer fluid, they
contain N = 4000 particles, and use a time step of ∆t = 0.1τB, where
τB = mD0/kBT and D0 = 0.001
√
σ2kBT/m. All simulations use a period-
ically replicated cubic cell with reduced volume V/σ3 determined by the num-
ber density ρσ3 = Nσ3/V of interest. For the IPL, Hertzian, and star-polymer
systems, the pair potentials are truncated at rcut = 1.4− 3.9σ (depending on
µ)[43], 1σ, and 3.6σ respectively. Long-time tracer diffusivities from both MD
and BD simulation trajectories are computed from the average mean-squared
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Figure 6.1: Reduced long-time diffusivity from MD simulations
Dρ1/3(kBT/m)
−1/2 versus the fractional reduction in the long-time dif-
fusivity from BD simulations (relative to the dilute value), (1−D/D0)BD.
The blue circles correspond to the Hertzian fluid at temperatures ranging
from 0.002 − 0.02 ε/kB and densities that range from 0.2 − 8.0 σ−3. The red
circles correspond to the Gaussian-core fluid at temperatures ranging from
0.004 − 0.2 ε/kB and densities that range from 0.01 − 1.0 σ−3. The green
circles correspond to IPL fluids with exponents, µ, ranging from 8 to 36 and
values of the parameter ρσ3(ε/kBT )
3/µ that span the respective equilibrium
fluid phases. The curve is a least-squares fit to the data for the three systems,
and is given by eq. 6.1 with c1 = 3.3176 and c2 = 2.6645.
particle displacements via the Einstein relation. For the analysis presented be-
low, we also include some previously reported MD simulation data[2] for the
Gaussian-core fluid and BD simulation data[43] for the IPL, Gaussian-core,
and Hertzian fluids. The methods used in those studies are the same as those
described above, and the required simulation parameters can be found in the
original papers.
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6.3 Results and Discussion
6.3.1 Constructing and fitting an expression
Before examining the simulation data of the various model fluids dis-
cussed above, we first consider what should generally be expected about the




m/kBT . For example, to leading order in ρ, we know that 1 −
DBD/D0 ∝ ρ and D−1MD ∝ ρ, which together imply that 1−DBD/D0 ∝ D
3/2
RMD
in this limit. Furthermore, there is also evidence[176, 177] suggesting that
DBD ∝ DMD for supercooled liquids near the glass transition (DMD, DBD → 0).
Since DMD necessarily shows pronounced variations with small changes in ρ or
T under these latter conditions, we also have DBD/D0 ∝ DRMD. The following
expression,
(1−D/D0)BD = (1 + c1DRMD + c2D3/2RMD)
−1, (6.1)
is an example of a simple heuristic functional form that interpolates between
the aforementioned characteristic “fast” and “slow” limiting behaviors. Below,
we examine how well eq. 6.1 can describe the simulation data for a variety of
fluids comprising hard to ultrasoft particles if c1 and c2 are treated as constants.
Computer simulation data of DRMD plotted versus 1 − DBD/D0 for
the IPL, Gaussian-core, and Hertzian fluids are presented in Fig. 6.1. The
data span the kBT/ε − ρσ3 plane (details in the caption), characterizing the
relationship between MD and BD long-time diffusivities for these fluids in their
equilibrium and moderately supercooled states. Also presented in Fig. 6.1 is
a least-squares fit of the data using the form provided by eq. 6.1. As can be
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Figure 6.2: Ratio of long-time BD diffusivity estimated from eq. 6.1 in the
text, DBD,Pred, to that obtained from simulation, DBD, plotted as a function
of DBD/D0. The Hertzian, Gaussian-core, IPL and star-polymer fluids are
represented by open blue circles, red crosses, filled green circles and open
black diamonds, respectively. The dashed red lines represent a 20% deviation
of the predicted diffusivity from the value measured in simulation.
seen–despite the distinctive non-monotonic dynamic trends of the Gaussian-
core and Hertzian fluids as a function of density[50, 52, 2, 52, 157, 42, 43] –the
data qualitatively behave as the equation predicts. In fact, as is illustrated
in Fig. 6.2, more than 98% of the simulation data for DBD for each of these
model fluids are within 20% of the eq. 6.1 estimation based on the simulated
DMD. Furthermore, to the extent that the data Fig. 6.1 reflects quasi-universal
behavior, it suggests that the well-known, empirical dynamic freezing criterion
for colloidal fluids (DBD/D0 ≈ 0.1),[181] has an analog in atomic systems
(DRMD ≈ .03).
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Figure 6.3: Reduced long-time self diffusivity [DMD(σ
2kBT/m)
−1/2 and
DBD/D0] for the star-polymer fluid plotted versus reduced density ρσ
3 from
MD and BD simulations, respectively Fluids of stars with different arm
numbers ranging from f = 25 − 52 (top to bottom) and reduced densities
ρσ3 = 0− 2.6 are shown. (a) Results from MD simulations. (b) Results from
BD simulations (symbols) and estimates (curves) based on simply substituting
the DMD data of panel (a) into eq. 6.1 with constants given in the caption of
Fig 6.1.
6.3.2 Predicting dynamics of the star-polymer fluid
As an illustration of how eq. 6.1 might be further used, we consider
the star-polymer fluid[180] mentioned above. The soft, logarithmic repulsive
interactions of this model are known to produce highly non-monotonic dynamic
trends; e.g., diffusivity show two minima as a function of ρσ3 (see Fig. 6.3 of
this paper and Fig. 1 of Foffi et al. [156]). When a model fluid displays such
nontrivial behavior with one type of microscopic dynamics (e.g., MD), it is not
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Figure 6.4: Long-time diffusivity of the star-polymer system from MD and BD
simulations. Symbols are the same as in Fig. 6.3. Curves in panel (b) show pre-
diction based on DBD/D0 = (DMD) / ([ρD]0 /ρ), where [ρD]0 = limρ→0 ρDMD
[4].
obvious a priori whether the trends will necessarily be reflected when another
type (e.g., BD) is employed. In fact, an earlier investigation of this system[156]
made a point to report dynamic results from both types of simulations. What
Fig. 6.3b illustrates that is that one can, to a very good approximation, predict
DBD/D0 for this system by simply substituting its DMD data of panel Fig. 6.3a
into eq. 6.1 with no adjustable parameters (i.e., using c1 and c2 from data in
Fig. 1). As is illustrated in Fig. 6.2, the predicted values for 88% of the state
points are within 20% of the simulation results.
We are not aware of another mapping approach that can make predic-




























































































Figure 6.5: Fractional reduction in the long-time diffusivity from BD simula-
tions (relative to the dilute value), (1−D/D0)BD [panels (a)-(d)], and reduced
long-time diffusivity from MD simulations Dρ1/3(kBT/m)
−1/2 [panels (e)-(h)],
plotted versus negative excess entropy per particle, −sex/kB. Dynamic data
corresponds to that of Fig. 6.1 and 6.3, and −sex data were computed via the
free-energy-based simulation techniques discussed in the text.
native strategy,[182, 183, 184, 4] hypothesizes that ρDMD/[ρD]0 = DBD/D0,
where [ρD]0 = limρ→0{ρDMD}. Although this relationship approximately
holds for simple fluids with steep repulsions (the so-called hard-sphere dy-
namic universality class),[4] we show that it breaks down qualitatively for
fluids with ultrasoft interactions. Specifically, Fig. 6.4 illustrates that predic-
tions based on this hypothesis for the star-polymer system are generally very
inaccurate–except for a narrow region of phase space with extremely low ρσ3
and high f–where particle overlaps are avoided.
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6.3.3 Implications for structure-dynamics relationships
Note that a quantitative link between DRMD and DBD/D0 is easy to
establish for models where both can be expressed as single-valued functions
of the same static quantity. For example, one can show[131] that, for an IPL
fluid, DRMD and DBD/D0 are strictly single-valued functions of excess entropy
(relative to ideal gas), sex. In fact, the same is approximately true for other
simple liquids that are “strongly correlating” and mimic a variety of static and
dynamic properties of IPL systems.[131]
Do Gaussian-core, Hertzian, and star-polymer fluids show excess-entropy
scaling behaviors similar to the IPL fluids? To check this, we compute sex
for these models using free-energy-based simulation methods. Specifically, we
determine the density dependence of the Helmholtz free energy at high tem-
perature using grand canonical transition-matrix Monte Carlo simulation.[103]
We then carry out canonical temperature-expanded ensemble simulations[105]
with a transition-matrix Monte Carlo algorithm[173] to calculate the change
in Helmholtz free energy with temperature at constant density. Together,
these simulations provide the excess Helmholtz free energy and excess en-
ergy, and hence sex. Additional details on these simulations can be found
elsewhere.[111, 41]
The excess entropy scaling behaviors of 1 − DBD/D0 and DRMD are
plotted in Fig. 6.5 for all model fluids and state points shown in Fig. 6.1 and 6.3.
The main point is that, in stark contrast to the behavior of the IPL fluids, 1−
DBD/D0 and DRMD of the ultrasoft fluids are not (even approximately) single-
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valued functions of sex. Hence, the success of the IPL-motivated mapping
strategy between MD and BD diffusivities reported here cannot be explained
by appealing to arguments about strongly-correlating fluids.
6.4 Author Contributions
The work in this chapter was in preparation for publication at the
time of the submission of the dissertation[44]. Thomas M. Truskett designed
the research and helped write the document. Jeffrey R. Errington provided
GC-TMMC simulations and offered commentary on the construction of the
document. Mark J. Pond provided MD and BD simulations, designed the




7.1 Translational order parameter scalings
The research into structure and dynamics relationships in this disser-
tation have been focused on finding excess-entropy-based correlations. How-
ever, there is no definitive reason for excess entropy to be the optimal struc-
tural order metric for scaling. One easily approachable alternative to excess-
entropy based scalings would be to compare non-dimensionalized dynamics to










where y = rρ1/3 and yc is a cut-off value (we chose yc = 4).[60, 102]
In our preliminary investigations, τ has similar correlations with non-
dimensionalized diffusivity as s(2) does – as seen in Figure 7.1. This is intuitive
because they are similar integrals of the radial distribution function. To com-
pare how well the different structural order metrics correlate with dynamics,
we can fit a one-to-one function between a structural order metric and non-
dimensionalized dynamics. From this fit, we can evaluate the function at a
value of the structural order metric and see how well it correlates with dy-
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Figure 7.1: Brownian dynamics diffusivity, (1−D/D0)BD (top), and
Rosenfeld-scaled molecular dynamics diffusivity, DR = Dρ1/3(kBT/m)
−1/2
(bottom), as a function of the translational order parameter, τ (left), and two-
body excess entropy, s(2) (right). The blue circles correspond to the Hertzian
sphere fluid at temperatures ranging from 0.002 kBT/ε to 0.02 kBT/ε and den-
sities that range from 0.2 to 8.0 particles per σ3. The red circles correspond
to the Gaussian-core fluid at temperatures ranging from 0.004 kBT/ε to 0.2
kBT/ε and densities that range from 0.01 to 1.0 particles per σ
3. The green
circles correspond to inverse power law fluids with exponents, µ, ranging from
8 to 36 and densities that approach the freezing transition for each individual
exponent.
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scaling fit of τ to the dynamic data would be closer to the behavior measured
in the simulations than a function based on s(2) would. The preliminary in-
vestigations show promise as a fertile research ground to start a study on new
structural order metrics to correlate with dynamics.
7.2 Continuation of polydispersity studies
In Chapter 3, we addressed the problems with taking an effective one-
component picture of a polydisperse mixture. We did this by analyzing a
continuously polydisperse sample exactly in the dilute limit and as a 60-
component fluid at finite densities. The success of this study brings forth new
questions. The most obvious question is how finely binned would a polydis-
perse fluid need to be to reproduce the exact fluid behavior? We have demon-
strated that a one-component description is inadequate and a 60-component
description seems sufficient. If we vary the number of effective components,
how quickly will we approach each extreme? This could be useful for looking
at descriptions of polydisperse fluids through confocal microscopy, where the
amount of data collected is already pushing the current limits of sampling
for a one-component fluid. Could we get better information through a coarse
binning of effective components?
7.3 Continuous approximation to the SW-SRA fluid
The correlations in Chapters 2, 4, 5 and 6 were developed by analyzing
fluids with repulsive interparticle potentials. In order to expand this to a fluid
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that has a large role of attractions in its structural and dynamic behavior,
we examined a continuously-varying approximation to the square-well short-
ranged-attractive fluid studied in Chapter 3:
Vij(r) =
{






(tanh (20 (reff − 2))− 1)
)
rij > (1− λ)σij
(7.2)
where reff ≡ ((rij/σij)− (1− λ)) /λ. We chose λ = 0.05 to be the width of
the attractive well. These parameters generated a system that demonstrated
an attractions-dominated regime of the fluid’s structuring and dynamics. We
studied this system through molecular dynamics simulations, Brownian dy-
namics simulations and Monte Carlo simulations to gather the phase-space
behavior of this fluid.
Unfortunately, we were not able to construct a coherent and consistent
narrative tying the structure and dynamics of this fluid with an attractive
regime. However, since we have collected a wide range of raw dynamic an
structural information about this system, it would be an excellent place to






Exact results for polydisperse short-ranged
square-well fluid at low particle density
In the limit of low particle density (ρ→ 0), some implications of adopt-
ing the effective one-component description can be worked out analytically for
a continuously polydisperse SW fluid with pair interaction Vij(r),
Vij(r) =

∞ r ≤ σij
−ε σij < r ≤ (1 + λ)σij
0 r > (1 + λ)σij
(1.1)
and a Gaussian distribution of particle diameters with mean σ and variance
υ2σ2, i.e., p(σi) = (2πυ
2σ2)−1/2 exp[−(σi − σ)2/2υ2σ2]. Note that, for this
system, the probability distribution for the interaction diameter, f(σij) is also
a Gaussian with mean σ and variance ν2σ2/2. In the low density limit, the
PRDFs are known exactly, i.e.,
gij(r) =

0 r ≤ σij
eε/kBT σij < r ≤ (1 + λ)σij
1 r > (1 + λ)σij
(1.2)





dr[gij(r) ln gij(r) − gij(r) + 1], noting that 〈σ3ij〉 = σ3(1 +


























The right-hand-side of eq. 1.3 is equal to B/σ3 + [d(B/σ3)/d lnT ], where B
is the second virial coefficient of the fluid. Thus, to leading order in density,
we also have s(2) = sex, as expected. Likewise, substituting eq. 1.2 into the


















As can readily be seen, the right-hand sides of both eq. 1.3 and 1.4 are mono-
tonically increasing functions of ε/kBT . In other words, no structural anoma-
lies appear in the dilute SW fluid according to the exact, multicomponent
analysis.
The effective one-component radial distribution geff(r) =
∫
dσijf(σij)gij(r)




















Substitution of eq. 1.5 into eq. 3.6 and 3.8 allows determination of −s(2)eff and
τeff , respectively. Note that these quantities, unlike −s(2) and τ , show a mini-
mum at intermediate values of ε/kBT , giving the spurious impression that pair
correlations anomalously weaken with attractions at low values of ε/kBT .
As a final point, we note that the single-component system with struc-
ture equivalent to that indicated by the effective one-component analysis will
have the following pair potential, Veff(r) = −kBT ln geff(r). Polydispersity
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makes this potential considerably softer than the SW interaction between any
two particles in the polydisperse fluid.
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[52] H. H. Wensink, H. Löwen, M. Rex, C. N. Likos, and S. van Teeffelen.
Long-time self-diffusion for Brownian Gaussian-core particles. Comput.
Phys. Commun., 179:77 – 81, 2008.
128
[53] F. H. Stillinger. Phase transitions in the Gaussian core system. J. Chem.
Phys., 65:3968–3974, 1976.
[54] F. H. Stillinger and T. A. Weber. Study of melting and freezing in the
Gaussian core model by molecular dynamics simulation. J. Chem. Phys.,
68:3837–3844, 1978.
[55] J. Mittal, J. R. Errington, and T. M. Truskett. Relationships between
Self-Diffusivity, Packing Fraction, and Excess Entropy in Simple Bulk
and Confined Fluids. J. Phys. Chem. B, 111:10054–10063, 2007.
[56] J. R. Errington and P. G. Debenedetti. Relationship between structural
order and the anomalies of liquid water. Nature, 409:318–321, 2001.
[57] J. R. Errington, T. M. Truskett, and J. Mittal. Excess-entropy-based
anomalies for water like fluid. J. Chem. Phys., 125:244502, 2006.
[58] J. Mittal, J. R. Errington, and T. M. Truskett. Quantitative Link be-
tween Single-Particle Dynamics and Static Structure of Supercooled Liq-
uids. J. Phys. Chem. B, 110:18147–18150, 2006.
[59] J. A. Hernando. Thermodynamic potentials and distribution functions.
Mol. Phys., 69:319–326(8), 1990.
[60] T. M. Truskett, S. Torquato, and P. G. Debenedetti. Towards a quan-
tification of disorder in materials: Distinguishing equilibrium and glassy
sphere packings. Phys. Rev. E, 62:993, 2000.
129
[61] E. Dickinson. Polydisperse suspensions of spherical colloidal particles:
analogies with multicomponent molecular liquid mixtures. Ind. Eng.
Chem. Prod. Res. Dev., 25(1):82–87, 1986.
[62] J. L. Barrat and J. P. Hansen. On the stability of polydisperse colloidal
crystals. J. Phys. France, 47(9):1547–1553, 1986.
[63] P. G. Bolhuis and D. A. Kofke. Monte Carlo study of freezing of poly-
disperse hard spheres. Phys. Rev. E, 54(1):634, 1996.
[64] W. van Megen, T. C. Mortensen, S. R. Williams, and J. Müller. Measure-
ment of the self-intermediate scattering function of suspensions of hard
spherical particles near the glass transition. Phys. Rev. E, 58(5):6073–
6085, 1998.
[65] S.-E. Phan, W. B. Russel, J. Zhu, and P. M. Chaikin. Effects of poly-
dispersity on hard sphere crystals. J. Chem. Phys., 108(23):9789–9795,
1998.
[66] P. Bartlett and P. B. Warren. Reentrant Melting in Polydispersed Hard
Spheres. Phys. Rev. Lett., 82(9):1979, 1999.
[67] R. P. Sear. Phase separation and crystallisation of polydisperse hard
spheres. Europhys. Lett., 44(4):531, 1998.
[68] D. J. Lacks and J. R. Wienhoff. Disappearances of energy minima
and loss of order in polydisperse colloidal systems. J. Chem. Phys.,
111(1):398–401, 1999.
130
[69] P. Sollich. Predicting phase equilibria in polydisperse systems. J. Phys.:
Condens. Matter, 14, 2002.
[70] P. Sollich, P. B. Warren, and M. E. Cates. Moment Free Energies for
Polydisperse Systems, pages 265–336. John Wiley & Sons, Inc., 2007.
[71] P. N. Pusey, E. Zaccarelli, C. Valeriani, E. Sanz, W. C. K. Poon, and
M. E. Cates. Hard spheres: crystallization and glass formation. Phil.
Trans. R. Soc. A, 367(1909):4993–5011, 2009.
[72] P. Sollich and N. B. Wilding. Polydispersity induced solid-solid transi-
tions in model colloids. Soft Matter, 7(9):4472–4484, 2011.
[73] J. K. Phalakornkul, A. P. Gast, R. Pecora, G. Nägele, A. Ferrante,
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