ABSTRACT Big data applications like graph processing are highly imposed on memory capacity. Byte-addressable non-volatile memory (NVM) technologies can offer much larger memory capacity, lower cost per bit relative to traditional DRAM. They are expected to play a crucial role in mitigating I/O operations for big data processing. However, since the NVMs show higher access latency and lower bandwidth compared with DRAM, it is still challenging to fully exploit the advantages of both the DRAM and NVM for graph processing. In this paper, we propose NGraph, a new parallel graph processing framework specially designed for hybrid memory systems. According to different access patterns of graph data, NGraph exploits memory heterogeneity-aware data placement strategies to avoid random accesses and frequent updates to NVM. NGraph partitions graph by destination vertices and exploits a task decomposition scheme to avoid data contention between multicores. Meanwhile, the NGraph balances the execution time of parallel graph data processing on multicores through a work-stealing strategy. Moreover, the NGraph also proposes software-based data pre-fetching to improve cache hit rate, and supports huge page to reduce address translation overhead. We evaluate NGraph using a hybrid memory emulator. The experimental results show that NGraph can achieve up to 48.28% performance improvement for several typical benchmarks compared with the state-of-the-art systems Ligra and Polymer.
I. INTRODUCTION
Social network, road network and biological network contain a lot of valuable information, and mining this information from massive data plays an important role in enterprises' decision making. Most of these data can be abstracted into graph, which attracts increasing research interest of industry and academia on the graph processing framework.
It is essential to process the graph-structure data with low cost and high efficiency. Because traditional DRAM technologies generally feature low memory density, high cost and power consumption, they cannot satisfy the increasing requirement of main memory for high-performance large graph processing. Although many distributed graph
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systems [1] - [4] or out-of-core [5] - [8] graph systems have been developed to use limited memory resource for large graph processing, these systems often suffer high memory cost (using multiple machines) or extremely low performance (high I/O cost due to disks).
Recently, emerging Non-Volatile Memory (NVM) [9] technologies such as PCM [10] and ReRAM [11] have the potential to radically change the landscape of memory systems. They generally show higher memory density, lower energy consumption and lower cost per GB than DRAM. The cost of NVM is about five times lower than that of DRAM [12] , and will be lower with the development of technology. Although NVM shows lower bandwidth and higher access latency than that of DRAM, we find that a hybrid memory system has a potential to improve the performance of graph processing by up to 6 times compared to an out-of-core VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ system under the same constraint of memory cost. The hybrid memory system with a small size of DRAM and a relatively large amount of NVM can significantly reduce the total cost of graph processing system, and lead to higher performance per dollar (see Section II). There are only a few preliminary studies [13] - [15] on graph processing in hybrid memory systems. Most work only represents an early example to showcase the benefit of using hybrid memories for graph processing [13] , [14] . To use the hybrid memories effectively and efficiently, the primary challenging is to place different kinds of data on DRAM and NVM properly. The application performance may slow down if data is randomly placed on DRAM and NVM without considering the data access patterns. For example, when frequently-accessed (hot) data is stored in NVM, the accesses to high-latency NVM would slow down the execution of applications.
In this paper, we propose NGraph, a parallel graph processing framework specially designed for hybrid memory systems. NGraph exploits a memory heterogeneity-aware data placement strategy to avoid random accesses and frequent updates to NVM. We analyze the access patterns of different data structures in graph dataset, and place read-only and sequentially accessed graph data in NVM, while frequently accessed graph property and state data are placed in DRAM to mitigate performance degradation.
On the other hand, parallel graph processing in multicore systems usually leads to data contention, i.e., multiple threads may update the same data block concurrently. In order to guarantee data consistency and reduce the CPU stall time of concurrency control, it's necessary to mitigate the data contention between different processors. A general approach is to update a data block with an atomic operation, and other processors must wait for the data-exclusive thread to complete the operation. The atomic operation locks the entire cache line, and will cause CPU stalling for a majority of application execution time. In contrast, we partition graph by destination vertices and exploit a task decomposition scheme to avoid data contention among multiple cores, and thus avoiding the performance overhead of atomic data updates.
Moreover, NGraph also provides two optimization techniques to further improve the performance of graph processing in hybrid memory systems. We propose softwarebased data pre-fetching [16] by exploiting data locality to improve cache hit rate. Also, to mitigate the virtual-tophysical address translations for graph data with large memory footprint, NGraph supports hugepage [17] for memory allocation.
The main contributions of this paper are as follows:
• We study the opportunities and challenges of graph processing to exploit the NVM characteristics in hybrid memory systems.
• We propose NGraph, a parallel graph processing framework specifically designed for hybrid memories systems. It adopts a nvm-aware data placement strategy to mitigate the impact of relatively high NVM access latency on application performance. NGraph partitions graph by destination vertices and exploits a task decomposition scheme to avoid data contention between different processors. Moreover, NGraph leverages a work stealing strategy to minimize the time of parallel graph data processing on multicore systems.
• We also exploit data structure-aware software prefetching to improve cache hit ratio, and hugepage supporting to reduce address translation overhead. These two optimization techniques can further improve the performance of graph processing in hybrid memory systems.
• We implement NGraph and evaluate it with several typical graph applications. Experimental results show that NGraph can improve application performance by 10.79% to 48.28% compared to other state-of-the-art graph processing framework running in a hybrid memory system.
The rest of this paper is organized as follows. Section II introduces the NVM technology, and analyzes its opportunities and challenges in graph processing. Section III presents the design and implementation of NGraph. Section IV introduces two other optimization strategies in NGraph. The experimental results are described in Section V. Section VI presents the related work and we conclude this paper in Section VII.
II. BACKGROUND AND MOTIVATION

A. NVM TECHNOLOGIES
Non-Volatile Memories(NVM) such as MRAM [18] , F-RAM [19] , STT-MRAM [20] , PCM [10] , [21] , [22] and RRAM [11] are characterized with byte-addressable, nearzero static energy consumption and high memory density. They have the potential to significantly expand the capacity of main memory and to reduce memory energy consumption. Despite the advantages of NVMs, they cannot substitute for DRAM currently because the relatively high read and write latency of NVMs may lead to significant performance degradation. Moreover, NVM's limited write endurance is also a constraint for long-term usage. As a result, a typical use of NVM is to combine it with a small size of DRAM to build a hybrid memory system. In this way, the main memory system can exploit the advantages of both NVM and DRAM and avoid their disadvantages [23] . It can both satisfy the requirement of large memory capacity for applications and guarantee the service level agreement (SLA). This paper aims to design a graph processing system on such hybrid memory system consisting of a small size of DRAM (GB) and a relatively large amount of NVM (TB). We compare the features of NVM with DRAM in Table 1 . Here, the NVM represents Intel's newly released Optane DC Persistent Memory DIMMs [24] .
Since we still have not got the commercial NVM device during this work, our performance studies on NVM are primarily conducted on a hybrid memory emulator. There are mainly two ways to simulate NVM devices. One approach is to simulate the hybrid memory system by software (e.g. ZSim [25] , Gem5 [26] , NVMain [27] , DRAMSim2 [28] ). These simulators exhibit extremely low speed for simulating the execution of applications, and they are generally unfeasible to run applications with very large memory footprint. Another approach is to use hardware emulators (e.g. HMPE [29] , QUARTZ [30] , HME [31] ). These hardware emulators use DRAM to emulate the performance characteristics of NVM. Applications run on these emulators are much close to the execution on a real hardware. They also support running applications with large memory footprint. As both HMPE [29] and QUARTZ [30] do not support the emulation of NVM write latency, we evaluate the performance of graph processing in hybrid memory systems using HME, which can accurately emulate all performance features of NVM with trivial software overhead. Modern computer systems often leverage several techniques to hide memory access latency, such as hardwarebased data pre-fetching, memory level parallelism (MLP) and cache. Program's performance degradation is not exactly proportional to the increased latency of NVM. We measure the read and write latency of different memory access patterns under various NVM latency configurations. As shown in Figure 1 (a), we find that NVM random read latency can be up to 6.9 times higher than that of NVM sequential read. In Figure 1 (b), NVM random write latency can be up to 20.7 times higher than that of NVM sequential write latency, while the performance gap between sequential write and random write for DRAM is much narrow. These observations indicate that the data access patterns should be particularly considered to optimize the data placement in hybrid memory systems.
B. OPPORTUNITIES AND CHALLENGES OF GRAPH PROCESSING IN HYBRID MEMORY SYSTEMS
Graph processing follows a scatter-gather programming model, and is often implemented through vertex-centric or edge-centric approach:
• Vertex-centric: it performs iterative computing over vertices (e.g., Ligra [32] ). For each vertex, the value of local vertex is propagated to neighbor vertices in the scatter phase, and the gather phase obtains the values of neighbor vertices to update the local vertex value.
• Edge-centric: it performs iterative computing over edges to avoid random access to edges (e.g., X-stream [6] ). For each edge, the scatter phase appends updates to a list named Uout. After the shuffle phase, these re-arranged updates are applied to vertices in the gather phase.
To demonstrate the benefit of graph processing in hybrid memory systems, the performance improvement of hybrid memory system over out-of-core systems(i.e. traditional DRAM memory + disk) is evaluated under a constraint of the same cost. The work [12] revealed that the cost of DRAM per GB is about five times of NVM. Accordingly, we assume that the cost of 16G DRAM is equal to 10G DRAM plus 30G NVM. We measure the performance of various graph algorithms under these two different memory configurations. The X-stream system and the twitter dataset [33] are used in our experimental studies. Figure 2 shows the execution time of various graph algorithms in the two memory systems. We can find that hybrid memory system can achieve higher performance at the same cost. The performance of BFS, PageRank, CC and SPMV is improved by 2.47, 5.96, 3.52, and 4.06 times, respectively. For the system with 16G DRAM, graph data cannot be fully loaded into memory, leading to frequently data swapping between memory and disk. In contrast, the hybrid memory system provides a much larger memory space, and all graph data can be processed in memory without suffering the high latency of I/O operations. As mentioned above, previous graph processing systems have not considered the memory heterogeneity, and data is randomly placed in two kinds of memories. Applications usually cannot achieve optimal performance without optimizing data placement. We further measure the performance gap between a full-DRAM memory system and a hybrid memory system when running different graph applications. In this experiment, we run Ligra and X-stream using the twitter dataset. Assume NVM read/write latencies are two and eight times as high as that of DRAM, respectively, and NVM bandwidth is only half of DRAM. Figure 3 shows that the performance of graph applications degrades by 39% to 73% in hybrid memory system. The experimental results suggest that there is vast room to optimize the performance of graph processing by redesigning the data placement strategy for hybrid memory systems.
III. DESIGN AND IMPLEMENTATION
NGraph is a NVM-aware parallel graph processing framework in hybrid memory systems that inherits Ligra's programming model. NGraph optimizes data placement based on access patterns of graph data structures and NVM characteristics, and thus reduces frequent random access to NVM. Moreover, by graph partitioning and task decomposition, NGraph eliminates data competition among multiple threads and balances load among processors.
A. GRAPH DATA STRUCTURE AND NVM-AWARE DATA PLACEMENT 1) IN-MEMORY GRAPH DATA STRUCTURE
The graph data mainly consists of graph structure data, vertex property data, and runtime state data. The in-memory data structure of graph is shown in the left dashed box of Figure 4 . Graph structure data includes edge and vertex structures, which are usually stored in two edge arrays and a vertex array, respectively. The in-edge array and out-edge array store the source and destination vertices, respectively. The vertex array stores vertex's metadata, including vertex ID, in-degree and out-degree, the addresses of in-and outedges. Vertex property data (such as the parent of a vertex in BFS, the rank value in PR) is stored in two arrays. Data curr maintains the property value from previous iteration, Data next stores the property value in current iteration. The run state data (a vertex is active or inactive) is also stores in two arrays, i.e., Frontier array and Next array. In traditional graph processing frameworks, these data are randomly allocated in hybrid memory system, which may cause some data to access NVM frequently, affecting the performance of program and reducing the service life of NVM.
2) GRAPH DATA ACCESS PATTERN AND NVM-AWARE DATA PLACEMENT
We design a data placement strategy based on the access patterns of different data structures. The basic principle is to place randomly accessed and frequently updated data in DRAM, and sequentially accessed and read-only data in NVM. Because the sequential access speed of NVM is about 6 times faster than its random access. In this way, we can make full use of the advantages of NVM and avoid the disadvantages of NVM's high write latency and limited write endurance.
In a static graph, the graph structure remains unchanged during the execution of programs, so the graph structure data is read-only. For a natural graph, the graph structure data is much larger than vertex property data and state data, usually accounting for about 71% to 83% of the total data size [34] , [35] . The execution flow and access pattern of graph processing are shown in the right dashed box of Figure 4 . Since graph structure data is sequentially stored in edge array and vertex array, its memory accesses are sequential, program has good special locality when accessing these data. Therefore, it is reasonable to place the sequentially accessed and read-only graph structure data in large-capacity NVM. During graph processing, vertex property data is usually updated along with edges. Due to the irregularity of graph, these updates often spread throughout the whole graph, resulting in random accessing to these data. Therefore, vertex property data is suitable for locating in DRAM. In addition, since runtime state data (such as the vertex state array) is small and frequently accessed and updated, and its memory is reallocated in each iteration, it should be also placed in DRAM.
We first obtain the size of available DRAM in the hybrid memory system. According to the data type of vertex property data and the size of input graph, we calculate the memory size used by vertex property data and then determine where it is placed. If it is smaller than available DRAM size, all property data is placed in DRAM. Otherwise, the vertices of the graph are sorted according to the degree of each vertex. The property data of vertices with large degrees is placed in DRAM, and the remaining data is placed in NVM.
3) ANALYSIS OF MEMORY ACCESS COSTS
We analyzed the proportion of accesses to the two kinds of memories in conventional graph processing frameworks and NGraph. To simplify the complexity of the analysis, we ignore the effect of cache on memory accesses, and assume that there are no isolated vertices in the graph, and DRAM accounts for a% of total capacity of hybrid memories. Previous frameworks do not distinguish the type of data and randomly place data in hybrid memory systems, so there would be approximate a% of DRAM access. In hybrid memory systems, the value of a is usually small.
NGraph places graph property data and state data in DRAM, which is usually applicable due to their small memory footprints. In the following, we discuss the memory accesses of active and inactive vertices in each iteration, respectively. As shown in Figure 4 , for a active vertex v with degree d, the processing thread first scans the state array frontier (one time of DRAM access), and accesses the vertex structure array to get the address of the edge array (one time of NVM access), and then visits the edge structure array (d times of NVM accesses) to get neighbor vertices' ID. Meanwhile, the processing thread obtains the property data of vertex v from the data array Data curr (one time of DRAM access), and then updates the property data Data next of neighbor vertices (d times of DRAM accesses). Finally, it updates the status array next (d times of DRAM accesses). We can find that two-thirds of data accesses are located in DRAM for the active vertex. For inactive vertices, the processing thread only needs to visit the state array frontier once (one time of DRAM access).
From above analysis, we can find that our data placement strategy can guarantee more than 66.7% of memory references are located in relatively small DRAM. The memory references distributed on DRAM are much greater than previous graph processing frameworks in hybrid memory systems.
B. PARALLEL GRAPH PROCESSING 1) ANALYSIS OF PARALLEL GRAPH PROCESSING
Graph partitioning is widely used in distributed graph processing systems and multi-core systems. An intuitive partition scheme is to evenly distribute vertices to each core. For example, Ligra system uses CilkPlus to implement lightweight multi-core parallel processing. In essential, each core processes the same number of vertices. Because the degree of every vertex is not uniform, the number of edges processed by each core are usually not equal. As the computation complexity of graph processing is usually linear to the number of edges, this partition scheme usually causes load imbalance among multiple processors.
In contrast, the vertex-cut scheme [2] in distributed graph processing systems evenly partitions the edges, and processes the partitioned sub-graph by each processor. This scheme can achieve better CPU load balance. However, we find that multiple cores often need to update the property data of a vertex simultaneously during parallel graph processing. Atomic update is a general approach to guarantee the concurrency control and to avoid data competition, which in turn leads to a new load imbalance problem. On the one hand, when a thread is updating a vertex property data, other threads can't update the same vertex property data until the thread completes the processing of the data, causing idle waiting of other processors. On the other hand, atomic update is often very costly, because it locks the entire cache line in which the property data is stored. When other processors need to update other property data in the same cache line, they also need to wait for the completing of the previous update operation. As shown in Figure 5 , the edges of the graph in Figure 4 are evenly partitioned into two sub-graphs (i.e., two partitions) according to the source vertices. Thread 0 starts to process the vertices in sub-graph 0 from vertex 0, and thread 1 starts to process the vertices in sub-graph 1 from vertex 3. Each thread is bound to a processor and all threads compute in parallel. Thread 0 starts processing vertex 0, accesses the outedge list of vertex 0, and updates the property data of vertex 1, 2 and 4 according to the property data of vertex 0. At the same time, thread 1 starts processing vertex 3, accesses the out-edge list of vertex 3, and updates the property data of vertex 1 and 4 according to the property data of vertex 3. As shown in Figure 6 , for atomic updating of property data of vertex 1 concurrently by thread 0 and thread 1, the two threads can only process the same vertex alternately, and vertex 4 is updated in the same way by the two threads. In addition, if multiple threads update the same or adjacent vertices simultaneously, the duplicated data in other cores' private caches should be invalidated to guarantee cache consistency. For example, if vertex property data a and b are located in the same cache line, updating the data a in a core would lead to invalidating the same cache line in another core that would update the data b. As a result, frequent cache invalidation also causes serious performance degradation. 
2) GRAPH PARTITIONING
In order to avoid CPU stalling caused by data competition, we partition the edges into different sub-graphs according to their target vertices, as described in Algorithm 1. As shown in Figure 7 , the graph in Figure 4 is partitioned into two partitions. 6 edges with target vertices {0, 1, 2} (for example, V 0 → V 1 , V 0 → V 2 ) are assigned to partition 0, and other 6 edges with target vertices {3, 4, 5} (for example, V 0 → V 4 , V 1 → V 5 ) are assigned to partition 1. Each thread sequentially processes the vertices in a partition, and only updates the neighbor vertices' property data according to the edges whose target vertices are in the same partition. This scheme avoids updating the same vertex's property data by multiple threads, and can avoid the potential atomic updates due to data contention.
When the edges of a vertex are partitioned into different sub-graphs, each sub-graph contains replications of all vertex's structure data. Graph traversal must visit all vertices in each sub-graph, increasing memory consumption and many control messages. Fortunately, when graph is partitioned by destination vertices, each sub-graph has many vertices with a degree of zero [36] . We do not need to store these vertices with a degree of zero in a sub-graph. Figure 8 shows the percentage of vertices with zero degree when graphs are partitioned into different number of sub-graphs. Inspired by this observation, we only store the structure data of vertices that have edges in each sub-graph. In this way, each core only performs a portion of computations for partial vertices that have edges in each sub-graph, and thus reduces the memory consumption of vertices' structure data and the number of control messages. 
3) LOAD BALANCE
Since only the edges of active vertices should be processed, it often cannot achieve good load balance by partitioning edges evenly. We employ a work stealing scheme to further improve the load balance among multiple cores.
We partition the data in each sub-graph into sub-blocks, and each thread processes these sub-blocks for a sub-graph from the beginning to the end. When a thread finishes processing corresponding sub-graph, it checks whether there are any other sub-graphs that have not been completely processed yet. If so, the thread whose job has been finished will assist to process the unfinished sub-graph from its last data block. When all sub-graphs have been processed, the program can begin the next iteration.
C. PROGRAMMING MODEL
Assume a static graph G = (V, E) is processed in NGraph, where V and E represent the vertex set and the edge set, respectively. The numbers of vertices and edges are |V | = n and |E| = m, respectively. NGraph inherits Ligra's programming interfaces: edg-map() and ver-map(). Like Ligra, NGraph uses Frontier to represent the subset of vertices.
• edg-map (G, Frontier, F, C): subvertex For all edges whose source vertices are in the Frontier and target vertices satisfy the condition C, edg-map executes the user-defined function F, and returns a set of vertices when the return value is true, i.e.,
• ver-map (G, Frontier, F): subvertex For vertices in Frontier, ver-map executes the userdefined function F, and returns a set of vertices when the return value is true, i.e., Out = {u ∈ V | F(u) = true}. Algorithm 2 describes the pseudo-code of PageRank algorithm in NGraph. Let G represent the graph to be processed, Data curr and Data next represent the graph property data, and Frontier represent the active vertex set. The procedure PR-edg-F updates the target vertices' property values based on the ranks of their source vertices. The procedure PR-ver-F normalizes the rank value of vertex v, and judges whether the absolute difference between the new rank and the old rank is greater than a given threshold. If so, v will be alive in next round. The procedure PageRank repeatedly executes PR-edg-F function and PR-ver-F function till the number of iterations exceeds a given value or the convergence condition is met.
Algorithm 2 PageRank in NGraph
Data curr = {1/n, . 
IV. OPTIMIZATIONS ON NGRAPH
We leverage two optimization techniques to further reduce NVM access latency and improve the performance of NGraph.
A. HUGEPAGE SUPPORTING
With the rapid growth of graph dataset and the correspondingly large capacity of main memory provided by NVM, the virtual-to-physical address translation has became a new performance bottleneck of graph processing systems. When more memory pages are used, there is a potential to cause more TLB misses. In general, a TLB miss leads to three additional memory accesses for page table walking, which requires hundreds of CPU cycles to get the physical address of a page. A high TLB miss rate often implies significant performance degradation.
To mitigate the address translation overhead, an effective approach is to use a larger size of memory page, such as huge pages or super pages. The Linux OS has already supported Direct Huge Pages (DHP) management with pre-allocation and transparent hugepage (THP) management using dynamic allocation. The former requires users to manually preallocate huge pages, and allocate memory using mmap() in program. This approach needs to change user's program codes. To simplify the programming and support legacy applications, NGraph uses THP to support huge pages without the modification of applications.
B. DATA PRE-FETCHING
Data pre-fetching is an effective way to reduce memory access latency. A recent work [37] has shown that data prefetching according to data structure, access patterns and reuse distance can bring about 19%-102% performance improvement for graph processing. We design a data pre-fetching scheme that combines OS-supported hardware pre-fetching with software-based pre-fetching to reduce memory access latency in NGraph. For the graph structure data in NVM, because it is often read-only and sequentially accessed, the existing hardware pre-fetcher is effective and efficient. However, for randomly accessed graph property data, the proposed graph partitioning strategy transforms the data access pattern from intercore accesses to intra-core accesses. This avoids the cache interference due to concurrency control and does not affect the data pre-fetching, facilitating us to use software prefetching to improve cache hit rate. First, in order to support dynamic computation, we use a bitmap to record active vertices. Note that pre-fetching the property data of neighbor vertices for adjacent vertex may be useless, because it may be not active. For example, in Figure 9 , when the work thread processes vertex 0, it is useless to pre-fetch the property data of vertex 1's neighbor vertices. Second, to pre-fetch the property data directly for next active vertex, we need to get next active vertex first and then pre-fetch the property data of its neighbor vertices. Simple software pre-fetching usually leads to high software overhead. To make a tradeoff between the cost and benefit of data pre-fetching, we only pre-fetch the vertex property data when a vertex's degree is greater than a given threshold d. As shown in Figure 9 , when vertex 3 is processed, we pre-fetch the property data of its neighbor vertices since its degree is larger than d. We study the impact of different thresholds on application performance, and find that the application performance is significantly improved when d increases from 1 to 20, and becomes roughly stable when d ranges from 21 to 100, and gradually decreases when d becomes larger than 100. In our experiment, we empirically set d as 20.
V. EVALUATION
Based on the graph processing framework Ligra, NGraph is implemented in C++ codes using pthreads library. We use the hardware simulator HME to build up a hybrid memory system based on DRAM. Our experiments are conducted on the emulated hybrid memory system. The detailed configuration of the testbed is shown in Table 2 . We set the available DRAM on node 0 to be 10G at the booting time. For the characteristics of NVM, we have referred to the previous work [13] .
A. WORKLOADS AND DATASETS
Four typical graph workloads are used to test the performance of NGraph on different datasets:
PageRank: it is an iterative algorithm to rank web pages in Google's search engine. The web pages and the links are modeled as graph's vertices and edges. PageRank calculates the ranks of vertices by each vertex updates the ranks of their neighbor vertices along with the out-edge according to their own ranks iteratively, till the specified number of iterations is reached or the convergence condition is met.
SPMV: it is a general-purpose algorithm in scientific computing, such as solving sparse linear equations and eigenvalues. SPMV multiplies a sparse matrix with a dense vector. The sparse matrix can be stored in weighted graph format, the values of the vectors can be stored in each vertex.
BFS: it is a graph traversal algorithm and a building blocks for many graph algorithms. BFS starts from a root vertex, it visits all the neighbor vertices of the root vertex first, and then accesses its neighbor vertices iteratively till all the vertices are accessed.
CC: it is an iterative algorithm that finds all connected subgraphs and the maximum connected sub-graph in a graph. If vertex i and j are in different connected sub-graphs, and there is no path from i to j in the graph, the two vertices i and j in each sub-graph are not reachable.
We adopt two synthetic graphs and two real-world graphs as the input data, as shown in table 3.
• Rmat27 uses RMAT generator [38] provided by Graph500 [39] to synthesize a graph of scale 27 with 134.2 million vertices and 2.14 billion edges.
• Random-local [32] is a synthetic random graph with 200 million vertices and 2 billion edges.
• Twitter is a graph of social network from the real world with 14.7 million vertices and 1.47 billion edges.
• Friendster [40] is a social network re-launched as a game website with 65.6 million vertices and 1.81 billion edges.
B. SYSTEM PERFORMANCE
We measure the execution time of various algorithms under different datasets in NGraph using 8 threads in hybrid memory, and compared the results with two state-of-the-art singlemachine graph computing frameworks-Ligra and Polymer. For the fairness of comparison, the hugepage optimization strategy and OS-supported hardware pre-fetcher are also enabled for other frameworks. Table 4 shows the execution time of different algorithms using the four dataset in different graph processing framework. To make the comparison more concise, Figure 10 shows the normalized execution time of algorithms in NGraph compared with Polymer. We can find that NGraph outperforms other two frameworks in all cases. NGraph can improve the performance of PageRank algorithm by up to 48.28% compared to Polymer. The geometry mean of performance improvement for the four algorithms are 13.34%, 22.05%, 33.03% and 45.79%, respectively. The traversal algorithms such as CC and BFS show less performance improvements, because relatively less memory accesses make them to be less sensitive to the hybrid memories.
The significant performance improvement of NGraph is mainly attributed to our nvm-aware data placement and graph parallel optimization schemes. Compared with Ligra, NGraph partitions a graph by destination vertices and exploits a task decomposition scheme to balance the load among multiple cores, and thus avoid data contention and CPU idle waiting. Because Polymer partitions edges evenly without considering the potential data contention and load balance within a node, it shows the worst performance among the three frameworks in most cases. In order to quantify the effects of NGraph's two major optimization techniques on performance improvement of graph processing in hybrid memory systems, we measure the execution time of NGraph with only NVM-aware data placement, and both with NVM-aware data placement and parallel optimization strategies (including graph partitioning and work stealing schemes). The baseline is Ligra without any optimization. All experiments use the twitter dataset. Figure 11 shows the normalized execution time. Our NVM-aware data placement scheme can improve the performance of four applications by 6.9% to 14.5%, and our parallel optimization strategies can further improve applications performance by 4.1% to 15.8%. For memory-intensive applications such as PageRank, our optimization techniques are more effective for performance improvement because it introduces much more memory accesses during the relatively longer execution time.
To verify whether NGraph can mitigate the side effect of high NVM access latency on the application performance, we compare the execution time of NGraph running on a hybrid memory system and a DRAM-only system. Figure 12 shows the normalized experimental results, all relative to the DRAM-only system. We can find that NGraph results in 23.8%, 23.2%, 16.3% and 20.4% more execution time on average for BFS, CC, PageRank and SPMV, respectively. However, compared with Ligra running in the same hybrid memory system, NGraph can still improve application performance by 11.67%, 17.95%, 32.78% and 22.66%, respectively, as shown in Table 4 . Thus, NGraph can significantly reduce the capacity of DRAM for large graph processing, while achieving DRAM-like performance (within 84%) by efficiently using a small size of DRAM.
C. BENEFIT OF USING HUGEPAGES
To demonstrate the benefit of using huge pages for large graph processing, we evaluate the execution time of NGraph with and without hugepage (2 MB) support for the twitter dataset, and also measure the impact of huge pages on TLB miss rate. As shown in Figure 13 , NGraph can reduce application execution time by up to 44.8% using 2MB hugepage compared with 4KB pages. Also, huge pages can significantly reduce TLB misses. Table 5 shows that the TLB miss rate can be reduced by up to 63.38%. These results verify that hybrid memory systems using huge pages can significantly improve VOLUME 7, 2019 FIGURE 14. The performance speedup with and without data pre-fetching schemes. the performance of processing graphs with large memory footprints.
D. BENEFIT OF DATA PRE-FETCHING
To demonstrate the effectiveness of data pre-fetching, we compare the execution time of NGraph without prefetching, with only hardware pre-fetching, and with both hardware pre-fetching and software pre-fetching. To further explain the benefit of data pre-fetching, we also measure LLC miss rates in different scenarios. Figure 14 shows the performance speedup of different applications due to different pre-fetching schemes compared to the scenario without pre-fetching. Here, all experiments use the twitter dataset, and hugepage support and structureaware data placement schemes are enabled. We can find that NGraph with hardware pre-fetching can lead to 19.67% to 28.94% performance improvement, and software prefetching for property data can further improve application performance by 3.24% to 8.74%. PageRank and SPMV benefit more from the software pre-fetching than BFS since they have more active vertices, which implies more memory accesses and larger room for performance improvement. Table 6 shows that hardware pre-fetching and software prefetching improve cache hit rate by up to 8.95% and 4.54%, respectively, and together they can improve cache hit rate by 8.57% to 10.98%.
E. OVERHEAD
Compared with other graph processing frameworks, NGraph mainly introduces two kinds of overheads: the additional time cost for graph partitioning and higher memory consumption. First, after loading the graph data into memory, NGraph needs to partition the graph by destination vertices and construct In order to analyze the time cost of graph partitioning, we break the total execution time of algorithms down into graph partitioning time, processing time and other time. Figure 15 shows the proportions of graph partitioning time for twitter dataset. We can find that graph partitioning only consumes a small proportion of total execution time for algorithms with a relatively long execution time (e.g., 12.35% for PageRank). However, for algorithms with short execution time, graph partitioning accounts for a large proportion (e.g. 48.01% for BFS). It should also be noted that once a graph is partitioned, the data can be used to run all algorithms, and thus can significantly reduce the execution time of these algorithms. Table 7 compares the memory usage of NGraph and other systems when different graph datasets are partitiond into 8 sub-graphs. NGraph increases the memory consumption by about 16.5% to 47.1%. The increased memory consumption are mainly attributed to the replication of the vertex structure data. However, we can put the read-only structure data in large-capacity NVM, which is much cheaper than DRAM. We think the extra memory consumption is acceptable and beneficial for high-performance graph processing. In the future, we will explore compressed graph data structures to mitigate memory consumption of graph processing.
VI. RELATED WORK
There have been a few studies on graph processing in hybrid memory systems recently. The work presented by Dulloor et al. [13] appears to be the first performance study on graph processing in NVM-based main memory. They use the hardware-based NVM emulator HMEP to analyze how different NVM bandwidth and latency settings affect the performance of different graph frameworks, and find that NVM causes performance degradation by 1.5 to 4 times compared to the DRAM-only system. Through a simple placement of data in the Graphmat framework, the performance approximates the DRAM-only system (only 20% slowdown). It also demonstrates that NVM can be used as main memory for graph processing when combining it with a small size of DRAM to build a hybrid memory system. Similar to [13] , the work [14] evaluates the performance of graph processing system for different types of graph datasets in two cases: 1) NVM replaces DRAM as main memory and 2) DRAM is used as a buffer of NVM. Dulloor et al. propose X-mem [41] , a data placement strategy for hybrid memory systems. It obtains the memory access characteristics of programs through offline analyzing, and then dynamically places and migrates data at runtime. They evaluate X-mem with a graph computing framework and demonstrate its effectiveness and high performance. Although these studies have presented the preliminary performance evaluation of graph processing in hybrid memory systems composed by DRAM and NVM, they have not yet explored the graph data access patterns and NVM features to make better data placement on DRAM and NVM.
HyVE [15] places vertices in DRAM and edges in NVM, and uses an on-chip SRAM as a buffer of vertex data to reduce the delay of random accessing to vertices. It adopts an interval-block based data partitioning [42] to improve data access locality. This work focuses on reducing the energy consumption of graph computing system rather than the performance. Our data placement strategy is inspired by HyVE [15] , however, we further partition the vertex data into vertex property data and vertex structure data, and thus further reduce the consumption of DRAM and fully exploit the large capacity of NVM. Moreover, we also make some optimizations for graph processing in hybrid memory systems, such as software data pre-fetching and hugepage supporting.
Ligra [32] is a simple single-machine parallel graph computing framework in a shared-memory model. It provides two programming interfaces named EdgeMap and VertexMap, and a sparse and dense representation of vertex sets, as well as both push and pull execution modes. Under this framework, graph processing algorithms can be easily implemented. Our work is based on Ligra, and further enables several parallel optimizations for hybrid memory systems.
Polymer [43] is a NUMA-aware single-machine in-memory graph computing system. According to the fact that the bandwidth of sequential remote memory access is higher than that of local and remote random access, they proposed a differential data placement strategy to reduce remote memory accesses. Moreover, by using vertex replications, the remote random access is converted into a remote sequential access. We use a similar scheme to partition the graph, however, our goal is to avoid processor stalling caused by data contention and atomic operations.
Basak et al. [37] find that different types of data (such as graph structure data and property data) have different reuse distances. Traditional hardware pre-fetchers often ignore the types of graph data. Therefore, they design a graph data-aware hardware pre-fetcher called DROPLET, which physically decouples the pre-fetching of the graph property data and the structure data according to the reuse distance. Another work [44] finds that graph data structure and access patterns can be predicted in advance, and proposes a dataaware hardware pre-fetcher for graph processing. To avoid hardware modifications, we propose a data pre-fetching scheme combining the existing OS-supported hardware prefetching and data-aware software pre-fetching to reduce the memory access latency.
In distributed graph computing systems and multi-core based parallel graph processing systems, graphs should be partitioned into multiple sub-graphs. GraphGrind [36] analyzes the impact of graph partitioning on graph processing performance, and finds that graph partitioning causes extra graph traversal cost and load imbalance. By exploiting the compressed representation of graph data and adapting different graph partitioning methods to different graph applications, they can greatly improve the performance of graph processing. Our work is orthogonal to this proposal, we only store the vertices whose degree is not zero in sub-graphs to reduce the number of control instructions, and achieve better load balance through a work stealing strategy.
VII. CONCLUSION
This paper proposes NGraph, a parallel graph processing framework for hybrid memory systems composed of DRAM and NVM. NGraph improves the performance of graph processing by optimized hybrid memory management and CPU scheduling. First, NGraph reduces random data accesses and frequent updates on NVM based on different access patterns of graph data structures and NVM features. Second, NGraph avoids data competition among multi-core and eliminates atomic operations through graph partitioning and task decomposition, and thus reduce the time of CPU stalling. In addition, a CPU load balance scheme has also been proposed to minimize the time of parallel graph processing on multi-cores. Moreover, NGraph supports huge pages and data structure-aware software pre-fetching to further hide memory access latency. The experimental evaluation shows NGraph can achieve significant performance improvements over other state-of-the-art frameworks in hybrid memory systems. In the future, we will explore the proposed schemes in NGraph for distributed graph processing frameworks, and study dynamic placement and migration of graph data in a distributed shared hybrid memory pool. His research interests include big data processing, cloud computing, and distributed systems. His current topic mainly focuses on application-driven big data processing and optimizations. VOLUME 7, 2019 
