Bayesian Latent Class Analysis
The Likelihood of LCA is
Let
so that we can write Equation 1 as
In this study, we used the following priors for λ and p:
To simplify the calculation, we introduced latent variables z ik , each of which takes the value 1 if individual i is assigned to cluster k, and 0 otherwise. Define a joint probability for y and z given p and λ as follows:
Note that if we sum over z, we recover Equation1. Using Bayes theorem, the posterior distribution for LCA is proportional to:
The conditional distributions for model parameters are therefore
The derivation of the conditional distributions for GoM can be found in: Erosheva, E. A. (2003) . Grade of membership and latent structure models with application to disability survey data. 
