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Abstract
En este trabajo se introduce una fo´rmula recursiva que permite calcular la
matriz de covarianzas de una red Bayesiana Gaussiana dados los para´metros
de la especificacio´n condicionada de la parte cuantitativa del modelo. Adema´s,
se determinan las varianzas y las covarianzas del problema considerando los
distintos caminos que aparecen en el grafo que recoge la parte cualitativa de
la red.
Se aplicara´n los conceptos introducidos en este trabajo a un ejemplo real.
Keywords: Red Bayesiana Gaussiana, matriz de covarianzas, normal
multivariante.
1. Introduction
Una red Bayesiana (RB) es un modelo gra´fico probabil´ıstico que se utiliza
para estudiar un conjunto de variables con una estructura de dependencia
conocida. Las RBs permiten estudiar problemas del mundo real en una serie
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de a´mbitos complejos, como puede ser el diagno´stico me´dico o de los sistemas
dina´micos.
Las RBs han sido estudiadas, entre otros, por Pearl [4], Lauritzen [3],
Cowell et al. [1] y Jensen et al. [2].
Una RB tiene dos componentes, como se muestra en la Definicio´n 1. La
parte cualitativa es un gra´fico ac´ıclico dirigido (DAG) que muestra la estruc-
tura de la dependencia entre las variables en estudio. La parte cuantitativa
se compone de las distribuciones de probabilidad condicionadas asignadas a
las variables del problema dados sus padres en el DAG.
Nuestro modelo objeto de estudio son las redes Bayesianas Gaussianas
(RBGs) que se definen como una RB en la que la distribucio´n de probabilidad
conjunta es normal multivariante. En particular nuestro objetivo se centra
en describir la matriz de covarianzas que determina uno de los para´metros
de la parte cuantitativa de la red, dada la estructura del modelo. Como se
vera´ posteriormente en las RBGs, la dependencia entre variables viene fijada
por el coeficiente de regresio´n de cada una de las variables sobre sus padres
en el DAG. El coeficiente de regresio´n junto con la varianza condicionada de
cada una de las variables dados sus padres en el DAG, describen la variacio´n
del modelo cuando e´ste se presenta mediante la especificacio´n condicional de
la parte cuantitativa de la red.
En este trabajo se introduce una fo´rmula recursiva que nos permitira´
obtener directamente la matriz de covarianzas dados los coeficientes de re-
gresio´n y las varianzas condicionadas de cada una de las variables del prob-
lema dados sus padres en el DAG. Adema´s se obtienen las varianzas y covar-
ianzas teniendo en cuenta los caminos que aparecen en el DAG entre nodos.
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La organizacio´n del presente trabajo es la siguiente. En la Seccio´n 2 se
introduce el modelo objeto de estudio, para ello se definira´n inicialmente las
RBs y posteriormente las RBGs, detalla´ndose la especificacio´n condicional y
la especificacio´n conjunta de la parte cuantitativa. En la Seccio´n 3 se pre-
senta la fo´rmula recursiva que permite calcular la matriz de covarianzas de
la distribucio´n conjunta del modelo y se obtienen las varianzas y covarian-
zas dados los caminos que se encuentran entre nodos. Una aplicacio´n de
las definiciones propuestas se puede ver en la Seccio´n 4. Finalmente, en la
Seccio´n 5 se introducen unas breves conclusiones al trabajo presentado.
2. Redes Bayesianas y redes Bayesianas Gaussianas
En esta Seccio´n se presentan las redes Bayesianas Gaussianas. Para ello
se introduce inicialmente la definicio´n de red Bayesiana.
Definition 1. Una red Bayesiana (RB) se define como un par (G,P) donde
G es un grafo ac´ıclico dirigido DAG, en el que los nodos representan a las
variables aleatorias X = {X1, . . . , Xn} y los arcos reflejan la estructura de
dependencias y P = {P (X1|pa(X1)), . . . , P (Xn|pa(Xn))} es el conjunto de
distribuciones de probabilidad condicionadas, de cada una de las variables
Xk dados sus padres pa(Xk) en G, donde pa(Xk) ⊆ {X1, ..., Xk−1}.
Como se puede observar, se tiene una ordenacio´n para todas las variables
del problema, pudiendo ser padre de un nodo Xk cualquiera de los nodos
anteriores {X1, . . . , Xk−1} e hijos del nodo Xk cualquiera de los nodos pos-
teriores {Xk+1, . . . , Xn}. En la Seccio´n 3 se introducen algunas definiciones
de conjuntos de nodos que forman parte de la familia de un nodo cualquiera,
dado el DAG.
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Las RBs se caracterizan por permitir obtener la distribucio´n de probabil-
idad conjunta a partir de las probabilidades condicionadas de P , de forma
que
P (X) =
n∏
k=1
P (Xk|pa(Xk)) (1)
A continuacio´n se definen las redes Bayesianas Gaussianas
Definition 2. Se define una red Bayesiana Gaussiana (RBG) como una RB
donde la distribucio´n de probabilidad conjunta de X = (X1, . . . , Xn) es una
distribucio´n normal multivariante Nn(µ,Σ) dada por
f(x) = (2pi)−n/2|Σ|−1/2 exp
{
−1
2
(x− µ)′Σ−1(x− µ)
}
donde µ es el vector de medias n−dimensional y Σ es la matriz de
varianzas-covarianzas n× n definida positiva.
Dada la expresio´n introducida en (1), en RBGs cada una de las probabil-
idades condicionadas de P son normales, tales que
Xk|pa(Xk) ∼ N1(xk | µk +
k−1∑
j=1
βjk(xj − µj), vk)
donde µk es la media de Xk, βjk son los coeficientes de regresio´n de Xk
respecto a Xj ∈ pa(Xk) y vk es la varianza condicionada de Xk|pa(Xk).
Los coeficientes βjk miden el grado de relacio´n entre Xj y Xk, por tanto,
en RBGs se tiene un arco en el DAG siempre que βjk 6= 0, esto es
βjk = 0⇔ Xj /∈ pa(Xk)
4
Con los para´metros de la especificacio´n condicional, µk, vk y βjk para
todo Xk, es posible determinar la distribucio´n conjunta, o especificacio´n
conjunta del modelo, ya que los µk son los elementos del vector de me-
dias n−dimensional µ, de forma que µ = (µ1, . . ., µn)T y las varianzas condi-
cionadas, vk, y los coeficientes de regresio´n, βjk, permiten calcular Σ.
Shachter y Kenley [5] proponen la siguiente expresio´n para calcular la
matriz de precisio´n
Σ−1 = (I −B)D−1(I −B)T
donde D es una matriz diagonal dada por D = diag(v1, ..., vn) y B es una
matriz triangular superior formada por los coeficientes de regresio´n βjk con
j = 1, ..., k − 1.
Cuando la red tiene muchas variables, es ma´s eficaz computacionalmente
calcular la matriz Σ−1 o la matriz Σ mediante una expresin recursiva, as´ı, es
posible determinar la matriz de precisio´n Σ−1 utilizando la siguiente fo´rmula
recursiva, en la cual W (k) representa la matriz superior izquierda k× k y βk
es el vector columna dado por los coeficientes de regresin βjk con j < k
W (k + 1) =
 W (k) + βk+1βTk+1vk+1 −βk+1vk+1
−βTk+1
vk+1
1
vk+1

siendo W (1) = 1
v1
.
La matriz de precisio´n Σ−1 = W.
A continuacio´n se introduce un ejemplo real de RBGs para ilustrar los
distintos conceptos que se presentan a lo largo de este trabajo.
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Example 1. Acu´ıferos
Supongamos que estamos estudiando el volumen de agua (100Hm3) de un
conjunto de acu´ıferos o almacenamientos de agua subterranea, X = {X1, ..., X9},
con filtraciones entre los mismos, como se puede ver en el DAG de la Figura
1.
El volumen de agua de cada acu´ıfero se mide en 100Hm3 y se supone que el
volumen de agua en cada acu´ıfero se distribuye normalmente.
El volumen medio de agua de cada acu´ıfero, as´ı como la varianza condi-
cionada vk de Xk dados sus padres pa(Xk) se recogen en la siguiente tabla
X1 X2 X3 X4 X5 X6 X7 X8 X9
µk 1 2 1 2 3 2 4 3 2
vk 1 1 1 3 3 2 2 2 2
Los coeficientes de regresio´n βjk se muestran en el DAG.
Figure 1: DAG que describe la estructura de los acu´ıferos
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Con los para´metros de cada una de las variables Xk dados sus padres
pa(Xk), tenemos que:
f(x1) ∼ N1(x1 | µ1, v1)
f(x2) ∼ N1(x2 | µ2, v2)
f(x3) ∼ N1(x3 | µ3, v3)
f(x4 | x1, x2) ∼ N1(x4 | µ4 + β14(x1 − µ1) + β24(x2 − µ2), v4)
f(x5 | x2, x3) ∼ N1(x5 | µ5 + β25(x2 − µ2) + β35(x3 − µ3), v5)
f(x6 | x3) ∼ N1(x6 | µ6 + β36(x3 − µ3), v6)
f(x7 | x1, x4) ∼ N1(x7 | µ7 + β17(x1 − µ1) + β47(x4 − µ4), v7)
f(x8 | x4, x5) ∼ N1(x8 | µ8 + β48(x4 − µ4) + β58(x5 − µ5), v8)
f(x9 | x3, x4, x5) ∼ N1(x9 | µ9+β39(x3−µ3)+β49(x4−µ4)+β59(x5−µ5), v9)
Por tanto, la RBG queda definida mediante su parte cualitativa dada por
el DAG de la Figura 1 y su parte cuantitativa mediante la especificacio´n
condicional dada por los para´metros µk, vk y βjk para cada variable Xk:
µ1 = 1 µ2 = 2 µ3 = 1 µ4 = 2 µ5 = 3
µ6 = 2 µ7 = 4 µ8 = 3 µ9 = 2
v1 = 1 v2 = 1 v3 = 1 v4 = 3 v5 = 3
v6 = 2 v7 = 2 v8 = 2 v9 = 2
β14 = 1 β24 = 1 β25 = 2 β35 = 1 β36 = 2
β17 = 1 β47 = 2 β48 = 1 β58 = 3 β39 = 2
β49 = 2 β59 = 2
La especificacio´n conjunta de la parte cuantitativa del modelo viene dada
por los para´metros de la distribucio´n conjunta de X Nn(µ,Σ) tales que
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µ = (1, 2, 1, 2, 3, 2, 4, 3, 2)T
Σ =

1 0 0 1 0 0 3 1 2
0 1 0 1 2 0 2 7 6
0 0 1 0 1 2 0 3 4
1 1 0 5 2 0 11 11 14
0 2 1 2 8 2 4 26 22
0 0 2 0 2 6 0 6 8
3 2 0 11 4 0 27 23 30
1 7 3 11 26 6 23 91 80
2 6 4 14 22 8 30 80 82

3. Ca´lculo de la matriz de covarianzas
En esta Seccio´n se introduce una fo´rmula recursiva que permite calcular la
matriz de covarianzas dados los para´metros de la especificacio´n condicional,
vk y βjk para todo Xk con Xj ∈ pa(Xk).
Posteriormente se introducira´n algunas definiciones ba´sicas de la teor´ıa
de grafos que nos permitira´n calcular cada uno de los elementos de la matriz
de covarianzas, es decir, las varianzas y covarianzas de las variables de la
RBG, teniendo en cuenta la estructura que presenta el DAG de la red.
3.1. Ca´lculo de la matriz de covarianzas
Para determinar la matriz de covarianzas proponemos la siguiente fo´rmula
recursiva.
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Sea βk el vector columna que recoge los coeficientes de regresio´n de todos
los pa(Xk) conXk con pa(Xk) ⊆ {X1, ..., Xk−1}, es decir, βk = (β1k, ..., βk−1k)T ,
entonces
Σ(k + 1) =
 Σ(k) Σ(k)βk+1
βTk+1Σ(k)
T vk+1 + β
T
k+1Σ(k)βk+1

con Σ(0) = v1.
La matriz de covarianzas es Σ(n).
3.2. Ca´lculo de varianzas y covarianzas con la estructura del DAG
Las varianzas σkk y covarianzas σjk con j < k, se pueden calcular teniendo
en cuenta los caminos del DAG entre los nodos Xk y Xk en el caso de las
varianzas, y Xj y Xk para las covarianzas. Para ello es necesario introducir
algunas definiciones ba´sicas de la teor´ıa de grafos, dado el DAG que describe
la parte cualitativa, es decir, la estructura de dependencia de la RBG.
As´ı, se definen los siguientes conjuntos de nodos
• ascendientes del nodo Xk, as(Xk): conjunto de padres de Xk y padres
de padres de Xk, etc., de forma que as(Xk) ⊆ {X1, ..., Xk−1}, siendo
pa(Xk) ⊆ as(Xk).
• descendientes del nodo Xk, de(Xk): conjunto de hijos de Xk e hijos de
hijos de Xk, etc., de forma que de(Xk) ⊆ {Xk+1, ..., Xn}. Los hijos del
nodo Xk en el DAG, hi(Xk), son tales que hi(Xk) ⊆ de(Xk).
• hermanos de Xk, he(Xk): conjunto de nodos con padres comunes a Xk.
• familia de Xk, fa(Xk): conjunto de ascendientes, descendientes y her-
manos del nodo Xk en el DAG, incluyendo el propio Xk, es decir,
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fa(Xk) = {Xk, as(Xk), de(Xk), he(Xk)}
En el ejemplo de los acu´ıferos, sera´n ascendientes del nodo X7, los nodos
X1, X2 y X4 siendo as(X7) = {X1, X2, X4} y descendientes del nodo X2, los
nodos X4, X5, X8 y X9 siendo de(X2) = {X4, X5, X8, X9}. Hermanos de X4
son he(X4) = {X5, X7}.
Para el nodo X5 su familia es fa(X5) = {X2, X3, X4, X5, X6, X8, X9}
siendo los ascendientes as(X5) = {X2, X3}, los descendientes de(X5) =
{X8, X9} y los hermanos he(X5) = {X4, X6, X9}.
Otras definiciones de intere´s asociadas a los caminos de un grafo se intro-
ducen a continuacio´n
• Se define un camino del nodo Xk a Xl con Xk ∈ as(Xl) siendo k < l,
como una secuencia de nodos de forma que existe un arco entre un
nodo y el siguiente, es decir
Xk, ..., Xp, Xp+1, ..., Xl
con βp,p+1 6= 0 para todo p = k, ..., l − 1
• Se define un camino del nodo Xk a Xl pasando por Xj, con Xj ∈
as(Xk) ⊂ as(Xl), como una sucesio´n dada por el camino del nodo Xj a
Xk y el camino de Xj a Xl, es decir, dos secuencias de nodos de forma
que en cada secuencia existe un arco entre un nodo y el siguiente, tal que
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Xj, ..., Xp, Xp+1, ..., Xk y Xj, ..., Xq, Xq+1, ..., Xl
con βp,p+1 6= 0 y βq,q+1 6= 0
para todo p = j, ..., k − 1 y q = j, ..., l − 1
A continuacio´n, definimos los pesos de los caminos como el producto de
los coeficientes de regresio´n que aparecen en cada uno de los arcos que unen
los nodos de un camino y tambie´n se define la suma de los pesos de los
distintos caminos que hay entre un nodo y otro, as´ı
• Peso de un camino de Xk a Xl con Xk ∈ as(Xl) y k < l, wkl: Producto
de los coeficientes de regresio´n que unen los nodos del camino de Xk a
Xl,
wkl =
l−1∏
p=k
βp,p+1
siendo Xp ∈ pa(Xp+1)
• Suma de los pesos de los caminos de Xk a Xl, con Xk ∈ as(Xl) siendo
k < l, Swkl :
Swkl =
∑
wkl
• Peso de un camino del nodo Xk a Xl pasando por Xj, con Xj ∈
as(Xk) ⊂ as(Xl), wkjl: Producto de los coeficientes de regresio´n que
unen los nodos entre Xj y su descendiente Xk y entre Xj y su descen-
diente Xl, es decir
wkjl = wjkwjl
11
siendo con Xj ∈ as(Xk) ⊂ as(Xl) con j < k ≤ l.
• Suma de los pesos de los caminos de Xk a Xl pasando por Xj, con
Xj ∈ as(Xk) ⊂ as(Xl) siendo j < k ≤ l, Swkjl :
Swkjl =
∑
wkjl
Introducidos los conceptos anteriores, proponemos el ca´lculo de las var-
ianzas y covarianzas de las variables del problema apoya´ndonos en dichas
definiciones. As´ı, dado el DAG que describe la estructura de una RBG cuya
parte cuantitativa se presenta mediante la especificacio´n condicional de la red,
las varianzas y covarianzas de las variables del problema se pueden calcular
con las expresiones que se introducen en las definiciones 3 y 4 respectiva-
mente.
Definition 3. Se define la varianza de Xk como su covarianza condicionada
vk mas la suma de la varianza condicionada de cada uno de los ascendientes
de Xk, vj, por la suma de los pesos de los caminos de Xk a Xk pasando
por sus ascendientes Xj (con Xj ∈ as(Xk)). Por tanto, para todo Xk con
k = 1, ..., n
σkk = vk +
∑
Xj∈as(Xk)
vjSwkjk (2)
Definition 4. Se define la covarianza entre Xk y Xl con Xk ∈ as(Xl) como
la varianza condicionada de Xk por la suma de los pesos de los caminos de Xk
a Xl ma´s la suma de la varianza condicionada de cada uno de lo ascendientes
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de Xk, vj, por la suma de los pesos de los caminos de Xk a Xl pasando por
Xj siendo j < k < l, esto es
σkl = vkSwkl +
∑
Xj∈as(Xk)
vjSwkjl (3)
Varianzas y covarianzas de la RBG quedan definidas a partir de las var-
ianzas condicionadas de cada Xk dados sus padres en el DAG, vk, y los
coeficientes de regresio´n βjk con Xj ∈ pa(Xk) teniendo en cuenta los caminos
entre los nodos del DAG,
4. Aplicacio´n
En este apartado utilizamos las definiciones descritas en la Seccio´n ante-
rior para calcular una varianza, σ99, y una covarianza, σ49, para el ejemplo
de los acu´ıferos, Ejemplo 1. Con figuras se ilustran los distintos caminos que
se han de recorrer para calcular la varianza y covarianza de intere´s.
4.1. Ca´lculo de σkk
Para calcular la varianza de X9, σ99 se utiliza la siguiente expresio´n σ99 =
v9 +
∑
Xj∈as(X9) vjSw9j9 . En la Figura 2 se muestra el DAG con el nodo X9
en azul y en rojo los ascendientes del mismo as(X9) = {X1, ..., X5}.
En la Figura 3 se sen˜alan todos los posibles caminos de X9 a X9 pasando
por su ascendiente X3. Como se observa en la Figura, se tiene una sucesio´n
dada por el camino del nodo X3 a X9 y el camino del nodo X3 a X9, dadas
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Figure 2: DAG Ejemplo 1. En azul X9 y en rojo sus ascendientes as(X9)
las direcciones que se muestran en el DAG. En realidad, lo que se tienen son
los caminos de X9 a X3 y de X3 a X9, pero teniendo en cuenta las direcciones
del DAG y la definicio´n de camino del nodo Xk a Xl pasando por Xj donde
k = l y j < k la sucesio´n tenida en cuenta es la dada por el camino del nodo
X3 a X9 y el camino del nodo X3 a X9. Como en el ca´lculo de las varianzas
y covarianzas lo que se tiene en cuenta es el peso de los caminos, es decir el
producto de los βjk que aparecen entre los nodos del camino, en el resto de
figuras se obvia la direccio´n de las aristas y se reflejan los caminos como si
se fuera del nodo Xk a su ascendiente Xj y se volviera de Xj a Xl. Como
se ha comentado anteriormente esto no modifica ni altera ningu´n ca´lculo,
simplemente facilita la visio´n de los caminos.
Detallando cada uno de los posibles caminos de ida y vuelta a X9 pasando
por su ascendiente X3 y obviando las direcciones del DAG, en las Figuras
de la Tabla 1, se puede calcular el peso de cada uno de los caminos de X9
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Figure 3: DAG Ejemplo 1. Caminos de X9 a X9 pasando por su ascendiente X3
a X9 pasando por su ascendiente X3 como el producto de los coeficientes de
regresio´n de los arcos del grafo.
Table 1: DAG Ejemplo 1. Caminos detallados de X9 a X9 pasando por su
ascendiente X3
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En las Figuras 9, 5 y 6 se muestran todos los posibles caminos de ida y
vuelta a X9 pasando por sus ascendientes X4, X5 y X1 respectivamente. En
todos los casos se obvian las direcciones del DAG.
Figure 4: DAG Ejemplo 1. Caminos de X9 a X9 pasando por su ascendiente X4
Figure 5: DAG Ejemplo 1. Caminos de X9 a X9 pasando por su ascendiente X5
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Figure 6: DAG Ejemplo 1. Caminos de X9 a X9 pasando por su ascendiente X1
Finalmente en la Figura 7 se describen los distintos caminos encontrados
para ir de X9 a X9 pasando por su ascendiente X2. Las Figuras recogidas
en la Tabla 2 muestran cada uno de los caminos descritos en la Figura 7 de
forma desglosada y sin tener en cuenta las direcciones del DAG.
Figure 7: DAG Ejemplo 1. Caminos de X9 a X9 pasando por su ascendiente X1
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Table 2: DAG Ejemplo 1. Caminos detallados de X9 a X9 pasando por su
ascendiente X2
Teniendo en cuenta los pesos de los caminos w9j9 con Xj ∈ as(X9), la
varianza de X9, σ99, calculada con la expresio´n introducida en (3) es tal que
σ99 = v9 +
∑
Xj∈as(X9)
vjSw9j9 = 82
4.2. Ca´lculo de σkl
Para el ca´lculo de una covarianza, por ejemplo σ49, primero se ha de tener
en cuenta los caminos de X4 a X9 y posteriormente los caminos de X4 a X9
pasando por los ascendientes de X4. En la Figura 8 se muestran en azul los
nodos X4 y X9 para resaltar inicialmente los caminos de X4 a X9 y en rojo
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se muestran los ascendientes de X4 para determinar los caminos de X4 a X9
pasando por {X1, X2} ∈ as(X4).
Figure 8: DAG Ejemplo 1. En azul X4 y X9 y en rojo los ascendientes de X4
En la Figura 9 se muestra el u´nico camino existente de X4 a X9.
Figure 9: DAG Ejemplo 1. Caminos de X4 a X9
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En las siguientes Figuras, se describen los distintos caminos de X4 a X9
pasando por los ascendientes de X4, as´ı en la Figura 10 se muestra el u´nico
camino de X4 a X9 pasando por X1.
Figure 10: DAG Ejemplo 1. Caminos de X4 a X9 pasando por X1 ∈ as(X4)
Como los u´nicos ascendientes de X4 son los nodos X1 y X2, en la Tabla
3 se muestran los distintos caminos de X4 a X9 pasando por el ascendiente
X2 ∈ as(X4). Tres son los caminos encontrados para hacer el recorrido de
intere´s tal y como se puede ver en la Tabla 3.
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Table 3: DAG Ejemplo 1. Caminos detallados de X4 a X9 pasando por
X2 ∈ as(X4)
Teniendo en cuenta los pesos de los caminos w49 y w4j9 con Xj ∈ as(X4),
la covarianza entre X4 y X9, σ49, calculada mediante la expresio´n (4) es
σ49 = v4Sw49 +
∑
Xj∈as(X4)
vjSw4j9 = 14
5. Conclusiones y futuros trabajos
En este trabajo se introduce una fo´rmula recursiva que permite calcular la
matriz de covarianzas que describe de forma conjunta la dispersio´n de la parte
cuantitativa de una RBG. Mediante esta expresio´n es posible determinar la
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matriz de covarianzas dados los para´metros que describen la dispersio´n en la
especificacio´n condicional de la red.
Apoya´ndonos en algunas definiciones de teor´ıa de grafos es posible definir
la varianza de una variable en funcio´n de los caminos que se muestran en el
grafo, de igual forma es posible definir una covarianza entre dos variables.
Esto nos permitira´ en futuros trabajos estudiar la sensibilidad de una RBG
cuando se eliminan arcos en el grafo, cambia´ndose as´ı los caminos posibles
de un nodo a el mismo o a otro nodo.
Un ejemplo real permite la aplicacio´n de los conceptos introducidos en el
trabajo y sirve como ilustracio´n de las definiciones propuestas apoyadas en
los caminos encontrados en el DAG.
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