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5Древовидная ширина – числовой параметр ги
перграфа, характеризующий меру его древовидно
сти. Широкий интерес к изучению древовидной
ширины гиперграфа вызван тем, что многие NP
трудные задачи комбинаторной оптимизации, воз
никающие в различных приложениях, в том числе
при проектировании электронной аппаратуры, мо
делировании надежности и безопасности компью
терных и коммуникационных систем, полино
миально разрешимы, если модельный гиперграф
имеет ограниченную древовидную ширину. В этих
условиях оптимизационная задача может быть ре
шена методом динамического программирования,
причем алгоритмическая эффективность достига
ется за счет разложения модельного гиперграфа
на части с помощью дерева декомпозиции [1].
С вычислительной точки зрения весьма сложно
установить, имеет ли заданный произвольный ги
перграф ограниченную древовидную ширину,
и построить для него требуемое дерево декомпози
ции. Доказана NPтрудность этой задачи [2, 3]. По
этому актуальны методы предварительной обра
ботки (предобработки) гиперграфа, позволяющие
снизить размерность задачи без потери оптималь
ности. Про такие методы говорят, что они безопас
ные относительно того или иного числового пара
метра графа или гиперграфа [1]. В работе предло
жены два рекуррентных и безопасных метода пре
добработки гиперграфа для вычисления древовид
ной ширины.
1. Гиперграф и ассоциированные с ним 
обыкновенные графы
Введем необходимые понятия и обозначения
[4–7]. Пусть задан (n,m)гиперграф H=(X,U), где
X={x1,x2,...,xn} – конечное непустое множество вер
шин и U={u1,u2,...,um} – конечное непустое семей
ство ребер этого гиперграфа. В общем случае вся
кое ребро гиперграфа является некоторым подмно
жеством множества X. Пусть U(x) – множество ре
бер, инцидентных в H вершине xX, а X(u) – мно
жество всех вершин, инцидентных ребру uU. Тог
да число |U(x)| определяет степень вершины x, а чи
сло |X(u)| – степень ребра u. Элемент гиперграфа
степени 0 считают голым, степени 1 – висячим.
Две вершины x1, x2X смежные в H, если существу
ет ребро uU такое, что x1, x2X(u). Аналогичным
образом, два ребра u1, u2U смежные в H, если
X(u1)X(u2). Подмножество множества вершин
гиперграфа H образует клику, если две любые вер
шины этого подмножества смежные в H. Два ребра
u, vU кратные, если X(u)=X(v). Ребро u вложено
в ребро v, когда X(u)X(v). Ранг гиперграфа
H=(X,U) – максимальная степень его ребра:
r(H)=max{|X(u)|,uU}. Гиперграф минимальный,
если он не содержит голых элементов, вложенных
и кратных ребер. Далее везде H

– результат мини
мизации гиперграфа H.
Всякий непустой гиперграф H=(X,U) однознач
но определяется своим кениговым представлени
ем – двудольным графом K(H), отражающим отно
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шение инцидентности элементов гиперграфа,
с множеством вершин XU и долями X, U. Гипер
граф H считается связным, если связен граф K(H).
Компоненты связности графа K(H) порождают ча
сти гиперграфа H, называемые его компонентами
связности.
Пусть H(X–S) задает часть гиперграфа H=(X,U),
индуцированную множеством X–S, т. е. получен
ную из H слабым удалением всех вершин xS	X.
Напомним, что слабое удаление вершины xX
из H=(X,U) предполагает удаление этой вершины
из X и из всех ребер uU(x). Множество вершин S
связного гиперграфа H – сепаратор, если гипер
граф H

(X–S) несвязен. Сепаратор минимальный,
если он не содержит в себе другой сепаратор мень
шей мощности. Пусть для пары ребер ui,ujU,
1
i<j
m, гиперграфа H=(X,U) множество
S=X(ui)X(uj) определяет сепаратор. Тогда S на
зывают множеством сочленения гиперграфа H.
Очевидно, что каждое множество сочленения об
разует в H сепаратор клику. Блоком связного ги
перграфа H называют любую его часть H

(Y), Y	X,
в которой нет множества сочленения. Блок триви
альный, если он состоит только из одного ребра.
С гиперграфом H принято ассоциировать гра
фы смежности L(2)(H) и L(H). Граф L(2)(H) предста
вляет отношение смежности вершин гиперграфа.
В частности, если H – обыкновенный граф, то
L(2)(H)=H. Граф L(2)(H) отражает информацию обо
всех кликах гиперграфа H: каждая клика гипергра
фа H – клика графа L(2)(H) и наоборот, любая кли
ка графа L(2)(H) – клика этого гиперграфа. Заме
тим, что для всякого ребра uU гиперграфа
H=(X,U) множество X(u) порождает клику в L(2)(H),
однако обратное верно только тогда, когда гипер
граф H комплектный. Гиперграф H комплектный,
если каждой максимальной клике графа L(2)(H) от
вечает некоторое ребро этого гиперграфа.
Граф L(H) называют реберным графом для H,
поскольку он задает отношение смежности ребер
этого гиперграфа. Граф L(H)=(U,E) полагают поме
ченным, если всякому его ребру {ui,uj}E поставле
на в соответствие метка fij=X (ui)X(uj), 1
i<j
m.
Число |fij| рассматривают как вес ребра {ui,uj}. Граф
L(H) с такими весами именуют взвешенным ребер
ным графом гиперграфа H. Граф L(H) – источник
информации обо всех множествах сочленения ги
перграфа H: произвольному множеству сочленения
S=X (ui)X(uj) гиперграфа H соответствует некото
рое ребро {ui,uj}E графа L(H)=(U,E), но обратное
не всегда верно. Примечательно, что графы L(2)(H)
и L(H) – миноры кенигова представления K(H),
т. к. могут быть получены из него путем операции
стягивания надлежащих ребер. Поскольку данная
операция никогда не нарушает связности графа,
то для гиперграфа H ассоциированные с ним гра
фы K(H), L(2)(H) и L(H) либо все одновременно
связные, либо несвязные. Не нарушая общности,
далее в качестве исходных гиперграфов будем рас
сматривать только минимальные и связные гипер
графы.
2. Дерево декомпозиции 
и древовидная ширина гиперграфа
С гиперграфом связана еще одна графовая
структура, именуемая деревом декомпозиции. Под
деревом декомпозиции гиперграфа H=(X,U) при
нимают пару (M,T), задающую разбиение вершин
и ребер гиперграфа H, где M={Xi,iI} – семейство
непустых подмножеств множества X, называемых
«мешками», T=(I,W) – дерево, узлам которого со
поставлены эти «мешки». Данное разбиение удо
влетворяет свойствам [1]:
1) iI Xi=X;
2) если uU, то в T всегда существует узел i?I та
кой, что X (u)	Xi, т. е. для всякого ребра гипер
графа всегда существует хотя бы один «мешок»,
содержащий все вершины этого ребра;
3) для любой вершины гиперграфа xX множе
ство узлов {iI|xXi}, «мешки» которых содер
жат вершину x, индуцирует поддерево дерева T.
Ширина дерева декомпозиции (M,T) – наиболь
шая вместимость его «мешка», уменьшенная на еди
ницу: max{|Xi|–1,iI}. Древовидная ширина гипер
графа H определяется как наименьшая ширина всех
возможных деревьев декомпозиции, существующих
для H, и обозначается через tw(H). Дерево декомпо
зиции ширины tw(H) принято называть оптималь
ным деревом декомпозиции гиперграфа H.
Заметим, что для каждого связного (n,m)гипер
графа множество возможных деревьев декомпози
ции не пусто. Например, постоянно существует
тривиальное дерево декомпозиции ширины n–1,
которое состоит из одного «мешка», содержащего
все n вершин гиперграфа. Конечно, такое дерево
декомпозиции чаще всего неоптимальное. В об
щем случае, гиперграф H может иметь несколько
различных оптимальных деревьев декомпозиции
ширины tw(H). Если рассматривать только (M,T)
без кратных и вложенных «мешков», то для любого
(n,m)гиперграфа множество деревьев декомпози
ции конечно. В этих условиях задача построения
оптимального дерева декомпозиции для связного
гиперграфа H всегда имеет решение. Если граф H
несвязен, то полагают tw(H)=0. Следовательно, чи
словой параметр tw(H) может быть вычислен для
любого гиперграфа H. Из определений дерева де
композиции (M,T) и древовидной ширины гипер
графа H вытекает справедливость следующих лемм.
Лемма 1. Всегда r(H)–1
tw(H), 0
tw(H)
n–1 и
tw(H)
tw(H

). Если гиперграф H связен, то
1
tw(H)
n–1 и tw(H)=tw(H

).
Лемма 2. Для части H'=H(Y) гиперграфа
H=(X,U), индуцированной множеством Y	X, верно
неравенство: tw (H')
tw (H).
Лемма 3. Пусть (M,T) – дерево декомпозиции
гиперграфа H=(X,U). Тогда если множество вер
шин Y	X образует в H клику, то в T существует узел
iI такой, что Y	Xi, т. е. любая клика гиперграфа H
(значит, и L(2)(H)) всегда целиком вложена в от
дельный «мешок» дерева декомпозиции (M,T)
и возможно не в один.
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Лемма 4. Пусть (M,T) – дерево декомпозиции
гиперграфа H=(X,U), w={i,j}W – ребро дерева
T=(I,W), A и B – множества узлов двух компонент
связности графа T=(I,W–w). Тогда пересечение со
ответствующих «мешков» S=XiXj образует сепара
тор гиперграфа H при условии, что (lAXl)–S
и (lBXl)–S.
Таким образом, дерево декомпозиции гипергра
фа H – это графовая структура, которая не только
определяет древовидную ширину гиперграфа,
но также содержит информацию о его сепараторах
и кликах. Что касается сепараторов, то дерево де
композиции (M,T) гиперграфа H информативнее,
чем его реберный граф L(H), поскольку последний
представляет лишь множества сочленения, т. е. се
параторы клики. Между тем, не всякий сепаратор
гиперграфа H есть клика. С точки зрения клик
и tw(H), дерево декомпозиции (M,T) гиперграфа H
эквивалентно по информативности графу L(2)(H).
Об этом свидетельствует
Следствие 1. Всякое дерево декомпозиции ги
перграфа H является деревом декомпозиции графа
L(2)(H) и наоборот, любое дерево декомпозиции
графа L(2)(H) задает дерево декомпозиции гипергра
фа H. Кроме того, tw(H)=tw(L(2)(H)).
Доказательство. Пусть (M,T) – дерево декомпо
зиции гиперграфа H=(X,U). Каждое ребро {xi,xj}
графа L(2)(H) соответствует двум вершинам xi, xjX,
которые смежны как в L(2)(H) так и в H. Это значит,
что в H существует ребро uU, которое содержит
обе эти вершины: x1, x2X(u). Поскольку множе
ство X(u) по определению вложено в некоторый
«мешок» дерева декомпозиции (M,T), то этому
«мешку» принадлежат также вершины ребра {xi,xj}
графа L(2)(H). Два других свойства дерева декомпо
зиции графа L(2)(H) непосредственно следуют
из идентичных свойств дерева декомпозиции
(M,T) гиперграфа H. Справедливость обратного
утверждения следствия 1 вытекает из леммы 3, ко
торая верна для любого гиперграфа, том числе
и тогда когда он вырождается в обыкновенный
граф. Действительно, при uU множество вершин
X(u) образует в L(2)(H) клику и эта клика по лемме
3 вложена в некоторый «мешок» дерева декомпо
зиции графа L(2)(H). Таким образом, в этом дереве
декомпозиции существует «мешок», содержащий
все вершины ребра uU.
3. Гиперграфы с ограниченной древовидной шириной
Значение величины tw(H) характеризует меру
древовидности гиперграфа H, и согласно леммам
3 и 4 определяет размеры его клик и сепараторов:
чем меньше tw (H), тем ближе гиперграф H к обыч
ному дереву и тем меньше у него по мощности
клики и сепараторы. В частности, все nвершин
ные деревья (n2) имеют единичную древовидную
ширину, размер всякой клики такого дерева равен
2, а каждый минимальный сепаратор – точка соч
ленения. Считается, что (n,m)гиперграф H облада
ет ограниченной древовидной шириной, если
tw(H)
k и k – целая положительная константа,
не зависящая от n. Если tw(H)
k, то размеры клик
и сепараторов в H также ограничены сверху кон
стантой k. Однако ограниченная древовидная ши
рина свойственна не всем гиперграфам. Так, если
H – полный nвершинный граф Kn, то tw (Kn)=n–1.
Существуют отличные от Kn гиперграфы, для кото
рых значение tw(H) растет с увеличением n. Типич
ный образец – гиперграф H, для которого L(2)(H) –
«сетка» – граф, составленный из правильных мно
гогранников так, что любые два соседних много
гранника имеют лишь одно общее ребро.
4. Проблема вычисления древовидной ширины
Согласно следствию 1 задача нахождения дре
вовидной ширины гиперграфа H сводится к задаче
определения древовидной ширины обыкновенно
го графа L(2)(H), ассоциированного с H и предста
вляющего отношение смежности его вершин. Обе
эти задачи являются NPтрудными. Между тем, су
ществуют классы гиперграфов, для которых задача
установления древовидной ширины полиномиаль
но разрешима. Один из таких классов образуют ги
перграфы, для которых граф L(2)(H) хордальный [3].
Более узкий класс составляют Мациклические (их
также называют ациклические) гиперграфы. Ги
перграф H является Мациклическим тогда и толь
ко тогда, когда он комплектный и граф L(2)(H) хор
дальный [7]. Напомним, что граф хордальный,
если любой его простой цикл длины l4 обладает
ребром, соединяющим две несмежные вершины
этого цикла.
Уже сложилась традиция для вычисления дре
вовидной ширины гиперграфа H переходить к гра
фу L(2)(H) и применять алгоритмический багаж,
разработанный для определения древовидной ши
рины обыкновенных графов [1]. К настоящему
времени этот багаж включает в себя разнообразные
инструменты. Вопервых, известны точные непо
линомиальные по времени алгоритмы нахождения
древовидной ширины графа, основанные на мето
де динамического программирования и методе ве
твей и границ. Вовторых, разработаны FPTалго
ритмы (FixedParameter Tractable algorithms), спо
собные при фиксированном значении k за время
O(2knO(1)) дать ответ на вопрос, не превышает
ли древовидная ширина nвершинного графа зна
чения k. Втретьих, найдены точные алгоритмы по
линомиальной сложности для некоторых классов
графов. Вчетвертых, предложены различные схе
мы приближений и эвристические алгоритмы, по
зволяющие за полиномиальное время находить
значения, близкие к истинному значению древо
видной ширины графа. Большинство приближен
ных и эвристических алгоритмов опираются
на свойства хордальных графов. Суть этих алгорит
мов состоит в следующем: вначале по определен
ной стратегии или эвристике создается минималь
ная триангуляция заданного графа (минимальное
пополнение его до хордального графа), затем нахо
дится дерево клик для минимальной триангуляции.
Данное дерево определяет некоторое (не обяза
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тельно оптимальное) дерево декомпозиции исход
ного графа, а его ширина служит верхней оценкой
древовидной ширины этого графа. К сожалению,
такой подход вычисления древовидной ширины
не учитывает всего многообразия структурных осо
бенностей гиперграфа H, ведь граф L(2)(H) несет
в себе лишь часть информации об H.
В настоящей работе предлагается использовать
в полном объеме информацию о структуре исход
ного гиперграфа на этапе предварительной обра
ботки. Вначале предобработка гиперграфа, а затем
традиционный подход вычисления древовидной
ширины через триангуляцию графа смежности
вершин. Цель предобработки – за полиномиаль
ное время безопасно (без потери оптимальности)
снизить размерность задачи вычисления древовид
ной ширины гиперграфа. Далее представлены два
рекуррентных метода предобработки гиперграфа
для вычисления древовидной ширины. Первый
метод основан на безопасном редуцировании ги
перграфа с помощью алгоритма распознавания
свойства Мацикличности гиперграфа, а второй –
на безопасном разложении гиперграфа множества
ми сочленения.
5. Безопасное редуцирование гиперграфа
Существуют различные определения свойства
Мацикличности гиперграфа; отдельные из них
отражены в теореме 1.
Теорема 1 [4, 7]. Для связного гиперграфа
H=(X,U) следующие высказывания эквивалентны:
1) H является Мациклическим гиперграфом;
2) H комплектный и его граф L(2)(H) хордальный;
3) для H имеется дерево соединений, которое есть
остовное дерево наибольшего веса взвешенного
реберного графа L(H) и которое изоморфно де
реву клик графа L(2)(H);
4) алгоритм Грэхема завершается успешно;
5) H не содержит нетривиальных блоков.
Высказывание 3 теоремы 1 указывает способ
построения дерева декомпозиции Мациклическо
го гиперграфа H. В самом деле, пусть L(H)=(U,E) –
взвешенный реберный граф гиперграфа H=(X,U)
и T – остовное дерево для L(H). Это остовное дере
во T называется деревом соединений гиперграфа
H, если для любой вершины гиперграфа xX мно
жество индексов {iI|xX(ui),uiU} порождает в T
связный подграф, образующий поддерево дерева T.
Ясно, что дерево соединений отвечает всем требо
ваниям дерева декомпозиции (M,T) гиперграфа H,
если в качестве «мешков» рассматривать множе
ства X (ui),uiU, т. е. полагать, что каждый «мешок»
содержит вершины только одного ребра гипергра
фа H. Отсюда с учетом следствия 1 и высказывания
3 теоремы 1 вытекает
Следствие 2. Любое дерево соединений Маци
клического гиперграфа H является оптимальным
деревом декомпозиции этого гиперграфа и
tw(H)=r(H)–1.
Таким образом, если (n,m)гиперграф H облада
ет свойством Мацикличности и число его ребер
полиномиально зависит от числа вершин, то для
него всегда можно построить оптимальное дерево
декомпозиции за время nO(1). Для этого достаточно
вначале создать взвешенный реберный граф L (H),
а затем найти в L (H) остовное дерево наибольшего
веса, используя надлежащие алгоритмы [5]. Рас
познать свойство Мацикличности можно также
за полиномиальное время с помощью алгоритма
Грэхема [4]. Данный алгоритм редуцирует гипер
граф H путем последовательного применения к H
следующих операций: СУВ – слабое удаление ви
сячих вершин; СУР – слабое удаление кратных
и вложенных ребер – минимизация текущего ги
перграфа. Пусть в результате редуцирования H по
лучен гиперграф red(H). Считается, что алгоритм
Грэхема успешно завершен и H обладает свойством
Мацикличности, если red(H)=(,). Доказано
[4], что операции СУВ и СУР сохраняют связность
редуцируемого гиперграфа, не разрушают все
имеющиеся в нем блоки и не порождают новых
блоков. Все это свидетельствует о наследственно
сти свойства Мацикличности относительно опе
раций алгоритма Грэхема.
Исследуем, как влияют операции алгоритма
Грэхема на древовидную ширину гиперграфа. Со
гласно лемме 1 для связного гиперграфа H всегда
tw(H)=tw(H

), т. е. операция СУР не изменяет дре
вовидной ширины этого гиперграфа. По лемме
2 слабое удаление произвольной вершины гипер
графа может приводить к уменьшению древовид
ной ширины. Однако операция СУВ предполагает
слабое удаление лишь висячих вершин. Такие вер
шины постоянно имеются в минимальном Маци
клическом гиперграфе.
Лемма 5. Всякая висячая вершина гиперграфа
H=(X,U) – симплициальная вершина графа L(2)(H).
Доказательство. Напомним, что вершина обык
новенного графа считается симплициальной, если
ее окрестность – клика. Окрестность симпли
циальной вершины неизменно отделяет ее от всех
других вершин графа, не входящих в эту окрест
ность. Пусть xX – висячая вершина гиперграфа
H=(X,U). Тогда в H существует ребро uU такое,
что xX(u) и U(x)={u}. Множество S=X(u)–{x} об
разует клику в H, а также в L(2)(H). Значит, x – сим
плициальная вершина графа L(2)(H). Если предпо
ложить, что исходный минимальный гиперграф
H=(X,U) имеет |U|=m>1 ребер, то S=X(u)–{x} задает
минимальный сепаратор, отделяющий вершину x
от всех вершин из X–X(u) в H и L(2)(H). Примеча
тельно, что обратное высказывание леммы 5 верно
только тогда, когда симплициальная вершина –
висячая вершина графа L(2)(H).
Теорема 2. Пусть xX – висячая вершина гипер
графа H=(X, U) такая, что xX (u), U (x)={u}
и d=|X(u)|–1. Пусть гиперграф H'=H

(X–x) получен
из H слабым удалением вершины x с последующей
его минимизацией. Тогда
tw (H)=max{d, tw (H')}.                     (1)
Доказательство. Поскольку d=|X (u)|–1, то H со
держит клику размера d+1. Отсюда по лемме 3 вер
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но неравенство: d
tw(H). Исходя из лемм 1 и 2,
tw(H')
tw(H). Значит, max{d,tw(H')}
tw(H). Теперь
достаточно доказать, что tw(H)
max{d,tw(H')}.
Пусть для H'=H

(X–x) построено оптимальное де
рево декомпозиции (M',T') ширины tw(H'). Присо
единим к нему два узла с «мешками» X(u) и
S=X(u)–{x}. Полученная пара (M,T) является дере
вом декомпозиции для H, поскольку S=X(u)–{x}
по лемме 5 образует минимальный сепаратор, от
деляющий вершину x от вершин X–X(u) в H и
L(2)(H), и именно через этот сепаратор узел с «меш
ком» X(u) присоединяется к (M',T'). Ширина дере
ва (M,T) составляет max{d,tw(H')}. Следовательно,
tw(H)
max{d,tw(H')}.
Равенство (1) определяет рекуррентное соотно
шение для задачи вычисления древовидной шири
ны гиперграфа, согласно которому размерность за
дачи снижается слабым удалением из гиперграфа
некоторой висячей вершины и минимизацией по
лученного гиперграфа. Если исследуемый гипер
граф H обладает свойством Мацикличности, то по
теореме 1 последовательное применение к H ра
венства (1) дает пустой гиперграф red(H) и опти
мальное дерево декомпозиции для H может быть
найдено, как остовное дерево наибольшего веса
взвешенного реберного графа L(H) или как дерево
клик графа L(2)(H). Если red(H)(,), то далее к
гиперграфу red(H) надлежит применить тради
ционный подход вычисления древовидной шири
ны или подвергнуть его безопасному разложению
множествами сочленения.
6. Безопасное разложение гиперграфа
Пусть гиперграф H=(X,U) обладает множеством
сочленения S. Обозначим через Y1,Y2,…,Y области
связности гиперграфа H

(X–S). Части H1,H2,…,H
гиперграфа H, как результат разбиения его множе
ством сочленения S, определим следующим обра
зом: Hi=H(Xi), где Xi=YiS, iI={1,2,…,}. Очевид
но, что каждая часть Hi в качестве ребер имеет
только ребра гиперграфа H причем те, которые ин
цидентны вершинам из XiX, т. е. Hi – подгипер
граф гиперграфа H.
Теорема 3. Для произвольного множества сочле
нения S гиперграфа H верно равенство:
tw (H)=max{tw(Hi), iI}.                     (2)
Доказательство. Исходя из лемм 1 и 2,
tw(Hi)
tw(H) для любого Hi=H(Xi), где Xi=YiS, iI.
Отсюда
max{tw(Hi),iI}
tw(H).                     (3)
Покажем теперь, что
tw(H)
max{tw(Hi),iI}.                     (4)
Предположим, что значение максимума в пра
вой части (4) равно . Тогда для каждого Hi можно
построить дерево декомпозиции ширины не более
(iI). По лемме 3 в этом дереве обязательно най
дется узел, «мешок» которого содержит сепаратор
S, т. к. вершины этого сепаратора образуют в Hi
клику. Дерево декомпозиции гиперграфа H может
быть сформировано путем добавления в каждое де
рево декомпозиции, построенное для Hi(iI), до
полнительного узла с «мешком» S и «склеиванием»
данных деревьев посредством этого дополнитель
ного узла. Несомненно, что ширина результирую
щего дерева декомпозиции не будет превышать .
Таким образом, из (3) и (4) следует (2).
Равенство (2) определяет рекуррентное соотно
шение для вычисления древовидной ширины ги
перграфа H через его части, полученные разделе
нием H множеством сочленения. Последователь
ное применение к H равенства (2) порождает про
цесс, который завершается, когда каждая часть ста
новится блоком гиперграфа H. Результатом этого
процесса выступают семейство блоков
B(H)={Hi,iI} и семейство множеств сочленения
S(H)={Sj,jJ} гиперграфа H. Если гиперграф H
обладает свойством Мацикличности, то по теоре
ме 1 в B(H) все блоки тривиальные. Тогда
tw(H)=max{tw(Hi),iI}=max{|X(u)|–1,uU}=r(H)–1,
что отвечает следствию 2. Наличие хотя бы одного
нетривиального блока в B(H) свидетельствует о
том, что гиперграф H не является Мацикличе
ским.
Согласно соотношению (2) процесс формиро
вания B(H) и S(H) для (n,m)гиперграфа H можно
организовать следующим образом:
1) первоначально семейство B(H) состоит только
из H и S(H)=;
2) для каждого HiB(H) подгиперграфа гипергра
фа H находится множество сочленения. Если
множество сочленения найдено, то оно добав
ляется в S(H), Hi подвергается разбиению и по
лученные более мелкие части помещаются
в B(H). Если в Hi нет множества сочленения,
то далее Hi исключается из обработки. Эти дей
ствия повторяются до тех пор, пока в B(H)
не окажется частей с множествами сочленения.
Если для нахождения множества сочленения
использовать метки fij=X(ui)X(uj) реберного
графа, ассоциированного с Hi, то шаг 2 осуще
ствим за время O(m2). Всякий (n,m)гиперграф со
держит не более m блоков. Поэтому в целом весь
процесс формирования B(H) и S(H) можно реали
зовать за время nO(1) при условии, что число ребер
гиперграфа полиномиально зависит от числа его
вершин.
Заключение
Использование дерева декомпозиции гипергра
фа с ограниченной древовидной шириной при ре
шении NPтрудных задач комбинаторной оптими
зации – один из современных подходов преодоле
ния высокой вычислительной сложности таких за
дач. Между тем, сама задача вычисления древовид
ной ширины гиперграфа является NPтрудной.
В данной работе предложены два рекуррентных
метода предобработки гиперграфа, которые позво
ляют снижать размерность задачи вычисления дре
вовидной ширины гиперграфа без потери опти
мальности: безопасное редуцирование и безопас
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ное разложение гиперграфа множествами сочлене
ния. Доказательство теорем 2 и 3 служит теорети
ческим обоснованием этих методов. Предложен
ные методы имеют полиномиальную вычислитель
ную сложность и могут применяться независимо
друг от друга. Однако для достижения наибольше
го эффекта предобработки рекомендуется сочетать
эти методы. Конечно, существуют гиперграфы, для
которых безопасное редуцирование и безопасное
разложение гиперграфа множествами сочленения
не приводят к желаемому эффекту. Поэтому перс
пективны исследования, направленные на разра
ботку других методов безопасной предобработки
гиперграфов относительно древовидной ширины.
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Введение
Графовые модели широко используются для ви
зуального и математического представления струк
турных свойств объектов в самых разных предмет
ных областях: радиоэлектроника, энергетика,
транспорт, связь, химия, биология. Модели, отра
жающие сетевую природу исследуемых объектов,
часто оказываются конструктивными и наряду
с решением задач анализа могут непосредственно
использоваться в задачах синтеза.
Построение графовой модели предполагает раз
биение объекта на компоненты (вершины) и уста
новление отношений между ними (рёбер). Верши
нам и рёбрам могут приписываться различные ат
рибуты, которые отражают конкретные свойства
соответствующих компонентов и связей между ни
ми. Использование таких атрибутов при постро
ении графовых моделей позволяет учесть специфи
ку объектов, но при этом приходится иметь дело
с различными видами графов и гиперграфов.
Учитывая, что данная статья ограничивается
рассмотрением только структурных свойств объек
тов, необходимость в использовании атрибутов от
падает. Поэтому, следуя базовому определению по
нятия структуры как совокупности элементов мно
жества и связей между ними, в работе в качестве
графовой модели принимается обыкновенный
граф, который по определению отражает понятие
структуры и соответствует цели исследования –
разработке конструктивной математической моде
ли формального описания структур, позволяющей
однозначно представлять структуры и сравнивать
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