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Abstract
The symplectic analysis, initiated by Faddeev and Jackiw, is applied to the first order
(Palatini) form of the Einstein-Hilbert action in 1 + 1 dimensions. The constraints that arise
are shown to result in the same gauge transformations that follow from the first class constraints
occurring when the Dirac constraint formalism is applied to this action. Problems associated
with gauge fixing are discussed.
1 Introduction
The first order Einstein-Hilbert(1EH) action (which actually was first discussed by Einstein, not
Palatini [1]) is equivalent to the usual second order (2EH) action, both classically [1,2] and quantum
mechanically [3] in d > 2 dimensions; this is not true when d = 2 [4,5].
When d = 2, the 1EH action has a number of interesting features. Although it possesses manifest
general covariance, this is not the invariance that results from the first class constraints that are
present; the gauge transformation involves a symmetric tensor θµν [6].
A second property of this model is that although it is not a topological theory, it is totally
constrained–there are no net physical degrees of freedom once the constraints are taken into account
[6]. (Other non-topological models have this property as well [7].) When path integral quantization
is used in conjunction with the Faddeev-Popov (FP) method of treating gauge symmetries [8], it
can be shown that all radiative effects vanish [9]. It is not clear if the absence of radiative effects is
a direct consequence of there being no net physical degrees of freedom.
1
In order to gain more insight into these properties of the 1EH action, we apply a different
approach to analyzing its canonical structure. Faddeev and Jackiw [10-12] initiated the so-called
“symplectic” approach in which a first order form of the Lagrangian is used to analyze its structure.
This approach has been developed so as to uncover the constraints present and to see what gauge
transformations they imply [13-15]. (Other topics that have been considered within this Faddeev-
Jackiw (FJ) approach are the treatment of Grassmann variables [16,17] and its use in the path
integral [18,19].)
Since the 1EH action in 2d is already in first order form, it lends itself to the FJ analysis. We
will show how the FJ approach can be used in conjunction with this model to derive the gauge
transformations found in refs. [6] through use of the first class constraints that arise in the Dirac
approach. We then will attempt to use the result of this FJ analysis to impose the covariant gauge
condition used in the FP quantization of this model in ref. [9]. It turns out that this gauge condition
is not compatible with the FJ approach as it involves the time derivative of fields. A gauge fixing
condition that does not involve the time derivative of fields can be used to derive a path integral in
the FJ approach that is consistent with the FP path integral.
In the following section we apply the symplectic analysis to the IEH action in 1 + 1 dimension.
A brief overview of the symplectic method is given in an appendix.
2 Faddeev-Jackiw Analysis of the 1EH Action in 1 + 1d
The 1EH action in d dimensions
Sd =
∫
ddx
√−g gµνRµν(Γ) (1)
can be written [1] (metric = diag(+ + + . . . ,−))
Sd =
∫
ddxhµν
(
Gλµν,λ +
1
d− 1G
λ
λµG
σ
σν −GλσµGσλν
)
(2)
where [20]
hµν =
√−g gµν
(
det hµν = − (√−g)d−2) (3a)
and
Gλµν = Γ
λ
µν −
1
2
(
δλµΓ
ρ
ρν + δ
λ
νΓ
ρ
ρµ
)
. (3b)
If d = 2, then S2 becomes
S2 =
∫
d2x
[
π11h˙
11 + π01h˙
01 + π00h˙
00 − ζ11φ11 − ζ01φ01 − ζ00φ00
]
(4)
where f˙ = f,0 and
(π11, π01, π00) = (−G011, −2G001, −G000) (5a)
(ζ11, ζ01, ζ00) = (G
1
11, 2G
1
01, G
1
00) (5b)
and
(
φ11, φ01, φ00
)
=
(
h11,1 + 2h
01π00 + h
11π01, h
01
,1 + h
00π00 − h11π11, h00,1 − h00π01 − 2h01π11
)
. (6)
A canonical analysis of S2 [6] following Dirac’s procedure [21,12] leads to the momenta conjugate
to hαβ being παβ ; these are six primary second class constraints. Similarly the momenta conjugate
to ζ11, ζ01 and ζ00 all vanish; these primary first class constraints lead to the secondary first class
constraints
φ11 = φ01 = φ00 = 0. (7)
Together, these six second class constraints, the six first class constraints and the six associated
gauge conditions eliminate all 18 degrees of freedom hαβ , παβ , G
λ
µν from phase space. Using either
the approach of either Castellani [22] or of Henneaux, Teitelboim and Zanelli [23], these first class
constraints lead to the gauge transformations
δhµν = − (ǫµρhνσ + ǫνρhµσ) θρσ (8a)
δGλµν = +ǫ
ρσ
(
Gλµρθνσ +G
λ
νρθµσ
)
+ ǫλσθµνσ (8b)
where ǫµν = −ǫµν(ǫ01 = 1) and θµν = θνµ is a symmetric gauge function with three independent
components. In ref. [9], this model was quantized using the FP procedure with the path integral;
the gauge condition
ǫλσG
λ,σ
µν ≡ 0 (9)
was employed.
We now will apply the FJ as outlined in the appendix to this action S2. The action of eq. (4)
is of the form of eq. (A.14) with the identifications
xr → (hαβ , παβ), ηA → ζαβ, ΩA → φαβ. (10a-c)
Since fab in eq. (A.19a) is now by eq. (4)
fab =
(
0 1
−1 0
)
(11)
it follows that the Poisson Bracket of eq. (A.24) is now
{
φαβ, φγδ
}
= −∂φ
αβ
∂hλσ
∂φγδ
∂πλσ
+
∂φαβ
∂πλσ
∂φγδ
∂hλσ
. (12)
However, we know from ref. [6] that
{
φ11, φ00
}
= 2φ01,
{
φ01, φ00
}
= φ00,
{
φ01, φ11
}
= −φ11 (13a-c)
and so all these constraints ΩA of eq. (10c) are first class, and no further constraints arise. The
matrix MAS occurring in eq. (A.19b) is given by
MAS =
(
M (h),M (pi)
)
(14a)
where
M (h) =


∂φ11/∂h11 ∂φ11/∂h01 ∂φ11/∂h00
∂φ01/∂h11 ∂φ01/∂h01 ∂φ01/∂h00
∂φ00/∂h11 ∂φ00/∂h01 ∂φ00/∂h00

 (14b)
and
M (pi) =


∂φ11/∂π11 ∂φ
11/∂π01 ∂φ
11/∂π00
∂φ01/∂π11 ∂φ
01/∂π01 ∂φ
01/∂π00
∂φ00/∂π11 ∂φ
00/∂π01 ∂φ
00/∂π00

 . (14c)
With fab given by eq. (A.8) and Fab by eq. (A.18), it follows that the vector V
A
a occurring in
eq. (A.26) is given by
V ATa =
(
∂φA
∂π11
,
∂φA
∂π01
,
∂φA
∂π00
; − ∂φ
A
∂h11
, − ∂φ
A
∂h01
, − ∂φ
A
∂h00
;−δA,a+6
)
. (15)
Since
V Aa Fab =
(
0; 0;
{
φA, φ11
}
,
{
φA, φ01
}{
φA, φ00
})
(16)
we see that eq. (A.27) is satisfied on account of eq. (13) and so there are no further constraints.
We can now make use of eq. (A.31) to show, for example, that
δh11 =
∂φ00
∂φ11
(−1)θ00 + 2∂φ
01
∂φ11
(−1)θ01 + ∂φ
11
∂φ11
(−1)θ11
= 0 + 2h11θ01 + 0
= −2ǫ1ρ h1σθρσ (17)
provided θρσ = −θσρ. Eq. (17) is consistent with eq. (8a). Similarly, the other transformations
appearing in eq. (8a,b) follow from eqs. (A.31, A.37).
In order to remove the arbitrariness in the time development of degrees of freedom that arises
due to the presence of a gauge invariance in the initial action, it is necessary to impose extra “gauge
conditions“, one for each first class constraint that is present. An example of a constraint of the
type γA which appears in eq. (A.38) would be for our model
γA = G0αβ,1 = πA,1. (18)
Together, ΩA appearing in eq. (10c) and γA appearing in eq. (18) contribute to Fab in eq. (A.39);
these together effectively form a set of “second class” constraints and both canonical and path
integral quantization can proceed as outlined in the appendix.
If we use the gauge fixing of eq. (9), we then have by eq. (5)
ζ˙αβ = παβ,1 (19)
which is of the form of eq. (A.42). As is discussed in the appendix, this does not lend itself to path
integral quantization.
3 Discussion
In this paper we have shown how the symplectic formalism can be applied to a gauge theory with
the non-Abelian gauge symmetry of eq. (8). This approach can be used to derive this symmetry
from the constraints that arise when applying the formalism. Path integral quantization of the
model has also been discussed using the symplectic approach.
If instead of just considering the d = 2 limit of the action in eq. (2), we were to examine what
happens when d > 2, a much more involved discussion would occur. When applying the Dirac
constraint analysis [25] to this model, tertiary constraints arise. We anticipate that the analogue of
these constraints would also arise when applying the symplectic approach to this action [26]. This
problem is currently being considered.
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Appendix
The Dirac approach [21, 12] to analyzing the structure of gauge theories relies on the Hamiltonian
canonical formalism. More recently, Faddeev and Jackiw [10, 11] used a novel approach to the first
order form of gauge theories to discuss their dynamics. In this appendix we will briefly discuss this
“symplectic approach”.
The first order form of the Lagrangian, the starting point of FJ approach, is
L(qc, q˙c) = aa(qc)q˙a − V (qc) (a = 1 . . .N) (A.1)
from which follows the equations of motion
fab(qc)q˙b = −∂V
∂qa
(
fab ≡ ∂aa
∂qb
− ∂ab
∂qa
)
. (A.2)
The time evolution of each of the N dynamical degrees of freedom qa is well defined by eq. (A.2)
provided fab can be inverted since
q˙a = −f−1ab
∂V
∂qb
. (A.3)
If f−1 does not exist, then f has M ≤ N eignenvectors with vanishing eigenvalues vAa
fabv
A
b = 0 (A = 1 . . .M). (A.4)
From eqs. (A.2, A.4) it follows that
ΩA ≡ vAa
∂V
∂qa
= 0. (A.5)
These quantities ΩA are the analogues of the “primary constraints” in the Dirac procedure [21, 12].
In the original FJ approach [10, 11] these M primary constraints were employed to immediately
eliminate M degrees of freedom from L in eq. (A.1). This is to be done without distinguishing
between “first” or “second” class constraints as is done in the Dirac procedure [21, 12]. With the
remaining N −M field variables ξα, L in eq. (A.1) takes the form
L
(
ξβ, ξ˙β
)
= aα(ξβ)ξ˙α − V (ξβ). (A.6)
it is possible that at this stage the procedure must be repeated to eliminate some of the ξα.
In ref. [10, 11] it is observed that by the Darboux theorem, a transformation to new variables
ζα(ξ)β can be found such that eq. (A.6) becomes
L
(
ζβ, ζ˙β
)
=
1
2
ζαwαβ ζ˙β − V (ζβ). (A.7)
where wαβ is an antisymmetric matrix. (We shall assume that fαβ = ∂βaα − ∂αaβ is invertible.) If
(N −M) is even, wαβ can be put into the form
wαβ =
(
0 1
−1 0
)
. (A.8)
A method for finding the transformation from eq. (A.1) to eq. (A.6) is given in ref. [11]. This
“symplectic form” of L is given in eq. (A.7).
From the equations of motion that follow from eqs. (A.6)
fαβ ξ˙β ≡
(
∂aα
∂ξβ
− ∂aβ
∂ξα
)
ξ˙β = − ∂V
∂ξα
(A.9)
and (A.7)
wαβ ζ˙β =
∂V
∂ζβ
. (A.10)
It follows that
wαβ =
∂ξρ
∂ζα
f ρσ
∂ξσ
∂ζβ
. (A.11)
Using the coordinates ζα, the associated canonical variables are
Qα = ζα, IPα =
1
2
wαβζβ. (A.12)
The measure for the path integral used to quantize this system is then
dIPαdQβ = dζα
= dξα det
(
∂ζρ
∂ξσ
)
which by eq. (A.11) is
= dξα
1
2
det
(
f ρσ
)
. (A.13)
This measure appears in refs. [11, 18, 19].
An alternative to simply using the constraints ΩA in eq. (A.5) to eliminate non physical variables
is given in ref. [13, 14, 15]. In this approach it is assumed that the qa appearing in eq. (A.1) can
be decomposed into ηA(A = 1 . . .M) and xr(r = 1 . . .N −M) so that
L = ar(xs)x˙r − ηAΩA(xs)− V (xs) (A.14)
with frs invertible. The equations of motion following from eq. (A.14) take the form
frs(xt)x˙s = − ∂V
∂xs
(A.15a)
0 = ΩA. (A.15c)
The vectors vAb now are given by
vATb =
(
0; δAb
)
(A = 1 . . .M, b = N −M + 1 . . . N) (A.16)
so that the ΩA in eqs. (A.5) are in fact the same as the ΩA in eq. (A.14).
In refs. [13, 14, 15] the requirement that these constraints be satisfied at all times is satisfied
by supplementing L in eq. (A.14) with a term λ˙AΩ
A where λ˙A is a Lagrange multiplier. We can
absorb b− ηA into λ˙A leaving us with
L = (xs, λA) = ar(xs)x˙r + Ω
A(xs)λ˙A − V (xs). (A.17)
The matrix fab in eq. (A.2) now is replaced by
Fab =
(
frs −MTrB
MAs 0
)
(A.18)
where
frs =
∂ar
∂xs
− ∂as
∂xr
(A.19a)
and
MAs =
∂ΩA
∂xs
. (A19b)
The standard matrix identities
M ≡
(
A B
C D
)
=
(
1 B
0 D
)(
∆1 0
D−1C 1
)
=
(
A 0
C 1
)(
1 A−1B
0 ∆2
)
(A.20a,b)
(where ∆1 = A− BD−1C and ∆2 = D − CA−1B) can be used to show that
detM = detD det∆1 = detA det∆2 (A.21a,b)
and
M−1 =
(
∆−11 −∆−11 BD−1
−D−1C∆−11 D−1 +D−1C∆−11 BD−1
)
(A.22a)
=
(
A−1 + A−1B∆−12 CA
−1 −A−1B∆−12
−∆−12 CA−1 ∆−12
)
. (A.22b)
By eq. (A.21b) we see from eq. (A.18) that
detFab = det frs det
(
0 +
∂ΩA
∂xr
f−1rs
∂ΩB
∂xs
)
. (A.23)
By construction, det frs 6= 0. If the “Poisson Bracket” of ΩA, ΩB
{
ΩA,ΩB
} ≡ ∂ΩA
∂xr
f−1rs
∂ΩB
∂xs
(A.24)
has a non-vanishing determinant when ΩA = 0, then the equation of motion that follows from eq.
(A.17)
FabX˙b = − ∂V
∂Xa
(Xa ≡ (xr, λA)) (A.25)
dictates the time evolution of Xa as Fab can be inverted. In this case, the constraints Ω
A are said
to be “second class” and can be used to eliminate M of the variables xa from eq. (A.17). This
reduced set of variables leads to a Lagrangian that can be treated using the original FJ approach
of refs. [10, 11] if no further constraints arise following this elimination [26].
If
{
ΩA,ΩB
}
has a vanishing determinant when ΩA = 0, the a subset of the ΩA has a weakly
vanishing Poisson Bracket with all other constraints1. These constraints are called “first class”; the
remaining ones are “second class”. If we assume that no second class constraints occur in L of eq.
(A.17) (or they have been removed) then Fab has an eigenvector with vanishing eigenvalue
V Ar =
(
∂ΩA
∂xt
f−1tr
−δAr
)
(A.26)
which by eq. (A.24) satisfies
V TF ≈ 0 (A.27)
with an obvious choice for δ.
We note that if ΩA is a second class constraint, then by eq. (A.22b) we find from eq. (A.18)
F−1ab =

 f
−1
ab − f−1ac ∂Ω
C
∂xc
∆−1CD2
∂ΩD
∂xd
f−1db f
−1
ac
∂ΩC
∂xc
∆−1CB2
−∆−1AC2 ∂Ω
C
∂xc
f−1cb ∆
−1AB
2

 (A.28)
where
∆−12 =
∂ΩA
∂xa
f−1ab
∂ΩB
∂xb
=
{
ΩA,ΩB
}
.
From eqs. (A.25) and (A.28), we see that if a quantity Z(xa) depends solely on xa, then
1A quantity A is “weakly vanishing” if it equals zero when the constraints themselves vanish [21]. This is written
A ≈ 0.
dZ(xa)
dt
=
∂Z
∂xa
x˙a
=
∂Z
∂xa
(
f−1ab − f−1ac
∂ΩC
∂xc
∆−1CD2
∂ΩD
∂xd
f−1db
)
∂V
∂xb
= {Z, V } − {Z,ΩC}∆−1CD2 {ΩD, V } . (A.29)
Eq. (A.29) defines the “Dirac Bracket” [21, 12] of Z and V, {Z, V }∗.
We note that when secondary constraints are present, it may be [27, 28] that the modified
symplectic procedure of ref. [13, 14, 15] is not equivalent to the original procedure [10, 11]. We now
use these eigenvectors V in the same way that the eigenvector v of eq. (A.4) was used to find the
“primary“ constraints ΩA; the analogue of eq. (A.5) may reveal further “secondary” constraints
Ω
A
. The whole procedure continues until no further constraints are found [26].
As in the Dirac approach, the presence of first class constraints results in the occurrence of gauge
transformations that leave the action invariant. There are two approaches to finding these gauge
transformations from first class constraints in the Dirac approach [22, 23]. The symplectic approach
can also be used to uncover gauge transformations [14, 15]. To do this, we start by considering a
variation of the action2 associated with L in eq. (A.17)
δS =
∫
dt
[(
−frs(xs)x˙s + ∂Ω
A
∂xr
λ˙A − ∂V
∂xr
)
δxr + Ω
A(xs)δλ˙A
]
. (A.30)
We now take δxr to be given by
δxr =
(
∂ΩA
∂xt
f−1t r
)
θA, (A.31)
where θAis a gauge function.
If there are only primary first class constraints ΩA(2), then by eq. (24)
∂ΩA
∂xr
f−1r s
∂ΩB
∂xs
=
{
ΩA,ΩB
} ≡ CABCΩC (A.32)
and also
frsx˙s
(
∂ΩA
∂xt
f−1tr θ
A
)
=
dΩA
dt
θA. (A.33)
We also know by the equation of motion that follows from eq. (A.17)
− fabx˙b + ∂Ω
A
Ωxb
λ˙A − ∂V
∂xa
= 0 (A.34)
(which the same as eq. (A.21)) that unless
∂ΩA
Ωxa
f−1ab
∂V
∂xb
≈ 0
2Extending this discussion to cover situations when there are secondary or second class constraints is straight
forward.
≡ UABΩB (A.35)
there will be additional secondary constraints occurring.
Together, by eqs. (A.31, A.32, A.33, A.35) we find that eq. (A.30) becomes
δS =
∫
dt
[(
ΩAθ˙A − CABCΩCθBλ˙A − UABΩBθA
)
+ ΩAδλ˙A
]
. (A.36)
Reverting to using −ηA in place of λ˙A (ie, using eq. (A.14) in place of eq. (A.17)), we see that eq.
(A.36) leads to δS = 0 provided
δηA = θ˙A + CABCηBθC − θBUBA. (A.37)
Together, the transformations of eqs. (A.31) and (A.37) leave s following from eq. (A.14) invariant
if we only have primary first class constraints ΩA.
In order to remove the ambiguity on the time development of dynamical variables which follows
from the presence of primary first class constraints, extra constraints known as “gauge conditions”
must be imposed on the theory, one for each primary first class constraint [14, 15]. If these called
γA(xs), then eq. (A.17) gets replaced by
L(xs, λA, κA) = ar(xs)x˙r + Ω
A(xs)λ˙A + γ
A(xs)κ˙A − V (xs) (A.38)
and Fab in eq. (A.18) now becomes
Fab =


frs −MTrB −NTrB
MAS 0 0
NAS 0 0

 (A.39)
where
NAr =
∂γA
∂xr
(A.40)
so that by (A.21b)
detFab = det frs det
[
0 +
(
∂ΩA
∂xr
+
∂γA
∂xr
)
f−1rs
(
∂ΩB
∂xs
+
∂γB
∂xs
)]
. (8)
Provided γA has been chosen so that detFab 6≈ 0, we can proceed as if together ΩA and γA are a
set of second class constraints.
Quite often gauge conditions that involve the time derivative of classical variables are used.
(For example, the Lorentz gauge in electrodynamics.) In this case, the form of the gauge condition
usually involves η˙A. If it is of the form
η˙ = ξA(xs) (A.42)
then eq. (A.14) becomes
L = ar(xs)x˙r − ηAΩA(xs)− V (xs) + φA (η˙A − ξA(xs)) (A.43)
where φA is a Lagrange multiplier and Fab is now
Fab =


fab 0 0
0 0 1
0 −1 0

 (A.44)
using the basis qa = (xr, ηA, φa). Unlike Fab in eq. (A.18) which cannot be inverted if Ω
A is first
class, Fab in eq. (A.44) can be inverted.
When quantizing using the quantum mechanical path integral (QMPI) it has been shown [11,
18, 19] that much like eq. (A.13) the measure acquires a Jacobean factor of det
1
2 Fab where Fab with
Fab being given by eq. (A.39) when there are primary first class constraints Ω
A accompanied by
gauge conditions γA. From eq. (A.41) it is apparent that this recovers the usual measure that was
obtained by Faddeev using the Dirac approach to constrained systems [24].
However a gauge condition that has the form of eq. (A.42) is not really a “constraint”; it
fixes the time development of ηA but does not impose a condition on the dynamical variables xs
in the way that γA(xs) = 0 does. Consequently det
1
2 Fab with Fab given by eq. (A.44) is not the
measure for the QMPI when gauge conditions of the form of eq. (A.42) are considered. The correct
measure when using gauge conditions like (A.42) in conjunction with the symplectic formalism can
be obtained by adapting the approach of ref. [29].
Canonical quantization is effected when using the symplectic formalism in the usual way; the
Poisson Bracket of eq. (A.24) (or, if there are second class constraints, the Dirac Bracket of eq.
(A.29)) is used to define a quantum mechanical commutator.
