An element a of a semigroup S is called a (left) magnifier if there exists a proper subset M of S such that aM = S. If there is a minimal subset M with this property that is a right ideal of S, then the magnifier a is called very good. If such a minimal subset is a subsemigroup of S, then a is called good. Otherwise, it is called bad. It is well known that if a semigroup S has a very good magnifier, then all magnifiers in S are very good. A long-standing open problem is whether there exist semigroups having both good and bad magnifiers. In this paper we answer this question in positive and prove several results concerning such semigroups.
Introduction
An element a of a semigroup S is a left (resp. right) magnifier (or magnifying element) if there exists a proper subset M of S such that aM = S. This is equivalent to that the inner left (resp. right) translation λ a of S associated with a is surjective, but not injective. This notion was introduced by E.S. Ljapin in [13] . See also his monograph [14, Chapter 5] , where basic results on magnifiers are established.
It is known that the sets of left and right magnifiers of S, respectively, if nonempty, form subsemigroups of S, and these subsemigroups have no element in common. Therefore, it is enough to deal only with one-sided magnifiers. Accordingly, from this point on we consider only left magnifiers and call them, simply, magnifiers.
If a is a magnifier of S, then obviously there exists a proper subset M of S such that λ a restricted to M is a bijection. This is equivalent to that M is minimal with the property aM = S. Such subsets, called minimal subsets associated with the magnifier a, were introduced and studied by Migliorini [16, 17] .
If a minimal subset for a magnifier a may be chosen to be a subsemigroup of S, then we have a bijection from a proper subsemigroup to S, and in such a case, the structure of S can be determined in some detail. This was observed already by Migliorini in [17] , and the full description was given by Gutan [6] , who called magnifiers with such a property good magnifiers [7] .
If a magnifier a has a minimal subset that is, in addition, a right ideal of S, then it is called very good, and the situation is especially clear. In such a case, Patelli [18] proved that every magnifier a in S is very good (see also [11] ).
Also, it is not difficult to see that if a semigroup with a magnifier has a (left) identity, then every magnifier in S is very good. Such semigroups were described by Ljapin [14] and Desq [3] . Namely, an element a in a semigroup S with left identities is a magnifier if and only if there exists b ∈ S such that ab is a left identity and ba is not a left identity for S. (Multiplicative semigroups of rings having such elements were considered earlier by Jacobson [10] .) More detailed characterizations are contained in Magill [15] .
A general characterization of semigroups with very good magnifiers (not necessarily containing an identity) is given in Gutan [7] . This paper contains also the first example of a semigroup with good but not very good magnifiers.
Such semigroups are not common. More common are semigroups with magnifiers that are all bad (i.e., not good). Among them there are the Baer-Levi semigroups, CroisotTeissier semigroups, or more generally, right simple idempotent free semigroups (see, e.g., [6] ).
A remarkable property of semigroups containing magnifiers is that they are all factorizable, i.e., every such semigroup S contains two proper subsemigroups A and B such that S = AB. This was proved by Gutan [5] , solving the problem posed by Catino and Migliorini [2] (partial solutions were obtained earlier by Catino and Migliorini [2] , Tolo [19] , and Klimov [12] ).
Some important classes of semigroups are known to have no magnifiers. These include groups, commutative semigroups, periodic semigroups, cancelative semigroups, compact monoids. This fact for the latter class was used by Hofmann and Mislove (see [8] ), to prove that there are no nondegenerate models of the lambda-calculus on a compact Hausdorff space.
A long-standing open problem in the area is whether there exist semigroups with both good and bad magnifiers (cf. [11, 17] ).
In [4] , Gutan solved a related problem, connected with factorization, and raised up by Catino and Migliorini in [2] and Magill in [15] . A magnifier a in S is called strong, if there exists a proper subsemigroup M (not necessarily a minimal subset) such that aM = S (this leads to a factorization S = [a]M). In [4] , it is shown that there exist semigroups with both strong and nonstrong magnifiers. Yet, all the magnifiers involved are, in fact, bad.
In this paper we construct, in particular, a semigroup having both good and bad magnifiers. First, in Section 2, we introduce the notion of primitive semigroup, which helps us to presents results concerning semigroups with magnifiers in a form suitable for our purposes. In Sections 3 and 4 we establish some general properties of semigroups with good magnifiers. This, on the one hand, gives us indications what properties should have desired construction, and on the other hand, allows to construct whole families of semigroups with good and bad magnifiers once a single example is given. Our general idea is the following. Theorem 2.1 tells us that if a semigroup has a good magnifier, then it must have some elements satisfying certain relations and some other conditions. In Section 5, we define a kind of a "free" semigroup satisfying these conditions in hope that, if there exists a semigroup with good and bad magnifiers, then this "free" semigroup should have bad magnifiers, as well. Using string rewriting techniques, we prove in Section 6, that this semigroup has indeed many expected properties, but all their magnifiers turn out to be good. Now, in Section 7, using indications worked out in previous sections, we endow our construction with additional elements introducing a little disturbance. The main problem is that this disturbance should be not too big, to keep desired properties of the construction, and strong enough to produce bad magnifiers.
For the notions and results on semigroups not introduced here the reader is referred to [9] .
Primitive semigroups
Let M be a semigroup with a left identity e, two elements u, v ∈ M, and an endomorphism ψ satisfying for all m ∈ M the following conditions: The theorem above is closely connected with Theorem 5.1 in [6] , and can be proved using it. Because of fundamental importance for this paper we give here a direct proof of this result. Some arguments following the reasoning in [6] are given in short form. More details, in case of need, can be found in [6] .
Proof. Let M and • be as defined above and let
Notice that e does not belong to N = vM, and
Thus N is a proper subsemigroup of M . Also, if n 1 = vm 1 and n 2 = vm 2 are in N , and e • n 1 = e • n 2 , then we have: uψ(e)vm 1 = uψ(e)vm 2 , and consequently, m 1 = m 2 , which implies n 1 = n 2 . Thus, as e • N = uψ(e)vM = M, we have that e is a good magnifier for M , and N is a minimal subsemigroup of M associated with e.
Conversely, let (S, ·) be a semigroup containing a good magnifier a and let M be a minimal subsemigroup of S associated with a. Then for every s ∈ S there exists an unique element m ∈ M such that am = s. It follows that there exist e, u, v in M, and a map ψ : M → M such that ae = a, av = e, au = a 2 and ma = aψ(m). One can prove that ψ is an endomorphism of M, vu = e and e, u, v, ψ satisfy relations ( * ). To complete the proof we observe that λ a|M : (M, •) → (S, ·) is a semigroup isomorphism with λ a|M (e) = a and λ a|M (vM) = M. ✷ Each semigroup M satisfying the conditions of Theorem 2.1 will be called a primitive semigroup for the semigroup S = M with magnifier e. The latter will be called the derivative semigroup for the semigroup M (with respect to distinguished elements e, u, v and an endomorphism ψ). We shall use the notation M = δ (M, e, u, v, ψ) .
For the sake of reference a semigroup M satisfying the conditions of Theorem 2.1 will be called (e, u, v, ψ)-primitive, or simply primitive, meaning that notation for e, u, v, ψ is fixed. For such a semigroup we denote
With these notations we have the following Theorem 2.2 (M. Gutan [7] 
For (ii), notice that if (m 1 , m 2 ) ∈ Ker ρ then using ( * ) it follows that m 1 e = m 2 e. Therefore if M is a monoid then ρ is an isomorphism. ✷ From the proposition above, it follows that if the primitive semigroup M is a monoid then the derivative semigroup δ(M, e, u, v, ψ) is isomorphic with a subsemigroup of M.
In the sequel, by LM(S) we denote the set of all left magnifiers, by RI(S) the set of all right inversible elements of a semigroup S (i.e., those a ∈ S satisfying aS = S), and by LM(S) the set of all good left magnifiers of S.
Constructions
In this section we investigate how magnifiers behave under natural constructions of direct product and semilattice of semigroups. As we shall see these are methods for obtaining more intricate semigroups with both good and bad magnifiers, but only if we already have at hand an example of such a semigroup.
Let (S i ) i∈I with Card(I ) 2, be a family of semigroups and let a = (a i ) i∈I be an element of the direct product i∈I S i . Denote J (a) = {j ∈ I | λ a j is surjective but not injective},
Using these notations we have the following obvious characterization of magnifiers in direct products:
Furthermore, for j ∈ J (a), let M j be a minimal subsemigroup (right ideal) associated with a j , and for k ∈ K(a) let M k = S k . Then i∈I M i is a minimal subsemigroup (right ideal) of i∈I S i associated to the magnifier a. Thus, we have the following Proof. Let R be a minimal right ideal of S = i∈I S i associated with a. Then aR = S and there exists a unique element e = (e i ) i∈I ∈ R such that ae = a. Now, applying 2.9 of [6] we get that R = eS = i∈I e i S i , whence λ a i |e i S i : e i S i → S i is bijective for all i ∈ I. On the other hand, if j ∈ J (a) then λ a j is not injective, therefore e j S j is a minimal right ideal of S j associated with the magnifier a j . ✷ It remains to study the case of good magnifiers. This requires a more detailed analyze which we present below.
The semigroup i∈I S i has left identities if and only if S i has left identities, for all i ∈ I. If this is true, then all the magnifiers of the semigroups i∈I S i and S i are very good. Thus we can assume in the following that there exists i ∈ I such that S i contains no left identity. 
Proof. Let U be the minimal subsemigroup of S × T associated with the magnifier (a, b).
Denote T = {t ∈ T | ψ(t) = ∅}. Using the previous inclusion we have that T is a subsemigroup of T . On the other hand, λ (a,b) 
b (t) ∩ T and S(t) = t ∈α(t) ψ(t ).
It is obvious that α(t) = ∅ for every t ∈ T . As λ
We prove now that S(t) is a minimal subset of S associated with a.
Consider u, v in S(t) such that au = av and let t ∈ α(t). Then λ (a,b) (u, t ) = (au, t) = (av, t) = λ (a,b) (v, t ) and (u, t ), (v, t ) belong to U . Using that λ (a,b)
|U is injective we obtain that u = v, therefore λ a|S(t) is also injective. It follows that S(b) is a minimal subsemigroup of S associated with the magnifier a. Thus a is a good magnifier for S. ✷ Using the previous lemma we obtain Proof. It follows from Proposition 3.4 for S = S j and T = i∈I \{j } S i . ✷
Thus to obtain via direct product semigroups with good and bad magnifiers it is necessary and sufficient that at least one factor is such a semigroup.
We turn to semilattices of semigroups.
Lemma 3.6. Let T be a subsemigroup of a semigroup S and let a ∈ T . If λ a|T is bijective then a is not a magnifier for S.
Proof. In T there exist two unique elements e and b such that ae = a and ab = e. For t ∈ T denote by λ t the restriction of λ t to T . Thus we have that λ e = 1 T and λ b = (λ a ) −1 , whence ea = a and ba = e. It follows that if λ a is surjective then λ e = 1 S , therefore λ a is bijective. ✷ A straightforward consequence of the previous lemma is that Clifford semigroups do not contain magnifiers.
Let Y be a semilattice and S = S[Y ; S α ] be a semilattice of semigroups. Suppose that a ∈ S α is a magnifier of S, where α belongs to Y . Then S = aS = β∈Y αS β ⊆ β∈Y S αβ = γ ∈αY S γ . It follows that αY = Y (i.e., α β) and aS β = S β for all β ∈ Y, and using Lemma 3.6 we have that a is a magnifier of S α . (This fact is mentioned, with a different proof, in [11, Theorem 10.17(a) 
If the magnifier a of S is good and M = β∈Y M β is a minimal subsemigroup associated with a then M α is a minimal subsemigroup of S α associated with a. Therefore a is a good magnifier of S α .
Let now analyze the case when the semigroup S is a strong semilattice of semigroups, [9] for the definition of strong semilattices).
For a ∈ S α and β ∈ Y we denote a β = (a)Φ α,β . We have 
(i) If a is a good magnifier for S then a is a good magnifier for S α and a β
(ii) If a is a good (resp. bad) magnifier for S α and a β ∈ RI(S β ) \ LM(S β ) for all β ∈ Y \ {α}, then a is a good (resp. bad) magnifier for S α .
Proof. (i) Let M = β∈Y M β be a minimal subsemigroup of S associated with the magnifier a. Then M β is a subsemigroup of S β and λ a β |M β : M β → S β is bijective.
(ii) Let a be a good magnifier of S α and M α be a minimal subsemigroup of S α associated with a. Then M = M α ∪ ( β∈Y \{α} S β ) is a minimal subsemigroup of S associated with a. ✷ From the above result it follows that if S α is a semigroup with good and bad magnifiers and S β , β ∈ Y \ {α} are groups, then S is a semigroup with both good and bad magnifiers.
Conditions
This section contains various results which leads to constructions in further sections. In particular, we are looking for sufficient or necessary conditions for all magnifiers to be good, but not very good. So, in accordance with Theorem 2.2, we assume throughout this section that M is a primitive semigroup such that P (M, u, v, ψ) ∩ R(M, e, u) = ∅ (which we abbreviate to P ∩ R = ∅). Then, from Theorem 2.2, it follows that M has no left identity (this also follows directly from a result quoted in Section 1). Then, the following result, established in [7, Proposition 3.5], applies. 
In the following two propositions we assume that m is a magnifier for M , whence there exists m ∈ M such that uψ(m)m = e. Then A = m M is a minimal subset associated with the magnifier m in the semigroup (M, •). So if A is a subsemigroup of (M, •), then m is a good magnifier.
The next result gives a necessary and sufficient condition under which A is a subsemigroup of the derivative semigroup (M, •). In the next result we establish a sufficient condition in order that A be a subsemigroup of the derivative semigroup M . Proof. We will use several times the relations ( * ) and that B is the bicyclic semigroup.
(1) We first prove that ψ(e) / ∈ B. The equation ux = u has only two solutions in B, namely e and vu. As uψ(e) = u, if we suppose that ψ(e) ∈ B, it follows that ψ(e) ∈ {e, vu}. For ψ(e) = e we have that uψ(ψ(e)) = u = ψ(e)u whence ψ(e) ∈ P ∩ R and this contradicts the assumption that P ∩ R = ∅. In the same way we obtain once again a contradiction when we suppose that ψ(e) = vu because then uψ(e) = eu implies e ∈ P ∩ R. 
A general presentation
Now, to handle semigroups with magnifiers, we would like to have a simpler, more effective characterization of primitive semigroups. We show that the properties of the endomorphism assumed make possible to find for M a general presentation. 
for all k, r 0 and m ∈ {e, u, v, p, q, . . .}. Indeed, these relations are obvious for k = 0, and applying endomorphism ψ we obtain the remaining relations.
Adding new relations (possibly an infinite set) we may obtain a certain infinite presentation of the semigroup M. Although this presentation is infinite, it may often be written down in a finite manner (just as the set ( * * ) of relations above), and as we will see, may be quite easy to handle.
We would like to get the converse: that every primitive semigroup can be presented in this form. To this aim we need to observe the following property of the relations.
For every individual relation ρ in ( * * ), the relation ρ , obtained from ρ by increasing by one all the indices of the generators involved, is also in ( * * ). (In fact, ρ is obtained from ρ by applying endomorphism ψ.) Let us call a set of relations expressed in terms of generators e k , u k , v k , p k , q k , . . . uniform if this set is closed on the operation of increasing by one all the indices of the generators involved. We note that also the set of additional relations (adjoined to ( * * ) to give a presentation M) can be chosen to be uniform. 
Conversely, every (M, e, u, v, ψ)-primitive semigroup is of this form.
Proof. We have to check that the natural extension
for all products x 1 x 2 · · · x n of generators, is well-defined. To this end we note that if
, since the set of defining relations is uniform.
Obviously, ψ satisfies ψ(xy) = ψ(x)ψ(y) for all x, y ∈ M, and thus, is an endomorphism.
It is also obvious that the equalities ( * ) in Section 2 are satisfied for all generators m of M. The only thing which requires a little attention is that the equalities for m being products of generators hold, as well.
Indeed, let m = x 1 · · · x n for some generators x 1 , . . . , x n , and consider, for example, equality ψ(m)v = vme. We compute
as required. Similarly, one checks that the other equalities involving m have this property.
The converse follows from the remarks preceding the theorem. ✷ Given a presentation as in Theorem 5.1, we wish to know which words are equal and which not. To this end we associate a suitable string-rewriting system with the presentation and use well-known properties of such systems to establish required results. We use the fact that the set of relations in ( * * ) is uniform to present these relations in a more transparent and handy way. Namely, we shall use the following simplified notation
um → mu meaning that for each letter x corresponding to a generator one may substitute generator x k , while for m one may substitute any generator whose index is not less than k, and this may be done for any fixed k 0; an overlining means increasing the index by one. (In fact, m = ψ(m).) In the sequel, for a given symbol x k in this system, the letter x is called the type of x k , while k is called its order. Thus, the rules (r1)-(r10) involve symbols of type v, u, e and of orders 0, 1, 2, . . . . There may be considered further rules with further symbol of a new type. In such a case every new symbol may be also substituted for m in rules (r1)-(r10). Recall, that in accordance with the established terminology on rewriting systems, the set of all symbols is referred to as an alphabet, and its elements as letters.
The simplest primitive semigroup
In this section we consider the primitive semigroup with the simplest possible presentation of the form given in Theorem 5.1. That is, we put M 0 = (Σ; R), where
. .), and R is just the set of rules given by (r1)-(r10) (contains no additional rules).
In fact, it was our first candidate to check for a primitive semigroup leading to one with good and bad magnifiers. As we will see, the derivative semigroup in this case has no bad magnifiers. Yet, checking it yields a new interesting example of a semigroup with good magnifiers, and is a base for constructing, a little more complicated, desired example (in fact, the proof in this section constitutes a large part of the proof for the next example).
We apply terminology and results from [1] . Although, the results in [1] are formulated mainly for finite systems, those we use obviously generalize to infinite ones.
For each letter e k , u k , v k ∈ Σ we define the weight ω(e k ) = ω(v k ) = ω(u k ) = 3 k . This extends in the natural way to the additive weight ω(x) for each string x ∈ Σ * , and induces the weight ordering on Σ * in the sense of Definition 2.2.2 of [1] . It is easily seen that ω(x) > ω(y) for each rule x → y in (r1)-(r10) (for example, ω(u k+1 v k ) = 4 · 3 k > ω(v k u k e k ) = 3 k+1 ). Hence, by [1, Theorem 2.2.4], the reduction relation induced by (r1)-(r10) is noetherian. We prove that it is also confluent in order to obtain the following. Proof. In view of [1, Theorem 1.1.13] it is enough to show that the system is locally confluent. We apply Knuth-Bendix method of critical pairs; cf. [1, Section 2.3].
Since every string on the left hand side of (r1)-(r10) (the domain) is of length 2, the only critical pairs are of the form (xb, ay) for some strings x, y ∈ Σ * and letters a, b ∈ Σ, and each such pair arise from a string acb of length 3 and by applying the pair of rewrite rules
We need to show that every such critical pair resolves, i.e., xb and ay have a common descendant. String acb above will be called the initial string for rules (R1), (R2), and the critical pair (xb, ay).
We have infinitely many rules, but due to notation (r1)-(r10), making use of types and orders of letters, there is a finite number of cases to consider. Generally, we use notation of (r1)-(r10) with ord(a) denoting the order of a letter a, and type(a) denoting the type of a. We switch to notation of ( * * ), with indices denoting orders, only in cases when more careful analysis of orders of letters involved is necessary.
To use this proof in the next section, we admit the possibility in rules (r1), (r2) and (r9), (r10) that m is of type other than u, v, e, i.e., we do not make use of the assumption that
Case 1 (R1 = r1). First, we assume that the rule (R1) is (r1), i.e., is of the form em → m. Then, c = m, and (R2) is of the form mb → y.
The initial string is then emb, and the critical pair arising from this string, is (mb, ey). This pair, in view of (R2) and (r1), resolves to y, unless the order of the first letter in y is less than ord(e). Since, by assumption on (R1), ord(e) ord(m), all it remains to consider are the possibilities for rule (R2), as specified above, with the order of the first letter in y less than the order of m.
Looking at the list (r1)-(r10), we see that the only possibility is that (R2) is of the form mv → vme. Since, in general, the difference of orders of e and m in (R1) may differ from that of m and v in (R2), we switch here to the notation with indices Case 2 (R2 = r1). In turn, assume that (R2) is em → m. Then, (R1) is of the form ae → x, and the critical pair, arising from string aem, is (xm, am). If x = a then the pair is resolved. Otherwise, the only possibilities in (r1)-(r10) for (R1) are (r1) and (r10) (with m = e).
The former has already been considered in Case 1. For the latter, (R1) is ue → eu, and the general form of the initial string may be written as uem. Then, the critical pair is (eum, um), which by (r10) and (r1) resolves to mu.
In such a way, we have managed to exclude rule (r1) from further consideration. Similarly, we wish now to exclude rules (r2)-(r5).
Case 3 (R2 = r2, r3 or r4) . Now, (R2) is of the form ce → c. The initial string is ace, and the critical pair is (xe, ac). As in Case 1, this resolves to x unless xe is not directly reducible to x. To list the cases for the latter, let x l denotes the last letter in x. Then we have to consider the following subcases:
(a) ord(e) = ord(x l ) and type(x l ) = u, v, e, (b) ord(e) = ord(x l ) + 1 and type(x l ) = u, (c) ord(e) > ord(x l ) + 1, (otherwise, in view of (r1)-(r5), xe reduces to x).
Looking now for possible rules (R1) at the list (r1)-(r10), and taking into account that, by assumption on (R2), ord(c) ord(e), we see that case (a) is, in fact, empty (the condition type(x l ) = u, v, e excludes (r3)-(r10), while (r2) is excluded by ord(c) ord(e) = ord(x l )). Similarly we check that case (b) is empty, and in case (c), the only possibility for (R1) is (r10): um → mu.
The general form of the initial string corresponding to (R1) and (R2) Case 5 (R1 = r2, r3, r4, or r5). Let us generally assume that (R1) is of the form me → m. Then, (R2) is of the form eb → y, the initial string is meb, and the critical pair is (mb, my). If b = y, then it is resolved. Otherwise, the only possibility for (R2) is (r9). In such a case the initial string is generally of the form m k+r e k+1 v k−s with r, s 0. We need only one restriction on our general assumption on (R1). Namely, we keep in mind that if r = 0, then m = u (in such a case (R1) is (r5) It remains to consider cases with both the rules in (r6)-(r10). We first consider (r8). Case 6 (R1 = r8). In this case (R1) is uu → uu, c = u, and each of rules (r6)-(r10) may be (R2). Since computations in this case are obvious, for each rule, we just list successively: the rule in the form fitting (R1) above, the initial string, the critical pair, and a common descendant. Case 7 (R2 = r8). If (R2) is uu → uu, then (R1) must be (r8) or (r10). In the first case the initial string is of the form uuu, and the critical pair (uuu, uuu) resolves to uuu. In the second case, the initial string is of the form u k u k+s u k+s+1 with s 2, the critical pair is (u k+s−1 u k u k+s+1 , u k u k+s u k+s ). This resolves to u k+s−1 u k+s−1 u k . Now, it remains to consider combinations of the four rules (r6), (r7), (r9), and (r10). Case 8 (R1 = r6, r7, or r9). If (R1) is one of (r6), (r7), (r9), then (R2) must be (r9) with m = v, and the computation is obvious. For each such a case we just list successively: the initial string, the critical pair, and a common descendant. Case 9 (R1 = r10). In this case, if (R2) is one of (r6), (r7), (r10), then again just list the initial string, the critical pair, and a common descendant. Checking that there are no other magnifiers is a routine exercise, and it is left to the reader.
To verify if the magnifiers in M 0 are very good we observe that R = {m ∈ M 0 | u 0 m = e 0 } = {v 0 } and u 0 v 0 = e 0 = e 1 = v 0 u 0 . Therefore P ∩ R = ∅, and by Theorem 2.2 all the magnifiers of M 0 are good but not very good.
Semigroup with both good and bad magnifiers
In this section, to solve the problem mentioned in the introduction, we supplement the rewriting system in Theorem 6.1 with two sequences of symbols p k , q k , and with two sets of rewrite rules
Also, we extend in the natural way the weight ordering defined at the beginning of Section 6 putting ω(p k ) = ω(q k ) = 3 k . We have
Proof. As in the proof of Theorem 6.1 it is enough to demonstrate that the system is locally confluent, by showing that for every pair of rewrite rules every critical pair resolves. (In this case, there may be more than one critical pair corresponding to a pair of rules.) Since the case when both the rules are among (r1)- (10) is considered in Theorem 6.1, it remains to consider the cases when one of the rules is (r11) or (r12).
It is not difficult to observe that no critical pair arises from the rules (r11) or (r12) alone. Whence, we may assume that exactly one of the rules is (r11) or (r12), and accordingly we consider two cases.
Since every string in the domain of (r1)-(r10) is of length 2, and none of them is a substring of a string in the domain of (r11)-(r12) (for no value of m), the critical pairs may arise only in one of the following two ways.
Case 1. The first rule (R1) is one of (r1)-(r10), and (R2) is one of (r11) or (r12). Then, the initial string is of the form acz, (R1) is of the form ac → x, and (R2) is of the form cz → y for some a, c ∈ Σ and z, x, y ∈ Σ * .
In this case, since (R2) is one of (r11) or (r12), c = u, and therefore (R1) is one of (r1), (r8), or (r10).
For (r1), the initial string is in general of the form e k−r u k z, the rules are e k+r u k → u k and u k z → m k , and the critical pair is (u k z, e k m k ) for some r 0 and m k of order k. By (R2) and (r1) the critical pair resolves to m k .
The remaining four subcases are similar, but requires some attention. For (R1, R2) = (r8, r11), the initial string is uuqp, the critical pair is (uuqp, ue), which by (r10), (r12), and (r5), resolves to u.
For (R1, R2) = (r10, r11), the initial string is uuqp, the critical pair is (uuqp, ue), which by (r10), and (r11), resolves to eu.
For (R1, R2) = (r8, r12), the initial string is uuqup, the critical pair is (uuqup, uu), which by combined use of (r10) and (r8), and (r12), resolves to uu.
For (R1, R2) = (r10, r12), the initial string is uuqup, the critical pair is (uuqup, uu), which by (r10), and (r12), resolves to uu.
Case 2. The first rule (R1) is one of (r11) or (r12), and (R2) is one of (r1)-(r10). The initial string is of the form zcb, (R1) is of the form zc → x, and (R2) is of the form cb → y for some b, c ∈ Σ and z, x, y ∈ Σ * . Then the critical pair is (xb, ay).
In this case, since (R1) is one of (r11) or (r12), c = p (is of type p), and therefore (R2) is one of (r2) or (r9).
For (r2), the initial string is in general of the form zp k e k−s with s > 0, the rules are zp k → m with m = e k or u k−1 , and p k e k−s → p k , and the critical pair is (me k−s , zp k ). By (r2), (r3) and (R1), it resolves to m.
For the remaining two subcases (R2) is (r9). we switch to the equivalent rewriting system (r1)-(r12). We are not going to find normal forms (which in this case are complicated). All we need is that the irreducible strings provide unique normal forms, which is a consequence of Lemma 7.1 (and [1, Theorem 1.1.12]).
Observing that strings v 0 u 0 and e 0 are both irreducible implies that they represent different elements, which proves (c). Now, by Theorem 5.1, it follows that e 0 is a good magnifier in the derivative semigroup M = δ(M, e 0 , u 0 , v 0 , ψ), where ψ is given by ψ(m k ) = m k . We prove that another magnifier is q 0 , and it is a bad magnifier.
Below, to keep notation simple we make no special distinction between strings and elements of semigroup M (which may be represented by different strings). The reader should only note that the symbol "=" is used always to denote the equality of elements in semigroup M, while to the equality of strings we refer in the natural language. Moreover, to simplify the notation, we write e, u, v, p, q for e 0 , u 0 , v 0 , p 0 , q 0 , respectively, which should not be confused with general symbols in (r1)-(r12).
First, note that q • M = M, since uqM ⊇ uqpM = eM = M. On the other hand, both q • v = uqv = qe, and q • pqe = uqpqe = qe. Since, v and pqe are different elements (strings v and pqe are irreducible), q is a magnifier.
To prove that it is bad, we use Theorem 4.5(ii), in view of which it is enough to prove that there exists no x ∈ M such that q • x = q and x • x = x.
We consider the possibilities for x to satisfy q • x = q, that is, uqx = q. We assume that x is given in normal form, i.e., as an irreducible string. Then uqx = q must be a reducible string. It follows that a string in the domain of (r1)-(r12) occurs as a subword of uqx, and since x is irreducible, we see that there are only four possibilities for that: either v, e or p is the first letter of x, or up is a prefix of x.
We show that each of these possibilities leads to a contradiction.
If x is vy for some y ∈ Σ * , then q • x = uqvy = uvqey = qey. If y is empty, then this is qe, which is irreducible and different from q, a contradiction. If y is nonempty, then the result is qy. Now, y is irreducible (since x is irreducible), and no word of the form qy is in the domain of (r1)-(r12). It follows that qy is irreducible, which again contradicts the fact that it equals q.
If x is ey for some y ∈ Σ * , then y must be empty (since x is irreducible). Then, q • x = uqe = uq, which is irreducible, and hence cannot equal q, a contradiction.
If x is py for some y ∈ Σ * , then we have q • x = uqpy = ey = y. Since y is irreducible, it follows that y is just q, and consequently, x is pq. Yet, pq is not an idempotent in M . Indeed, pq • pq = upqpq, which is an irreducible string different from pq.
It remains to consider the case when x is of the form upy for some y ∈ Σ * . First suppose that each symbol in y is of order greater than zero or is u, otherwise. Then, by (r10) and (r8), uy = yu. In such a case, we have x • x = uupyupy = uupyupy = upyuupy. Now, both the occurrences of substring upy are by assumption irreducible. Since neither uu nor mu (for any m other than e) is a subword of a string in the domain of (r1)-(r12), we infer that the whole string upyuupy is irreducible. Consequently, it represents an element different from x, contradicting the fact that x is an idempotent in M .
Whence, suppose that y is not of the form assumed above. Then, it is of the form zrn, where each symbol in z other than u is of order greater than zero, r is a symbol of order zero other than u, and n ∈ Σ * (both z and n may be empty). Since upzrn is irreducible, and the symbol preceding r is either u or is of order greater than zero, r must be different from e and v. It follows that r is either q or p.
In case when r is q, we have that q = q • x = uqupzqn = uzqn. Since there is no string in the domain of (r2)-(r12) with a letter q, it follows that uz must be reducible to e. Yet, each symbol in uz other than u is of order greater than zero, and this property is preserved by rules (r1)-(r12), a contradiction.
Whence we may assume that r is p, and consequently, x is upzpn. Using again the fact that, by assumption on z, uz = zu, and computing similarly as above, we obtain now x • x = uupzpnupzpn = upzupnupzpn. In the latter string suffix upzpn are by assumption irreducible. Inspecting rules (r1)-(r12) it is not difficult to see that this implies that suffix upnupzpn is irreducible. By assumption on x, also prefix upz is irreducible. It follows that the whole string is irreducible, unless z is of the form z uq. The former contradicts the fact that x is an idempotent in M . The latter is impossible, since upzpn is assumed to be irreducible.
This completes the proof of the theorem. ✷
