Abstract-In previous works on simultaneous wireless information and power transfer (SWIPT) multiple-input single-output (MISO) system with multiple users, beamforming requires all the transmitters know the channel state information (CSI) of the whole system. We relax it so that it is a practical assumption: Each transmitter only knows its own CSI to all the receivers, combined with individual power constraints at transmitters and signal-to-interference-plus-noise ratio (SINR) constraints at information receivers. The objective is to maximize the total harvested energy at the energy receivers. An improved version of the alternating direction method of multipliers is proposed. In particular, we split an optimization problem with nonconvex constraints into iterations of several singular value decomposition (SVD) problems and prove the convergence. Simulation results show that our algorithm achieves less computational complexity and control channel budget with acceptable performance degradation when compared with a centralized solution.
I. INTRODUCTION
Conventional energy harvesting (EH) technologies prolong the lifetime of communication networks by introducing self-sustainability to energy-limited devices. Among different EH technologies, wireless power transfer via electromagnetic waves in radio frequency (RF) enables comparatively controllable EH at the receivers when compared to conventional natural energy sources (e.g., wind and solar) [1] . The recent development of RF-EH circuits has made RF-EH practical for low-power consumption devices (e.g., wireless sensor), which provides the possibility of simultaneous wireless information and power transfer (SWIPT) [2] .
There has been much research focusing on SWIPT [3] . In [4] , the multiple-input multiple-output (MIMO) broadcast channel with two receivers [information receiver (IR) and energy receiver (ER)] is investigated, and also the rate-energy region and the optimal transmission scheme are proposed. In [5] - [7] , SWIPT with multiple-access relay channel is investigated [8] .
In SWIPT system, since information and power are transmitted in the same RF band, interference caused by power transfer is serious especially in a multiuser system [9] . Beamforming is an effective option used to cancel the interuser interference. With the assumption that transmitters know global channel state information (CSI) of the system, a centralized beamforming can be implemented. However, this assumption is unrealistic in practice since broadcasting the global CSI is a heavy burden. There are two ways to tackle the problem.
1) Consider the robust design to compress CSI [10] .
2) Use distributed algorithm to let the CSI be calculated locally. There are some works considering distributed beamforming in the SWIPT system: time division multiplexing system [11] , multiway relay channels [12] , and the two-way relay channel [13] .
Of the two ways, 1) only reduces control channel budget, and 2) further reduces computational complexity and hence is considered. Existing beamforming works are confined within single-user scenario. We consider a multiuser SWIPT system in interference channel, which has multiple ER and IR. The system consists of multiple transmitter-IR pairs, with multiple ER's. Each transmitter is assumed to know only the CSI from itself to all the receivers. Targeted at maximizing the total harvested energy under individual power constraints and individual signal to interference plus noise ratio (SINR) constraints, we propose an optimal beamforming method to achieve various tradeoffs between wireless information transfer and EH. In particular, we design the beamforming vectors by proposing a convex approximation method based on semidefinite relaxation (SDR). We use the alternating direction method of multipliers (ADMM) to split the original optimization problem into independent subproblems, which created our distributed algorithm.
The main contribution of this work is that we propose a distributed beamforming algorithm in the multiuser SWIPT system, which reduces both the computational complexity and control channel budget in each transmitter. In addition, from theoretical viewpoint, we split an optimization problem with nonconvex constraints into several singular value decomposition (SVD) problems and prove the convergence.
Notations: † and T denote conjugate transpose and transpose operation, respectively, tr(·) and rank(·) denote trace and rank, respectively, [·] + denotes finding the positive part, and unvec(·) denotes unvectorization.
II. SYSTEM MODEL AND PROBLEM FORMULATION Fig. 1 shows a multiuser MISO system with N transmitter-IR pairs and M ER's. Each transmitter is equipped with K antennas, each IR and ER is equipped with a single antenna. Let ER n and IR n denote the nth ER and IR, respectively. Let h n k ∈ C K ×1 and g n m ∈ C K ×1 denote the CSI between transmitter n and IR k , as well as ER m , respectively. Let s n ∈ C denote the information of interest for IR n , and let v n ∈ C K ×1 denote the corresponding beamforming vector n ∈ N {1, 2, ..., N }. The signals sent from the nth transmitter x n ∈ C K ×1 can be represented as x n = v n s n . The received signal at IR n and ER m , respectively, can be expressed as
where m ∈ M {1, 2, ..., M }, z n ∈ C, and z m ∈ C is the additive noise of IR n and ER m with zero mean and variance δ On one hand, the first term in (1) is the signal required by IR n , whereas the second term is the interference we aim to mitigate. On the other hand, as shown in (2), for ER m , all the signals can be viewed as the energy to be harvested. Assume information s n s are statistically independent, with E{s n } = 0 and E{|s n | 2 } = 1. The SINR of IR n can be expressed as
The global optimization problem that maximizes the total harvested energy by those ER's with individual power constraints at those transmitters and quality-of-service (QoS) constraints at those IR's can be formulated as
III. PROPOSED DISTRIBUTED SOLUTION ADMM is a new method for distributed optimization [15] . It can split a big summation problem into several small problems, which allows the problem to be solved separately.
A. Optimization Problem Reformulation
Since (6) is nonconvex, we transform (4) into
. By applying variable substitution V n = v n v † n , we re-express the problem as
Let t n
By omitting rank-1 constraint (10) and exchanging the summation order in (7), and due to h † k n V k h k n ∈ C, we can transform the above optimization problem into
where
Observation shows that the nth pair of constraints (12) and (13) only contains V n . Therefore, constraints (12) and (13) can be decomposed into N independent convex sets
Note that (14) indicates that the inputs of the system are equal to the outputs of the system. It is observed that t n collects all the inputs of IR n , which means t n is the total received power in IR n and can be measured by IR n all by itself. Since t n ∈ C which is easier to feed back to the transmitter than CSI, we reformulate the problem as follows:
where in order to use ADMM, we inverse the problem and change the maximization into minimization, where
Note that m k and q k can be directly calculated in transmitter k.
B. Application of ADMM
Since (11) itself cannot guarantee strict convexity, the problem will be unbounded below in distributed optimization. To solve this problem, we add a slack variable ε k to m k and the augmented Lagrangian corresponding to it [i.e.,
. Then, the problem can be changed into a strict convex optimization. By applying the augmented Lagrangian method of ADMM [15] , we transform it to be
where χ n N j = 1 t j − N j = 1,j = n q j , ε n is the slack variable corresponding to m n , and c is the penalty parameter. Note that the second and third part of (18) is equal to 0 in the centralized form of the problem. In order to simplify the computation, by defining vector
T , we can write χ n as a product of p and
According to [15] , we first extract the summation notation of (18), then apply the Lagrangian dual method and omit the unnecessary component and, finally, restate the problem as
where ν k and μ k are the dual variables corresponding to equality constraints (20). Obviously, (21) can be decomposed into N subproblems
where the optimization variable V
C. Solve the Infeasible Problem
Since constraint set (15) is composed of two contradictive inequalities while t j k changes in every iteration, iteration of t j k will make problem (22) infeasible. To get an intermediate solution for temporary infeasible problem, we decompose (22) into distributed form so as to solve it iteratively. Detailed manipulation includes the following three steps:
Step 1: 
We use ADMM to decompose problem (23) into a distributed fashion. According to [15] , we update V k as
where is a penalty parameter that controls the convergence rate. Then, Proposition 1 proves that (25) can be modified as an equality constraint.
Proposition 1: The optimal solution V
• n of (22) must satisfy equation tr(V
It is easy to see that V n ∈ C k . However, since G k m is the channel covariance matrix, we have tr(G k m ) ≥ 0. We can thus deduce that
When we extend this result to the whole system, we have
m ). This contradicts the assumption that V
• n is the optimal solution of (22). Equation (24) can be further simplified into a closed form. By using the Lagrangian multiplier, we reformulate problem (24) as
Since A 2 = tr(A T A) and tr(A T ) = tr(A), we can solve the KKT system and get a closed-form solution b · vec(V
. From the solution above, we find that the optimal V l + 1 k is not unique.
Note that V k should be rank-1. Using V
= a. Since we prefer the beamforming vector to use less power, V l + 1 k is chosen to be a scaled form of the eigenvector corresponding to the biggest eigenvalue of unvec(b T ). The biggest eigenvalue can be denoted as b eigv = eigv(unvec(b T )), the corresponding eigenvector can be denoted as b eig = eig(unvec(b T )). We then get a closed-form solution of v
As (26) is a closed-form solution, it significantly simplifies the calculation. In order to update V z , we use the method proposed in [14] to project V z into the feasible half space
Then, the update of V u can be formulated as
(28)
Step 2: We optimize the slack variables p and ε k
Since the above two equations are unconstrained QP, a closed-form solution can be given as
Step 3: Update dual variables ν k and μ k according to
It is easy to see with (22) and (29)-(32) that the original problem can be implemented in a distributed fashion. Given the knowledge of local CSI h k n and the EH channel g k n , we can solve (22) in the kth transmitter. Then, transmitter k broadcasts its result to other transmitters in order to perform iteration (29)-(32). After some steps of iteration, the optimal solution would be obtained according to the convergence nature of ADMM [15] .
D. Proof of Rank-1 Solution
We will show that in every step, problem (22) always has a rank-1 solution. We prove that the individual power constraint (12) must be activated. Therefore, it can be modified as an equality constraint.
is the optimal solution to semidefinite programming problem (22).
Proposition 2: V
• k must be rank-1. Proof: We assume ε k , e k , p, ν k , and μ k are known in this optimization step. We observe that objective function (22) is a quadratic programming about m k and q k . Assuming
22) can be easily factorized. By omitting the variable that does not relate to m k and q k , and by introducing slack variable η to the SINR constraint, we transform the problem into
After this problem is solved, we will get the value of A, B, and η, with V k being the only unsolved variable. From the rank-one decomposition theorem [16] , we can find a rank-1 matrixvv
Then, the optimal rank-1 solution to problem (33) can be computed using the method described in [16] .
From Proposition 1, we know that if V
• k is rank-1, then the optimal solution to problem (22) is rank-1. If rank(V • k ) ≥ 2, the optimal rank-1 solution to problem (22) can be computed using the method proposed in Proposition 2. Since all the optimization steps can be guaranteed to get rank-1 solution, we conclude that the ADMM algorithm can always get a rank-1 solution when iteration is finished. We then cite [17, Lemma 1] to prove the convergence of the distributed optimization problem.
Lemma 1 [17] : Assume that C k ∀k ∈ N is bounded and that every iteration [i.e., (29)] can yield a unique solution. A sequence {ν k (t), μ k (t), ε k (t), p(t)} generated by ADMM is bounded, and limit point of {V(t), ν k (t), μ k (t), ε k (t), p t } yields the optimal solution of (23).
Note that since the projection method we used in (27) can only yield a soft bound, the closed-form iterative solution we proposed may converge to an infeasible solution. Fortunately, since the convergence is smooth, we can cut off the algorithm after a number of iterations and yield a feasible suboptimal solution with a moderate performance.
E. Feature of Proposed Distributed Algorithm
Since classical ADMM does not fit in problem (4) well, we modify the following three points in ADMM in order to accommodate to our situation: 1) Since ADMM needs an equality constraint which does not exist in the original problem, we construct one by the information obtained without calculation from the transmitter and the IR.
2) We add a slack variable and the corresponding augmented Lagrangian in order to preserve strict convexity, which is needed for ADMM. 3) During the iteration, variance of iteration variable t j k will cause problem (22) to be infeasible. To avoid such infeasibility, we use ADMM to decompose problem (22) into (26)- (28).
We also perform the Charnes-Cooper transformation [16] to let the resultant iterative optimization lead to a rank-1 solution after SDR for the original problem.
IV. SIMULATION

A. Numerical Study
We evaluate the performance of the proposed algorithms via computer simulations. Assume M = N = 3, K = 3, and γ = 10 dB. We adopt the channel fading model in [18] : h m n = 10 −(128. 1+ 37. 6log 10 (d m n ))/ 20 · ψ m n · ϕ m n ·ĥ m n , where exponential term is path loss depending on the distance between transmitter m and IR n (denoted by d m n ), ψ m n denotes the shadowing effect, and ϕ m n = 15 dBi represents antenna gain. Intertransmitter distance is assumed to be 50 m, location of IRs' is randomly determined subject to at least 3.5 m to each BS. Shadowing coefficient follows log-normal distribution with zero mean and deviation 8. Channel vectorsĥ k n ,ĝ k m and additive noise follow CN (0, 1). We set = 6c and let c obey the ascending rule: c j + 1 = jc j if c j < 1, and c j + 1 = 1 otherwise, where j is iteration number c 0 = 0.01. Note that c and control the convergence of algorithm. Experiment shows that the step size of m k almost varies inversely with c. As a result, when ρ n is small, we need large c 0 to guarantee SINR constraint, when ρ n is large, we need small c 0 to guarantee fast convergence. In the experiment, we produce 1000 randomly generated channel realizations (h b , h r , h e ). Using [19] to guarantees the feasibility, we generate a centralized beamforming scheme according to (4) to compare. Fig. 2 shows that the distributed beamforming scheme can reap acceptable performance. Fig. 3 shows that the iteration number of the distributed beamforming scheme is acceptable.
B. Computational Complexity and Overhead Analysis
Computational complexity and control channel budget of our algorithm is compared with the centralized algorithm. Assuming that M = N = r and that each CSI needs 64K b, our algorithm needs j rounds to converge. 8 b are used to express intermediate variables m, q, and t. The centralized algorithm solves an optimization problem with rK 2 variables and 3r constraints using a CVX software. Through simulation, it needs 20 rounds to converge. Assume the computational complexity of a convex problem with 1 variable in 1 iteration is ς. The total computational complexity is ϑ c = 20 × 3r × rK 2 × ς for each transmitter. For the distributed algorithm, each transmitter only deals with an SVD problem with computational complexity ι and five linear transformation problems. The total computational complexity is ϑ d = j × (ι + 5). Through experimenting in MATLAB, we note that ς ≈ 50ι. As Fig. 3 shows 10 < j < 30, ϑ c > ϑ d , it shows that our distributed algorithm has significantly reduced computational complexity in each transmitter.
As shown in Fig. 1 , the amount of CSI information needed by each transmitter in centralized algorithm is 2r 2 , whereas that in the distributed system is 2r. Therefore, the control channel budget in the centralized algorithm is A = 2r 2 × 64K, whereas in the distributed algorithm, it is B = 2r × 64K + 3 × 8j. Let A − B = 128K(r 2 − r) − 24j. Obviously when K > 3 , r > 3, we have A − B 0. Our distributed algorithm has significantly reduced the control channel budget. In addition, as r and K increase, the advantage of our algorithm will be more obvious.
V. CONCLUSION
In this paper, we have proposed a distributed suboptimal beamforming scheme for the multiuser MISO SWIPT system, which maximizes the total received energy of the ER's under transmitting power constraint and QoS constraint. Simulation results have shown that our proposed scheme reaps acceptable performance under a small number of iterations.
