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Nous dtfinissons des bases des sous-K( A)-modules de K( A)q pour lesquelles nous prtsentons des 
resultats. Dans le cas oi q= 1, les sous-modules que nous considerons se reduisent aux ideaux 
a droite de l’anneau des polynomes non commutatifs sur A. On introduit d’abord le concept de base 
independante dun sous-module (par rapport a un ordre sur les mots), dont nous donnons une 
caracterisation en termes de code prtfixe. Parmi toutes les bases independantes de A, nous en 
privilegions une que nous nommons la base standard de ,$I. Nous en donnons une description 
explicite. Nous montrons aussi comment on peut obtenir un calcul effectif de ces bases dans le cas 
des sous-modules de type fini. Ces methodes rendent possible le travail avec les sous-K( A)-modules 
(a droite) de K(A)q et les quotients K(A)9/J. 
Abstract 
Melancon, G., Constructions des bases standard des K(A)-modules a droite, Theoretical 
Computer Science 117 (1993) 2555272. 
We define bases of right sub-K< A)-modules of K( A)4, for which we give some results. When q= 1, 
the submodules we consider reduce to right ideals of the ring of noncommutative polynomials over 
A. We first introduce the concept of an independent basis of a submodule (with respect to an order 
on the set of words). of which we give a characterisation in terms of prefix codes. Amongst all the 
independent bases of A’, we select a singular basis which we call the standard basis of Jz’. We give an 
explicit description of this basis. We show how these bases can, in fact, be calculated when the 
submodule is of finite type. Our methods enable working with (right) sub-K( A)-modules of K( A)4 
and the quotient modules K( A)4 .k’, 
1. Introduction 
On sait depuis Cohn [S] que tout id&al A droite de K(A) est libre (comme 
K (A )-module A droite). Berstel et Reutenauer en ont don& une preuve qui utilise les 
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codes prefixes ([4, Chap. II, Thtoreme 3.21). La presense des codes prefixes dans ce 
contexte est lice aux resultats de Schutzenberger [16] concernant les representations 
minimales des series rationelles (en variables non commutatives) en rapport avec les 
recurrences lineaires que satisfont ces series. 
Nous presentons ici des bases pour les sous-K( A)-modules a droite de K( A)4, 
que nous appelons buses standard (Sections 4 et 5). Dans le cas oh q= 1, 
ces sous-modules (sous-K( A)-modules a droite) sont des idtaux a droite de K(A) 
et la construction des bases standard est tres proche de la construction de Schreier 
dune base d’un sous-groupe du groupe libre (voir [ll, 121). Nous donnons 
un algorithme qui permet le calcul de bases dun ideal a droite de type fini, qui 
n’utilise que des reecritures Clementaires appliqutes aux generateurs de l’idtal. 
Ces reecritures tlementaires sont inspirees des transformations de Nielsen utilistes 
pour le calcul d’une base r&kite d’un sous-groupe de type fini du groupe libre 
(voir [ll, 121). 
Ces dernieres annees, suite aux travaux de Buchberger [S], plusieurs auteurs se sont 
penches sur l’etude des bases de Grobner des ideaux (a droite, a gauche et/au bilateres) 
de diverses algebres (voir par exemple, [l, 2, 5, 151). Recemment, Beckmann et 
Stiickrad [3] ont introduit la notion d’algibre de Griibner, et ont gtneralisl ces 
constructions. 11s caracterisent les algebres pour lesquelles il est possible de definir des 
bases de Griibner d’ideaux, et donnent un algorithme pour les calculer. Le calcul 
d’une base de Griibner dun ideal se fait a l’aide de rttcritures Clementaires appliqutes 
au systeme de gtnerateurs de l’idtal; l’existence de ces bases et la convergence des 
calculs sont assurles par les proprietes dune valuation definie sur les elements de 
l’algebre, a valeur dans un monoi’de ordonnt et noetherien. 
Nos methodes de calculs des bases standard des idtaux a droite, utilisant des 
retcritures Cltmentaires, sont analogues a celles developpees par les auteurs deja 
mention& et reprises dans un cadre general par [3]. Dans notre cas, la convergence 
des calculs est assuree par les proprietes dun ordre que nous definissons sur les mots 
du monoi’de libre. De plus, les bases des idtaux a droite que nous appelons bases 
standard, sont des bases de Grbbner au sens de Beckmann et Stiickrad (voir [3, 
Definition 33). Cependant, notre cadre de travail ne se situe pas exactement dans 
l’axiomatique que propose leur gentralisation. Cela s’explique par le fait que le 
monoi’de libre n’est pas noetherien (a droite), et que les proprittes que Beckmann et 
Stiickrad exigent de la valuation ne coincident pas, dans notre cas, avec les proprietes 
exigtes de l’ordre sur le monoi’de libre (voir Remarque 2.10). 
Une des principales applications de nos resultats est de rendre effectif le travail avec 
les sous-modules JY de K(A)4 et les quotients K( A)q/~. L’ordre sur les mots 
< etant fixe, on montre l’unicitb de la base standard dun sous-module (Thloremes 4.7 
et 5.7). L’algorithme de calcul de la base standard dun sous-module de type fini 
(Theoremes 4.9 et 5.8) permet de tester si deux sous-modules de type fini sont egaux 
(Corollaires 4.10 et 5.9). On est aussi en mesure de tester si un element de K ( A)q 
appartient a un sous-module .,zZ et on peut rtsoudre le “probleme des mot? dans le 
quotient K ( A)q/k’ (Corollaires 4.11 et 5.10). 
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Dans [lS], Mora construit des bases de Griibner des idbaux bilath-es de K(A). 
Notre approche est sensiblement differente et nous livre des rlsultats d’une autre 
nature. Dune part, nous considtrons les ideaux a droite de K(A). D’autre part, nous 
nous inspirons de Cohn [7, S] et introduisons la notion de <-dependance B droite 
d’une famille de polynomes; ce faisant, nous obtenons une version adaptte a notre 
contexte de 1’Algorithme fuible (trunsjni) de Cohn (voir Remarque 2.11). Nous 
developpons d’abord la thtorie pour les idtaux (le cas 4 = 1). Nous indiquons ensuite 
comment nos resultats s’ttendent aux dimensions superieures (q 3 1). 
2. Recteurs des polynhmes et <-dbpendance A droite 
Soit A un ensemble dont les elements sont appeles des lettres; l’ensemble A lui- 
mCme sera appele un alphabet. Nous noterons par A* le mono’ide libre, forme de tous 
les mots sur A. Soit K un corps. Nous allons travailler dans la K-algebre associative 
libre sur l’aphabet A; on la note K(A). C’est l’algebre des polynbmes non commutatifs 
sur A. C’est aussi le K-module libre sur A*; les polynbmes de K(A) sont des 
combinaisons lintaires de mots de A* a coefficients dans K. On designe le coejkient 
d’un mot w dans un polynbme P par (P, w). On Ccrira abusivement WEP lorsque 
(P, w) # 0; on dira alors que w apparuit dans P. On peut done dtfinir l’addition et la 
multiplication de deux polynbmes P et Q par les egalites: 
(P+Q, w)=(f’, w)+(Q, 4, 
(PQ, WI= c (P, 4(Q, ~1. 
usP,vsQ 
uv=w 
Notez que les mots de A* peuvent etre consider& comme des polynomes de K(A). Le 
degrb d’un polynbme P est egal a la longueur du plus long mot qui apparait dans P: 
deg(P)=max{IwI: WEP}. Pour plus de details le lecteur peut consulter [4, lo]. 
Dkfinition 2.1. Un ensemble de mots XcA* est un code prejixe si aucun mot de 
X n’est prefixe dun autre mot de X. 
Par exemple, (ubc, UC, b) et (a”b: n30) sont des codes prefixes. Notez que cette 
definition fait de l’ensemble vide et de l’ensemble {l}, rtduit au mot vide, des codes 
prefixes. L’ensemble {l} est le seul code prefixe dont le mot vide fait partie. 
On se donne un bon ordre < sur l’ensemble des mots. On suppose que cet ordre est 
compatible uvec la multiplication 6 droite et qu’il est prhjixiel, c’est-a-dire qu’il satisfait: 
Pour tous mots u, v, wEA*, u < v implique uw d VW, 
Si u, v, WE A*, v est non vide et w = uv alors u < w. 
De la deuxieme condition on dtduit que 1 <w pour tout WEA*. 
(1) 
(2) 
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Exemple 2.2. L’ordre du dictionnaire des mots croises est un ordre qui satisfait nos 
conditions. Cet ordre est construit en ordonnant d’abord les mots par longueur, puis 
lexicographiquement sur chacune des longueurs. Plus precistment, U<V si et seule- 
ment si soit IuJ<IvJ, soit IuI=IvI et u clexO. 
DCfinition 2.3. Soit PE K (A ); le recteur’ de P est le mot le plus grand qui y apparait: 
r(P)=max{w: WEP}. 
Par exemple, si on impose a A* l’ordre du dictionnaire des mots croises, on trouve: 
r(abc + 4b) = abc et r(ab - 2~) = ub. On conviendra que r(0) < r( P), VPEK( A). Nous 
dirons d’un polynome qu’il est unituire si le coefficient de son recteur est Cgal a 1. 
En d’autres mots, un polynome P est unitaire s’il s’ecrit sous la forme: 
p=u+c,<, (P, v)v. 
Lemme 2.4. Soient P, Q et PieK( A) (i= 1,. . ., N). 
(i) Pour tout wEA*, on a r(Pw)=r(P)w, 
(ii) r(PQ)=max{r(Pw): w~Q}=max(r(P)w: WGQ}, 
(iii) r(z:= 1 Pn)dmax,=l,,,,,N r(P,). 
Dbmonstration. (i) Soit W’EPW. Alors w’ = uw pour un certain UEP. Comme u Q r (P), 
la condition (1) entraine uw <r( P)w, d’ou l’assertion, puisque r( P)wEPw. 
(ii) D’une part, on a PQ=C,&Q, w)Pw. D’autre part, r(Pw)=r(P)w pour tout 
weQ, en vertu du point (i) de la demonstration. Par consequent, si le mot max {r( Pw): 
WEQ} = max{r(P) w: WEQ} a un coefficient non nul dans PQ, alors c’est le recteur de 
PQ. Soit wi~A* tel que r(P)w, =max{r(Pw): WEQ]. 11 nous faut montrer que (PQ, 
r( P)wl) #O. Supposons qu’au contraire on ait (PQ, r( P)w,)=O. Alors c’est qu’il existe 
des mots VEP, W*EQ tels que r(P)#v et wi #w,, et tels que r(P)wl =uwz. Comme 
r(P)>u, la condition (1) entraine r(P)wz>vw2=r(P)w1, ce qui contredit la maxi- 
malite de r(P)w,. On a done (PQ, r(P)w,)#O et par consequent r(PQ)=r(P)w,= 
max {r( Pw): WEQ}. 
Le (iii) est evident. 0 
Lemme 2.5. Soient P et Q des polyndmes unituires. S’il existe WEA* tel que 
r(P)=r(Q)w, ulors r(P-Qw)<r(P). 
DCmonstration. On a, selon le Lemme 2.4(i), r(P) = r(Q) w = r (Qw). Comme ce mot 
apparait dans Qw avec coefficient 1, l’inegalite r(P-Qw)<r(P) est verifiee. 0 
Soient maintenant N un ensemble d’indices et {Q,,}vsN une famille de polynomes de 
K(A). Nous ne considtrerons que les cas oti N est l’ensemble des entiers non nuls ou 
1 En grammaire franCake, le mot qui tient le r6le central dans un groupe de mots s’appelle le recteur de ce 
groupe de mots. Par exemple, dans ‘Le &l&-e algorithmefaible de Cohn’, le recteur est ‘algorithme’. 
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N = { 1,. . . , M). Dans les deux cas now noterons les familles par {Qn}na 1 en precisant 
de quel cas il s’agit lorsque cela s’avere necessaire; les familles finies seront parfois 
notees simplement Q1 , . . ., Qn. On dira que les polynomes Qn sont presque tous nuls si 
l’ensemble {K Q,,#O) est fini; c’est toujours le cas lorsque la famille est finie. 
Remarque 2.6. Soient { P,,},& 1 et { Q,,},,s 1 deux familles de polynomes et supposons 
que les polynomes Qn sont presque tous nuls. Alors les polynomes P,Qn sont presque 
tous nuls et la somme Cnal P,Qn est definie. De plus, on deduit du point (iii) du 
Lemme 2.4, que: r(Cnal P,,Qn)dmax,~l r(PnQn). 
Nous nous inspirons de Cohn [7, S] et introduisons la notion de 6-dependance 
a droite dans l’algebre K(A). 
Dbfinitions 2.7. On dira qu’une famille de polynomes { Pn},,+ 1 est <-dkpendante 
L!I droite si soit l’un des P, est nul, soit il existe une famille de polynomes (Q,,},,>r 
presque tous nuls, mais non tous nuls, tels que: 
r c PnQn <maxr(P,,Qd 
( 1 fl>l ?l21 
On dira qu’un polynbme P est < -dkpendant A droite de la famille {P,},, 3 1 s’il existe 
une famille de polynbmes {Qn}na 1 presque tous nuls tels que: 
r P- c f’,Qn 
( 
<r(p), 
nZ1 1 
et tels que r( PnQn)<r( P), pour tout n. 
Remarque 2.8. Notez que selon cette definition la famille vide est une famille 
< -indtpendante a droite. 
Remarque 2.9. Utilisant le (iii) du Lemme 2.4 on voit qu’une famille de polynomes 
(P,},> 1 est d -indipendante ir droite si quelle que soit la famille de polynomes {Qn}“> 1 
presque tous nuls on a: r(Cnal PnQn)=maxn,, r(PnQn). Et dans ce cas, selon les 
rtsultats du m&me lemme, il existe un indice i et des mots u,EPi, vi~Qi tels que 
6X,> 1 P,Q,)=uivi. 
Remarque 2.10. Dans [3], Beckmann et Stiickrad definissent la notion d’algkbre de 
Griibner. Leur ouvrage propose un cadre general qui unifie les travaux de plusieurs 
auteurs ~ dont ceux mentionnts dans l’introduction - sur les bases de Grobner 
d’ideaux (a droite), dans des contextes divers. Une algebre de Griibner est une algebre 
& sur laquelle est dtfinie une valuation v: d+H dans un monoi’de ordonne et 
noethtrien (a droite). Par definition, dans H la multiplication est compatible avec 
l’ordre a gauche et d droite. La valuation doit satisfaire les proprietes: 
(i) v(a b) = v(a). v(b), (ii) v(cra) = v(a) et (iii) v(a + b) < max {v(a), v(b)}, oti a, bE& et ou 
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ct est un scalaire. Quelques proprittes supplementaires doivent aussi etre satisfaites, 
mais nous ne les dttaillerons pas ici. 
Les valuations des elements dun ideal a droite 9 de JZZ engendrent un ideal a droite 
H(Y) dans H. Un systeme de gtnerateurs 9 d’un ideal a droite 3 de l’algebre d est 
une base de Griibner de cet ideal si les valuations des elements de $6? engendrent l’ideal 
a droite H(Y) dans H. 
Notre cadre de travail est legerement d&ale par rapport a celui propose dans [3]. 
D’abord, l’application r : PHT( P) qui donne le recteur dun polynome PEK( A) est 
a valeur dans le mono’ide libre, qui n’est pas noethtrien a droite. En effet, la suite de 
mots a”b, n>,O est un code prefixe qui donne lieu a la suite croissante infinie (non 
stationnaire) d’idtaux a droite I,, engendres par les mots umb, O<md n. De plus, la 
propritte (i) de la valuation n’est pas satisfaite par la fonction r (cf. le (ii) du Lemme 
2.4) et la multiplication dans A* n’est suppose compatible avec l’ordre qu’d droite. 
Aussi, les hypotheses sous lesquelles se placent Beckmann et Stiickrad font en sorte 
que tout ideal est finiment engendre, ce qui n’est pas le cas dans K( A ). 
Le lecteur pourra verifier, a l’aide du Theoreme 2.13 (plus loin), qu’une famille 
d -indtpendante a droite est une base de Grobner (au sens donne plus haut) de l’ideal 
a droite qu’elle engendre dans K(A). 
Remarque 2.11. Dans [9], Cohn considere une application o: R-N d’un anneau 
R A valeur dans les entiers (resp. une ensemble bien ordonne). La fonction u satisfait 
des conditions de compatibilite avec les operations de l’anneau (voir [9, Chap. 21). On 
peut dtfinir la u-dependance a droite d’une famille {ri}isr (avec r,ER), et la v- 
dependance a droite dun element Y sur une famille {Ti}isl (par rapport a cette fonction 
v), comme on vient de le faire plus haut pour la fonction de recteur sur l’anneau K( A ). 
On dit que l’anneau R satisfuit l’algorithme faible (resp. l’algorithme faible transfini) 
si dans toute famille d’elements de R, rl, . . . . r,, ordonnts de facon croissante (i.e. 
u(rr)< ... <II(Y u-dependante a droite, il existe un element ri qui depend des 
precedents r 1,. . . , ri _ 1 (resp. dans toute famille v-dependante a droite (ri)icI il existe un 
element ri qui depend des autres elements). 
De plus, en utilisant l’ordre du dictionnaire des mots croises, nos methodes 
permettent de tester si une famille finie de K(A) est d-dependante a droite, oti d est la 
fonction qui donne le degre dun polynome. Dans l’affirmative, il est possible de 
calculer une relation de d-dtpendance a droite de la famille. La fonction 
r : K( A ) + A* qui donne le recteur dun polyndme est une fonction a valeur dans un 
ensemble bien ordonne, en vertu des hypotheses que nous avons faites sur 
l’ordre <impose aux mots du monoi’de libre A*. Le Corollaire 2.14 (plus loin) montre 
que K( A ) satisfait l’algorithme faible transfini pour cette fonction. La notion de 
d-dtpendance a droite est plus ‘serree’ que la notion de d-dependance a droite (par 
rapport au degre). En effet, s’il y a une relation de 6-dependance & droite dans une 
famille de polynbmes, elle a toujours lieu entre deux polynbmes de la famille (voir 
Corollaire 2.14). 
Ces remarques sont exprimees de facon detaillee dans [13, 141. 
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Remarques 2.12. (i) Si une sous-famille de la famille (P.},> 1 est <-dependante 
a droite alors la famille { P,}, s 1 est < -dependante a droite. 
(ii) Si un polynome P est <-dependant a droite d’une famille de polynomes 
(PO},> 1 alors la famille { P}u{ P,},a 1 est <-dependante a droite. 
(iii) Si un polynome P est <-dCpendant a droite d’une sous-famille de la famille 
{P,kI alors la famille { P}u( P, }, 2 1 est aussi < -dependante a droite. 
Par la suite, nous dirons simplement “ < -(in)dbpendant” pour signifier 
< -(in)dCpendant a droite. 
Thi?orGme 2.13. Soit ( P, In 3 1 une fumille de polynbmes non nuls. La fumille { P,,},2 I est 
<-indtpendante si et seulement si les mots r( P,) sont distincts deux h deux et forment 
un code prejixe. 
Dbmonstration. On peut supposer P, unitaire, pour tout n. 
Supposons d’abord que les mots r(P,) ne soient pas distincts deux a deux ou ne 
forment pas un code prefixe. Alors il existe i#j et un mot WEA* tels que 
r(P,)=r(Pj)w. Selon le Lemme 2.4 (i), on a r(Pi)=r( Pjw). Selon le Lemme 2.5 on 
a r( Pi-Pjw)< r( Pi). Par consequent, Pi est <-d&pendant de Pj. En vertu de la 
Remarque 2.12(iii), cela implique que la famille { Pn}nb 1 est < -dtpendante. 
Supposons maintenant que les mots r( P,,) sont distincts deux a deux et forment un 
code prefixe. Soit {Qn >,, a 1 une famille de polynomes presque tous nuls. Selon les 
points (i) et (ii) du Lemme 2.4, pour tout i tel que Qi#O, ii existe un mot vi~Qi tel que 
r(PiQi)=r(Pi)vi. Soit v~EQ~ tel que r(Pk)Vk=maxn~r r(PnQn). Ce mot est bien dtfini 
puisque les polynomes P,,Q. sont presque tous nuls. Montrons que r(Pk)uk apparait 
dans C”> 1 PnQn. Sinon, c’est qu’il existe un indice j et des mots u’EP~, v’EQj tels que 
ukvk = u’a’, et: 
(i) soit j = k, u’EP~ et u’ < r( Pk), 
(ii) soit j#k, u’ePj et u’<r(Pj). 
Observons d’abord que dans le cas (ii), on ne peut avoir u’ = r( Pj) puisqu’alors 
r( Pk)v=r(Pj)v’ et que les mots r( Pi) sont distincts deux a deux et forment un 
code prefixe. On a done dans tous les cas, r( Pj)> u’. Mais alors, en utilisant la 
condition (l), on trouve que: r(Pj)v’>u’u’=r( Pk)vk, ce qui contredit la maximalite 
de r( Pk)nk. 
Comme le mot r(Pk)nk apparait dans Cnal PnQn, on a, selon la Remarque 2.9, 
r(Cn31P,,Qn)=r(Pk)vk; c’est-a-dire r(CnalP,,Qn)=maxn,, r(P,Q,). La famille 
{Qnhm etant arbitraire, on en conclut que la famille de polynomes {P,,}.> 1 est 
d -independante. 0 
Soit { P.},2 1 une famille < -independante de polynomes. Nous dirons que le code 
prefixe {r( Pn)},> 1 est le code prh$xe associt A la famille { P,},2 1. La demonstration du 
Thtortme 2.13 montre aussi le corollaire suivant. 
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Corollaire 2.14. Si la famille {P,,}, 3 1 est <-dbpendante alors il existe des indices i#j 
tels que Pi est <-dbpendant de Pj. Plus prbcisbment, il existe des indices i#j et un mot 
wEA* tels que r(P,-Pjw)<r(Pi). 
Remarque 2.15. Du Theoreme 2.13 on deduit un algorithme simple pour verifier si 
une famille finie de polynomes forment une base de l’idtal qu’elle engendre. Cet 
algorithme devrait trouver, dans le cas oti les generateurs sont lies par une relation de 
d -dependance, une relation r( Pi) = r( Pj)u entre les recteurs de deux generateurs Pi et 
Pj. On trouverait done du meme coup, selon le Corollaire 2.14, la relation de 
6-dependance qui lie Pi et Pj. 
Remarque 2.16. Dans [ 153, Mora construit des bases de Grobner des ideaux bilateres 
de K(A). L’ordre qu’il utilise sur les mots de A* differe du notre. I1 annonce que ses 
resultats restent vrais pour les ideaux a droite. 11 mentionne, sans le montrer, que si les 
gentrateurs dun ideal ont tous des recteurs distincts qui forment un code prefixe alors 
ces gtntrateurs forment une base de Griibner de l’ideal. 
3. Idizaux $ droite dans K( A ) 
Soient {P,,},,> 1 une famille de polyniimes; on designe par I = ( {P,},,> 1 ), ou 
I=(P,,..., P,,) si la famille est finie, l’idkal h droite de K(A) engendre par la famille 
{P,>X>,. Les polynomes qui sont dans I sont tous de la forme Cnal P,,Qn od les 
Q,, sont des polynomes arbitraires de K( A ), presque tous nuls. On dit aussi que la 
famille ( P, }n a 1 forme un systbme de gbnhateurs pour l’ideal I. Dans le cas ou il existe 
une famille finie qui engendre I on dit qu’il est de typefini, ouJiniment engendrb. On 
designera par cp :K( A ) + K( A )/I le morphisme canonique de K-modules. 
Soit P, , . . . , P, un systeme de generateurs d’un ideal a droite. On dtfinit trois types 
de rbbcritures blhmentaires dun tel systeme: 
(Rl) si P,=O, on permet la reecriture: 
(R2) pour cr~K, a#O, on permet la reecriture: 
P 1,...rPn-‘P1,...,Pi_1,aPi,Pi+,,...,P, 
(R3) si i #j et r( Pjw) = r( Pj)w d r( Pi), on permet la reecriture: 
P I,“‘, P,-+P, )...) Pi_,,Pl,Pi., )..., P, 
od P;=Pi-Pjw. 
Ces trois regles de reecritures tlementaires permettent de remplacer, dans un 
systeme de generateurs, un polyndme Pi par le polynome Pi-&+ j PjQj, avec 
r(PjQj)<r( Pi). Bien qu’elles puissent Ctre appliquees a des systemes de generateurs 
infinis, nous ne le ferons pas. Nous utiliserons les regles de rttcritures pour formuler 
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des algorithmes de calculs effectifs des bases des idtaux engendrts par des familles 
finies. 
Lemme 3.1. Soient P, ,..., P, et Q1, . . . . Q, deux families de polyndmes. Si la famille 
QI,... > Q,,, peut 2tre obtenue de la famille P,, .., P,, par une suite jinie de rbkcritures 
blkmentaires alors elles engendrent le m&me idbal: ( P, , . . ., P,,) = ( Q1,. . ., Q,,, >. 
Remarque 3.2. Tout ideal a droite de K(A) peut etre consideri: comme un K(A)- 
module a droite. 11 est connu depuis Cohn [S] qu’un tel K( A)-module a droite est 
toujours libre. Notez que si une famille de polynomes P,, . . ., P,, est < -indCpendante 
alors elle est a fortiori K( A)-lineairement independante. Ainsi, tout ideal a droite 
engendre par une famille d-indtpendante est librement engendre par elle, comme 
K( A)-module. 
Remarque 3.3. Le Theo&me 3.5 qui suit affirme qu’on peut effectuer le calcul effectif 
de systemes de gtntrateurs d-independants des idtaux a droite de type fini. On 
s’assure de la convergence des calculs en procedant comme suit: on construit d’abord 
une application qui a une famille finie de polynomes P,, . . . . P,, associe un vecteur 
$=$,=l{i: r(Pi)=w)l d’ en t iers au plus &gal a n et presque tous nuls. 
Cet ensemble est ordonne en posant: (9k)wGA*<($w)w6A*, si et seulement s’il existe 
un mot WE A* tel que 9; < 9, et 9: = 9, pour tout u > w. De plus, il est suns chine 
injnie dbcroissante, puisqu’un vecteur n’a qu’un nombre fini de predecesseurs. 
L’eltment associt a une famille est appele son indice. La cle de la demonstration 
consiste a montrer qu’un choix judicieux de reecritures sur la famille produit une 
nouvelle famille de m&me cardinalite ou plus petite, dont l’indice est plus petit. Cette 
mtthode sera empruntte plus loin, aux Sections 4 et 5. 
Soit P,, . . ., P, une famille finie de polynomes. Posons 9, = 1 {i: r( Pi) = w} 1; l’entier 
9, compte done le nombre de fois que w apparait comme recteur d’un polynome de la 
famille. On a done 9, < ~1, pour tout WE A *. De plus, il n’existe qu’un nombre fini de 
mots w pour lesquels 9, est non nul; c’est-a-dire que les entiers 9, sont presque tous 
nuls. Notez que si la famille compte des polynomes nuls, ils ne contribuent en rien 
a son indice. 
Lemme 3.4. Soit P, , . ., P, une famille de polyndmes, d’indice 9 = (Q:)w.A.. Supposons 
qu’on ait, pour i#j, r(Pjw)=r(Pj)w=r(Pi). Si on pose PI=P,-Pjw, et si on 
dbigne par (Qk)wsA* l’indice de la famille PI,. . ., Pi- 1, Pi, Pi+ 1,. ., P,, alors on 
a (~hvsA* <(QwL4*. 
Dbmonstration. On a, selon le Lemme 2.5, r(P:)=r(P,-Pjw)<r( Pi). Comme les 
recteurs des autres polynomes restent inchanges, on a 9:=9w pour tout 
w#r(PI), r(Pi), et 9:,,;,=9,,,;,+ 1, 9:,,, =Q,(,+- 1. D’od le resultat. 0 
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Thkorkme 3.5. Soit I un idial de K(A) engendrk par une famille $nie de polynBmes 
P, , . . ., P,, . I1 est possible de calculer une base d -indhpendante de I en efectuant une suite 
jinie de r&ritures Smentaires sur la famille P, , . . ., P,,. 
DCmonstration. On peut toujours faire en sorte que tous les polyn6mes de la famille 
P I,“‘, P, soient non nuls et unitaires, A l’aide d’un nombre fini de rttcritures du type 
(Rl) et (R2). On suppose done les Pi non nuls et unitaires et on pose ui=r( Pi) pour 
i=l ,...,n. 
On raisonne sur l’indice des familles de polyn6mes. Si l’indice est nul, i.e. $,=O 
pour tout WE A*, alors c’est que la famille est vide et elle est d -indtpendante, en vertu 
de la Remarque 2.8. Sinon, il y a deux cas. Soit la famille est < -indCpendante et il n’y 
a rien A faire. Soit la famille est 6-dtpendante et alors, en vertu du Corollaire 2.14, il 
existe deux polynbmes Pi et Pj (i#j) et un mot WEA* tels que r(Pjw)=r( Pj)w=r( Pi). 
Posons Pi=P,-Pjw, de sorte que la famille P1,...,Pi_I, Pj,Pi+,,...,P, est obtenue 
g l’aide d’une r&criture du type (R3) appliquke g P,, . . . . P,. Selon le Lemme 3.1, la 
famille PI ,..., Pi_l, Pi, Pi+l ,.,., P,, engendre le mZme idtal que la famille initiale. 
Selon le Lemme 3.4, cette nouvelle famille est d’indice infkrieur A la famille de d&part. 
On obtient ainsi le rtsultat, aprZs un nombre fini d’Ctapes de calculs, puisque 
l’ensemble des indices est sans chaine infinie dkcroissante. 0 
Le prochain corollaire se trouve implicitement dkmontrt chez Cohn [7,8] puisqu’il 
est aussi une conskquence de l’algorithme faible (pour le degrt: des polyn6mes) (voir 
Remarque 2.11). 
Corollaire 3.6 (ThkorZme du dtfaut pour les idkaux A droite de type fini). Si n poly- 
nBmes sont K( A)-linhairement dbpendants b droite, alors l’idhal b droite qu’ils engen- 
drent est libre de rangdn- 1. 
Dtmonstration. On vkrifie facilement que si PI,. . ., P, sont K( A )-linkairement 
dlpendants g droite alors il en est de meme de toute famille obtenue de P,, . . . . P,, 
g l’aide d’une rktcriture kkmentaire. Par condquent, en appliquant l’algorithme du 
Thto&me 3.5, g une certaine &ape on kjectera un gtrkrateur nul g l’aide d’une 
rttcriture du type (Rl). 0 
4. Bases standards des idkaux A droite 
Soit maintenant un id&al g droite I, quelconque. Nous dirons qu’une famille de 
mats {wi}i3 1, finie ou infinie, est K-linkairement indbpendante mod I si leurs images 
((P(Wi)}iB 1 sont K-lintairement indkpendantes dans K( A)/Z. De faGon kquivalente, 
{Wi}i> I est K-linkairement indlpendante modl s’il est impossible de trouver des 
scalaires EiEK, presque tous nuls (mais non tous nuls), tels que Cizl CriWiEl. 
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Designons par [u, v] l’interualle des mots compris entre u et v. Plus precisement, 
[u,u]=(w&4*: u< wdo}. On definit une suite (finie ou infinie) de mots u, comme 
suit: 
u1 =inf{wEA*: [l, w] est K-lineairement dependant modl}, 
et pour n32: 
u,=inf{weA*-{u,,..., u,_,}A*: [l, w]n(A*-{uI,...,u,_,}A*) 
est K-lineairement dependant mod I). 
11 se peut qu’a un certain moment, la famille {u},~~*_(~~,..,,~,_~~~* soit K- 
lintairement independante mod I. Le mot u,, et les suivants, ne sont alors pas dtfinis. 
Lemme 4.1. La famille de mots {u,,),,> 1 est un code prkjixe qui satisfait ui<uj si i<j. 
DCmonstration. Nous montrons par recurrence sur n, que les mots ul,. . ., u, forment 
un code prefixe et que u1 < ..s <u,. I1 n’y a rien a montrer pour n= 1. 
Soit n>, 1. Supposons que les mots ui,..., u, forment un code prefixe satisfaisant 
u~<~~~<~,.Commeu,+~~(A*-{~~,...,u,}A*),aucundesmotsu,,...,u,n’estpr~fixe 
de u,+~; en particulier, u, # u, + i . 
Nous allons montrer que u, < u, + 1. On saura alors, en vertu de (2), que u,+ 1 n’est 
pas prefixe de ui,..., u,. Supposons qu’au contraire u,+ 1 <u,. On sait alors, par (2), 
que [ 1, u, + 1 ] nu, A* = 0. Par consequent, 
Cl, %I+1 ]n(A*-{u, ,..., u,)A*)=[l,u,+I]n(A*-{uI ,..., u,_I}A*). 
Or, par definition de u, + 1, le membre gauche de cette tgalitt est K-lintairement 
dtpendant mod 1. Un coup d’oeil au membre droit nous permet de constater que l’on 
contredit la minimalite du mot u,. On a done u, <u,+ 1 et le lemme est montrt. 0 
Posons pour la suite X, = (ui , . . ., u,- 1} et X = {u,},, 1. Par definition, pour chaque 
n il existe une relation, qui definit un polynome de l’ideal I: 
Pn=un+ (P,, 4=l. (3) 
n 
VGA*-X,A* 
En vertu du Lemme 4.1, les recteurs des polynbmes P, sont distincts deux a deux et 
forment un code prefixe. Par consequent, selon le Theo&me 2.13, la famille ( P, ),,a 1 
est < -indtpendante; elle est une base du K( A )-module (ou de facon tquivalente, de 
l’ideal) qu’elle engendre. Nous allons voir que cette famille posstde des proprietes qui 
s’ajoutent a la d-indtpendance et qui la rendent unique. Les demonstrations des 
resultats qui vont nous y mener sont parfois techniques en vertu du fait qu’elle n’est 
pas necessairement finie (comme c’est aussi le cas pour la famille de mots 
u, prtctdemment definis). 
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Remarques 4.2. (i) Soit U-C u,. Si IJEA* - XA* alors on a UEA* -X,A* en vertu de 
l’inclusion X, c X. Inversement, si WA* - X,A* alors on a DE A* -XA*. En effet, 
supposons qu’au contraire on ait v = u, w pour m 2 n et WE A*. On trouve (en utilisant 
les conditions (1) et (2)), u, d u, w d u,w = u, puisque u, d u,, selon le Lemme 4.1. On 
contredit ainsi l’inCgalit6 u < u,. 
(ii) Ainsi, les polyn6mes P,, sont aussi Cgaux 8: P, = u, + 1 V<Un (P,,, u)u. 
VGA*-XA* 
Lemme 4.3. Soit REK( A). I1 existe une famille de polynbmes {Q”},,> 1 presque tous 
nuls, et une famille de scalaires {aU}OEA’_x_@ p resque tous nuls, tels que R puisse s’bcrire 
sous la forme: 
R= c P,,Qn+ C cx,v. 
I?>1 veA*-XA* 
Dkmonstration. 11 suffit de montrer le lemme dans le cas oti R est un mot 
w$ A* - XA*. On a alors w = ukw’ et on pro&de par rtcurrence sur la longueur du mot 
w’. Le cas ) w’l =0 est donnt par la relation qui d&nit Pk. Sinon, on a: 
ukwt=PkwI- c (Pk, 2)vw’. 
“<“k 
VGA*-X,‘A* 
Les mots DW’ qui apparaissent dans la somme de droite sont soit des mots de 
A* -XA*, soit ils sont de la forme uw’ =ujw” avec 1 w”( < Iw’I, car u<uk et 
UE A* - Xk A* impliquent UE A* - XA*, comme on a vu g la Remarque 4.2(i). On 
conclut par rkurrence. 0 
Lemme 4.4. La famille de mots {u},CA*_XA t est K-linbairement independante mod I. 
Dkmonstration. Dans le cas od X = (ul,. . ., u, } est fini, le rtsultat est Cvident: le mot 
u,+ 1 n’est pas dkfini prkisttment parce que la famille {u}~~~*-~~* est K-lintairement 
indtpendante mod I. 
11 reste done g considtrer le cas oli X est infini. Supposons qu’au contraire il existe 
des scalaires a,, presque tous nuls, tels que 1, a,o=O modI. Soit: 
Ui = inf { u, : u, > v pour tout v tel que CI, # O}. 
On voit done, en s’aidant de la Remarque 4.2(i), que les mots de 1, a,v sont des mots 
de A* -Xi A*, plus petit que ui, de sorte que la relation C, CI,V = 0 mod I contredit la 
minimalit de ui. 0 
Proposition 4.5. La famille de polyncimes {P,,},, 1, dejinis par la relation (3) plus haut, 
engendre l’idbal I. 
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DCmonstration. Soit R un polynome de I. Selon le Lemme 4.3, il existe une famille de 
polynomes {Qn In a 1 presque tous nuls, et une famille de scalaires ~~~~~~~~ _XA* presque 
tous nuls, tels que 
R= 1 P,Q.+ C tl,v. 
II31 VGA*-XA* 
Par consequent, 
O=cp(R)= c E”cp(V). 
voA*-XA* 
On en deduit que CI, = 0 pour tout v, en vertu du Lemme 4.4. Done, R = I,,> 1 P,Qn et la 
famille {P,},> 1 engendre l’idtal I. 0 
Corollaire 4.6. L’idhal I est de type jini si et seulement si le code p@xe X est jini. 
Dkmonstration. La proposition montre que si l’ensemble X est fini alors I est finiment 
engendre. Nous serons en mesure de montrer la reciproque plus loin (Theoreme 4.9). 
Cela dtcoule aussi des theoremes de Cohn [S]. 0 
Nous allons maintenant montrer que la famille { Pn}nb 1 donnte en (3), est unique. 
ThCorkme 4.7. Soit { Ph}n a 1 une famille > -indbpendante de polynbmes, dont les rec- 
teurs satisfont u:=r(Pi)<r(Pi)=uJ si i<j. Posons Xk= {u;,...,uL-1} et supposons 
que: 
Si la famille { Pk}n2 1 engendre le m&me idhal I que la famille { P,}na 1 de 1’Eq. 3, alors 
P, = Pi, pour tout n. 
Dtmonstration. On procede par recurrence sur k pour montrer que uk=ui et que 
P,=Pi. 
Le polynome Pi nous donne une relation K-lineaire (modI) dans l’intervalle de 
mots [l, u;]. On doit done avoir ur <u; en vertu de la definition de ur. Comme 
{P:>“,I engendre I, il existe des polynomes Qh, presque tous nuls, tels que 
PI =CnZr PbQI. Selon la Remarque 2.9, r(C,,* 1 PkQb)=uiv; pour un certain i et un 
certain u~EQI. On a done uI=r(P,)=u;v;. On en tire u:du,. Par suite, on 
au,~u;~u:6u,;doncu,=u;.OnpeutenconclurequeP;=P,puisquelafamillede 
mots [l, u,] - (ur } est K-lineairement indtpendante mod I. 
Supposons qu’on ait montre que u~=u~,...,u~-~=u~_~ et que PI-P;,..., 
Pk - 1 = Pi - 1. On a done Xk = XL et le m&me argument que dans le cas k = 1 montre 
qu’on doit avoir uk<u;. Comme PkEI il existe des polynomes Qb, presque tous nuls, 
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telsquePk=Cfi,, p;QL. MaisalOrsu,=r(P,)=r(C,,, P~Q~).SelOnlaRemarque2.9, 
r(Cn3l P~Q~)=u~ufpouruncertainiet uncertainv~EQ~.Onadoncu,=u;vfet onen 
tire u;du,<u;. Maintenant, regardons comment se cornparent les indices i et k. Le 
cas i > k est exclu car, par hypothese, Ui 6 ak implique i < k. Done, on a soit i = k et alors 
uk = ub; soit i < k de sorte que, par recurrence, U; = Ui. Mais alors c’est que ak = Ui V; ce 
qui contredit le fait que {a,}, a 1 est un code prefixe. On doit done avoir uk = u;. 
On conclut a l’tgalitt Pi= Pk en vertu du fait que les mots de A*-XkA* sont 
K-lineairement independants mod I. 0 
Dkfinition 4.8. La base { P,, },,> 1 de l’ideal I sera appelt la base standard de I. On dira 
aussi qu’une famille est standard si elle est la base standard de l’ideal qu’elle engendre. 
Remarquez que la famille vide est la base standard de l’ideal nul et la famille {l} est 
la base standard de l’algebre toute entiere. 
Thkorkme 4.9. Soit P,, . ., P, une famille ,< -in&pendante. I1 est possible de calculer la 
base standard de l’idbal I = (P,, . . . . P,,) ii l’aide d’une suite jinie de rbkcritures 
Gmentaires. De plus, le code pr@xe associb 2~ la base standard de I est hgal au code 
prhjixe associb & P, , . . ., P,. 
Dbmonstration. Nous nous limitons a construire l’indice de la famille P, , . . ., P,,. La 
demonstration suit le m&me schema que la demonstration du Theortme 3.5, tel que 
decrit a la Remarque 3.3. 
Supposons les polynomes Pm unitaires; soit X = {r( PI), . . ., r( P,)} le code prefixe 
associe a la famille. Cette fois, on d&nit l’indice e = (ew)woXA* dune famille P, , . . . , P,, 
en posant @,,,= 1 {i: WEPT, w #r( Pi)} 1, pour tout WEXA*. L’entier &, compte done le 
nombre de polynomes dans lesquels le mot wgXA* apparait, sans en etre le recteur. 
Comme prtcedemment, on a eW<n, pour tout WEXA* et les entiers e,+, presque 
tous nuls. 
Si la base n’est pas standard, c’est qu’il existe wsXA* et i tels que WEPT et w #r( Pi). 
Comme w < r( Pi), la condition (2) nous assure que w = r( Pj)u pour un j # i. 11 reste 
a poser PI = Pi - ( Pi, w) Pjv, et Pk = Pm (pour m # i) et a verifier que cette nouvelle 
famille est d’indice plus petit. La derniere partie de l’enonce decoule de 
r(Pf)=r(P,). 0 
Le Theoreme 4.7 et le Thtoreme 4.9 s’unissent pour nous donner le corollaire 
suivant. 
Corollaire 4.10. I1 est possible de tester si deux ensemblesjinis de polynBmes engendrent 
le me*me idbal. 
Dbmonstration. En effet, on a montre au Thtoreme 4.9, qu’il est possible de calculer la 
base standard dun ideal. 11 est done possible, ttant donne deux familles finies de 
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polynomes, de calculer les bases standard des ideaux qu’elles engendrent et de les 
comparer. On conclut a l’egalite des ideaux seulement dans le cas oti ces bases 
standard sont identiques, en vertu de l’unicite de la base standard (Theoreme 4.7). 0 
Corollaire 4.11. Soient Q et P,, . ., P,,EK( A) tels que P,, . . ., P,, est la base standard de 
l’idkal I qu’ils engendrent. Soit aussi X le code prkjixe associi h la famille standard 
P 1,. . . , P,. I1 est possible de calculer l’image de Q duns la base A* -XA* du K-module 
K( A)/I. En particulier, il est possible de tester si QE( P,, . , P,, >. 
Dizmonstration. On a montre au Lemme 4.4, que la famille de mots A* - XA* est 
K-lineairement indtpendante mod I. C’est bien dire que ces mots forment une base du 
K-module K (A )/I. 
Le polynome Pi est unitaire, pour tout i. On pose, comme plus haut, Ui = r( Pi), 
X=(u I,... ,u, } et on designe par cp :K(A) + K( A)/Z le morphisme canonique. On 
pro&de par recurrence sur le recteur de Q. 
Cas 1: Si Q=O, alors q(Q)=0 et QEZ. 
Sinon, soit w = r(Q). 
Cas 2: Si WE(A*-XA*), on a: 
Par recurrence, on peut calculer l’image de Q -(Q, w) w et terminer le calcul de l’image 
de Q. 
Cas 3: Si WEXA*, 
il existe Ui~X et UEA* tels que W =UiU. On a, d’apres le Lemme 2.5, 
r(Q-(Q, w)Piu)<r(Q). Comme: 
on peut calculer l’image de Q -(Q, w)P,v et terminer le calcul. 
Comme la famille de mots A* -XA* est K-lineairement independante mod I, on 
saura que le polynome Q est dans I si et seulement si apres un certain moment, on 
trouve le polynome nul. 0 
5. K( A)-modules 1 droite 
Considtrons maintenant le K( A)-module a droite K( A)¶, oti q est un entier 
positif, q > 1. Dans cette section, nous indiquons comment les resultats sur les ideaux 
peuvent &tre generalisis aux sous-K( A )-modules iz droite de K( A)¶. Pour plus de 
details, le lecteur pourra consulter [13, 141. 
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Now appellerons les elements de K( A)q des vecteurs de polynbmes, ou simplement 
des vecteurs. Dans le cas ou q = 1, un sow-K{ A)-module a droite de K( A )” n’est rien 
d’autre qu’un ideal a droite de K( A ); ceci rend possible l’utilisation d’une recurrence 
sur q afin d’ttendre les resultats des paragraphes precedents. La recurrence se fait en 
travaillant successivement sur les composantes des vecteurs de polynbmes. Dans ce 
but, il est utile de definir la partition associee a une famille de vecteurs. Convenons de 
noter par Q l’application K( A)-lineaire telle que rck( I’) est la khme composante du 
vecteur V. 
Dkfinition 5.1. Soit N un ensemble d’indices et { K}nsN une famille de vecteurs. 11 
existe une unique famille E,, . . ., E, de q sous-ensembles de N satisfaisant: EklnEka = 8 
(pour kI # k2) et u t= 1 Ek = N, et telle que ig E, implique 71j( F) = 0 pourj = 1,. . . , k - 1 
et rck( F)#O. Cette famille est appelee la partition associbe i la famille de vecteurs 
1 K)nsN. 
DCfinition 5.2. Soit ( V,}n a 1 une famille de vecteurs non nuls et E, , . . ., E, la partition 
qui lui est associee. Nous dirons que cette famille est < -indbpendante h droite si pour 
tout k=l,..., q, la famille de polynbmes (Q( I$)}isEl, est <-independante a droite. 
Notez que certains des blocs E, peuvent Ctre vide, puisqu’une famille vide (de 
polynbmes) est < -indtpendante (Remarque 2.8). Dans le cas ou la famille de vecteurs 
n’est pas vide, les blocs E, de la partition ne peuvent etre tous vides puisque les 
vecteurs sont non nuls. La Definition 5.2 est justifiee par le rtsultat suivant; on le 
montre en procedant par recurrence sur le nombre de composantes des vecteurs. 
Thkorkme 5.3. Soit ( F$>, B 1 une famille <-indipendante de vecteurs. Alors elle est 
K( A)-linkairement indkpendante. 
On peut difinir, comme au Section 3, des rbhcritures blbmentaires de familles de 
vecteurs, et formuler des algorithmes qui calculent des systemes de generateurs 
Q-independants des sous-K( A)-modules a droite. On obtient Cvidemment un ana- 
logue du Lemme 3.1. 
Thkorkme 5.4. Soit ~2’ un sow-K(A)-module i droite de K( A)q engendrt par les 
vecteurs VI, . . . . V,. I1 est possible de calculer une base <-indbpendante de ~2’ en 
efectuant une suite jnie de r&ritures bl.hmentaires sur la famille VI ,,.. , V,. 
Le lecteur tirera avantage a imaginer les vecteurs VI, . . . . V, disposes dans une 
matrice; les vecteurs dont les indices appartiennant a un mCme bloc Ek de la partition 
associte Ctant adjacents. L’algorithme de calcul du systeme de generateurs 
g-indtpendant est alors analogue a l’algorithme de Gauss-Jordan pour mettre une 
matrice sous la forme reduitetchelonnte. On peut ensuite raffiner la calcul sur 
chacune des composantes comme l’indique le rtsultat suivant. 
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Corollaire 5.5. Soit VI,. ., V, une famille de vecteurs 6-indkpendants, Ek (k = 1,. . ., q) sa 
partition associke et X, (k = 1,. . ., q) le code prkjixe associb cj la famille < -indbpendante 
(de polyndmes) {GJ W}iEEk. I1 est possible de calculer, 6 l’aide de rhbcritures 
blCmentaires, une famille < -indbpendante Vi,. . ., V,’ qui engendre le m&me sous-K( A)- 
module h droite, de m&me partition associke Ek (k= 1 , . . ..q). et mimes codes p&fixes 
associbs Xk (i = 1 , . . ., q), et telle que chacune desfamilles de polynbmes fnk( v)}isEr soit 
standard. 
Comme dans le cas 4 = 1, il reste a imposer une contrainte supplementaire sur le 
support des generateurs, et ainsi obtenir un systeme de generateurs unique. 
DCfinition 5.6. Soit ( V,Jn z 1 une famille de vecteurs d-independants de partition 
associee E 1,. . ., E, et de codes prefixes associts X 1,. . ., X,. On dira que cette famille est 
standard si de plus, pour tout k = 1,. . ., q: 
(i) la famille de polynomes {xk( y)> ifEk est une base standard de l’idlal qu’elle 
engendre, 
(ii) si iEEk et j> k alors la condition suivante est satisfaite: pour tout wsA*, 
WErCj( F) implique WEA*-XjA*. 
ThCorkme 5.7. Soit .J& un sous-K( A)-module h droite de K( A)q. I1 existe une unique 
famille standard de vecteurs qui engendrent ~2’. 
La famille standard qui engendre le sous-K(A)-module h droite peut &tre obtenue 
en construisant une suite de vecteurs de mots, de facon similaire au cas des ideaux 
a droite. Finalement, on obtient des algorithmes qui permettent le travail avec les 
sous-K( A)-module a droite de K( A)¶. 
Thk-okme 5.8. Soit VI,. ., V, une famille f -indbpendante. 11 est possible de calculer, 
h l’aide d’une suite de rGcritures &?mentaires, la base standard du sous-K(A)-module 
h droite JZ engendrb par les vecteurs V,, . . ., V,. De plus, la partition et les codes prhjixes 
associh h la base standard de ~2’ sont respectivement bgaux h la partition et aux codes 
prhjixes associh ti V,, . . ., V,. 
Corollaire 5.9. I1 est possible de tester si deux families jinies de vecteurs engendrent le 
m&me sous-K( A)-module h droite. 
Corollaire 5.10. Soient V et VI ,... , L$,/~EK(A)~ tels que fafamille VI ,..., V, est la base 
standard du sous-K( A)-module & droite JY qu’elle engendre. Xl est possible de calculer 
l’image de V, dans le quotient K(Ajq/.M. En particulier, il est possible de tester si 
VEJY. 
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