cally during early marriage (James, 1981; Sen Gupta, 1969; Westoff and Westoff, 1971) . Specifically, we show that at marital durations of greater than two years, neither period, wife's age, husband's age, nor marital duration has any effect on marital coital frequency.
Jasso combines a fixed-effects approach with nonlinear transformations to estimate age and period effects that are net of cohort effects. She claims that in past studies estimates of age and period effects were biased because they did not take into account the potentially compounding effect of cohort membership. (In light of the age-period-cohort [APC] identity, most studies simply ignored cohort membership.) Jasso proposes a model that both breaks the APC identity and controls for unobservable heterogeneity. The fixed-effects approach uses panel data to control for couple-specific, time-invariant (i.e., fixed) unobservable covariates. It is often referred to as dummy variable regression because the unobservable couple effects are captured by a series of couple dummies (i.e., one for each couple).
The model underlying Jasso's analysis is the following:
( This is simply a reformulation of the APC identity. To break this identity, Jasso assumes that the quantity in brackets (i.e., the higher-order period and cohort terms) equals zero. As Heckman and Robb (1985) and Fienberg and Mason (1985) note, no transformation can break the APC identity without restrictions on the values of parameters (i.e., assuming some to be equal to zero). We have no immediate qualms about the log transformation; in fact, we tested the functional form of equation (2) using the Box-Cox transformation and found it to be reasonable (see Weisberg, 1980) . However, we show that Jasso's identifying restrictions (i.e., making all higher order terms equal zero) lead to a serious misspecification of her model. (2) is an estimable formulation of a fixed-effect age-period-cohort model. However, in practice, it is computationally intractable because of the large number of dummy variables required. It has been shown that, when using only two waves of panel data, equation (2) can be estimated using first differences (i.e., the model is specified for each wave and then one is subtracted from the other).
In theory, equation
Taking first differences from equation (2) Note that the cohort terms as well as the couple-specific dummies drop out of equation (3) because their values remain constant in the two waves. Each of the parameters in equation (3) can be interpreted as net of both the cohort effects and the effects of the unobservable couple-specific covariates. In breaking the age-period-cohort identity, Jasso is still unable to estimate cohort effects; rather, she estimates age and period effects that are not confounded with cohort effects. Specifically, she estimates equation (3) for a sample of continuously married women interviewed in both 1970 and 1975 as part of the National Fertility Survey. As described above, she found significant age and period effects that directly contradict past research. Column 1 of Table 1 presents Jasso's results (Jasso, 1985, Table  4 ).
Troubled by her substantive findings, we re-estimated equation (3) using the same data. Except for a sample size difference of one observation, we almost perfectly replicated her Deleting the four 88-codes reduced the significance level on the wife's age effect from p <.05 to p <.10, and reversed the sign on the husband's age effect (see column 3 in Table 1 ). The fit of the model improved substantially from an R2 of .047 to .057. This in itself is not damning evidence against Jasso's analysis, although it indicates that her results are sensitive to specific cases. To determine the potential influence of the other cases, we examined the studentized residuals' (Belsley et al., 1980; Bollen and Jackman, 1985; Weisberg, 1980) and found a handful of cases with extremely large residuals. The 88s had by far the largest studentized residuals, ranging between 10 and 12. Four additional cases had studentized residuals between 3 and 7. An examination of the DFBETAs2 showed that the omission of these observations resulted in large changes in the parameter estimates. These observations correspond to the four observations with coital frequencies of greater than 40 (i.e., they are at the extreme high end of the coital frequency distribution).3
Since in regression analysis the emphasis is on generalizability of results, one should be especially skeptical of results that are unduly sensitive to a small number of observations (Bollen and Jackman, 1985). We are convinced that the values of 88 are keypunching errors and should therefore be omitted. We would not argue that the other coital frequency values over 40 were necessarily inaccurately reported. However, since they give undue weight to the far extreme of the distribution, we feel justified in omitting them as well.
By deleting these four additional outliers, the results change significantly (see column 4 in Table  1 ). The wife's age effect is no longer significant, even with over 2,000 cases and at the generous .10 level. The husband's age effect switches sign from negative to positive, but remains insignificant. Finally, the fit improves from an R2 of .0568 to .0613. Thus, we have shown that the inclusion or exclusion of as few as eight observations can have a profound impact on Jasso's results. However, the fact remains that the period effect is still positive (though the coefficient is not significantly different than zero).
Jasso rightly points out that coital frequency declines most rapidly early in marriage and then only moderately thereafter (p. 235). We estimated the model separately for couples with 1970 marital durations of two or fewer years and more than two years and found strikingly different results (see columns 5 and 6 in Table 1 ). The negative period effect and the positive wife's and husband's age effects are confined to the first two years of marriage. Note that the model fit is considerably better in the first two years of marriage (R2 = .2172 vs. R2 = .0411), though this may be due in part to the small sample size. The difference between the two models is highly We should note that these findings are in no way dependent on the omission of the 8 miscodes and outliers. We found that, whether based on 2055 or 2063 observations, the strong interactions with marital duration persist. We must conclude, therefore, that the application of the fixed-effects model to the present problem must be limited to the couples married for more than two years and not applied to newly married couples.
In summary, after reanalyzing the same data used by Jasso, we come to the following altered conclusions:
(1) When outliers are removed, neither husband's nor wife's age is significantly related to frequency of intercourse, though period and marital duration effects remain.
(2) When the model is respecified separately by duration of marriage, the age, duration, and period effects disappear for couples married more than two years in 1970 (88 percent of the sample).
Jasso's only new finding to hold up after reexamination is the period effect, yet even this effect is limited to couples married for two or fewer years in 1970. Futhermore, as described above, the period effect for this group has no intuitive meaning.
We are glad that Jasso has introduced us and other sociologists to fixed-effects models, since they are likely to have many useful applications. In addition, Jasso's use of nonlinear transformations clearly breaks the age-period-cohort identity, though not without making considerable assumptions about higher order terms. We feel, however, that researchers should be especially skeptical of counterintuitive results. As we have shown above, as few as eight observations can have a profound impact on results. Futhermore, the model specification can easily obscure the underlying behaviors. Thus, it is important to be extremely thorough before accepting new results that contradict all previous research.
