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a b s t r a c t
In this paper, for a certain class of Kukles polynomial systems of arbitrary degree n with
an invariant ellipse, we show that for certain values of the parameters, the system has an
upper bound of limit cycles, where one of the limit cycle is given by an invariant ellipse
as an algebraic limit cycle. Writing the system as a perturbation of a Hamiltonian system,
we show that the first Poincaré–Melnikov integral of the system is a polynomial whose
coefficients are the Lyapunov quantities. The maximum number of simple zeros of this
polynomial, gives the maximum number of the global limit cycles and the multiplicity of
the origin as a root of the polynomial, minus one, gives the maximum weakness that may
have the weak focus at the origin.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A polynomial system is a real autonomous system of ordinary differential equations on the plane with polynomial
nonlinearities
x˙ = P(x, y) =
n
i+j=0
aijxiyj, y˙ = Q (x, y) =
n
i+j=0
bijxiyj, with aij, bij ∈ R. (1.1)
One of the main problems in the qualitative theory of real planar differential systems is the determination of limit cycles
defined by Poincaré [1].
Suppose that the origin of (1.1) is a critical point of focus type. We are concerned with two closely related questions, the
first is the number of limit cycles which bifurcate from a critical point and the second is the derivation of necessary and
sufficient conditions for a critical point to be a center.
Recall that a center is a critical point in the neighborhood of which all orbits are closed. In contrast a limit cycle is an
isolated, closed orbit.
The limit cycles problem and the center problem are concentrated on specific classes of systems; thesemay be systems of
a given degree, or theymay be of a particular form. For instance, much has been written on Liénard systems, that is, systems
of the form x˙ = y− F(x), y˙ = −g(x) and Kukles systems, that is, systems of the form x˙ = −y, y˙ = x+ λy+ g(x, y).
Let n = max(∂P, ∂Q ), where the symbol ∂ denotes ‘degree of’. A function C is said to be invariant with respect to (1)
if there is a polynomial L, with ∂L < n, such that C˙ = CL. Here C˙ = CxP + CyQ is the rate of change of C along orbits. It
is known that the existence of invariant curves has significant repercussions on the possible phase-portraits of the system.
A closely related problem of interest for the Kukles system is the coexistence of closed algebraic invariant curves and limit
cycles, where that limit cycles, can bifurcate out of a fine focus at the origin and out of an unperturbed Hamiltonian system.
Littlework has been done to discuss the influence of the algebraic invariant curves in the existence and the non-existence
of limit cycles for Kukles systems. For instance we can mention, among other references [2,3].
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2. Limit cycles and center conditions
Let us assume that the origin is a critical point of (1.1) and transform the system to canonical form
x˙ = −y, y˙ = x+ λy+ g(x, y), (2.1)
where g is a polynomial without linear terms. For the origin to be a center we must have λ = 0. If λ = 0 and the origin is
not a center, it is said to be a fine focus.
The necessary conditions for a center are obtained by computing the focal values. These are polynomials in the coefficients
arising in g and are defined as follows: there is a function V , analytic in a neighborhood of the origin, such that the rate of
change along orbits, V˙ is of the form η2r2 + η4r4 + · · ·, where r2 = x2 + y2. The focal values are the η2k, and the origin is
a center if and only if they are all zero. However, since they are polynomials, the ideal they generate has a finite basis, so
there isM such that η2ℓ = 0, for ℓ ≤ M , implies that η2ℓ = 0 for all ℓ. The value ofM is not known a priori, so it is not clear
in advance how many focal values should be calculated.
The software Mathematica [4] is used to calculate the first few focal values. These are then ‘reduced’ in the sense that
each is computed modulo the ideal generated by the previous ones, that is, the relations η2 = η4 = · · · = η2k = 0 are used
to eliminate some of the variables in η2k+2. The reduced focal value η2k+2, with strictly positive factors removed, is known as
the Lyapunov quantity L(k). Common factors of the reduced focal values are removed and the computation proceeds until it
can be shown that the remaining expressions cannot be zero simultaneously. The circumstances under which the calculated
focal values are zero yield the necessary center conditions. The origin is a fine focus of order k if L(i) = 0 for i = 0, 1, . . . , k−1
and L(k) ≠ 0. At most, k limit cycles can bifurcate out of a fine focus of order k; these are called small amplitude limit cycles.
Various methods are used to prove the sufficiency of the possible center conditions. Of particular interest to us in this
paper is the symmetry.
3. Kukles system as perturbation of Hamiltonian systems
We can write Kukles system (2.1) as the perturbation with small real parameter ϵ of a Hamiltonian system
x˙ = ∂H
∂y
, y˙ = −∂H
∂x
+ ϵQ (x, y, ϵ), (3.1)
withQ (x, y, ϵ) ∈ R[x, y, ϵ]. Of course, we have several options for theHamiltonian functionH(x, y) and then the polynomial
Q (x, y, ϵ) but all of them are of the form kinetic plus polynomial potential, i.e., H = 12y2 + U(x)with U ∈ R[x]. We say that
system (3.1)with ϵ = 0 is the unperturbed systemandwewill impose for it the existence of a center at the origin. In thisway
we shall study the bifurcation of limit cycles from the unperturbed Hamiltonian center using the method introduced in [5].
Moreover, this method computes analytically the global shape of the bifurcated limit cycles with the analytic expression of
the limit cycles up to order O(ϵ j).
Theorem 3.1 ([5]). Consider the planar system
x˙ = P(x, y, ϵ) = ∂H
∂y
+
∞
k=1
ϵkfk(x, y), y˙ = Q (x, y, ϵ) = −∂H
∂x
+
∞
k=1
ϵkgk(x, y),
where H, fk and gk are real analytic functions on R2, ϵ is a small parameter and the system has a global center at the origin for
ϵ = 0. Let V (x, y, ϵ) =∞k=0 ϵkVk(x, y) be an analytic solution of the linear partial differential equation
P
∂V
∂x
+ Q ∂V
∂y
=

∂P
∂x
+ ∂Q
∂x

V .
Then, it follows the conditions given below.
(i) Any limit cycle of the system is contained in the set V−1(0) ⊂ R2.
(ii) If T (h) is the period of the periodic orbit H(x, y) = h of the unperturbed system (ϵ = 0), then
V0(h) =
 T (h)
0

f1
∂H
∂x
+ g1 ∂H
∂y

dt
is the Poincaré–Melnikov integral of the system associated to the periodic orbit H(x, y) = h provided V0(h) ≢ 0.
(iii) Vk with k ≥ 1 is computed recursively as Vk(x, y) = V pk (x, y)+Wk(h), where
V pk+1(x, y) = V0(h)
 t
0

∂ fk+1
∂x
+ ∂gk+1
∂y

dt − V ′0(h)
 t
0

fk+1
∂H
∂x
+ gk+1 ∂H
∂y

dt
+
k
j=1
 t
0

Vj

∂ fk+1−j
∂x
+ ∂gk+1−j
∂y

−

fk+1−j
∂Vj
∂x
+ gk+1−j ∂Vj
∂y

dt
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and V0(h)W ′k(h)− V ′0(h)Wk(h) = ξ(h) with
ξ(h) = V0(h)ϕ′k+1(h)− V ′0(h)ϕk+1(h)+
k−1
j=1
[Wj(h)ϕ′k+1−j(h)−W ′j (h)ϕk+1−j(h)]
+
 T (h)
0
k
j=1

V pj

∂ fk+1−j
∂x
+ ∂gk+1−j
∂y

−

fk+1−j
∂V pj
∂x
+ gk+1−j
∂V pj
∂y

dt.
Here the prime denotes derivation with respect to h and
ϕk(h) =
 T (h)
0

fk
∂H
∂x
+ gk ∂H
∂y

dt.
Due to Poincaré’s work it is well known that the maximum number of simple zeros of V0(h) gives the maximum number
of limit cycles of the perturbed Hamiltonian system which bifurcates from the closed orbits H(x, y) = h when ϵ is small
enough. This problem is closely related to the Tangential 16th Hilbert problem; see [6].
4. The canonical form
Theorem 4.1 ([3]). A Kukles system of degree n with a non-degenerate invariant ellipse f (x, y) = 0 is equivalent to the system
x˙ = −y, y˙ = −dc + bx+ qn−2(x, y)f (x, y),
with f (x, y) = d− 2dcx+ bx2 + y2 = 0 surrounding the singularity origin, b > 0, d < 0 and qn−2(x, y) a polynomial of degree
n− 2 such that qn−2(0, 0) = c.
Let us consider the normal form of Theorem 4.1 with the following conditions
b = 1− e2, c = −1
a
, d = −e2a2, 0 ≤ e < 1, a > 0
and
qn−2(x, y) = −1a +
n−2
i=1
qi0xi + q0iyi.
Then the particular class of Kukles system of arbitrary degree n with invariant ellipse f (x, y) = x2 + y2 − e2(x + a)2 = 0
that we study in this work is
x˙ = −y
y˙ = −ae2 + x(1− e2)+ (x2 + y2 − e2(x+ a)2)

−1
a
+
n−2
i=1
qi0xi + q0iyi

.
(4.1)
We can see that for e = 0, the invariant ellipse f = 0 is reduced to a point corresponding to the origin of coordinates.
5. Main results
Theorem 5.1. If e = 0, and q01 ≠ 0, then the origin of Kukles system (4.1) is a weak focus of order one. If e ≠ 0 at least one
hyperbolic limit cycle surrounding the singularity (0, 0) can be bifurcated.
Proof. As P(x, y) = −y and Q (x, y) = −ae2 + x(1 − e2) + (x2 + y2 − e2(x + a)2)(− 1a +
n−2
i=1 qi0xi + q0iyi), we have
∂P(x,y)
∂x + ∂Q (x,y)∂y |(0,0) = −e2a2q01, and for e = 0, L(0) = 0 and the origin is a center or a focus.
Using Mathematica Software [4], we are able to compute the Lyapunov constants L(1) = q01. Then if q01 ≠ 0 the origin
is a weak focus of order one.
Let us consider 0 < µ ≪ 1. If q01 < 0 and 0 < e < µ, the stability at the origin of (4.1) is reversed and a hyperbolic
attracting limit cycle is created (Hopf Bifurcation) and this limit cycle corresponds to the invariant ellipse. 
Let us consider e = 0 in (4.1). Renaming the constant a as 1A and the rescaling A → ϵA, qi0 → ϵqio and q0i → ϵq0i, where
ϵ > 0 is a small parameter, system (4.1) takes the form
x˙ = −y, y˙ = x+ ϵ(x2 + y2)

−A+
n−2
i=1
qi0xi + q0iyi

.
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Rescaling x → λx and y → λy, with λ ≠ 0 and redefining the constants λi+1qi0 → qi0, λi+1q0i → q0i, with λ = 1A , we can
rewrite the equivalent system as
x˙ = −∂H
∂y
, y˙ = ∂H
∂x
+ Q (x, y; ϵ) (5.1)
where the Hamiltonian function is H(x, y) = (x2+y2)2 and Q (x, y; ϵ) = ϵg1(x, y)where g1(x, y) = (x2+ y2)(−1+
n−2
i=1 qi0xi
+ q0iyi).
Theorem 5.2. If either n = 2k or n = 2k − 1 for k ≥ 2, then system (5.1) has at most (k − 2) global limit cycles bifurcated
from the unperturbed Hamiltonian center.
Proof. Changing the orientation of the system and applying statement (ii) of Theorem 3.1 to system (5.1) we have
V0(h) =
 T
0
y(t)g1(x(t), y(t)) dt,
where T = 2π is the period of the periodic unperturbed orbits of the isochronous center
(x(t), y(t)) = (√2h cos t,−√2h sin t)
parameterized with h > 0. Taking into account the expression of g1 and the fact that on the above orbits H = (x2+y2)2 = h
gives
V0(h) = −(2h) 32
 2π
0
sin t

n−2
i=1
qi0(
√
2h)i(cos t)i + q0i(−
√
2h)i(sin t)i

dt.
Since for all even number i π
2
0
(sin t)i dt = 1 · 3 · 5 · · · (i− 1)
2 · 4 · 6 · · · i
π
2
we have
V0(h) = 4πh2
k−1
j=1
2jhj−1q02j−1
1 · 3 · 5 · · · (2j− 1)
2 · 4 · 6 · · · (2j)
and this polynomial can have at most (k−2) non-zero, real roots; thus system (5.1) can bifurcate at most (k−2) limit cycles
from the unperturbed Hamiltonian center (global limit cycles) and this proves the theorem. 
Theorem 5.3. If either n = 2k or n = 2k − 1 for k ≥ 2, system (5.1) has a fine focus of order s at the origin, if and only if the
first Poincaré–Melnikov integral V0(h) associated to the periodic orbit x2 + y2 = h of the unperturbed Hamiltonian system has
the form V0(h) = hs+1p(h), where p(h) is a polynomial of degree at most (k− s− 1) and p(0) = c ≠ 0.
Proof. Suppose V0(h) = hs+1p(h), where p(h) is a polynomial of degree at most (k − s − 1) and p(0) = c ≠ 0; then in a
small enough neighborhood of the origin, V0(h) has a zero of multiplicity (s+ 1).
Perturbing system (5.1) in a small enough neighborhood of the origin, so that the multiplicity (s+1), gives s simple, real,
non-zero roots and from each of these simple, real, non-zero root, a hyperbolic limit cycle of small amplitude is bifurcated
from the origin. Thus the origin has a weak focus at most of order s.
Conversely, if the system at the origin has aweak focus of atmost order s, nomore than s small-amplitude limit cycles can
bifurcate from the origin, therefore the first Poincaré–Melnikov integral must contain a power of hwithmultiplicity (s+1),
and since V0(h) is a polynomial of degree at most k, V0(h) has the form V0(h) = hs+1p(h), where p(h) is the polynomial of
degree at most (k− s− 1) and p(0) = c ≠ 0. 
Theorem 5.4. If in system (5.1), q01 = q03 = · · · = q2s−3 = 0 and q02s−1 ≠ 0 then L(s) = q02s−1.
Proof. In Theorem 5.2, for system (5.1) we calculated the first Poincaré–Melnikov integral, then for s ≤ k− 1,
V0(h) = 4πh2

q01 + 32q03h+ · · · + 2
shs−1q02s−1
(2s− 1)!!
(2s)!! +
k−1
j=s+1
2jhj−1q02j−1
(2j− 1)!!
(2j)!!

.
Then, if q01 = q03 = q05 = q07 = · · · = q02s−3 = 0, we have
V0(h) = 4πhs+1

2sq02s−1
(2s− 1)!!
(2s)!! +
k−1
j=s+1
2jhj−sq02j−1
(2j− 1)!!
(2j)!!

.
Therefore if q02s−1 ≠ 0, system (5.1) has a fine focus of order s at the origin and the Lyapunov constants L(s), s =
1, 2, 3, . . . , k− 1 are given by L(s) = q02s−1. 
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Fig. 1. Two limit cycles.
We conclude this work with the following theorem.
Theorem 5.5. For system (4.1) with e = 0, we have the following.
(i) If either n = 2k or n = 2k− 1 for k ≥ 2, the system has a center at the origin if and only if q01 = q03 = q05 = q07 = · · · =
q02k−3 = 0.
(ii) If either n = 2k or n = 2k − 1 for k ≥ 2, and q01 = q03 = q05 = q07 = · · · = q02k−5 = 0 and q02k−3 ≠ 0, then
L(k− 1) = q02k−3, and at most (k− 1) small amplitude limit cycles can bifurcate from the origin and one of them given by
the invariant ellipse.
Proof. (i) By Theorem 5.4 the Lyapunov constants L(j), j = 1, 2, 3, . . . , are given by L(j) = q02j−1. As all of the calculated
focal values are zero, we obtain the necessary conditions.
If for k ≥ 2, q01 = q03 = · · · = q02k−3 = 0, the symmetries P(x,−y) = −P(x, y) and Q (x,−y) = Q (x, y) are satisfied,
and this is sufficient for system (5.1) have a center at the origin. 
Proof. (ii) Perturbing the system in such a way that the stability of the origin is reversed, a limit cycle is created (Hopf
Bifurcation). It follows that the same process, and finally hyperbolizing the origin with e ≠ 0, then, (k− 1) hyperbolic small
amplitude limit cycles are created, where one of them is the invariant ellipse as an algebraic limit cycle. 
6. Example
We consider system (4.1) with n = 5 and e = 0. Renaming and rescaling the constants, we obtain the system
x˙ = P(x, y) = −y
y˙ = Q (x, y) = x+ ϵ(x2 + y2)(−1+ q10x+ q01y+ q20x2 + q02y2 + q30x3 + q03y3). (6.1)
Using Mathematica Software [4], we are able to compute the Lyapunov constants L(k), k = 0, 1, 2.
By Theorem 5.1, if e = 0, L(0) = 0 and the origin is a center or a focus.
Then L(1) = q01. If q01 = 0 then L(2) = q03. If q01 = q03 = 0, by Theorem 5.5, system (6.1) has a center at the origin. If
q03 is not zero, by Theorem 5.5, system (6.1) has at most a weak focus of order two.
On the other hand, as the first Poincaré–Melnikov integral for (6.1) is V0(h) = 4πh2(q01 + 32q03h).
By Theorem 5.2, system (6.1) has at most one global limit cycles and by Theorem 5.5, system (6.1) has at most two small
amplitude limit cycles, one of the small amplitude limit cycle is given by an invariant ellipse as an algebraic limit cycle.
System (6.1) has an upper bound of two limit cycles, counting the infinitesimal and global limit cycles.
In order to illustrate the result stated in Theorem 5.1, Fig. 1 shows a numerical simulation of system (4.1) with
q10 = 1, q01 = −0.001, q20 = 0, q02 = 0, q30 = 0, q03 = 0.1, a = 1 and e = 0.04.
The simulation was obtained using the Pplane7 Software with MATLAB [7].
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