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a b s t r a c t
We determine the independence number of the strong product of cycle-powers Ckn and
Cpm, where Ckn denotes the graph obtained from the n-cycle Cn by adding all chords joining
vertices at most k steps apart on the cycle. The result generalizes a similar result for odd
cycles obtained by Hales. The solution is based on the problem of arranging t 1s andm− t
0s in a circle (where t = ⌊mk/p⌋) in such a way that every string of p consecutive bits has
at most k equal to 1. A nontrivial lower bound for the Shannon capacity of cycle-powers is
obtained on the basis of the independence numbers computed.
The result can also be interpreted in terms of packing rectangles into a torus. The
maximum number of p-by-k rectangles that can be packed into a two-dimensionalm-by-n
(rectangular) torus is obtained. The proof of the main theorem can be used to determine
the maximum packing itself (or the corresponding largest independent set in the product
graph).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Investigation of independence numbers of product graphs was stimulated by a problem in information theory due to
Shannon [7,9]. The Shannon capacity of a graph G, denoted as Θ(G), is defined to be supkα(Gk)
1/k, where α(H) is the
independence number of H , Gk denotes the strong product of G with itself k times, and the strong product is defined as
follows:
The strong product G1  G2 of two graphs G1 and G2 is the graph Gwith vertex set V (G1)× V (G2) such that (u1, u2) and
(v1, v2) are adjacent if and only if ui is equal or adjacent to vi in Gi, for i ∈ {1, 2}.
The Shannon capacitywas introduced to describe the information transmission capacity of a noisy channel corresponding
to the graph. Determination of the Shannon capacity is a difficult problem even for small graphs [3,2,4,6].
The following inequalities are known for arbitrary graphs G and H [5,7]:
α (G) α(H) ≤ α(G  H) ≤ min α∗ (G) α (H) , α (G) α∗ (H) ,
where α∗ (G) is the fractional independence number of G, defined as follows: α∗ (G) = maxf v∈V (G) f (v), where f is a
nonnegative real-valued function on V (G) satisfying

v∈C f (v) ≤ 1 for every clique C .
Hales [5] introduced a method for finding the independence number of the strong product of odd cycles. He proved that
the independence number of the strong product of odd cycles is equal to the above mentioned upper bound:
α (C2n+1  C2k+1) = min

α∗ (C2n+1) α (C2k+1)

,

α (C2n+1) α∗ (C2k+1)

.
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In this paper, we show that the same result holds for products of cycle-powers as well, where the cycle-power Ckn is
obtained from the n-cycle Cn by adding chords joining all pairs separated by distance at most k along the cycle (note that
C1n = Cn). Thus, our result generalizes the equality above to products of cycle-powers:
α

Cpm  C
k
n
 = min α∗ Cpmα Ckn , α Cpmα∗ Ckn .
The combinatorial problemof packing squares into a toruswas introduced to investigate independencenumbers of strong
products of odd cycles [1]. The strong product of cycles is presented in the form of rows and columns in a toroidal grid
corresponding to copies of the two factor cycles. The vertices of any independent set in the torus can be ‘‘expanded’’ to non-
intersecting squares of side-length 2. Similarly, any packing of squares of side-length 2 in the corresponding torus will yield
an independent set in the product of cycles (take the center of each square to construct the corresponding independent set).
Analogously, finding a largest independent set of the strong product of two cycle-powers Ckn and C
p
m is equivalent to
packing a maximum number of (p + 1)-by-(k + 1) rectangles into a two-dimensional m-by-n torus. Indeed, consider an
independent set in the product graph, vertices of which are marked in the torus. Any two vertices of the independent set
are separated by at least p rows or k columns (otherwise, they would be adjacent in the product graph). ‘‘Expanding’’ each
vertex of the independent set to a (p + 1)-by-(k + 1) rectangle will result in a packing of the corresponding number of
rectangles into the torus. Likewise, there is an independent set in the product graph Ckn  C
p
m with the same cardinality for
any given packing of (p + 1)-by-(k + 1) rectangles into an m-by-n torus. Thus, our result describes maximum packing of
p-by-k rectangles intom-by-n rectangular torus for any natural numbers p, k,m, n.
For other references on the independence number of the strong product of graphs and its applications, see [8]. In [10],
the independence number of the direct product of cycle-powers is obtained (the direct product or tensor product of graphs
G1 and G2 is the graph with vertex set V (G1)× V (G2) such that (u1, u2) and (v1, v2) are adjacent if and only if u1v1 ∈ E(G1)
and u2v2 ∈ E(G2)).
2. Formulation and solution of the auxiliary problems
Givenm, p, k ∈ N∪ {0}with p ≤ m, consider the following optimization problem (denote it by S(m, p, k)): for variables
x1, x2, . . . , xm ∈ N ∪ {0}, maximizemi=1 xi such that (1) holds:
x1 + x2 + · · · + xp ≤ k
x2 + x3 + · · · + xp+1 ≤ k
· · ·
xm + x1 + · · · + xp−1 ≤ k.
(1)
Summing the inequalities in (1) yields p
m
i=1 xi ≤ mk, and hence
m
i=1 xi ≤

mk
p

. We will construct a solution with
value

mk
p

and satisfying the condition maxi,j=1,2,...,m(xi − xj) ≤ 1. Having done so, we can consider a 0, 1-optimization
problem instead (after taking k(mod p) instead of k and then adding ⌊k/p⌋ to the resulting 0, 1-values in the end). We
therefore restrict to xi ∈ {0, 1}, where 1 ≤ i ≤ m and k ≤ p ≤ m. Thus, the problem is equivalent to that of arranging t 1s
andm− t 0s in a circle (where t = ⌊mk/p⌋) in such a way that every string of p consecutive bits has at most k equal to 1.
Theorem 1. For numbers m, p, k ∈ N ∪ {0} with k ≤ p ≤ m, and t = ⌊mk/p⌋, there exists an arrangement of t 1s and m− t
0s in a circle such that every string of p consecutive bits has at most k equal to 1. Furthermore, there is no such arrangement for
t > ⌊mk/p⌋.
To prove this theoremwe need to formulate and solve two other systems of inequalities. Given α, β ∈ Nwith α ≤ p and
β ≤ r , where r < p, we say that a 0, 1-vector (x1, x2, . . . , xp, xp+1, . . . , xp+r) is admissible if
p
i=1
xi = α ≤ p, α ∈ N
p+r
i=p+1
xi = β ≤ r, β ∈ N.
(2)
Consider the following two problems:
1. When β/r ≤ α/p, find an admissible 0, 1-vector (x1, x2, . . . , xp, xp+1, . . . , xp+r) such that
p+k
i=p+1
xi ≤
k
i=1
xi, k = 1, . . . , r
p+r
i=p+r−k
xi ≤
p
i=p−k
xi, k = 0, . . . , r − 1
p+r
i=p+1
xi ≤
k+r−1
i=k
xi, k = 1, . . . , p− r + 1.
(3)
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Denote this problem by H1(p, r, α, β).
2. When β/r ≥ α/p, find an admissible 0, 1-vector (x1, x2, . . . , xp, xp+1, . . . , xp+r) such that
p+k
i=p+1
xi ≥
k
i=1
xi, k = 1, . . . , r
p+r
i=p+r−k
xi ≥
p
i=p−k
xi, k = 0, . . . , r − 1
p+r
i=p+1
xi ≥
k+r−1
i=k
xi, k = 1, . . . , p− r + 1.
(4)
Denote this problem by H2(p, r, α, β).
Theorem 2. The problems H1(p, r, α, β) and H2(p, r, α, β) always have solutions.
Proof. We prove the theorem by induction on r . If r = 1, then the statement is true. Indeed, for the first problem we have
β = β/r ≤ α/p and either β = 0 or β = 1.When β = 0, any 0, 1- vector (x1, x2, . . . , xp+1) satisfying equalities (2) satisfies
also inequalities (3), i.e. it is a solution for H1(p, r, α, β). If β = 1, then β = βr ≤ αp = 1, and the vector with all components
equal to 1 will be a solution for H1(p, r, α, β). The second problem can be solved analogously for r = 1.
Now, suppose that the statement is true for all natural numbers less than r . Consider the first case for r (the idea of the
proof for the second case is the same; there are slight differences only in formulas which will be pinpointed throughout the
proof). Let r1 = p(mod r). If α − β ⌊p/r⌋ ≥ r1 (second case: α − β ⌊p/r⌋ ≤ 0), then the following vector:
(
p  
x1, x2, . . . , xr  
r
, x1, x2, . . . , xr  
r
, . . . , x1, x2, . . . , xr  
r
, 1, 1, . . . , 1  
r1
, x1, x2, . . . , xr  
r
),
where
r
i=1 xi = β (second case: change the r1 1s in the vector to 0s), satisfies all the conditions except perhaps the first
equality in (2). By changing the first α − β ⌊p/r⌋ − r1 0s in this vector to 1s, we obtain the solution (second case: change
β ⌊p/r⌋ − α 1s to 0s). Thus, we may suppose that α − β ⌊p/r⌋ < r1 (second case: α − β ⌊p/r⌋ > 0). Consider the vector
(
p  
x1, x2, . . . , xr  
r
, x1, x2, . . . , xr  
r
, . . . , x1, x2, . . . , xr  
r
, xr+1, xr+2, . . . , xr+r1  
r1
, x1, x2, . . . , xr  
r
),
where
r
i=1 xi = β and
r+r1
i=r+1 xi = α − β ⌊p/r⌋. For this vector, clearly equalities (2) are satisfied. Next, we rewrite the
inequalities (3) for this vector. It is easy to see that the first inequality is satisfied, while the second is equivalent to the
following two inequalities (the proof of the second problem can be continued making obvious changes in formulas):
r
i=r−k
xi ≤
r+r1
i=r+r1−k
xi, k = 0, . . . , r1 − 1,
r−(k−r1)−1
i=r−k
xi +
r
i=r−(k−r1)
xi ≤
r
i=r−(k−r1)
xi +
r+r1
i=r+1
xi, k = r1, . . . , r − 1.
And the third one is equivalent to
r
i=1 xi ≤
r
i=k+1 xi +
r+k
i=r+1 xi, k = 1, . . . , r1. After reducing the inequalities we get
r+k
i=r+1
xi ≥
k
i=1
xi, k = 1, . . . , r1
r+r1
i=r+r1−k
xi ≥
r
i=r−k
xi, k = 0, . . . , r1 − 1
r+r1
i=r+1
xi ≥
r−(k−r1)−1
i=r−k
xi, k = r1, . . . , r − 1,
where
r
i=1 xi = β and
r+r1
i=r+1 xi = α − β ⌊p/r⌋. Since β/r ≤ α/p and
α − β ⌊p/r⌋
r1
= α − β
 p
r − r1r

r1
= α −
β
r (p− r1)
r1
≥ α −
α
p (p− r1)
r1
= α
r1

1− p− r1
p

= α
p
≥ β
r
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we have obtained a problem of the second type for r1 < r (for the second case we would obtain a problem of the first type
for r1 < r). By the induction hypothesis the statement is true. 
Now we can prove Theorem 1:
Proof of Theorem 1. Obviously, if rm,p = m (mod p) = 0, the following could be the required arrangement:
(1, 1, . . . , 1  
α
, 0, 0, . . . , 0
  
p
, 1, 1, . . . , 1  
α
, 0, 0, . . . , 0
  
p
, . . . , 1, 1, . . . , 1  
α
, 0, 0, . . . , 0
  
p
).
We consider the case where rm,p ≠ 0 and divide the vector of variables in the following way:
(x1, x2, . . . , xp  
p
, xp+1, xp+2, . . . , x2p  
p
, . . . , xm
p

−1

p+1, x

m
p

−1

p+2, . . . , x

m
p

p  
p
, x⌊m/p⌋p+1, . . . , xm  
rm,p
).
We also will suppose that:
1.
p
i=1 xi = α,
2. xi = xi+p = · · · = xi+(mp −1)p for 1 ≤ i ≤ p.
Hence, the vector of unknowns may be rewritten as follows:
(x1, x2, . . . , xp  
p
, x1, x2, . . . , xp  
p
, . . . , x1, x2, . . . , xp  
p  
⌊m/p⌋
, xp+1, . . . , xp+rm,p  
rm,p
).
Thus, x1, x2, . . . , xp+rm,p variables will be chosen such that the vector satisfies the inequalities (1) for k = α and the
following equalities:
p
i=1
xi = α
p+rm,p
i=p+1
xi =

mα
p

−

m
p

α.
(5)
Note that

mα
p

−

m
p

α =

m
p

α +

rm,pα
p

−

m
p

α =

rm,pα
p

≤ rm,p. Sincepi=1 xi = α, conditions (1) are
equivalent to the following inequalities:
p+k
i=p+1
xi ≤
k
i=1
xi, k = 1, . . . , rm,p
p+rm,p
i=p+rm,p−k
xi ≤
p
i=p−k
xi, k = 0, . . . , rm,p − 1
p+rm,p
i=p+1
xi ≤
k+rm,p−1
i=k
xi, k = 1, . . . , p− rm,p + 1.
The problem that we have obtained is H1(p, r, α,

mα
p

−

m
p

α), which has a solution according to Theorem 2. 
3. Proof of the main theorem
Let rm,p = m (mod (p+ 1)) and αm,p = α(Cpm). Now, the main theorem can be formulated.
Theorem 3. If α∗(Ckn)α(C
p
m) ≥ α(Ckn)α∗(Cpm), then α(Cpm  Ckn) ≥

α(Ckn)α
∗(Cpm)

.
Proof. To prove the theorem it suffices to construct an independent set of the specified size in the product graph. We
construct independent αn,k-sets S0, . . . , Sαm,p−1 in Ckn and then decompose each of them into p+ 1 parts. Afterwards, upon
constructing rm,p additional independent sets in Ckn , we shall have m independent sets P0, P1, . . . , Pm−1. Finally, we show
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that the required independent set in the product graph is the following, where vertices of cycle-power graphs are denoted
by numbers in the above mentioned cyclical order:
S =
m−1
i=0
Bi, where Bi = {(i, v) : v ∈ Pi}.
Consider the problem S(m, p+ 1, αn,k) and denote the optimal solution constructed in Theorem 1 by
(x0, x1, . . . , xp  
p+1
, x0, x1, . . . , xp  
p+1
, . . . , x0, x1, . . . , xp  
p+1  
⌊m/p+1⌋
, xp+1, . . . , xp+rm,p  
rm,p
).
Clearly in that case αn,k =pi=0 xi. By hypothesis,
α∗(Ckn)α(C
p
m) = αm,p
n
k+ 1 = αm,pαn,k + αm,p
rn,k
k+ 1 ≥ αn,kαm,p + αn,k
rm,p
p+ 1 = αn,k
m
p+ 1 = α(C
k
n)α
∗(Cpm).
Let l be the least integer satisfying the inequality (l+1)rn,k ≥ (k+1)

rm,pαn,k/(p+ 1)

, i.e. l < αm,p. Consider the following
independent αn,k-sets in Ckn :
S0 = {0, k+ 1, 2(k+ 1), . . . , (αn,k − 1)(k+ 1)},
S1 = {−rn,k, k+ 1− rn,k, 2(k+ 1)− rn,k, . . . , (αn,k − 1)(k+ 1)− rn,k},
S2 = {−2rn,k, k+ 1− 2rn,k, 2(k+ 1)− 2rn,k, . . . , (αn,k − 1)(k+ 1)− 2rn,k},
· · ·
Sl = {−lrn,k, k+ 1− lrn,k, 2(k+ 1)− lrn,k, . . . , (αn,k − 1)(k+ 1)− lrn,k},
· · ·
Sαm,p−1 = {−lrn,k, k+ 1− lrn,k, 2(k+ 1)− lrn,k, . . . , (αn,k − 1)(k+ 1)− lrn,k},
R = {−(l+ 1)rn,k, k+ 1− (l+ 1)rn,k, . . . , (αn,k − 1)(k+ 1)− (l+ 1)rn,k}.
Computations with vertex names here are performed modulo n. Consider the elements of sets S0, . . . , Sαm,p−1 in the
specified order, and decompose each of the sets into p + 1 parts (such that the size of the ith set is xi). Thus, we have
constructed sets P0, P1, . . . , P(p+1)αm,p−1. Now, consider the elements of R in the specified order and separate from them the
first rm,p sets, having cardinalities xp+1, xp+2, . . . , xp+rm,p , correspondingly. Since the vector x is an optimal solution, it is easy
to check that |S| = αn,kαm,p +

αn,krm,p/(p+ 1)
 = α∗(Cpm)α(Ckn).
To complete the proof, it remains to show that the constructed set S is an independent set in the strong product. It suffices
to show that any sequential p+1 sets in the cyclic sequence of P0, P1, . . . , Pm−1 sets are pairwise disjoint and that the union
of the p+ 1 sets is an independent set in Ckn .
Let Pi(modm), P(i+1)(modm), . . . , P(i+p)(modm) be any such sequence of sets. If P0 and Pm−1 are not present in the sequence at
the same time, then the statement is true according to the construction of sets S0, . . . , Sαm,p−1, R and the way in which they
are decomposed into sets P0, P1, . . . , Pm−1. Otherwise, taking into consideration the fact that the vector
(x0, x1, . . . , xp  
p+1
, x0, x1, . . . , xp  
p+1
, . . . , x0, x1, . . . , xp  
p+1  
⌊m/p+1⌋
, xp+1, . . . , xp+rm,p  
rm,p
)
is a solution of (1), the statement follows from the definition of the number l above. Indeed, the last element (in the above
mentioned order) of Pm−1 is−k−1− rn,k ≤ −(l+1)rn,k+ (k+1)(

αn,krm,p/(p+ 1)
−1) ≤ −k−1, which is not adjacent
to the first element (in the aforementioned order) of P0, which is 0. 
Corollary 1. For cycle-powers Cpm and Ckn , it holds that α

Cpm  Ckn
 = min α∗ Cpmα Ckn , α Cpmα∗ Ckn. In particular,
α

Ckn  C
k
n
 =  ⌊n/(k+1)⌋nk+1 .
Proof. It suffices to prove only the first equality, which is a direct consequence of the theorem and the following fact [5,7]:
α

Cpm  C
k
n
 ≤ min α∗ Cpmα Ckn , α Cpmα∗ Ckn . 
Thus, for the Shannon capacity of cycle-powers we will haveΘ(Ckn) ≥

α((Ckn)2) =
 ⌊n/(k+1)⌋n
k+1

, which specializes to
known lower bounds for odd cycles. The statement of the corollary can also be interpreted as follows: the number of p-by-k
rectangles that can be packed into them-by-n torus is at most min

m⌊n/k⌋
p

,

n⌊m/p⌋
k

.
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