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REDUCTIONS OF TRIANGULATED CATEGORIES
AND SIMPLE-MINDED COLLECTIONS
HAIBO JIN
Abstract. Silting and Calabi-Yau reductions are important process in representation theory to
construct new triangulated categories from given one, which are similar to Verdier quotient. In
this paper, first we introduce a new reduction process of triangulated category, which is analogous
to the silting (Calabi-Yau) reduction. For a triangulated category T with a pre-simple-minded
collection (=pre-SMC) R, we construct a new triangulated category U such that the SMCs in U
bijectively correspond to those in T containing R. Secondly, we give an analogue of Buchweitz’s
theorem for the singularity category Tsg of a SMC quadruple (T ,T p, S,S): the category Tsg can
be realized as the stable category of an extriangulated subcategory F of T . Finally, we show the
SMS (simple-minded system) reduction due to Coelho Simo˜es and Pauksztello is the shadow of
our SMC reduction. This is parallel to the result that Calabi-Yau reduction is the shadow of
silting reduction due to Iyama and Yang.
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1. Introduction
Triangulated categories appear in many branches of mathematics, such as algebraic geometry,
representation theory and algebraic topology. In derived categories, there are two important classes
of objects: projective objects and simple objects. Projective objects (or more generally, tilting
objects) play a central role in tilting theory, which is one of the standard tools for studying
triangulated categories. Their variants, silting objects and cluster tilting objects, have been used
to study positive Calabi-Yau (= CY) triangulated categories [BMRRT, IYo, KR, KMV] and the
categorification of cluster category [FZ]. On the other hand, simple objects, or more generally,
simple-minded collections (=SMCs) are also well-studied in derived categories. They are important
in Koszul duality [BGS, KN], and bijectively correspond to silting objects [R, KoY]. Simple-minded
systems (= SMSs) in stable module categories were introduced in [KL] and studied for negative CY
triangulated categories in [D, C3]. Recently, there is increasing interest in negative CY triangulated
categories (see, for example [C1, C2, C3, CP]), including the stable categories of Cohen-Macaulay
(= CM) dg modules [J].
There are two useful tools to study the class of silting (resp. cluster-tilting, SMC, SMS) objects
in a triangulated category T . One is mutation, which gives a new object in this class from a given
one. Another is reduction, which is a new triangulated category U realized as a certain sub (or
subfactor) category of T . There is a bijection between silting (resp. cluster-tilting, SMS, SMC)
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objects in U and those in T with some properties. The following picture shows some works on
these subjects, where the reduction of SMC was not studied before.
Projective-like objects
Derived
categories
'& %$
 ! "#
Silting
mutation [AI]
reduction [AI, IYa1]
Calabi-Yau
triangulated
categories
'& %$
 ! "#
Cluster-tilting
mutation [BMRRT, IYo]
reduction [IYo]
Simple-like objects
'& %$
 ! "#
SMC
mutation [KoY]
reduction [This paper]
'& %$
 ! "#
SMS
mutation [D, C3]
reduction [CP]
 O
O
O
 O
O
O
Thus our first aim of this paper is to introduce the SMC reduction. For a pre-SMC R (which is a
SMC without generating condition) of a Krull-Schmidt triangulated category T , the corresponding
SMC reduction is the Verdier quotient U = T / thick(R). One can realize U as the additive
subcategory
Z = R[≥0]⊥ ∩ ⊥R[≤0]
of T under certain assumptions (R1) and (R2) in Section 3. Namely,
Theorem 1.1 (Theorem 3.1). Under the setting above, the following results hold.
(1) The composition Z →֒ T → U gives an equivalence Z
≃
−→ U ;
(2) There is a bijection
SMCRT := {SMCs in T contain R} ←→ SMCU := {SMCs in U}.
Since Z is not closed under [±1], it dose not have a triangulated structure a priori. Nevertheless,
the theorem above shows that it has a canonical triangulated structure induced by U . Also notice
that, Theorem 1.1 can be regarded as a dual of silting reduction [IYa1], where it was necessary
to take an ideal quotient of Z. In [J], Theorem 1.1 was used to construct SMCs and it played an
important role in the proof of [J, Theorem 7.1].
The second aim of this paper is to generalize the singularity category of a finite dimensional
Gorenstein k-algebra A over a field k. In this case, the singularity category is defined as the Verdier
quotient Dsg(A) = D
b(modA)/Kb(projA) by [B, O]. Buchweitz’s equivalence states that Dsg(A) is
triangle equivalence to the stable category CMA of Cohen-Macaulay A-modules. A key observation
in our context is that Db(modA) has a SMC consisting of simple A-modules, and there is a relative
Serre functor ν =?⊗LA DA.
To generalize the notion of singularity categories and Buchweitz’s equivalence, we work on a
SMC quadruple (T , T p, S,S), where T p is a thick subcategory of a triangulated category T , S is a
relative Serre functor, S is a SMC of T and they satisfy some conditions (see Definition 4.1). We
define the singularity category as the Verdier quotient
Tsg := T /T
p.
In this setting, we have a co-t-structure T = T>0 ⊥ T≤0, where T>0 =
⊥S[≥0] and T≤0 =
⊥S[<0].
Using them we define subcategories
F = T ⊥>0 ∩
⊥(T≤−1 ∩ T
p), P = T≥0 ∩ T≤0,
where in the algebra case above, F = CMA and P = projA. Our second result realizes Tsg as a
subfactor category of T .
Theorem 1.2 (Theorem 4.5 (1), (2)). Let (T , T p, S,S) be a SMC quadruple and let Tsg, F , P be
defined as above. Then
(1) F is a Frobenius extriangulated category with ProjF = P (in the sense of [NP]);
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(2) The composition
F ⊂ T → Tsg
induces an equivalence π : F[P]
≃
−→ Tsg. Moreover, Tsg has a Serre functor S[−1].
Theorem 4.5 can be regard as a dual of the equivalence between the fundamental domain and
the cluster category [Am, G, IYa1], where it was not necessary to take ideal quotient.
An important case of Serre quadruple is non-positive CY triple, which is a Serre quadruple
(T , T p, S,S) with S = [−d] for d ≥ 0. In the rest part of introduction, we will focus on (−d)-CY
triple. In this case, there is a nice description of F as follows.
Proposition 1.3 (Theorem 4.5 (3)). Let (T , T p,S) be a (−d)-CY triple. Then F = H[d] ∗H[d−
1] ∗ · · · ∗H and S is a d-SMS in Tsg, where H = FiltS is the extension-closed subcategory generated
by S.
A typical example of Theorem 1.2 and Proposition 1.3 was considered in [J], where proper
Gorenstein dg k-algebras and their Cohen-Macaulay modules were studied.
The third aim of this paper is to connect our SMC reductions and the SMS reductions defined
by Coelho Simo˜es and Pauksztello [CP]. We first show that the SMC reduction of a CY triple
gives rise to a new CY triple.
Theorem 1.4 (Theorem 6.1). Let (T , T p,S) be a (−d)-CY triple. Let R be a subset of S such
that the extension-closed subcategory HR generated by R is functorially finite in T . Let U be the
SMC reduction of T with respect to R. Then the triple (U ,Up,S) is also a (−d)-CY triple, where
one can regard Up := T p ∩ (thickR)⊥ as a subcategory of U .
For a (−d)-CY triple (T , T p,S), we know Tsg is a (−d−1)-CY triangulated category by Theorem
1.2 (2), and we can consider the SMS reduction (Tsg)R in Tsg with respect to R introduced in [CP].
Our main theorem of this paper shows that SMS reduction is the shadow of SMC reduction in the
following sense.
Theorem 1.5 (Theorem 6.4). Keep the assumption in Theorem 1.4. Then there is a triangle
equivalence from the singularity category Usg to the SMS reduction (Tsg)R of the singularity category
Tsg with respect to R.
This can be illustrated by the following commutative diagram of operations.
T
sing. category //
SMC reduction

Tsg
SMS reduction

O
O
O
O
O
O
U
sing. category// Usg ∼= (Tsg)R
The diagram above induces a commutative diagram of maps
SMCs in T contains R //

SMSs in Tsg contains R

SMCs in U // SMSs in (Tsg)R
where the horizontal two maps above are well-defined under mild conditions (see Theorem 4.14).
The results we obtain here are parallel to the connection between silting reductions and CY re-
ductions given in [IYa1].
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In Appendix A, we give a triangle equivalence induced by derived Schur functors. It provides
us an important class of examples on SMC reduction and it is also useful itself.
Acknowledgements The author is supported by China Scholarship Council. He would like to
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2. Preliminaries
2.1. Notation. Throughout this paper, k denotes a field. Let T be an additive category. Let S
be a full subcategory of T . For an object X in T , a morphism f : S → X is called a right S-
approximation if S ∈ S and HomT (S
′, f) is surjective for any S′ ∈ S. We say S is contravariantly
finite if every object in T has a right S-approximation. Dually, we define left S-approximation and
covariantly finite subcategories. We say S is functorially finite if it is both contravariantly finite
and covariantly finite.
We denote by addS the smallest full subcategory of T containing S and closed under iso-
morphism, finite direct sums, and direct summands. Denote by [S] the ideal of T consisting of
morphisms which factor through an object in addS and denote by T[S] the additive quotient of T
by S. Define subcategories
⊥S := {X ∈ T | HomT (X,S) = 0},
S⊥ := {X ∈ T | HomT (S, X) = 0}.
We denote by [1] (or 〈1〉) the suspension functors for triangulated categories. Let T be a
triangulated category. For any X,Y ∈ T and n ∈ Z, when we write HomT (X,Y [>n]) = 0 (resp.
HomT (X,Y [<n]) = 0, HomT (X,Y [≥n]) = 0, HomT (X,Y [≤n]) = 0), we mean HomT (X,Y [i]) = 0
for all i > n (resp. i < n, i ≥ n, i ≤ n).
Let S be a full subcategory of T . We denote by thick(S) the smallest thick subcategory con-
taining S. Let S ′ be another full subcategory of T . Define a new subcategory of T as follows.
S ∗ S ′ := {X ∈ T | there is a triangle S → X → S′ → S[1] with S ∈ S and S′ ∈ S ′}.
If HomT (S,S
′) = 0, that is, if HomT (S, S
′) = 0 for any S ∈ S and S′ ∈ S ′, we write S∗S ′ = S ⊥ S ′.
For subcategory S1, · · · ,Sn of T , we define S1 ∗ · · · ∗ Sn and S1 ⊥ · · · ⊥ Sn inductively. We say S
is extension-closed if S ∗S = S. We denote by Filt(S) the smallest extension-closed subcategory of
T containing S. It is easy to see Filt(S) =
⋃
n≥1 S ∗ · · · ∗ S︸ ︷︷ ︸
n
. We write Filt(S[≥n]) = Filt(
⋃
i≥n S[i])
and Filt(S[≤n]) = Filt(
⋃
i≤n S[−i]).
Here we recall some well-known results on additive closures and approximations for later use.
Lemma 2.1. Let T be a Krull-Schmidt triangulated category. Let X and Y be two extension-closed
subcategories of T . Then
(1) If Y ∗ X ⊂ X ∗ Y, then X ∗ Y is also extension-closed;
(2) If HomT (X ,Y) = 0, then add(X ∗ Y) = X ∗ Y;
(3) Let T ∈ T . Let RT
f
−→ T → T ′ → X [1] be the triangle extended by the minimal right X -
approximation f of T . Then T ′ ∈ X⊥. If moreover, HomT (Y, T ) = 0, then f is also a
minimal right (Y ∗ X )-approximation of T .
Proof. (1) follows from (X ∗ Y) ∗ (X ∗ Y) = X ∗ (Y ∗ X ) ∗ Y ⊂ X ∗ X ∗ Y ∗ Y = X ∗ Y.
(2) See [IYo, Proposition 2.1 (1)].
(3) The first assertion follows from the proof of [IYo, Proposition 2.3 (1)] and the second one is
easy to check. 
2.2. t-structure and co-t-structures. Let T be a triangulated category. Let X and Y be two
full subcategories of T . If T = X ⊥ Y, X⊥ = Y and ⊥Y = X hold, we say T = X ⊥ Y is a torsion
pair. If a torsion pair T = X ⊥ Y satisfies X [1] ⊂ X (resp. Y[1] ⊂ Y), we call it a t-structure
(resp. co-t-structure), in this case, we denote by H = X ∩ Y[1] (resp. P = X ∩ Y[−1]) the heart
(resp. co-heart). We say a t-structure T = X ⊥ Y is stable if X [1] = X .
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Let S be a thick subcategory of T . Let us recall a sufficient condition for the Verdier quotient
T /S to be realized as an ideal quotient given in [IYa2]. We consider the following setting.
(T0) T is a triangulated category, S is a thick subcategory of T and U = T /S;
(T1) S has a torsion pair S = X ⊥ Y;
(T2) T has torsion pairs T = X ⊥ X⊥ = ⊥Y ⊥ Y.
Let Z := X⊥ ∩ ⊥Y[1] and P := X [1] ∩ Y. Then
Proposition 2.2. [IYa2, Theorem 1.1] Under the assumptions (T0), (T1) and (T2), the compo-
sition Z ⊂ T → U induces an equivalence of additive category Z[P]
∼= U . In particular, the category
Z
[P] has a structure of a triangulated category.
Remark 2.3. If (T0), (T1) and (T2) hold, we may regardZ as a Frobenius extriangulated category
with ProjZ = P in the sense of [NP] (see [IYa2, Section 1.2]).
2.3. Simple-minded collections and simple-minded systems. Let T be a Krull-Schmidt
triangulated category and let S be a subcategory of T .
Definition 2.4. We call S a pre-simple-minded collection (pre-SMC ) if for any X,Y ∈ S, the
following conditions hold.
(1) HomT (X,Y [<0]) = 0;
(2) dimk HomT (X,Y ) = δX,Y .
We call S a simple-minded collection (SMC ) if S is a pre-SMC and moreover, thick(S) = T .
For any pre-SMC, there is a standard t-structure associated to it in the following sense, see [A,
Corollary 3 and Proposition 4] or [KoY, Proposition 5.4].
Proposition 2.5. Let R be a pre-SMC of T . Let XR := Filt(R[≥0]) and YR := Filt(R[<0]).
HR = Filt(R). Then
(1) We have a bounded t-structure T = XR ⊥ YR with heart HR.
(2) We have XR =
⋃
n≥0HR[n] ∗ HR[n − 1] ∗ · · · ∗ HR and YR =
⋃
n≥1HR[−1] ∗ · · · ∗ HR[−n+
1] ∗ HR[−n].
Let S be a SMC in T and let H = Filt(S). We write T ≤n = Filt(S[≥n]) and T ≥n = Filt(S[≤n]).
The following result is directly from Proposition 2.5.
Lemma 2.6. Let T be a triangulated category. Let S be a SMC of T and H = Filt(S). Then
(1) We have a bounded t-structure T = T ≤0 ⊥ T ≥1 with heart H;
(2) For any X,Y ∈ T , we get HomT (X [≫0], Y ) = 0;
(3) For any Y ∈ T , we get HomT (H[≫0], Y ) = 0 and HomT (Y [≫0],H) = 0.
Next we recall the notion of simple-minded systems, which is introduced in [KL] and generalized
in [C1].
Definition 2.7. [C1, Definition 2.1] Let d ≥ 0. We call S a d-Simple-minded system (or d-SMS)
if for any X,Y ∈ S, the following conditions hold.
(1) dimHomT (X,Y ) = δX,Y ;
(2) If d ≥ 1, then HomT (X [i], Y ) = 0 for any 1 ≤ i ≤ d;
(3) T = addFilt({S[d],S[d − 1], · · · ,S}).
By [CP, Lemma 2.8], the condition (3) above is equivalent to say that T = H[d]∗H[d−1]∗· · ·∗H.
2.4. Non-positive dg algebras. Let A be a dg k-algebra, that is a graded k-algebra with a
compatible structure of a complex. We denote by D(A) the derived category of dg A-modules (see
[K]) and Db(A) the subcategory of D(A), consisting of the dg A-modules whose total cohomology
are finite-dimensional. Let perA be the perfect derived category, that is, the thick subcategory of
D(A) generated by A.
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We call a dg k-algebra A proper if A ∈ Db(A). We say A is non-positive, if Ai = 0 for any i > 0.
In this case, there is a natural map A → H0(A), which is also a morphism of dg algebras. So we
may regard any H0(A)-module as a dg A-module.
Let A be a non-positive dg k-algebra and M be a dg A-module. We define the standard
truncation τ≤i and τ>i by
(τ≤iM)j :=


M j for j < i,
ker diM for j = i,
0 for j > i.
(τ>iM)j :=


0 for j < i,
M i/ kerdiM for j = i,
M j for j > i.
Since A is non-positive, then τ≤iM and τ>iM are also dg A-modules. Moreover, we have a triangle
τ≤iM →M → τ iM → τ≤iM [1]
in D(A). Denote by SA the set of simple H
0(A)-modules and we may also regard SA as the set of
simple dg A-modules (concentrated in degree 0). The following results are well-known.
Lemma 2.8. Let A be a non-positive dg k-algebra. Assume Hi(A) is finite-dimensional for any
i ∈ Z. Then
(1) Db(A) is Hom-finite.
(2) Db(A) = thick(SA) and SA is a SMC of D
b(A).
Proof. (1) is a corollary of [K, Theorem 3.1], see also [AMY, Proposition 6.12].
(2) is directly from [KaY, Proposition 2.1]. 
We end this section by a useful observation that any SMC of Db(A) can be regarded as simple
dg B-modules for some non-positive dg algebra B.
Proposition 2.9. Let A be a non-positive proper dg k-algebra and let S be a SMC of Db(A). Then
there exists a non-positive dg k-algebra B and a triangle equivalence F : Db(B)
≃
−→ Db(A) such
that F (SB) = S, where SB is the set of simple dg B-modules.
Proof. There is a bijection
{SMCs of Db(A)} ←→ {silting objects of perA}
by [KoY, Theorem 6.1] (see also [SY, Theorem 1.2]). Then there is a silting object P ∈ perA
corresponding to S. Considering the dg algebra B′ := EndA(P ), then we have H
i(B′) = 0 for i > 0
and the truncation B := τ≤0B′ also has a structure of dg k-algebra, which is quasi-isomorphic to
B′. Notice that the functor RH omA(P, ?) : D(A)→ D(B
′) is a triangle equivalence by [K, Lemma
4.2], so there a triangle equivalence F : D(B)→ D(A) which restricts to per and Db. Moreover, by
[SY, Theorem 1.1], we have that F (SB) = S. 
3. SMC reductions of triangulated categories
The aim of this section is to introduce the SMC reduction. It is an operation to construct a
new triangulated category form the given triangulated category and one of its pre-Simple-minded
collections (pre-SMCs). One important property is that, under mild conditions, there is a bijection
between the SMCs of the new category and the SMCs of the original one containing the given pre-
SMC.
3.1. SMC reductions. Let T be a Krull-Schmidt triangulated category and R be a pre-SMC of
T (see Definition 2.4). We denote by SMC T the set of SMCs of T and by SMCRT the set of
SMCs of T containing R. We define the SMC reduction of T with respect to R as the Verdier
quotient
U := T / thick(R).
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By Proposition 2.5, thick(R) admits a natural t-structure thick(R) = XR ⊥ YR, where XR =
Filt(R[≥0]) and YR = Filt(R[<0]), whose heart is denote by
HR = Filt(R).
Consider the following mild conditions.
(R1) HR is contravariantly finite in R[>0]
⊥ and convariantly finite in ⊥R[<0];
(R2) For any X ∈ T , we have HomT (X,HR[i]) = 0 = HomT (HR, X [i]) for i≪ 0.
Notice that by Lemma 2.6, (R2) holds if there is a SMC of T containing R . Let
Z := R[≥0]⊥ ∩ ⊥R[≤0].
Similar to silting reduction (see [IYa1, Theorems 3.1 and 3.7]), we have the following results.
Theorem 3.1. Assume the assumptions (R1) and (R2) hold. Then
(1) The composition Z →֒ T → U is an additive equivalence Z
≃
−→ U ;
(2) There is a bijection
SMCRT ←→ SMCU ,
sending S ∈ SMCRT to S\R ∈ SMCU .
The rest of this section is devoted to the proof of Theorem 3.1. We start with the following
observation, which is the ‘dual’ of [IYa1, Proposition 3.2].
Proposition 3.2. The following are equivalent.
(1) T = XR ⊥ X
⊥
R =
⊥YR ⊥ YR are two t-structures;
(2) HR satisfies the conditions (R1) and (R2).
In this case, the heart of t-structures in (1) are HR.
Proof. We first claim that XR ∩ X
⊥
R [1] = HR =
⊥YR ∩ YR[1]. We only show the first equality
since the second one is dual. Since R is a pre-SMC, then HomT (XR[1],HR) = 0 and thus HR ⊂
XR ∩X
⊥
R [1]. Now assume X ∈ XR ∩X
⊥
R [1]. Since we know X ∈ XR = XR[1] ∗HR by Proposition
2.5 and HomT (XR[1], X) = 0, then it is clear that X ∈ addHR = HR (Since HR is the heart of a
t-structure, so addHR = HR). Therefore XR ∩ X
⊥
R [1] = HR.
(1)⇒ (2) We show (R1). For any X ∈ R[>0]⊥ = X⊥R [1], there is a triangle
Z[−1]→ Y
f
−→ X → Z
with Y ∈ XR and Z ∈ X
⊥
R . We claim Y ∈ HR and f is a right HR-approximation of X .
Since X⊥R [−1] ⊂ X
⊥
R [1], then Y ∈ Z[−1] ∗ X ∈ X
⊥
R [1] and thus Y ∈ X
⊥
R [1] ∩ XR = HR. Since
HomT (HR, Z) = 0, then it follows that f is a right HR-approximation. So HR is contravariantly
finite in R[>0]⊥. Dually, HR is convariantly finite in
⊥R[<0].
We show (R2). For any T ∈ T , consider the triangle T ′ → T → T ′′ → T ′[1] with T ′ ∈ XR and
T ′′ ∈ X⊥R . Since HomT (HR[≫0], T
′) = 0 by Lemma 2.6 and HomT (HR[≥0], T
′′) = 0, then we
know HomT (HR[≫0], T ) = 0. The dual argument shows HomT (T [≫0],HR) = 0.
(2) ⇒ (1) We only show T = XR ⊥ X
⊥
R is a t-structure, because the other assertion can be
shown similarly. Since XR[1] ⊂ XR, it is enough to show T = XR ∗ X
⊥
R . Let X ∈ T . We
have HomT (HR[≥ l], X) = 0 for some l ∈ Z by (R2). Notice that by Proposition 2.5, XR =⋃
n≥0HR[n] ∗ · · · ∗ HR. If l ≤ 0, then we get X ∈ HR[≥ l]
⊥ ⊂ HR[≥ 0]
⊥ = X⊥R , and thus
X ∈ XR ∗ X
⊥
R .
Next we use the induction on l to prove X ∈ XR ∗ X
⊥
R generally. We assume HR[≥l − 1]
⊥ ⊂
XR ∗ X
⊥
R for some l > 0. By assumption (R1), there exists a triangle H [l − 1]
f
−→ X → X ′ → H [l]
such that f is a minimal right (HR[l− 1])-approximation of X . Since X ∈ HR[≥l]
⊥, then f is also
a minimal right (HR[≥l − 1])-approximation and HomT (HR[≥l − 1], X
′) = 0 by Lemma 2.1. By
our assumption, X ′ ∈ XR ∗ X
⊥
R . Thus X ∈ H [l− 1] ∗X
′ ⊂ HR[l− 1] ∗ XR ∗ X
⊥
R = XR ∗ X
⊥
R holds
since XR is extension-closed. 
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The following proposition shows the first statement of Theorem 3.1.
Proposition 3.3. (1) The natural functor Z →֒ T → U gives an equivalence Z
≃
−→ U ;
(2) We have T = XR ⊥ Z ⊥ YR[1].
Proof. (1) By Propositions 2.5 and 3.2, we have t-structures thick(R) = XR ⊥ YR and T = XR ⊥
X⊥R =
⊥YR ⊥ YR. Notice that X [1] ∩ Y = 0, then the assertion holds by Proposition 2.2.
(2) It suffices to show X⊥R = Z ⊥ YR[1]. For any M ∈ X
⊥
R , there is a triangle M
′′[−1]→M ′ →
M →M ′′ with M ′ ∈ ⊥YR[1] and M
′′ ∈ YR[1] by Proposition 3.2. Applying HomT (XR, ?) to this
triangle, it is easy to see M ′ ∈ X⊥R . Then M
′ ∈ X⊥R ∩
⊥YR[1] = Z. So X
⊥
R = Z ⊥ YR[1]. 
In the next part, we study the triangulated structure of Z, which will be used later. Since U
has a natural structure of triangulated category, then by using the additive equivalence Z
≃
−→ U ,
we may also regard Z as a triangulated category. Now we describe the shift functor 〈1〉 in Z.
We define 〈1〉 on objects of Z first. For any X ∈ Z, we have X [1] ∈ R[>0]⊥ and by (R1), there
exists a HR-approximation of X [1]. Define X〈1〉 as the third term of the following triangle.
RX
fX
−−→ X [1]→ X〈1〉 → RX [1] (3.1)
where fX is the minimal right HR-approximation of X [1]. Notice that X〈1〉 is defined uniquely up
to isomorphism. Similarly, we can define X〈−1〉. Immediately, we have the following observation.
Lemma 3.4. Let 〈1〉 be defined as above. Then
(1) For any X ∈ Z, we have X〈1〉 ∈ Z;
(2) For X ∈ Z and n ≥ 1, we have X〈n〉 ∈ X [n] ∗ HR[n] ∗ · · · ∗ HR[1].
Proof. (1) Since X ∈ Z, then HomT (R[> 0], X [1]) = 0. Notice that XR[1] = Filt(R[> 0]) and
XR = XR[1] ∗ HR by Proposition 2.5, then fX in triangle (3.1) is also a minimal right XR-
approximation of X [1] and X〈1〉 ∈ X⊥R by Lemma 2.1 (3).
On the other hand, since X ∈ ⊥YR[1] and RX ∈ HR ⊂
⊥YR, then X [1] ∈
⊥YR[2] ⊂
⊥YR[1]
and RX [1] ∈
⊥YR[1]. Therefore, X〈1〉 ∈
⊥YR[1] by triangle (3.1). So X〈1〉 ∈ X
⊥
R ∩
⊥YR[1] = Z.
(2) For n ≥ 1, consider the following triangle.
RX〈n−1〉 → X〈n− 1〉[1]→ X〈n〉 → RX〈n−1〉[1], (3.2)
where RX〈n−1〉 → X〈n−1〉[1] is the minimal right HR-approximation of X〈n−1〉[1], then we have
X〈n〉 ∈ X〈n− 1〉[1] ∗ HR[1]. By induction, it easy to see X〈n〉 ∈ X [n] ∗ HR[n] ∗ · · · ∗ HR[1]. 
Next we define 〈1〉 on morphisms of Z. Let s ∈ HomZ(X,Y ) for any X,Y in Z. Consider the
following diagram.
RX
h

fX // X [1]
s[1]

gX // X〈1〉
t

// RX [1]
h[1]

RY
fY // Y [1]
gY // Y 〈1〉 // RY [1]
(3.3)
Since HomT (RX , Y 〈1〉) = 0, then there exists a morphism h ∈ HomT (RX , RY ), such that s[1] ◦
fX = fY ◦ h. Let t : X〈1〉 → Y 〈1〉 be a morphism such that diagram (3.3) is commutative. We
define s〈1〉 := t. The following lemma shows s〈1〉 is well defined.
Lemma 3.5. Let X,Y ∈ Z. For any s ∈ HomZ(X,Y ), s〈1〉 defined above is determined by s
uniquely.
Proof. We first claim the morphism h in diagram (3.3) is uniquely determined by s. If there exists
h′ ∈ HomT (RX , RY ) such that s[1] ◦ fX = fY ◦ h
′, then fY ◦ (h − h
′) = 0 and moreover, h − h′
factors through Y 〈1〉[−1]. But RX ∈ HR ⊂ XR and Y 〈1〉 ∈ X
⊥
R , so HomT (RX , Y 〈1〉[−1]) = 0.
Thus h = h′.
Next we show t is unique. If there exists t′ : X〈1〉 → Y 〈1〉 such that the diagram (3.3) commutes.
Then we have (t− t′) ◦ gX = 0, so t− t
′ factors through RX [1]. But HomT (RX [1], Y 〈1〉) = 0, then
t = t′. 
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By Lemma 3.4 and Lemma 3.5, it is easy to check that 〈1〉 : Z → Z is a well-defined functor.
Notice that the triangle (3.1) gives an isomorphism X [1] ∼= X〈1〉 in U .
Next we describe the triangles in Z. Let X,Y ∈ Z and s ∈ HomZ(X,Y ). Then s induces a
triangle X
s
−→ Y → Z → X [1] in T . Consider the right HR-approximations of Z and X [1]. We
have the following commutative diagrams.
RZ

// RX

X
s // Y
t // Z //
u

X [1]

W // X〈1〉
(3.4)
In this case, the following result holds.
Proposition 3.6. Consider the triangulated structure of Z induced by U . Then
(1) The suspension functor of Z is given by 〈1〉;
(2) Let s : X → Y be a morphism in Z. Then the triangle in Z induced by s is X
s
−→ Y
ut
−→W →
X〈1〉.
Proof. (1) Directly form Lemma 3.4 and Lemma 3.5.
(2) Notice we have isomorphism Z ∼= W and X [1] ∼= X〈1〉 in U . Moreover, X
s
−→ Y
ut
−→ W →
X〈1〉 is a triangle in U . Since we have W ∈ Z (similar to the proof of Lemma 3.4). Then the
assertion holds by the equivalence Z ≃ U . 
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. (1) is directly from Proposition 3.3 (1).
(2) Let S ∈ SMCRT . We first show that S\R ∈ SMCU . Since thickT (S) = T , then
thickU (S\R) = U . Let X,Y ∈ S\R. It is clear from Definition 2.4 that S\R ⊂ Z. So by
(1), we have
dimHomZ(X,Y ) = dimHomT (X,Y ) = δX,Y .
Since X〈n〉 ∈ X [n] ∗HR[n] ∗ · · · ∗HR[1] for n > 0 by Lemma 3.4 and HomT (HR[≥0], Y ) = 0, then
by (1) again,
HomU (X [n], Y ) = HomZ(X〈n〉, Y ) = HomT (X〈n〉, Y ) = HomT (X [n], Y ) = 0.
So S\R ∈ SMCU . Therefore, sending S ∈ SMCRT to S\R ∈ SMCU gives us a well-defined
map SMCRT → SMCU , which is clearly injective.
We show the map is also surjective. Let SU be a SMC of U . By (1), we may assume SU ⊂ Z. In
this case, SU is also a SMC of Z. Let S = SU ∪R. We claim S ∈ SMCRT . Since R is a pre-SMC
and Z = R[≥ 0]⊥ ∩ ⊥R[≤ 0], it is clear that dimHomT (X,Y ) = δX,Y for any X,Y ∈ S, and
HomT (X [>0], Y ) = 0 for X ∈ R, Y ∈ S or X ∈ S, Y ∈ R. Next we show HomT (X [>0], Y ) = 0
for any X,Y ∈ SU . Notice that Lemma 3.4 (2) implies X [n] ∈ HR[n − 1] ∗ · · · ∗ HR ∗ X〈n〉 for
n > 0. Since HomT (HR[≥0], Y ) = 0, then HomT (X [n], Y ) = HomZ(X〈n〉, Y ) = 0 for n > 0.
To show S is a SMC of T , we are left to show T = thickT (S). Since X〈m〉 ∈ thickT (S) for any
X ∈ SU and thickZ(SU ) = Z, then Z ⊂ thickT (S). So thickT (Z ∪ R) ⊂ thickT (S) ⊂ T . But by
Proposition 3.3 (2), we have thickT (Z ∪ R) = T , so thickT (S) = T and thus S ∈ SMCRT . Then
the map SMCRT → SMCU is bijective. 
3.2. Examples. In this subsection, we consider the application of Theorem 3.1 to non-positive dg
algebras. We first give the following result.
Proposition 3.7. Let A be a non-positive proper dg k-algebra. Let S be a SMC of Db(A) and R
be a subset of S. Then HR = Filt(R) satisfies the conditions (R1) and (R2) in Section 3.1.
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Proof. We know (R2) is true by Lemma 2.6. So we only need to show (R1). In fact, we show that
HR is functorially finite in D
b(A). By Proposition 2.9, we may assume S = SA is the set of simple
dg A-modules. In this case, H = Filt(S) is equivalent to modH0(A) (see Lemma 2.8).
We first claim that H is functorially finite in Db(A). Let M ∈ Db(A). Considering the P -
resolution PM ofM , then PM ∼=M in D
b(A) and for any N ∈ Db(A), we have HomDb(A)(M,N) =
HomH (A)(PM,N), where H (A) is the homotopy category (see [K, Section 3]). We write PM as
a k-complex and consider the following diagram.
PM : · · · // P−1
d−1 // P 0
d0 //
f
!!❇
❇❇
❇❇
❇❇
❇
g

P
1 //
· · ·
L N
hoo
where N := P
0
Im d−1+K and K := P
0 ∩ A(⊕i≥1P
i). Then N ∈ H and the map f : PM → N above
is a morphism of dg A-modules. For any L ∈ H and a morphism g : PM → L of dg A-modules, we
have g(K) = 0, so there exists h : N → L such that g = h ◦ f . Then f is a left H-approximation
of M . Thus H is a covariantly finite subcategory of Db(A). Dually, by using I-resolutions, we can
show that H is contravariantly finite. Therefore the claim is true.
To show HR is functorially finite in D
b(A), it is enough to show HR is functorially finite in
H = modH0(A). By Lemma 3.8 below, we know it is true. Then we finish the proof. 
We need the following well-known fact.
Lemma 3.8. Let Λ be a finite-dimensional k-algebra and let R be a subset of simple Λ-modules.
Then HR = Filt(R) is functorially finite in modΛ.
Proof. There exists an idempotent e ∈ Λ such that R = top(1 − e)Λ. It is well-known that we
have a standard recollement of abelian categories (see, for example [PV, Example 2.10])
modΛ/ΛeΛ
i∗=inc. // modΛ
i∗=?⊗ΛΛ/ΛeΛ
xx
i!=HomΛ(Λ/ΛeΛ,?)
ff
j∗=?⊗ΛΛe // mod eΛe
j!=?⊗eΛeeΛ
yy
j∗=HomeΛe(Λe,?)
dd .
Then one can show i∗(modΛ/ΛeΛ) = HR and by [PV, Proposition 2.8], for any M ∈ modΛ, we
have two exact sequences
j!j
∗(M)→M
f
−→ i∗i
∗(M)→ 0,
0→ i∗i
!(M)
g
−→M → j∗j
∗(M).
It is easy to check that f (resp. g) is a left (resp. right) HR-approxiamtion of M . So HR is
functorially finite. 
Next we give some useful observations, which allow us to realize the SMC reduction of bounded
derived categories as new bounded derived categories.
Proposition 3.9. Let A be a non-positive proper dg k-algebra. Let e be an idempotent. Assume
e ∈ A0.
(1) Let R = top(1 − e)H0(A). Then the SMC reduction Db(A)/ thick(R) is triangle equivalent to
Db(eAe);
(2) Assume eA is a pre-SMC in Db(modA). Then the SMC reduction Db(modA)/ thick(eA) is
triangle equivalent to Db(B), where B is the dg k-algebra EndperA/ thick eA(A).
Proof. We have a natural derived Schur functor F =? ⊗LA Ae : D(A) → D(eAe), which restricts
to a functor F b =? ⊗LA Ae : D
b(A) → Db(eAe). It is well-known that F admits a left adjoint
G =?⊗LeAe eA, which is fully faithful (see for example [K, Lemma 4.2]).
SMC REDUCTION OF TRIANGULATED CATEGORIES 11
(1) By Proposition A.2, the functor F b induces a triangle equivalence F b : Db(A)/ kerF b
≃
−→
Db(eAe). Since kerF b = {M ∈ Db(A) | Me = 0 in Db(eAe)}, then by standard truncation, we
have kerF b = thick(R). So the SMC reduction Db(A)/ thick(R) is equivalent to Db(eAe).
(2) We claim under our assumption, G also restricts to Db. Since eA is a pre-SMC, then
End(eA) = eAe is a division ring. Thus Db(eAe) = per eAe and eA has finite projective dimension
as left eAe-module, so G also restricts to Gb : Db(eAe) → Db(A). Then we have an adjoint
pair (Gb, F b) between Db and moreover, we have a t-structure (Gb(Db(eAe)), kerF b) of Db(A).
So there is a triangle equivalent Db(A)/Gb(Db(eAe))
≃
−→ kerF b. Notice that Gb(Db(eAe)) =
Gb(per eAe) = thickA(eA) and by [KaY, Corollary 2.12] (b), we have kerF
b ∼= Db(B), where B is
the dg k-algebra EndperA/ thick eA(A). Then the SMC reduction D
b(A)/ thick(eA) is equivalent to
Db(B). 
Let us consider a concrete example.
Example 3.10. Let A be a finite-dimensional k-algebra presented by a quiver 1
α
// 2
βoo with
relations αβ = 0 = βα. Let Pi (resp. Si), i = 1, 2, be the indecomposable projective (simple)
module which corresponds to the vertex i. It is easy to check P1 is a pre-SMC in D
b(modA). Then
by Proposition 3.9 (2), the SMC reduction Db(modA)/ thick(P1) is equivalent to D
b(B), where B
is the dg algebra k[X ]/(X2) with degX = −1 and zero differential. Then by Theorem 3.1, we have
the following bijection,
SMCP1D
b(modA) // SMCDb(B)oo
{· · · , S1[−2], S1[−1], S2[1], S2[2], · · · } // {k[i] |∈ Z}oo
.
We mention that in [AI, Example 2.47], the silting quiver of perA is given and by using Koenig-
Yang bijection (see [KoY, Theorem 6.1]), one gets the description of SMCDb(modA) and thus the
description of SMCP1D
b(modA).
4. Singularity category of SMC quadruple
4.1. Main results. In this subsection, we introduce the singularity category of a SMC quadruple
and show some basic properties of this category. We give the definition of a SMC quadruple first.
Definition 4.1. We say a quadruple (T , T p, S,S) is a SMC quadruple if the following conditions
are satisfied.
(RS0) T is a k-linear Hom-finite Krull-Schmidt triangulated category and T p is a thick subcate-
gory of T ;
(RS1) S : T → T is a triangle equivalence restricting to an equivalence S : T p → T p and satisfying
a bifunctorial isomorphism for any X ∈ T p and Y ∈ T :
DHomT (X,Y ) ≃ HomT (Y, SX);
(RS2) S is a SMC in T and T = ⊥S[≥0] ⊥ ⊥S[<0] = S[≥0]⊥ ⊥ S[<0]⊥ are co-t-structures of T
satisfying ⊥S[≥0] ⊂ T p and S[<0]⊥ ⊂ T p;
Moreover, If S = [−d] for some d ≥ 0, we call (T , T p,S) a (−d)-CY triple.
The definition above is inspired from the following example and we will see (RS2) plays an
important role later.
Example 4.2. Let A be a finite-dimensional Gorenstein k-algebra. Then one can show that the
quadruple (Db(modA),Kb(projA), ν,S) is a SMC quadruple, where ν =?⊗LADA is the Nakayama
functor and S is the set of simple A-modules.
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For simplicity, we introduce the following notations for i ∈ Z.
T>i = T≥i+1 :=
⊥S[>−1− i], T<i = T≤i−1 :=
⊥S[<1− i];
T >i = T ≥i+1 := Filt(S[<−i]), T <i = T ≤i−1 := Filt(S[≥ 1− i]).
Let (T , T p, S,S) be a SMC quadruple. Then we have co-t-structures T = T>i ⊥ T≤i and moreover,
T>i ⊂ T
p by (RS2). Also notice that we have bounded t-structures T = T ≤i ⊥ T >i and T ≤i = T≤i
by Lemma 2.6. Immediately, we have the following useful observation.
Lemma 4.3. Let (T , T p, S,S) be a SMC quadruple. Then (T p)⊥ = 0 in T .
Proof. For any X ∈ T and i ∈ Z, there exists a triangle X>i → X → X≤i → X>i[1], such that
X>i ∈ T>i ⊂ T
p and X≤i ∈ T≤i = T
≤i by (RS2). If X ∈ (T p)⊥, then HomT (X>i, X) = 0 and
thus X≤i ∼= X ⊕X>i[1] in T . So X ∈ T
≤i for any i ∈ Z. Since T = T ≤0 ⊥ T >0 is a bounded
t-structure by Lemma 2.6, then X ∈
⋂
i∈Z T
≤i = 0 . 
Now we introduce a new class of triangulated categories, which is a generalization of Buchweitz
and Orlov’s construction of singularity categories.
Definition 4.4. For a SMC quadruple (T , T p, S,M), we define the singularity category as the
Verdier quotient
Tsg := T /T
p.
One important property of Tsg is that Tsg can be realized as a subfactor category of T . To make
it clear, let us introduce the following subcategories of T .
F = T ⊥>0 ∩
⊥(T≤−1 ∩ T
p), P = T≥0 ∩ T≤0, H = T
≥0 ∩ T ≤0.
It is clear P is just the co-heart of the co-t-structure of T = T>0 ⊥ T≤0 and H is the heart of
the t-structure T = T ≤0 ⊥ T >0. Our main results in this section is as follows.
Theorem 4.5. Let (T , T p, S,S) be a SMC quadruple. Then we have
(1) F is a Frobenius extriangulated category with ProjF = P in the sense of [NP];
(2) The composition
F ⊂ T → Tsg
induces an equivalence π : F[P]
≃
−→ Tsg. Moreover, Tsg has a Serre functor S[−1];
(3) If S = [−d], then F = H[d] ∗ H[d− 1] ∗ · · · ∗ H and π(S) is a d-SMS in Tsg.
Proof. (1) and (2) We want to apply Proposition 2.2. Let X = T>0 and Y = T≤0 ∩ T
p. Then
it is easy to check F = X⊥ ∩ ⊥Y[1] and P = X [1] ∩ Y. We claim that we have co-t-structures
T p = X ⊥ Y and T = X ⊥ X⊥ = ⊥Y ⊥ Y. In fact, we know X⊥ = T≤0 and T = X ⊥ X
⊥
is a co-t-structure by (RS2). For any T ∈ T p, there exists a triangle T>0 → T → T≤0 → T>0[1]
such that T>0 ∈ T>0 and T≤0 ∈ T≤0. Since T>0 ∈ T
p by (RS2), so T≤0 is also in T
p. Then the
co-t-structure T = X ⊥ X⊥ restricts to a co-t-structure T p = X ⊥ (X⊥ ∩ T p) = X ⊥ Y of T p.
Now we show T = ⊥Y ⊥ Y is also a co-t-structure. Since Y = ⊥S[<0]∩T p, then Y ⊂ S−1S[<0]⊥
by (RS1). Notice that S[<0]⊥ ⊂ T p by (RS2), then it is easy to see S−1S[<0]⊥ ⊂ Y by (RS1). So
Y = S−1S[<0]⊥. By (RS2), there is a co-t-structure T = S[≥0]⊥ ⊥ S[<0]⊥. Then T = ⊥Y ⊥ Y is
also a co-t-structure with ⊥Y = S−1S[≥0]⊥.
By Proposition 2.2 and Remark 2.3, we know F is a Frobenius extriangulated category with
ProjF = P and the composition F ⊂ T → Tsg induces an equivalence π :
F
[P]
≃
−→ Tsg.
We are left to show the existence of Serre functor in Tsg. Let X,Y ∈ T . There exist i ∈ Z such
that Y ∈ T >i (because T = T ≤0 ⊥ T >0 is a bounded t-structure by Lemma 2.6). By (RS2), there
is a triangle
X>i → X → X≤i → X>i[1],
with X>i ∈ T>i and X≤i ∈ T≤i = T
≤i. Since HomT (X≤i, Y ) = 0 and X>i ∈ T
p, then the
morphism X>i → X is a local T
p-cover of X relative to Y in the sense of [Am, Definition 1.2].
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Then by [Am, Lemma1.1, Theorem 1.3 and Proposition 1.4], we know S[−1] is a Serre functor of
Tsg.
(3) For the case S = [−d], we have ⊥Y = S−1S[≥0]⊥ = T >−d. On the other hand, X⊥ = T≤0 =
T ≤0. So F = X⊥ ∩ ⊥Y[1] = T ≤0 ∩ T ≥−d = H[d] ∗ H[d− 1] ∗ · · · ∗ H by Proposition 2.5.
Next we show π(S) is a d-SMS in Tsg. Let X,Y ∈ S. We may assume π(X) and π(Y ) are
non-zero objects in Tsg ∼=
F
[P] . Since
dimHomTsg(π(X), π(Y )) = dimHom F
[P]
(X,Y ) ≤ dimHomT (X,Y ),
and dimHomT (X,Y ) = δX,Y , then we have dimHomTsg(π(X), π(Y )) = δpi(X),pi(Y ). If d ≥ 1,
since HomT (X [i], Y ) = 0 for any 1 ≤ i ≤ d, then HomTsg(π(X)[i], π(Y )) = Hom F
[P]
(X [i], Y ) = 0.
The fact F = H[d] ∗ H[d − 1] ∗ · · · ∗ H implies that F[P] = H[d] ∗ H[d − 1] ∗ · · · ∗ H. Then
Tsg = π(H)[d] ∗ π(H)[d− 1] ∗ · · · ∗ π(H). So π(S) is a d-SMS of Tsg. 
We apply Theorem 4.5 to Example 4.2 and then we have the following well-known result.
Example 4.6. Let A be a finite-dimensional Gorenstein k-algebra. Then P = Kb(projA) and
F = CMA. By theorem 4.5, the natural functor CMA ⊂ Db(modA)→ Dbsg(A) gives an equivalence
CMA ≃ Dbsg(A) and moreover, D
b
sg(A) has a Serre functor ?⊗
L
A DA[−1].
4.2. Further properties. In this subsection, we continue to study the properties of a SMC
quadruple. This part is technical and abstract, but we will see it is useful. Let (T , T p, S,S)
be a SMC quadruple. Let P be the co-heart of the co-t-structure T = T>0 ⊥ T≤0. It is clear that
P is a subcategory of T p. We mainly study the properties of P . First we point out that P is
silting in T p.
Proposition 4.7. (1) P is a silting subcategory in T p;
(2) We have a co-t-structure T p = Filt(P [≤0]) ⊥ Filt(P [>0]). Moreover, Filt(P [≤0]) = T≥0 and
Filt(P [>0]) = T<0 ∩ T
p.
To prove this proposition, we give two lemmas first.
Lemma 4.8. For X ∈ T , if there exist i ≤ j ∈ Z such that X ∈ T≥i ∩ T≤j, then X ∈ thickP.
Proof. We apply the induction on j− i. If j− i = 0, then T≥i ∩T≤j = P [−i], the assertion is clear.
Assume it holds for j − i < n, n > 0. Now consider the case j − i = n. There exists a triangle
X<j[−1]→ X≥j → X → X<j
such that X≥j ∈ T≥j and X<j ∈ T<j . Since X,X<j[−1] ∈ T≤j , then HomT (T>j , X<j [−1]) = 0 =
HomT (T>j , X). By the triangle above, we have HomT (T>j , X≥j) = 0. So X≥j ∈ T≤j ∩ T≥j =
P [−j]. Since X<j ∈ T≥i ∩ T≤j−1, by assumption, X<j ∈ thickP . Then X ∈ thickP . So the
statement is true. 
Lemma 4.9. For any P ∈ T p, HomT (P,S[n]) 6= 0 for only finite many n ∈ Z.
Proof. We knowHomT (P,X [≪0]) = 0 by Lemma 2.6. On the other hand, we have HomT (P,S[n]) =
DHomT (S[n], SP ) by (RS1), which vanishes for big enough n. So the statement holds. 
Now we are ready to prove Proposition 4.7.
Proof of Proposition 4.7. (1) Since P is the co-heart of a co-t-structure, then HomT (P ,P [>0]) = 0.
To show P is silting in T p, it suffices to show T p = thickP . For any P ∈ T p, there are only finite
many n ∈ Z such that HomT (P,S[n]) 6= 0 by lemma 4.9. Then there exist i, j ∈ Z such that
P ∈ T≥i ∩ T≤j . By Lemma 4.8, P ∈ thickP . So P is a silting object in T
p.
(2) Since P is silting in T p, then it is known that P gives us a standard co-t-structure T p =
Filt(P [≤0]) ⊥ Filt(P [>0]) (see [IYa1, Proposition 2.8]). In the proof of Theorem 4.5, we showed
the co-t-structure T = T≥0 ⊥ T<0 of T restricts to a co-t-structure T
p = T≥0 ⊥ (T<0 ∩ T
p) of T p.
Since Filt(P [≤0]) ⊂ T≥0 and Filt(P [>0]) ⊂ T<0, it turns out that these two co-t-structure coincide
with each other. In particular, T≥0 = Filt(P [≤0]). 
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Next we study the relation between P and the standard t-structure of T = T ≤0 ⊥ T >0.
Proposition 4.10. (1) We have P [≥0]⊥ = T >0 and P [≤0]⊥ = T <0 in T ;
(2) The functor HomT (P , ?) : T → modP restricts to an equivalence form the heart H to modP.
We first show a lemma.
Lemma 4.11. (1) P is a contravariantly finite subcategory of T ;
(2) modP is an abelian category.
Proof. (1) Because T = T ≤0 ⊥ T >0 is a t-structure and HomT (P , T
>0) = 0, it suffices to show
there exists a right P-approximation for any X ∈ T≤0. Let X ∈ T≤0. There is a triangle X≥0 →
X → X<0 → X≥0[1] with X≥0 ∈ T≥0 and X<0 ∈ T<0. Notice that X≥0 ∈ T≥0 = Filt(P [≤0])
by Proposition 4.7. Then there is a triangle Y>0 → X≥0 → Y0 such that Y>0 ∈ Filt(P [<0]) and
Y0 ∈ Filt(P [≥0]). It is easy to check Y0 ∈ P . We have the following diagram.
Y>0
f ′

Z
X≥0
f //
g′

X
g //
β
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
X<0 //
h
OO
X≥0[1]
Y0
α
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
Since X ∈ T ≤0 = T≤0, then HomT (P [<0], X) = 0. Then f ◦ f
′ = 0 and there is α ∈ HomT (Y0, X)
such that f = α ◦ g′.
We claim α : Y0 → X is a right P-approximation of X . Let Z be the third term of the triangle
extended by α. Since β ◦ f = β ◦ α ◦ g′ = 0, then there exists h ∈ HomT (X<0, Z) such that
β = h ◦ g. Since HomT (P , X<0) = 0, then HomT (P , β) = 0. So α is right P-approximation of X .
(2) See [IYa1, Lemma 4.7]. 
Now let us prove Proposition 4.10.
Proof of Proposition 4.10. (1) We only show P [≥ 0]⊥ = T >0, since P [≤ 0]⊥ = T <0 is directly
induced from Proposition 4.7. Since P [≥0] ⊂ T≤0 ∩ T
p ⊂ T≤0 = T
≤0, then T >0 ⊂ P [≥0]⊥.
We claim P [≥0]⊥ ⊂ T <0. Let X ∈ P [≥0]⊥. Consider the following triangle
X>0[−1]→ X≤0 → X → X>0
with X≤0 ∈ T ≤0 and X>0 ∈ T >0. Since HomT (P [≥0], X
>0[−1]) = 0 and HomT (P [≥0], X) = 0,
then by applying HomT (P [≥0], ?) to the triangle above, we have HomT (P [≥0], X
≤0) = 0. On the
other hand, by the definition of co-heart, we know P = ⊥S[ 6=0], thus HomT (P [<0], X
≤0) = 0.
So HomT (P [n], X
≤0) = 0 for any n ∈ Z. Thus X≤0 = 0 by Proposition 4.7 and Lemma 4.3. So
X ∼= X>0 ∈ T >0. Then P [≥0]⊥ = T >0 holds.
(2) We have H = Filt(S) = P [ 6=0]⊥ by (1). For any P ∈ P , consider the following triangle.
P<0 → P → P 0 → P<0[1] (4.1)
with P<0 ∈ T <0 and P 0 ∈ T ≥0. Since HomT (P,S[<0]) = 0 and HomT (P
<0[1],S[<0]) = 0, then
HomT (P
0,S[<0]) = 0 and P 0 ∈ H. Let P0 = {P 0 | P ∈ P} ⊂ H be a subcategory of H. It is
easy to check that the functor (−)0 : P → P0 is an equivalence. Since HomT (T
<0,H) = 0, then
HomT (P,H) = HomT (P
0,H) for any P ∈ P . So we have the following commutative diagram.
H
HomT (P
0,?)

HomT (P,?)
%%❑❑
❑❑
❑❑
❑❑
❑❑
modP0
(−)0
≃ // modP
SMC REDUCTION OF TRIANGULATED CATEGORIES 15
To show H is equivalent to modP , it suffices to show that P0 forms a class of projective gen-
erators of H. For any X ∈ H and P ∈ P , applying HomT (?, X) to the triangle (4.1), we get
HomT (P
0, X [1]) = 0 by HomT (P
<0, X) = 0 and HomT (P [−1], X) = 0. So P
0 is projective in H.
For any X ∈ H. Consider the minimal right P-approximation of X (P is a contravariantly finite
subcategory of T by Lemma 4.11).
YP → XP → X → YP [1].
Applying HomT (P , ?) to the triangle, we have long exact sequence
HomT (P , XP [i])→ HomT (P , X [i])→ HomT (P , YP [i+ 1])→ HomT (P , XP [i+ 1]).
Since HomT (P , XP [i]) = HomT (P , X [i]) = 0 for i > 0, then HomT (P , YP [> 1]) = 0. For the
case i = 0, since HomT (P , XP) → HomT (P , X) is surjective, then HomT (P , YP [1]) = 0. So
YP [1] ∈ P [≥0]
⊥ = FiltS[<0]. Taking 0-th cohomology, we have an exact sequence (XP )
0 → X → 0.
So P0 is a projective generator of H. 
The following Proposition is important in the sequel.
Proposition 4.12. Let (T , T p, S,S) be a SMC quadruple. Let X ∈ T≤i and Y ∈ T≥i for some i ∈
Z. Then for any f ∈ rad(X,Y ) and S ∈ S, the induced map HomT (f, S[−i]) : HomT (Y, S[−i])→
HomT (X,S[−i]) is zero.
Proof. Let g ∈ HomT (Y, S[−i]). We show g ◦ f = 0. Consider the following diagram,
Xi
α // X
f

γ // X<i // Xi[1]
Y>i // Y
g

β // Yi //
h||
Y>i[1]
S[−i]
where Xi ∈ T≥i, X<i ∈ T<i and Y>i ∈ T>i, Yi ∈ T≤i. Since X ∈ T≤i and Y ∈ T≥i, it is easy
to check that Xi, Yi ∈ T≤i ∩ T≥i = P [−i]. Notice that HomT (Y>i, S[−i]) = 0 for Y>i ∈ T>i =
⊥S[≥−i], then there exists h ∈ HomT (Y0, S[−i]) such that g = h ◦ β. Since f ∈ rad(X,Y ), then
β ◦ f ◦α ∈ rad(Xi, Yi), and moreover, we have g ◦ f ◦α = h ◦β ◦ f ◦α = 0 by the following Lemma
4.13. So g ◦ f factors through γ. But HomT (X<i, S[−i]) = 0 by X<i ∈ T≤i =
⊥S[≤−i], then
g ◦ f = 0. 
The following lemma is a generalization of a well-known result: for a finite-dimensional k-algebra
A, the radical map f : Q → P induces a zero map HomA(f, S) = 0, where P,Q are projective
A-modules and S is simple.
Lemma 4.13. Let P,Q ∈ P and S ∈ S. Let f ∈ rad(Q,P ), then the induced morphism
HomT (f, S) : HomT (P, S)→ HomT (Q,S) is zero.
Proof. By Proposition 4.10, the functor HomT (P , ?) : H → modP is an equivalence. Since S
is the set of simples of H, then HomT (P , S) is simple in modP for any S ∈ S. Since f is a
radical map, then HomT (Q, f) : HomT (Q,Q) → HomT (Q,P ) is a radical map as EndT (Q)-
module. Then the composition HomT (Q,Q)→ HomT (Q,P )→ HomT (Q,S) is zero. Consider the
image of 1Q ∈ HomT (Q,Q) in the composition, we get that the induced morphism HomT (f, S) :
HomT (P, S)→ HomT (Q,S) is also zero. 
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4.3. Independence of SMC quadruple. The aim of this subsection is to show under certain
conditions, being a SMC quadruple is independent of the choice of SMC. Let (T , T p, S,S) be a
SMC quadruple. Let H = Filt(S). We show the following result.
Theorem 4.14. Let S ′ be another SMC of T . Assume that
(1) H′ = Filt(S ′) is functorially finite;
(2) There exists n ∈ Z such that S ′ ⊂ H[n] ∗ H[n− 1] ∗ · · · ∗ H[−n].
Then (T , T p, S,S ′) is also a SMC quadruple.
Proof. To show (T , T p, S,S ′) is a SMC quadruple, we only need to check (RS2) in Definition 4.1
holds, that is, T = ⊥S ′[≥0] ⊥ ⊥S ′[<0] = S ′[≥0]⊥ ⊥ S ′[<0]⊥ are co-t-structures of T , satisfying
⊥S ′[≥0] ⊂ T p and S ′[<0]⊥ ⊂ T p. We may assume, up to shift, that
H′ ⊂ H[n] ∗ H[n− 1] ∗ · · · ∗ H. (4.2)
Then HomT (H,H
′[<−n]) = 0 and HomT (H
′,H[<0]) = 0. So in this case, we also have
H ⊂ H′ ∗ H′[−1] ∗ · · · ∗ H′[−n]. (4.3)
We prove T = ⊥S ′[≥0] ⊥ ⊥S ′[<0] is a co-t-structure. By Proposition 2.5, we have
⊥S ′[<0] =
⋃
i≥0
H′[i] ∗ H′[i− 1] ∗ · · · ∗ H′. (4.4)
Then (4.2), (4.3) and (4.4) imply the following equality.
⊥S ′[<0] =
⋃
i≥n
H[i] ∗ · · · ∗ H[n] ∗ H′[n− 1] ∗ · · · ∗ H′. (4.5)
Now fix an integer l ≥ 2n. Let X := H′[l]∗H′[l− 1]∗ · · ·∗H′ and Y := ⊥X be two subcategories
of T . Since H′ is convariantly finite, then X is also convariantly finite (see [Ch1, Theorem 1.4]) and
thus T = Y ∗ X is a torsion pair by [IYo, Proposition 2.3]. We claim that Y ⊂ ⊥S ′[≥0] ∗ ⊥S ′[<0].
Then T = Y ∗X ⊂ ⊥S ′[≥0]∗⊥S ′[<0] ⊂ T and therefore, T = ⊥S ′[≥0]∗⊥S ′[<0] is a co-t-structure.
Now we show the claim. For any Y ∈ Y, there exists a triangle
Y<−l[−1]
f
−→ Y≥−l → Y → Y<−l (4.6)
such that Y≥−l ∈ T≥−l =
⊥S[≥l+1] and Y<−l ∈ T<−l =
⊥S[≤l]. Since T<−l = FiltS[>l] ⊂
⊥S ′[<0]
by (4.5), then to prove the claim, it suffices to show Y≥−l ∈
⊥S ′[≥0]. With (4.2), we only need to
check the following cases.
(i) HomT (Y≥−l,S[i]) = 0 for l < i;
(ii) HomT (Y≥−l,S[i]) = 0 for n ≤ i ≤ l;
(iii) HomT (Y≥−l,S
′[i]) = 0 for 0 ≤ i ≤ n− 1.
Notice that (i) is clear since Y≥−l ∈
⊥S[≥ l + 1]. We show (ii). For any n ≤ i ≤ l, since S[i] ⊂ X
by (4.3), then HomT (Y,S[i]) = 0. On the other hand, notice that Y<−l[−1] ∈ T≤−l = T
≤−l
and Y≥−l ∈ T≥−l. Then HomT (Y<−l[−1], S[i]) = 0 for n ≤ i < l and by Proposition 4.12,
HomT (f, S[l]) = 0. Then (ii) is true by triangle (4.6).
We show (iii). For 0 ≤ i ≤ n − 1, (4.2) implies S′[i] ⊂ H[2n− 1] ∗ · · · ∗ H ⊂ T ≥−l+1 (Because
l ≥ 2n by our assumption). So in this case, HomT (Y−l[−1],S
′[i]) = 0. Since Y ∈ Y, then
HomT (Y,S
′[i]) = 0 for 0 ≤ i ≤ l. Then by triangle (4.6), (iii) is true.
So our claim above holds and thus T = ⊥S ′[≥ 0] ⊥ ⊥S ′[< 0] is a co-t-structure. By (4.3),
⊥S ′[≥ 0] ⊂ ⊥S[≥n]. Since ⊥S[≥n] ⊂ T p, then ⊥S ′[≥ 0] ⊂ T p. Similarly, one can show T =
S ′[≥0]⊥ ⊥ S ′[<0]⊥ is a co-t-structure of T and S ′[≤0]⊥ ⊂ T p. So (T , T p, S,S ′) is also a SMC
quadruple. 
Immediately form Theorem 4.14 above and Theorem 4.5 (3), we have the following observation.
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Corollary 4.15. Let (T , T p, S,S) be a SMC quadruple. Assume there are only finitely many
indecomposable objects in T (up to isomorphism). Then the functor T → Tsg induces a well-
defined map
{SMCs of T } −→ {d-SMSs of Tsg}.
5. Application to Gorenstein dg algebras
In this section, we consider the applications of Theorem 4.5 to Gorenstein dg k-algebra. Let A
be a dg k-algebra. We use the setting considered in [J]. Assume A satisfies the following conditions.
(1) A is non-positive;
(2) A is proper ;
(3) A is Gorenstein, i.e. perA coincides with the thick subcategory generated by DA.
Let S :=? ⊗LA DA be the Nakayama functor. Let S = {Si, 1 ≤ i ≤ n} be the set of simple
H0(A)-modules. We may also regard S as the set of simple dg A-modules concentrated in degree
0. In this case, we have the following observation.
Proposition 5.1. The quadruple (Db(A), perA, S,S) is a SMC quadruple.
To show this proposition, we need prepare some lemmas first.
Lemma 5.2. Let X ∈ Db(A). Then the following are equivalent.
(1) X ∈ perA;
(2) For all Y ∈ Db(A), the space HomDb(A)(X,Y [i]) vanishes for almost all i ∈ Z.
Remark 5.3. This lemma is known for finite dimensional k-algebras (see [AKLY, Lemma 2.4]).
Here we generalize it to any non-positive proper dg k-algebras.
Proof. (1)⇒ (2) Since for any Y ∈ Db(A) and i ∈ Z, we have HomDb(A)(A, Y [i]) = H
i(Y ), then it
is clear (2) holds for A. Thus by de´vissage, (2) holds for any X ∈ perA = thick(A).
(2)⇒ (1) Assume X ∈ Db(A) satisfies (2). We construct the following triangles inductively.
Pn[ln]
fn
−→ Xn → Xn+1 → Pn[ln + 1], (5.1)
such that X0 = X , Pn ∈ addA and ln = − sup{l ∈ Z | H
l(Xn) 6= 0}. In addition, the induced map
H−ln(Pn)→ H
−ln(Xn) is the projective cover of H
−ln(Xn). By our construction, it is easy to see
that l0 < l1 < l2 < · · · . We only need to show Xn = 0 for big enough n and then X ∈ perA.
We claim
HomDb(A)(Xm, S[lm]) = HomDb(A)(X,S[lm]),
for any S ∈ S. Notice that HomDb(A)(Pi[t], S[lm]) = 0 for any i and t < lm. We consider two cases
lm−1 + 1 < lm and lm−1 + 1 = lm. For the first case, we know ln + 1 < lm for all n < m, then we
have
HomDb(A)(Xm, S[lm]) = HomDb(A)(Xm1 , S[lm]) = · · · = HomDb(A)(X,S[lm])
by applying HomDb(A)(?, S[lm]) to triangles (5.1) for n < m. For the second case, we consider the
following commutative diagram.
HomDb(A)(Xm−1[1], S[lm]) //
≃

HomDb(A)(Pm−1[lm], S[lm])
≃

HomA(H
−lm−1(Xm−1), S)
≃ // HomA(H−lm−1(Pm−1), S).
The left and right arrows are bijective (see for example, [KN, Lemma 4.4]). Since the lower map is
isomorphic by our construction of Pm−1, so is the upper one. Then we have HomDb(A)(Xm, S[lm]) =
HomDb(A)(Xm−1, S[lm]) by triangle (5.1) (taking n = m−1). Moreover the claim holds by triangle
(5.1).
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By our assumption, there exists N > 0, such that for any n > N and S ∈ S, we have
HomDb(A)(X,S[n]) = 0. Since there exists m such that lm > N . Then by the claim above,
HomDb(A)(Xm, S[lm]) = 0 for all S ∈ S. Then it is easy to check
HomA(H
−lm(Xm), S) = HomDb(A)(Xm, S[lm]) = 0.
It suggests Xm must be zero. Thus X ∈ P0[l0] ∗ P1[l1] ∗ · · · ∗ Pm[lm] ⊂ perA. 
Lemma 5.4. (1) There is a standard co-t-structure of perA given by perA = Filt(A[< 0]) ⊥
Filt(A[≥0]). Moreover, we have
Filt(A[<0]) =
⋃
n>0
Filt(A[−n]) ∗ Filt(A[−n+ 1] ∗ · · · ∗ Filt(A[−1]));
Filt(A[≥0]) =
⋃
n≥0
Filt(A) ∗ · · · ∗ Filt(A[n− 1]) ∗ Filt(A[n]).
(2) Filt(A[<0]) is a contravariantly finite subcategory of Db(A) and Filt(A[≥0]) is a covariantly
finite subcategory of Db(A).
Proof. (1) is well-known, see for example [IYa1, Proposition 2.8].
(2) We only show Filt(A[<0]) is contravariantly finite, since the other statement can be show
in a dual way. Notice that Filt(A) = addA. Then Filt(A[n]) is a functorially finite subcategory of
Db(A) for any n ∈ Z and thus, Filt(A[−n]) ∗ Filt(A[−n + 1]) ∗ · · · ∗ Filt(A[−1]) is contravariantly
finite for n > 0 by the dual of [Ch1, Theorem 1.4]. Let M ∈ Db(A). There exists n > 0, such that
HomDb(A)(A[<−n],M) = 0. Since
Filt(A[<0]) = Filt(A[<−n]) ∗ (Filt(A[−n]) ∗ Filt(A[−n+ 1]) ∗ · · · ∗ Filt(A[−1])),
then Lemma 2.1 (2) suggests that there is a right Filt(A[< 0])-approximation of M . Therefore
Filt(A[<0]) is contravariantly finite. 
Now we prove Proposition 5.1.
Proof of Proposition 5.1. We check the conditions (RS0), (RS1) and (RS2) in Definition 4.1 hold.
(RS0) is clear and in our setting, (RS1) is well-known (see for example [K, Section 10.1]).
We show (RS2). We claim Db(A) = ⊥S[≥ 0] ⊥ ⊥S[< 0] is a co-t-structure with ⊥S[≥ 0] =
Filt(A[<0]). In fact, we have a co-t-structure Db(A) = Filt(A[<0]) ⊥ Filt(A[<0])⊥ by Lemma 5.4
and [IYo, Proposition 2.3]. Since Filt(A[<0])⊥ = {M ∈ Db(A) | H>0(M) = 0}, then we have
Filt(A[<0])⊥ = Filt(S[≥0]) = ⊥S[<0]
by Proposition 2.5. Thus the claim is ture.
Notice that we have another co-t-structure Db(A) = ⊥Filt(A[≥0]) ⊥ Filt(A[≥0]). Since by (RS1),
we have a triangle equivalence S : Db(A) ≃ Db(A), then S induces a new co-t-structure
Db(A) = ⊥Filt(SA[≥0]) ⊥ Filt(SA[≥0]),
and ⊥Filt(SA[≥ 0]) = Filt(S[< 0]) = S[≥ 0]⊥ by (RS1). Then we have co-t-structure Db(A) =
S[≥ 0]⊥ ⊥ S[< 0]⊥ with S[< 0]⊥ = Filt(SA[≥ 0]) ⊂ perA. So (Db(A), perA, S,S) is a SMC
quadruple. 
Let CMA := A[<0]⊥ ∩ ⊥A[>0] be the category of Cohen-Macaulay dg A-modules . Then we
recover some results obtained in [J] by applying Theorem 4.5.
Corollary 5.5. [J, Theorem 2.4 and 6.5] Let A be a Gorenstein proper non-positive dg k-algebra.
(1) The composition CMA →֒ Db(A) → Db(A)/ perA induces a triangle equivalence CMA
≃
−→
Db(A)/ perA. Moreover, CMA admits a Serre functor ?⊗LA DA[−1];
(2) If S = [−d], then the set of simple dg A-modules is a d-SMS in CMA.
We end this section by an example.
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Example 5.6. Let A be the dg k-algebra k[X ]/(X3) with degX = −2 and zero differential. Then
CMA = {M ∈ Db(A) | Hi(M) = 0 for i > 0 and i < −4}. Then the AR quiver of CMA is given
by the following.
kk[2]k[4]A2[1] A2[1] k[4] k[2] k
A2A2[2]k[1]k[3] k[3] k[1] A2[2] A2
. . . . . .
where A2 is the dg A-module k[X ]/(X
2).
6. SMC reduction Versus SMS reduction
6.1. The SMC reduction of a Calabi-Yau triple. Let (T , T p,S) be a (−d)-CY triple for
d ≥ 0. Let R be subset of S such that HR = Filt(R) is functorially finite subcategory of T . Then
R is a pre-SMC of T and the conditions (R1) and (R2) in Section 3 hold. Let
U = T / thick(R)
be the SMC reduction of T with respect to R. By relative Serre property (RS1), we have T p ∩
thick(R)⊥ = T p ∩ ⊥ thick(R), which will be denoted by Up, that is,
Up := T p ∩ thick(R)⊥ = T p ∩ ⊥ thick(R).
This category can be regarded as a full subcategory of U (see [Ne, Lemma 9.1.5]).
Our aim in this subsection is to show the SMC reduction of a Calabi-Yau triple gives us a new
Calabi-Yau triple.
Theorem 6.1. The triple (U ,Up,S) is a (−d)-CY triple.
To prove the theorem above, we need the description of U obtained in Section 3. Let
Z := R[≥0]⊥ ∩ ⊥R[≤0].
Then by Theorem 3.1, there is an equivalence Z ∼= U and the SMC S in U corresponds to SMC
S ′ := S\R in Z. The following lemma implies the triple (U ,U ′,S) is equivalent to the triple
(Z, T p ∩ Z,S ′). So to prove Theorem 6.1, it is equivalent to show (Z, T p ∩ Z,S ′) is a (−d)-CY
triple.
Lemma 6.2. We have Up = T p ∩ Z as subcategories of T .
Proof. Let X ∈ T p. Then X ∈ Z if and only if HomT (R[≥0], X) = 0 = HomT (X,R[≤0]). By the
relative Serre duality (RS1), we have HomT (R[≥0], X) = DHomT (X,R[≥−d]). Then X ∈ T
p∩Z
if and only if X ∈ T p ∩ ⊥ thick(R). 
By (RS2), we have co-t-structures T = ⊥S[≥0] ⊥ ⊥S[<0] = S[≥0]⊥ ⊥ S[<0]⊥. Recall we
denote by T>0 =
⊥S[≥0] and T≤0 =
⊥S[<0]. For X ∈ T , there is a triangle
X≤0[−1]
f
−→ X>0 → X → X≤0, (6.1)
with X>0 ∈ T>0 and X≤0 ∈ T≤0 = T
≤0. We may assume that f ∈ rad(X≤0[−1], X>0). There is
also a triangle
X ′≥0 → X → X
′
<0 → X
′
≥0[1],
with X ′≥0 ∈ S[>0]
⊥ and X ′<0 ∈ S[≤0]
⊥. Then we have the following results.
Lemma 6.3. Let X ∈ Z. Then
(1) X>0 ∈ T
p ∩ Z and X≤0 ∈ Z;
(2) X ′<0 ∈ T
p ∩ Z and X ′≥0 ∈ Z.
Proof. We only prove (1), since the second one can be shown in a similar way. We first show
X>0 ∈ T
p ∩Z. Since X>0 ∈ T
p by (RS2) and T p ∩Z = T p ∩⊥ thick(R) by Lemma 6.2, it suffices
to show X>0 ∈
⊥ thick(R). Since X>0 ∈ T>0 =
⊥S[≥0], then HomT (X>0,R[≥0]) = 0. Because
HomT (X,R[<−1]) = 0 and HomT (X≤0, R[<0]) = 0, then we have HomT (X>0, R[<−1]) = 0 by
triangle (6.1).
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We are left to show HomT (X>0, R[−1]) = 0 for any R ∈ R. Since X≤0[−1] ∈ T≤1, X>0 ∈
T≥1 and f ∈ rad(X≤0[1], X>0), then the induced map HomT (f,R[−1]) is zero by Proposition
4.12. Since HomT (X,R[−1]) = 0, then HomT (X>0, R[−1]) = 0 by the triangle (6.1). So X>0 ∈
⊥ thick(R) and therefore, X>0 ∈ T
p ∩ Z.
Since X>0 ∈ T
p ∩ ⊥ thick(R) = T p ∩ thick(R)⊥ and X ∈ Z, then it is easy to check X≤0 ∈ Z
by applying HomT (R[≥0], ?) and HomT (?,R[≤0]) to (6.1). Thus the assertion is true. 
Now we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. It is enough to prove (Z,Z ∩ T p,S ′) is a (−d)-CY triple.
By Lemma 6.2, we know T p ∩Z is a thick subcategory of Z and moreover, P 〈1〉 = P [1] for any
P ∈ T p ∩ Z. So the conditions (RS0) and (RS1) in Definition 4.1 hold directly. Next we show
there is a co-t-structure Z = ⊥S ′〈≥0〉 ⊥ ⊥S ′〈<0〉 and ⊥S ′〈≥0〉 ⊂ T p ∩ Z.
Let X ∈ Z. Consider the triangle (6.1), we claim X>0 ∈
⊥S ′〈≥0〉 and X≤0 ∈
⊥S ′〈<0〉. Notice
that for any S ∈ S ′ and n ≥ 1, we have
S〈n〉 ∈ S[n] ∗ HR[n] ∗ · · · ∗ HR[1]
by Lemma 3.4. Then HomT (X>0,S[≥0]) = 0 implies HomZ(X>0,S
′〈≥0〉) = 0, that is X>0 ∈
⊥S ′〈≥0〉. Similarly, X≤0 ∈
⊥S ′〈<0〉 by the fact that S〈−m〉 = HR[≤−1] ∗ · · · ∗HR[≤−m] ∗S[−m]
for m > 0 and X≤0 ∈ T
≤0. Thus we have
Z = ⊥S ′〈≥0〉 ∗ ⊥S ′〈<0〉.
Notice that S ′ is a SMC in Z by Theorem 3.1, then ⊥S ′〈< 0〉 = Filt(S ′〈≥ 0〉) and therefore,
HomZ(
⊥S ′〈≥ 0〉,⊥S ′〈< 0〉) = 0. So the claim holds and Z = ⊥S ′〈≥ 0〉 ⊥ ⊥S ′〈< 0〉 is a co-t-
structure.
Assume X ∈ ⊥S ′〈≥0〉, consider the triangle (6.1), since X>0 ∈ T
p by (RS2) and we have shown
X≤0 ∈
⊥S ′〈<0〉 above, then HomZ(X,X≤0) = 0 and thus X is a direct summand of X>0. So
X ∈ T p and ⊥S ′〈≥0〉 ⊂ T p ∩ Z.
Similarly, one can show Z = S ′〈≥0〉⊥ ⊥ S ′〈<0〉⊥ is also a co-t-structure with S ′〈<0〉⊥ ⊂ Z∩T p.
Thus (Z,Z ∩ T p,S ′) is a (−d)-CY triple and so is (U ,Up,S). 
6.2. SMC reduction reduces SMS reduction. In this section, we study the relation between
SMC reduction and SMS reduction introduced in [CP]. Let (T , T p,S) be a (−d)-CY triple for
d ≥ 0. Let H = Filt(S). Let R be a subset of S such that HR = Filt(R) is functorially finite
subcategory of T .
The singularity category Tsg is a (−d− 1)-CY triangulated category and S is a d-SMS in Tsg by
Theorem 4.5. Moreover, we may regard Tsg as a subfactor category of T , that is
F
[P ]
≃ Tsg,
where F = H[d] ∗ H[d − 1] ∗ · · · ∗ H, and P = T≥0 ∩ T≤0. By this description, it is easy to check
HR is also functorially finite in Tsg. Let
(Tsg)R = {X ∈ Tsg | HomTsg(R[i], X) = HomTsg(X,R[−i]) = 0, for 0 ≤ i ≤ d}.
Then we regard (Tsg)R as the SMS reduction of Tsg with respect to R in the sense of [CP]. By
[CP, Theorems 4.1 and 5.1], (Tsg)R has a structure of triangulated category.
In Section 6.1, we have shown the triple (U ,Up,S) of the reduction of (T , T p,S) is still a (−d)-
CY triple (Theorem 6.1). Our main result of this subsection is that the SMS reduction of the
singularity category coincides with the singularity category of the SMC reduction in the following
sense.
Theorem 6.4. There is a triangle equivalence from Usg = U/U
p to (Tsg)R.
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Recall we may regard the triple (U ,Up,S) as (Z,Z ∩ T p,S ′). Let H′ = FiltZS
′. Then Usg ∼=
Z/(Z ∩ T p) is equivalent to FZ[PZ ] by Theorem 4.5, where FZ = H
′〈d〉 ∗ H′〈d − 1〉 ∗ · · · ∗ H′ and
PZ =
⊥H′[ 6=0].
We first show the functor Z →֒ T → Tsg induces a well-defined functor Z → (Tsg)R. Before
this, we give some general results, which will be used later.
Lemma 6.5. (1) Let X ∈ T and Y ∈ T ≤0. Then any morphism in HomTsg(X,Y ) has a repre-
sentative of the form X
f
−→ Z
s
←− Y such that the cocone of s belongs to T p ∩ T ≤0;
(2) Let X ∈ T ≥0 and Y ∈ T . Then any morphism in HomTsg(X,Y ) has a representative of the
form X
t
←− Z
f
−→ Y such that the cone of t belongs to T p ∩ T ≥0.
Proof. We only show (1), since (2) can be shown in a similar way. Any morphism X → Y in Tsg
can be written as X
f
−→ Z
s
←− Y , such that there is a triangle
W
g // Y
s // Z // W [1]
with W ∈ T p. Consider the triangle W>0 → W → W≤0 → W>0[1] with W>0 ∈ T>0 and
W≤0 ∈ T≤0. Notice that W≤0 ∈ T
p by the fact T>0 ⊂ T
p and the triangle above. Since Y ∈
T ≤0 = T≤0, then HomT (W>0, Y ) = 0 and g factors though W → W≤0. Thus we obtain the
following commutative diagram of triangles.
W
g //

Y
s // Z //
h

W [1]

W≤0 // Y
hs // Z ′ // W≤0[1]
The morphism X
f
−→ Z
s
←− Y is equivalent to X
hf
−−→ Z ′
hs
←− Y , and in this case, the cocone W≤0 of
hs belongs to T p ∩ T ≤0, so the assertion follows. 
The following observation is useful.
Proposition 6.6. (1) The functor T → Tsg induces a bijection (resp. surjection) HomT (X,Y )→
HomTsg(X,Y ) for X ∈ T
≥−d+1 (resp. X ∈ T ≥−d) and Y ∈ T ≤0;
(2) The functor T → Tsg induces a bijection (resp. surjection) HomT (X,Y )→ HomTsg(X,Y ) for
X ∈ T ≥0 and Y ∈ T ≤d−1 (resp. T ∈ T ≤d).
Proof. We only prove the first statement and (2) is similar by using Lemma 6.5 (2). We first show
HomT (X,Y )→ HomTsg(X,Y ) is surjective for X ∈ T
≥−d and Y ∈ T ≤0. By Lemma 6.5 (1), any
morphism in HomTsg(X,Y ) has a representative X
f
−→ Z
s
←− Y such that the cocone W of s is in
T p ∩ T ≤0, then we have the following exact sequence
HomT (X,Y )→ HomT (X,Z)→ HomT (X,W [1]).
SinceX ∈ T ≥−d andW ∈ T p∩T ≤0, then by relative Serre duality (RS1), we have HomT (X,W [1]) =
DHomT (W,X [≤−d−1]) = 0. So there exists g ∈ HomT (X,Y ) such that f = s◦g. Then the mor-
phism X
f
−→ Z
s
←− Y is equivalent to X
g
−→ Y in Tsg and moreover, HomT (X,Y ) → HomTsg(S, T )
is surjective.
Next we show HomT (X,Y ) → HomTsg(X,Y ) is injective if X ∈ T
≥−d+1. Assume f ∈
HomT (X,Y ) is zero in Tsg, then it factors though some P ∈ T
p. We may assume P ∈ T p ∩ T ≤0
by the proof of Lemma 6.5 (1). Then by (RS1), HomT (X,P ) = DHomT (P,X [−d]) = 0 since
X ∈ T ≥−d+1. Thus f is zero in T . So the statement follows. 
The following lemma suggests the existence of functor from Z to (Tsg)R directly.
Lemma 6.7. Let X ∈ Z, then
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(1) The map HomT (R[i], X)→ HomTsg(R[i], X) is bijective (resp. surjective) for i ≤ d− 1 (resp.
i ≤ d). In particular, HomTsg(R[i], X) = 0 for 0 ≤ i ≤ d;
(2) The map HomT (X,R[−i]) → HomTsg(X,R[−i]) is bijective (resp. surjective) for i ≤ d − 1
(resp. i ≤ d). In particular, HomTsg(X,R[−i]) = 0 for 0 ≤ i ≤ d.
Proof. We only shown (1), since (2) is similar by using Lemma 6.3 (2) and Proposition 6.6 (2).
The triangle (6.1) induces a commutative diagram as follows,
HomT (R[i], X) //

HomT (R[i], X≤0)

HomTsg(R[i], X) // HomTsg(R[i], X≤0)
The upper map is bijective since X>0 ∈ T
p ∩Z ⊂ thick(R)⊥ by Lemma 6.3 (1) and the lower map
is bijective since X → X≤0 becomes an isomorphism in Tsg. Since X≤0 ∈ T≤0 = T
≤0, then the
right map is bijective (resp. surjective) for i ≤ d− 1 (resp. i ≤ d) by Proposition 6.6 (1), so is the
left one. Since X ∈ Z, then HomT (R[≥0], X) = 0. So HomTsg(R[i], X) = 0 for 0 ≤ i ≤ d. 
The following proposition shows we have a triangle functor Z → (Tsg)R.
Proposition 6.8. The composition of functors Z →֒ T
pi
−→ Tsg induces a well-defined triangle
functor ρ : Z → (Tsg)R.
Proof. By Lemma 6.7, it is easy to see ρ(Z) ⊂ (Tsg)R. So ρ : Z → (Tsg)R is well-defined. We show
it is a triangle functor.
First we claim ρ commutes with shift functors. Let X ∈ Z. Then X〈1〉 is defined by the
following triangle (see Section 3).
RX
fX
−−→ X [1]→ X〈1〉 → RX [1], (6.2)
where RX
fX
−−→ X [1] is the right HR-approximation of X [1] in T . Now we consider the triangle
(6.2) in Tsg. By the equivalence
F
[P] ≃ Tsg (Theorem 4.5), it is clear that RX
fX
−−→ X [1] is also a
right HR-approximation of X [1] in Tsg. Then ρ(X〈1〉) = ρ(X)〈1〉 in (Tsg)R (see [CP, Definition
4.2] for the shift functor of (Tsg)R).
Next we show ρ sends triangles in Z to triangles in (Tsg)R. Let s : X → Y be a morphism
in Z. Consider the commutative diagrams (3.4), then X
s
−→ Y → W → X〈1〉 is the triangle
induced by s in Z by Proposition 3.6. In fact, every triangle in Z can be obtained in this way.
Now we consider the diagrams (3.4) in Tsg. We have shown that RZ → Z and RX → X [1] are
right HR-approximations in Tsg above. Then by the construction of triangles of (Tsg)R, we know
X
s
−→ Y → W → X〈1〉 is the triangle given by s in (Tsg)R (see [CP, Theorem 4.1 and Definition
4.4]). Then ρ sends triangles to triangles.
So ρ is a triangle functor and the assertion is true. 
Now we are ready to prove our main result.
Proof of Theorem 6.4. The natural functor ρ : Z → (Tsg)R is a triangle functor by Proposition 6.8.
Since ρ(T p) = 0, then ρ induces a triangle functor ρ˜ : Z/(Z ∩ T p)→ (Tsg)R. Since Z/(Z ∩ T
p) is
equivalent to FZ[PZ ] by Theorem 4.5, we have a functor
FZ
[PZ ]
→ (Tsg)R, which is also denoted by ρ˜.
We claim ρ˜ is fully faithful and dense.
Let S ′ = S\R and H′ = FiltZ(S
′). Then S ′ is a SMC in Z by Theorem 3.1 and moreover, S ′ is
a d-SMS in FZ[PZ ] by Theorem 4.5. So
FZ
[PZ ]
= H′〈d〉 ∗ H′〈d− 1〉 ∗ · · · ∗ H′.
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On the other hand, ρ(S ′) is a d-SMS in (Tsg)R by [CP, Theorem 6.6] and thus by [CP, Lemma
2.8], we have
(Tsg)R = ρ(H
′)〈d〉 ∗ ρ(H′)〈d− 1〉 ∗ · · · ∗ ρ(H′).
Then it is clear that ρ˜ is dense. We are left to show ρ˜ is fully faithful. Let X,Y ∈ S ′. We may
assume X,Y 6∈ PZ . It is enough to show
Hom FZ
[PZ ]
(X〈i〉, Y 〈j〉) = Hom(Tsg)R(ρ˜(X)〈i〉, ρ˜(Y )〈j〉) (6.3)
for any i, j ∈ Z. Let t = j − i. Notice that if t < 0, then the both sides of equation (6.3) are zero.
If t = 0. Since
dimHom FZ
[PZ ]
(X,Y ) = dimHomZ(X,Y ) = δX,Y ,
and HomZ(X,Y ) = HomTsg(ρ(X), ρ(Y )) by Proposition 6.6, then (6.3) holds.
If t > 0. Notice that Y 〈t〉 ∈ Y [t] ∗ HR[t] ∗ · · · ∗ HR[1] by Lemma 3.4. Then there is a triangle
Y [t]→ Y 〈t〉 → Z → Y [t+1] in T such that Z ∈ HR[t] ∗ · · · ∗HR[1] ⊂ T
≤−1. Then by Proposition
6.6 and five lemma, one can show
HomT (X,Y 〈t〉) = HomTsg(X,Y 〈t〉).
Because HomZ(PZ , Y 〈t〉) = 0 by our constructionof PZ , then Hom FZ
[PZ ]
(X,Y 〈t〉) = HomZ(X,Y 〈t〉).
So the equation (6.3) is true. Then ρ˜ is fully faithful.
Thus ρ˜ : FZ[PZ ] → (Tsg)R gives a triangle equivalence and the theorem holds. 
We finish this paper by consider some examples.
Example 6.9. Let A be a finite-dimensional symmetric k-algebra and let e be an idempotent. Let
Se = top(1−e)A. Then by Proposition 3.9 (1), the SMC reduction of D
b(modA) with respect to Se
is triangle equivalent to Db(mod eAe). Then by Theorem 6.4, we have the following commutative
diagram,
D
b(modA)
sing. category //
SMC reduction

Dsg(A)
SMS reduction

O
O
O
O
O
O
D
b(mod eAe)
sing. category // Dsg(eAe) ∼= (Dsg(A))Se
We point out that the left map is given by the functor ?⊗LA Ae : D
b(modA)→ Db(modeAe) and,
the upper and lower maps are given by the Verdier quotient. But the right map is usually not
given by functors.
Next we consider a concrete algebra A and check the equivalence Dsg(eAe) ∼= (Dsg(A))Se by
comparing the AR quivers of them.
Example 6.10. Let A be the k-algebra given by the quiver 1
α1
&&
2
β1
&&
α2
ff 3
β2
ff , with relations
{α1α2α1, β2β1β2, α1β1, β2α2, α2α1−β1β2}. Let Si be the simple A-modules at vertices i (i = 1, 2, 3)
and let P1 =
1
2
1
(resp. P2 =
2
1 3
2
, P3 =
3
2
3
) be the indecomposable projectiveA-module at the vertex
1 (resp. 2, 3). Let e = e1+e2 be an idempotent. Consider the SMC reduction D
b(modA)/ thick(S3)
of Db(modA) with respect to S3. It is equivalent to D
b(modB) by Proposition 3.9 (1), where
B = eAe is given by the quiver 1
α1
&&
2
α2
ff with relations {α1α2α1, α2α1α2}.
Since A is symmetric, then it is well-know that Dsg(A) ∼= modA and the AR quiver of Dsg(A) is
given by ZA3/ν[1]. In fact, we can describe it specifically as follows,
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2
1 3 2
1 3
2
2
1 3 2
. . . . . .
1
2 3
2
1
2
13
1 23
2
3
3
2 1
where the arrows are omitted and a fundamental domain is outlined in dotted line. By the definition
of SMS reduction, we know that
(Dbsg(A))S3 = {X ∈ D
b
sg(A) | HomDbsg(A)(X [i], S3) = 0 = HomDbsg(A)(S3[i], X) with i = 0, 1}.
So the indecomposable objects of (Dbsg(A))S3 are given by the AR quiver above without the shaded
part. The AR quiver of (Dbsg(A))S3 is ZA2/ν[1], which is the same as the AR quiver of D
b
sg(B).
Appendix A. An equivalence induced by derived Schur functor
Let A be a non-positive proper dg algebra. Let e be an idempotent of A. Assume e ∈ A0.
Then eA (resp. Ae) is a right (resp. left) dg A-module. We have a natural derived Schur functor
F =?⊗LA Ae : D(A) → D(eAe), which restricts to a functor F
b =?⊗LA Ae : D
b(A) → Db(eAe). It
is well-known that F admits a left adjoint G =?⊗LeAe eA. We first give an easy observation.
Lemma A.1. Let M ∈ Db(eAe). Then G(M) ∈ D(A) is upper bounded and Hi(G(M)) is finite-
dimensional for any i ∈ Z.
Proof. Since M ∈ Db(eAe), we may assume M≫0 = 0. We have
DHi(G(M)) = HomD(A)(G(M)[i], DA) = HomD(eAe)(M,F (DA)[i]).
Since M,F (DA)[i] ∈ Db(eAe) and by Lemma 2.8, Db(eAe) is Hom-finite, then Hi(M) is finite
dimensional for any i ∈ Z. Notice that M and eA are both upper bounded, so G(M) =M ⊗LeAe eA
is also upper bounded. 
The following result should be well-known, but we could not find a reference. So we include a
complete proof for the convenience of the reader.
Proposition A.2. Let A be a non-positive proper dg algebra and e ∈ A be an idempotent. Let
F,G be defined as above. Then F induces a triangle equivalence F
b
: Db(A)/ kerF b ≃ Db(eAe).
Remark A.3. We point out that Proposition A.2 is known for finite-dimensional k-algebra (see
[Ch2, Lemma 2.2]). But the approach in [Ch2] fails in dg setting, so here we prove it in a more
direct way.
Proof. Notice that G is fully faithful (see for example, [K, Lemma 4.2]), then D(A) has a stable
t-structure (ImG, kerF ) and moreover, there is a triangle equivalence F : D(A)/ kerF ≃ D(eAe).
Considering the following commutative diagram.
D(A)/ kerF
F
≃
// D(eAe)
Db(A)/ kerF b
H
OO
F
b
// Db(eAe)
?
OO
where H : Db(A)/ kerF b → D(A)/ kerF is the natural functor. To show F
b
is fully faithful, it is
enough to show H is fully faithful and F
b
is dense.
(1) H is full. Let X,Y ∈ Db(A). Any morphism X → Y in D(A)/ kerF can be written as
X
s
←− Z
f
−→ Y , such that there is a triangle
K → Z
s
−→ X → K[1]
with K ∈ kerF . In this case, F (Z) ∼= F (X) in D(eAe) and thus F (Z) ∈ Db(eAe). Let Z ′ :=
GF (Z). Then we have a natural triangle Z ′
t
−→ Z → K ′ → Z ′[1] in D(A) given by the adjoint
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pair such that K ′ ∈ kerF . It is easy to check that the morphism X
st
←− Z ′
ft
−→ Y is equivalent to
X
s
←− Z
f
−→ Y in D(A)/ kerF . By Lemma A.1, we know that Z ′ is upper bounded and Hn(Z ′) is
finite dimensional for any n ∈ Z.
Now we consider the standard truncation of Z ′. Since X,Y ∈ Db(A), we can find small enough
m such that
HomD(A)(τ
<mZ ′, X) = 0 = HomD(A)(τ
<mZ ′, Y ).
Since F (Z) = Ze, which acts on cohomology, we may also assume τ<mZ ′ ∈ kerF . Then we have
the following diagram.
τ
<m
Z
′

Z
′
||①①
①①
①①
①①
①
""❋
❋❋
❋❋
❋❋
❋❋

X τ
≥m
Z
′oo // Y
By our construction, τ≥mZ ′ ∈ Db(A) and the morphism X ← τ≥mZ ′ → Y is equivalent to
X ← Z ′ → Y in D(A)/ kerF . So the functor H : Db(A)/ kerF b → D(A)/ kerF is full.
(2) H is faithful. Let X
p
←− U
g
−→ Y be any morphism in Db(A)/ kerF b, which sends to zero
map in D(A)/ kerF . Then the morphism is equivalent to X
Id
←− X
0
−→ Y in D(A)/ kerF . So we
have commutative diagram.
X
Id
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
0
  ❆
❆❆
❆❆
❆❆
❆
X W
0 //qoo
q
OO
r

Y
U
g
>>⑥⑥⑥⑥⑥⑥⑥⑥
p
``❇❇❇❇❇❇❇❇
where W ∈ D(A), cone(q) ∈ kerF , gr = 0 and pr = q. By the same strategy in (1), we can take
W ∈ Db(A). Then X
p
←− U
g
−→ Y is also zero map in Db(A). So H is faithful.
(3) F
b
is dense. Let M ∈ Db(eAe). We know G(M) ∈ D(A) is upper bounded and Hi(G(M))
is finite dimensional for any i by Lemma A.1. Notice that we have
F (τ≥nG(M)) = (τ≥nG(M))e = τ≥n(G(M)e) = τ≥n(FG(M)) = τ≥n(M).
Since M ∈ Db(eAe), we may take n ≪ 0 such that τ≥n(M) ∼= M . Then F (τ≥nG(M)) = M and
τ≥n(G(M)) ∈ Db(A). So F˜ is dense. 
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