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Abstract 
Brouwer, A.E., On complete regularity of extended codes, Discrete Mathematics 117 (1993) 
271-273. 
We show that if C is a completely regular binary code and its extended code C, admits an 
automorphism group acting transitively on the coordinate positions, then C, is also completely 
regular. This strengthens the results of Sol& (1990). 
0. Introduction 
Let C be a nonempty binary code of length n and C, the extended code of length 
n+ 1 obtained by adding a parity check bit. Let B be the outer distribution matrix of 
C, Y + 1 its rank, b + 1 the number of distinct rows of B and t the covering radius of C. 
Let B,, re, b,, t, be the corresponding parameters of C,. (For unexplained concepts 
and notation, see [3, Section 11.11.) Clearly, one has t drd b, and C is called 
completely regular when b = r = t. 
In [2] it is shown that if C, is completely regular, then so is C (with outer 
distribution B determined by B,). Bassalygo and Zinov’ev [l] gave an example of 
a completely regular (even uniformly packed) code C such that C, is not completely 
regular. Here we consider this situation in somewhat greater detail. 
Put V= F;, so that Cc V and V, = F;+ ‘, so that C, c V,. For XE V, let x,, x, be the 
vectors in V, obtained from x by adding a parity (antiparity) bit. 
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1. Results 
Proposition 1.1. (i) t, = t + 1, 
(ii) b,62b+ 1, 
(iii) r,62u+ 1. 
Proof. (i) We have for all XE V: {d(x,, C,), d(x,, C,)) = {d(x, C), d(x, C)+ I}. 
(ii) If b =(bO, b,, . ) is row x of B, then row x, of B, is (b,, 0, b, + bZ, 0, b3 + b4, . . .) 
and row x, of B, is (0, b0 + b,, 0, b2 + b3, 0, . . . ). Thus, each row of B gives rise to two 
rows of B,. 
(iii) Given a basis of Y + 1 rows for the row space of B, the 2r + 2 corresponding rows 
span the row space of B,. 0 
If d(x, C) = j, then in row x of B the first j entries are 0 while B,j # 0. Let us call such 
a row of B (or B,) a j-row. Thus, each (j- 1)-row of B gives rise to a (j- 1)-row and 
a j-row of B,. Let z be the number of O-rows of B and z, the number of O-rows of B,. 
(Thus, z= 1 if and only if C is distance-invariant.) 
Proposition 1.2. If the outer distribution matrices of all codes obtained from C, by 
deleting one coordinate position have the same set of rows (and, in particular, ifC, admits 
a group transitive on the n+ 1 coordinate positions), then: 
0 z&z, 
(i) b,<b+zz,, 
(ii) r,<r+z,, 
(iii) if C is completely regular, then C, is completely regular. 
Proof. (i) If j :=d(y, C,)>O for some ye V,, and y’ is obtained from y by deleting 
the parity check bit, then, by suitably choosing the parity check position, we find 
d(y’, C) =j- 1, so that row y of B, is obtained from a (j- 1)-row of B. Hence, 
b,<b+z,. 
(ii) This follows from part (i), since the map sending (j- 1)-rows of B to j-rows of B, 
is linear. 
(iii) If C is completely regular, then z = 1; hence, z,= 1 and we find t + 1 = 
t, d b, d b + 1 = t + 1, so that b, = t,, and C, is completely regular. 0 
Remark. Sol& [4: Section 63 proved (iii) under various additional assumptions. 
Corollary 1.3. C, is completely regular if and only if all codes obtained from it by 
deleting one coordinate position are completely regular with the same outer distribution. 
Proof. The ‘only if’ part was shown in [2]. The ‘if’ part follows since any completely 
regular code is distance-invariant. 0 
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Examples. Let C= {01, 10,l l] so that C,= {011,101,1 lo]. Then 
Here one of the l-rows of B, is not obtained from any l-row of B. We have t = 1, 
r = h = 2, t, = 2, re = h, = 3, and Aut(C,) is transitive on the three coordinate positions. 
Thus, it is not true that (b, = b + 1 and Z, = 1) implies complete regularity. (This also 
shows that r = b does not imply complete regularity.) 
It is not true that r,=r+ 1 implies complete regularity of C,, not even for linear 
codes. In fact, many codes have t = r, t, = r,. For example, let 0” and 1” denote the 
all-zero and all-one code words of length m; let R, = {Om, 1”) be the repetition code of 
length m. For codes A and B, let A JB denote their concatenation (all possible words of 
A followed by all possible words of B). If we let C:= R, 1 R3, then t =r= 3, b = 5, 
t, = re = 4, 6, = 5, while C, = R4 1 R4 has an automorphism group that is transitive on 
the coordinate positions. 
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