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Let B0(D, 2) denote the space of all upper triangular matrices A such that
limr→1− (1 − r2)‖(A ∗ C(r))′‖B(2) = 0. We also denote by B0,c(D, 2) the closed Banach
subspace of B0(D, 2) consisting of all upper triangular matrices whose diagonals are
compact operators. In this paper we give a duality result between B0,c(D, 2) and the
Bergman–Schatten spaces L1a(D, 
2). We also give a characterization of the more general
Bergman–Schatten spaces Lpa (D, 
2), 1 p < ∞, in terms of Taylor coeﬃcients, which is
similar to that of M. Mateljevic and M. Pavlovic [M. Mateljevic, M. Pavlovic, Lp-behaviour
of the integral means of analytic functions, Studia Math. 77 (1984) 219–237] for classical
Bergman spaces.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Bloch and Bergman spaces have been studied for a long time in complex analysis and in the last twenty years
the interest concerning these spaces has increased. A direction of research was that to study vector valued analytic func-
tion, but considered from a Banach point of view. In this way appeared a series of papers e.g. by J.A. Arregui, O. Blasco
[2,3] and O. Blasco [6–9]. In what follows we consider the Bloch and Bergman spaces in the framework of matrices e.g.
inﬁnite matrix valued functions. We use the powerful device of Schur multipliers and its characterizations in the case of
Toeplitz matrices to prove the main theorems. The extension to the matriceal framework is based on the fact that there is
a natural correspondence between Toeplitz matrices and formal Fourier series associated to 2π -periodic functions (see e.g.
[1,4,11,14]).
Let A = (a jk) and B = (b jk) be matrices of the same size (ﬁnite or inﬁnite). Then their Schur product (or Hadamard
product) is deﬁned to be the matrix of elementwise products:
A ∗ B = (a jkb jk).
If X and Y are two Banach spaces of matrices we deﬁne Schur multipliers from X to Y as the space
M(X, Y ) = {M: M ∗ A ∈ Y for every A ∈ X},
equipped with the natural norm
‖M‖ = sup
‖A‖X1
‖M ∗ A‖Y .
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will be denoted M(2) and a matrix A ∈ M(2) will be called Schur multiplier. We mention here an important result due to
G. Bennett [5], which will be often used in this paper.
Theorem 1.1. The Toeplitz matrix M = (c j−k) j,k, where (cn)n∈Z is a sequence of complex numbers, is a Schur multiplier if and only if
there exists a bounded and complex Borel measure μ on (the circle group) T with
μˆ(n) = cn, for n = 0,±1,±2, . . . .
Moreover, we then have that
‖M‖ = ‖μ‖.
We will denote by Ak , the kth-diagonal matrix associated to A (see [4]). For an inﬁnite matrix A = (aij) and an integer k
we denote by Ak the matrix whose entries a′i j are given by
a′i j =
{
aij if j − i = k,
0 otherwise.
Let A = (aij)i, j0, be an inﬁnite matrix with complex entries and let n  0. The matrix A is said to be of n-band type
(see [4]) if aij = 0 for |i − j| > n.
In what follows we will recall some deﬁnitions from [13], which we will use in this paper. We consider on the interval
[0,1) the Lebesgue measurable inﬁnite matrix-valued functions A(r). These functions may be regarded as inﬁnite matrix-
valued functions deﬁned on the unit disc D using the correspondence A(r) → f A(r, t) =∑∞k=−∞ Ak(r)eikt , where Ak(r) is
the kth-diagonal of the matrix A(r), the preceding sum is a formal one and t belongs to the torus T. This matrix A(r) is
called analytic matrix if there exists an upper triangular inﬁnite matrix A such that, for all r ∈ [0,1), we have Ak(r) = Akrk ,
for all k ∈ Z. In what follows we identify the analytic matrices A(r) with their corresponding upper triangular matrices A
and we call them also analytic matrices.
We will denote by Cp , 0 < p < ∞, the Schatten class operators (see e.g. [16]). We also recall the deﬁnition of Bergman–
Schatten spaces (see e.g. [13]). Let 1 p < ∞. We denote
Lp
(
D, 2
)={r → A(r) which are strong measurable Cp-valued functions deﬁned on [0,1) such that
‖A‖Lp(D,2) :=
(
2
1∫
0
∥∥A(r)∥∥pCp r dr
) 1
p
< ∞
}
.
Let L˜ pa (D, 
2) = {r → A(r), where A(r) = A ∗ C(r) and A are upper triangular matrices with ‖A‖Lp(D,2) < ∞}. Here C(r)
denotes the Toeplitz matrix associated to the Cauchy kernel 11−r , for 0  r < 1. By L
p
a (D, 
2) we mean the space of all
upper triangular matrices such that ‖A‖Lp(D,2) < ∞. We identify L˜ pa (D, 2) and Lpa (D, 2) and call Lpa (D, 2) Bergman–
Schatten classes. For p = ∞ we denote L∞(D, 2) = {r → A(r) being a w∗-measurable function on [0,1): ‖A‖L∞(D,2) :=
ess sup0r<1 ‖A(r)‖B(2) < ∞} and L˜∞(D, 2) is the subspace of L∞(D, 2) consisting of all strong measurable functions
on [0,1). We also consider
L∞a
(
D, 2
) := {A analytic matrix: ‖A‖L∞a (D,2) := sup
0r<1
∥∥C(r) ∗ A∥∥B(2) = ‖A‖L∞(D,2) < ∞}.
An important tool in this paper is the Bergman projection. It is known (see e.g. [13]) that for all functions A(r) ∈ L2(D, 2)
deﬁned on [0,1) and for all i, j ∈ N we have that[
P
(
A(·))](r)(i, j) = {2( j − i + 1)r j−i ∫ 10 aij(s) · s j−i+1 ds if i  j,
0 otherwise.
Deﬁnition 1.2. The matriceal Bloch space B(D, 2) is the space of all analytic matrices A with A(r) ∈ B(2), 0 r < 1, such
that
‖A‖B(D,2) = sup
0r<1
(
1− r2)∥∥A′(r)∥∥B(2) + ‖A0‖B(2) < ∞,
where B(2) is the usual operator norm of the matrix A on the sequence space 2 and A′(r) =∑∞k=0 Akkrk−1.
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matrices B(D, 2) appears as an extension of the classical Bloch space of functions.
A very useful theorem is the following (see e.g. [13]):
Theorem P. Both P : L∞(D, 2) → B(D, 2) and P : L˜∞(D, 2) → B(D, 2) are bounded surjective operators.
The main results in this paper are presented, proved and discussed in Sections 2 and 3 below.
In Section 2 we give a characterization of matrices in the little Bloch space B0(D, 2) using the Bergman projection.
One of the main results in this section is a new duality result (see Theorem 2.8). Also some related results are formulated
and proved. In Section 3, we begin to state and prove with three technical lemmas, which are necessary to prove the main
result of this section namely a characterization of the Bergman–Schatten spaces Lpa (D, 
2), 1  p ∞, in terms of Taylor
coeﬃcients (see Theorem 3.4).
2. A matrix version of the little Bloch space
Now we introduce another space of matrices, the so-called little Bloch space of matrices.
Deﬁnition 2.1. The space B0(D, 2) is the space of all upper triangular inﬁnite matrices A such that limr→1− (1 − r2)×
‖(A ∗ C(r))′‖B(2) = 0, where C(r) is the Toeplitz matrix associated with the Cauchy kernel.
Clearly B0(D, 2) is a closed subspace of B(D, 2) if the former is endowed with the norm of B(D, 2).
We denote by E the Toeplitz matrix having all its entries equal to 1. First we state the following lemma of independent
interest:
Lemma 2.2. Let A ∈ B(D, 2) and Ar(s) = A(rs) = A(r) ∗ P (s) for all 0  r < 1 and 0  s < 1, where P (s) is the Toeplitz matrix
associated to the Poisson kernel, that is
P (s) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 s0 s2 s3 · · ·
s 1 s r20
. . .
s2 s 1 s
. . .
s3 s2 s 1
. . .
...
. . .
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Then it follows that Ar is a matrix belonging to B0(D, 2) for all 0 r < 1.
Proof. First we note that
lim
s→1
(
1− s2)∥∥A′r(s)∥∥B(2) = lims→1(1− s2)r∥∥A′(rs)∥∥B(2)
and, by using well-known facts about multipliers (see e.g. [5]) and elementary calculations, we ﬁnd that
∥∥A′(rs)∥∥B(2) =
∥∥∥∥∥
∞∑
k=0
kAk(rs)
k−1
∥∥∥∥∥
B(2)
=
∥∥∥∥∥
∞∑
k=0
kAkr
k−1sk−1
∥∥∥∥∥
B(2)
=
∥∥∥∥∥A′(r) ∗
∞∑
k=0
sk−1Ek
∥∥∥∥∥
B(2)

∥∥A′(r)∥∥B(2) · ∥∥∥∥ ∞∑
k=0
sk−1Ek
∥∥∥∥
M(2)
= ∥∥A′(r)∥∥B(2) ·
∥∥∥∥∥
∞∑
k=0
sk−1eikθ
∥∥∥∥∥
M(T)
= ∥∥A′(r)∥∥B(2) · 1s
∥∥∥∥ 11− seiθ
∥∥∥∥
L1(T)
= ∥∥A′(r)∥∥B(2) · 1s
π∫
−π
1
|1− seiθ | dθ
 ‖A‖B(D,2) ·
1
s(1− r2)
π∫
−π
1
|1− seiθ | dθ.
Thus, by making some straightforward calculations, we ﬁnd that
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s→1
(
1− s2)∥∥A′r(s)∥∥B(2)  ‖A‖B(D,2) · r1− r2 lims→1 (1− s2)s ·
π∫
−π
1
|1− seiθ | dθ
= ‖A‖B(D,2) ·
r
1− r2 lims→1
(
1− s2) ln 1
1− s = 0.
The proof is complete. 
Our ﬁrst result in this section reads:
Theorem 2.3. Let A ∈ B(D, 2). Then A ∈ B0(D, 2) if and only if
lim
r→1−
‖Ar − A‖B(D,2) = 0.
Proof. By Lemma 2.2 it follows that Ar ∈ B0(D, 2) and we use the fact that B0(D, 2) is a closed subspace of B(D, 2) in
order to conclude that the condition is suﬃcient.
Conversely, let A ∈ B0(D, 2). Then, for every  > 0 there exists 0 < δ < 1 such that (1 − s2)‖A′(s)‖B(2) <  , for every
δ2 < s < 1. We remark that
‖Ar − A‖B(D,2) = sup
0s<1
(
1− s2)∥∥A′r(s) − A′(s)∥∥B(2)
 sup
δ<s<1
(
1− s2)∥∥A′r(s) − A′(s)∥∥B(2) + sup
0sδ
(
1− s2)∥∥A′r(s) − A′(s)∥∥B(2).
For δ < r < 1 the ﬁrst term is smaller than(
1− r2s2)∥∥A′(rs)∥∥B(2) + (1− s2)∥∥A′(s)∥∥B(2) < 2.
The second term converges to 0 whenever r → 1− . Indeed, for 0  s  δ < δ′ < 1, letting u = s
δ′ and making some
straightforward calculations, we get that
∥∥A′r(s) − A′(s)∥∥B(2) = ∥∥r A′(rs) − A′(s)∥∥B(2) =
∥∥∥∥∥r A′(s) ∗
∞∑
k=0
rk−1Ek − A′(s)
∥∥∥∥∥
B(2)
=
∥∥∥∥∥A′(s) ∗
∞∑
k=0
(
rk − 1)Ek
∥∥∥∥∥
B(2)
=
∥∥∥∥∥A′(u) ∗
∞∑
k=0
(
rk − 1)(δ′)k−1Ek
∥∥∥∥∥
B(2)

∥∥A′(u)∥∥B(2)
∥∥∥∥∥
∞∑
k=0
(
rk − 1)(δ′)k−1Ek
∥∥∥∥∥
M(2)

∥∥A′(u)∥∥B(2) · (1− r)
π∫
−π
1
|1− rδ′eiθ | · |1− δ′eiθ |
dθ
2π

∥∥A′(u)∥∥B(2) 1− r(1− rδ′)(1− δ′) =
∥∥∥∥A′( sδ′
)∥∥∥∥
B(2)
· (1− r)
(1− rδ′)(1− δ′) .
Then
sup
sδ
(
1− s2)∥∥A′r(s) − A′(s)∥∥B(2)  sup
sδδ′
[(
1−
(
s
δ′
)2)∥∥∥∥A′( sδ′
)∥∥∥∥
B(2)
· 1− s
2
1− s2
δ′2
]
· (1− r)
(1− δ′)(1− rδ′)
 ‖A‖B(D,2) ·
1− δ2
1− δ2
δ′2
· (1− r)
(1− δ′)(1− rδ′) .
Consequently
lim
r→1−
sup
sδ
(
1− s2)∥∥A′r(s) − A′(s)∥∥B(2) = 0,
i.e.
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r→1−
‖Ar − A‖B(D,2) = 0.
The proof is complete. 
Corollary 2.4. B0(D, 2) is the closure of all matrices of ﬁnite band type in the Bloch norm. In particular, this implies that B0(D, 2)
is a separable space.
Proof. Let A ∈ B0(D, 2) and An =∑nk=0 Ak . Then, by Theorem 2.3, it yields that for every  > 0 there is r0 < 1 such that‖Ar0 − A‖B(D,2) < /2.
We note that r → A(r) for r ∈ [0,1) is a continuous B(2)-valued function on [0, s] for s < 1.
Indeed, let 0 < sn  s0 < 1 and sn → s0. Then,∥∥A(sn) − A(s0)∥∥B(2) = ∥∥∥∥[C( sns′
)
− C
(
s0
s′
)]
∗ A(s′)
∥∥∥∥
B(2)

∥∥A(s′)∥∥B(2)∥∥∥∥C( sns′
)
− C
(
s0
s′
)∥∥∥∥
M(2)
,
where sn → s0 < s′ < 1. Hence, by putting δ = s0s < 1 and reasoning as in the proof of the previous theorem, we get that
∥∥A(sn) − A(s0)∥∥B(2)  ∥∥A(s′)∥∥B(2) ·
∥∥∥∥∥
∞∑
k=0
δk
((
sn
s0
)k
− 1
)
eikθ
∥∥∥∥∥
M(T)
→ 0.
Now, for a ﬁxed r0 < 1 we have that
sup
0s1
∥∥Ar0(s)∥∥B(2) = M(r0) = ∥∥A(r0)∥∥B(2) < ∞
for all analytic matrices.
Thus, for r0 < r′ < 1 and by using the notation
Cn
(
r0
r′
)
=
n∑
k=0
Ck
(
r0
r′
)
,
we ﬁnd that∥∥Ar0(·) − (Ar0)n(·)∥∥L∞(D,2) = ess sup
s<1
∥∥(A − An)(r0s)∥∥B(2)
= ∥∥(A − An)(r0)∥∥B(2) = ∥∥∥∥[C( r0r′
)
− Cn
(
r0
r′
)]
∗ A(r′)
∥∥∥∥
B(2)

∥∥∥∥C( r0r′
)
− Cn
(
r0
r′
)∥∥∥∥
M(2)
· ∥∥A(r′)∥∥B(2)
=
∥∥∥∥∥
∞∑
k=n+1
(
r0
r′
)k
eikθ
∥∥∥∥∥
M(T)
· ∥∥A(r′)∥∥B(2) → 0.
Consequently,∥∥Ar0(·) − (Ar0)n(·)∥∥L∞(D,2) → 0
and ∥∥A(·) − (Ar0)n(·)∥∥B(D,2)  ,
whenever r0 < 1 is ﬁxed as before and n is suﬃciently large. Since  > 0 is arbitrary and (Ar0)
n =∑nk=0(Ar0)k is a matrix
of ﬁnite band type it follows that B0(D, 2) is the closure of all matrices of ﬁnite band type in the Bloch norm. The proof is
complete. 
The next theorem express a natural relation between the Bergman projection and the Bloch spaces. More exactly, our
ﬁrst main result in this section is the following equivalence theorem:
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(1) A ∈ B0(D, 2).
(2) There is a continuous B(2)-valued function r → B(r) deﬁned on [0,1] such that P (B(·))(r) = A(r).
(3) There is r → B(r) which is a continuous B(2)-valued function such that limr→1 B(r) = 0 and satisfying P (B(·))(r) = A(r).
Proof. To prove that (1) implies (3), let us take A ∈ B0(D, 2). We deﬁne A1(r) := ∑∞k=2 Akrk , with r < 1. Thus A′1(r) =∑∞
k=2 kAkrk−1 and A(r) = A0 + A1r + A1(r). We take now
B2(r) =
(
1− r2)T ∗ P (r) ∗ A′1(r),
where T = (ti j)i, j is a Schur multiplier which will be deﬁned later on.
Thus, by the deﬁnition of the Bergman projection P , we get that
[
P B2(·)
]
(r)(i, j) =
{
ti jai j( j − i + 1)( j − i)r j−i 1[ 32 ( j−i+1)] 3( j−i)+12 for j − i  2,
0 otherwise.
Consequently, by taking
ti j =
{
3[3( j−i)+1]
4( j−i) for all j = i, i, j  1,
9
4 if j = i, i  1,
it follows that T is a Schur multiplier and P [B2(·)] = A1(·). Let now B(r) = 2(1 − r2)A0 + 3(1 − r2)r A1 + B2(r). It is clear
that [P B(·)](r) = A(r). But, since A ∈ B0(D, 2), it follows that B2(r) and, consequently, B(r) is a continuous B(2)-valued
function such that limr→1 B(r) = 0. Thus (3) holds.
It is obvious that (3) implies (2).
It remains to prove that (2) implies (1). Let (2) hold and choose B(r) ∈ B(2) be such that[
P B(·)](r) = A(r) for r ∈ [0,1].
Assume that r → B(r) is a continuous B(2)-valued function on [0,1] and let M = sup0r1 ‖B(r)‖B(2) < ∞.
Let 0 r0 < 1 be ﬁxed and let us consider Ar0(r) given by the formula
Ar0(r)(i, j) =
{
( j − i + 1)(rr0) j−i(2
∫ 1
0 bij(s)s
j−i+1 ds) if j − i  0,
0 otherwise.
Consequently, according to Theorem P, we ﬁnd that
Ar0(·) = P
[
P (r0) ∗ B(·)
]= P[Br0(·)] ∈ B(D, 2),
where P (r0) is the Toeplitz matrix associated with the Poisson kernel.
Let C(D, 2) denote the space of all continuous B(D, 2)-valued functions deﬁned on [0,1]. We will prove that the
function s → P (P (r0) ∗ B(s)) belongs to C(D, 2) if B is a continuous B(2)-valued function. Moreover, we will show that
lim
r→1 sups∈[0,1]
∥∥Ar(s) − A(s)∥∥B(D,2) = 0. (1)
This, in its turn, implies that limr→1 Ar = A in B(D, 2). Thus, by Theorem 2.3, it follows that A ∈ B0(D, 2).
Let s, s0 ∈ [0,1]. Then
∥∥P (r0) ∗ [B(s) − B(s0)]∥∥B(2)  ∥∥∥∥∑
k∈Z
r|k|0 e
ikθ
∥∥∥∥
M(T)
· ∥∥B(s) − B(s0)∥∥B(2) → 0
for s → s0 and B(s) is a continuous function on [0,1]. Here we have used G. Bennett’s Theorem 1.1 and the fact that∥∥∥∥∑
k∈Z
r|k|0 e
ikθ
∥∥∥∥
M(T)
=
∥∥∥∥ 1− r20|1− r0eiθ |2
∥∥∥∥
M(T)
 1.
Thus, the function s → P [P (r0) ∗ B(s)] belongs to C(D, 2).
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∥∥P (r) ∗ B(s) − B(s)∥∥B(2)  ∥∥∥∥∑
k∈Z
(
r|k| − 1)eikθ∥∥∥∥
M(T)
· ∥∥B(s)∥∥B(2)
 M ·
∥∥∥∥∑
k∈Z
(
r|k| − 1)eikθ∥∥∥∥
M(T)
for all s ∈ [0,1].
Denoting by μr(θ) the measure
∑
k∈Z(r|k| − 1)eikθ , then, for a trigonometric polynomial φ(θ) =
∑m
n=−m aneinθ , we have
that
μr(φ) =
m∑
n=−m
(
r|n| − 1)an and ∣∣μr(φ)∣∣ ∣∣φ(r) − φ(1)∣∣ 2‖φ‖,
where φ(r) is the value of the Poisson extension of φ in the point r.
Consequently μr is a measure with a norm smaller than 2. But limr→1 μr(φ) = 0 for all trigonometric polynomials φ.
Thus w∗ − limr→1 μr = 0 in M(T) and then is clear that limr→1 ‖μr‖ = 0 and by Theorem P the relation (1) is proved. Thus
also the implication (2) ⇒ (1) is proved and the proof is complete. 
By using similar ideas as in [13] we can obtain the following result:
Theorem 2.6. P2 is a continuous operator (precisely a continuous projection) from L1(D, 2) onto L1a(D, 
2), where
[
P2A(·)
]
(r)(i, j) =
{
2Γ ( j−i+4)
( j−i)!Γ (4) r
j−i ∫ 1
0 (1− s2)2aij(s)s j−i(2s ds) if j  i,
0 otherwise.
(2)
Proof. The topological dual of L1(D, 2) is L∞(D, 2) with respect to the duality pair:
〈
A(·), B(·)〉= 1∫
0
tr
(
A(s)
[
B(s)
]∗)
2s ds,
where A(·) ∈ L∞(D, 2), B(·) ∈ L1(D, 2) (see e.g. Theorem 8.18.2 in [10]). Using a duality argument it is suﬃcient to prove
that P∗2 : L∞(D, 2) → L∞(D, 2) is bounded.
Now we are looking for the adjoint P∗2 of P2. We note that
〈
P∗2 A(·), B(·)
〉= 1∫
0
∞∑
i=1
∞∑
j=1
(
P∗2 A(·)
)
(r)(i, j)bij(r)(2r dr)
=
∞∑
i=1
∞∑
j=1
1∫
0
(
P∗2 A(·)
)
(r)(i, j)bij(r)(2r dr).
On the other hand it yields that
〈
P∗2 A(·), B(·)
〉= 〈A(·), P2B(·)〉= 1∫
0
tr A(r)(P2B)
∗(r)(2r dr)
=
∞∑
i=1
∞∑
j=1
1∫
0
A(r)(i, j)(P2B)(r)(i, j)(2r dr)
=
∞∑
i=1
∞∑
j=i
Γ ( j − i + 4)
( j − i)!Γ (3)
( 1∫ [
A(s)
]
(i, j)s j−i(2s ds)
)( 1∫
bij(s)s
j−i(1− s2)2(2s ds)).
0 0
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lim
k→∞
μ(Ik) = 0, dμ = 2s ds and r ∈ Ik.
For every k we take B(s)(i, j) = χIk (s)/(μ(Ik)) and B(s)(l,k) = 0, (l,k) = (i, j) for every (i, j) ∈ N × N.
By Lebesgue’s differentiation theorem (see e.g. [15]) we have that
(
P∗2 A(·)
)
(r)(i, j) =
{
Γ ( j−i+4)
( j−i)!Γ (3) r
j−i(1− r2)2 ∫ 10 A(s)(i, j)s j−i(2s ds) if j  i,
0 if j < i,
a.e. for all r ∈ [0,1).
We will now prove that P∗2 : L∞(D, 2) → L∞(D, 2) is a bounded operator. In order to prove that we ﬁrst note that∥∥A(r)∥∥2L∞(D,2) = ess sup
0r<1
∥∥A(r)∥∥2B(2)
= ess sup
0r<1
sup∑∞
j=1 |h j |21
∞∑
i=1
∣∣∣∣∣
∞∑
j=1
aij(r)h j
∣∣∣∣∣
2
.
Consequently,
∥∥P∗2 A(·)∥∥2L∞(D,2) =
∥∥∥∥∥(1− r2)4 sup‖h‖
21
∞∑
i=1
∣∣∣∣∣
1∫
0
( ∞∑
j=i
ai j(s)
(
(rs) j−i Γ ( j − i + 4)
( j − i)!Γ (3)
)
h j
)
(2s ds)
∣∣∣∣∣
2∥∥∥∥∥∞

∥∥∥∥∥(1− r2)4 sup‖h‖
21
[ 1∫
0
( ∞∑
i=1
∣∣∣∣∣
∞∑
j=i
ai j(s)(rs)
j−i ( j − i + 3)!
( j − i)! h j
∣∣∣∣∣
2) 12
(s ds)
]2∥∥∥∥∥∞.
Since the Toeplitz matrix C(rs) = ((ci j)(rs))∞i, j=1, where
ci j(rs) = c j−i(rs) =
{
(rs) j−i( j − i + 3)( j − i + 2)( j − i + 1) if j  i,
0 otherwise,
is a Schur multiplier with∥∥C(rs)∥∥L1(T) = ∥∥∥∥ 6(1− rseiθ )4
∥∥∥∥
L1(T)
= 6
∞∑
n=0
(n + 1)2(rs)2n,
we get that
sup∑∞
j=1 |h j |21
( ∞∑
i=1
∣∣∣∣∣
∞∑
j=i
ais(s)(rs)
j−i( j − i + 3)( j − i + 2)( j − i + 1)h j
∣∣∣∣∣
2) 12
= ∥∥A(s) ∗ C(rs)∥∥B(2)  6∥∥A(s)∥∥B(2) · ∞∑
n=0
(n + 1)2(rs)2n.
Consequently,
∥∥P∗2 A(·)∥∥2L∞(D,2)  ess sup
r<1
(
1− r2)4[ 1∫
0
3
∥∥A(s)∥∥B(2) · ∞∑
n=0
(n + 1)2r2ns2n(2s ds)
]2
 9 · ess sup
r<1
(
1− r2)4∥∥A(·)∥∥2L∞(D,2)
( ∞∑
n=0
(n + 1)r2n
)2
∼ ess sup
r<1
(
1− r2)4 42
(1− r2)4
∥∥A(·)∥∥2L∞(D,2) ∼ ∥∥A(·)∥∥2L∞(D,2),
which shows in turn that P∗2 : L∞(D, 2) → L∞(D, 2) is bounded. The proof is complete. 
Now let us denote by C0(D, 2) the space of all continuous B(2)-valued functions B(r) on [0,1] such that
limr→1 B(r) = 0 in the norm of B(2). Next we state the following lemma of independent interest:
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P2A(·)
)∗
(r)(i, j) =
{
( j−i+3)( j−i+2)( j−i+1)
2 r
j−i(1− r2)2 ∫ 10 aij(s)s j−i(2s ds) if j − i  0,
0 otherwise.
Then V is an isomorphic embedding of B0(D, 2) in C0(D, 2).
Proof. According to Theorem 2.5, for B ∈ B0(D, 2) we can ﬁnd some A(·) ∈ C0(D, 2) such that [P A(·)](r) = B(r). Clearly,
we have that
P∗2B = P∗2 P A = T 1 ∗
(
P∗2 A1
)
,
where A1(r) = T ∗ A(r), for T = (t j−i)i, j with
t j−i =
{ 2( j−i+1)
j−i+2 for j − i = −2,
0 otherwise.
T is a Schur multiplier and the same is true for T 1 = (t1j−i)i, j , where
t1j−i =
{ j−i+2
2( j−i+1) for j − i = 0,
0 otherwise.
Thus, ‖A1(r)‖B(2) ∼ ‖A(r)‖B(2) for all r ∈ [0,1].
Hence, we obtain that
∥∥P∗2 A1(r)∥∥2B(2) = sup‖h‖
21
∞∑
i=1
∣∣∣∣∣
∞∑
j=i
h jr
j−i Γ ( j − i + 4)
( j − i)!Γ (3)
(
1− r2)2 1∫
0
a1i j(s)s
j−i(2s ds)
∣∣∣∣∣
2
 sup
‖h‖
21
(
1− r2)4[ 1∫
0
( ∞∑
j=1
∣∣∣∣∣
∞∑
j=i
a1i j(s)(rs)
j−i Γ ( j − i + 4)
2( j − i)! h j
∣∣∣∣∣
2) 12
(2s ds)
]2
= (1− r2)4 sup
‖h‖
21
[ 1∫
0
( ∞∑
i=1
∣∣∣∣∣
∞∑
j=i
ai j(s)(rs)
j−i( j − i + 1)2( j − i + 3)h j
∣∣∣∣∣
2) 12
(2s ds)
]2
.
The Toeplitz matrix C(r, s) = (c j−i(r, s))i, j , where
c j−i(r, s) =
{
(rs) j−i( j − i + 3)( j − i + 1)2 if j  i,
0 otherwise,
is a Schur multiplier, since
∑∞
k=0(rs)k(k + 3)(k + 1)2eikθ ∼ 1(1−rseiθ )4 and
∫ π
−π
1
(1−rseiθ )4
dθ
2π ∼
∑∞
n=0 n2(rs)2n .
Therefore, we have that
∥∥P∗2 A1(r)∥∥B(2)  C(1− r2)2
1∫
0
∥∥A(s)∥∥B(2) ·
( ∞∑
n=0
n2(rs)2n
)
(2s ds).
Since lims→1 ‖A(s)‖B(2) = 0, for all  > 0, there exists δ > 0 such that ‖A(s)‖ <  for all s δ and, consequently,∥∥P∗2 A1(r)∥∥B(2)  C( + ∥∥A(·)∥∥C(D,2) · (1− r2)2δ2(1− r2δ2)2
)
.
It follows that limr→1 ‖P∗2 A1(r)‖B(2) = 0 and since T 1 is a Schur multiplier it follows that P∗2B ∈ C0(D, 2) and‖P∗2B‖B(2  C‖A(·)‖C(D,2) .
Moreover, in view the proof of Theorem 2.5, we can ﬁnd an A(·) ∈ C0(D, 2) such that∥∥A(·)∥∥C0(D,2)  C(‖B0‖B(2) + ∥∥B(·)∥∥B(D,2)),
where C > 0 is an absolute constant. By now also using the arguments in the proof of Theorem 2.6 it follows that
P∗2 : B0(D, 2) → C0(D, 2) is bounded.
On the other hand, if A ∈ B0(D, 2), then since A(r) is an analytic matrix it is obvious that A(r) = [P A(·)](r) =
(P [P∗2 A(·)])(r) for all r ∈ [0,1). Thus, by using Theorem P, we conclude that there exists a constant C > 0 such that
‖A(·)‖B(D,2)  C‖P∗2 A(·)‖C(D,2) , which implies that P∗2 : B0(D, 2) → C0(D, 2) is an isomorphic embedding. The proof
is complete. 
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We denote now by B0,c(D, 2) the closed Banach subspace of B0(D, 2) consisting of all upper triangular matrices whose
diagonals are compact operators. We are now ready to prove that the little Bloch space B0,c(D, 2) in fact is the predual of
the Bergman–Schatten space. More exactly, our last main result in this section is the following duality result:
Theorem 2.8. It yields that B0,c(D, 2)∗ = L1a(D, 2) with respect to the usual duality, whenever B0(D, 2) is equipped with the norm
induced by B(D, 2).
Proof. Let A ∈ L1a(D, 2). Then B →
∫ 1
0 tr [B(s)A∗(s)](2s ds) deﬁnes a linear and bounded functional on B0,c(D, 2) (see e.g.
Theorem 22 in [13]). Conversely, let us assume that F is a bounded linear functional on B0,c(D, 2). Then we shall prove
that there is a matrix C from L1a(D, 
2) such that
F (B) =
1∫
0
tr
[
B(r)C∗(r)
]
(2r dr), (3)
for B from a dense subset of B0(D, 2).
By Lemma 2.7 it follows that P∗2 : B0(D, 2) → C0(D, 2) is an isomorphic embedding. Thus X = P∗2(B0,c(D, 2)) is a
closed subspace in C0(D,C∞) and F ◦ (P∗2)−1 : X → C is a bounded linear functional on X , where C0(D,C∞) is the subset
in C0(D, 2) whose elements are C∞-valued functions. By the Hahn–Banach theorem F ◦ (P∗2)−1 can be extended to a
bounded lineal functional on C0(D,C∞).
Let Φ : C0(D,C∞) → C denote this functional. It follows that C0(D,C∞) = C0[0,1] ⊗ˆ C∞ and, thus, Φ is a bilinear
integral map, that is there is a bounded Borel measure μ on [0,1] × UC1 , where UC1 is the unit ball of the space C1 with
the topology σ(C1,C∞), such that
Φ( f ⊗ A) =
∫
[0,1]×UC1
f (r)tr (AB∗)dμ(r, B)
for every f ∈ C0[0,1] and A ∈ C∞ .
Thus, for the matrix
∑n
k=0 Ak ∈ B0,c(D, 2), identiﬁed with the analytic matrix
∑n
k=0 Akrk, we have that
F
(
n∑
k=0
Ak
)
= F
(
n∑
k=0
rk Ak
)
= [F ◦ (P∗2)−1]
[
P∗2
(
n∑
k=0
rk Ak
)]
= Φ
(
n∑
k=0
(k + 3)(k + 2)
2
rk
(
1− r2)2Ak
)
=
∫
[0,1]×UC1
n∑
k=0
tr
[(
(k + 3)(k + 2)
2
rk
(
1− r2)2Ak)B∗]dμ(r, B)
def=
〈
μ(r, B), tr
(
n∑
k=0
(k + 3)(k + 2)
2
rk Ak
)
B∗
(
1− r2)2〉.
On the other hand, we wish to have that
F
(
n∑
k=0
Ak
)
=
1∫
0
tr
(
n∑
k=0
sk Ak
)(
C(s)∗
)
(2s ds)
=
1∫
0
tr
(
n∑
k=0
s2k AkC
∗
k
)
(2s ds) =
n∑
k=0
tr Ak
(
C∗k
k + 1
)
.
Therefore, letting A = ei,i+k, denote the matrix having 1 as the single nonzero entry on the ith-row and the (i+k)th-column,
for i  1 and j  0, we have that
Ck =
〈
μ(r, B),
(k + 1)(k + 2)(k + 3)
rk
(
1− r2)2Bk〉, k = 0,1,2, . . . .2
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1∫
0
∥∥C(s)∥∥C1(2s ds) =
1∫
0
∥∥∥∥∥
∫
[0,1]×UC1
n∑
k=0
(k + 3)!
2(k!) (sr)
k(1− r2)2Bkdμ(r, B)
∥∥∥∥∥
C1
(2s ds)

∫
[0,1]×UC1
[ 1∫
0
∥∥∥∥∥
n∑
k=0
(k + 3)!
2(k!) (rs)
k(1− r2)2Bk
∥∥∥∥∥
C1
(2s ds)
]
d|μ|(r, B)

∫
[0,1]×UC1
[ 1∫
0
∥∥∥∥∥
n∑
k=0
(k + 3)!
2(k!) (rs)
k(1− r2)2eik(·)∥∥∥∥∥
L1(T)
‖B‖C1(2s ds)
]
d|μ|(r, B)

∫
[0,1]×UC1
[ 1∫
0
2π∫
0
(1− r2)2
|1− rseiθ |4
dθ
2π
(2s ds)
]
d|μ|(r, B)
∼
∫
[0,1]×UC1
1∫
0
(
1− r2)2 ∞∑
k=0
(n + 1)2(sr)2n(2s ds)d|μ|(r, B)
=
∫
[0,1]×UC1
(
1− r2)2 ∞∑
n=0
(n + 1)r2nd|μ|(r, B) = ‖μ‖ < ∞.
Consequently, C ∈ L1a(D, 2) and we get the relation (3) by using the fact that the set of all matrices
∑n
k=0 Ak is dense in
B0,c(D, 2). The proof is complete. 
3. A new characterization of Bergman–Schatten spaces
In this section we give a characterization of the space Lpa (D, 
2) in terms of Taylor coeﬃcients which is similar to those
obtained by M. Mateljevic and M. Pavlovic in [12]. For the proof of our main result (Theorem 3.4) we need the following
three technical lemmas.
Lemma 3.1. Let A =∑nk=m Ak, 0m n. Then
‖A‖Cp rn 
∥∥A(r)∥∥Cp  ‖A‖Cp rm (0 < r < 1).
Proof. Let us take B[r] =∑nk=m A−krn−k .
Then
∥∥A(r)∥∥Cp = ∥∥A(r)∗∥∥Cp =
∥∥∥∥∥
n∑
k=m
A−krk
∥∥∥∥∥
Cp
=
∥∥∥∥B[1r
]∥∥∥∥
Cp
rn.
Since 1r > 1 and the function se
it → ‖B(seit)‖Cp , 0 < s < 1, t ∈ [0,2π ] is a subharmonic function, we have that∥∥∥∥B[1r
]∥∥∥∥
Cp
( 2π∫
0
∥∥∥∥B[1r
](
eit
)∥∥∥∥p
Cp
dt
2π
) 1
p

( 2π∫
0
∥∥B[1]eit∥∥pCp dt2π
) 1
p
= ∥∥B[1]∥∥Cp = ‖A∗‖Cp = ‖A‖Cp .
This proves the left-hand side inequality. The proof of the right-hand side inequality is similar so we omit the details. 
Lemma 3.2. Let A be an upper triangular matrix,
σk(A) =
n∑(
1− k
n + 1
)
Ak,k=0
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0<r<1
∥∥σn(A)(r)∥∥Cp (n = 0,1,2, . . .).
Then∥∥σk(A)∥∥prk  ∥∥A(r)∥∥Cp  (1− r)2 ∞∑
n=0
∥∥σn(A)∥∥p(n + 1)rn.
Proof. First we observe that∥∥A(r)∥∥Cp  ∥∥σn(A)(r)∥∥Cp , for every r ∈ (0,1), n ∈ N.
Since ‖∑nk=−n(1− |k|n+1 )eikt‖L1(T)‖Fn(t)‖L1(T)  1,
Fn ∈ M
(
2
)= M(C1) ⊂ M(Cp) ⊂ M(C2)
for 1 p  2 and M(Cp) = M(Cp′ ), 1p + 1p′ = 1, for 2 p < ∞ it follows that ‖σn(A)(r)‖Cp = ‖A(r) ∗ Fn‖Cp  ‖A(r)‖Cp . By
using this inequality and Lemma 3.1 we ﬁnd that∥∥A(r)∥∥Cp  ∥∥σn(A)(r)∥∥Cp  rn∥∥σn(A)∥∥Cp  rn∥∥σn(A)∥∥p,
and the left-hand side of the inequality is proved. The proof of the right hand of the inequality follows by using the formula
A(r) = (1− r)2
∞∑
n=0
σn(A)(n + 1)rn
and Minkovski’s inequality. The proof is complete. 
Lemma 3.3. Let A be an upper triangular matrix, 0 k < n and p  1. Then we have that
(n − k + 1)∥∥σk(A)∥∥p  (n + 1)∥∥σn(A)∥∥p . (4)
Proof. First we note that ‖σn(A)‖p = sup0<r<1 ‖σn(A)(r)‖Cp . Since∥∥σk(B)∥∥Cp  ‖B‖Cp
it follows that∥∥σn(A)∥∥p  ∥∥σkσn(A)∥∥p = ∥∥∥∥σk(A) − rn + 1σ ′k(A)
∥∥∥∥
p

∥∥σk(A)∥∥p − 1n + 1∥∥σ ′k(A)∥∥p
 [by Bernstein’s inequality] ∥∥σk(A)∥∥p − kn + 1∥∥σk(A)∥∥p,
and the inequality (4) is proved. 
Our main result in this section reads:
Theorem 3.4. Let A be an analytic matrix. Then A ∈ Lpa (D, 2) if and only if
∞∑
n=0
1
(n + 1)2
∥∥σn(A)∥∥pp < ∞.
Proof. First we prove that
A ∈ Lpa
(
D, 2
)
if and only if
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0
∥∥A(r)∥∥pCp dr
) 1
p
< ∞. (5)
If (
∫ 1
0 ‖A(r)‖pCp dr)
1
p < ∞, then it is clear that A ∈ Lpa (D, 2). Conversely if A ∈ Lpa (D, 2), then ‖A(r)‖Lp(D,2) < ∞.
Let Eθ be the Toeplitz matrix corresponding to the Dirac measure δθ , i.e.,
Eθ = (ekj)k, j1, ekj = ei( j−k)t .
Then Eθ ∈ M(2) = M(C1) ⊂ M(Cp), 1 p < ∞.
Since reiθ → ‖A(r) ∗ Eθ‖Cp is subharmonic on D it follows that
2π∫
0
∥∥A(r) ∗ Eθ∥∥pCp dθ 
2π∫
0
∥∥A(√r) ∗ Eθ∥∥pCp dθ.
Therefore
1∫
0
2π∫
0
∥∥A(r) ∗ Eθ∥∥pCp dθ dr 
1∫
0
2π∫
0
∥∥A(√r ∗ Eθ )∥∥pCp dθ dr
and
1∫
0
∥∥A(r)∥∥pCp dr 
1∫
0
∥∥A(√r)∥∥pCp dr = 2
1∫
0
∥∥A(s)∥∥pCp s ds < ∞,
and (5) is proved.
Now let A ∈ Lpa (D, 2). Then, by the ﬁrst inequality in Lemma 3.2, we have that∥∥A(r)∥∥pCp = (1− r) ∞∑
n=0
∥∥A(r)∥∥pCp rn  (1− r) ∞∑
n=0
∥∥σn(A)∥∥pprn(p+1).
Now integration yields that
∞ >
1∫
0
∥∥A(r)∥∥pCp dr 
1∫
0
(1− r)
∞∑
n=0
∥∥σn(A)∥∥pprn(p+1) dr
 C−1
∞∑
n=0
1
(n + 1)2
∥∥σn(A)∥∥pp .
Conversely, suppose that
∞∑
n=0
‖σn(A)‖pp
(n + 1)2 < ∞.
Let xn =∑∞k=0(k + 1)(n − k + 1)‖σk(A)‖p . Then, by summing by parts as in (4.4) in [12], we ﬁnd that
∞∑
n=0
∥∥σn(A)∥∥p(n + 1)rn = (1− r)2 ∞∑
n=0
xnr
n. (6)
On the other hand, by using Lemma 3.3, we see that
xn  C(n + 1)3
∥∥σn(A)∥∥p
and, therefore,
∞∑
n=0
1
(n + 1)3p+2 x
p
n < ∞.
We use now Lemma 4.8 in [12] with q = p, φ(r) = r 1p , r ∈ (0,1] and obtain that
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0
[
(1− r)4
∞∑
n=0
xnr
n
]p
dr < ∞.
Moreover by using also (6) we arrive at
1∫
0
(1− r)4p
(
1
(1− r)2
∞∑
n=0
∥∥σn(A)∥∥p(n + 1)rn
)p
dr < ∞.
It follows that
1∫
0
(1− r)2p
( ∞∑
n=0
∥∥σn(A)∥∥p(n + 1)rn
)p
dr < ∞.
From the right-hand side inequality in Lemma 3.2, we ﬁnally obtain that
1∫
0
∥∥A(r)∥∥pp dr 
1∫
0
(1− r)2p
( ∞∑
n=0
∥∥σn(A)∥∥p(n + 1)rn
)p
dr < ∞.
The proof is complete. 
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