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a b s t r a c t
In this paper we study the spectral structure of the discrete
Laplacian on an infinite graph. We show that, for a finite graph
including a certain kind of a family of cycles, the spectrum of
the Laplacian on its homology universal covering graph has band
structure and no eigenvalues; furthermore it is purely absolutely
continuous. Interesting examples that illustrate our theorems are
also exhibited.
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1. Introduction
There are a lot of research studies on the spectrum of the discrete Laplacian on an infinite graph
in various areas. One of main topics among them is characterizing the spectral structure in terms of a
certain geometric property of the graph. Naturally this is investigated also in Riemannian geometry;
many properties of the spectrum of the Schrödinger operator H = −∆+ q on a noncompact complete
manifold X are discussed, where ∆ is the Laplace–Beltrami operator and q is a potential function. For
instance, in [11], X is assumed to admit a properly discontinuous group of isometries Γ such that Γ
acts freely and X0 = Γ \ X is a compact manifold; in addition, q is assumed to be Γ -invariant. Through
such a geometric property, the following are shown:
(1) It holds that λ0(HX) ≥ λ0(HX0) and the equality holds if and only if Γ is amenable, where λ0(HX)
is the bottom of the spectrum of HX and λ0(HX0) is the first eigenvalue of HX0 .
(2) If Γ is abelian, the spectrum of HX has band structure; moreover HX has the Bloch property, that
is, the L∞-spectrum coincides with the L2-spectrum.
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(3) An interesting example is given, which is a closed manifold X0 with free abelian fundamental group
Γ such that−∆X on the universal covering manifold X has an eigenvalue.
In the graph setting, results similar to the above hold. For instance, they can be found in [9,10,12,13,
15]. However it is somewhat easy to see the possibility of the existence of eigenvalues of the discrete
Laplacian on an infinite graph [10]. In a subsequent work [14] of [11], under the assumption that Γ
is the 1-homology group H1(X0, Z) and X0 has a nontrivial S1-action whose generating vector field is
parallel, the absence of eigenvalues of HX is shown.
In this paper we focus on the possibility of the absence of eigenvalues and give a criterion for this
in terms of the combinatorial property of a graph. Let us briefly state our setting and results; more
general setting and results will be discussed in subsequent sections. A graph G = (V(G), E(G)) is a
connected, locally finite graph, where V(G) is the set of its vertices and E(G) is the set of its unoriented
edges. Our graph G may be infinite, that is, V(G) is a countably infinite set. Considering each edge in
E(G) to have two orientations, we can introduce the set of all oriented edges; we denote it by A(G). For
an edge e ∈ A(G), the origin vertex and the terminal one of e are denoted by o(e) and t(e), respectively.
The inverse edge of e is denoted by e. We denote the discrete Laplacian by
∆Gf (x) = 1
m(x)
∑
e∈Ax(G)
(f (t(e))− f (o(e))) , (1.1)
where Ax(G) = {e ∈ A(G) | o(e) = x}, m(x) = #Ax(G). Here we consider the spectrum of −∆G on the
Hilbert space
`2(V(G),m) = `2(V(G)) = {f : V(G)→ C | 〈f , f 〉V <∞} (1.2)
with the inner product
〈f1, f2〉 =
∑
x∈V(G)
f1(x)f2(x)m(x). (1.3)
Now we assume that G is an infinite graph having a finitely generated group Γ of graph-
automorphisms satisfying that Γ acts freely on G and M = Γ \ G is finite. Here ∆G and m = mG on
G are Γ -invariant, so graph G can be considered as a normal covering graph of a finite graph M and∆G
as the lift of∆M . Details for more generalized Laplacians and covering structures are found in Section 2.
The following is our main theorem for regular graphs, where a graph G is regular if degG x = #Ax(G),
which is called the degree of x, is constant over V(G). A graph is said to be bipartite if it has no cycles
of odd length; a regular graph is said to be even-regular or odd-regular if its degree is even or odd,
respectively.
Theorem 1. Assume that G is the maximal abelian covering graph of some finite graph M, that is, Γ ∼=
H1(M, Z), the 1-homology group with coefficients in Z. If M = Γ \ G is either an even-regular graph or an
odd-regular bipartite graph, then the spectrum of −∆G has no eigenvalues and is absolutely continuous.
It should be noted that the spectrum, as a set, of −∆G coincides with the whole interval [0, 2]
under the same assumption as in the above [9,10]. Hence we may say that the spectrum is completely
determined for such a family of graphs. As is seen later, the above is a corollary of the following
theorem for M having a “2-factor”, which is a notion in graph theory.
Theorem 2. Assume that G is the maximal abelian covering graph of some finite graph M. If M has a 2-
factor, then the spectrum of −∆G has no eigenvalues and is absolutely continuous.
A condition for the periodic Schrödinger operator on X, which is the maximal abelian covering
space of a closed Riemannian manifold X0, having no eigenvalues is discussed in [14]. However the
condition given in [14] seems to be restricted and far from the concept of the “2-factor” in the graph
setting.
This paper is organized as follows: We give a general setting for Laplacians and graphs in Section 2.
In Section 3, we discuss some properties of eigenfunctions of discrete Laplacians, which play an
important role in proving our main theorems. After stating some remarks on Bloch analysis and
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the absence of singular continuous spectrum in Section 4, we discuss a condition for the absence of
eigenvalues, giving the proofs of more general results including Theorems 1 and 2, in Section 5. Finally
some examples and future works are seen in Section 6.
2. Settings
In this section, let us explain more general settings than in Section 1. A graph G = (V(G), E(G)) is
connected and locally finite, where V(G) is the set of its vertices and E(G) is the set of its unoriented
edges. As is seen in Section 1, A(G) is the set of all oriented edges with respect to E(G).
We give two kinds of positive weight to G: one is m : V(G)→ (0,∞) and another is mA : A(G)→
(0,∞) such that mA(e) = mA(e). Here we assume
sup
x∈V(G)
1
m(x)
∑
e∈Ax(G)
mA(e) <∞, (2.1)
where Ax(G) = {e ∈ A(G)|o(e) = x}. Now we put
C0(G) = {f : V(G)→ C},
C1(G) = {φ : A(G)→ C | φ(e) = −φ(e) for e ∈ A(G)}, (2.2)
and define the linear operators d : C0(G)→ C1(G) and δ : C1(G)→ C0(G) as follows:
df (e) = f (t(e))− f (o(e)) for f ∈ C0(G),
δφ(x) = − ∑
e∈Ax(G)
mA(e)
m(x)
φ(e) for φ ∈ C1(G). (2.3)
Then the discrete Laplacian∆G is defined by−δd:
∆Gf (x) = −δdf (x) = 1
m(x)
∑
e∈Ax(G)
mA(e) (f (t(e))− f (o(e))) . (2.4)
Let us set the Hilbert spaces
`2(V(G)) = {f ∈ C0(G) | 〈f , f 〉V <∞}, (2.5)
where the inner product
〈f1, f2〉V =
∑
x∈V(G)
f1(x)f2(x)m(x), (2.6)
and
`2(A(G)) = {φ ∈ C1(G) | 〈φ,φ〉A <∞}, (2.7)
where the inner product
〈φ1,φ2〉A = (1/2)
∑
e∈A(G)
φ1(e)φ2(e)mA(e). (2.8)
It is easy to check that 〈df ,φ〉A = 〈f , δφ〉V and the discrete Laplacian ∆G is a bounded self-adjoint
operator on `2(V(G)). Let us show some of the typical examples:
(1) If we set m(x) = 1 for each vertex x ∈ V(G) and mA(e) = 1 for each edge e ∈ A(G), the discrete
Laplacian is expressed by ∆G = AG − DG, where AG is the so-called the adjacency operator, that is,
AGf (x) = ∑e∈Ax(G) f (t(e)), and DGf (x) = #Ax(G) · f (x). Here we require that the degree is bounded
for Assumption (2.1).
(2) Let p : A(G) → R+ be a transition probability such that ∑e∈Ax(G) p(e) = 1. Moreover let p be
reversible, that is, there exists a positive valued function ω : V(G)→ R+ such that
ω(o(e))p(e) = ω(t(e))p(e)
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for every oriented edge e ∈ A(G). This function ω is called a reversible measure for p and it is
unique, if it exists, up to a constant multiple. If we set m(x) = ω(x) and mA(e) = ω(o(e))p(e), the
discrete Laplacian is expressed by∆G = Tp − I, where Tp is the transition operator with respect to
p and I is the identity operator.
(3) As a special case in (2), we set p(e) = 1/#Ao(e)(G), which relates to the simple random walk on G.
Then m(x) = #Ax(G) and mA(e) = 1. Here the discrete Laplacian is expressed as follows:
∆Gf (x) = 1#Ax(G)
∑
e∈Ax(G)
f (t(e))− f (x).
This Laplacian is the same as the one introduced in Section 1.
Now we give a class of graphs that we treat in this paper. Let G be a connected infinite graph which
has a finitely generated group Γ = ΓG of graph-automorphisms, that is, for any σ ∈ Γ , σ is a bijection
from V(G) to V(G) and so is also one from A(G) to A(G) satisfying o(σe) = σo(e) and t(σe) = σt(e). In
this paper, we assume the following:
(1) Γ acts freely on G, that is, σx 6= x for any vertex x ∈ V(G) and σe 6= e for any edge e ∈ A(G) if
σ 6= 1 ∈ Γ ;
(2) the quotient graph M = Γ \ G is finite.
Under the assumptions above, G can be regarded as a normal covering graph of M with the covering
transformation group Γ . Here the canonical map pi : G → M is a covering projection map in the
following sense: pi is surjective from V(G) to V(M) and the restriction pi|Ax(G) : Ax(G) → Api(x)(M) is
bijective for each x ∈ V(G). LetFV be a fundamental set of G, which is a subset of V(G), for the Γ -action
such that σFV ∩ σ′FV = ∅ if σ 6= σ′ and V(G) = ⋃σ∈Γ σFV . Moreover let F be the subgraph of G
induced by FV . Here the subgraph N of G induced by a set of vertices B is the subgraph of G such that
V(N) = B and e ∈ A(N) for any e ∈ A(G) such that V(e) = {o(e), t(e)} ∈ B.
Finally, we assume that the functions m on V(G) and mA on A(G) are both invariant under the Γ -
action (simply, Γ -invariant) on a covering graph G of M with its transformation group Γ . For all of
our results in this paper, we are able to relax this assumption to the Γ -invariance of ∆G without that
of m and mA. Let us close this section by observing the reason for this claim. Firstly it is easy to see
that all of our results hold for ∆G + V instead of ∆G, where V is a Γ -invariant potential function on
V(G): (∆G + V)f (x) = ∆Gf (x) + V(x)f (x). Next let us suppose that ∆G is Γ -invariant in the sense
that mA(e)/m(o(e)) is Γ -invariant but m and mA are not. It is sufficient to show that L1 = ∆G on
H1 = `2(V(G),m) is unitarily equivalent to L2 + V onH2 = `2(V(G), m˜) for a Γ -invariant m˜, where L2
is another Laplacian on G and V is the potential, both of which are Γ -invariant. Now we put a map U
from H1 to H2 as (Uf )(x) =
√
m(x)f (x) for f ∈ H1. Setting m˜ = 1 for each x ∈ V(G), we see that U is a
unitary map fromH1 toH2. Now we put L2 and V as follows: for g ∈ H2,
L2g(x) =
∑
e∈Ax(G)
√
p(e)p(e¯)(g(t(e))− g(o(e)))
and
V(x) = − ∑
e∈Ax(G)
√
p(e)(
√
p(e)−
√
p(e¯)),
where p(e) = mA(o(e))/m(o(e)). Under the assumption that p(e) is Γ -invariant, m˜A on A(G) is Γ -
invariant, where m˜A =
√
p(e)p(e¯) for every e ∈ A(G); and so is m˜ on V(G), trivially. Then another
Laplacian L2 and the potential V are also Γ -invariant. In addition, we immediately see that UL1U−1 =
L2 + V , that is, L1 = ∆G onH1 is unitarily equivalent to L2 + V onH2.
3. Strong localization property
In this section, we focus on an amenable covering graph. Let us first recall the definition and a
property of amenability: a countably generated discrete group Γ is said to be amenable if there exists
a right-invariant mean µ, which is a bounded linear functional of the space L∞(Γ) = {f : Γ → R |
‖f‖∞ <∞}, where ‖f‖∞ = supσ∈Γ |f (σ)|, satisfying the following:
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(1) infσ∈Γ Φ(σ) ≤ µ(Φ) ≤ supσ∈Γ Φ(σ) for Φ ∈ L∞(Γ);
(2) µ(σΦ) = µ(Φ) for each σ ∈ Γ . Here σΦ(τ) = Φ(τσ).
Proposition 3.1 (Følner [7] and Adachi [1]). Let Γ be a countably generated discrete group and A a fixed
finite set of generators of Γ . Γ is amenable if and only if, for every  > 0, there exists a finite non-empty
subset E of Γ such that
|EA \ E| ≤ |E|,
where |E| is the cardinality of the set E.
Now we show that, under the condition that Γ is amenable, if an eigenvalue of the Laplacian exists,
then there exists a eigenfunction having a finite support with respect to this. Here such a property is
said to be the ‘strong localization property’.
Theorem 3.2. Let G be an infinite, connected and locally finite graph such that it is a covering graph of
some finite graph M and its transformation groupΓ is amenable. If λ is an eigenvalue of −∆G, there always
exists its eigenfunction fλ whose support is finite.
Remark. The same result as in the above is independently obtained by Veselic [17].
Before going to this proof, we give some lemmas. Let dk(·) be the density of states of−∆G defined
as follows (for example, see [2]): for B ∈ B(R)
dk(B) = 1|FV |Tr(E(B)IFV ), (3.1)
where E(·) is the spectral projection of −∆G, IFV is the characteristic function for FV on V(G), (that is,
IFV f (x) = f (x) if x ∈ FV and IFV f (x) = 0 if x 6∈ FV for any function f ) and
Tr(E(B)IFV ) =
∑
x∈FV
〈E(B)δx, δx〉V (3.2)
with
δx(y) =
{
1/
√
m(x), if y = x,
0, otherwise.
It is easy to see that dk(·) is independent of the choice of FV , since ∆G and m are both Γ -invariant.
Remark that Tr(E(B)IFV ) can be expressed also by
∑∞
i=1〈E(B)IFV fi, fi〉V for the orthonormal basis {fi}∞i=1
of `2(V(G)) and it is independent of the choice of the orthonormal basis of `2(V(G)). The following two
lemmas are basic and useful:
Lemma 3.3. If λ is an eigenvalue of −∆G, then dk({λ}) > 0.
Proof. Fix a fundamental set FV in G for the Γ -action. Let {fi}Ni=1 be an orthonormal basis of the
eigenspace of an eigenvalue λ in `2(V(G)). Here N is the multiplicity of λ and N ≤ ∞. We may assume
that there exists i such that supp(fi) ∩ FV 6= ∅. Moreover let {gj}∞j=1 be an orthonormal basis of the
orthogonal complement of the eigenspace of λ in `2(V(G)). Then
Tr(E({λ})IFV ) =
N∑
i=1
〈E({λ})IFV fi, fi〉V +
∞∑
j=1
〈E({λ})IFV gj, gj〉V =
N∑
i=1
〈IFV fi, IFV fi〉V > 0. 
Lemma 3.4. Let Γ ′ be a finite subset of Γ . Then, for any B ∈ B(R),
1
|FΓ ′ |Tr(E(B)IFΓ ′ ) = dk(B), (3.3)
where FΓ ′ = Γ ′FV = ⋃σ∈Γ ′ σFV .
Proof. It is easy to see that −∆G commutes with the action of Γ and that Tr(E(B)IσFV ) = Tr(E(B)IFV )
for any σ ∈ Γ . Then we have Tr(E(B)IFΓ ′ ) = |Γ ′|Tr(E(B)IFV ); this implies the desired equality. 
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Proof of Theorem 3.2. We choose and fix a fundamental set FV such that F , the subgraph of G
induced by FV , is connected. We put the finite set AΓ as {σ ∈ Γ | there exists an edge e ∈ A(G)
such that o(e) ∈ FV and t(e) ∈ σFV}. Here AΓ contains the unit element and is symmetric, that is,
σ−1 ∈ AΓ if and only if σ ∈ AΓ . Let CΓ (AΓ ) be the Cayley graph associated with Γ and AΓ defined as
follows: the set of vertices is Γ and the set of unoriented edges is {(γ,σ) ∈ Γ × Γ | γ−1σ ∈ AΓ }. A
subset E of Γ is said to be connected if the subgraph of CΓ (AΓ ) induced by E is connected. According
to Theorem 4 in [1], if Γ with a finite set AΓ of generators is amenable, there exists a family {Ej}∞j=1 of
connected subsets of Γ satisfying that
⋃∞
j=1 Ej = Γ , Ej ⊂ Ej · AΓ ⊂ Ej+1 for every j and
|Ej · A2Γ \ Ej| ≤
|Ej|
j|AΓ |2 (3.4)
for every j. We set Fj = ⋃σ∈Ej σFV and ∂Fj = ⋃{σFV | σ ∈ Ej and there exists a γ ∈ A2Γ such that σγ 6∈
Ej}. Putting Bj,µ = {µ′ ∈ Ej | µ′−1µ ∈ AΓ } for each µ ∈ Ej · AΓ \ Ej, we have 0 < |Bj,µ| ≤ |AΓ |; moreover
putting B2j,µ = {µ′ ∈ Ej | µ′−1µ ∈ A2Γ } for each µ ∈ Ej · A2Γ \ Ej, we have
|B2j,µ| ≤ |AΓ |2. (3.5)
Then ∂Fj = ⋃{σFV | σ ∈ ⋃µ∈Ej·A2Γ \Ej B2j,µ}. So we obtain, by (3.4),
|∂Fj| ≤ |FV | · |
⋃
µ∈Ej·A2Γ \Ej
B2j,µ|
≤ |FV | · |A2Γ | · |Ej · A2Γ \ Ej|
≤ |FV | · |Ej|/j = |Fj|/j. (3.6)
Now we assume that λ is an eigenvalue of −∆G. Remark that Tr(E({λ})IFj) = Tr(IFjE({λ})). Let mj
be the dimension of IFjE({λ})(−∆G); we write simply m for mj. Let φ1, . . . ,φm be an orthonormal
basis of IFjE({λ})H in H = `2(V(G)) and ψm+1,ψm+2, . . . be an orthonormal basis of the orthogonal
complement of IFjE({λ})H in `2(V(G)). Then we have
Tr(IFjE({λ})) =
m∑
i=1
〈IFjE({λ})φi,φi〉V +
∞∑
i=m+1
〈IFjE({λ})ψi,ψi〉V ≤ m.
Here we should remark that there exists a j such that |∂Fj| < m. Assume that |∂Fj| ≥ m for every j.
Then, by Lemma 3.4 and (3.6), we have
1
|Fj|Tr(IFjE({λ})) ≤
|∂Fj|
|Fj| ≤
1
j
→ 0 as j→∞.
This contradicts Lemma 3.3, so we have there exists a j such that |∂Fj| < m. For such j, {I∂Fjφi}i=1,...,m is
linearly dependent since |∂Fj| < m. Then there exists α = (α1, . . . ,αm) ∈ Cm such that α 6= (0, . . . , 0)
and
m∑
i=1
αiI∂Fjφi(x) = 0
for any x ∈ ∂Fj. We set f =∑mi=1 αiφi, which is not a trivial function. We should remark the following:
(1) Set V1 = {x ∈ Fj | there exists an edge e such that e ∈ Ax and t(e) ∈ V(G) \ Fj}. It is obvious that
V1 ⊂ ∂Fj and f (x) = 0 for x ∈ V1.
(2) Set V2 = {x ∈ Fj \ V1 | there exists an edge e such that e ∈ Ax and t(e) ∈ V1}. It is also obvious that
V2 ⊂ ∂Fj and f (x) = 0 for x ∈ V2.
(3) It is satisfied that−∆φi(x) = λφi(x) for every x ∈ Fj \ V1 and for every i. On the other hand, it does
not always hold that −∆φi(x) = λφi(x) for x ∈ V1; by the definition of f , f (x) = 0 and f (t(e)) = 0
for any x ∈ V1 ⋃{V(G) \ Fj} and e ∈ Ax(G).
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(4) Combining these, we have that−∆Gf (x) = λf (x) for x ∈ Fj.
So f is an eigenfunction with respect to λ and the support of f is a subset of Fj. Thus the proof is
completed. 
4. Eigenvalues via Bloch analysis
In this section, we give a kind of law of heredity of eigenvalues from an abelian covering graph G
to an abelian subcovering graph as follows:
Proposition 4.1. Let G and G′ be infinite, connected and locally finite graphs satisfying that two of them
are covering graphs of some finite graph M and their transformation groups are abelian; we write p and
p′ for covering projection maps to M from G and G′, respectively. Moreover we assume that there exists a
covering projection map p′′ from G to G′ such that p = p′ ◦ p′′. If λ is an eigenvalue of −∆G, then λ is also
one for −∆G′ .
Firstly let us give a brief review on Bloch analysis. Details can be found in [11,16] for a continuous
setting and in [12] for a discrete one. By the assumption given in Section 2, there exists an abelian
group Γ such that both m and mA are invariant under Γ -action and Γ \ G is graph-isomorphic to
a finite graph M. For any χ ∈ Γˆ , which is the group of unitary characters of Γ , we set `2χ(G) as
follows:
`2χ(G) = {f ∈ C0(G) | f (σx) = χ(σ)f (x) for any x ∈ V(G) and for any σ ∈ Γ }
with the inner product 〈〈 , 〉〉 defined as
〈〈f , g〉〉 = ∑
x∈FV
f (x)g(x)m(x),
whereFV is a fundamental set of vertices in G for Γ -action. It is easy to check that∆Gf ∈ `2χ(G) for any
f ∈ `2χ(G) and for any χ ∈ Γˆ ; we write∆χ for∆G|`2χ(G), which is the Laplacian for the restricted domain
`2χ(G). By an argument of the direct integral decomposition, we obtain that
∆G =
∫ ⊕
Γˆ
∆χdµ(χ), `2(V(G)) =
∫ ⊕
Γˆ
`2χ(G)dµ(χ),
where µ is the normalized Haar measure on Γˆ . Moreover we can check that, for any χ ∈ Γˆ , there
exists a real-valued 1-form θ = θχ ∈ C1(M) satisfying that∆χ in `2χ(G) is unitarily equivalent to−Hχ,M
in `2(V(M)):
Hχ,Mf (x) = 1
m(x)
∑
e∈Ax(M)
mA(e)
(
f (o(e))− exp(√−1θ(e))f (t(e))
)
for any f ∈ `2(V(M)). Hence, to study the spectral structure of∆G on an infinite graphG is to investigate
that of Hχ,M for a finite graph M. In this sense, we identify −∆χ with Hχ,M and sometimes we write
−∆G = ∫ ⊕Γˆ Hχ,Mdµ(χ) in this section.
To prove Proposition 4.1, we give some lemmas on Bloch analysis.
Proposition 4.2. Let G be an infinite, connected and locally finite graph such that it is a covering graph of
some finite graph M and its transformation group Γ is abelian. A value λ is an eigenvalue of −∆G if and
only if
det(λ− Hχ,M) = 0 (4.1)
for any χ ∈ Γˆ .
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Proof. Suppose the Eq. (4.1) holds for any χ ∈ Γˆ . Then, since the spectral projection Pλ(Hχ,M) 6= 0, we
have ∫ ⊕
Γˆ
Pλ(Hχ,M)dµ(χ) 6= 0.
Remarking that
Pλ
(∫ ⊕
Γˆ
Hχ,Mdµ(χ)
)
=
∫ ⊕
Γˆ
Pλ(Hχ,M)dµ(χ) (4.2)
and that −∆G is unitarily equivalent to the operator ∫ ⊕Γˆ Hχ,Mdµ(χ), we obtain that λ is an eigenvalue
of−∆G. Conversely assume that λ is an eigenvalue of−∆G. By means of (4.2), we have that there exists
a measurable setΩ ⊂ Γˆ such thatµ(Ω) > 0 and Pλ(Hχ,M) 6= 0 for any χ ∈ Ω . By using Proposition 4.3,
which will be stated below, we can obtain det(λ− Hχ,M) = 0 for any χ ∈ Γˆ . 
Proposition 4.3. Let Ω be a domain in Rd and f be a real analytic function on Ω . Assume that there exists
a measurable set D ⊂ Ω such that µ(D) > 0 and f = 0 on D, whereµ is the Lebesgue measure on Rd. Then
we have f = 0 on Ω .
Before proving this, we give the following lemma:
Lemma 4.4. Let Ω be a domain in Rd and f a real analytic function on Ω . We set a cube
Q = [a1, b1] × · · · × [ad, bd]
in Ω . Suppose there exists a measurable set D ⊂ Q such that µ(D) 6= 0 and f = 0 on D. Then it holds that
f = 0 on Q .
Proof. Let us show this by an inductive argument with respect to the dimension d. Firstly we set d = 1.
Then we can extend the real analytic function f to a holomorphic one on some domain containing Ω
in C. By the uniqueness theorem, we have f = 0 on Q . Next we suppose that the assertion holds for
every d which is less than or equal to k. Let d = k+ 1 and
Q = [a1, b1] × · · · × [ak, bk] × [ak+1, bk+1],
Qk = [a1, b1] × · · · × [ak, bk].
We set Dxk+1 = D ∩ (Qk × {xk+1}) for xk+1 ∈ [ak+1, bk+1], and
A = {xk+1 ∈ [ak+1, bk+1] | µk(Dxk+1) > 0},
where µk is the k-dimensional Lebesgue measure. By Fubini’s theorem, we have µ1(A) > 0. Here it
holds that µk(Dxk+1) > 0 and f = 0 on Dxk+1 for any xk+1 ∈ A. Then it follows from the hypothesis on
induction that f = 0 on Qk × {xk+1} for xk+1 ∈ A. For any fixed x′ ∈ Qk, we may regard f (x′, ·) as a
real analytic function on [ak+1, bk+1]. Since f (x′, ·) = 0 on A ⊂ [ak+1, bk+1] and µ1(A) > 0, we have
f (x′, ·) = 0 on [ak+1, bk+1]; this holds for any x′ ∈ Qk. Thus we obtain f = 0 on Q . 
Proof of Proposition 4.3. We can choose a cube Q ⊂ Ω satisfyingµ(Q ∩D) > 0. From Lemma 4.4, we
have f = 0 on Q . Now let a ∈ Q be fixed. For any b ∈ Ω , there exists a finite sequence of cubes {Qj}`j=0
such that Q0 = Q , b ∈ Q` and
int(Qj) ∩ int(Qj+1) 6= ∅
for j = 0, . . . , `− 1. By using Lemma 4.4 again, we get f (b) = 0. Thus this completes the proof. 
Now we are ready to give the proof of Proposition 4.1.
Proof of Proposition 4.1. Let Γ and Γ ′ be covering transformation groups of covering projection
maps p and p′ from G and G′ to M, respectively. Γˆ and Γˆ ′ are considered to be real analytic manifolds
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and det(λ−Hχ,M) and det(λ−Hχ′,M) are real analytic functions on Γˆ and Γˆ ′ respectively. The surjective
homomorphism pi : Γ → Γ ′ gives rise to a canonical injection f : Γˆ ′ → Γˆ satisfying
det(λ− Hχ′,M) = det(λ− Hf (χ′),M) (4.3)
for any χ′ ∈ Γˆ ′, since it is assumed that there exists a covering projection map p′′ from G to G′ such
that p = p′ ◦ p′′. For an eigenvalue λ of−∆G, it follows from Proposition 4.2 that
det(λ− Hχ,M) = 0
for any χ ∈ Γˆ . Therefore we have
det(λ− Hχ′,M) = 0
for any χ′ ∈ Γˆ ′. Using Proposition 4.2 again, we obtain that λ is also an eigenvalue of−∆G′ . 
Finally in this section, let us state a spectral property of ∆G on an abelian covering graph. The
following is a consequence of the Mourre theory [5,8].
Proposition 4.5. Let G be an infinite, connected and locally finite graph such that it is a covering graph
of some finite graph M and its transformation group Γ is abelian. Then −∆G has no singular continuous
spectrum.
Proof. Let Γ be the covering transformation group from G to M. Γˆ is a real analytic manifold, the
resolvent (Hχ,M+
√−1)−1 is analytic with respect to χ and Hχ,M has only finite eigenvalues for χ ∈ Γˆ .
We define the set
Σ = {(λ, χ) ∈ R × Γˆ | λ ∈ σ(Hχ,M)}
and the projection
PR : Σ 3 (λ, χ) 7→ λ ∈ R.
Remark that Σ is compact since Γˆ and
⋃
χ∈Γˆ σ(Hχ,M) = σ(−∆G) are compact. Therefore PR is proper.
From these facts, it follows that −∆G has no singular continuous spectrum by the Mourre theory for
analytically fibered operators. For details, refer to Theorem 3.1 and Corollary 3.2 in [8]. 
The Mourre theory is one of the special tools in the field of spectral analysis, but it may not be
well known for researchers in other fields. Roughly speaking, the absence of a singular continuous
spectrum for a given self-adjoint operator H is derived from the limiting absorption principle
whenever there exists a self-adjoint operator A, which is called a conjugate operator, satisfying the
following:
EH(I)
√−1[H, A]EH(I) ≥ αEH(I)+ K,
where EH(I) is the spectral projection of H on an interval I, [H, A] = HA − AH, α is a positive constant
and K is a compact operator. Here the above estimate is called the Mourre estimate. For details, one
can refer to [5]. The main business in [8] is to construct such a conjugate operator A for analytically
operators.
5. Absence of eigenvalues
In this section, for a finite graph M having some combinatorial property, we construct an abelian
covering graph having no eigenvalues. With results stated in the previous sections, we can complete
the proof of Theorems 1 and 2 in Section 1.
Firstly we recall a basic notion in graph theory (cf. [4,6]):
Definition 5.1. Let M = (V(M), E(M)) be a finite graph. A graph F = (V(F), E(F)) is called a spanning
subgraph or a factor of G if V(F) = V(M) and E(F) ⊂ E(M). In addition, a factor H is called a k-factor if
degF x = k for every vertex x ∈ V(F).
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In other words, M has a 2-factor if and only if there exists a set of cycles ci in M such that,
for each i = 1, 2, . . . ,m(M), ci = ei1ei2 · · · ein(i) satisfying V(ci) ∩ V(ck) = ∅ for each i 6= k and⋃m(M)
i=1 V(ci) = V(M). Here a cycle c = e1e2 · · · en is a sequence of oriented edges such that t(ei) = o(ei+1)
for i = 1, 2, . . . , n− 1, t(eij) 6= t(eik) for each j 6= k and t(en) = o(e1).
Let a finite connected graph M have a 2-factor F. We give and fix an orientation on each component
of F as ci = ei1ei2 · · · ein(i) for each i = 1, 2, . . . ,m(M); we set −→F =
⋃m(M)
i=1 ci. Let M − F be the subgraph
such that V(M−F) = V(M) and E(M−F) = E(M)\E(F); moreover let M1,M2, . . . ,Mf be the components
of M − F (f ≥ 1).
Now we constructD as follows; it plays the role of a connected fundamental domain of a covering
graph of M that will be constructed later: For M − F, we first set D1 = V(M1) and k1 = 1. If k1 ≤ f − 1,
then we set
Ek2 = {[e] ∈ E(M) | o(e) ∈ V(Mk), t(e) ∈ D1 and e ∈ −→F } (5.1)
for every k ∈ {2, . . . , f }, where, for e ∈ A(G), [e] is an unoriented edge in E(G) under the identification
of e with the inverse edge e¯. Since M is connected, there exists k such that Ek2 6= ∅; so we may assume
that Ek2 6= ∅ if and only if k = 2, . . . , k2. We set D2 as
⋃k2
i=2 V(Mi). If k2 ≤ f − 1, then we set
Ek3 = {[e] ∈ E(M) | o(e) ∈ V(Mk), t(e) ∈ D2 and e ∈ −→F } (5.2)
for every k ∈ {k2 + 1, . . . , f }. Similarly there exists k such that Ek3 6= ∅ and we may assume that Ek3 6= ∅
if and only if k = k2+ 1, . . . , k3. Moreover we set D3 as⋃k3i=k2+1 V(Mi). Inductively, if kn−1 ≤ f − 1, then
we set
Ekn = {[e] ∈ E(M) | o(e) ∈ V(Mk), t(e) ∈ Dn−1 and e ∈ −→F }, (5.3)
Ekn 6= ∅ if and only if k = kn−1 + 1, . . . , kn, and Dn =
⋃kn
i=kn−1+1 V(Mi). Since M is finite, this procedure
must be terminated; we put kn = f . Now letD be as follows: V(D) = ⋃ni=1 Di = V(M) and
E(D) =
(
f⋃
i=1
E(Mi)
)⋃ n⋃
j=1
kj⋃
k=kj−1+1
Ekj
 , (5.4)
where k0 = 0 and E11 = ∅. Remark thatD is connected and
E(D) \
f⋃
i=1
E(Mi) ( E(F). (5.5)
Let us construct a connected abelian covering graph M˜ of M as follows.
Firstly we set V(M˜) = ⋃∞i=−∞ V(D (i)), whereD (i) is graph-isomorphic toD for every integer i. Here
a disjoint union
⋃∞
i=−∞D (i) can be considered as a disconnected infinite covering ofD , so we naturally
set p as a covering projection map from
⋃∞
i=−∞D (i) to D . So we put, by a natural identification,
p−1(x)(i) ∈ V(D (i)) for every vertex x ∈ V(D) and p−1(e)(i) ∈ A(D (i)) for every edge e ∈ A(D); for
simplicity, we write x(i) and e(i) for p−1(x)(i) and p−1(e)(i), respectively. Let us extend this projection p
as follows. For e ∈ (A(M) \ A(D)) ∩ −→F , we put e(i) as an oriented edge such that o(e(i)) = o(e)(i) and
t(e(i)) = t(e)(i+1) for every i: we put p(e¯(i)) = e¯ for e ∈ (A(M)\A(D))∩−→F . Now settingA(M˜) = p−1(A(M))
by this extended map p, it is easy to see that the resultant graph M˜ is a connected infinite graph;
furthermore M˜ is a covering graph of M with its transformation group Γ ∼= Z1.
Proposition 5.2. For such a graph M˜,−∆M˜ has no eigenvalues.
Proof. Assume that there exists an eigenvalue λ of −∆M˜ . Then there exists an eigenfunction fλ ∈
`2(V(M˜)) such that −∆M˜fλ = λfλ. By the strong localization property (Theorem 3.2), fλ has a finite
support. So we may assume that fλ(x) = 0 for every vertex x ∈ V(D (i)) and for every i ≤ −1; in
addition, there exists x ∈ V(D (0)) such that fλ(x) 6= 0. As is seen in the construction of D discussed
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above, let us identify D (0) with D and recall that V(D) is decomposed as
⋃n
i=1 Di. For every x ∈ Dn in
V(D (0)), there exists an edge e ∈ A(M˜) satisfying t(e) = x and o(e) ∈ V(D (−1)). Then fλ(x) = 0 since
{t(e′) | e′ ∈ Ao(e)(M˜)} \ {x} ⊂ V(D (−1))
⋃
V(D (−2)) (5.6)
and
0 = λfλ(o(e)) = −∆M˜fλ(o(e)) =
−1
m(o(e))
∑
e′∈Ao(e)(M˜)
mA(e
′)
(
f (t(e′))− f (o(e′)))
= − mA(e)
m(o(e))
f (x). (5.7)
For every k ≥ j, assume that f (x) = 0 for every vertex x ∈ V(Dk) in V(D (0)). Then, for every x ∈ V(Dj−1),
there exists an edge e such that t(e) = x and o(e) ∈ V(D (−1))⋃⋃nk=j V(Dk). It holds that
{t(e′) | e′ ∈ Ao(e)(M˜)} \ {x} ⊂ V(D (−1))
⋃
V(D (−2))
⋃ n⋃
k=j
V(Dk). (5.8)
Hence the equality (5.7) holds; so we have f (x) = 0 for each x ∈ VDj−1 in V(D (0)). By induction, we
have fλ(x) = 0 for every x ∈ V(D (0)). This contradicts the assumption that there exists x ∈ V(D (0))
such that fλ(x) 6= 0. This completes the proof. 
Combining Propositions 4.1 and 4.5 with the results stated above, we get the following:
Theorem 5.3. Assume that M is a finite graph having a 2-factor and M˜ is the abelian covering graph stated
above. Let G be an abelian covering graph of M˜ as well asM. If the covering projection mapG→ M˜ factorizes
the covering projection map G→ M, then−∆G has the absolutely continuous spectrum only, that is, it has
neither an eigenvalue nor the singular continuous spectrum. 
In particular, for the maximal abelian covering graph Mab, its transformation group Γ is the 1-
homology group H1(M, Z)with coefficients in Z. Hence the covering projection map Mab → M˜ always
factorizes the covering projection map Mab → M. Thus −∆Mab has neither an eigenvalue nor the
singular continuous spectrum.
To deduce Theorem 1 in Section 1 from the above, we only have to remark the following famous
fact of graph theory. For instance, we can find it in [4,6].
Fact 5.4. A finite graph that is odd-regular bipartite or even-regular has a 2-factor. 
Remark 5.5. Many kinds of sufficient conditions for a finite graph to have a factor are known. For
example, Baebler shows the following in [3]: every odd-regular graph which is λ-edge-connected has
a 2k-factor if 2k ≤ λ. Here M is called λ-edge-connected if M − F is connected for every edge set
F ⊂ E(M) of fewer than λ edges. Thus it is easy to see that a sufficient condition for an odd-regular
finite graph to have a 2-factor can be relaxed from “bipartiteness” to “2-edge-connectedness”.
6. Examples
Through the previous sections, we discussed some geometric conditions for infinite graphs such
that the spectra of Laplacians do not have any eigenvalues. To illustrate our theorems, we give some
examples, which show that our sufficient conditions for the ‘no eigenvalue’ property (NEP) have some
substance. For simplicity in this section, G is said to have NEP if the spectrum of the Laplacian −∆G
on an infinite graph G consists of only the absolutely continuous spectrum. Note that, while NEP will
be discussed for general Laplacians defined in Section 2, the Laplacian whose spectrum set is given in
the concrete form is set to be the one with respect to the simple random walk, which is the same as
in Section 1.
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Fig. 6.1. The 2-bouquet M1 and Mab1 ∼= Z2 .
Fig. 6.2. The 3-bouquet M2 , an abelian covering graph G′ and the triangular lattice G.
Let us start with a most familiar example:
Example 6.1. Let M1 be the d-bouquet, that is, V(M1) = {x} and A(M1) = {ei, ei | i = 1, 2, . . . , d}. M1
is 2d-regular and has a 2-factor, for instance, −→F = e1. Then Mab1 has NEP by Theorem 5.3; we know
that Spec(−∆Mab1 ) = [0, 2]. Of course, this is a well-known example since Mab1 is isomorphic to Z
d (see
Fig. 6.1).
The next two examples may also be familiar:
Example 6.2. Let M2 be the 3-bouquet. Then the triangular lattice G is a covering graph of M2, whose
transformation group Γ is H1(M2, Z) ∼= 〈a, b, c〉 with a relation a = bc, where a, b, c are generators of
H1(M2, Z) (see Fig. 6.2). Here we can naturally identify these generators a, b and c with e1, e2 and e3,
respectively. So G is not isomorphic to Mab2 , but it is also an covering graph of G′, which is an abelian
covering graph of M2 with the transformation group Γ as H1(M2, Z) ∼= 〈a, b, c〉 with relations that
b = Id and a = c. G′ has essentially the same structure as M˜ in Section 5, so it is easy to check that G′
has NEP by the same argument as in Proposition 5.2. Then G has NEP by Theorem 5.3; it is known that
Spec(−∆G) = [0, 3/2].
Example 6.3. Let M3 be a graph with V(M3) = {x, y} and A(M3) = {e1, e2, e3, e1, e2, e3}, where o(ei) = x
and t(ei) = y for i = 1, 2, 3. Thus M3 is 3-regular and has a 2-factor, for instance, −→F = e1e2. Then Mab3 ,
which is isomorphic to the hexagonal lattice, has NEP by Theorem 5.3; Spec(−∆Mab3 ) = [0, 2]. (See
Fig. 6.3.)
The following may not be so familiar in general but is a famous example in graph theory.
Example 6.4. Let M4 be the so-called Petersen graph, that is, V(M4) = {xi, yi | i = 1, 2, 3, 4, 5} and
E(M4) = {xixi+1, yiyi+2 | i = 1, 2, 3, 4, 5 (mod 5)}⋃{xiyi | i = 1, 2, 3, 4, 5}. This is 3-regular, non-
bipartite and has a 2-factor F = {xixi+1 | i = 1, 2, 3, 4, 5}⋃{yiyi+2 | i = 1, 2, 3, 4, 5} (see Fig. 6.4).
By Theorem 5.3, we have that Mab has NEP; by using the result in [9,10], we obtain Spec(−∆Mab4 ) =[0, 2].
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Fig. 6.3. M3 and the hexagonal lattice Mab3 .
Fig. 6.4. The Petersen graph M4 .
The following two examples are derived from Examples 6.3 and 6.1 by graph-operations.
Example 6.5. Let M5 be a graph with V(M5) = {x1, x2, x3} and A(M5) = {eij, eij | i = 1, 2, 3 and j =
1, 2}, where o(eij) = xi and t(eij) = xi+1; we set i+ 1 = 1 if i = 3. So M5 is 4-regular and has a 2-factor−→
F = e11e21e31. This graph M5 is the line graph of the finite graph M3 given in Example 6.3: M5 ∼= L(M3).
Then the Kagome lattice G, which is the line graph of the hexagonal lattice, is an abelian but not the
maximal abelian covering graph of M5: G ∼= L(Mab3 ). It is known that Spec(−∆G) = [0, 3/2]
⋃{3/2},
where 3/2 is a eigenvalue with infinite multiplicity; for instance, refer to [10] (see Fig. 6.5). This
example implies that the existence of a 2-factor and the property of just an abelian covering graph
does not guarantee NEP. Of course, the maximal abelian covering graph Mab5 has NEP; the result in [9,
10] yields that Spec(−∆Mab5 ) = [0, 2].
Example 6.6. Let S(Zd) be the subdivision of Zd, that is, for any undirected edge of Zd, we add a new
vertex on this. More precisely, for every undirected edge xy ∈ E(Zd), we remove this edge xy and
add a new vertex z joining x and y by edges. It is known that Spec(−∆S(Zd)) = [0, 2]
⋃{1}, where
1 is an eigenvalue with infinite multiplicity (cf. [10]), and S(Zd) is the maximal abelian covering
graph of M6 which is the subdivision of a d-bouquet; namely, V(M6) = {xi | i = 1, . . . , d}⋃{y}
and A(M6) = {eij, eij | i = 1, . . . , d and j = 1, 2}, where o(eij) = xi and t(eij) = y. Here M6 has
no 2-factor and is not regular; in fact, Mab6 ∼= S(Zd) does not have NEP (see Fig. 6.6). This example
shows that G does not always have NEP even if G is the maximal abelian covering graph of some finite
graph.
The next example reflects well upon the suitability of our characterization.
Example 6.7. Let Km,n be the complete bipartite graph, that is, V(Km,n) = {vi | i = 1, . . . ,m + n} and
E(Km,n) = {vivj | i = 1, . . . ,m and j = m+ 1, . . . ,m+ n}. Km,n is regular and has a 2-factor if and only if
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Fig. 6.5. M5 ∼= L(M3) and the Kagome lattice G ∼= L(Mab3 ).
Fig. 6.6. d = 2; M6 ∼= S(M1) and Mab6 ∼= S(Mab1 ).
Fig. 6.7. A complete bipartite graph K3,4 .
m = n; F = (⋃mk=1{vkvm+k})⋃ (⋃m−1k=1 {vm+kvk+1})⋃{v2mv1} is a 2-factor in Km,m. Let us see whether Kabm,n
has NEP or not. Here, for ∆Km,n , we assume that
1
m(x)
∑
e∈Ax(G)
mA(e)
is constant independent of the choice of a vertex x; we write g for this value. (See Fig. 6.7.)
Claim 6.8. Kabm,n has NEP if and only if n = m.
Proof. If m = n, then Km,m is m-regular and has a 2-factor. Then Kabm,m has NEP by Theorem 5.3. Let us
suppose that m 6= n; we may assume that m < n. Let B = (aij) be an (m + n) × (m + n) matrix given
as follows. We choose m × n normalized complex numbers zij for i = 1, . . . ,m and j = 1, . . . , n; we
write Z = {zij}. Set every element aij of B = BZ as
aij =

ω(eij)zij, if i = 1, . . . ,m and j = m+ 1, . . . ,m+ n,
ω(eij)z
∗
ji, if i = m+ 1, . . . ,m+ n and j = 1, . . . ,m,
0, otherwise,
where eij are the oriented edges with o(eij) = vi and t(eij) = vj, ω(eij) = mA(eij)/m(o(eij)) and
z∗ is the complex conjugate of z. The space spanned by the set of k-th row vectors of B with k =
m + 1,m + 2, . . . ,m + n is at most m-dimensional by the definition of B. Thus the corank of B is at
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Fig. 6.8. A version of the seven bridges of Königsberg M7 .
Fig. 6.9. An odd-regular graph M8 .
least n−m for any Z. Let us remark that, for any χ ∈ Γˆ , there exists a set Z such that∆χ,Km,n = gI − BZ
in Bloch analysis for the graph setting [9,10,12]. Combining Proposition 4.2 with the strategy of Bloch
analysis, we can obtain that there exists an eigenvalue g with infinite multiplicity in the spectrum of
the Laplacian on Kabm,n. 
In a fashion similar to the above, we can also obtain the following: For a finite connected graph M
with n vertices having an independent set of more than n/2 vertices, there exists an eigenvalue in the
spectrum of the Laplacian on Mab. Here a set of vertices is called independent if no two of its elements
are adjacent.
Let us give a classical famous graph again.
Example 6.9. Let M7 be a version of the seven bridges of Königsberg: V(M7) = {x1, x2, x3, x4}, A0 =
{eij, e4,k | i = 1, 2, j = 1, 2, and k = 1, 2, 3} and A(M7) = A0 ⋃ A0, where o(eij) = xi and t(eij) = xi+1
for i, j = 1, 2, o(e4,k) = xk and t(e4,k) = x4 for k = 1, 2, 3, and A0 = {e | e ∈ A0}. M7 is not regular but
has a 2-factor −→F = e11e21e43e41. Thus Mab7 has NEP (see Fig. 6.8). We do not apply the result of [9,10]
to this case; just numerical computation tells us that Spec(−∆Mab7 ) = [0, 2].
Finally we give an example indicating our future works:
Example 6.10. Let M8 be as follows: V(M8) = {x1, x2, x3, x4}, A0 = {ei | i = 1, 2, . . . , 6} and
A(M8) = A0 ⋃ A0, where o(ei) = t(ei) = xi if i = 1, 2, 3 and o(ei) = x4, t(ei) = xi−3 if i = 4, 5, 6.
This M8 is 3-regular and does not have any 2-factor, so neither our results in this paper nor ones of [9,
10] can be applied. A direct calculation for the Laplacian with respect to a simple random walk tells
us that Mab8 has NEP and Spec(−∆Mab8 ) = [0, 2] (see Fig. 6.9).
Thus we shall raise the following problems:
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Problem 6.11. Find another geometric or combinatorial property for a finite graph M such that Mab
has NEP. Moreover classify a family of finite graphs for its maximal abelian covering graph having NEP.
Conjecture 6.12. Mab has NEP for any finite regular graph M.
Refer to a conjecture toward a “Full Spectrum Property” discussed in [9,10].
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