We present a thermometer based on the electrical noise from a tunnel junction. In this thermometer, temperature is related to the voltage across the junction by a relative noise measurement with only the use of the electron charge, Boltzmann's constant, and assumption that electrons in a metal obey FermiDirac statistics. We demonstrate proof-of-concept operation of this primary thermometer over four orders of magnitude in temperature, with as high as 0.1% accuracy and 0.02% precision in the range near 1 kelvin. The selfcalibrating nature of this sensor allows for a much faster and simpler measurement than traditional Johnson noise thermometry, making it potentially attractive for metrology and for general use in cryogenic systems.
from the treatment of a bath of photons as an ideal Bose gas. The shot noise thermometer (SNT) uses the voltage-dependent electrical noise from a tunnel junction to relate temperature to voltage with the use of only the ratio e/k B . The form of this signal, called the junction noise, follows directly from the fact that electrons in a metal obey Fermi-Dirac statistics and from some basic assumptions about the tunnel barrier. There is a desire in metrology to establish quantum standards such as the Josephson volt and the quantum Hall resistance (4) , which relate a unit to other units in the International System of Units with the use of wellunderstood quantum physics. The SNT could eventually serve as such a standard by relating temperature to voltage, which can be more easily measured to high accuracy.
We measured the junction noise and demonstrated its use for thermometry from room temperature down to the base temperature of a dilution refrigerator. We verified the functional form of the noise to 200 parts per million (ppm) with temperature as a fit parameter. We demonstrated the operation of the SNT with accuracy as good as a part in 10 3 in the range of a few kelvin and as good as 200 ppm precision at 0.5 K. The temperatures as measured by the SNT agree with our available secondary thermometers to within their stated calibration accuracy from 50 mK to about 25 K.
The SNT shares many of the advantages and some common aspects with the earlier Coulomb blockade thermometer (CBT) (5) (6) (7) (8) (9) , which has been extensively studied and developed into a commercial product. Both use electron tunneling in a junction to relate temperature to voltage without requiring external calibrations. The Coulomb blockade device, however, uses the nonlinearity in the electrical conductance due to electron-electron interactions and requires high-resistance, ultrasmall junctions, which presently limits the range for a single sensor to about two orders of magnitude in temperature and the maximum temperature of primary operation to about 20 K. The SNT uses instead the simpler physics of shot noise in large junctions, allowing a single sensor to operate over a substantially wider range and with a factor of five greater absolute accuracy (0.1%) as compared to the present state (0.5%) of Coulomb blockade devices (8) . The CBT has also been shown to be independent of magnetic field up to ϳ 30 T (9). The high-magnetic-field performance of the CBT is a strong indication that the SNT will also be field-independent.
The first technique for primary electronic thermometry relies on a measurement of the Johnson-Nyquist noise, or thermal equilibrium noise, of a resistor and has been used for decades (10) , although it is of limited practical use. In 1928, Nyquist derived and Johnson measured the formula S I ϭ 4k B T/R, where S I is the current spectral density and R is the resistance, for the current spectral den-
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) of the noise (11) (12) (13) . Because resistance is an easy quantity to measure accurately, the challenge of Johnson noise thermometry is to obtain an accurate measurement of the noise power generated by the resistor. This is extremely difficult: The signals involved are very small, particularly at low temperatures, and high-gain amplifiers must be used. The gain and bandwidth of the entire measurement chain must therefore be known to the desired accuracy of the ultimate temperature determination. In order to have an acceptable level of uncertainty in the gain as a function of frequency, the bandwidths of noise thermometry experiments are typically limited to the kHz range. The Dicke radiometer formula, ␦T/T ϭ 1/ ͌ B, gives the fractional error for a noise measurement, where B is the bandwidth and is the measurement time (14, 15) . For a bandwidth of 100 kHz, the time required to do a measurement with 1 mK accuracy with a system noise temperature of 5 K is several minutes, too slow for everyday use. Because of the complexity and long integration times involved, typically only temperature metrologists and those concerned with the study of noise have used Johnson noise to measure temperature (10, 16) . Over the years, however, several experimental techniques have been developed to overcome the limitations of traditional noise thermometry. Use of superconducting quantum interference device (SQUID) amplifiers has led to noise temperatures as low as 30 mK, greatly increasing the speed of measurements at the very lowest temperatures (17) . Another important innovation in noise thermometry is the relation of noise power from the sensor resistor to frequency with the use of the resistively shunted SQUID (R-SQUID), overcoming the need for very high accuracy knowledge of am-plifier gains (18, 19) . A promising noise thermometer based on the ac Josephson standard is being investigated by a collaboration of several standards labs (20) . This thermometer shares with the SNT the prospect of relating temperature to the Josephson voltage standard.
Although not of direct interest for most noise thermometry experiments, another important type of electrical noise is shot noise, first described by Schottky in 1918 (21) . Shot noise appears in any system in which current consists of random discrete tunneling events, such as a tunnel junction or a vacuum tube. Shot noise is both frequency-and temperature-independent and has the current spectral density S I ϭ 2eI, where I is current. The junction noise used for the SNT displays both shot noise and Johnson noise, with a voltage-dependent transition between the two regimes. This temperaturedependent transition voltage allows us to determine temperature with only the use of a measurement of the dc voltage and a relative noise power measurement.
A tunnel junction can be modelled as a pair of ideal Fermi reservoirs separated by a tall, thin energy barrier. The tunneling rate from a given energy level in one metal into the other metal can be evaluated by Fermi's golden rule. It is well known that the tunneling rates are given by
where ͗lM(E)r͘ is the tunneling matrix element from the left to the right side of the junction, D(E) is the density of states, and f l (E) and f r (E) ϭ f l (E Ϫ eV ) are Fermi functions used to count the empty and filled states on the left and right reservoirs, respectively (22) . For a sufficiently tall, thin barrier, the tunneling amplitude and the density of states near the Fermi energy can be considered to be independent of energy. The occupation probability of any given state in one of the metals is given by a Fermi function. Thus, under the conditions that [eV bias , k B T] Ͻ Ͻ E barrier , all the terms can be moved outside of the integral except the Fermi functions. The current through the junction can be found by taking the difference of these two rates to get
In other words, under these conditions, the junction is just an ohmic resistor with no temperature dependence. To find the current spectral density of the noise, we just evaluate the sum of the rates across the barrier instead of the difference. Evaluation of the integral gives the well-known result (23-25)
Unlike the current, this expression has a temperature-dependent scale that follows directly from the Fermi-Dirac distribution. Evaluation of Eq. 3 at zero bias voltage yields the Johnson result S I ϭ 4k B T/R, as required by the fluctuation-dissipation theorem (26), whereas in the limit eV Ͼ Ͼ k B T Eq. 3 reduces to S I ϭ 2eI, or shot noise (Fig. 1) . As a function of voltage, the junction noise changes smoothly from Johnson noise to shot noise in a way that depends only on k B , e, and a simple analytic function. Thus, the voltage dependence of the noise in Eq. 3 is analogous to the equation of state of the ideal gas. By measuring the noise as a function of voltage, the temperature can be determined from the voltage scaling of this transition independent of the gain or noise of the amplifier chain and detector. This frees us from the major limitations of traditional noise thermometry: the need to calibrate gain, noise temperature, and bandwidth to high accuracy. The elimination of the need for absolute accuracy in the amplifier chain calibrations allows much more freedom in the selection of components. In particular, we may replace the kHz bandwidth amplifier typically used by microwave amplifiers with hundreds of MHz of bandwidth, allowing for a much faster readout. In general, our amplifier has a frequency-dependent gain g() and a noise temperature t n (), and we can fit the total noise power P to the equation
with average gain-bandwidth product G, average noise temperature T n , and temperature T as fit parameters. Equation 4 shows (Fig. 1 ) that the SNT relates temperature to voltage in a way that is independent of G and T n . The method is also independent of effects such as frequency-dependent gain or impedance of the sensor, the transmission of the tunnel barrier, the sensor resistance, or any other effect that does not vary with DC bias voltage (27) . Thus, our method retains the advantages of noise thermometry, being primary and electronic, but is much faster and simpler.
For a sensor, we used an Al-AlO x -Al tunnel junction, fabricated with the use of electron beam lithography and the Dolan bridge doubleangle evaporation technique (28, 29) . We designed the junctions to be about 50 ohms to match to the impedance of the microwave electronics. These junctions show similar conductance characteristics to devices from published literature (30) , which have a barrier height of about 2 V and a barrier thickness of about 1 nm. During all measurements below 1.5 K, we applied a 0.5-T magnetic field to keep the aluminum in a nonsuperconducting state, although the need for this field could be eliminated by using a normal metal or by adding a local permanent magnet.
In order to verify the form of the junction noise, we simultaneously measured the dc voltage and the radio frequency (rf ) noise power (Fig. 2) . We varied the bias across the device to measure the noise as a function of voltage across the junction. By fitting these data to the predicted junction noise with a least squares fit, we can determine a temperature T SNT . We measured the junction noise as a function of temperature from 0.260 to 300 K in a variable-temperature 3 He refrigerator and from 0.01 through 4.2 K with the use of a dilution refrigerator.
Before the SNT can be trusted as a thermometer, we must verify the validity of our "ideal gas law," that is, whether the junction noise follows the prediction of Eq. 3. To do this, we display the noise data in a dimensionless form, normalizing the noise power relative to the zero bias noise and the voltage relative to the temperature (Fig. 3) . The data at all temperatures agree well with a simple universal form over four decades in temperature.
The largest deviations of the noise from the expected form occur at the highest and lowest temperatures. At temperatures above about 30 K, we see deviations in the functional form by as much as a few percent. Because the devices are fabricated on a halfmicrometer-thick layer of silicon dioxide atop a silicon wafer, which conducts at temperatures above about 30 K, there is an ac current path around the junction, which should depend on the bias voltage. This voltage-dependent attenuation of the rf signal would cause voltage-dependence of the noise temperature, leading to anomalous readings. If this explanation proves to be correct, this could be eliminated by fabricating the junctions on a totally insulating substrate such as quartz or sapphire. At 10 mK, k B T/e is less than 1 V, so to measure temperature accurately the dc bias must be stable to better than 1 V. At the lowest temperatures, we observe an ϳ40 Hz microphonic signal on the bias of about 1 V in amplitude, which leads to an increase in the apparent T SNT .
To test the accuracy of the SNT over a wide range, we compared the T SNT to those of a calibrated rhodium-iron resistance thermometer above 1.6 K and a calibrated ruthenium oxide resistance thermometer below 4 K (31). The temperature determined with the SNT is compared against these secondary thermometers in Fig. 4 . In the range from 25 mK to 25 K, the dominant error is the calibration uncertainty of the secondary thermometers used for comparison, whereas the highest and lowest ranges display notable deviations of apparent temperature because of the mechanisms described above. This comparison highlights the wide temperature range of the SNT, because several conventional thermometers were required to cover the whole range.
To low-temperature physicists, the most important temperature range for thermometry is also the most difficult: below 1 K. In this range, resistive thermometers are particularly unsatisfactory, with the best ruthenium oxide sensors having a 10% calibration uncertainty at 50 mK and no calibrations available below 50 mK. Several exotic thermometers in this temperature range exist, such as nuclear orientation thermometry and the 3 He melting curve, which are too complex or expensive for general use. The CBT (5-9) is a primary thermometer in this range that has been commercialized for general use. The SNT provides another thermometry solution that is competitive with the CBT in this range, but which extends over a wider range and for which electron-phonon decoupling (32) is likely to be less severe because electron diffusion can enhance the cooling due to the single-junction geometry. The SNT can provide high-accuracy, fast, primary thermometry from room temperature to the base temperature of a dilution refrigerator.
To test the ultimate precision of the SNT, we regulated the temperature at close to 0.5 K, with temperature maintained to 200 ppm. By increasing the integration time per point, we were able to measure temperature with a precision of 200 ppm as well as to verify the agreement of the noise to the theory to 200 ppm. The precision improves with time close to the ideal behavior 1/ ͌ . Relative microwave noise measurements at the ppm level are routine in cosmic microwave background studies (33) , which demonstrates that the ultimate precision of the SNT will not be limited by the statistical uncertainty of the microwave noise measurement.
Although this test at 0.5 K revealed no deviations from the ideal junction noise law, there are several systematic effects that should appear at higher precision and at the lowest and highest temperatures. Deviations from linearity of the rf power amplifiers and the square law detector lead to deviations of the measured noise curve from the theory. These errors can be kept at the part-in-a-thousand level easily by attenuating the signal into the linear range of the detector and can be calibrated out by comparing curves taken with different attenuations. They could also be eliminated by a nullbalancing noise measurement (34) , which adds the noise of two separately biased junctions. By this method, the noise power could be limited to a range over which the rf chain is linear to a part per million. One type of systematic effect that deserves mention but that we have not observed at the present level of precision is self-heating. By applying a bias to the junction, we are injecting heat into the system. However, our calculations show that the heating should be at the level of tens of ppm and could be reduced to the ppm level with better design of leads for optimal cooling (35) .
Another potential systematic error comes from any kind of nonlinearity in the currentvoltage characteristic of the junction. We believe that we have not yet observed this as a dominant systematic effect, although we hope to be able to correct for it with the use Fig. 2 . Apparatus used for measurement of junction noise. Inductively coupled leads block high frequencies and allow the junction to be currentbiased with one pair of leads, whereas the voltage is measured with the other pair of leads. Capacitively coupled leads allow the noise to be measured simultaneously. The noise signal is amplified by a cryogenic high electron mobility transistor amplifier and a chain of rf amplifiers, which provide about 70 dB of gain and a noise temperature of 10 K. The output of this chain is measured by a Schottky diode, which converts noise power to a dc voltage. Voltages are read out on digital volt meters (DVMs). Noise power is normalized to the zero bias ( Johnson) noise, and bias voltage is scaled relative to temperature. In these units, the data follow the universal function xcoth(x), depicted by the solid line. The residuals have the indicated fractional standard deviations and are shown below. This plot shows that the "gas law" for the junction noise is obeyed over four decades in temperature, with a significant systematic effect at the room temperature. Error bars indicate stated approximate SD of residuals. of the measured nonlinearity of the current in the junction to adjust the theoretical noise curve. This effect increases with bias voltage and so becomes more important at higher temperatures. Systematic effects at the lowest temperatures include nonlinearities in the conductance because of Coulomb blockade effects (36) and the frequency dependence of the noise at temperatures for which hf is comparable to k B T, where f is the measurement frequency and h is Planck's constant. This quantum correction to the noise was observed (37) in a mesoscopic gold wire and can be easily corrected with a modification of the noise formula or eliminated by reducing the frequency of the measurement.
The above discussions address the precision of the SNT, but not the accuracy. To achieve the 1 to 100 ppm accuracy required to be of metrological interest, the linearity of the rf chain, the accuracy of the bias voltage measurement, and the precision of the temperature must all be at that accuracy, and the deviations in the noise from our simple model must be accounted for to that accuracy. The linearity of the measurement can be addressed by use of a null-balancing noise measurement as mentioned above, and part-per-million voltage accuracy can be achieved by using a well-calibrated nanovoltmeter. The nonlinearities in the noise from the junction should be correctable with the use of the measured voltage dependence of the conductance. If the accuracy can be brought down to the part-per-million level at the triple point of water, it may be possible to determine Boltzmann's constant directly (38) . Even a 10 ppm accuracy measurement admits the possibility of determining the thermodynamic uncertainty of the low end of ITS-90 (40) and the high end of PLTS-2000 to competitive accuracy. Because the SNT has the desirable properties of being fast, compact, easy to use, and accurate over a wide range, it may have a much broader field of application than present primary thermometers.
Oscillatory Thermomechanical
Instability of an Ultrathin Catalyst Because of the small thermal capacity of ultrathin (ϳ200 nanometers) metal single crystals, it is possible to explore the coupling of catalytic and thermal action at low pressures. We analyzed a chemothermomechanical instability in this regime, in which catalytic reaction kinetics interact with heat transfer and mechanical buckling to create oscillations. These interacting components are separated and explored through experimentation, mathematical modeling, and scientific computation, and an explanation of the phenomenon emerges from their synthesis.
Pattern formation during a surface reaction can be critically affected by temperature changes that are caused by the heat of reaction. Changes in surface temperature locally alter the kinetics of the fundamental processes involved and might lead to ignition and traveling fronts on the active catalyst. Experimental studies of these processes often require tradeoffs: higher gas pressures lead to larger total heat production but also limit the use of surface-sensitive methods for observing fundamental processes. One way to avoid this tradeoff is to work with ultrathin substrates that have much lower thermal inertia, such as those that have been pioneered by King and co-workers in microcalorimetry studies of surface reactions (1). To study pattern formation during the oxidation of CO on a platinum surface beyond the low-pressure, essentially isothermal regime (2), we used ultrathin (200-nm-thick) Pt(110) single crystals, which should be able to exhibit intense nonisothermal effects for this reaction at intermediate pressures (10 Ϫ2 mbar) (Fig. 1A) .
Photoemission electron microscopy (PEEM) images at 4 ϫ 10 Ϫ4 mbar revealed "raindrop" patterns on the sample, similar to those found before at much higher pressure on a bulk crystal (3), and substantiated their nonisothermal origin. At 5 ϫ 10 Ϫ3 mbar, where PEEM is not operable, we used a sensitive infrared camera (4), whose main component is a cooled InSb array, capable of imaging temperature differences of
