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INTRODUCTION
Elbow alignments are necessary in almost all pipe assemblies in industrial fields, especially in district heating systems. They introduce disturbance to the flow profiles that require a straight pipe length of several tenth diameters to be eliminated. Very often those parts are not su ciently long to redevelop an ideal profile. Thus, flow rate measurements with ideal flow conditions are not possible. It is well known that many flow meters react sensitively to disturbed flow profiles, as they are usually calibrated under ideal conditions on test rigs. This has been demonstrated in numerous publications, for example see [1, 4, 7, 17, 9, 10, 14, 15] . The induced errors for large heat meters tested in district heating pipelines are typically higher than 3 % and could reach more then 20 %, see [3] . To determine these errors, an in-situ calibration technique with Laser Doppler Velocimetry (LDV) was developed in [12] . The technique enables to measure point wise the axial fluid velocity on a diametrical path through an inserted contour fitting window. Under the assumption of rotationally symmetric flow profiles the integral over the path gives the flow rate. In disturbed flow conditions the uncertainty is highly increased and depends on the exact shape of the flow profile at the measurement cross section, which is generally unknown. Therefore the idea is to simulate the velocity profile at the measurement cross section and combine the result with LDV measurements.
In cooperation with TU Berlin, ILA GmbH and Optolution Messtechnik GmbH the project "EnE :Wärme: On-site calibration of flow meters in district heating" [2] was initiated. The goal is to develop a method which permits on-site calibration of installed flow meters in non ideal installation conditions.
Pipes of district heating systems are characterized by large diameters and high temperatures, which leads to high Reynolds number flows. Therefore, Reynolds Averaged Navier Stokes (RANS) Models are used to predict the flow profiles at the measurement cross sections. In this paper combinations of elbows out-of-plane with di erent distance to each other are considered as pipe assemblies. LDV Measurements with 4 di erent setups were conducted. For the simulations the distance of the elbows is considered as random in a non-intrusive polynomial chaos study. To combine measurement and simulation the uncertainty of a single path measurement is predicted with CFD simulations. To further improve uncertainties a minimization problem is formulated for which the distance and additionally the path angle are varied in order to fit the CFD profiles to the LDV.
In Section 2 the experimental setup is described and the measured velocity distributions are shown. In Section 3 the numerical setup is described, the expectation value and the standard deviation of the velocity profile are compared to the measurements. In Section 4 the CFD results are used to estimate and reduce the uncertainty of the flow rate prediction. The results for all measurements are displayed and discussed. The last Section concludes the paper.
EXPERIMENTAL SETUP
The most influencing distortions in pipe flow profiles arise from bended pipes out-ofplane. They cause asymmetric and swirling profiles which decay only slowly. Most studied out-of-plane configurations consider two elbows closely coupled with an ideal inlet profile [8, 11, 9, 6] . In industrial pipe assemblies this is not the case. In an earlier work [15] it was shown that upstream pipe elbows with di erent distances cause diverse flow profiles. Here a combination of three closely coupled bends is studied with preliminary distortion.
The inner pipe diameter D is 53.6 mm, whereas the curvature radius R c of the 90 ¶ bends, according to the pipe center line, denotes 2.35 D. Compared to most other studied bends found in literature [11, 9, 5, 8] this is a relatively large curvature. Between each of the three closely coupled bends a straight pipe is mounted with a length of 3 D. Two assemblies of identical mirrored triple bends with varying distance to each other are installed before the measurement section, see Figure 1 To measure the velocity in the cross section a laser Doppler velocimeter (LDV) is used. LDV uses the Doppler shift of laser light, that is scattered by small particles within the fluid, to determine the velocity of the particles and hence the velocity of the fluid within a small measuring volume. The measuring volume is positioned on a Grid consisting of 49 diametrical and 10 angular locations, see Figure 1 right. The measurements were conducted on a test rig at the department of fluid system dynamics of the TU Berlin 1 .
The test rig contains plastic pipes with a very smooth surface. The fluid is water, for which the temperature and velocity were chosen to match a Reynolds number of about 3 · 10 5 .
Flow direction
Variable intermediate distance ξ Centrifugal forces cause the velocity profile behind a bend to be higher at the outer part. If another bend is closely coupled and rotated by 90 degrees in space, a swirling flow is generated. This causes the axial velocity distribution in a cross section to form a sickle shape. The three closely coupled elbows, which are considered here, cause similar e ects. This can be observed in the measured velocity profiles in 
NUMERICAL SETUP
The geometry of the experimental set up is reconstructed in a CAD model and spatially discretized with a hexahedral grid consisting of about 3.8 million elements, see Figure 3 . To su ciently resolve the wall layer the dimensionless wall distance y + is chosen to be close to 1. To ensure mesh independence a second Grid with 11 million elements was generated.
The results with both grids exhibit only marginal di erences. Hence, the coarse grid is su cient. The solution of the governing Navier-Stokes equations is numerically expensive and for high Reynolds numbers not feasible. Hence a turbulence model is needed. Here the eddy viscosity Reynolds Averaged Navier-Stokes (RANS) k-Ê model [16] is chosen. Due to the smooth pipe surface of the test rig pipes, no-slip boundary conditions on the walls and a zero-gradient condition at the outlet are chosen. At the inlet, a fully developed profile from an earlier simulation with associated turbulence data is used as a natural inflow boundary condition. The length of the straight pipe downstream of the elbows is 65 D.
In a non intrusive polynomial chaos approach the distance of the preliminary group of three elbows is chosen as random. It is considered to be uniformly distributed between 4 and 60 D. Therefore all four measurement setups are included in the probability space. 20 sample positions are chosen for the polynomial chaos approach according to the nodes of the Gauß-Legendre quadrature. The commercial solver ANSYS CFX is used for the CFD calculations. The normalized axial velocity profile resulting from a simulation with ideal inflow conditions is shown in Figure 4 left. The expected axial flow profile, calculated with random intermediate distance and the associated relative standard deviation is shown in Figure 4 . Similar to the measurements, shown in Figure 2 , the position of the sickle is located on the right-hand side, but is more elongated than in the measurements. The standard deviation exhibits values of up to 10 % relative to the mean velocity u vol . The lowest values are located on the lower right-hand side and form sickle shape. The highest values can be observed on the right and left side bordering the sickle shape.
COMBINATION OF CFD AND LDV
In the following laser optical and numerical methods are combined in order to firstly estimate and secondly reduce the uncertainty of the flow rate calculation. The volume flow rate from a single path LDV measurement is calculated by
In case of a rotationally symmetric profile this leads to the exact value. However, for non symmetric profiles this leads to errors. In a first step the error range of the measurements is estimated by using CFD simulations. Note, that for all further calculations the reference flow rate Q ref is defined by the mean value of the integrated LDV measurements. Due to reflections and other measurement inherit uncertainties, the values deviate slightly to the reference Meter on the test rig, but are neglected here.
Uncertainty estimation of the flow rate
The simulation result of the flow downstream the three elbows with fully developed inflow condition from Figure 4 is considered and the angle Ï p is set as random. This has been identified as a good approach in earlier research [15] . The error is defined as
, where Q p denotes the flow rate calculated with a diametrical path. When discretization errors are neglected, the resulting expected error must vanish, due to its definition (1) . The results are shown in Figure 5 . The standard deviation closely behind the bend outlet is up to 4 % and decreases until about 5 D to about 1.5 % and increases again until 20 D. From there on it slowly decreases and is still 2 % after 50 diameters of straight pipe, compare the red error bars. The blue error bars denote the maximum deviations that occur in the particular cross section. They exhibit a similar behavior with increasing distance to the elbows. The amplitudes of the negative deviations are higher and can lead to more than -8 % directly behind the bend and about -6 % in 20 D distance. The measurements are located in 6 D, which is in the area where the errors are expected to be the lowest. The evaluation of the standard deviation of the measurements (black) is with 1.2 % slightly lower than those predicted by the simulations. Also, the maximum and minimum deviations (green) are in the predicted scope.
Reduction of the flow rate uncertainty
In the next step a procedure is derived, that allows to reduce uncertainties of the flow rate calculation shown in Figure 5 . Therefore, an optimization procedure is proposed in this section. simulated velocity profile along a diametrical path, the L 2 -norm in polar coordinates
is considered, whereas R denotes the maximum radius r of the pipe cross section. The flow rate is the quantity of interest and therefore unknown. However in the simulations the flow rate must be (implicitly) set in the boundary inlet condition. To conduct the simulations the flow rate Q s is estimated. Those estimations can result from the integral of a single path measurement or an installed flow meter. However the flow rate in the simulation Q s is defective. To compensate these errors a constant factor F is introduced, which multiplies the simulated velocity profile to best fit the measured velocity profile, i.e. Q c = F Q s . Additionally the velocity distribution of the simulation is depending on the inlet condition, e.g. the distance to the preliminary bends › oe = [4, 64] D. The angle Ï p of the diametrical path can also be varied. This results in the non-linear, non convex optimization problem
The velocity profile for a certain inlet conditionũ s is assembled by a sum over all modes for a certain radius and angleû i (›, Ï p , r) multiplied with the orthogonal polynomials
From the optimization criteriaˆT F = 0 the factor F can be determined by
The derivatives of T for the other variables › and Ï p can not be calculated directly and would lead to a new minimization problem, which is not considered here. In order to simplify the calculation the optimal factor F (›, Ï p ) is inserted into the target function 3. The resulting optimization problem is reduced by one dimension
To solve the minimization problem (6) the downhill simplex algorithm according to Nelder and Mead [13] is used. To distinguish the global minimum the algorithm is started with di erent initial conditions. All Integrals are numerically solved by a trapezoidal rule.
Results
The procedure is applied to Measurement 1-4 in Figure 2 . Di erent variations, e.g. of the angle Ï p and the distance between the elbows › were conducted. The variation of the path angle shows the best results. The errors for all measurements are shown in Figure  6 . Each path is treated as a single LDV measurement. The errors are in percent relative to the mean value of all path integrations according to (1) . The errors of the integration of each path is shown in blue circles connected with lines. All measurements show a periodic behavior with amplitudes of about 2 %. Applied to each particular measurement the proposed procedure behaves di erently. For Measurement 3 the error decreases for each path. The mean error of the combined procedure, depicted as red dashed line, is staying around zero. For Measurement 2 and 4 the error for about half of the paths is decreased. For the other half the error slightly increases. The mean value in both cases is increasing to about 1 %. For Measurement 1, in which the distance between the two elbow conjunctions is 5 D, the combined procedure lowers the error only in one path. In every other path the error is increased, the mean error is about 3 %. The value of the target function (6) is represented by red error bars. It is proposed to be a measure for the uncertainty for a single path measurement. It can be observed that in almost all cases the error bar covers the zero error line. Nonetheless, the size of the error bars do not always correspond to the present error and seem to be too large. To assess the performance of the combined method the standard deviation of the error over the paths is compared in Figure 7 . The standard deviation of the errors that are calculated solely by integration of the LDV profiles is depicted in blue and for the combined algorithm in red. While the standard deviation for Measurement 2, 3, and 4 is drastically reduced, it is slightly enhanced for Measurment 1. The yellow bars represent the value of the expected error for the combined procedure. It is added to the standard deviation as an additional uncertainty. For Measurements 1 and 2 the uncertainty is enhanced by the combined algorithm. For Measurement 3 and 4 a reduction of the uncertainty is still achieved by the combined procedure. 
CONCLUSIONS
In this paper systematic errors of single path laser Doppler velocimetry (LDV) measurements in asymmetric swirling flows behind several elbows out-of-plane are investigated. To do so, simulations with Reynolds averaged Navier-Stokes equations (RANS) are performed. Firstly it is demonstrated, that the uncertainty of the calculated flow rate due to the integration of a single diametrical LDV path can be well estimated with computational fluid dynamics. Therefore, the angle is set as random and the standard deviation is used as a measure for the uncertainty. Secondly, a method is derived to fit a simulation result to a measurement by solving an optimization problem. Due to the adapted simulation a factor is introduced that estimates the flow rate, while the value of the target function is proposed as a measure for the uncertainty of the coupled numerical and laser optical procedure. Four LDV measurments were studied.
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