Gatifloxacin is an expanded-spectrum 8-methoxy fluoroquinolone effective against a broad spectrum of pathogens (18, 20, 21) . Its spectrum of activity, high oral bioavailability, extensive tissue distribution, and once-daily, interchangeable intravenous or oral dosing make it an attractive potential addition to the therapeutic armamentarium for pediatric infectious disease (26, 28, 34) . Although gatifloxacin is not FDA approved for the treatment of otitis media in children, studies support its effectiveness in patients with recurrent otitis media and/or acute treatment failure (3, 15, 16, 24) and provide supporting evidence for its activity in children against key respiratory tract pathogens such as Streptococcus pneumoniae.
In adults, orally administered gatifloxacin is well absorbed in a dose-independent fashion, with an absolute bioavailability of approximately 96% (23) . The rate and extent of absorption are not significantly affected by food (22) . Gatifloxacin undergoes limited biotransformation and is eliminated primarily unchanged in the urine (70 to 80%), with an elimination half-life of approximately 8 to 10 h (14, 28) . Gatifloxacin exhibits linear pharmacokinetics (PK), with clearance being independent of dose (14) . The mean area under the concentration-time curve from 0 to 24 h (AUC 0-24 ) Ϯ standard deviation for adults given multiple daily doses of 400 mg is 34.4 Ϯ 4.1 mg ⅐ h/liter (28) .
The pharmacokinetics of gatifloxacin in pediatric patients were investigated in a single-dose safety/pharmacokinetic study utilizing intensive blood sampling and noncompartmental pharmacokinetic analysis methods (9) . While that study did examine the potential impact of gatifloxacin disposition on pediatric-dose selection, it did not fully consider all of the potentially relevant factors that can contribute to variability in pharmacokinetics, which are afforded by population-based techniques. In general, population pharmacokinetic models have the additional advantage of providing precise estimates of the variance-covariance between pharmacokinetic parameters, useful for subsequent simulation experiments, and are applicable to sparse sampling strategies often employed in phase II/III pediatric studies (5, 31, 32) . Thus, the data collected in the above-described study were used to develop a population pharmacokinetic model describing the patient factors responsible for the intersubject variability in gatifloxacin pharmacokinetics. This model is suitable for use, in combination with sparse-concentration sampling strategies often employed in pediatric studies, to estimate exposure in future studies, potentially leading to the identification of PK and pharmacodynamic (PD) targets for efficacy against pediatric respiratory tract infections. Furthermore, this model should also be suitable for the conduct of robust simulation experiments critical to defining appropriate dosing regimens as well as to evaluating the comparative utility of anti-infective agents (2, 7).
MATERIALS AND METHODS
Patients and data collection. The data used in this analysis were collected in a nonrandomized, open-label, parallel-group, single-dose, dose escalation study of the safety and pharmacokinetics of orally administered gatifloxacin in 84 hospitalized or outpatient pediatric patients (9) . The study consisted of the following four age strata: 6 months to Յ2.0 years, Ͼ2.0 to Յ6.0 years, Ͼ6.0 to Յ12.0 years, and Ͼ12.0 to Յ16.0 years. Within each age stratum, patients were administered one dose of 5, 10, or 15 mg/kg of body weight of gatifloxacin as an oral suspension, up to a maximum dose of 600 mg. All patients meeting the eligibility criteria as defined in the protocol (82 of the 84 patients) were included in the analysis. Eleven blood samples were collected from each patient at the following times after dosing: 0.5, 0.75, 1, 1.5, 2, 3, 4, 6, 8, 12, and 24 h.
Additional information was collected regarding patient demographics and covariate factors. This information included weight, height, age, gender, race, and serum creatinine concentration. Creatinine clearance was calculated from the measured serum creatinine concentration using the Schwartz formula (30) . Body surface area (BSA) was calculated using the method of Gehan and George (12) . Based on the distribution of patient race, each patient was categorized as white, black, or other.
Drug analysis. Plasma specimens were analyzed for gatifloxacin using a previously described, validated high-performance liquid chromatography fluorescence method (23) . The lower limit of quantitation of gatifloxacin in plasma was 0.01 g/ml; standard curves were linear (r 2 Ն 0.983) over the concentration range of 0.01 to 5 g/ml. The between-run and within-run levels of precision for quality control samples were no greater than coefficients of variation of 9.5 and 10.1% respectively, with deviations from nominal concentrations being within Ϯ5.6%.
Population pharmacokinetic model development. The gatifloxacin concentration-time data were fit to a one-compartment model using the NONMEM computer program (version 5) (6) . Due to the large number of samples per patient, the first-order conditional estimation method with interaction was used (4) . When a one-compartment model with first-order absorption and elimination was evaluated (subroutines ADVAN2 and TRANS2), the apparent oral clearance (CL/F, where F is oral bioavailability), apparent volume of distribution (V/F), and first-order absorption rate constant (k a ) parameters were estimated. Interindividual variability in CL/F, V/F, and k a values was modeled using an exponential-error model. The two error models evaluated to estimate residual variability were a proportional-error model and a combined model of additive errors plus proportional errors.
Patient covariates were added to the basic model using a forward-selection procedure. The covariates evaluated included age, weight, body surface area, serum creatinine, creatinine clearance, gender, and race. Initially, Bayesian estimates of clearance generated from the basic model were plotted against each covariate to determine potential functional forms for the relationship (i.e., linear, piece-wise linear, and nonlinear). Each covariate of interest was then added to the model for clearance (or elimination rate) and volume of distribution separately, and the results of these runs were compared. All covariate effects whose addition resulted in a significant reduction in the value of the objective function (a decrease of at least 3.84 [␣ ϭ 0.05, 1 degree of freedom]) were included in the full multivariable model. The resulting multivariable model was used to examine the appropriateness of the interindividual-variability and residual-error models. A recursive backward-elimination procedure was then performed to further refine the model and eliminate correlated predictors. During each step of backward elimination, the covariate whose removal resulted in the smallest nonsignificant increase in the objective function (a change of no more than 10.83 [␣ ϭ 0.001, 1 degree of freedom]) was removed from the model. This process was repeated until no further covariate effects could be removed from the model without a statistically significant difference in the minimum value of the objective function. The final model was then assessed for the appropriateness of the interindividual-variability and residual-error models.
Statistical analysis. Statistical significance was assessed by the change in the log likelihood value obtained for various models. For each analysis, NONMEM computed the minimum value of the objective function, a statistic that is proportional to minus twice the log likelihood of the data. In the case of hierarchical models, the change in the minimum value of the objective function produced by the inclusion of a parameter is asymptotically distributed as 2 , with the number of degrees of freedom equal to the number of parameters added to or deleted from the model. When alternative models could not be cast as hierarchical, the change in the objective function was used only as a qualitative measure of statistical significance.
The goodness-of-fit of each NONMEM analysis was assessed by the examination of the following: scatter plots of predicted concentrations versus measured concentrations and predicted concentrations versus weighted residuals, the precision of the parameter estimates as measured by the percent standard error of the mean (standard error/parameter estimate ϫ 100%), and changes in the estimates of interindividual variability and residual variability for the specified model.
Model validation. Due to the relatively small sample size, a cross-validation approach was taken. In this approach, the data were split into 10 groups of similar demographic characteristics in order to provide 10 distinct validation data sets ("test data sets") of eight patients each. For the first test set, the final population model was fit to data from the remaining 74 patients (the "training set") to obtain mean population pharmacokinetic parameter estimates. The model, with parameter values fixed to those determined from the training data set, was then applied to the test data set in order to predict the measured concentrations. Because the total sample size was 82 subjects, 2 subjects were never included in a test set but were included in the "training data sets." This process was then repeated for the remaining nine test data sets. The bias and precision of the predicted concentrations were assessed by means of the percent prediction error (PEP) and the absolute PEP (APEP) calculated using equations 1 and 2 below:
where PEP ij is the percent prediction error between the measured value of the ith plasma concentration in the jth subject and the predicted value of the ith plasma concentration in the jth subject, APEP ij is the absolute value of PEP ij , Cp ij is the measured value of the ith plasma concentration in the jth subject, and PRED ij is the predicted value of the ith plasma concentration in the jth subject. Simulation of exposure using alternative dosing regimens. The pediatric dosing regimen for gatifloxacin oral suspension previously under consideration was as follows: 10 mg/kg/dose given once daily up to a maximum dose of 400 mg once daily. As the maximum dose allowed in this study was 600 mg once daily, it was necessary to conduct simulations in order to evaluate the suitability of the regimen under consideration. These simulations were conducted by creating a data set of 1,134 hypothetical pediatric subjects with age-appropriate weight and body surface area characteristics. The age appropriateness of the patient characteristics was achieved by first simulating age using a uniform distribution and then simulating the patient's height and weight using the CDC reference charts.
Using the fixed-and random-effect models from the final population PK model, two AUC 0-24 values were generated for each simulated patient, one using a 10-mg/kg regimen with no upper dose limit and one using the proposed regimen of 10 mg/kg up to 400 mg. An estimate for the free-drug AUC-to-MIC ratio (fraction unbound AUC [fuAUC]/MIC 90 ) was obtained by dividing the free-drug AUC (0.8 ⅐ AUC 0-24 ) estimated for the proposed regimen (10 mg/kg up to 400 mg) by the MIC 90 of gatifloxacin to Streptococcus pneumoniae (0.5 g/ml) (19).
RESULTS

Data.
The initial pharmacokinetic database consisted of information from 84 patients and 860 gatifloxacin plasma concentrations. Data from two patients (13 concentrations) were excluded due to concomitant administration of medications that were prohibited by the protocol and resulted in outlier or undetectable plasma concentrations. Two additional samples collected 24 h postdose were undetectable and were also excluded. Thus, data from a total of 82 patients and 845 plasma concentrations were utilized for the final pharmacokinetic analysis. was approximately 7 (7) years. Subjects were relatively equally distributed among the age strata, with 22 subjects being Յ2.0, 18 being between 2.0 and 6.0, 22 being between 6.1 and 12.0, and 20 being Ͼ12.0 years of age. Scatter plots of gatifloxacin plasma concentrations versus time since the last dose are illustrated in Fig. 1 , stratified by dose group. Structural pharmacokinetic model. Initially, a one-compartment model with first-order absorption and linear elimination was tested in which the parameters of clearance and volume of distribution were estimated. During the structural-model development, while NONMEM data converged, the goodnessof-fit plots indicated slight model misspecification. In addition, the pharmacokinetic parameter estimates from this preliminary model were inconsistent with expected values based on prior adult and pediatric noncompartmental analyses. It was felt that this might be due to identifiability issues secondary to the importance of subject size in relation to CL/F and V/F. Thus, the impact of subject size on both CL/F and V/F was assessed simultaneously prior to the addition of the remaining covariates (such as age and creatinine clearance, etc.). This approach incorporates physiologic development (using body size as a surrogate) in the base model, with additional effects of age being examined during covariate model building.
Covariate and interindividual-variability models. Table 2 details the results of covariate model building. After a screening of various size functions on CL/F and V/F, a linear relationship between body surface area and CL/F combined with a linear relationship between weight and V/F best described the data. Forward-selection and backward-elimination procedures failed to yield any covariates that significantly improved the model and confirmed that both of these relationships improved the model. Table 3 . In brief, the final population pharmacokinetic model was a one-compartment model with first-order absorption and elimination. The covariate relationships in the final model were between BSA and CL/F and between weight and V/F. Interindividual variabilities in CL/F, V/F, and k a values were estimated to be 30%, 25%, and 84%, respectively. The correlation between the interindividual variability in CL/F values and the interindividual variability in V/F values was estimated to be 24%. Residual variability, estimated using a proportional-error model, was 25%. The typical values of CL/F, V/F, and k a can be calculated using equations 3 through 5 below:
Final pharmacokinetic model. The details of the final population model are provided in
The goodness-of-fit plots for this model are provided in Fig. 2 . The model fit the measured concentrations with minimal bias and moderate precision (the residual error was 25%).
Model validation.
In general, the model performed well, with an overall median (25th-to 75th-percentile) percent prediction error (bias) of 0.316 (Ϫ30.0, 31.3); median bias estimates for individual data sets ranged from Ϫ12.6% to ϩ16.7. The overall median (25th-to 75th-percentile) absolute percent prediction error (precision) was 30.7 (13.4, 52.3); median precision estimates for individual data sets ranged from 23.7% to 38.2%. The estimates were similar with each test population, the confidence interval from the 25th to 75th percentiles universally included 0 (for bias estimates), and the magnitude of values fell within the range of the residual error.
Simulated exposure using an alternative dosing regimen. Results of the simulation suggest that, if the dose is not truncated at 400 mg, older (i.e., heavier) pediatric patients are likely to experience gatifloxacin exposure well above the range experienced by younger (i.e., lighter) patients. For those patients with a body weight above 40 kg, the median (minimum to maximum) predicted AUC 0-24 using a uniform dose of 10 mg/kg would be 39.5 mg ⅐ h/liter (20.3 to 94.2) compared to the median (minimum to maximum) of 29.8 mg ⅐ h/liter (12.4 to 84.3) for patients weighing less than 40 kg. The median (minimum to maximum) predicted AUC 0-24 using a hypothetical fixed dose of 400 mg for the patients weighing more than 40 kg was 29.8 mg ⅐ h/liter (13.9 to 63.2) (see Fig. 3 ).
For the entire simulated patient population, which ranged in age from 6 months to 16 years, the median (minimum to maximum) predicted AUC 0-24 using a hypothetical fixed maximum dose of 400 mg was 29.8 mg ⅐ h/liter (12.4 to 84.3). The predicted median (minimum to maximum) fuAUC/MIC 90 was 47.7 (19.9 to 135); 93.2% of patients (1,058 of 1,134 patients) had a simulated fuAUC/MIC 90 above the target value of 30.
DISCUSSION
In order to facilitate analysis of future pediatric studies involving gatifloxacin, a population pharmacokinetic model describing the relevant patient factors contributing to variability in gatifloxacin pharmacokinetics in this pediatric population was undertaken. A prior noncompartmental analysis had been performed (9) but was limited, as only subjects with complete pharmacokinetic profiles could be included. Furthermore, steady-state concentrations at specific times during a dose interval cannot be predicted with noncompartmental-analysis methods. Population pharmacokinetic methods offer us the ability (i) to estimate gatifloxacin exposure (in plasma and other tissues and fluids) in pediatric patients by using a limited number of pharmacokinetic samples and (ii) to evaluate the appropriateness of the chosen dose in comparison with other anti-infective agents for similar indications, using simulation methods. Last, the population-based, mixed-effect approach enabled pharmacokinetic evaluation of incomplete and, therefore, unbalanced data sets (19 patients with one or more missing postdose samples) that alone would have been insufficient to yield accurate individual parameter estimates using the noncompartmental approach. To that end, we were able to obtain estimates of the individual pharmacokinetic parameters that were more accurate than the noncompartmental estimates (9) for these 82 pediatric patients. In a comparison of our 77 patients, for whom parameters were derived by both noncompartmental and population methods, the agreement between estimates of apparent oral clearance, AUC 0-24 , and half-life were excellent. In addition, parameter variance estimates from the population analysis are relatively unbiased, as they account for both the residual variability and the covariance among parameters. Although one report found that a linear, twocompartment model best described the plasma pharmacokinetics in adults (28) , the most robust model that could be fit to this pediatric data set was a one-compartment model with first-order absorption and elimination; the data did not support a two-compartment model. A primary benefit of population analysis methods over traditional methods is the ability to quantify the impact of patient factors on the pharmacokinetic parameters of the drug (5, 31, 32, 33) . In this analysis, relationships between body size and gatifloxacin pharmacokinetic parameters were of the most importance. Body surface area best explained the intersubject variability in gatifloxacin clearance, while weight best described the variability in volume. The linear relationship between BSA and apparent clearance is consistent with the predominant renal elimination of gatifloxacin and the flat linear relationship between BSA and the glomerular filtration rate in older infants and children (30) . Beyond these size-related relationships, no other covariate, including age, serum creatinine, and estimated creatinine clearance, improved the model. In this case, body size is a likely surrogate for developmental variability in the clearance organ, and no further influence of age could then be identified. While one might expect estimated creatinine clearance to be a significant independent covariate in the model, the patients in this study all had normal renal function, reducing our ability to evaluate the impact of reduced renal function. In addition, all patients had very low serum creatinine values (the maximum value was 1.0 g/dl) reported to one decimal place, reducing the precision of creatinine clearance estimates. Finally, both BSA and creatinine clearance are estimated from subject height; thus, the high degree of correlation seen between these two covariates was expected.
Although BSA was found to be a better predictor of clearance than body weight, the two measures are highly correlated, and body weight is simpler to use for dosing pediatric patients. As the nonlinear relationship between weight and BSA is most pronounced in the youngest patients, there is a potential for underdosing of the smallest children or overdosing of the largest children when using a weight-based dosing scheme in situations where clearance is best correlated with BSA. However, given the inherent interindividual variability in clearance and the relatively wide therapeutic index of gatifloxacin, any added precision gained from BSA-based dosing is unlikely to be clinically significant. A more clinically relevant issue is that of the maximum dose to be used in pediatric patients. In children weighing less than 40 kg, a dose of 10 mg/kg provides exposures similar to those seen in adults from studies utilizing 400 mg. However, children weighing more than 40 kg have higher gatifloxacin exposure (in terms of AUC 0-24 ) than the younger age groups. As can be seen in Fig. 3 , limiting the maximum dose to 400 mg once daily brings the gatifloxacin exposure in the older (i.e., heavier) children in line with the exposure seen in the younger (i.e., lighter) children. As the established PK-PD target for efficacy in Streptococcus pneumoniae infections is a fuAUC/MIC of 30 (1, 10, 11, 27) , the dose of 10 mg/kg appears to be appropriate from an effectiveness standpoint as well, given the present MIC 90 for gatifloxacin in large cohorts of Streptococcus pneumoniae isolates (19) .
The results of this analysis demonstrate the applicability of a population-based pharmacokinetic analysis to gatifloxacin data obtained from a pediatric population. Validation of this approach is supported by both internal assessment (i.e., crossvalidation) and external comparison to later studies (13, 25) . The value of the population-based approach for gatifloxacin in pediatrics, as well as for pediatric drug development in general, resides with the potential to make use of sparse data sets obtainable from future studies to evaluate exposure-response relationships for safety and/or efficacy in pediatric subpopulations defined by disease state and/or development (e.g., patients with renal compromise, neonates, and infants). Such analyses can be extremely useful in providing dose justification and may help to streamline the pediatric drug development process, allowing children earlier access to potentially useful therapeutic agents.
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