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Propagation of chaos for the Vlasov-Poisson-Fokker-Planck system
in 1D
Maxime Hauray and Samir Salem∗
Abstract
We consider a particle system in 1D, interacting via repulsive or attractive Coulomb forces.
We prove the trajectorial propagation of molecular chaos towards a nonlinear SDE associated to
the Vlasov-Poisson-Fokker-Planck equation. We obtain a quantitative estimate of convergence in
expectation, with an optimal convergence rate of order N−1/2. We also prove some exponential
concentration inequalities of the associated empirical measures. A key argument is a weak-strong
stability estimate on the (nonlinear) VPFP equation, that we are able to adapt for the particle
system in some sense.
Keywords: Particles system, 1D Vlasov-Poisson equation, Propagation of molecular chaos,
Monge-Kantorovich-Wasserstein distances, exponential concentration inequalities.
AMS Subject Classification: 35Q83 Vlasov-like equations, 60K35 Interacting random pro-
cesses, 60H10 Stochastic ordinary differential equations, 82C21 Dynamic continuum models.
1 Introduction
We consider here a one dimensional system of N particles, with position XNi ∈ R and velocity
V Ni ∈ R, interacting via the Poisson interaction, and submitted to independent Brownian noises
and friction. The associated system of Stochastic Differential Equation (SDE) is the following:
dXNi,t = V
N
i,t dt, dV
N
i,t =
( 1
N
N∑
j=1
K
(
XNi,t −XNj,t
)− V Ni,t ) dt+√2 dBi,t, (1)
where the (Bi,t)t≥0 are independent Brownian motions. The interaction kernel is defined (every-
where) by
K(x) := ±1
2
sign(x) = ±1
2

1 if x > 0,
0 if x = 0,
−1 if x < 0.
(2)
The case K = 12 sign corresponds to the repulsive case, while the interaction is attractive when
K = −12 sign. This two cases lead of course to very different dynamics, but concerning the propa-
gation of chaos in finite time the sign of K is not very relevant, so we will handle both cases in the
same way.
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Well-posedness of the particle system. The first non-obvious problem is raised by the particle
system (1). Since the force field is only of bounded variation (BV in short) and not Lipschitz, the
standard theory does not apply. Neither does the theory of existence and uniqueness developed for
uniformly elliptic diffusions (see for instance[16, 5, 2] among many others) since the diffusion act
here only on the velocities. However, due to the particular geometry of the problem, we can still
get weak existence and uniqueness in law. The precise result is the following
Theorem 1. For any N ≥ 2, and any (deterministic) initial condition (XNi,0, V Ni,0)i≤N ∈ R2N , weak
existence and uniqueness in law hold for SDE (1).
Since (1) is linear, it also implies weak existence and uniqueness for any random initial condition.
Theorem 1 is proved in Section 2 using the following strategy: we reformulate (1) in an SDE with
memory involving the (V Ni,t )i≤N,t≥0 only (simply because the X
N
i,t are time integrals of the V
N
i,t ).
Then we apply to that new (non-markovian) SDE a standard technique relying on the Girsanov’s
theorem. To the best of our knowledge, the strong existence and uniqueness of solution to that
system are yet unknown, and we were not able to prove it.
A non-linear SDE related to the Vlasov-Poisson-Fokker-Planck equation. When the
number of particles is large, and under the assumption that two particles picked up among all the
others are roughly independent at any time (in particular this should be true at t = 0), we expect
the N particles to behave almost like N i.i.d copies of the (expected unique) solution to the following
non linear SDE, or McKean-Vlasov process:
dYt =Wt dt, dWt = EY¯t
[
K(Yt − Y¯t)
]
dt−Wt dt+
√
2 dBt, (3)
where (Bt)t≥0 is a Brownian motion (independent of the rest) and Y¯t is an independent copy of Yt.
We will prove the well-posedness of that nonlinear SDE for initial data with a uniform control on
the velocity tails, and even a weak-strong stability estimate (here “strong solution” means that the
law L(Yt) of Yt remains uniformly bounded in time). Before stating the precise result, we introduce
two useful norms:
Definition 1. For any λ > 0, and any γ > 0, we define for any f ∈ L∞(R2) the two following
norms:
‖f‖e,λ := ess-sup(x,v)∈R2 f(x, v)eλ|v| ∈ [0,+∞] (4)
‖f‖p,γ := ess-sup(x,v)∈R2 f(x, v)〈v〉−γ ∈ [0,+∞] (5)
where 〈v〉 = √1 + v2, so that equivalently ‖f‖p,γ = ess-sup(x,v)∈R2 f(x, v)
(
1 + v2
)−γ/2
, and the
essential supremum are taken with respect to the Lebesgue measure.
Theorem 2. (i) Existence of strong solutions:
Assume that the law f0 of the initial condition (Y0,W0) satisfies f0 ∈ P1(R2)∩L1(R2) and also
‖f0‖e,λ < +∞, for some λ > 0 or ‖f0‖p,γ < +∞, for some γ > 1. Then, given any Brownian
motion (Bt)t≥0 (independent of the initial conditions) there exists a solution (Yt,Wt) to (3) with
initial condition (Y0,W0), and its law at time t ≥ 0: ft = L(Yt,Wt) satisfies either
‖ft‖e,λ ≤ 2 et+λ+
λ2
2 ‖f0‖e,λe−t , or ‖ft‖p,γ ≤ Cγeγt‖f0‖p,γ , (6)
where Cγ is a constant depending only on γ.
(ii) Weak/strong stability for solution with bounded density (in y).
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If (Y 1t ,W
1
t ) and (Y
2
t ,W
2
t ) are two solutions to (3) built on the same probability space with
the same Brownian motion (Bt)t∈R, if the density ρ1t = L(Y 1t ) is uniformly bounded at any time:
‖ρt‖∞ < +∞ for any t ≥ 0, then the following stability estimate holds
E
[|Y 1t − Y 2t |+ |W 1t −W 2t |] ≤ e8(t+∫ t0 ‖ρ1s‖∞ ds)E[|Y 10 − Y 20 |+ |W 10 −W 20 |]. (7)
The proof of the weak-strong stability estimate relies on the crucial Lemma 4 that allows to
control the singularity of the force, when comparing the evolution of two solutions, assuming only
that one of them has a bounded density in position. That Lemma was already used in [10], to
get similar results for the associated deterministic particle system: i.e. particles interacting via the
same kernel but without noise and friction. The proof of the existence of solutions relies on an usual
approximation procedure, see Section 3.3. The propagation of the bound on ‖ft‖e,λ or ‖ft‖p,γ is
done using a standard argument that we may call the method of characteristics or Feynman-Kac’s
formula.
The stability result on the Vlasov-Poisson-Fokker-Planck equation The stability results
on the process (3) simply translate on the associated Fokker-Planck or Kolmogorov forward equa-
tion, which is here the Vlasov-Poisson-Fokker-Planck equation (VPFP in short):
∂tft + v ∂xft + (ρt ⋆ K)∂vft = ∂v(∂vft + v ft), (8)
where ft is the law at time t of the process (Yt,Wt) and ρt =
∫
ft dv is the law at time t of Yt.
As the kernel K is bounded and defined everywhere by (2), remark that very few hypothesis are
required to define solutions to (8) in the sense of distribution: if f ∈ L1loc(R+,P(R2)), where P(R2)
stand for the space of probability, then all the terms appearing in (8) define a distribution.
The Theorem 2 as the following consequence on VPFP:
Corollary 1 (of Theorem 2). (i) Existence of strong solution. Let f0 ∈ P ∩ L1(R2) with a finite
order one moment:
∫ (|x|+ |v|)f0(dx, dv) , and satisfying either ‖f0‖e,λ < +∞, for some λ > 0 or
‖f0‖p,γ < +∞, for some γ > 1. Then, there exists a solution ft to (8) with initial condition f0, and
it satisfies (6).
(ii) Weak/strong uniqueness for solution with bounded density (in y).
If f1t and f
2
t are two solutions to (8) and if ρ
1
t =
∫
f1t dv is uniformly bounded for any time
t ≥ 0, then the following stability estimate holds:
W1
(
f1t , f
2
t
) ≤ e8(t+∫ t0 ‖ρ1s‖∞ ds)W1(f10 , f20 ) (9)
This corollary is proved in Section 3.4. It is a direct consequence of Theorem 2, and of the
fact that a weak solution ft to the VPFP1D equation (8), can always be represented as the time
marginals of a process (Yt,Wt)t≥0 solution to (3).
The quantitative propagation of chaos in the mean When comparing a solution (XNi,t, V
N
i,t )i≤N
of the particle system (1) with the limit process (3) and its associated Fokker-Planck equation (8),
a very natural strategy (which goes back to McKean [13]) is to introduce N independent copies
(Y Ni,t ,W
N
i,t)i≤N of the limit nonlinear SDE (3), constructed with the same Brownian motion as the
(XNi,t, V
N
i,t ), and with initial conditions coupled in a optimal way. In our case, we are able to prove
a sharp estimate on the average distance between these two systems.
To state our result properly, we recall that by definition exchangeable random variables have a
law that is invariant under permutation, and that chaotic sequences of r.v. are defined as follows:
Definition 2. Let f be a probability on R2. A sequence
(
(XNi , V
N
i )i≤N
)
N∈N of exchangeable random
variables is said to be f -chaotic, if one of the equivalent conditions below is satisfied:
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i) ∀k ∈ N, L((XNi , V Ni )i≤k) w−−−−→
N→∞
f⊗k,
ii) L((XN1 , V N1 ), (XN2 , V N2 )) w−−−−→
N→∞
f ⊗ f ,
iii) µN :=
1
N
N∑
i=1
δ(XNi ,V Ni )
L−−−−→
N→∞
f .
If Y is a random variable of law f , we will equivalenty say that a sequence is f -chaotic or
Y -chaotic. We refer to [14] for the equivalence of the three conditions above, and to [12] for a
quantitative version of that equivalence.
We also state the following proposition, that reformulate propagation of chaos in term of cou-
pling. It is a consequence of [12, Theorem 1.2]
Proposition 1. Assume that
(
(XNi , V
N
i )i≤N
)
N∈N is a sequence of exchangeable random variables
with uniformly bounded order two moment: supN∈N E
[|XN1 |2+ |V N1 |2] < +∞. Let f be a probability
on R2. Then, the following statements are equivalent:
i) The sequence
(
(XNi , V
N
i )i≤N
)
N∈N is f -chaotic;
ii) E
[
W1
(
µN , f
)] −−−−→
N→∞
0, where W1 stands for the order one Monge-Kantorovich-Wasserstein
distance, and µN = 1N
∑
i=1N δ(XNi ,V Ni )
is the associated empirical measure;
iii) If the (Yi,Wi)i∈N are i.i.d.r.v. with commun law f , independent of the (XNi , V
N
i )i≤N for all
N , then
E
[∣∣XN1 − Y1∣∣+ ∣∣V N1 −W1∣∣] = E[ 1N ∑
i
∣∣XNi − Yi∣∣+ ∣∣V Ni −Wi∣∣] −−−−→
N→∞
0;
iv) min
coupling
E
[ 1
N
∑
i
∣∣XNi − Yi∣∣ + ∣∣V Ni − Wi∣∣] −−−−→
N→∞
0, where the minimum is taken on all the
exchangeable coupling with (Yi, Vi) i.i.d. with common law f .
The above Proposition allows to state a precise result of propagation of molecular chaos. We
emphasize that this result is a true result of propagation: it does not apply only to i.i.d. initial
conditions, but to any chaotic initial conditions (with finite second order moment). However, the
general case is somewhat more technical, so we warn the reader that the following theorem is simpler
to understand if we only consider the case of i.i.d. initial conditions.
Theorem 3. Let f0 ∈ P(R2) with finite order two moment:
∫ (|x|2 + |v|2) f0(dx, dv) < ∞, and
such that there exists a (necessary unique by Corollary 1) solution ft to (8) with initial condition
f0 satisfying
∫ t
0 ‖ρs‖∞ ds < +∞ for any time t ≥ 0, where ρs stands for the density in position:
ρs(x) :=
∫
fs(x, dv). We also denote by (Yt,Wt)t≥0 the unique solution to (3) such that L(Y0,W0) =
f0.
Let (XNi,0, V
N
i,0)i≤N be a sequence of f0-chaotic random variable with uniformly bounded order
two moment: supN∈N E
[|XN1,0|2 + |V N1,0|2] < +∞. By Theorem 1, we may find a probability space
together with a N -dimensional Brownian motion and a process (XNi,t, V
N
i,t )i≤N solution to (1). Then,
the sequence
(
(XNi,t, V
N
i,t )i≤N
)
n∈N is (Yt,Wt)t≥0 chaotic.
More precisely, by standard arguments, we may also construct on that probability space N i.i.d.
copies (Y Ni,t ,W
N
i,t)i≤N of the solutions of (3) with the same Brownian motion, and with initial con-
ditions of law f0, coupled with (X
N
i,0, V
N
i,0)i≤N in an exchangeable way. Then the following estimate
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holds:
E
[
sup
s∈[0,t]
∣∣XN1,s−Y N1,s∣∣+ ∣∣V N1,s−WN1,s∣∣ ] ≤ (E[∣∣XN1,0−Y N1,0∣∣+ ∣∣V N1,0−WN1,0∣∣]+ 9√
N
)
e
(
t+8
∫ t
0
‖ρs‖∞ ds
)
.
In particular, if (XNi,0, V
N
i,0)i≤N are i.i.d. with law f0, then
E
[
sup
s∈[0,t]
∣∣XN1,s − Y N1,s∣∣+ ∣∣V N1,s −WN1,s∣∣ ] ≤ 9√
N
e
(
t+8
∫ t
0
‖ρs‖∞ ds
)
.
Remark 1. Thanks to Corollary 1, the last hypothesis on f0 is satisfied if ‖f0‖e,λ < ∞ for some
λ > 0, or if ‖f0‖p,γ <∞ for some γ > 1.
The proof of that result is performed in Section 4: it relies in a crucial way on a “rope argument”
introduced in Section 3.1. A second key argument is the introduction of an ad-hoc Poisson Random
Measure (PRM), which allows to conclude using standard properties of PRMs.
Using standard results on the convergence on empirical measures toward their mean [8, Theorem
1], we may deduce convergence results between the empirical measure of the particle system and
the expected limit profile.
Corollary 2 (of Theorem 3). Under the same assumptions than in Theorem 3, and assuming
moreover that
∫ (|x|+ |v|)q f0(dx, dv) <∞ for some q > 2 we obtain that for any time t ≥ 0,
E
[
W1(µ
N
t , ft)
] ≤ Ct( ln(1 +N)√
N
+ E
[
W1(µ
N
0 , f0)
])
,
for some constant Ct > 0 depending on t,q and f0.
Exponential concentration inequalities for the particle system. In the case were the ini-
tial conditions are i.i.d., we also prove concentration inequalities for the solutions of the particle
system (1), precisely:
Theorem 4. Let f0 ∈ P(R2) with some finite exponential moment:
∫
eλ(|x|+|v|) f0(dx, dv) <∞ for
some λ > 0, and such that there exists a (necessary unique by Corollary 1) solution ft to (8) with
initial condition f0 satisfying κt := sups≤t ‖ρs‖∞ ds < +∞ for any time t ≥ 0, where ρs stands for
the density in position: ρs(x) :=
∫
fs(x, dv). Let (X
N
i,0, V
N
i,0)i≤N be a sequence of N i.i.d random
variables with common law f0.
By Theorem 1, we may find a probability space together with a N -dimensional Brownian motion
and a process (XNi,t, V
N
i,t )i≤N solution to (1). By standard arguments, we may also construct on that
probability space N copies (Y Ni,t ,W
N
i,t )i≤N of the solutions of (3) with the same initial conditions
(XNi,0, V
N
i,0)i≤N and Brownian motion.
Then the following concentration inequality holds for λN−1/2 ≤ ε ≤ (5κt ∧ 1)min
(
1
16 ,
λ
2 , λ
−2):
P
(
1
N
N∑
i=1
sup
s∈[0,t]
(|XNi,s − Y Ni,s |+ |V Ni,s −WNi,s|) ≥ Btε) ≤ (t+ ε)(At +A′t√Nε)N 32 e−2Nε2 ,
where the three constants depend on t, λ and the initial conditions f0. See the end of Section 6 for
precise values.
Remark 2. Thanks to Corollary 1, the hypothesis on f0 are satisfied if ‖f0‖e,λ′ < ∞ for some
λ′ > λ.
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The proof of Theorem 4 relies on a different technique than the one used in the proof of The-
orem 3. Here, we rather use exponential concentration inequalities on discrete infinite norms of
empirical measures, and on some fluctuation terms appearing naturally when comparing solutions
to (1) to copies of solutions to the nonlinear SDE (3).
Using deviation upper bounds for the approximation of probability measure by random empirical
measures associated to i.i.d sample, as for instance in [8, Theorem 2], we can also obtain the following
corollary.
Corollary 3. Under the same assumption as in Theorem 4, and if moreover the initial positions and
velocities (X ,i,0V
N
i,0) are i.i.d random variables with law f0, then for any T ≥ 0 and any λ > 0 there
exists two constants C1, C2 such that for any ε ≥ 0 satisfying λN−12 ≤ ε ≤ (5κt∧1)min
(
1
16 , λ, λ
−2),
we have:
sup
t∈[0,T ]
P
[
W1(µ
N
X,t, ft) ≥ ε
]
≤ C1
(
N4e−C2Nε
2
+ e−C2(Nε)
1−α
+ e−C2Nε
2/(1−ln ε)2
)
,
where ft is the unique solution of the VPFP equation (8) with initial condition f0.
Exponential concentration for discrete infinite norms. One of the key ingredient of the
proof of Theorem 4 is a deviation inequality on time integral (or supremum) of discrete infinite
norms for the µNY,t := N
−1∑
i δY N,it
, where the Y N,it are N i.i.d. r.v. solutions to a given SDE. Such
a result have a interest by itself so we state it below
Proposition 2. Let (Yi,Wi)ileN be N i.i.d copies of a solution of (3) driven by independent Brow-
nian motions (Bi,t)i≤N,t≥0, and assume that for t ≥ 0:
• the common initial condition has a law f0 which admits a finite exponential moment (in
position and velocity) for some λ > 0: E
[
eλ(|Y0|+|W0|)
]
< +∞. In particular we denote
cλ :=
5
2 +
1
λ lnE
[
eλ|W0|
]
;
• κt := sup0≤s≤t ‖ρs‖∞ < +∞ where ρs stands for the time marginal of Yi at time s.
Then provided that λN−1/2 ≤ εγ ≤ 5κtmin
(
1
16 , λ
−2
)
, the following bound holds with Ct := 10 +
κ2tλ
−1 + eλ(1/2+λ)t E
[
eλ(|Y0|+|W0|)
]
:
P
(
sup
s∈[0,t]
∥∥ρNs ∥∥∞,ε ≥ κt + γ) ≤ Ct(1 + t2κt + γλ (cλ +√Nεγ)
)
N
3
2 e−2N(εγ)
2
,
Essentially, the bound behave like N3/2e−2N(εγ)2 , in the most interesting range, when εγ ∼
N−1/2.
Some related works The literature on the convergence of particle systems towards non linear
mean-field models is quite huge, so we will restrict ourselves to one dimensional models. The
usual strategy, valid for smooth interaction, is well explained in Lecture notes by Sznitman [14].
In [3] Ce´pa and Le´pingle prove the propagation of chaos for the Dyson model: an order one model
(i.e. without velocities) with a strongly singular interaction K(x) ∼ |x|−1 modeling the behavior
of eigenvalues of large hermitian matrices. Their proof relies on the use of maximal monotone
operators. Recently, that convergence result was extended to similar systems with even stronger
interaction K(x) ∼ |x|−1−α with α ∈ [0, 1), by Berman and O¨nnheim [1] using Wasserstein gradient
flows. For second oder models (involving positions and velocities), our result is to the best of our
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knowledge the first result of propagation of chaos with the Poisson singularity in the stochastic
case. In the deterministic case, i.e. when the system under study is (1) without the Brownian
motions, then the mean field limit was proved originally by [15], and then by [4] as a special case
of semi-geostrophic equations, and again by the first author [10]. We shall finally mention the very
recent preprint of Jabin and Wang [11], which proves the propagation of chaos in a very similar
setting. They consider system like (1), with or without noise, with a very weak assumption on
the interaction: K bounded, but a strong regularity assumption on the limit, and prove some
quantitative propagation of chaos in term of relative entropy.
Plan of the paper. The paper is organized in the following way. In section 2, we prove Theorem 1
(weak existence and uniqueness of the particle system). In Section 3, we focus on the nonlinear
limit SDE and prove Theorem 2 and its corollary 1, and also a useful proposition about propagation
of moments (Proposition 3). Section 4 is devoted to the proof of Theorem 3 on the propagation of
chaos in the mean, Section 5 to the proof of Proposition 2 and Section 6 to the proof of Theorem 4
on the exponential concentration. A useful regularity lemma is proved in the Appendix.
2 Proof of Theorem 1
A related SDE with memory. First note that a weak solution to equation (1) is some stochastic
basis, together with a N dimensional Brownian motion (BNt )t≥0 on it and a R2N valued processes
(XNt , V
N
t )t≥0 satisfying for all t ≥ 0
XNt = X
N
0 +
∫ t
0
V Ns ds, V
N
t = V
N
0 +
∫ t
0
KN (V Ns )ds−
∫ t
0
V Ns ds+
√
2BNt ,
where we denoted KN (x1, · · · , xN ) the vector valued field which i-th component is 1N
∑
j 6=iK(xi −
xj). But, from that system, we may write a SDE “with memory” involving V
N only:
∀ t ≥ 0, V Nt = V N0 +
∫ t
0
KN
(
XN0 +
∫ s
0
V Nu du
)
ds−
∫ t
0
V Ns ds +
√
2BNt . (10)
Conversely, given a solution to the SDE (10), it is not difficult to construct a solution to the
original system. So it will be enough to prove weak existence and uniqueness in law for the delayed
SDE (10).
Weak existence. Let (Ω,F , (F)t≥0,P) be a stochastic basis and (BNt )t≥0 be a N -dimensional on
it. We define
UNt := −
1√
2
∫ t
0
KN
(
XN0 +sV
N
0 +
√
2
∫ s
0
BNu du
)
ds+
∫ t
0
(
BNs +
1√
2
V N0
)
ds+BNt , V
N
t := V
N
0 +
√
2BNt .
The above definition of the two r.v. (UNt , V
N
t )t≥0 implies that for any t ≥ 0,
V Nt = V
N
0 +
∫ t
0
KN
(
XN0 +
∫ s
0
V Nu du
)
ds−
∫ t
0
V Ns ds+
√
2UNt ,
which is exactly (10) with BNt replaced by U
N
t . So, it remains to apply Cameron-Martin-Girsanov
(CMG) theorem: with an appropriate change of the reference probability measure, (UNt )t≥0 can be
considered has a N -dimensional Brownian motion. For this, remark that dUNt = −HNt dt + dBNt ,
where
HNt :=
1√
2
KN
(
XN0 + tV
N
0 +
∫ t
0
√
2BNu du
)
−BNt −
1√
2
V N0 ,
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is Ft-adapted and progressively measurable, and that for 0 < γ < 16t
E
[
eγ|H
N
t |2
]
≤ e 32γ
(
N‖K‖2∞+|V N0 |2
)
E
[
e3γ(B
N
t )
2
]
< +∞.
Therefore we deduce from classical results about exponential martingales that the process ZNt
defined by
ZNt = exp
(∫ t
0
HNs · dBNs −
1
2
∫ t
0
|HNs |2ds
)
(where · stands for the scalar product) is a martingale, and due to CMG theorem (UNt )t≥0 is a N -
dimensional Brownian motion under the probability Q defined for any A in Ft by Q(A) =
∫
A Z
N
t dP.
Therefore
(
Ω,F , (Ft)t≥0,Q, (UNt , V Nt )t≥0
)
is a weak solution to SDE (10).
Uniqueness in law. Suppose that (Ω,F , (F)t≥0,P, (V Nt , BNt )t≥0 is a solution to equation (10)
with initial condition V N0 . We may use CMG theorem again: in fact 2
−1/2dV Nt = −H˜Nt dt+ dBNt ,
where
H˜Nt := −
1√
2
KN
(
XN0 +
∫ t
0
V Nu du
)
+
1√
2
V Nt .
Moreover by (10), V Nt also satisfies
V Nt = e
−tV N0 +
∫ t
0
es−tKN
(
XN0 +
∫ s
0
V Nu du
)
ds +
√
2
∫ t
0
es−tdBNs ,
which implies that ∣∣H˜Nt ∣∣ ≤ ∣∣V Nt ∣∣+ √N2 ≤ ∣∣V N0 ∣∣+ 3
√
N
2
+
∣∣MNt ∣∣,
where MNt is a Gaussian r.v. with law N
(
0, (1− e2t)Id). It follows that E[eγ|H˜Nt |2] <∞, for t ≥ 0
and γ < 1/2. This implies that the process Z˜Nt defined by
Z˜Nt = exp
(∫ t
0
H˜Ns · dBNs −
1
2
∫ t
0
∣∣H˜Ns ∣∣2 ds) = exp( 1√
2
∫ t
0
H˜Ns · dV Ns +
1
2
∫ t
0
∣∣H˜Ns ∣∣2 ds) ,
is a martingale, and by Cameron-Martin-Girsanov theorem, 2−1/2(V Nt −V N0 )t≥0 is a N -dimensional
Brownian motion on the filtered space (Ω,F , (F)t≥0, Q˜) where Q˜ is defined for any A in Ft by
Q˜(A) =
∫
A Z˜
N
t dP.
Now for any “cylindrical” function φ on C(R+,RN ) of the form φ
(
(V Ns )s≥0
)
= ϕ1(V
N
t1 )× · · · ×
ϕ(V Ntk ), we get for t ≥ tk:
EP
[
φ
(
(V Ns )s≥0
)]
= E
Q˜
[
φ
(
(V Ns )s≥0
) (
Z˜Nt
)−1]
= E
Q˜
[
φ
(
(V Ns )s≥0
)
exp
(
− 1√
2
∫ t
0
H˜Ns · dV Ns −
1
2
∫ t
0
∣∣H˜Ns ∣∣2 ds)].
The expression on the last line does not involve (BNt )t≥0 anymore. Since the law of (V Nt )t≥0 under
Q˜ is the law of the Brownian motion, and since Z˜Nt can be expressed in term of V
N
t only, that last
expression does not depend on the specific solution we selected at the beginning of this paragraph:
we will obtain exactly the same formula starting from a second solution. Since, solution to (10)
have continuous trajectories, this implies the uniqueness in law of the solutions to the SDE (10)
and also to (1).
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3 Proof of Theorem 2
3.1 Weak-strong stability and uniqueness.
A key bound. Here we will use a “rope” argument which has already been used in [10] to treat
the propagation of chaos for deterministic VP1D equation. It consists in noticing that:
K(x− x¯)−K(y − y¯) = 0
as soon as |y − y¯| > |x − y| + |x¯ − y¯|. It is also interesting to replace the later condition by the
stronger one |y − y¯| > 2max(|x − y|, |x¯ − y¯|). Since K is bounded by 1/2, it implies the following
bound, that we will use many times in the sequel
|K(x− x¯)−K(y − y¯)| ≤ 1I|y−y¯|≤2 |x−y| + 1I|y−y¯|≤2 |x¯−y¯| (11)
That one-sided condition (the indicator functions in the r.h.s. take only y − y¯ as argument)
allows to prove a simple but important Lemma, where discrete infinite norms are introduced:
Definition 3. For any ε > 0, and any f ∈ P(R), we define the infinite norm at scale ε, denoted
‖f‖∞,ε by:
‖f‖∞,ε := sup
x∈R
f
(
[x− ε, x+ ε])
2ε
=
∥∥∥f ⋆ 1
2ε
1I[−ε,ε]
∥∥∥
∞
.
Lemma 4. Assume that (X,Y ) is a random couple of real numbers and that (X¯, Y¯ ) is an indepen-
dent copy of that couple.
(i) Then,
E
[
K(X − X¯)−K(Y − Y¯ )] ≤ 8 min(‖ρX‖∞, ‖ρY ‖∞)E[|X − Y |],
where ρX , ρY denote respectively the density (with respect to the Lebesgue measure) of the law of X
and Y .
(ii) For ε > 0, we also have a similar estimate involving the discrete infinite norms ‖ · ‖∞,ε
defined in Definition 3:
E
[∣∣K(X − X¯)−K(Y − Y¯ )∣∣] ≤ 8 min(‖ρX‖∞,ε, ‖ρY ‖∞,ε)(E[|X − Y |]+ ε
2
)
.
(iii) In the case where (X,Y ) and (X¯, Y¯ ) are still independent but with possibly different distribu-
tions, we get the more general estimate: for ε, ε¯ ≥ 0 (in case set ε = 0 or ε¯ = 0, set ‖·‖∞,0 = ‖·‖∞),
E
[∣∣K(X − X¯)−K(Y − Y¯ )∣∣] ≤ 4 ‖ρY¯ ‖∞,ε¯(E[|X − Y |]+ ε¯/2) + 4 ‖ρY ‖∞,ε(E[|X¯ − Y¯ |]+ ε/2).
Proof. We first prove i). Starting from (11), we may bound
E
[∣∣K(X − X¯)−K(Y − Y¯ )∣∣] ≤ E[1I|Y−Y¯ |≤2 |X−Y | + 1I|Y−Y¯ |≤2 |X¯−Y¯ |]
≤ 2E[1I|Y−Y¯ |≤2 |X−Y |]
≤ 2E
[
E
[
1I|Y−Y¯ |≤2 |X−Y |
∣∣(X,Y )]]
≤ 2E
[
4 ‖ρY ‖∞ |X − Y |
]
≤ 8 ‖ρY ‖∞E
[|X − Y |].
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In the second line, we used that the expectation remain unchanged if we permute (X,Y ) with (X¯, Y¯ ).
In the fourth, we used that the law of Y¯ has density ρY . If we apply the previous calculation with
the couple (Y,X) and (Y¯ , X¯), we obtain a similar result, with ‖ρX‖∞ in place of ‖ρY ‖∞.
To obtain ii), remark that for any interval [a, b] ⊂ R:
E
[
1IA(X)
]
=
∫ b
a
ρX(dx) ≤ ‖ρX‖∞,ε
(|b− a|+ 2ε).
Indeed, to use discrete infinite norm, we need to cover [a, b] by a union of small intervals of length
2ε. For this at most (the integer part of) |b− a|/(2ε) + 1 such intervals are requested.
For the third point, we cannot use the permutation (X,Y )↔ (X¯, Y¯ ) in the previous calculation
and have to estimate the two terms separately. The necessary adaptations are straightforward.
A simple Gro¨nwall lemma. That bound allows us to prove the weak-strong stability part of
Theorem 2. We introduce (Xt, Vt)t∈R+ and (Yt,Wt)t∈R+ two solutions of the non-linear SDE (3)
constructed on the same Brownian motion (Bt)t∈R, and also (X¯t, V¯t, Y¯t, W¯t)t∈R an independent copy
of the previous coupled processes. We also assume that ρt := L(Xt) has a bounded density for all
t ≥ 0. Then (Xt − Yt, Vt −Wt)t∈R solves the following ODE system:
d
dt
(Xt − Yt) = Vt −Wt, d
dt
(Vt −Wt) = −(Vt −Wt) + E(X¯t,Y¯t)
[
K(Xt − X¯t)−K(Yt − Y¯t)
]
,
which naturally leads to
sup
s∈[0,t]
|Xs − Ys| ≤ |X0 − Y0|+
∫ t
0
|Vs −Ws| ds,
sup
s∈[0,t]
|Vs −Ws| ≤ |V0 −W0|+
∫ t
0
∣∣K(Xs − X¯s)−K(Ys − Y¯s)∣∣ ds.
If we take the expectation in the previous system, and apply the point (i) of Lemma 4 to the couple
(Yt,Xt) and (Y¯t, X¯t), we may write:
E
[
sup
s∈[0,t]
|Xs − Ys|
]
≤ E[|X0 − Y0|] +
∫ t
0
E
[|Vs −Ws|] ds
E
[
sup
s∈[0,t]
|Vs −Ws|
]
≤ E[|V0 −W0|]+ 8∫ t
0
‖ρs‖∞E
[|Xs − Ys|] ds.
Summing up the two inequalities and applying the Gro¨nwall lemma lead to the requested esti-
mate
E
[
sup
s∈[0,t]
(|Xs − Ys|+ |Vs −Ws|)] ≤ E[ |X0 − Y0|+ |V0 −W0|] exp(t+ 8∫ t
0
‖ρs‖∞ ds
)
.
Remark that it is not completely straightforward to take advantage of the restoring force in
order to improve the above bound, especially because of the supremum in time.
3.2 Propagation of moments
Here, we show that order one moments, and exponential moments are propagated by the SDE (3).
We emphasize that our results apply not only for K given by (2), but as soon as ‖K‖∞ ≤ 1/2. In
particular, we will apply it later to nonlinear SDE where K is replaced by a smooth mollification.
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Proposition 3. Let be (Yt,Wt)t≥0 be a weak solution to 3, with given (random) initial condition
(Y0,W0), and with an interaction kernel K which is not necessary given by (2) but satisfies ‖K‖∞ ≤
1
2 . If (Y0,W0) has an exponential moment of order λ > 0, it holds for t ≥ 0:
(i) E
[
eλ|Wt|
]
≤ eλ2 (3+λ)E
[
eλe
−t|W0|
]
,
(ii) E
[
eλ|Yt|
]
≤ 2 eλt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
]
:= 2 eλt
(
1
2
+λ
)
Mx,vλ (f0).
It also holds for any 0 ≤ s < t ≤ s+min
(
1
16 , λ
−2
)
:
(iii) E
[
eλ(t−s)
−1 sups≤u≤t |Yu−Ys|
]
≤ eλ2 (5+λ)E
[
eλ|W0|
]
.
Lastly, simpler estimates on the order one moments also hold: for any 0 ≤ s < t ≤ s+ 14 ,
(iv) E
[|Wt|] ≤ e−t E[|W0|]+ 2, E[|Yt − Ys|] ≤ |s− t|(E[|W0|]+ 3).
Proof. Point (i). First, introducing the notation ft for the time marginal of (Yt,Wt) and F (t, x) :=∫
K(x− y)ft(dy, dw) we have by (3)
etWt =W0 +
∫ t
0
esF (s, Ys) ds +
√
2
∫ t
0
esdBs. (12)
Next, since |K| and also |F | are bounded by 1/2, we get a simple inequality
|Wt| ≤ e−t|W0|+ 1
2
+ |Mt|, with Mt :=
√
2
∫ t
0
es−tdBs. (13)
Mt is a centered Gaussian random variable with variance 1 − e−2t ≤ 1, for which exponential
moments are simple to obtain. In fact for a Gaussian variable Z ∼ N (0, σ2) we have a simple
bound
E
(
eλ|Z|
)
=
2√
2πσ
∫ +∞
0
eλx−
x2
2σ2 dx =
2√
π
e
λ2σ2
2
∫ +∞
−λσ 2−1/2
e−x
2
dx = e
λ2σ2
2
(
1 + erf
(
λσ√
2
))
,
where we used for the error function erf the definition erf(x) := 2√
π
∫ x
0 e
−x2 dx. Using that erf(x) ≤
min
(
1, ex
)
, we finally get the following bound, that will be very useful in the sequel:
E
(
eλ|Z|
)
≤ min
(
2, e
1√
2
λσ
)
e
λ2σ2
2 (14)
Together with the independence of the Brownian motion (Bt)t≥0 and the initial condition W0, it
leads here to
E
[
eλ|Wt|
]
≤ eλ2E
[
eλe
−t|W0|
]
E
[
eλ|Mt|
]
≤ eλ2E
[
eλe
−t|W0|
]
e
1√
2
λ+ 1
2
λ2
≤ eλ2 (3+λ)E
[
eλe
−t|W0|
]
,
which is exactly (i).
Point (ii). For the second point, we integrate the inequality (12) and get:
Yt = Y0 +
∫ t
0
Ws ds = Y0 + (1− e−t)W0 +
∫ t
0
(1− es−t)F (s, Ys) ds +Nt, (15)
|Yt| ≤ |Y0|+ |W0|+ t
2
+ |Nt|, (16)
with Nt :=
∫ t
0
e−sMs ds =
√
2
∫ t
0
(1− eu−t) dBu,
11
where we have used a stochastic version of Fubini’s Theorem in the last line. Nt is a centered
random Gaussian variable with variance σ2t := 4e
−t − e−2t − 3 + 2t ≤ 2t. The bound (14) and the
independence of the initial condition and Nt then lead to
E
[
eλ|Yt|
]
≤ eλ t2E
[
eλ(|Y0|+|W0|)
]
E
[
eλ|Nt|
]
,
≤ eλ t2E
[
eλ(|Y0|+|W0|)
]
2 e
1
2
λ2σ2t ≤ 2 eλ t2+λ2t E
[
eλ(|Y0|+|W0|)
]
,
which leads to the claimed result.
Point (iii). We first integrate equality (12) between s and u, and take a supremum in time:
Yu = Ys + (1− es−u)Ws +
∫ u
s
(1− ev−u)F (v, Yv) dv +N ′u,
sup
s≤u≤t
|Yu − Ys| ≤ (t− s)|Ws|+ t− s
2
+ sup
s≤u≤t
|N ′u|, with N ′u :=
√
2
∫ u
s
(1− ev−u) dBv , (17)
But, thanks to the properties of Brownian motion, by a change of time τ = σ2t−s = 4es−t− e2(s−t)−
3 + 2(t− s) ≤ (t− s)3:
sup
s≤u≤t
|N ′u| L= sup
0≤u≤τ
|Bu| L=
√
τ sup
0≤u≤1
|Bu|.
The law of supremum in time of the absolute value of a 1D Brownian motion is explicitly known,
see for instance [6, p. 342]. Here, we will use only simple estimates on the exponential moments:
E
[
eλ sup0≤u≤1 |Bu|
]
≤ E
[
eλ sup0≤u≤1Bu
]
+ E
[
eλ sup0≤u≤1(−Bu)
]
≤ 2E
[
eλ|B1|
]
≤ 4e 12λ2 .
In the second line, we use the well-known equality sup0≤u≤τ Bu
L
= sup0≤u≤τ (−Bu) L= |Bτ |, and then
the exponential moments given by (14). The constant 4 appearing above will raise some difficulties
so we will perform a little optimization to get rid of it. For any θ ≥ 1, we may also bound
E
[
eλ sup0≤u≤1 |Bu|
]
≤ E
[
eλθ sup0≤u≤1 |Bu|
] 1
θ ≤
(
4e
1
2
(θλ)2
) 1
θ
= e
1
θ
ln 4+ θ
2
λ2
The optimal θ seems to be θ = 2
√
ln 2
λ . It is admissible when λ ≤ 2
√
ln 2. It leads to
E
[
eλ sup0≤u≤1 |Bu|
]
≤ e2λ
√
ln 2 ≤ e2λ.
Finally for t− s ≤ λ−2, the upper bound on τ leads to λ(t− s)−1√τ ≤ λ√t− s ≤ 1 and
E
[
eλ(t−s)
−1 sups≤u≤t |N ′u|
]
= E
[
eλ(t−s)
−1√τ sup0≤u≤1 |Bu|
]
≤ e2λ
√
t−s.
Using the point (ii) of the Proposition and (17), we write
E
[
eλ(t−s)
−1 sups≤u≤t |Yu−Ys|
]
≤ eλ2E
[
eλ|Ws|
]
E
[
eλ(t−s)
−1 sups≤u≤t |N ′u|
]
≤ eλ2 eλ2 (3+λ)E
[
eλ|W0|
]
e2λ
√
t−s,
which concludes the proof, using that
√
t− s ≤ 14 by assumption.
Point (iv). Taking the expectation in (13),
E
[|Wt|] ≤ e−tE[|W0|]+ 1
2
+ E
[|Mt|].
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and using that Mt is N (0, 1 − e−2t) distributed, the expectation is simply bounded: E
[|Mt|] ≤√
2/π ≤ 1 and it implies the first bound of point (iv). The second bound uses (16) written with s
instead of 0, which leads in average to
E
[|Yt − Ys|] ≤ (1− es−t)E[|Ws|]+ t− s
2
+ E
[|Nt−s|].
Using, 1 − es−t ≤ t − s and the previous bound on E[|Ws|], and the fact that Nt is N (0, σ2t−s)
distibuted, with σ2t−s ≤ (t− s)3, it comes
E
[|Yt − Y0|] ≤ (t− s)(E[|W0|]+ 2 + 1
2
+
√
2(t− s)
π
)
,
and the conclusion follows when t− s ≤ 14 .
3.3 Strong existence via regularization and Feymann-Kac type estimates.
We introduce a smoothing kernel χ ∈ C∞(R,R+) with support included in [−1, 1] and satisfying∫
R
χ(y) dy = 1. And then standardly for η > 0, χη := η
−1χ( ·η ), and the approximated kernel
Kη := K ∗ χη, which satisfies |(Kη −K) (x)| ≤ 1I[−η,η](x), (18)
for all x ∈ R. Given a stochastic basis, and a Brownian (Bt)t≥0 motion on it, we consider the
following non linear SDE:
Y ηt = Y
η
0 +
∫ t
0
W ηs ds, W
η
t =W
η
0 +
∫ t
0
EY
[
Kη(Y
η
s − Y )
]
ds−
∫ t
0
W ηs ds+
√
2Bt, (19)
where Y is an independent copy of Y η and the initial condition (Y η0 ,W
η
0 ) is defined as
Y η0 := Y0 + ηU, W
η
0 :=W0 + ηV, (20)
where (Y0,W0) has law f0 and is independent of (U, V ) of law χ⊗χ (and both are independent of the
Brownian motion (Bt)t≥0). Then (Y
η
0 ,W
η
0 ) has for law µ
η
0 := f0 ∗ χ˜η with χ˜η(y,w) := χη(y)χη(w),
and is independent of the Brownian motion (Bt)t≥0 . Introducing the notation
K˜η[µ](x) =
∫
R2
Kη(x− y)µ(dy, dw),
this system can be written in an equivalent manner:
Y ηt = Y
η
0 +
∫ t
0
W ηs ds, W
η
t =W
η
0 +
∫ t
0
K˜η[µ
η
s ](Y
η
s ) ds−
∫ t
0
W ηs ds+
√
2Bt,
where µηt is the time marginal at time t, i.e. the law of (Y
η
t ,W
η
t ).
Since the kernel Kη is globally Lipschitz, [14, Thm 1.1] implies the strong existence and unique-
ness of the process (Y ηt ,W
η
t )t≥0 solving (19). And by an application of Ito’s rule the family of
the time marginals (µηt )t≥0 of that process is a weak solution of the following regularized Vlasov-
Poisson-Fokker-Planck equation:
∂
∂t
µηt + v ∂xµ
η
t + K˜η[µ
η
t ] ∂vµ
η
t = ∂v(∂vµ
η
t + vµ
η
t ), (21)
with the initial condition µη0 = L(Y0,W0) = f0 ∗ χ˜η. We begin by proving some η independent
estimates on µηt , for t ≥ 0.
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Feynmann-Kac type estimates
Lemma 5. Assume that the law of the initial condition of equation (3) f0 ∈ P1 ∩ L1(R2) satisfies
either ‖f0‖e,λ < ∞ for some λ > 0 or ‖f0‖p,γ < ∞ for some γ > 1. Then for all t > 0, the
unique (measure) solution to the smoothed VPFP equation (21) with initial condition µη0 satisfies
respectively
‖µηt ‖e,λ ≤ 2 et+λη+
λ
2
+λ
2
2 ‖f0‖e,λe−t , ‖µηt ‖p,γ ≤ ‖f0‖p,γ 〈η〉γ Cγe(1+γ)t, (22)
where Cγ is a constant depending explicitly on γ.
In particular, the associated spatial density ρηt :=
∫
R
µηt (x, v) dv satisfies respectively
‖ρηt ‖∞ ≤
4
λ
et+
λ
2
+λ
2
2 eλη ‖f0‖e,λe−t , ‖ρηt ‖∞ ≤
2γ
γ − 1Cγe
(1+γ)t〈η〉γ‖f0‖p,γ . (23)
Proof. Step 1. Regularization and Feynmann-Kac’s formula. Fix t ≥ 0 and consider the following
“backward” SDE:
Y x,vs = x−
∫ s
0
W x,vu du, W
x,v
s = v −
∫ s
0
K˜η[µ
η
t−u](Y
x,v
u ) du+
∫ s
0
W x,vu du+
√
2Bs, (24)
First note that K˜η[µ
η] is uniformly Lipschitz in position on R+ × R2. So strong existence and
uniqueness of solution to the (linear) SDE (24) are guaranteed by standard results. We set:
θs = e
s µηt−s
(
Y x,vs ,W
x,v
s
)
.
Moreover the initial condition µη0 = f0 ∗ χ˜η fulfills the hypothesis of Proposition 4 of the Ap-
pendix: ∂kx∂
l
vµ
η
0 ∈ L2(R2) for any k, l ≥ 0. This implies that µηt (x, v) possesses one continuous
derivative in time, and two (continuous) derivative in position and velocity. So, we may apply Ito’s
rule to θ: we get
e−sdθs = µη(t− s, Y x,vs ,W x,vs )ds − ∂tµη(t− s, Y x,vs ,W x,vs )ds + ∂xµη(t− s, Y x,vs ,W x,vs )dY x,vs
+ ∂vµ
η(t− s, Y x,vs ,W x,vs )dW ηs +∆vµη(t− s, Y x,vs ,W x,vs ) 〈dW x,vs 〉2
=
[
−∂tµη − v ∂xµη − K˜η[µη] ∂vµη + ∂v(vµη) + ∆vµη
]
(t− s, Y x,vs ,W x,vs )ds
+ ∂vµ
η(t− s, Y x,vs ,W x,vs )dBs,
and since µη is a strong solution of (21), we get precisely that for any 0 ≤ s ≤ s′ ≤ t:
θs′ − θs =
∫ s′
s
eu∂vµ
η(t− u, Y x,vu ,W x,vu ) dBu.
In particular, (θs)0≤s≤t is a martingale, so that
µη(t, x, v) = θ0 = E[θt] = e
tE
[
f0 ∗ χ˜η(Y x,vt ,W x,vt )
]
. (25)
Step 2. Proof in the case of uniform exponential tails.
But by the hypothesis on f0, and since χ has support in [−1, 1],
f0 ∗ χ˜η(x, v) =
∫
f0(x− y, v − w)χ˜η(y,w) dydw ≤ ‖f0‖e,λ
∫
R
e−λ|v−ηw
′|χ(w′) dw′
≤ ‖f0‖e,λe−λ|v|
∫
R
eλη|w
′|χ(w′) dw′ ≤ ‖f0‖e,λe−λ|v|+λη.
(26)
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Moreover, the definition (24) of W η also implies that for 0 ≤ s ≤ t:
W x,vs = e
sv −
∫ s
0
es−uK˜η[µηu] du+Ms, with Ms :=
√
2
∫ s
0
es−udBu,
Remark that Ms is in fact a centered Gaussian variable with variance e
2s − 1. Since ∥∥K˜η[µηu]∥∥∞ ≤
1/2, it leads to the following lower bound
|W x,vt | ≥ et|v| − |Mt| −
et
2
. (27)
Using all of this in the representation formula (25) leads to
µηt (x, v) ≤ ‖f0‖e,λet+λη E
[
e−λ|W
x,v
t |
]
≤ ‖f0‖e,λet+λ(et/2+η)−λet|v| E
[
eλ|Mt|
]
An application of (14) to Mt leads to the following bound that is uniform in η (for η small) :
‖µηt ‖e,λet ≤ 2 et+λη+
λ
2
et+λ
2
2 ‖f0‖e,λ. (28)
The conclusion follow by replacing λ by λe−t in the above bound. And the estimate on ‖ρηt ‖∞ is
simply obtained by integration on v.
Step 3. Proof in the case of uniform polynomial tails.
The simple inequality 〈v+w〉 ≤ √2〈v〉 〈w〉 (recall that 〈v〉2 := 1+ v2) implies that 〈v−w〉−1 ≤√
2〈v〉−1 〈w〉, which allows to bound
f0 ∗ χ˜η(x, v) =
∫
f0(x− y, v −w)χ˜η(y,w) dydw ≤ ‖f0‖p,γ
∫
R
〈v − ηw′〉−γχ(w′) dw′,
≤ 2γ/2‖f0‖p,γ〈v〉−γ
∫
R
〈ηw′〉γχ(w′) dw′ ≤ 2γ/2‖f0‖p,γ〈η〉γ〈v〉−γ .
Plugging it into the representation formula (25), using the lower bound (27) and the simple inequal-
ity, 〈v + 12et〉γ ≤ 2γ/2
(
eγt + (2v)γ
)
(simply separate the cases v ≤ 12et and v ≥ 12et),
µη(t, x, v) = et E
[
f0 ∗ χ˜η(Y x,vt ,W x,vt )
] ≤ 2γ/2‖f0‖p,γ〈η〉γE[〈W x,vt 〉−γ]
≤ 2γ/2‖f0‖p,γ〈η〉γE
[〈
et|v| − |Mt| − e
t
2
〉−γ]
≤ 2γ‖f0‖p,γ〈η〉γ
〈
etv
〉−γ
E
[〈
|Mt|+ e
t
2
〉γ]
≤ 23γ/2‖f0‖p,γ〈η〉γ
〈
v
〉−γ (
eγt + 2γE
[|Mt|γ]).
SinceMt ∼ N (0, e2t−1) we have E
[|Mt|γ] = (e2t−1)γ2 mγ ≤ eγtmγ , wheremγ stands for the moment
of order γ of the law N (0, 1). This implies the claimed bound on ‖µηt ‖p,γ with Cγ := 23γ/2(1+2γmγ).
The bound on ‖ρηt ‖∞ follows from the simple bound 〈v〉−γ ≤ min
(
1, |v|−γ) and an integration in
v.
Completeness estimates. Thanks to the propagation of the uniform estimates on the tails in
velocity and the crucial Lemma 4, we are in position to show that the family (Y ηt ,W
η)η>0 of
solutions to (19) has the Cauchy property.
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Lemma 6. For η,η′ > 0, let (Y ηt ,W
η
t )t≥0 and (Y
η′
t ,W
η′
t )t≥0 be two (unique) solutions of the non-
linear SDE (19), constructed on a given probability basis, with a common Brownian motion (Bt)t≥0,
and initial condition chosen as (20). If the law of the initial condition satisfies either ‖f0‖e,λ <∞
for some λ > 0 or ‖f0‖e,γ < ∞ for some γ > 1, then the following stability estimate holds for any
t ≥ 0:
E
[
sup
s∈[0,t]
(∣∣∣Y ηs − Y η′s ∣∣∣+ ∣∣∣W ηs −W η′s ∣∣∣)
]
≤ 3
2
(η + η′) exp
(
(1 + 8Kt,η+η′)t
)
, (29)
where Kt,η+η′ is the constant appearing in the r.h.s of (23) with η replaced by η+η
′, i.e. respectively
Kt,η+η′ =
4
λ
et+
λ
2
+λ
2
2 eλ(η+η
′) ‖f0‖e,λe−t , or Kt,η+η′ =
2γ
γ − 1Cγe
γt〈η + η′〉γ‖f0‖p,γ .
Proof. Our strategy is the same as in the proof of the weak strong stability estimate in subsection 3.1.
For t ∈ [0, T ] we have:
sup
s∈[0,t]
∣∣∣Y ηt − Y η′t ∣∣∣ ≤ ∫ t
0
∣∣∣W ηs −W η′s ∣∣∣ ds + |η − η′||U |
sup
s∈[0,t]
∣∣∣W ηs −W η′s ∣∣∣ ≤ ∫ t
0
∣∣∣K˜η[µηs ](Y ηs )− K˜η′ [µη′s ](Y η′s )∣∣∣ ds + |η − η′||V |
≤
∫ t
0
(∣∣∣K˜η[µηs ](Y ηs )− K˜[µηs ](Y ηs )∣∣∣+ ∣∣∣K˜[µηs ](Y ηs )− K˜[µη′s ](Y η′s )∣∣∣
+
∣∣∣K˜[µη′s ](Y η′s )− K˜η′ [µη′s ](Y η′s )∣∣∣) ds+ |η − η′|,
since |V | and |U | are always bounded by 1 (we recall that χ has its support included in [−1, 1]).
But thanks to (18), for any y ∈ R:∣∣∣K˜η[µηs ](y)− K˜[µηs ](y)∣∣∣ = ∣∣∣∣∫ (Kη −K)(y − y′) ρηs(dy′)∣∣∣∣ ≤ ∫ 1I[−η,η](y − y′) ρηs(dy′) ≤ 2η ‖ρηs‖∞ .
This allows to bound the the first and third term, in the r.h.s. of the second inequality by 2
∫ t
0
(
η‖ρηs‖∞+
η′‖ρη′s ‖∞
)
ds. And the second term is estimated in expectation with the help of Lemma 4:
E
[∣∣∣K˜[µηs ](Y ηs )− K˜[µη′s ](Y η′s )∣∣∣] ≤ 8min(‖ρηt ‖∞, ‖ρη′t ‖∞)E[|Y ηt − Y η′t |]
≤ 4(‖ρηt ‖∞ + ‖ρη′t ‖∞)E[|Y ηt − Y η′t |].
Gathering all of this leads to
E
[
sup
s∈[0,t]
(∣∣Y ηs − Y η′s ∣∣+ ∣∣W ηs −W η′s ∣∣)
]
≤
∫ t
0
α(s)
(
E
[∣∣Y ηs − Y η′s ∣∣+ ∣∣W ηs −W η′s ∣∣]+32(η + η′)
)
ds,
with α(s) := 1+4‖ρηs‖∞+4‖ρη
′
s ‖∞. A simple application of the Gronwall’s lemma to E
[
sups∈[0,t]
(|Y ηs −
Y η
′
s |+ |W ηs −W η
′
s |
)]
+ 3(η + η′)/2 leads to
E
[
sup
s∈[0,t]
(∣∣Y ηs − Y η′s ∣∣+ ∣∣W ηs −W η′s ∣∣)] ≤ 32(η + η′) exp
(∫ t
0
α(s) ds
)
.
The conclusion follows from (23), which implies that ‖ρηs‖∞ ≤ Ks,η ≤ Kt,η+η′ for any s ∈ [0, t] (and
a similar inequality with η′ replacing η).
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The Cauchy property in the space of path. We now consider the space A of measurable
applications (or random variables) from Ω = C(R+;R2) (with the Wiener measure) into itself. We
endow it with the topology of uniform convergence on compact (in time) subsets. An associated
distance to that topology is for instance
∀Y,Z ∈ A, d(Y,Z) =
∑
n∈N∗
1
2n
E
(
1 ∧ sup
t∈[0,2n]
(|Y 1t − Z1t |+ |Y 2t − Z2t |)
)
, (30)
for which A is complete (the symbol ∧ stand for the minimum). Let us consider the “sequence”
(Y η,W η)η>0 (the correct denomination is “net”). By Lemma 6 it is a Cauchy “sequence” ( or net)
in (A, d), and then it converges towards a certain (Yt,Wt)t≥0 in (A, d).
At a fixed time t, this implies the convergence in probability and then in law of (Y ηt ,W
η
t ) toward
(Yt,Wt): i.e. the time marginals µ
η
t weakly converge (as measures) towards ft. Using a standard
argument, we can pass in the limit in the uniform bound (22) obtained in Lemma 5. So that for
any time t, the density of the law ft of (Yt,Wt) satisfies one of the bound of (6).
Identification of the limit. In order to prove that (Yt,Wt)t≥0 is a solution to (3) we have to
show that for any t ≥ 0:
E
[
sup
s∈[0,t]
∣∣∣Ys−Y0−∫ s
0
Wu du
∣∣∣] = 0, E[ sup
s∈[0,t]
∣∣∣Ws−W0+∫ s
0
(
Wu−K˜[µu](Yu)
)
du−Bs
∣∣∣] = 0. (31)
But this is something we know for the approximated process (Y ηt ,W
η
t )t≥0. Precisely, by Definition
of strong solution to (19):
E
[
sup
s∈[0,t]
∣∣∣Y ηs − Y0 − ηU − ∫ s
0
W ηu du
∣∣∣] = 0,
E
[
sup
s∈[0,t]
∣∣∣W ηs −W0 − ηV + ∫ s
0
(
W ηu − K˜η[µηu](Y ηu )
)
du−Bs
∣∣∣] = 0.
But the convergence in (A, d) allows to pass to the limit in the first equality above , and we obtain
the first equality in (31). In order to pass to the limit in the second inequality, and get the second
part of (31), the main difficulty is to handle the non-linear term. Precisely, we will show in the rest
of the proof that
sup
s∈[0,t]
E
(∣∣∣K˜η[µηs ](Y ηs )− K˜[µs](Ys)∣∣∣) −−−→
η→0
0.
This will conclude the proof.
For this, we introduce a independent copy (Y¯ ηt , Y¯t) of the couple (Y
η
t , Yt). We then rewrite the
force with the help of that independent copy and estimate
E
[∣∣∣K˜η[µηs ](Y ηs )− K˜[µs](Ys)∣∣∣] = E[∣∣Kη(Y ηs − Y¯ ηs )−K(Ys − Y¯s)∣∣]
≤ E
[
|Kη −K|(Y ηs − Y¯ ηs )
]
+ E
[∣∣K(Y ηs − Y¯ ηs )−K(Ys − Y¯s)∣∣]
The first term in the r.h.s is bounded thanks to (18):
E
[|Kη −K|(Y ηs − Y¯ ηs )] ≤ E[1I[−η,η](Y ηs − Y¯ ηs )] ≤ E[E[1I[−η,η](Y ηs − Y¯ ηs )∣∣Y ηs ]]
≤ E[2η‖ρηs‖∞] = 2η‖ρηs‖∞
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The second term in the r.h.s. is bounded thanks to Lemma 4 and we get
E
[∣∣∣K˜η [µηs ](Y ηs )− K˜[µs](Ys)∣∣∣] ≤ 2η‖ρηs‖∞ + 8 ‖ρs‖∞E[|Y ηs − Ys|].
Since ‖ρηs‖∞ and ‖ρs‖∞ are bounded uniformly in time on [0, t] and for η ∈ (0, 1), and thanks to
the convergence of (Y η,W η) towards (Y,W ) in (A, d), it is simple to conclude that the requested
term goes to zero, as η goes to zero.
3.4 Proof of Corollary 1
The existence part is a simple consequence of the existence of the process solution to the non linear
SDE (3), for a given initial condition with a polynomial or exponential decays of the velocity tails
(use Ito’s rule). So we only prove the weak-strong stability estimate.
Let (gt)t≥0 be weak solution to (8) starting from g0 ∈ P1(R2) ∩ L1(R2) and (ft)t≥0 be another
weak solution to (8) starting from f0 ∈ P1(R2) ∩ L1(R2) satisfying for any t > 0
sup
s≤t
‖ρs‖∞ <∞, where ρs(x) = ρfs :=
∫
R
fs(x, dv).
By [7, Theorem 2.6] or [9, Proposition B.1], there exists a stochastic basis
(
Ω,P, (Ft)t≥0 ,F
)
and a Brownian motion (Bt)t≥0 on this basis and a process (Xt, Vt)t≥0 solution to (3), which has
exactly the time marginal gt at any time t ≥ 0.
Next, remark that the force field K˜ created by f , precisely K˜s(x) =
∫
R
K(x − y)ρfs (dy), is
Lipschitz in position. In fact,∣∣K˜s(x)− K˜s(y)∣∣ ≤ ∫
R
∣∣K(x− z)−K(y − z)∣∣ρs(dz) ≤ ∫
R
1I[x,y](z)ρs(dz) ≤ ‖ρs‖∞|x− y|.
Extending the probability space, we may choose a r.v. (Y0,W0) ∼ f0 such that
W1(f0, g0) = E
[∣∣Y0 −X0∣∣+ ∣∣W0 − V0∣∣],
and since K˜ is regular, standard results allow us to build on that probability space a stochastic
process (Yt,Wt)t≥0 solution to
Yt = Y0 +
∫ t
0
Ws ds, Wt =W0 +
∫ t
0
K˜s(Ys) ds −
∫ t
0
Ws ds+
√
2Bt.
Note that the family of time marginals (ht)t≥0 of (Yt,Wt) is a solution to the following linear
Vlasov-Fokker-Planck equation
∂tht + v ∂xht + K˜t(x) ∂vht = ∂v(∂vht + vht), where K˜s(x) = K ∗ ρfs (x), (32)
with initial condition ht=0 = f0. Of course, that equation is also satisfied by f by assumption. But
since K˜ is globally Lipschitz in the space variable, uniformly in the time variable, uniqueness holds
for equation (32) in the class L∞t (L1) by standard results. So, we have ht = ft for all time t ≥ 0
and (Yt,Wt)t≥0 is actually a solution to (3) defined on the same probability space as (Xt, Vt)t≥0.
Then applying the point (ii) of Theorem 2 to those processes and recalling that
W1(ft, gt) ≤ E
[∣∣Yt −Xt∣∣+ ∣∣Wt − Vt∣∣],
we get the expected estimate.
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4 Proof of Theorem 3
Before going to the proof, we will prove a useful lemma.
Lemma 7. Let (X1, . . . ,XN ) be N i.i.d random variables of law ρ ∈ P(Rd), and ρN = 1N
∑
i δXi
be the associated empirical measure. Then, for all a ∈ Rd we have:
E
[
sup
u∈R+
∣∣∣∣ ∫
Rd
1I|a−y|≤u (ρN − ρ)(dy)
∣∣∣∣] ≤ 3√N
Proof. In fact, we choose a sequence (Xn)n∈N of i.i.d random variables of law ρ ∈ P(Rd) and L
some Poisson random variable of parameter N independent of the (Xn)n∈N. We define the two
point process by
MN =
L∑
i=1
δYi ,
MN is in fact a Poisson Random Measure (PRM) with intensity measure Nρ. Remark that
‖MN −NρN‖TV = |L−N |. For all a ∈ Rd, we have∣∣∣∣∫ 1I|a−y|≤u(ρN − ρ)(dy)∣∣∣∣ ≤ ∣∣∣∣∫ 1I|a−y|≤u( 1NMN − ρ
)
(dy)
∣∣∣∣ + ∣∣∣∣∫ 1I|a−y|≤u( 1NMN − ρN
)
(dy)
∣∣∣∣
≤ 1
N
∣∣∣∣∫ 1I|a−y|≤u(MN −Nρ)(dy)∣∣∣∣+ 1N ∥∥MN −NρN∥∥TV
sup
u∈R+
∣∣∣∣∫ 1I|a−y|≤u(ρN − ρ)(dy)∣∣∣∣ ≤ 1N supu∈R+ ∣∣MN,au ∣∣+ |L−N |N , (33)
where MN,au =
∫
1I|a−y|≤u
(
MN −Nρ
)
(dy).
SinceMN is a PRM, (MN,au )u≥0 is a martingale with respect to the filtration (Fau)u≥0 =
(
σ
(
MN1IB(a,u)
))
u≥0,
where B(a, u) the ball of center a and radius u in Rd. So using Doob’s inequality and the fact that
MN,a∞ = L−N we find
E
[
sup
u≥0
∣∣MN,au ∣∣] ≤ (E[sup
u≥0
∣∣MN,au ∣∣2])1/2 ≤ 2(E[∣∣MN,a∞ ∣∣2])1/2 ≤ 2V[L] = 2√N.
Taking now the expectation in (33), using the above bound and E|L − N | ≤ √V(L) = √N , we
conclude the proof.
We are now in position to prove Theorem 3.
Step 1. Coupling estimates.
We begin by a calculation valid for any fixed realization of these processes (i.e. given any initial
conditions and Brownian paths): for all i = 1, · · · , N we have:
sup
s∈[0,t]
∣∣XNi,s − Y Ni,s ∣∣ ≤ ∣∣XNi,0 − Y Ni,0∣∣+ ∫ t
0
∣∣V Ni,s −WNi,s∣∣ ds
sup
s∈[0,t]
∣∣V Ni,s −WNi,s∣∣ ≤ ∣∣V Ni,0 −WNi,0∣∣+ ∫ t
0
∣∣∣∣∣∣ 1N
N∑
j=1
K(XNi,s −XNj,s)−
(∫
R×R
K(Y Ni,s − x)µt(dx, dv)
)∣∣∣∣∣∣
≤ ∣∣V Ni,0 −WNi,0∣∣+ ∫ t
0
∣∣∣∣ 1N
N∑
j=1
K(XNi,s −XNj,s)−K(Y Ni,s − Y Nj,s)
∣∣∣∣ ds+ tN − 1 +
∫ t
0
ΛNi,s ds
with ΛNi,s :=
∣∣∣∣ 1N − 1
N∑
j 6=i
K(Y Ni,s − Y Nj,s)−
∫
R×R
K(Y Ni,s − x)µs(dx, dv)
∣∣∣∣
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We sum these inequalities over i = 1, · · · , N , divide by N ≥ 2 and then get:
1
N
N∑
i=1
sup
s∈[0,t]
∣∣XNi,s − Y Ni,s ∣∣ ≤ 1N
N∑
i=1
∣∣XNi,0 − Y Ni,0∣∣+ ∫ t
0
1
N
N∑
i=1
|V Ni,s −WNi,s|ds
1
N
N∑
i=1
sup
s∈[0,t]
∣∣V Ni,s −WNi,s∣∣ ≤ 1N
N∑
i=1
∣∣V Ni,0 −WNi,0∣∣+ 2tN +
∫ t
0
ΛNs ds
+
1
N2
N∑
i 6=j
∫ t
0
∣∣K(XNi,s −XNj,s)−K(Y Ni,s − Y Nj,s)∣∣ ds
where ΛNs :=
1
N
N∑
i=1
ΛNi,s ds.
(34)
Using equality (11) we find with the notation ρ̂i,Ns =
1
N−1
∑
j 6=i δY Nj,s ,
1
N2
N∑
i 6=j
∣∣K(XNi,s −XNj,s)−K(Y Ni,s − Y Nj,s)∣∣
≤ 2
N2
N∑
i 6=j
1I|Y Ni,s−Y Nj,s|≤2|XNi,s−Y Ni,s| =
2(N − 1)
N2
N∑
i=1
∫
R
1I|Y Ni,s−y|≤2|XNi,s−Y Ni,s|ρ̂
i,N
s (dy)
≤ 2
N
N∑
i=1
∫
R
1I|Y Ni,s−y|≤2|XNi,s−Y Ni,s|ρs(dy) +
2
N
N∑
i=1
∣∣∣∣∫
R
1I|Y Ni,s−y|≤2|XNi,s−Y Ni,s|(ρ̂
i,N
s − ρs)(dy)
∣∣∣∣
≤ 8
N
‖ρs‖∞
N∑
i=1
|XNi,s − Y Ni,s |+ ΓNs
where
ΓNs :=
2
N
N∑
i=1
ΓNi,s, Γ
N
i,s := sup
u∈R+
∣∣∣∣∫
R
1I|Y Ni,s−y|≤u(ρ̂
i,N
s − ρs)(dy)
∣∣∣∣ . (35)
Then, β(t) := 1N
∑N
i=1
(
sups∈[0,t] |XNi,s−Y Ni,s |+ sups∈[0,t] |V Ni,s −WNi,s|
)
satisfies the integral inequality
β(t) ≤ β(0) +
∫ t
0
((
1 + 8‖ρs‖∞
)
β(s) + ΛNs + 2Γ
N
s +
2
N
)
ds.
An application of Gro¨nwall’s Lemma leads to
β(t) ≤ e
(
t+8
∫ t
0
‖ρs‖∞ ds
) (
β(0) +
∫ t
0
e−s
(
ΛNs + 2Γ
N
s +
2
N
)
ds
)
.
Taking the expectation and using the symmetry of the laws of the of (XNi,t, V
N
i,t )i=1,...,N and (Y
N
i,t ,W
N
i,t)i=1,...,N
we find
E
[
sup
s∈[0,t]
∣∣XN1,s − Y N1,s∣∣+ ∣∣V N1,s −WN1,s∣∣] ≤ e(t+8 ∫ t0‖ρs‖∞ ds)(
E
[∣∣XN1,0 − Y N1,0∣∣+ ∣∣V N1,0 −WN1,0∣∣]+ ∫ t
0
e−s
(
E
[
ΛN1,s + 2Γ
N
1,s
]
+
2
N
)
ds
)
. (36)
We will bound the expectation of stochastic terms appearing in the r.h.s. with the help of Lemma 7.
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Step 2. Conclusion of the proof.
We recall that ρ̂i,Nt =
1
N−1
∑
j 6=i δY Nj,t is the empirical measure associated to the (Y
N
i,t )2≤i≤N , and
is then independent of Y N1,t. By the definition (35) of Γ and Lemma 7, we have
E
[
ΓN1,t
]
= E
[
sup
u≥0
∣∣∣∣∫ 1I|Y N1,t−y|≤u(ρ̂1,Nt − ρt)(dy)
∣∣∣∣] ,
= E
[
E
[
sup
u≥0
∣∣∣∣∫ 1I|Y N1,t−y|≤u(ρ̂1,Nt − ρt)(dy)
∣∣∣∣ ∣∣∣∣Y N1,t]
]
≤ 3√
N
,
Moreover, using again the fact that the (Y Ni,t )1≤i≤N are i.i.d and that ‖K‖∞ ≤ 1/2, we find for
N ≥ 2
E
[
ΛN1,t
]
= E
[
E
[∣∣∣∣ 1N − 1
N∑
j=2
K(Y N1,t − Y Nj,t )−
∫
R2
K(Y N1,t − x)µs(dx, dv)
∣∣∣∣ ∣∣∣∣Y N1,t]
]
,
≤ E
[(
V
[
1
N − 1
N∑
j=2
K(Y N1,t − Y Nj,t )
∣∣∣∣Y N1,t])1/2
]
≤ 1
2
√
N − 1 ≤
1√
2N
.
Then applying these results to equation (36) leads to
E
[
sup
s∈[0,t]
∣∣XN1,s − Y N1,s∣∣+ ∣∣V N1,s −WN1,s∣∣] ≤ e(t+8 ∫ t0 ‖ρs‖∞ ds)( 1√
N
(1 + 2× 3) + 2
N
)
,
which leads to the claimed bound.
5 Proof of Proposition 2
We distinguish here the deviation upper bounds for supt∈[0,T ]
∥∥∥µNY,t∥∥∥∞,ε because such a result have
an interest by itself. Moreover, we will see it is used in the proof of the concentration inequalities.
In the present proof, we apply the following strategy: we first find prove concentration inequalities
for the quantity
∥∥µNY,t∥∥∞,ε at a fixed time t, then for the variation of this quantity on small time
intervals, and finally conclude by mixing both estimates in an optimal way. That proof could be
extended to dimension larger than 1, but we prefer to restrict here to the case of interest.
5.1 A uniform deviation upper bound for Binomial variables
We begin with a general result about deviation upper bounds for Binomial variable.
Lemma 8. Let p ∈ [0, 1]. If X is binomial variable of parameter (N, p), then for any α > 0:
P (|X −Np| ≥ Nα) ≤ 2e−2α2N .
Proof. We may write X =
∑N
i=1Xi, with a family (Xi)i≤N of N i.i.d. Bernoulli variables of
parameter p. For all λ > 0 we have:
E
[
eλX
]
=
N∏
i=1
E
[
eλXi
]
=
(
E
[
eλX1
])N
=
(
1− p+ peλ
)N
.
Using Markov’s inequality we get:
P (X ≥ N(p + α)) ≤
(
1− p+ peλ
eλ(p+α)
)N
=
(
(1− p)e−λ(p+α) + peλ(1−(p+α))
)N
,
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The optimal λ turns out to be ln
(
(p+α)(1−p)
(1−(p+α))p
)
, and we get after some calculations:
P (X ≥ N(p+ α)) ≤ e−Ngp(α),
where
gp(α) := H
(B(p+ α)∣∣B(p)) = (1− (p+ α))ln(1− (p+ α)
1− p
)
+ (p+ α)ln
(
p+ α
p
)
,
is the relative entropy with respect to B(p). By the properties of relative entropy, we have gp(0) = 0
and gp(α) > 0 if α 6= 0. So g′p(0) = 0. Moreover a straight calculation gives for all α such that
p+ α < 1:
g′′p(α) =
1
p+ α
+
1
1− (p + α) ≥ 4,
since for all x ∈ (0, 1), x(1− x) ≤ 14 . Using Taylor’s formula with integral rest at order 2 we have:
gp(α) = gp(0) + g
′
p(0)α +
∫ α
0
g′′p(u)(α − u)du ≥ 2α2.
So combining all these estimates we get for α+ p < 1:
P (X ≥ N(p+ α)) ≤ e−Ngp(α) ≤ e−2Nα2 .
It is still valid for α+p = 1: just pass to the limit, and there is nothing to prove for p+α > 1, since
X cannot be larger than N . Moreover, since P (X ≤ N(p− α)) = P (N −X ≥ N ((1− p) + α)), an
application of the above bound to the B(N, 1− p)-Binomial variable N −X leads to
P (X ≤ N(p− α)) ≤ e−2Nα2 ,
and this concludes the proof.
5.2 Concentration inequalities at fixed time
Thanks to lemma 8 we are able to give some concentration inequalities for the empirical measure
ρN = 1N
∑N
i=1 δYi , for i.i.d.r.v. (Yi)ileN .
Lemma 9. Let α, ε > 0. Assume that (Y1, . . . , YN ) are N independent random variables, all with
law ρ ∈ L∞ (we identify the law and its density). Assume also that ρ has an exponential moment of
order λ > 0: Mλ(ρ) :=
∫
eλ|y|ρ(dy) < +∞. We denote by ρN := 1N
∑
i δYi the associated empirical
measure. Then for any ε, α > 0,
P
(‖ρN‖∞,ε ≥ ‖ρ‖∞ + α) ≤ (4‖ρ‖∞N(εα)
λ
+ 2 +NMλ(ρ)
)
e−2N(εα)
2
Proof. Step 1. A first bound valid on compact subset. For any 0 < δ < ε we set k =
⌊
R
2δ
⌋
+ 1. It
is clear that for all x ∈ [−R,R], there exists ℓ ∈ {−k, · · · , k} such that B(x, ε) ⊂ B(2ℓδ, ε + δ). It
implies
P
(
sup
x∈[−R,R]
ρN [B(x, ε)]
2ε
≥ ‖ρ‖∞ + α
)
≤ P
(
sup
ℓ=−k,··· ,k
ρN
[
B(2ℓδ, ε + δ)
] ≥ 2ε(‖ρ‖∞ + α)
)
≤
k∑
ℓ=−k
P
(
ρN [B(2ℓδ, ε + δ)] ≥ 2(ε+ δ)‖ρ‖∞ + 2
(
αε− δ‖ρ‖∞
))
.
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Since for any ℓ, NρN
(
B(2ℓδ, ε+δ)
)
is a Binomial variable of parameterN and pℓ =
∫
B(2ℓδ,ε+δ) ρt(dx) ≤
2(ε+δ)‖ρt‖∞, we may apply Lemma 8 and bound each term in the r.h.s. by exp
(−8N(αε−δ‖ρ‖∞)2).
By the definition of k, and provided that εα ≥ δ‖ρ‖∞ it leads to
P
(
sup
x∈[−R,R]
ρN [B(x, ε)]
2ε
≥ ‖ρ‖∞ + α
)
≤
(R
δ
+ 2
)
e−8N(αε−δ‖ρ‖∞)
2
.
We now have to choose δ in order to minimize the right hand side. The particular choice δ‖ρ‖∞ =
(εα)/2 satisfies the previous restriction and already provides an interesting bound:
P
(
sup
x∈[−R,R]
ρN [B(x, ε)]
2ε
≥ ‖ρ‖∞ + α
)
≤
(
2R‖ρ‖∞
εα
+ 2
)
e−2N(εα)
2
. (37)
Step 2. Extension to the whole space. It is clear that
P
(‖ρN‖∞,ε ≥ ‖ρ‖∞ + α) ≤ P
(
sup
x∈[−R,R]
ρN [B(x, ε)]
2ε
≥ ‖ρt‖∞ + α
)
+ P
(∃ i ≤ N, |Yi| > R)
≤
(
2R‖ρ‖∞
εα
+ 2
)
e−2N(εα)
2
+NMλ(ρ)e−λR,
where we used (37) to bound the first term in the r.h.s, and a simple application of Cheby-
shev’s inequality to bound the second term: precisely that P (∃ i ≤ N, |Yi| > R) ≤ NP (|Y1| > R) ≤
NMλ(ρ)e−λR. We choose R = 2λN(αε)2, and finally get:
P
(‖ρN‖∞,ε ≥ ‖ρ‖∞ + α) ≤ (4‖ρ‖∞N(εα)
λ
+ 2
)
e−2N(εα)
2
+NMλ(ρ)e−2N(εα)2 ,
and the result is proved.
5.3 Conclusion of the proof of Proposition 2
We begin with the following corollary of Proposition 3, which will be useful in the sequel
Corollary 10. Let be (Yt,Wt)t∈[0,T ] be a solution of 3 for some initial condition (Y0,W0) of law f0,
having an exponential moment of order λ > 0. We define cλ :=
5
2 +
1
λ ln
(
E
[
eλ|W0|
])
and denote by
ft the law of (Yt,Wt). For 0 ≤ s < t ≤ s+min
(
1
16 , λ
−2
)
, and β > 0, it holds:
P
(
sup
s≤u≤t
|Yu − Ys| ≥ (t− s)(cλ + β)
)
≤ e−β2 min
(
β,λ
)
.
And if the (Y Ni ,W
N
i ) are N independent copies of the previous process, with the same notation
P
(
1
N
N∑
i=1
sup
s≤u≤t
|Y Ni,u − Y Ni,s | ≥ (t− s)(cλ + β)
)
≤ e−β2 min
(
β,λ
)
N .
Proof. Using point (iii) of the Proposition 3, and Chebyshev’s inequality, and the definition of cλ
we get for any 0 < λ′ ≤ λ:
P
(
sup
s≤u≤t
|Yu − Ys| ≥ (t− s)(cλ + β)
)
≤ e−λ′(cλ+β)E
[
eλ
′(t−s)−1 sups≤u≤t |Yu−Ys|
]
≤ e−λ′(cλ+β)e 12λ′(5+λ′) E
[
eλ
′|W0|
]
≤ e−λ′β+ 12 (λ′)2E
[
eλ|W0|
]−λ′
λ
E
[
eλ
′|W0|
]
≤ e−λ′β+ 12 (λ′)2 .
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Optimization in λ′ leads to the particular choice λ′ = β, when β ≤ λ, and to the choice λ′ = λ
otherwise. If we use β − λ2 ≥ β2 in the later case, we obtain the expected bound.
The proof of the second bound involving N independent copies follows the same lines: by
independence
P
(
1
N
N∑
i=1
sup
s≤u≤t
|Y Ni,u − Y Ni,s | ≥ (t− s)(cλ + β)
)
≤
(
e−λ
′(cλ+β)E
[
eλ
′(t−s)−1 sups≤u≤t |Yu−Ys|
])N
,
and the conclusion follows with the same optimization on λ′.
We are now in position to prove Proposition 2. We fix γ > 0, define α := γ2 , and recall from
Corollary 10 the notation cλ =
5
2 +
1
λ ln
(
E
[
eλ|W0|
])
together with κt := sup0≤s≤t ‖ρs‖∞.
β :=
√
Nεγ max
(
1,
√
Nεγ
λ
)
, ∆t :=
εα
(κt + α)(cλ + β)
.
Remark that β satisfies β2 min
(
β, λ
)
= 2N(εα)2 and that ∆t is always smaller than min
(
1
16 , λ
−2) by
the assumptions in Proposition 2, so that we may apply Corollary 10. We then choose K =
⌊
t
∆t
⌋
+1,
define tk = k∆t for all 0 ≤ k ≤ K (remark that tK ≥ t), and the two following events Ω1 and Ω2 as:
Ω1 =
{
∃ 0 ≤ k ≤ K − 1, ∥∥ρNtk∥∥∞,ε+∆t(cλ+β) > κt + α} ,
Ω2 =
{
∃ 0 ≤ k ≤ K − 1, ∃ i ≤ N, sup
s∈[tk,tk+1]
∣∣Y Ni,s − Y Ni,tk ∣∣ > ∆t(cλ + β)
}
.
If the events Ωc1 and Ω
c
2 are realized, then for any 0 ≤ s ≤ t, we choose k such that s ∈ [tk, tk+1)
and get for any x ∈ R
ρNs
(
B(x, ε)
) ≤ ρNtk(B(x, ε+∆t(cλ + β)) ≤ 2(κt + α)(ε+∆t(cλ + β))
= 2ε(κt + α)
(
1 +
α
(κt + α)
)
= 2ε(κt + γ).
The last equalities follow from the definition of α and ∆t. It means that if Ω
c
1 and Ω
c
2 are realized,
then
sup
s∈[0,t]
∥∥ρNs ∥∥∞,ε ≤ κt + γ.
Next, we can bound P(Ω1) and P(Ω2) with the help of Lemma 9, Corollary 10, and point (ii) of
Proposition 3 (on the control of the exponential moments of ρt): it leads precisely to
P
(
sup
s∈[0,t]
∥∥ρNs ∥∥∞,ε ≥ κt + γ) ≤ P(Ω1)+ P(Ω2)
≤
K∑
k=0
(
4‖ρtk‖∞N(εα)
λ
+ 2 +NMλ(ρtk)
)
e−2N(εα)
2
+ 8NK e−
β
2
min
(
β,λ
)
≤
(
t
∆t
+ 1
)(
4κtN(εα)
λ
+ 2 + 2Neλ(
1
2
+λ)tMx,vλ (f0) + 8N
)
e−2N(εα)
2
=
(
(2κt + γ)(cλ + β)t
εγ
+ 1
)(
2κt(εγ)
λ
+ 2eλ(
1
2
+λ)tMx,vλ (f0) + 10
)
N e−
1
2
N(εγ)2 .
Using that by assumption εγ ≤ 12κt, and the expression of β, leads to with
P
(
sup
s∈[0,t]
∥∥ρNs ∥∥∞,ε ≥ κt + γ) ≤ C1(1 + t2κt + γεγ (cλ +√Nεγmax(1,√Nεγλ−1)
)
N e−
1
2
N(εγ)2 ,
C1 := 10+κ
2
tλ
−1+2eλ(
1
2
+λ)tMx,vλ (f0). The conclusion follows using that λN−1/2 ≤ εγ by assump-
tion.
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6 Proof of Theorem 4
6.1 MKW estimates on devitation between particle and coupled systems
The first step of the proof is similar to the first step of the proof of Theorem 3. Precisely we start
with equation (34), which reads now
1
N
N∑
i=1
sup
s∈[0,t]
∣∣XNi,s − Y Ni,s ∣∣ ≤ ∫ t
0
1
N
N∑
i=1
|V Ni,s −WNi,s|ds
1
N
N∑
i=1
sup
s∈[0,t]
∣∣V Ni,s −WNi,s∣∣ ≤ ∫ t
0
1
N2
N∑
i,j=1
∣∣K(XNi,s −XNj,s)−K(Y Ni,s − Y Nj,s)∣∣ ds+ tN − 1 +
∫ t
0
ΛNs ds,
where ΛNs :=
1
N
N∑
i=1
ΛNi,s ds =
1
N
N∑
i=1
∣∣∣∣ 1N − 1
N∑
j=1
K(Y Ni,s − Y Nj,s)−
∫
R×R
K(Y Ni,s − x)µs(dx, dv)
∣∣∣∣,
since the initial conditions are now equal. Remark that if we introduce σ, τ two independent random
variables with uniform law on {1, 2, . . . , N}, then the sum involving K becomes
1
N2
N∑
i,j=1
∣∣K(XNi,s −XNj,s)−K(Y Ni,s − Y Nj,s)∣∣ = Eσ,τ[∣∣K(XNσ,s −XNτ,s)−K(Y Nσ,s − Y Nτ,s)∣∣],
where we emphasize that the expectation is taken only with respect to (σ, τ). So, we are in position
to apply point (iii) Lemma 4 ; i.e. the part involving discrete uniform norms, and get:
1
N
N∑
i=1
sup
s∈[0,t]
∣∣V Ni,s −WNi,s∣∣ ≤ 8∫ t
0
‖ρNs ‖∞,ε
(
1
N
N∑
i=1
∣∣XNi,s − Y Ni,s ∣∣+ ε2
)
ds +
t
N − 1 +
∫ t
0
ΛNs ds
≤
∫ t
0
(
1 + 8‖ρNs ‖∞,ε
)( 1
N
N∑
i=1
∣∣XNi,s − Y Ni,s ∣∣+ ε2 + 1N − 1 + supu≤t ΛNu
)
ds
where ρNs is the empirical measure of the (Y
N
i,s)1≤i≤N : ρ
N
s :=
1
N
∑N
i=1 δY Ni,s
. Applying finally Gron-
wall’s Lemma on the interval [0, t] where the quantity supu≤t ΛNu may be considered as fixed, we
get:
1
N
N∑
i=1
sup
s∈[0,t]
(|XNi,s − Y Ni,s |+ |V Ni,s −WNi,t)
≤
(
ε
2
+
1
N − 1 + sups≤t Λ
N
s
)
exp
(
t+ 8
∫ t
0
∥∥ρNs ∥∥∞,ε ds), (38)
where ΛNs :=
1
N
N∑
i=1
∣∣∣∣ 1N − 1
N∑
j=1
K(Y Ni,s − Y Nj,s)−
∫
R×R
K(Y Ni,s − x)µs(dx, dv)
∣∣∣∣. (39)
We now focus on finding some concentration inequalities for the random variable supt∈[0,T ]ΛNt . In
order to prove concentration inequalities for these supremum in time, we follow the same steps as
in the proof of Proposition 2. Once it is be done, we will combine them with the concentration
inequalities on supt∈[0,T ]
∥∥ρNt ∥∥∞,ε given by Proposition 2, and we will obtain some deviation upper
bounds for
1
N
N∑
i=1
sup
s∈[0,t]
(|XNi,s − Y Ni,s |+ |V Ni,s −WNi,t |) .
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6.2 Estimation of the fluctuations term ΛNt at fixed time t
We first establish the
Lemma 11. Let (Y Ni )1≤i≤N be i.i.d. random variables, with a diffuse common law ( i.e. a law that
does not charge any atom). For i = 1, . . . , N define the random variable ΛN as follows:
ΛN =
1
N
N∑
i=1
∣∣∣∣ 1N − 1∑
j 6=i
K(Y Ni − Y Nj )− E
[
K(Y Ni − Y Nj )
∣∣Y Ni ]∣∣∣∣
Then for all α > 0,
P
(|ΛN | ≥ α) ≤ 2N e−2α2(N−1).
Proof. Step 1. A calculation with Y N1 frozen. To begin, we “freeze” Y
N
1 = a and define
ΛN1 (a) :=
1
N − 1
∑
j≥2
K(a− Y Nj )− E
[
K(a− Y Nj )
]
.
By the definition (2) of K, and since P(Y Nj = a) = 0 by assumption the random variable ζ
a
j defined
by:
ζaj = K(a− Y Nj ) +
1
2
=

0 si a < Y Nj
1/2 si a = Y Nj
1 si a > Y Nj
is a Bernoulli variable with parameter pa := P(Y
N
j > a). But since pa− 12 = E[K(a−Y Nj )], we have∑
j≥2 ζ
a
j − (N − 1)pa = ΛN1 (a). So, by an application of Lemma 8 to the binomial variable
∑
j≤2 ζ
a
j :
P
(∣∣ΛN1 (a)∣∣ ≥ α) = P(∣∣∣∣∑
j 6=i
ζaj − (N − 1)pa
∣∣∣∣ ≥ (N − 1)α) ≤ 2 e−α(N−1)α2 ,
Step 2. Summing up on N . Using the notation introduced in the previous step, we can rewrite
ΛN = 1N
∑N
i=1
∣∣ΛNi (Y Ni )∣∣ , and then
P
(
ΛN ≥ α) ≤ P( sup
i=1,...,N
|ΛNi (Y Ni )| ≥ α
)
≤
N∑
i=1
P
(|ΛNi (Y Ni )| ≥ α)
= N E
[
P
(|ΛN1 (Y N1 )| ≥ α∣∣Y N1 )],
where we have used the fact that the variables (Y Ni )1≤i≤N are exchangeable. But by independence
of Y N1 and (Y
N
i )i≥2, we obtain using the previous step that P
(|ΛN1 (Y N1 )| ≥ α∣∣Y N1 ) ≤ 2 e−2(N−1)α2
and the conclusion follows.
6.3 Estimation on the supremum in time of the fluctuations term
Lemma 12. Assume that (Y Ni ,W
N
i ) are N independent copies of a solution (Y,W ) to (3) of
initial law f0 satisfying Mx,vλ (f0) < +∞ for some λ > 0, and ΛNt is defined by (39). Then, with
ρs := L(Ys) κt := sup0≤s≤t ‖ρs‖∞ we have provided that ε ≤ min
(
1
16 ,
λ
2 , λ
−2
)
.
P
(
sup
s∈[0,t]
|ΛNs | ≥ Ctε
)
≤ (ε+ t)
(
5
ε
+ 4κtNλ
−1 +
N
ε
eλt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
e−2Nε
2
,
with Ct := 36 + 80κt + (1 + 3κt)
8
λ lnE
[
eλ|W0|
]
.
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Proof. Step 1. Bounding the time fluctuations. Let (Zt)t≥0 = (Yt,Wt)t≥0 be a solution to the non
linear SDE (3). We show in that step that for N ≥ 2:
sup
s∈[t,t+∆t]
|ΛNs − ΛNt | ≤
(
16
∥∥ρNt ∥∥∞,ε + 4‖ρt‖∞) sup
s∈[t,t+∆t]
1
N
N∑
i=1
∣∣Y Ni,s − Y Ni,t ∣∣
+ 4
∥∥ρNt ∥∥∞,ε |s− t|(E[|W0|]+ 2)+ 10 ∥∥ρNt ∥∥∞,ε ε. (40)
Indeed, by the definition (39) of ΛNs :
|ΛsN − ΛtN | ≤
1
N(N − 1)
N∑
i=1
N∑
j=1
∣∣K(Y Ni,s − Y Nj,s)−K(Y Ni,t − Y Nj,t )∣∣
+
1
N
N∑
i=1
∣∣∣∣∫
R
K(Y Ni,s − x)ρs(dx)−
∫
R
K(Y Ni,t − x) ρt(dx)
∣∣∣∣
Using the second point of Lemma 4 with two copies of a vector of joint law 1N
∑
i δ(Y Ni,t ,Y Ni,s)
, we may
bound the first term in the r.h.s. by
1
N(N − 1)
N∑
i=1
N∑
j=1
∣∣K(Y Ni,s − Y Nj,s)−K(Y Ni,t − Y Nj,t )∣∣ ≤ 8 NN − 1 ∥∥ρNt ∥∥∞,ε
(
1
N
N∑
i=1
|Y Ni,s − Y Ni,t |+
ε
2
)
.
To estimate the second term in the r.h.s, we use the third point of Lemma 4, applied to independent
couples: The first one with law 1N
∑
i δ(Y Ni,t ,Y Ni,s)
and (Yt, Ys). It leads to the estimate
1
N
N∑
i=1
∣∣∣∣∫
R
K(Y Ni,s − x)ρs(dx)−
∫
R
K(Y Ni,t − x) ρt(dx)
∣∣∣∣
≤ 4
(
‖ρt‖∞ 1
N
N∑
i=1
|Y Ni,s − Y Ni,t |+
∥∥ρNt ∥∥∞,ε (E[|Ys − Yt|]+ ε/2)).
Putting these two estimates together, using point (iv) of Proposition 3 in order to bound E
[|Yt−Ys|]
and taking the supremum in time leads to (40).
Step 2. Controlling the deviation. We define tk = kε for 0 ≤ k ≤ kM := ⌊tε−1⌋ and recall that
by assumption ε ≤ min
(
1
16 ,
λ
2 , λ
−2
)
. Consider the events
Ω1 :=
{‖ρNtk‖∞,ε ≤ κt + 1 for all 0 ≤ k ≤ kM},
Ω2 :=
{
sup
s∈[tk,tk+ε]
1
N
N∑
i=1
∣∣Y Ni,s − Y Ni,tk ∣∣ ≤ ε(cλ + 2ε) for all 0 ≤ k ≤ kM},
Ω3 :=
{|ΛNtk | ≤ 4ε for all 0 ≤ k ≤ kM}.
By Lemma 9 and the point (ii) of Lemma 3,
P(Ωc1) ≤ (kM + 1)
(
4κtNελ
−1 + 2 +Neλt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
e−2Nε
2
.
By Corollary 10, P(Ωc2) ≤ (kM + 1)e−2Nε
2
. By Lemma 11, P(Ωc3) ≤ 2(kM + 1) e−8(N−1)ε
2 ≤
2(kM + 1) e
−2Nε2 if N ≥ 2. When the three above events are realized, we get with the help of the
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bound (40)
sup
s∈[0,t]
|ΛNs | ≤ sup
k=0,...,kM
|ΛNtk |+ sup
k=0,...,kM , s∈[tk,tk+ε]
|ΛNs − ΛNtk |
≤ 4ε+ (20κt + 4)ε(cλ + ε) + 4 (κt + 1)ε
(
E
[|W0|]+ 2)+ 10 (κt + 1)ε
≤ C′
t
ε,
with C′
t
:= 26 + 4cλ + 4E[|W0|] + κt(20cλ + 4E[|W0|] + 30). Using the expression of cλ and the fact
that λE[|W0|] ≤ lnE
[
eλ|W0|
]
, it is not difficult to show that C′
t
≤ Ct, where Ct is the constant
introduced in Lemma 12. Moreover, gathering the three previous estimates on P(Ωci) for i = 1, 2, 3,
we get
P
(
Ωc1 ∪ Ωc2 ∪ Ωc3
) ≤ ε+ t
ε
(
5 + 4κtNελ
−1 +Neλt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
e−2Nε
2
,
which concludes the proof.
6.4 Conclusion of the proof of Theorem 4
We now consider the two events
Ω1 :=
{
sup
s∈[0,t]
|ΛNs | ≥ Ctε
}
, Ω2 :=
{
sup
s∈[0,t]
∥∥ρNs ∥∥∞,ε ≥ κt + 1},
where Ct is the constant defined in 12. By Lemma 12, and since we also assume ε ≥ λN−1/2
P (Ωc1) ≤ (ε+ t)
(
5
ε
+ 4κtNλ
−1 +
N
ε
eλt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
e−2Nε
2
,
≤ (ε+ t)λ−1N 32
(
5 + 4κt + e
λt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
e−2Nε
2
and by Proposition 2, provided that ε ≤ 5κtmin
(
1
16 ,
λ
2 , λ
−2
)
, and since we also assume ε ≥ λN−1/2,
the following bound holds with Dt := 10 + κ
2
tλ
−1 + eλ(
1
2
+λ)t E
[
eλ(|Y0|+|W0|)
]
P
(
Ωc2
) ≤Dt(1 + t2κt + 1
ε
(
cλ +
√
Nεmax(1,
√
Nελ−1)
))
N e−
1
2
Nε2 ,
≤Dt
(
1 + t
2κt + 1
ε
(
cλ +Nε
2λ−1
))
N e−
1
2
Nε2 ,
≤Dtλ−1
(
ε+ t(2κt + 1)
(
cλ +
√
Nε
))
N
3
2 e−2Nε
2
.
If the two events are satisfied, then thanks to (38) we get
1
N
N∑
i=1
sup
s∈[0,t]
(|XNi,s − Y Ni,s |+ |V Ni,s −WNi,t |) ≤ ((Ct + 12)ε+ 1N − 1
)
exp
(
t+ 8
∫ t
0
‖ρs‖∞ ds
)
,
≤
(
Ct +
1
2
+
2
λ
)
exp
(
t+ 8
∫ t
0
‖ρs‖∞ ds
)
ε,
where we have used that ε ≥ λN−1/2 ≥ λ(2(N − 1))−1 when N ≥ 2. which concludes the proof
since
Bt := Ct +
1
2
+
2
λ
.
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Defining also
A
′′
t
:= λ−1
(
Dt
(
1 + (2κt + 1)cλ
)
+ 5 + 4κt + e
λt
(
1
2
+λ
)
E
[
eλ(|Y0|+|W0|)
])
, A′
t
:= λ−1Dt(2κt + 1),
we obtain from the previous bound P
(
Ωc1∪Ωc2
) ≤ (t+ε)(At+A′t√Nε)N 32 e−2Nε2 , and that concludes
the proof. In particular it can be checked that A′′
t
≤ At where At is defined by
At := λ
−1
[
12 + κ2tλ
−1 + 2 eλ(
1
2
+λ)t E
[
eλ(|Y0|+|W0|)
]](
1 + (2κt + 1)cλ
)
,
A
′
t
:= λ−1
[
10 + κ2tλ
−1 + eλ(
1
2
+λ)t E
[
eλ(|Y0|+|W0|)
]]
(2κt + 1),
Bt := 37 +
2
λ
+ 80κt + (1 + 3κt)
8
λ
lnE
[
eλ|W0|
]
.
7 Appendix
Proposition 4. Let K : (t, x) ∈ R+ × R 7→ Kt(x) ∈ R be a function belonging to L∞loc
(
R+, Ck(R)
)
for all k ∈ N and to C1(R+ × R2). Consider the unique (in the class of measures) solution to the
following linear PDE
∂tft + v ∂xft +Kt(x) ∂vft = ∂v(∂vft + vft), (41)
for an initial condition f0 ∈ P(R2) satisfying ∂kx∂lvf0 ∈ L2(R2) for all k, l ∈ N. Then f ∈ C1(R+ ×
R2) and is even two times continuously differentiable in (x, v).
Proof. Differentiating equation (41) k times in x variable, and l times in v variable leads to
∂t(∂
k
x∂
l
vft) + v ∂x(∂
k
x∂
l
vft) +Kt(x) ∂v(∂
k
x∂
l
vft)− ∂v(v ∂kx∂lvft)− ∂2v (∂kx∂lvft)
= −
k−1∑
k′=0
(
k
k′
)
∂k−k
′
x Kt(x)(∂
k′
x ∂
l+1
v ft)− ∂k+1x ∂l−1v ft + l ∂kx∂lvft, (42)
with the convention that a term containing a derivative with a negative power vanishes. Multiplying
the above equation by ∂kx∂
l
vft and performing an integration by part, we obtain
d
dt
∥∥∂kx∂lvft∥∥22 ≤ ∥∥∂kx∂lvft∥∥2∥∥∂k+1x ∂l−1v ft∥∥2+Ct,k k−1∑
k′=0
(
k
k′
)∥∥∂k′x ∂l+1v ft∥∥2∥∥∂kx∂lvft∥∥2 + (l + 12)∥∥∂kx∂lvft∥∥22,
where Ct,k = sup
k′=1,··· ,k
∥∥∂k′x Kt∥∥∞.
Then summing these inequalities over the k, l such that k + l ≤ m, we find
d
dt
Hm(t) ≤ C˜m,tHm(t), where Hm(t) =
∑
k+l≤m
∥∥∥∂kx∂lvft∥∥∥2
2
,
and the constant C˜m,t is locally bounded in time. Since by assumption Hm(0) <∞ for any m ∈ N,
we get that for any time t ≥ 0, sups∈[0,t]Hm(s) < ∞. Then by Morrey’s inequality for m large
enough (m = 4), f ∈ L∞([0, t], C2(R2)), and so does ∂kx∂lvf for all k, l ≥ 0. Using (42), we deduce
that ∂t∂
k
x∂
l
vf ∈ L∞loc(R+×R2), and in particular ∂kx∂lvf is continuous. So f is two times continuously
differentiable in (x, v). And using finally (41), we see that ∂tf is itself continuous in all the variables,
as a sum of continuous functions. This concludes the proof.
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