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Abstract
In this paper we give a complete description of the entire dynamics of the kinetic system of a reaction–
diffusion system proposed by A. Gierer and H. Meinhardt. In particular, the α-limit sets and ω-limit sets of
all trajectories are determined, and it is shown that the dynamics of the system exhibits various interesting
behaviors, including convergent solutions, periodic solutions, unbounded oscillating global solutions, and
finite time blow-up solutions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of main results
In 1952, A. Turing [9] proposed the notion of “diffusion-driven instability” in his attempt of
modeling, among other things, the regeneration phenomenon of hydra—one of the earliest ex-
amples in morphogenesis, discovered by A. Trembley in 1744 [8]. Following Turing’s ingenious
idea, A. Gierer and H. Meinhardt [1] in 1972 devised the following activator–inhibitor system
(already normalized and with the response rate τ added):
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∂u
∂t
= ε2u− u+ u
p
vq
for x ∈ Ω , t > 0,
τ
∂v
∂t
= dv − v + u
r
vs
for x ∈ Ω , t > 0,
∂u
∂ν
= ∂v
∂ν
= 0 for x ∈ ∂Ω , t > 0,
(1.1)
where  =∑Nj=1 ∂2/∂x2j is the Laplace operator in RN , Ω is a bounded smooth domain in RN ,
ν is the unit outer normal to ∂Ω , τ , ε and d are positive constants. The exponents p, q , r and s
satisfy
p > 1, q > 0, r > 0, s  0 and 0 < p − 1
r
<
q
s + 1 . (1.2)
In (1.1), the unknowns u = u(x, t) and v = v(x, t) represent the concentration of an activator
and an inhibitor, respectively, at x ∈ Ω and time t > 0. The notion “diffusion-driven instability,”
and therefore system (1.1), is derived based on the idea of “short-range activation, long-range
inhibition,” which means that the inhibitor, although activated by the activator, spreads by diffu-
sion faster than the activator and blocks the production of the activator in distant places. In other
words, striking patterns of the activator concentration are expected to emerge when the diffusion
rate ε2 of the activator is small and the diffusion rate d of the inhibitor is large. In the limiting
case d → +∞, system (1.1) formally reduces to a “shadow system.”
Equation (1.1) and its “shadow system” have received tremendous attention in recent years.
It has been proved that there are “spike-layer” steady states; that is, solutions concentrating on
isolated points in Ω . Moreover, the locations and profiles of those spike-layers have been deter-
mined. (See, e.g., [5] for a brief survey.) However, the dynamics of (1.1), other than the global
existence (which is proved in [2,7]), is not understood at all.
As a preliminary step, we intend to study the dynamics of (1.1) with constant initial values;
in other words, we shall first study the kinetic system of (1.1), namely,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
du
dt
= −u+ u
p
vq
for t > 0,
τ
dv
dt
= −v + u
r
vs
for t > 0,
u(0) = u0, v(0) = v0,
(K)
where u0  0, v0 > 0 and the exponents p, q , r , s satisfy
p > 1, q > 0, r > 0, s > −1 and 0 < p − 1
q
<
r
s + 1 , (C)
which is slightly more general than (1.2) as we now assume that s > −1 in (C) instead of s  0
in (1.2).
It is our purpose in this paper to give a complete description of the entire dynamics of (K).
It turns out that the dynamics of (K) already exhibits various interesting behaviors including
convergence to the equilibria (0,0) or (1,1), periodic solutions, unbounded oscillating global
solutions, and finite time blow-up solutions.
The dynamics of (1.1) is undoubtedly far more intriguing than that of (K). For instance, the
formation and evolution of time-dependent spike-layer solutions would be of great interest for us
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almost constant initial values. We wish to return to this issue in a future paper.
We ought to remark that if the basic production rate σ of the activator u in (1.1) is positive,
i.e., ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= ε2u− u+ u
p
vq
+ σ for x ∈ Ω , t > 0,
τ
∂v
∂t
= dv − v + u
r
vs
for x ∈ Ω , t > 0,
∂u
∂ν
= ∂v
∂ν
= 0 for x ∈ ∂Ω , t > 0,
(1.3)
there have been works by various authors [2–7]. In particular, solutions to (1.3) are proved to
exist and are bounded for all t > 0 provided p − 1 < r [2,7], which seems to make the dynam-
ics of (1.3) drastically different from that of (1.1). Again, we hope to address this issue in a
forthcoming paper.
We now come to the precise statements of our main results. First we introduce some notation.
1.1. Notation
We shall assume throughout this paper that the initial value is in the first quadrant Q =
{(u, v) ∈ R2 | u > 0, v > 0}. By ∂Q we mean the set {(u, v) | uv = 0, u 0, v  0}. By ∞ we
mean the point at infinity (u, v) = (+∞,+∞) and by O the origin (u, v) = (0,0). For P ∈Q, let
(T−(P ), T+(P )) denote the maximal existence interval of the solution of the initial value prob-
lem (K) with initial value (u(0), v(0)) = P . Moreover, let γ (P ) denote the orbit of the solution
(u(t), v(t)) with (u(0), v(0)) = P :
γ (P ) = {(u(t), v(t)) | T−(P ) < t < T+(P )}.
We denote the ω-limit set and the α-limit set of γ (P ) by L+(γ (P )) and L−(γ (P )), respectively.
The two curves C1 and C2, defined by v = u(p−1)/q (on which ut = 0) and v = ur/(s+1) (on
which vt = 0), respectively, intersect at exactly one point E = (1,1). Hence it is the unique
equilibrium point in Q. These two curves divide the first quadrant into four regions R1,R2,R3
and R4:
R1 =
{
(u, v) | 0 < u< ∞, v < min{u(p−1)/q , ur/(s+1)}},
R2 =
{
(u, v) | 1 < u< ∞, u(p−1)/q < v < ur/(s+1)},
R3 =
{
(u, v) | 0 < u< ∞, v > max{u(p−1)/q , ur/(s+1)}},
R4 =
{
(u, v) | 0 < u< 1, ur/(s+1) < v < u(p−1)/q}.
1.2. Main results
We begin by defining two ratios which play an essential role in classifying the behavior of
solutions of (K):
ρA = p − 1 , ρI = q .
r s + 1
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the production of itself with how strongly it activates that of the inhibitor. If ρA is large, then
the net growth rate of the activator is sufficiently large even with the inhibition effect by the
inhibitor taken into account. On the other hand, we call ρI the net cross-inhibition index, because
it compares how strongly the inhibitor suppresses the production of the activator with that of
itself. The large value of ρI means that the production of the activator is severely suppressed by
the inhibitor.
All the possible choices of the exponents (p, q, r, s) satisfying (C) fall into the following three
cases:
Case I: ρA < 1, ρI < 1 (example: (p, q, r, s) = (2,4,2,4)),
Case II: ρA  1, ρI  1 (example: (p, q, r, s) = (2,2,2,0) or (2,1,2,0)),
Case III: ρA > 1, ρI > 1 (example: (p, q, r, s) = (4,2,2,0)).
Notice that (C) is never satisfied in the remaining case ρA > 1 and ρI  1. Moreover, in
Case II, the possibility of (r, s + 1) = (p − 1, q) is ruled out by (C). It turns out that these three
cases differ in the possible α- and ω-limit sets of solution orbits. In addition, in each of the cases,
solutions of (K) behave quite differently as the response rate τ varies.
We now state our main results of this paper. The following three values of τ are of great
significance:
τE ≡ s + 1
p − 1 , τ∞ ≡
s + 1
r
, τO ≡ q
p − 1 . (1.4)
Theorem 1 (Case I). Let r > p − 1 and s + 1 > q . Then τ∞ < τO < τE . In the following state-
ments (a)–(e), we assume P ∈Q\{E}:
(a) If τ < τ∞, then there are special orbits γc and γs for which the following (i)–(iii) hold:
(i) L+(γc) = {E} and L−(γc) = {∞}, while L+(γs) = {E} and L−(γs) = {O}. The com-
bined curve γc ∪ {E} ∪ γs separates Q into two subdomains A and B, where boundary ∂A
contains the positive v-axis and ∂B contains the positive u-axis. (ii) If (u(0), v(0)) = P
is in A, then L+(γ (P )) = {E} and L−(γ (P )) = {∞}. (iii) If P is in B, then there exists
a positive number uP depending only on P such that L+(γ (P )) = {E} and L−(γ (P )) =
{(uP ,0)}. Conversely, for any positive number ξ , there is a P ∈ B such that L−(γ (P )) =
{(ξ,0)}.
(b) If τ∞  τ  τO , then for each P ∈ Q, there exists a non-negative number uP depending
only on P such that L+(γ (P )) = {E} and L−(γ (P )) = {(uP ,0)}. Conversely, for any non-
negative number ξ , there is a P ∈Q such that L−(γ (P )) = {(ξ,0)}.
(c) If τO < τ < τE , then there is a special orbit γs for which the following (i)–(iii) hold:
(i) L+(γs) = {O} and L−(γs) = {(us,0)}, where us is a positive number. Let D be the do-
main enclosed by γs and the u-axis. (ii) If P is in D, then there exists a uP with 0 uP < us
depending only on P such that L+(γ (P )) = {E} and L−(γ (P )) = {(uP ,0)}. Conversely,
for any non-negative number ξ with 0  ξ < us , there is a P ∈ D such that L−(γ (P )) =
{(ξ,0)}. (iii) If P is in Q\D, then there exists a positive number uP with uP > us depend-
ing only on P such that L+(γ (P )) = {O} and L−(γ (P )) = {(uP ,0)}. Conversely, for any
positive number ξ with ξ > us , there is a P ∈Q\D such that L−(γ (P )) = {(ξ,0)}.
(d) If τ = τE , then there is a special orbit γs for which the following (i)–(iii) hold:
(i) L+(γs) = {O} and L−(γs) = {O}. Let D be the domain enclosed by γs . (ii) If P is
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depending only on P such that L+(γ (P )) = {O} and L−(γ (P )) = {(uP ,0)}. Conversely,
for any positive number ξ , there is a P ∈Q\D such that L−(γ (P )) = {(ξ,0)}.
(e) If τ > τE , then there is a special orbit γs for which the following (i)–(iii) hold:
(i) L+(γs) = {O} and L−(γs) = {O}. Let D be the domain enclosed by γs . (ii) If P is in D,
then L+(γ (P )) = {O} and L−(γ (P )) = {E}. (iii) If P is inQ\D, then there exists a positive
number uP depending only on P such that L+(γ (P )) = {O} and L−(γ (P )) = {(uP ,0)}.
Conversely, for any positive number ξ , there is a P ∈Q\D such that L−(γ (P )) = {(ξ,0)}.
Furthermore, if L−(γ (P )) = {(uP ,0)}, then −∞ < T−(P ), while T−(P ) = −∞ if
L−(γ (P )) = {∞} or {E}. On the other hand, T+(P ) = +∞ for all P ∈Q.
Theorem 2 (Case II). Let r  p − 1 and s + 1  q . Then τ∞  τE  τO . For all P ∈ Q,
T+(P ) = +∞ and T−(P ) = −∞. Moreover, the following statements (a)–(e) hold for any
P ∈Q\{E}:
(a) If τ < τ∞, then L+(γ ) = {E} and L−(γ ) = {∞}.
(b) If τ∞  τ < τE , then L+(γ ) = {E} and L−(γ ) = ∂Q.
(c) If τ = τE , then all the orbits are closed.
(d) If τE < τ  τO , then L+(γ ) = ∂Q and L−(γ ) = {E}.
(e) If τ > τO , then L+(γ ) = {O} and L−(γ ) = {E}.
Here γ stands for γ (P ) and ∂Q denotes the extended boundary of Q:
∂Q= {(u,0) | u 0}∪ {(0, v) | v  0}∪ {(u,+∞) | u 0}∪ {(+∞, v) | v  0}.
Theorem 3 (Case III). Let r < p − 1 and s + 1 < q . Then τE < τ∞ < τO . In the following
statements (a)–(e), we assume P ∈Q\{E}:
(a) If τ < τE , then there is a special orbit γs for which the following (i)–(iii) hold: (i) L+(γs) =
{∞} and L−(γs) = {∞}. The orbit γs separates Q into two subdomains A and B, where
A contains E. (ii) If P is in A, then L+(γ (P )) = {E} and L−(γ (P )) = {∞}. (iii) If P is
in B, then there exists a vP with 0 < vP < +∞ depending only on P such that L+(γ (P )) =
{(+∞, vP )} and L−(γ (P )) = {∞}. Conversely, for any positive number η, there is a P ∈ B
such that L+(γ (P )) = {(+∞, η)}.
(b) If τ = τE , then there is a special orbit γs for which the following (i)–(iii) hold: (i) L+(γs) =
{∞} and L−(γs) = {∞}. The orbit γs separates Q into two subdomains A and B, where
A contains E. (ii) If P is in A, then γ (P ) is a closed orbit. (iii) If P is in B, then there
exists a vP with 0 < vP < +∞ depending only on P such that L+(γ (P )) = {(+∞, vP )}
and L−(γ (P )) = {∞}. Conversely, for any positive number η, there is a P ∈ B such that
L+(γ (P )) = {(+∞, η)}.
(c) If τE < τ < τ∞, then there is a special orbit γs for which the following (i)–(iii) hold:
(i) L+(γs) = {(+∞, vs)} and L−(γs) = {∞}, where vs is a number with 0 < vs < +∞.
The orbit γs separates Q into two subdomains A and B, where A contains E. (ii) If
P is in A, then there exists a vP with vs < vP  +∞ depending only on P such that
L+(γ (P )) = {(+∞, vP )} and L−(γ (P )) = {∞}. Conversely, for any positive number η
with vs < η  +∞, there is a P ∈ A such that L+(γ (P )) = {(+∞, η)}. (iii) If P is in
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{(+∞, vP )} and L−(γ (P )) = {∞}. Conversely, for any positive number η with 0 < η < vs ,
there is a P ∈ B such that L+(γ (P )) = {(+∞, η)}.
(d) If τ∞  τ  τO , then there exist a vP with 0 < vP  +∞ depending only on P such that
L+(γ (P )) = {(+∞, vP )} and L−(γ (P )) = {E} for all P ∈ Q\{E}. Conversely, for any
number η with 0 < η+∞, there is a P ∈Q such that L+(γ (P )) = {(+∞, η)}.
(e) If τ > τO , then there are special orbits γc and γs for which the following (i)–(iii) hold:
(i) L+(γc) = {O} and L−(γc) = {E}, while L+(γs) = {∞} and L−(γs) = {E}. The com-
bined curve γc ∪ {E} ∪ γs separates Q into two subdomains A and B, where boundary
∂A contains the positive v-axis and ∂B contains the positive u-axis. (ii) If P is in A, then
L+(γ (P )) = {O} and L−(γ (P )) = {E}. (iii) If P is in B, then there exists a vP with 0 <
vP < +∞ depending only on P such that L+(γ (P )) = {(+∞, vP )} and L−(γ (P )) = {E}.
Conversely, for any positive number η, there is a P ∈Q such that L+(γ (P )) = {(+∞, η)}.
Furthermore, if L+(γ (P )) = {(+∞, vP )} with 0 < vP  +∞, then T+(P ) < +∞, while
T+(P ) = +∞ if L+(γ (P )) = {E} or {O}. On the other hand, T−(P ) = −∞ for all P ∈Q.
To help visualize the behavior of the solutions, we have included the graphics of the orbits in
the above three theorems in the Appendix.
Remark 4.
(i) If T+(P ) < +∞, then the solution (u(t), v(t)) with initial value P must blow up, i.e.,
at least u(t) diverges to +∞ as t ↑ T+(P ). However, if T−(P ) > −∞, then the solution
remains bounded as t ↓ T−(P ).
(ii) If the net self-activation index ρA does not exceed 1, then no solution blows up in finite
time. On the other hand, if ρA > 1, then there are always solutions blowing up in finite time,
independently of the magnitude of τ .
(iii) Roughly speaking, in Case II, the activator activates itself moderately and the inhibitor
holds the activator production back strongly; and the system is best controlled in Case II.
As a result, the behavior of solutions is the simplest among the three cases. In particular,
there does not appear any separatrix in Case II. It is interesting that the most common choice
of the exponents (p, q, r, s) = (2,1,2,0) is in Case II.
(iv) In contrast, Cases I and III seem to share the same degree of complexity. As a matter of fact,
these two cases are “dual” in the sense that will be made clear in the next subsection.
(v) Observe that the behavior of solutions to (K) changes drastically as the parameter τ passes
through τE , τO or τ∞. In particular, at τ = τE the stability of the equilibrium E changes,
while there are solutions approaching the origin as t → +∞ if and only if τ > τO , and there
appear solutions tending to ∞ as t → −∞ if and only if τ < τ∞.
1.3. Transformation among the (K) family
For the complete classification of the solution orbits, it turns out that the following transfor-
mation is crucial. Indeed, it reveals the underlying beautiful mathematical structure of (K). It is
important to regard (K) as a family of differential equations labelled by (p, q, r, s, τ ). Hence, for
the moment we denote the problem by (K;p,q, r, s, τ ).
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u˜ = 1
v
, v˜ = 1
u
and t˜ = − t
τ
, (1.5)
then system (K) is converted into the following system:⎧⎪⎪⎨⎪⎪⎩
du˜
dt˜
= −u˜+ u˜
p˜
v˜q˜
,
τ˜
dv˜
dt˜
= −v˜ + u˜
r˜
v˜s˜
,
(K˜)
where
τ˜ = 1
τ
, p˜ = s + 2, q˜ = r, r˜ = q and s˜ = p − 2. (1.6)
It is verified easily that p˜, q˜ , r˜ > 0, s˜ > −1 and
0 <
p˜ − 1
q˜
<
r˜
s˜ + 1 .
Hence, (K) becomes the same system (K˜) by transformation (1.5). More precisely, the trans-
formation (u, v,p, q, r, s, t, τ ) 
→ (u˜, v˜, p˜, q˜, r˜, s˜, t˜ , τ˜ ) defined by (1.5) and (1.6) maps the prob-
lem (K;p,q, r, s, τ ) to (K; p˜, q˜, r˜, s˜, τ˜ ). We state here a few important properties of the trans-
formation (1.5).
The two curves C˜1, C˜2, defined by v˜ = u˜(p˜−1)/q˜ (where u˜t˜ = 0) and v˜ = u˜r˜/(s˜+1) (where
v˜t˜ = 0), respectively, intersect at exactly one point E = (1,1). Then it is the unique equilibrium
point of (K˜) in Q˜≡ {(u˜, v˜) | u˜ > 0, v˜ > 0}. These two curves divide the first quadrant into four
regions R˜1, R˜2, R˜3 and R˜4:
R˜1 =
{
(u˜, v˜) | 0 < u˜ < ∞, v˜ < min{u˜(p˜−1)/q˜ , u˜r˜/(s˜+1)}},
R˜2 =
{
(u˜, v˜) | 1 < u˜ < ∞, u˜(p˜−1)/q˜ < v˜ < u˜r˜/(s˜+1)},
R˜3 =
{
(u˜, v˜) | 0 < u˜ < ∞, v˜ > max{u˜(p˜−1)/q˜ , u˜r˜/(s˜+1)}},
R˜4 =
{
(u˜, v˜) | 0 < u˜ < 1, u˜r˜/(s˜+1) < v˜ < u˜(p˜−1)/q˜}.
By simple computations, we see that (1.5) gives a bijection between (i)R1 and R˜1, (ii)R2 and
R˜4, (iii)R3 and R˜3, (iv)R4 and R˜2. Moreover, it follows from the definition that r˜ − (p˜− 1) =
q − (s + 1) and s˜ + 1 − q˜ = (p − 1)− r . Therefore, we see that (1.5) changes the conditions on
the exponents in Cases I, II and III into those in III, II and I, respectively. We obtain the following
proposition.
Proposition 5. Transformation (1.5) gives the following dualities:
(i) Solution trajectories of (K) in (a), (b), (c), (d) and (e) of Theorem 1 become those in (e),
(d), (c), (b) and (a) of Theorem 3, respectively.
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(d), (c), (b) and (a) of Theorem 2, respectively.
(iii) Solution trajectories of (K) in (a), (b), (c), (d) and (e) of Theorem 3 become those in (e),
(d), (c), (b) and (a) of Theorem 1, respectively.
It follows from Proposition 5 that if we know the behavior of solutions for τ  τE in Case II
completely, then we obtain at the same time the complete knowledge of the behavior of solutions
for τ > τE , while if we have complete understanding of the behavior of solutions in Case I, then
we also have that also for Case III.
We notice that the direction of the time variable is reversed by transformation (1.5). Therefore,
in virtue of Proposition 5, for the proofs of Theorems 1–3, it suffices to verify only the assertions
for L+ in all cases (a)–(e) of the three theorems.
The organization of this paper is as follows. In Section 2, some preliminary lemmas are
proved. Main results are established in Section 3. In particular, detailed behaviors of blow-up
solutions are included in Section 3.3.
2. Preliminaries
First, we define an important quantity by
α = qr
p − 1 − (s + 1). (2.1)
Note that α > 0 by (C). We start by dealing with the stability of the equilibrium point E = (1,1)
of (K).
Lemma 6. The equilibrium E = (1,1) of (K) is locally asymptotically stable if τ < τE , and, it
is unstable if τ > τE , where τE is in (1.4). To be more precise, we have:
(i) E is a stable node if τ  τ1,
(ii) E is a stable vortex if τ1 < τ < τE ,
(iii) E is an unstable vortex if τE < τ < τ2,
(iv) E is an unstable node if τ2  τ ,
where
τ1 = s + 1 + 2α − 2
√
α(s + 1 + α)
p − 1 , τ2 =
s + 1 + 2α + 2√α(s + 1 + α)
p − 1 .
Proof. The Jacobian matrix at the equilibrium is given by(
p − 1 −q
r/τ −(s + 1)/τ
)
.
Therefore the eigenvalues are the roots of the equation
[
λ− (p − 1)][λ+ s + 1]+ qr = 0,τ τ
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λ± =
[
(p − 1)− s+1
τ
]±√[(p − 1)− s+1
τ
]2 − 4p−1
τ
α
2
. (2.2)
It is obvious that when τ = τE , both λ± are purely imaginary, and Reλ± < 0 if τ < τE , while
Reλ± > 0 if τ > τE .
It remains to prove (i)–(iv) above. From (2.2) we only need to verify that τ1 and τ2 are the
two zeros of the discriminant
D(τ) ≡
[
(p − 1)− s + 1
τ
]2
− 4p − 1
τ
α, τ > 0,
and that D(τ) < 0 if and only if τ1 < τ < τ2. An elementary computation shows that
τ 2
(p − 1)2 D(τ) = τ
2 − 2
(
s + 1 + 2α
p − 1
)
τ +
(
s + 1
p − 1
)2
,
which has two positive roots, namely, τ1 and τ2, and the property that D(τ) < 0 if and only if
τ1 < τ < τ2. 
Next, some general observations which hold true for all cases under (C) are in order. First, the
following lemma will be frequently used and is an easy consequence of (K).
Lemma 7. Let (u(t), v(t)) be a solution of (K) and a, b ∈R. Then
d
dt
(
ua
vb
)
= u
a
vb
[(
b
τ
− a
)
+
(
a
up−1
vq
− b
τ
ur
vs+1
)]
. (2.3)
Lemma 8. Each solution in R2 must enter R3. Similarly, each solution in R4 must enter R1.
Proof. This is obvious since ut < 0, vt > 0 in R2, and ut > 0, vt < 0 in R4. 
Lemma 9. If (K) has a solution (u(t), v(t)) converging to (0,0) as t → +∞, then it is necessary
that τ > τO .
Proof. If (u(t), v(t)) → (0,0) as t → +∞, then by Lemma 8 (u(t), v(t)) ∈R3 for t sufficiently
large. Thus, without loss of generality we may assume that (u(t), v(t)) ∈R3 for all t  0.
Now, if (u, v) ∈R3, then v > u(p−1)/q , or u < vq/(p−1). From the second equation of (K) it
follows that
−v < −v + u
r
vs
= τvt < −v + vqr/(p−1)−s .
Recalling the definition of α, we have
−1 < τ vt < −1 + vα < −1 + δ for t large,
v
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−(t − T ) < τ log v(t)
v(T )
< −(1 − δ)(t − T )
so that
v(T )e−(t−T )/τ < v(t) < v(T )e−(1−δ)(t−T )/τ .
Therefore, for t > T , we obtain that
u(t) < vq/(p−1)(t) < vq/(p−1)(T ) exp
(
− q
p − 1
1 − δ
τ
(t − T )
)
. (2.4)
On the other hand, ut = −u + up/vq > −u, hence we have ut + u > 0. This implies that
(etu)t > 0. Thus, it follows that etu(t) > u(0), or u(t) > u(0)e−t .
Combining (2.4) with the estimate above, we obtain
u(0)e−t < vq/(p−1)(T ) exp
(
− q
p − 1
1 − δ
τ
(t − T )
)
,
which implies that
q
p − 1
1 − δ
τ
 1, i.e., τ  (1 − δ) q
p − 1 .
Since δ > 0 can be chosen arbitrarily small, we obtain that τ  τO .
Next, we verify that if τ = τO , then there is no solution tending to (0,0). We prove the
assertion in the following two cases separately: Case I (r > p − 1, s + 1 > q) and Case II (r 
p− 1, s + 1 q) which are used to demonstrate Theorems 1 and 2. The proof of the assertion in
Case III (r < p−1, s +1 < q) will be done in Section 3.4 where we give the proof of Theorem 3
(see Lemma 29).
First, we assume that r > p − 1, s + 1 > q . If τ = τO , then we choose a = p − 1 and b = q
in (2.3):
d
dt
(
up−1
vq
)
= (p − 1)
(
up−1
vq
)2[
1 − u
r−p+1
vs+1−q
]
. (2.5)
If a solution (u(t), v(t)) tends to (0,0) as t → ∞, then we must have that (u(t), v(t)) ∈R3 for
all t large. Thus we may assume that for t  T , (u(t), v(t)) ∈R3 and both u(t), v(t) are small.
Then, we obtain that
ur−p+1
vs+1−q
=
[
u
p−1
q
v
u
r−p+1
s+1−q − p−1q
]s+1−q
= o(1) (2.6)
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r − p + 1
1 − (q − s) >
p − 1
q
. (2.7)
Hence, we conclude from (2.5) that
w′ = (p − 1)(1 + o(1))w2 (2.8)
for t large, where we set w ≡ up−1/vq . Dividing both sides of (2.8) by w2 and integrating from T
to t , we obtain that
1
w(T )
− 1
w(t)
C(t − T ).
In particular, this implies that C(t − T ) 1/w(T ). Letting t → +∞, we have a contradiction.
Next, we assume that r  p−1, s+1 q . This time we choose a = p−1 and b = q in (2.3):
d
dt
(
up−1
vq
)
=
(
up−1
vq
){[
q
τ
− (p − 1)
]
+ u
p−1
vq
[
(p − 1)− q
τ
ur−(p−1)
vs+1−q
]}
=
(
up−1
vq
)2
(p − 1)[1 − ur−(p−1)vq−(s+1)].
Thus, if a solution (u(t), v(t)) tends to (0,0) as t → +∞ in R3, we must have that
ur−(p−1)vq−(s+1) also converges to 0 since r  p − 1 or q  s + 1. Therefore, we see that
d
dt
(
up−1
vq
)
 p − 1
2
(
up−1
vq
)2
,
for t  T with T sufficiently large. Setting w ≡ up−1/vq , we have
w′  Cw2 (2.9)
for t  T , where C is a positive constant. Now, elementary arguments lead to a contradiction.
Therefore, the proof is finished except the assertion for τ = τO in Case III, which will be done
in Lemma 29. 
Lemma 10. If τ = τE , then (K) does not possess any periodic solution.
Proof. Suppose that (u, v) is a periodic solution of (K). Put
φ(u, v) = −u+ u
p
q
and ψ(u,v) = 1
(
−v + u
r
s
)
.v τ v
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du
dt
(t) = φ(u, v),
dv
dt
(t) = ψ(u,v).
Setting h = vs/up and
W(u, v) = (hφ,hψ), (2.10)
we have, by the divergence theorem∫
Ω
divWdudv =
∫
∂Ω
W · ν dS,
where Ω is the region enclosed by the periodic orbit (u(t), v(t)), t ∈ R, and ν is the unit outer
normal given by (vt ,−ut )/|(vt ,−ut )|.
By simple computations, we see that W · ν = 0. This implies that∫
Ω
divWdudv = 0.
Moreover, computing
divW= (hφ)u + (hψ)v
= ∂
∂u
(
− v
s
up−1
+ vs−q
)
+ ∂
∂v
(
−v
s+1
up
+ ur−p
)
1
τ
= (p − 1) v
s
up
− (s + 1) v
s
up
1
τ
=
[
(p − 1)− s + 1
τ
]
vs
up
,
we obtain that ∫
Ω
divWdudv = 0 =
[
(p − 1)− s + 1
τ
]∫
Ω
vs
up
dudv.
Thus, we conclude that
p − 1 = s + 1
τ
.
This shows τ = τE . 
Lemma 11. If τ > τO , then the solution (u, v) must tend to (0,0) monotonically (i.e., u ↘ 0 and
v ↘ 0) in t > 0 if (u(0), v(0)) ∈R3 and v(0) = 1u(p−1)/q(0) with [ q −(p−1)]+(p−1)εq < 0.ε τ
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d
dt
(
up−1
vq
)
= u
p−1
vq
{[
q
τ
− (p − 1)
]
+
[
(p − 1)u
p−1
vq
− q
τ
ur
vs+1
]}
<
up−1
vq
{[
q
τ
− (p − 1)
]
+ (p − 1)u
p−1
vq
}
.
From our choice of the initial value, we know that up−1
vq
(0) = εq and thus, up−1/vq is decreasing
in t > 0. Since ε must be small than 1, we conclude that the solution (u, v) must stay in R3 for
all t > 0 and therefore (u(t), v(t)) → (0,0) as t → +∞. 
Lemma 12. Let A be a point on the u-axis or v-axis. Suppose that (u(t), v(t)) is a solution
of (K) leaving a point Q1 on the line EA, turning around E and coming back to a point Q2 on
the line EA. If τ < τE , then Q2 lies between E and Q1. If τ > τE , then Q2 lies between Q1
and A.
Proof. It is clear that Q1 = Q2 by Lemma 10. First, let τ < τE and suppose that our assertion is
false. Setting Q1 = (u(T1), v(T1)) and Q2 = (u(T2), u(T2)), we define Ω as the region enclosed
by the combined curve {(u(t), v(t)) | T1 < t < T2} ∪ Q2Q1. Pick an arbitrary point Q ∈ Q1Q2
and extend the solution with initial value Q backwards in t . Since this solution cannot inter-
sect ∂Ω , it must stay inside Ω as t → −∞. Because E is the only critical point in Ω and there
is no periodic solution by Lemma 10, this solution must converge to E as t → −∞. This is
impossible since E is stable by Lemma 6. Thus the assertion is verified.
Next, let τ > τE and suppose that our assertion is false. We apply the same procedure above
and pick an arbitrary point Q ∈ Q2Q1. Trace the solution with initial value Q forward in t this
time. It follows from Lemma 10 that this solution must converge to E as t → +∞. Since E is
unstable by Lemma 6, this is a contradiction. Thus the assertion is obtained. 
The next lemma deals with finite time blow-ups.
Lemma 13. If a solution (u, v) of (K) stays insideR1 for t ∈ (0, T+), then it must either converge
to E = (1,1) or blow up in finite time.
Proof. Let (u, v) be a solution of (K) such that (u(t), v(t)) ∈ R1 for all t ∈ [0, T+) and
(u(t), v(t)) does not converge to E as t → T+. Suppose that (u(t), v(t)) exists for all t  0,
namely, suppose that (u, v) does not blow up in finite time. We first claim that both u(t) and v(t)
tend to +∞ as t → +∞. It is obvious that u(t) tends to +∞ as t → +∞ since (u, v) ∈R1 for
all t > 0. It is also clear that v must be increasing inR1. Suppose that v remains bounded inR1.
Then, from the second equation in (K) we have
τvt =
(
ur
vs+1
− 1
)
v > τv, for t  T
since ur/vs+1 goes to +∞. Therefore we obtain that v(t) v(T )et−T , which implies that v(t)
tends to +∞ as t → +∞. This contradiction proves our assertion.
W.-M. Ni et al. / J. Differential Equations 229 (2006) 426–465 439Next, we write δ ≡ r/(s + 1)− (p − 1)/q (> 0 by (C)), and have
u
r
s+1 = uδup−1q > uδv = (up−1q ) qδp−1 v > v1+ qδp−1
since u(p−1)/q > v in R1. Consequently, we see that
ur
vs+1
=
(
u
r
s+1
v
)s+1
> v
qδ
p−1 (s+1) ≡ vη,
where we have set η = qδ(s + 1)/(p − 1). Now, the second equation in (K) becomes
τvt =
(
ur
vs+1
− 1
)
v >
(
vη − 1)v > 1
2
vη+1
for t  T with T sufficiently large since v tends to +∞ as t → +∞. Integrating from T to t
gives
2τ
η
[
1
vη(T )
− 1
vη(t)
]
 t − T .
Letting t → +∞, we have a contradiction. Thus (u(t), v(t)) must blow up in finite time. 
We now come to the last lemma.
Lemma 14. Let (u(t), v(t)) be a solution of (K) such that it neither converge to (0,0) as
t → +∞ nor blows up in finite time. If τ > τE , then its ω-limit set contains no interior point
of Q.
Proof. Suppose that (u(t), v(t)) is a solution of (K) and its ω-limit set contains an interior point
B ∈Q. There is a sequence {tk} such that (u(tk), v(tk)) tends to B as tk → +∞. We assume that
(u(tk), v(tk)) ∈ R1 for some tk . From the assumption the solution enter R2, and go to R3 by
Lemma 8. Since the solution cannot converge to (0,0), it enter R4, and come back to R1. Now,
our process repeats itself. It is clear that the process above is obtained even if (u(tk), v(tk)) starts
in R2, R3 or R4. The solution trajectory intersects the line EB each time it turns around E.
We denote its intersections with EB by Qk = (u(Tk), v(Tk)), k = 1,2,3, . . . . Note that, from
Lemma 12, Qk+1 lies between Qk and B . We define Ωk as the region enclosed by a combined
curve {(u(t), v(t)) | Tk < t < Tk+1} ∪ Qk+1Qk . Letting W(u, v) be defined by (2.10), we have,
by the divergence theorem, ∫
Ωk
divWdudv =
∫
∂Ωk
W · ν dS,
where ν is the unit outer normal to ∂Ωk . Along the solution trajectory, we have W · ν = 0, a fact
which has been verified in the proof of Lemma 10. Then, it follows that
∫
Ω
divWdudv =
Qk∫
Q
W · ν dS.
k k+1
440 W.-M. Ni et al. / J. Differential Equations 229 (2006) 426–465Recalling that
divW=
{
(p − 1)− s + 1
τ
}
vs
up
,
we get
{
(p − 1)− s + 1
τ
}∫
Ωk
vs
up
dudv =
Qk∫
Qk+1
W · ν dS.
Observe that the integrand on the right-hand side is bounded since the point B is an interior
point. Hence the right-hand side tends to 0 as k → +∞. On the other hand, since Ωk ⊂ Ωk+1,
the left-hand side is bounded away from zero:∣∣∣∣{(p − 1)− s + 1τ
}∫
Ωk
vs
up
dudv
∣∣∣∣ C0 > 0
for some constant C0 as k → +∞. This is a contradiction and we get the conclusion. 
3. Proof of theorems
3.1. Proof of Theorem 1
First, we prepare the following lemma.
Lemma 15. Let p − 1 < r and q < s + 1. Then every solution trajectory cannot stay entirely
in R1 as t → T+ unless it converges to E as t → T+ (and in that case T+ = ∞).
Proof. Let (u(t), v(t)) be a solution of (K) such that (u(t), v(t)) ∈R1 for all 0 < t < T+ and
does not tend to E as t → T+.
Since both u and v are increasing in t as long as they are in R1, we must have u(t) tends to
∞ as t → T+. Along the trajectory (u(t), v(t)), the slope is bounded from below as follows:
dv
du
= vt
ut
= 1
τ
−v + ur/vs
−u+ up/vq 
1
2τ
ur/vs
up/vq
(3.1)
for t close to T+, since the leading terms of the numerator and denominator are ur/vs and up/vq ,
respectively. (This is due to the fact that up−1 > vq and ur > 2vs+1 in R1 for u large.) Now, we
have the following two cases:
(A) s  q . We can estimate (3.1) as follows:
dv  1 u
r−p
s−q >
1
u
(r−p)− p−1
q
(s−q) (3.2)du 2τ v 2τ
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λ ≡ (r − p)− p − 1
q
(s − q) > p − 1
q
− 1.
Thus we arrive at
dv
dv
 1
2τ
uλ (3.3)
for u large, along the trajectory (u(t), v(t)). Integrating (3.3) with respect to u along the trajec-
tory (u(t), v(t)), we have
v(t) Cuλ+1(t) (3.4)
for u large. This is a contradiction since (3.4) with λ+ 1 > (p − 1)/q implies that (u(t), v(t)) /∈
R1 for t close to T+.
(B) s < q . Again, from (3.1), we obtain
dv
du
 1
2τ
ur−pvq−s  Cur−p (3.5)
for u large, along the trajectory (u(t), v(t)), since v(t) is increasing inR1. Integrating (3.5) along
(u(t), v(t)) gives
v Cur−p+1 (3.6)
for u large, since r − p > −1. Substituting (3.6) into (3.5), we have
dv
du
 Cur−p+(r−p+1)(q−s).
Integrating again gives
v  Cu(r−p+1)[1+(q−s)]
for u large, along the trajectory. Iterating this process k times, we finally have
v Cu(r−p+1)[1+(q−s)+(q−s)2+···+(q−s)k] (3.7)
for u large, along the trajectory. Since s < q < s + 1, we have 0 < q − s < 1. Therefore,
from (2.7), there always exists a k such that
(r − p + 1)[1 + (q − s)+ (q − s)2 + · · · + (q − s)k]> p − 1
q
.
This gives a contradiction as in case (A) above, and the proof is complete. 
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L+(γ ). The proof will be completed when we finish the proof of those for L+(γ ) of Theorem 3
(see the remark immediately after Proposition 5).
Proof of Theorem 1 for L+(γ ). We discuss the following four cases I–IV separately:
I. If τ  τO , then L+(γ ) = {E}.
Let (u, v) be a solution which starts at a point inR1. (It will be clear from our proof below that
the initial value of (u(t), v(t)) is irrelevant.) If (u, v) tends to E in R1, we are done. Otherwise,
(u, v) must enter R2 by Lemma 15, and go to R3 by Lemma 8. Lemma 9 guarantees that (u, v)
cannot go to (0,0) in R3. If it tends to E in R3, we are done. Otherwise, it must enter R4
and then come back to R1. Now, our process repeats itself, and the solution trajectory (u, v)
enters R2.
Denote two consecutive intersections of the trajectory with the line segment L ≡ {(u,1) | 0 <
u< 1} by Q1 = (u(T1), v(T1)) and Q2 = (u(T2), v(T2)). It follows from Lemma 12 that Q2 lies
in between E and Q1. Since the region Ω is invariant, the solution (u, v) must converge to E as
t → +∞. Therefore, all solutions must converge to E. The assertions for L+(γ ) in (a) and (b)
have been proved. 
To treat the remaining three cases, we rely heavily on Lemma 11, which implies that for
τ > τO there are always solutions of (K) tending to (0,0) as t → +∞. In particular, we consider
the solution with initial value (u(0), v(0)) ∈ L = {(u,1) | 0 < u < 1}. Lemma 11 shows that if
u(0) is small enough, the solution must converge to (0,0) monotonically in t > 0 as t → +∞.
Now, set
U∗ = sup
{
u(0) < 1 | (u, v) → (0,0) monotonically in t > 0}. (3.8)
It follows from Lemma 6 that U∗ < 1 if τ < τ2. Then we see easily that for any initial value
(u(0), v(0)) with u(0) < U∗ and v(0) = 1, the solution (u, v) tends to (0,0) monotonically in
t > 0, and for any (u(0), v(0)) with U∗ < u(0) < 1 and v(0) = 1, the solution (u, v) does not
tend to (0,0) monotonically (although it may still tend to (0,0) eventually).
We denote the solution with initial value Q0 = (U∗,1) by (u∗, v∗).
Lemma 16. If τ2 > τ > τO , then the solution (u∗, v∗) defined above must tend to (0,0) monoton-
ically in t > 0. Moreover, extending (u∗, v∗) backwards in t < 0, we see that it must enter R2
and then R1 as t < 0 decreases further.
Proof. First, we claim that (u∗, v∗) tends to (0,0) monotonically in t as t → +∞. Observe that
it suffices to show that (u∗(t), v∗(t)) stays R3 for all t > 0. Now, suppose (u∗(T ), v∗(T )) is
not in R3 for some T > 0. Without loss of generality, we may assume that (u∗(T ), v∗(T )) is
in R4. By the continuous dependence of the solution on the initial data, we see that there exists
a solution (uˆ, vˆ) with uˆ(0) < U∗ and vˆ(0) = 1 such that (uˆ, vˆ) is close to (u∗, v∗) for 0 t  T .
In particular, (uˆ(T ), vˆ(T )) also belongs toR4. Then Lemma 8 implies that (uˆ, vˆ) must enterR1.
Therefore, both uˆ and vˆ are increasing in R1. This contradicts the fact that (uˆ, vˆ) must converge
to (0,0) monotonically in t > 0. Thus (u∗, v∗) must stay in R3 for all t > 0, and our assertion is
proved.
Next, we extend (u∗(t), v∗(t)) backwards in t < 0. As t decreases further, it is clear from
the definition of U∗ that the trajectory of (u∗(t), v∗(t)) must get in R2 through a part of C2
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arguments as in the proof of Lemma 8 imply that (u∗, v∗) must return to R1 as t becomes more
negative. 
We now turn to the proof of the following:
II. If τO < τ < τE , then there exists a special orbit γs for which the following (i)–(ii) hold:
(i) L+(γs) = {O}, L−(γs) = {(us,0)} for some us  0. (ii) LetD be the domain surrounded by γs
and the positive u-axis. If P ∈D, then L+(γ (P )) = {E}, while L+(γ (P )) = {O} if P ∈Q\D.
To prove the assertion, we first extend the solution (u∗, v∗) in Lemma 16 backwards in t < 0.
We claim that once enteringR1, it must stay inR1 as long as it is defined for t < 0, say, in (T−,0)
where 0 > T− −∞. Moreover, we prove that (u∗, v∗) tends to (us,0) as t → T− with us  0.
Suppose, to the contrary, that (u∗, v∗) extends beyond R1 into R4 as t becomes more negative.
By the proof of Lemma 8, (u∗, v∗) must then return to R3 and intersect L = {(u,1) | 0 < u< 1}
at a point Q1 = (u∗(t1), v∗(t1)) between E and Q0 with v∗(t1) = 1, t1 < 0. Consider the region
Ω enclosed by the curve {(u∗(t), v∗(t)) | t1 < t < 0} ∪ Q0Q1. Now, pick an arbitrary point
Q ∈ Q0Q1 and extend the solution at Q backwards in t into Ω . Since this solution cannot
intersect ∂Ω , it must stay inside Ω as t → −∞, and therefore converges to E as t → −∞ due
to the fact that E is the only critical point in Ω . But this is a contradiction since E is stable
by Lemma 6. Thus (u∗, v∗) must stay in R1 as long as it is defined in t < 0. The assertion that
(u∗, v∗) tends to (us,0) with us  0 as t → T−, where 0 > T− −∞, follows immediately from
an examination of the vector field defined by Eq. (K).
Now, the trajectory of (u∗, v∗) separatesQ into two regions: a boundedD and its complement.
It is obvious that a solution with initial value in D must stay in D and therefore tends to E as
t → +∞ by the definition of (u∗, v∗), while a solution with initial value in the outside ofD must
converge to (0,0) as t → +∞. The assertion for L+(γ ) in (c) has been proved.
III. If τE < τ , then L+(γ ) = {O}.
Let (u, v) be a solution which starts inR1. (It will be clear from our proof below that the initial
value of (u(t), v(t)) is irrelevant.) Since τ > τE , E is unstable by virtue of Lemma 6. Thus the
solution trajectory (u, v) must enterR2, and moreover, it must go toR3 by virtue of Lemmas 15
and 8. If (u, v) tends to (0,0) in R3, we are done. Otherwise, it must enter R4 and come back
to R1. Now, our process repeats itself, and the solution trajectory (u, v) enters R2. Assume that
(u, v) does not converge to (0,0). Then the solution trajectory intersects L = {(u,1) | 0 < u< 1}
each time it turns around E. Denoting its intersections with L by Qk = (uk,1), k = 1,2,3, . . . ,
we see that uk+1 < uk from Lemma 12. Moreover, Lemma 14 guarantees that uk tends to 0 as
k → +∞. On the other hand, Lemma 11 shows that there exists a region where the solution tends
to (0,0) monotonically. Therefore, for k large, uk must be in the region eventually, which yields
a contradiction. The assertion for L+(γ ) in (e) has been proved.
IV. If τ = τE , then there exists a special orbit γs such that L+(γs) = {O} and L−(γs) = {O}.
Let D be the bounded domain enclosed by γs . If P ∈ D, then γ (P ) is a closed orbit, while
L+(γ (P )) = {O} if P ∈Q\D.
Setting
H(u,v) = v
s+1
p−1 +
p − 1 (
ur−(p−1) − 1)− s + 1 (vs+1−q − 1), (3.9)u r − (p − 1) s + 1 − q
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stant; that is,
d
dt
H
(
u(t), v(t)
)= ∂H
∂u
ut + ∂H
∂v
vt =
[
−(p − 1)v
s+1
up
+ (p − 1)ur−p
](
−u+ u
p
vq
)
+
[
(s + 1) v
s
up−1
− (s + 1) 1
vq−s
](
−v + u
r
vs
)
p − 1
s + 1 = 0. (3.10)
This implies that a solution trajectory (u(t), v(t)) must be contained in a level curve of H .
Next, we claim that H has a global strict minimum at E, and E is the only critical point of H
in the first quadrant Q. Simple computations show⎧⎪⎪⎨⎪⎪⎩
∂H
∂u
= (p − 1)[ur − vs+1]u−p = 0,
∂H
∂v
= (s + 1)vs
[
1
up−1
− 1
vq
]
= 0
has a unique solution u = 1, v = 1. Thus, E is the only critical point of H . Moreover, the matrix(
Huu Huv
Hvu Hvv
)
(u,v)=(1,1)
=
(
r(p − 1) −(s + 1)(p − 1)
−(s + 1)(p − 1) (s + 1)q
)
is positive definite by (C). Thus E = (1,1) is a strict local minimum of H .
To study the global behavior of H , we proceed as follows. For each fixed u > 0, we consider
φu(v) ≡ H(u,v) as a function of v. We have
φ′u(v) = (s + 1)vs
[
1
up−1
− 1
vq
]
.
Thus φu has a unique global minimum at mu ≡ u(p−1)/q , and φu is decreasing in (0,mu), in-
creasing in (mu,∞) and
φu(mu) = p − 1
r − (p − 1)u
r−(p−1) − q
s + 1 − q u
(p−1)(s+1−q)/q .
Since
d
du
φu(mu) = (p − 1)
[
ur−(p−1) − u(p−1)(s+1−q)/q]u−1,
we conclude that φu(mu), as a function of u, is decreasing for u < 1, increasing for u > 1, and
assumes its global minimum at u = 1. In particular, this implies that H(1,1) = 1 is the global
minimum of H . Notice that
H(u,0) = p − 1
r − (p − 1)
(
ur−(p−1) − 1)+ s + 1
s + 1 − q
is strictly increasing in u, and C0 ≡ limu→0 H(u,0) > 1 by (C). This implies that the level curves
H(u,v) ≡ C with C0 > C > 1 must be bounded closed contours in Q. Since H ≡ +∞ on the
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with C  C0 are also bounded. For, rewriting H(u,v) = C as(
vq
up−1
− s + 1
s + 1 − q
)
vs+1−q + p − 1
r − (p − 1)u
r−(p−1) = C −C0 (3.11)
we see that if both terms in the left-hand side above are non-negative, then u must be bounded
which, in turn, implies that v must be bounded. If the first term in the left-hand side of (3.11) is
negative, then
ur−(p−1) 
(
s + 1 − q
s + 1 v
q
) r−(p−1)
p−1
and (3.11) becomes
C −C0 − s + 1
s + 1 − q v
s+1−q + p − 1
r − (p − 1)
(
s + 1 − q
s + 1
) r−(p−1)
p−1
v
q(r−p+1)
p−1 .
This implies that v must be bounded since
q(r − p + 1)
p − 1 > s + 1 − q
in view of (C). Now (3.11) guarantees that u must also be bounded.
Since no critical point lies on these level curves H(u,v) ≡ C with C0 > C > 1, they all
correspond to periodic solutions of (K). The level curves H(u,v) ≡ C with C  C0 correspond
to solutions tending to (0,0) as t → +∞. The assertion for L+(γ ) in (d) has been proved. 
3.2. Proof of Theorem 2
First, we prepare two lemmas.
Lemma 17. Let T > 0 and f = f (t) be a non-negative integrable function on [0, T ). Let 0 
θ < 1 and W =W(t) be a positive function on [0, T ) satisfying the differential inequality
dW
dt
−W(t)+ f (t)W(t)θ , 0 t < T .
Then, we obtain that
W(t) κ, 0 t < T ,
where κ is the positive root of the following algebraic equation:
x −
(
sup
0<t<T
t∫
0
e−(t−ξ)f (ξ) dξ
)
xθ =W(0).
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Lemma 18. Let r  p − 1 and q  s + 1. If a solution lies in R1 at some t , then it must either
enter R2 or converge to E as t → +∞.
Proof. Suppose that (u, v) is a solution of (K) staying inR1 for all t > 0 and does not tend to E.
Then (u, v) must blow up in finite time by Lemma 13. Since du/dt > 0 and dv/dt > 0 in R1,
we have
u(t) u(t0) > 1, v(t) v(t0) > 0
with t0 > 0 sufficiently large.
To derive a contradiction, we use Lemma 17. Let μ be a positive number to be fixed later. By
simple computations, we see that Vμ(t) = u(t)r/v(t)s+1+μ has the same property as the function
f (t) appearing in Lemma 17, or more precisely, we can show the following inequality for some
constant C > 0 independent of T :
sup
t0<t<T
t∫
t0
e−(t−ξ)Vμ(ξ) dξ  C. (3.12)
(See the proof of [4, Lemma 2.3].)
We consider the following two cases separately: (A) r > p − 1, and (B) r = p − 1. First in
the case (A), we can choose a μ> 0 so that
0 <
p − 1
r
<
q
s + 1 +μ < 1
is satisfied, because of the inequality q  s + 1. Then the first equation in (K) becomes
du
dt
= −u+ u
p
vq
= −u+
(
ur
vs+1+μ
)θ1
up−rθ1 = −u+ V θ1μ up−rθ1,
where θ1 = q/(s + 1 +μ). Therefore, applying Lemma 17, we obtain that
u(t) κ, t0  t < T+.
This contradicts the assumption that u blows up in finite time.
Next, in the case (B), we note that s + 1 < q by (C). Fix μ> 0 satisfying q = s + 1+μ. Then
the first equation in (K) becomes
du
dt
= −u+ Vμ(t)u. (3.13)
From (3.12), we obtain that
t∫
Vμ(ξ) dξ 
t∫
eξVμ(ξ) dξ  Cet .t0 t0
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log
u(t)
u(t0)
=
t∫
t0
Vμ(ξ) dξ − (t − t0) Cet − (t − t0).
Therefore,
u(t) u(t0) exp
(
Cet
)
, t0  t < T+.
The right-hand side remains, however, bounded as t → T+. This contradicts the assumption.
Consequently the proof of Lemma 18 is now complete. 
We are ready to start the proof of Theorem 2. As was pointed out in Section 1.3, it is sufficient
to verify the assertions for L+(γ ) of (a)–(e).
Proof of Theorem 2 for L+(γ ). We treat the following four cases I–IV separately:
I. If τ < τE , then L+(γ ) = {E}. By Lemmas 18 and 9, the conclusion follows immediately
from the same arguments as in the verification of Assertion I of the proof of Theorem 1. The
assertions for L+(γ ) of (a) and (b) have been proved.
II. If τE < τ  τO , then L+(γ ) = {uv = 0}. First, observe that τ2 > τO . Indeed, since τ2 =
s+1+2α+2√α(s+1+α)
p−1 , it suffices to show that s + 1 + 2α > q . This is immediate since
s + 1 + 2α = qr
p − 1 + α >
qr
p − 1  q,
by our assumption (C) and r  p − 1. Therefore, Lemma 6 implies that near E, every solution
(u, v) must spiral outward.
Fix an arbitrary point A on the u-axis or v-axis. By virtue of Lemmas 18 and 9, the solution
trajectory intersects at the point Qk = (u(Tk), v(Tk)), k = 1,2,3, . . . , with the line EA each time
it turns around E. It follows from Lemma 14 that Qk approaches A as k → +∞. This completes
the proof. The assertion for L+(γ ) of (d) has been proved.
III. If τ > τO , then L+(γ ) = {O}. We notice that E is unstable and a solution (u(t), v(t))
cannot stay in R1 by Lemma 18. Our conclusion follows immediately from the same arguments
as in the verification of Assertion I of the proof of Theorem 1. The assertion for L+(γ ) of (e) has
been proved.
IV. If τ = τE , then all the orbits are closed. First we handle the case r > p− 1 and s + 1 < q .
We use the same function H as (3.9). We have shown that H is a constant along the trajectory of a
solution, E is the only critical point of H inQ and E is a strict local minimum of H . It is not hard
to see that for any given M > 0, there exists a square S(M) ≡ [ε(M),K(M)] × [ε(M),K(M)]
strictly contained in Q such that H M outside S(M). This guarantees that E is the unique
global minimum of H .
From the above assertion we infer that every level curve of H is compact. Since the vector
field defined by the right-hand side of Eq. (K) never vanishes on any of the level curves of H
(except at the single minimum point E), it is straightforward to conclude that all solution of (K)
must be periodic (except the trivial one u ≡ 1 ≡ v).
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namely,
H1(u, v) ≡ v
s+1
up−1
+ (p − 1) logu+ s + 1
q − (s + 1)
(
1
vq−(s+1)
− 1
)
, (3.14)
which is obtained by letting r − (p − 1) → 0 in (3.9). Then, similar computations as before
show that H1 is a constant along a solution trajectory, and that H1(1,1) is a strict local minimum
with (1,1) being the only critical point of H1. In fact, E is the unique global minimum of H1.
Because for any given M > 0, we have a square as in the previous case. This implies that all
solution of (K) must be periodic.
Finally, we turn to the case r > p− 1 and s + 1 = q . If we transform (u, v, t) to (u˜, v˜, t˜ ), then
we have r = q˜ , p − 1 = s˜ + 1, s + 1 = p˜ − 1 and q = r˜ . This implies that r > p − 1, s + 1 = q
become q˜ > s˜ + 1, p˜ − 1 = r˜ , respectively. Thus (u˜, v˜) is in the previous case. The proof of (c)
of Theorem 2 is now complete. 
3.3. Existence of a blow-up solution and its behavior
Before proving Theorem 3, we study blow-up solutions. Assume that the exponents satisfy
the condition r < p − 1, s + 1 < q .
3.3.1. Existence
From Lemma 13, we have already known that if there is a solution which stays in R1 for all
0 < t < T+, then it blows up in finite time unless it converge to {E} as t → +∞.
We first prove that, for any τ > 0, there is always a blow-up solution. To this end, we set
a = (p − 1)− r , b = q − (s + 1), c = b
aτ
+ 1 and
Sc =
{
(u, v) ∈R1 | ua > cvb
}
throughout this entire subsection. It is obvious that from (C) we have a/b < (p − 1)/q . Our
result reads as follows.
Proposition 19. A solution (u(t), v(t)) with its initial value (u(0), v(0)) ∈ Sc, must blow up in
finite time.
Proof. Let (u(t), v(t)) be a solution of (K) with its initial value (u(0), v(0)) ∈ Sc. From
Lemma 13, it is sufficient to show that (u(t), v(t)) ∈ Sc for all 0 < t < T+.
It is clear that (u(t), v(t)) ∈ Sc for t sufficiently small. Assume there exists a T with 0 <
T < T+ such that (u(t), v(t)) ∈ Sc for 0 < t < T and (u(T ), v(T )) ∈ ∂Sc ∩ {v > 0}. Note that
u(T )a = cv(T )b .
Putting Z(t) = ua/vb , we see that Z(t) > c for 0 < t < T and Z(T ) = c. Differentiating Z(t)
in t gives
Z′ = Z
[
ur
vs+1
(
aZ − b
τ
)
+
(
b
τ
− a
)]
= Z
[
ur
s+1 a(Z − c)+ a
(
ur
s+1 − 1
)
+ b
]
.v v τ
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that Z′(t) > 0 for 0 < t < T . This implies Z(T ) > Z(0) > c, which contradicts the assump-
tion Z(T ) = c. Therefore, we get the conclusion. 
3.3.2. Behavior of blow-up solutions
We consider the behavior of blow-up solutions. We have the following two possibilities as
t → T+:
(1) (u(t), v(t)) → (+∞, v0) with 0 < v0 < +∞,
(2) (u(t), v(t)) → (+∞,+∞).
Our result in this subsection is that for each 0 < v0  +∞, there is a unique solution
(u(t), v(t)) tending to (+∞, v0) as t → T+. This, in particular, determines uniquely the solu-
tion orbit which tends to the point of infinity ∞ as t → T+.
First, we prove our result in the case v0 < +∞.
Theorem 20. For each 0 < v0 < +∞, there is a unique solution of (K) such that(
u(t), v(t)
)→ (+∞, v0) as t → T+.
Such a solution is unique up to translations of the time variable t .
Proof. Let (u, v) be a solution of (K) converging to (+∞, v0) as t → T+. Put
U(t) = 1
up−1
, V (t) = vs+1.
Then, (K) is transform into the following system:⎧⎨⎩−
1
p − 1Ut = −U +
1
V q/(s+1)
,
τVt = −(s + 1)V + (s + 1)U−r/(s+1).
Moreover, putting U˜(ζ ) = U(T+ − ζ ), V˜ (ζ ) = V (T+ − ζ ) leads to{
U˜ ′ = −(p − 1)U˜ + (p − 1)/V˜ q/(s+1) (ζ > 0),
τ V˜ ′ = (s + 1)V˜ − (s + 1)U˜−r/(p−1) (ζ > 0), (3.15)
where “′” stands for d/dζ . We note that
U˜ (0) = lim
ζ→0 U˜ (ζ ) = 0, V˜ (0) = limζ→0 V˜ (ζ ) = V˜0 < +∞, limζ→0 U˜
′(ζ ) = p − 1
V˜
q/(s+1)
0
.
Therefore, we can regard U˜ (ζ ) as a continuously differentiable function at ζ = 0. Hence, we
have
U˜ (ζ ) = U˜ (0)+ U˜ ′(θζ )ζ = p − 1
V˜
q/(s+1)
(
1 +Ψ (ζ ))ζ,0
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system:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Ψ (ζ ) = V˜
q/(s+1)
0
ζ
e−(p−1)ζ
ζ∫
0
e(p−1)ξ
V˜ q/(s+1)(ξ)
dξ − 1,
V˜ (ζ ) = V˜0 e s+1τ ζ − s + 1
τ
(
V˜
q/(s+1)
0
p − 1
)r/(p−1) ζ∫
0
ξ−r/(p−1)e s+1τ (ζ−ξ)
(1 +Ψ (ξ))r/(p−1) dξ,
(3.16)
with initial data Ψ (0) = 0, V˜ (0) = V˜0.
Therefore, in order to prove the assertion in Theorem 20, it is sufficient to verify that (3.16)
has a unique solution (Ψ, V˜ ) for each V˜0 > 0. To this end, we introduce a mapping
F(Ψ, V˜ )(ζ ) =
⎛⎜⎝
V˜
q/(s+1)
0
ζ
e−(p−1)ζ
∫ ζ
0
e(p−1)ξ
V˜ q/(s+1)(ξ)
dξ − 1
V˜0e
s+1
τ
ζ − s+1
τ
( V˜ q/(s+1)0
p−1
)r/(p−1) ∫ ζ
0
ξ−r/(p−1)e s+1τ (ζ−ξ)
(1+Ψ (ξ))r/(p−1) dξ
⎞⎟⎠
=:
(
F1[Ψ, V˜ ](ζ )
F2[Ψ ](ζ )
)
defined for (Ψ, V˜ ) ∈ X × Y , where
X = {Ψ ∈ C[0, ρ] | Ψ (0) = 0, ‖Ψ ‖ ε},
Y = {V ∈ C[0, ρ] | V˜ (0) = V˜0 > 0, ‖V˜ − V˜0‖ δ}.
Here, ε, δ, ρ are positive constants and ‖ · ‖ stands for the sup-norm.
Claim 21. For any 0 < ε < 1, we can choose δ and ρ so small that if Ψ ∈ X and V˜ ∈ Y , then
F1 ∈ X and F2 ∈ Y .
Proof. For simplicity, we write V , V0 instead of V˜ , V˜0, respectively. First, we consider the
assertion for F1. We see that F1(0) = 0 since by the mean value theorem
∣∣∣∣∣V
q/(s+1)
0
ζ
e−(p−1)ζ
ζ∫
0
e(p−1)ξ
V q/(s+1)(ξ)
dξ − 1
∣∣∣∣∣
∣∣∣∣V q/(s+1)0e(p−1)ζ · e(p−1)θζV q/(s+1)(θζ ) − 1
∣∣∣∣ (0 < θ < 1)
→ 0 as ζ → 0.
Moreover, since V ∈ Y we have |V0 − V (ζ )| δ for 0 ζ  ρ. Therefore, we obtain that
V
q/(s+1)
0
(p−1)ζ q/(s+1)  F + 1
(
V0
)q/(s+1)
.
e (V0 + δ) V0 − δ
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[V0/(V0 − δ)]q/(s+1)  1 + ε, which implies that F1 ∈ X.
Next, we deal with F2. It is clear that F2(0) = V0 because r < p − 1. Taking ρ sufficiently
small results in∣∣F2(ζ )− V0∣∣
=
∣∣∣∣∣V0(e s+1τ ζ − 1)− s + 1τ
(
V
q/(s+1)
0
p − 1
)r/(p−1) ζ∫
0
ξ−r/(p−1)e s+1τ (ζ−ξ)
(1 +Ψ (ξ))r/(p−1) dξ
∣∣∣∣∣
 V0
(
e
s+1
τ
ζ − 1)+ s + 1
τ
(
V
q/(s+1)
0
p − 1
)r/(p−1) 1
(1 − ε)r/(p−1)
ζ∫
0
ξ−r/(p−1)e
s+1
τ
(ζ−ξ) dξ
 V0
(
e
s+1
τ
ρ − 1)+( s + 1
τ
)r/(p−1)(V q/(s+1)0
p − 1
)r/(p−1)
e
s+1
τ
ρ
(1 − ε)r/(p−1)
s+1
τ
ρ∫
0
ξ
− r
p−1 e−ξ dξ
 δ for 0 < ζ  ρ.
Hence, we have F2 ∈ Y and Claim 21 has been proved. 
Claim 22. The mapping F has a unique fixed point (Ψ, V˜ ).
Proof. We prove the assertion in two steps.
Step 1. For each 0 < ε < 1, we can choose ρ > 0 so small that
∥∥V [Ψ ] − V [Ψ ]∥∥ 1
2
‖Ψ −Ψ ‖ for all Ψ,Ψ ∈ X.
Indeed, we see that∣∣V [Ψ ] − V [Ψ ]∣∣
 s + 1
τ
(
V
q/(s+1)
0
p − 1
)r/(p−1) ζ∫
0
ξ−r/(p−1)e
s+1
τ
(ζ−ξ)
∣∣∣∣ (1 +Ψ (ξ))r/(p−1) − (1 +Ψ (ξ))r/(p−1)
(1 +Ψ (ξ))− (1 +Ψ (ξ))
∣∣∣∣
×
∣∣∣∣ 1
(1 +Ψ (ξ))r/(p−1)(1 +Ψ (ξ))r/(p−1)
∣∣∣∣∣∣Ψ (ξ)−Ψ (ξ)∣∣dξ
 s + 1
τ
(
V
q/(s+1)
0
p − 1
)r/(p−1)( ρ∫
0
ξ−r/(p−1)e
s+1
τ
(ρ−ξ) dξ
)
‖g′‖
(1 − ε)2r/(p−1)
∥∥Ψ −Ψ ∥∥,
where g(x) = (1 + x)r/(p−1). Note that g ∈ C1[−ε, ε]. It is now clear that ‖V [Ψ ] − V [Ψ ]‖ 
1
2‖Ψ −Ψ ‖ if we choose ρ > 0 sufficiently small.
Step 2. Ψ 
→ F1[Ψ,V [Ψ ]] is a contraction mapping provided that ρ is sufficiently small.
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
V
q/(s+1)
0
ζ
ζ∫
0
∣∣∣∣V q/(s+1)(ξ)− V q/(s+1)(ξ)
V (ξ)− V (ξ)
∣∣∣∣∣∣∣∣ 1
V q/(s+1)(ξ)V q/(s+1)(ξ)
∣∣∣∣∣∣V (ξ)− V (ξ)∣∣dξ
 V q/(s+1)0 ‖f ′‖
1
(V0 − δ)2q/(s+1) ‖V − V ‖,
where f (x) = xq/(s+1). Note that f ∈ C1[V0 − δ,V0 + δ]. Using the result in step 1 gives
∣∣F1[Ψ,V ](ζ )− F1[Ψ ,V ](ζ )∣∣ 12 V
q/(s+1)
0 ‖f ′‖
(V0 − δ)2q/(s+1) ‖Ψ −Ψ ‖.
It follows that Ψ 
→ F1[Ψ,V [Ψ ]] is a contraction mapping if δ and ρ are sufficiently small. 
From the arguments above, there is a unique solution (Ψ, V˜ ) of (3.16) for each V˜0. Hence, the
proof of Theorem 20 is now complete. 
Next, we consider the case v0 = +∞.
Theorem 23. For given T+, there is a unique solution (u, v) of (K) such that(
u(t), v(t)
)→ (+∞,+∞) as t → T+.
We have to prepare for the proof of Theorem 23. Putting
W(t) = v
q(T+ − t)
up−1(T+ − t) and z(t) =
vb(T+ − t)
ua(T+ − t) ,
we change (K) into the following system:⎧⎪⎪⎨⎪⎪⎩
dW
dt
=
[
q
τ
− (p − 1)
]
W + (p − 1)− q
τ
z,
dz
dt
= z
[(
b
τ
− a
)
+ 1
W
(
a − b
τ
z
)]
.
(3.17)
Lemma 24. If (u, v) blows up at t = T+, then(
W(t), z(t)
)→ (0, z0) as t → 0
with 0 z0 +∞.
Lemma 25. If z(0) = 0, then there exists a constant C > 0 such that
v(t) C for t close to T+.
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(K) converging to ∞, among solutions of (3.17) with initial value (W(0), z(0)) = (0,0). There-
fore, to prove Theorem 23, it suffices to verify that there is a unique solution (W, z) of (3.17) with
its initial value on the positive z-axis. Hence, the following proposition yields our conclusion:
Proposition 26.
(i) If there exists a solution of (3.17) with its initial value (W(0), z(0)) = (0, z0) for some
z0 > 0, then z0 = aτ/b.
(ii) There is a unique solution of (3.17) with its initial value (W(0), z(0)) = (0, aτ/b).
We start proving these lemmas and proposition. To prove Lemma 25 we need the following
lemma.
Lemma 27. Let (W, z) be a solution of (3.17) with its initial value (W(0), z(0)) = (0,0). Define
a function φ(t) by the relation W(t) = (p− 1)(1 +φ(t))t . Then there exist positive constants μ,
C such that
∣∣φ(t)∣∣Ctμ for 0 < t < ρ
with ρ sufficiently small.
Proof. Since W ′(0) = p − 1 by virtue of the first equation of (3.17), we have that φ(0) = 0. It
follows from the second equation of (3.17) that
z′
z
= b
τ
− a + 1
W
(
a − b
τ
z
)
= B + λ 1 + ζ(t)
(1 + φ(t))t . (3.18)
Here, we have set B = b/τ −a, λ = a/(p−1) < 1 and ζ(t) = −bz(t)/aτ . We note that ζ(0) = 0
since z(0) = 0. Integrating (3.18) from t to ρ gives
log
z(ρ)
z(t)
= B(ρ − t)+ λ
ρ∫
t
1 + ζ(ξ)
(1 + φ(ξ))ξ dξ. (3.19)
It follows from the assumption that for any ε > 0, there exists a ρ > 0 such that |ζ(t)| < ε and
|φ(t)| < ε if 0 < t < ρ. Therefore, we obtain that
ρ∫
t
1 + ζ(ξ)
(1 + φ(ξ))ξ dξ 
ρ∫
t
1 − ε
1 + ε ·
1
ξ
dξ = 1 − ε
1 + ε log
ρ
t
. (3.20)
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z(t) = z(ρ)eB(t−ρ) exp
(
−λ
ρ∫
t
1 + ζ(ξ)
(1 + φ(ξ))ξ dξ
)
 z(ρ)eB(t−ρ) exp
(
log
(
ρ
t
)−μ)
= z(ρ)eB(t−ρ)
(
t
ρ
)μ
 Cz(ρ)tμ for 0 < t < ρ,
where μ = λ · 1−ε1+ε < 1 and C = C(ρ,μ). On the other hand, integrating the first equation of(3.17) from 0 to t results in
W(t) = (p − 1)t
{
1 + 1
t
[
q
τ
− (p − 1)
] t∫
0
(
1 + φ(ξ))ξ dξ − q
τ(p − 1)t
t∫
0
z(ξ) dξ
}
.
Therefore, it turns out that
φ(t) =
[
q
τ
− (p − 1)
]
1
t
t∫
0
(
1 + φ(ξ))ξ dξ − q
τ(p − 1)t
t∫
0
z(ξ) dξ.
Hence, we have that
∣∣φ(t)∣∣ ∣∣∣∣qτ − (p − 1)
∣∣∣∣1t
t∫
0
(1 + ε)ξ dξ + q
τ(p − 1)
1
t
t∫
0
Cz(ρ)ξμ dξ
=
∣∣∣∣qτ − (p − 1)
∣∣∣∣1 + ε2 t + qτ(p − 1) Cz(ρ)μ+ 1 tμ.
It follows from 0 < t < ρ and μ< 1 that |φ(t)| Ctμ for some constant C > 0. Lemma 27 has
been proved. 
We are ready for the proof of Lemma 25.
Proof of Lemma 25. We use the notation which was defined in the proof of Lemma 27. Re-
calling ζ(t) = −bz(t)/aτ and z(t) Cz(δ)tμ, we see that ζ(t) = O(tμ) as t → 0. Moreover, it
follows from Lemma 27 that φ(t) = O(tμ). Therefore, we have that
z′
z
= B + λ 1 + ζ(t)
(1 + φ(t))t = B +
λ
t
+O(tμ−1).
Integrating both sides from t to ρ leads to
log
z(ρ)
z(t)
= B(ρ − t)+ λ log ρ
t
+
ρ∫
O
(
ξμ−1
)
dξ.t
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z(t) = z(ρ)eB(t−ρ)
(
t
ρ
)λ
eO(1).
This implies that there exist constants c0 and C0 such that c0tλ  z(t) C0tλ, that is,
c0(T+ − t)λ  v
b(t)
ua(t)
 C0(T+ − t)λ.
It follows from λ = a/(p − 1) that
c′0
vb/a(t)
(T+ − t)1/(p−1)  u(t) C
′
0
vb/a(t)
(T+ − t)1/(p−1) (3.21)
for some constants c′0 and C′0. On the other hand, we have
u(t) = v
q/(p−1)(t)
{(p − 1)(1 + φ(T+ − t))(T+ − t)}1/(p−1)
since we put W(t) = (p−1)(1+φ(t))t . Therefore, using the first inequality of (3.21), we obtain
that
vq/(p−1)(t)
{(p − 1)(1 + φ(T+ − t))(T+ − t)}1/(p−1)  c
′
0
vb/a(t)
(T+ − t)1/(p−1) ,
which implies that there exists a constant C > 0 such that
vb/a−q/(p−1)(t) 1
c′0{(p − 1)(1 + φ(T+ − t))}1/(p−1)
 C
for t sufficiently close to T+. We notice that b/a − q/(p − 1) > 0 and get the conclusion. 
Second, we prove Proposition 26.
Proof of Proposition 26. (i) Putting Z(t) = 1/z(t), we see that (W(t),Z(t)) is a solution of the
following system:
⎧⎪⎪⎨⎪⎪⎩
W ′ =
[
q
τ
− (p − 1)
]
W + (p − 1)− q
τ
1
Z
,
Z′ = −
[
b
τ
− a + a
W
]
Z + b
τW
.
(3.22)
Since the right-hand side of the first equation of (3.22) is continuous in t , we can regard W ′(t)
to be continuous up to t = 0. It follows from the assumption W(0) = 0 that W ′(0) = (p − 1) −
qz0/τ . Setting A = (p − 1)− qz0/τ , we first consider the case where A = 0.
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φ(0) = ψ(0) = 0 and limt→0 tφ′(t) = 0. We change (3.22) into the following system:⎧⎪⎪⎨⎪⎪⎩
tφ′(t)+
{
1 +
[
(p − 1)− q
τ
]
t
}
φ(t)− qz0
τA
ψ(t)
1 +ψ(t) = −
[
(p − 1)− q
τ
]
t,
ψ ′(t)+
{
B + λ
(1 + φ(t))t
}
ψ(t) = bz0/τ − a
A(1 + φ(t))t −B,
(3.23)
where λ = a/A, B = b/τ − a. Multiplying the second equation of (3.23) by tλeBt , we obtain
that
{
tλeBtψ(t)
}′ = λ(1 − 1
1 + φ(t)
)
tλ−1eBtψ(t)+ bz0/τ − a
A(1 + φ(t))t t
λeBt −BtλeBt (3.24)
since {
tλeBtψ(t)
}′ = tλeBtψ ′(t)+BtλeBtψ(t)+ λtλ−1eBtψ(t).
Integrating both sides of (3.24) from 0 to t gives
tλeBtψ(t) = λ
t∫
0
φ(ξ)ψ(ξ)
1 + φ(ξ) ξ
λ−1eBξ dξ + λ
(
bz0
aτ
− 1
) t∫
0
ξλ−1eBξ
1 + φ(ξ) dξ −B
t∫
0
ξλeBξ dξ.
Therefore, we have that
ψ(t) = λt−λe−Bt
t∫
0
φ(ξ)ψ(ξ)
1 + φ(ξ) ξ
λ−1eBξ dξ + λt−λe−Bt
(
bz0
aτ
− 1
) t∫
0
ξλ−1eBξ
1 + φ(ξ) dξ
−Bt−λe−Bt
t∫
0
ξλeBξ dξ. (3.25)
Recall that ψ(t) must satisfy the condition ψ(0) = 0. We observe that the first and third terms
of the right-hand side of (3.25) converge to 0 as t → 0. Indeed, the integrand appearing in the
first term is bounded by Cψ(ξ)ξλ−1 for some constant C, while the integrand in the third term
is bounded by Cξλ. On the other hand, note that
t−λ
t∫
0
ξλ−1eBξ
1 + φ(ξ) dξ =
1∫
0
eBtηηλ−1
1 + φ(tη) dη →
1∫
0
ηλ−1 dη = 1
λ
as t → 0, where we have set ξ = tη. Therefore, the second term in the right-hand side of (3.25)
converges to bz0/aτ − 1 as t → 0, which implies that z0 = aτ/b.
Next, we assume A = 0, namely, z0 = (p − 1)τ/q . Let (W, z) be a solution of (3.17) with
initial value (W(0), z(0)) = (0, (p − 1)τ/q). Putting W(t) = φ(t)t and Z(t) = (1 + ψ(t))/z0,
W.-M. Ni et al. / J. Differential Equations 229 (2006) 426–465 457we see that φ(0) = ψ(0) = 0 since W(t) = W(0) + W ′(θt)t and W(0) = W ′(0) = 0. By the
same arguments as in the case A = 0, it follows that
ψ(t) = q
p − 1αt
−ae−Bt
1∫
0
(tη)a−1eBtη
φ(tη)
t dη −Bt−ae−Bt
1∫
0
(tη)aeBtηt dη
+ at−ae−Bt
1∫
0
1 − φ(tη)
φ(tη)
(tη)a−1eBtηψ(tη)t dη, (3.26)
where α is defined by (2.1). We need to have ψ(0) = 0, but the right-hand side of (3.26) does
not tend to 0 as t → 0, which implies that there is no solution of (3.17) with z0 = (p − 1)τ/q .
Hence, we have proved the assertion (i).
(ii) Putting κ = (p − 1) − q/τ and multiplying the first equation of (3.23) by eκt , we obtain
that
(
teκtφ(t)
)′ = qz0
τA
eκt
ψ(t)
1 +ψ(t) − κe
κt t. (3.27)
Integrating (3.27) from 0 to t leads to
φ(t) = qz0
τA
e−κt 1
t
t∫
0
eκξ
ψ(ξ)
1 +ψ(ξ) dξ −
κ
2
t. (3.28)
Putting (3.25) and (3.28) together, we have the following system:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
φ(t) = qz0
τA
e−κt
1∫
0
eκtη
ψ(tη)
1 +ψ(tη) dη −
κ
2
t,
ψ(t) = λe−Bt
1∫
0
φ(tη)ψ(tη)
1 + φ(tη) η
λ−1eBtη dη −Be−Bt t
1∫
0
ηλeBtη dη,
(3.29)
where z0 = aτ/b. To get the conclusion, it is sufficient to show that (3.29) has a unique solution.
We introduce a mapping
F(φ,ψ)(t) =
( qz0
τA
e−κt
∫ 1
0 e
κtη ψ(tη)
1+ψ(tη) dη − κ2 t
λe−Bt
∫ 1
0
φ(tη)ψ(tη)
1+φ(tη) η
λ−1eBtη dη −Be−Bt t ∫ 10 ηλeBtη dη
)
=:
(
F1[φ,ψ](t)
F2[φ,ψ](t)
)
defined for (φ,ψ) ∈ X × Y , where
X = {φ ∈ C[0, ρ] | φ(0) = 0, ‖φ‖ ε}, Y = {ψ ∈ C[0, ρ] | ψ(0) = 0, ‖ψ‖ δ}.
Here, ε, δ, ρ are positive constants.
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sufficiently small.
Proof. It is not hard to show that for any 0 < ε < 1/2, we can choose δ and ρ so small that
F1 ∈ X and F2 ∈ Y if φ ∈ X and ψ ∈ Y . Moreover, we can verify that for each φ ∈ X, ψ 
→
F2[φ,ψ] is a contraction mapping if δ and ρ are sufficiently small. Denoting the fixed point by
Ψ = Ψ [φ] and setting ψ = Ψ [φ] and ψˆ = Ψ [φˆ] for φ ∈ X and φˆ ∈ X, respectively, we obtain
that
‖ψ − ψˆ‖ =
∥∥∥∥∥λe−Bt
1∫
0
{
φ(tη)ψ(tη)
1 + φ(tη) −
φˆ(tη)ψˆ(tη)
1 + φˆ(tη)
}
ηλ−1eBtη dη
∥∥∥∥∥
 e2|B|ρ δ
(1 − ε)2 ‖φ − φˆ‖ + e
2|B|ρ ε(1 + ε)
(1 − ε)2 ‖ψ − ψˆ‖.
Therefore, we get the inequality(
1 − e2|B|ρ ε(1 + ε)
(1 − ε)2
)
‖ψ − ψˆ‖ e2|B|ρ δ
(1 − ε)2 ‖φ − φˆ‖,
where we take ε and ρ so small that the coefficient of ‖ψ − ψˆ‖ above is positive. Therefore, we
see that∥∥F1[φ,ψ] − F1[φˆ, ψˆ]∥∥ qz0
τA
e2|κ|ρ 1
(1 − δ)2 ‖ψ − ψˆ‖
 qz0
τA
e2|κ|ρ 1
(1 − δ)2
(
1 − e2|B|ρ ε(1 + ε)
(1 − ε)2
)−1
e2|B|ρ δ
(1 − ε)2 ‖φ − φˆ‖.
This implies that φ 
→ F1[φ,Ψ [φ]] is a contraction mapping provided δ is sufficiently small.
We have finished the proof of Claim 28. 
The obtained results enable us to complete the proof of Proposition 26. 
Finally, we prove Lemma 24.
Proof of Lemma 24. Let (u(t), v(t)) be a solution of (K) blowing up at t = T+. It is clear that
W(t) < 1 for 0 < t  ρ since (u(t), v(t)) ∈R1 for T  t < T+ with some T > 0.
We assume that W(0) = W0 > 0. We see that (3.17) has a unique solution (W(t), z(t)) with
(W(0), z(0)) = (W0,0) for t < ρ, where ρ > 0 is sufficiently small. Indeed, z(t) ≡ 0 is a solution
of the second equation of (3.17) provided W(t) = 0. Therefore,
(
W(t), z(t)
)= {(W0e[q/τ−(p−1)]t + p−1q/τ−(p−1) {e[q/τ−(p−1)]t − 1},0) if τ = q/(p − 1),
(W0 + (p − 1)t,0) if τ = q/(p − 1)
is a unique solution with (W(0), z(0)) = (W0,0) for t < ρ. On the other hand, if (u, v) is a
blowing up solution of (K), then both W(t) and z(t) must be positive for t > 0. Thus we have a
contradiction, which rules out the possibility of W(0) > 0. 
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We begin by the following lemma which treats the remaining case in the proof of Lemma 9.
Lemma 29. Let r < p − 1 and s + 1 < q . If τ = τO , then any solution (u(t), v(t)) of (K) does
not tend to (0,0).
Proof. We set w = up−1/vq and z = vb/ua , where a = p − 1 − r , b = q − (s + 1). System (K)
is converted into the following nonsingular system:⎧⎪⎨⎪⎩
dw
dt
= (p − 1)(1 − z)w2,
dz
dt
= z[−δ +w(−a + βz)], (NS)
where
β = b(p − 1)
q
, δ = qr − (p − 1)(s + 1)
q
.
Note that β and δ are positive. If (u(t), v(t)) is a solution of (K) which tends to (0,0) as t →
+∞, then we see that either lim inft→+∞ w(t) = 0 or lim inft→+∞ z(t) = 0. For, if we have
lim inft→+∞ w(t) > 0 and lim inft→+∞ z(t) > 0, then there exists a positive constant c0 such
that w(t) c0 and z(t) c0 for all t sufficiently large. This implies that
u(t)p−1  c0v(t)q and v(t)b  c0u(t)a,
whence
c
−1/q
0 u(t)
(p−1)/q  v(t) c1/b0 u(t)
a/b.
Therefore, we obtain that
u(t)(p−1)/q−a/b  c1/b+1/q0 (3.30)
for all t sufficiently large. Note that (p − 1)/q − a/b > 0. Hence, the left-hand side of (3.30)
tends to 0 as t → ∞, which yields a contradiction.
On the other hand, we can show that neither lim inft→+∞ w(t) = 0 nor lim inft→+∞ z(t) = 0
is possible. First, we prove that if z(t0)  a/β for some t0 < T+, then T+ < +∞ and w(t) →
+∞ as t → T+. To see this, we first observe that w′(t) > 0 and z′(t) < 0 for t0 < t < T+
whenever z(t0)  a/β by virtue of the structure of the vector field defined by the right-hand
side of (NS) (see Fig. 1). Note also that from the first equation of (NS) we have
1
w(t0)
− 1
w(t)
= (p − 1)
t∫ (
1 − z(ξ))dξ
t0
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for all t0 < t < T+. Therefore,
1
w(t0)
> (p − 1)
(
1 − a
β
)
(t − t0).
This implies that T+ < +∞. Since 0 < z(t)  z(t0) for all t < T+, we must have w(t) → +∞
as t → T+. We note that if (u(t), v(t)) ∈ R3 for all t < T+, then we have w(t) < 1 for all
t < T+. These observations yield, in particular, that (u(t), v(t)) must leave R3 in finite time.
Consequently, lim inft→T+ z(t) = 0 is ruled out.
Next, we consider the case lim inft→+∞ w(t) = 0. We assume that z(t) > a/β for all t < T+.
Then there is a sequence tj ↑ +∞ such that w(tj ) tends to 0. Take j so large that tj > T and
w(tj ) < a/(p − 1). Putting φ(t) = w(t)z(t), we have that⎧⎪⎪⎨⎪⎪⎩
dφ
dt
=
(
−δ + rw − (s + 1)(p − 1)
q
φ
)
φ,
dw
dt
= (p − 1)(w − φ)w.
(3.31)
Moreover, φ(t) > (a/β)w(t) for t > T . It follows from the vector field defined by the right-hand
side of (3.31) that if φ(t) does not approach 0 as t → +∞, then the trajectory (w(t),φ(t)) for
t > tj intersects the line φ = (a/β)w (see Fig. 2), which contradicts the assumption φ > (a/β)w.
Therefore, φ(t) must approach 0 as t → +∞. Hence φ(t) < δ/β for t  T , which gives
dz
dt
= (−δ − aw(t)+ βφ(t))z(t) < (−δ + βφ(t))z < 0
for t  T . We obtain that z(t) tends to 0 as t → +∞. This is a contradiction because z(t) > a/β .
We have proved that neither lim inft→+∞ w(t) = 0 nor lim inft→+∞ z(t) = 0 is possible,
which implies that (u, v) cannot tend to (0,0) if τ = τO . 
Finally, we come to the proof of Theorem 3. We notice also that it suffices to verify the
assertions for L+(γ ) of (a)–(e). We shall prove assertions (a)–(e) separately in this order.
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lution converging to ∞. Letting this solution trajectory be γs , we easily see that L+(γ (P )) =
{(+∞, vP )} with 0 < vP < +∞ if P ∈ B.
Assuming P ∈ A, we see that the solution with initial value P does not converge to ∞.
Moreover, it does not tend to O by Lemma 9. Therefore, by applying the same arguments as in
the verification of Assertion I of the proof of Theorem 1, we conclude that (u(t), v(t)) tends to E
as t → +∞.
(b) Set p˜ = s + 2, q˜ = r , r˜ = q , s˜ = p − 2, u˜ = 1/v, v˜ = 1/u and H(u˜, v˜) = H(u,v), where
H is defined by (3.9). We have that r˜ > p˜ − 1, s˜ + 1 > q˜ , and
H(u˜, v˜) = v˜
s˜+1
u˜p˜−1
− s˜ + 1
s˜ + 1 − q˜
(
v˜s˜+1−q˜ − 1)+ p˜ − 1
r˜ − (p˜ − 1)
(
u˜r˜−(p˜−1) − 1).
Hence, the qualitative behavior of the level curves of H(μ, ν) is exactly the same as that of H
studied in the proof of Theorem 1. Translating (u˜, v˜) back into (u, v), we get the conclusion.
(c) Recall that we have proved the existence of the solution (u∗, v∗) which tends to (0,0) as
t → +∞ and (u0,0) as t → T− (see the verification of Assertion II of the proof of Theorem 1).
It follows from the transformation (1.5) that this solution trajectory becomes the one leaving ∞
in R3, passing through R4 and going to (+∞, vs) with vs > 0 in R1. We notice that vs < +∞
in virtue of the uniqueness of a solution tending to ∞, Lemmas 9 and 14. It is easily seen that
L+(γ (P )) = {(+∞, vP )} for some 0 < vP < vs if P ∈ B. Now, let us consider the case P ∈A.
Since E is unstable and the solution trajectory cannot intersect itself, it follows from Lemmas 9
and 14 that L+(γ (P )) = {(+∞, vP )} for some vs < vP +∞ when P ∈A.
(d) From Lemma 29, the assertion follows immediately from the arguments similar to those
in the proof of (c).
(e) From Section 3.3, we know that there is a unique trajectory γs which goes to ∞. On the
other hand, it follows from Lemma 11 that there are solutions tending to (0,0) monotonically
as t → +∞. Fix v1 with v1 < 1 and set L1 = {(u, v1) | 0 < u < (v1)q/(p−1)}. We consider a
solution with initial value (u(0), v(0)) ∈ L1. Now, we define U∗ by
U∗ = sup
{
u(0) < (v1)q/(p−1) | (u, v) → (0,0) monotonically as t → +∞
}
.
If U∗ = (v1)q/(p−1), then we have a contradiction. Indeed, letting (u¯, v¯) be a solution with initial
value (u¯(0), v¯(0)) ∈ R4 with v¯(0) < v1 and extending (u¯, v¯) backward in t < 0, we see that
it must enter R3 and intersect L1. This is inconsistent with the definition of U∗. Therefore,
U∗ < (v1)q/(p−1), namely, (U∗, v1) /∈ C1. Denote the solution with initial value Q¯ = (U∗, v1) by
(u∗, v∗). We claim that (u∗, v∗) tends to (0,0) monotonically as t → +∞.
Let us suppose that (u∗, v∗) does not tend to (0,0) monotonically. It must enter R4 and
then R1. Now, let (u¯, v¯) denote the solution which starts at (u(0), v1) with u(0) < U∗ and suf-
ficiently close to U∗. It follows from the continuous dependence of the solution on the initial
value that (u¯, v¯) must enter R4 and then R1, which implies that it is not monotone decreasing.
This contradicts the definition of U∗. Hence (u∗, v∗) tends to (0,0) monotonically. We denote
the trajectory of (u∗, v∗) by γc.
If P ∈ A, then a solution (u, v) of (K) with initial value P cannot converge to ∞ or E. In
virtue of Lemma 14, it must tend to O as t → +∞. If P ∈ B, then the solution of (K) with
initial value P must converge to {(+∞, vP )} for some vP , 0 < vP < +∞, since it cannot inter-
sect γs . 
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Appendix
In this appendix we include the graphics of the orbits of Theorems 1–3.
In order to have all the orbits accurately represented in our figures, we will compactify the
first quadrantQ of the uv-plane to a square in such a way that the coordinates of the four corners
Fig. 3. Orbits for Theorem 1.
W.-M. Ni et al. / J. Differential Equations 229 (2006) 426–465 463Fig. 4. Orbits for Theorem 2.
are, counter clockwise starting from the lower left corner, (0,0), (+∞,0), (+∞,+∞), and
(0,+∞). The two dotted curves connecting (0,0) and (+∞,+∞) represent the two nullclines
C1 and C2 defined by ut = 0 and vt = 0, respectively. The rest should be clear in conjunction
with the statements of Theorems 1–3. See Figs. 3–5.
464 W.-M. Ni et al. / J. Differential Equations 229 (2006) 426–465Fig. 5. Orbits for Theorem 3.
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