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Abstract
Some geometric properties of classical Lorentz spaces Λ1,w are considered. First criteria for the
Kadec–Klee property with respect to the local convergence in measure for Lorentz spaces Λ1,w are given.
In order to prove these criteria it was necessary to find first weaker sufficient conditions for the almost
everywhere convergence of a sequence of rearrangements (x∗n ) to a rearrangement element x∗. Next criteria
for non-squareness as well as for extreme points of the unit ball of the spaces are established. The last result
is a generalization of the result presented in Carothers et al. (1992) [5].
c⃝ 2012 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.
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1. Preliminaries
Lorentz spaces introduced by Lorentz in 1950 (see [37,38]) play an important role in the
theory of Banach spaces, in particular they are key objects in the interpolation theory of linear
operators. Since their introduction Lorentz spaces have been objects of extensive investigations,
results of which are contained among others in the papers [19,20,1,4–6,22,7,32,29,11,30] and
the monographs [2,34–36].
Let L0 = L0([0, γ ),Σ ,m) be the space of all (equivalence classes of) Lebesgue measurable
real-valued functions defined on the interval [0, γ ), where γ ≤ ∞. For any x, y ∈ L0, we write
x ≤ y, if x(t) ≤ y(t) almost everywhere with respect to the Lebesgue measure m on [0, γ ).
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Given any x ∈ L0 we define its distribution function µx : [0,+∞)→ [0, γ ] by
µx (λ) = m({t ∈ [0, γ ) : |x(t)| > λ})
(see [2,34,36]) and the non-increasing rearrangement x∗ : [0, γ )→ [0,∞] of x as
x∗(t) = inf{λ ≥ 0 : µx (λ) ≤ t}
(under the convention inf∅ = ∞). We say that two functions x, y ∈ L0 are equimeasurable if
µx (λ) = µy(λ) for all λ ≥ 0. Then we obviously have x∗ = y∗.
A Banach space E = (E,≤, ∥ ·∥), where E ⊂ L0, is said to be a Ko¨the space if the following
conditions are satisfied:
(i) if x ∈ E, y ∈ L0 and |y| ≤ |x |, then y ∈ E and ∥y∥ ≤ ∥x∥,
(ii) there exists a function x in E that is strictly positive on the whole [0, γ ).
Recall that the Ko¨the space E is called symmetric if E is rearrangement invariant in the sense
that if x ∈ E, y ∈ L0 and x∗ = y∗, then y ∈ E and ∥x∥ = ∥y∥ (see [7]). For basic properties of
symmetric spaces we refer to [2,34,36].
By w we denote a nonnegative and locally integrable function on [0, γ ) (not identically 0)
called a weight function and define on L0 the functional
∥x∥ =
 γ
0
x∗(t)w(t)dt
with values in [0,+∞]. It is well known that the functional ∥ · ∥ satisfies the triangle inequality
and so it is a function norm (recall that function norm admits values +∞) if and only if the
weight function w is a non-increasing on the interval [0, γ ) (see [38, Theorem 1]).
Assuming in the following that w is non-increasing function, we define the Lorentz space
Λ1,w by the formula
Λ1,w = {x ∈ L0 : ∥x∥ <∞}
(see [38]). It is well known that Λ1,w is a Banach symmetric space (see [38, page 413]).
The remark presented below will be used in the third part of the paper.
Remark 1. Let x, y ∈ Λ1,w and t ∈ (0, γ ) be such that ( x+y2 )∗(t) > lims→∞( x+y2 )∗(s). Then,
by Krein et al. ([34], property 7◦, page 64), there is a set et = et ( x+y2 ) such that m(et ) = t and t
0

x + y
2
∗
(s)ds =

et
 x + y2
 (s)ds.
Defining t (x) = m(suppx ∩ et ) and t (y) = m(suppy ∩ et ), by convexity of the norm ∥ · ∥, we
have  t
0

x + y
2
∗
(s)w(s)ds =
 x + y2

χet
 ≤ 12∥xχet ∥ + 12∥yχet ∥
= 1
2
 t (x)
0
(xχet )
∗(s)w(s)ds + 1
2
 t (y)
0
(yχet )
∗(s)w(s)ds.
Denoting At = [0, γ )\et , a(x) = m(suppx∩At ), a(y) = m(suppy∩At ) and applying convexity
of the norm ∥ · ∥t , defined by the formula
∥x∥t =
 γ
0
x∗(s)w(t + s)ds
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(if γ <∞, we assume w(t + s) = 0 for s ≥ γ − t), we get γ
t

x + y
2
∗
(s)w(s)ds =
 γ
0

x + y
2

χAt
∗
(s)w(t + s)ds
=
 x + y2

χAt

t
≤ 1
2
∥xχAt ∥t +
1
2
∥yχAt ∥t
= 1
2
 a(x)
0

xχAt
∗
(s)w(t + s)ds
+ 1
2
 a(y)
0

yχAt
∗
(s)w(t + s)ds
= 1
2
 t+a(x)
t

xχAt
∗
(s − t)w(s)ds
+ 1
2
 t+a(y)
t

yχAt
∗
(s − t)w(s)ds. (1)
2. Kadec–Klee property for the local convergence in measure
We say that a Banach space X has the Kadec–Klee property for the local convergence in
measure, if for any x ∈ Λ1,w and any sequence (xn) in Λ1,w such that ∥xn∥ → ∥x∥ and xn → x
locally in measure on [0, γ ), we have ∥xn − x∥ → 0 (see [40,7,13]). Recall that xn → x locally
in measure on [0, γ ), if for any measurable subset A of [0, γ ) with m(A) < ∞ and any ε > 0
we have limn→∞ m({t ∈ A : |xn(t)− x(t)| > ε}) = 0.
It is well known that the Kadec–Klee property for the local convergence in measure implies
order continuity (see [13, Proposition 2.1]). Recall that a Banach space X is called order
continuous if for any element x ∈ X and any sequence (xn) in X+ (the positive cone in X )
with 0 ≤ xn ≤ |x | and xn → 0 m-a.e., there holds ∥xn∥ → 0 (see [31,36]).
Since the Lorentz space Λ1,w is defined over the Lebesgue measure space ([0, γ ),Σ ,m),
which is separable, Λ1,w is separable if and only if it is order continuous (see [2, Chapter I,
Definition 3.1, Proposition 3.5 and Corollary 5.6]).
Before showing the main result of this section, we start with the following observation. It is
well known that if a sequence (xn) of functions converges to a function x (globally) in measure,
then x∗n (t) → x∗(t) at all points t of continuity of x∗ (see [34] property 11◦, page 67). It is
easy to show that the above implication does not hold if γ = ∞ and we assume that xn → x
locally in measure in place of the assumption that xn → x (globally) in measure. For example
the sequence (xn), where xn = χ[n−1,n), converges to zero locally in measure but (x∗n ) does not
converge to zero on the interval [0, 1). Nevertheless, the following result can be proved:
Lemma 1. Let γ = ∞ and ∞0 w(t)dt = ∞. For any x ∈ Λ1,w and any sequence (xn) in Λ1,w
such that xn → x locally in measure, ∥x∥ = 1 and ∥xn∥ = 1 for any n ∈ N, we have that
x∗n (t)→ x∗(t) at all points of continuity of x∗.
Proof. Suppose that an element x and a sequence (xn) in Λ1,w satisfy the assumptions of the
lemma and that there exists t0 ∈ (0,∞) such that x∗ is continuous at t0 and |x∗n (t0)− x∗(t0)| > ε
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for some ε > 0 and all n ∈ N (we can pass to a subsequence if necessary to have such a
situation).
First assume that 0 ≤ x∗n (t0) < x∗(t0) for all n ∈ N . Then x∗(t0) > ε. For A := {t ∈
[0,∞) : |x(t)| > ε2 }, by the assumption
∞
0 w(t)dt = ∞, we get m(A) < ∞. Define
y = xχA and yn = xnχA for all n ∈ N . Since m(A) < ∞, we have by our assumptions
that yn → y in measure on [0,∞), whence y∗n (t) → y∗(t) at all points of continuity of y∗.
Simultaneously, we get that y∗(t) = x∗(t) for all t ∈ [0,m(A)) and t0 ∈ [0,m(A)). Therefore,
y∗(t0) = x∗(t0) and t0 is the point of continuity of y∗. Hence, there exists n0 ∈ N such that
|y∗n (t0) − y∗(t0)| = |y∗n (t0) − x∗(t0)| ≤ ε2 for all n ≥ n0, whence y∗n (t0) > x∗n (t0) + ε2 for
the same n. On the other hand, by yn ≤ xn for all n ∈ N , we have that y∗n (t) ≤ x∗n (t) for all
t ∈ [0, γ ) and n ∈ N , a contradiction.
Assume now, that 0 < x∗(t0) < x∗n (t0) for all n ∈ N . Since t0 is a point of continuity of x∗,
we find 0 < t1 < t0 such that x∗(t1) − x∗(t0) ≤ ε4 and t1 is a point of continuity of x∗. For
u = x∗(t0)+ ε and v = x∗(t0)+ ε2 we have
δ =
 t0
t1
uw(t)dt −
 t0
t1
vw(t)dt > 0 (2)
(we can assume without loss of generality that δ ≤ 1). It is easy to show that there exists t2 > t0
such that
 t2
0 x
∗(t)w(t)dt ≥ 1 − δ4 and x∗(t) > x∗(t2) for t < t2. For b = x∗(t2) we define
B = {t ∈ [0,∞) : |x(t)| > b}, z = xχB and zn = xnχB . Since m(B) < ∞, we have by our
assumptions that zn → z in measure on [0,∞), whence z∗n(t)→ z∗(t) at all points of continuity
of z∗. Obviously z∗(t) = x∗(t) for all t ∈ [0, t2), therefore t0 and t1 are points of continuity of
z∗. We find t3 < t1 such that t3 is a point of continuity of z∗ and
 t3
0 z
∗(t)w(t)dt ≤ δ4 . So, we
have
 t2
t3
z∗(t)w(t)dt ≥ 1 − δ2 . Let n0 be such that z∗n(t3) ≤ z∗(t3)+ 1 for any n ≥ n0. Then for
any n > n0, we have z∗n(t) ≤ z∗(t3)+ 1 for any t ∈ [t3, t2] and
 t2
t3
(z∗(t3)+ 1)w(s)ds <∞. By
the Lebesgue dominated convergence theorem, we find m0 > n0 such that t2
t3
z∗n(t)w(t)dt ≥ 1−
3
4
δ,
for any n ≥ m0. We can assume without loss of generality that z∗n(t1) ≤ z∗(t0)+ 12ε = x∗(t0)+ 12ε
for n ≥ m0. Since zn ≤ xn , we have z∗n ≤ x∗n for all n ∈ N , whence t2
0
x∗n (t)w(t)dt ≥
 t1
t3
x∗n (t)w(t)dt +
 t0
t1
uw(t)dt +
 t2
t0
x∗n (t)w(t)dt
=
 t1
t3
x∗n (t)w(t)dt +
 t0
t1
vw(t)dt + δ +
 t2
t0
x∗n (t)w(t)dt
≥
 t2
t3
z∗n(t)w(t)dt + δ ≥ 1+
δ
4
for n ≥ m0, a contradiction.
Finally, let x∗(t0) = 0. Defining C = {t ∈ [0,∞) : |x(t)| > 0} and t¯ = m(C), we have
t¯ ≤ t0, x∗(t¯) = 0 and
 t¯
0 x
∗(t)w(t)dt = 1. If t¯ = t0, then we find t1 < t0 such that x∗(t1) ≤ ε4
and t1 is a point of continuity of x∗. For u, v and δ defined as above (see inequality (2)), we have
δ > 0. Proceeding analogously as above, we get again a contradiction.
If t¯ < t0, then for t1 = t¯, u = ε and v = 0, we have δ > 0, where δ is defined as in (2), which
leads again to a contradiction. 
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The next lemma can be proved analogously as Lemma 4.2 in [15].
Lemma 2. Let γ = ∞, ∞0 w(t)dt = ∞ and let x and (xn) be such as in Lemma 1. Then
(xn − x)∗(t)→ 0 for all t ∈ (0,∞).
Theorem 1. The following assertions are true:
(i) If γ = ∞, then the Lorentz space Λ1,w has the Kadec–Klee property for the local
convergence in measure if and only if
∞
0 w(t)dt = ∞.
(ii) If γ < ∞, then the Lorentz space Λ1,w has the Kadec–Klee property for the local
convergence in measure.
Proof. The proof of sufficiency of (i) and the proof of (ii) proceed similarly as proof of Theorem
1 in [24]. We will present it for the sake of completeness.
Let x and (xn) in Λ1,w be such that xn → x locally in measure and ∥xn∥ → ∥x∥. We can
assume without loss of generality that ∥x∥ = 1 and ∥xn∥ = 1 for any n ∈ N . By Lemma 1, we
have that x∗n → x∗ at all points of continuity of x∗. Thus x∗nw → x∗w m-a.e. Since L1([0, γ ))
has the Kadec–Klee property for the local convergence in measure, we get ∞
0
(x∗n (t)− x∗(t))w(t)dt → 0.
So, there exist y ∈ L1+([0, γ )) (the positive cone of L1([0, γ ))) and a subsequence (xnk ) of (xn)
such that (see [31, Lemma 2, page 97])
|x∗nk − x∗|w ≤ y.
In consequence, we obtain
(xnk − x)∗(t)w(t) ≤ x∗nk (t/2)w(t)+ x∗(t/2)w(t)
≤ x∗nk (t/2)w(t/2)+ x∗(t/2)w(t/2)
≤ y(t/2)+ 2x∗(t/2)w(t/2) = z(t).
We have z ∈ L1+([0, γ )) and, by Lemma 2, (xnk − x)∗(t)→ 0 for all t ∈ (0,∞). Therefore, by
the Lebesgue dominated convergence theorem, we get
∥xnk − x∥ =
 ∞
0
(xnk − x)∗(t)w(t)dt → 0.
Hence, by virtue of the double extract subsequence theorem, we obtain ∥xn − x∥ → 0.
On the other hand, if γ = ∞ and Lorentz space Λ1,w has the Kadec–Klee property for the
local convergence in measure, then it is order continuous, whence by [33, Lemma 3.2], we get
that
∞
0 w(t)dt = ∞. 
By Theorem 1 and [17, Proposition 4.1] we get the corollary presented below. Before its
formulation we recall some definitions.
A Banach lattice E is said to be strictly monotone if 0 ≤ y ≤ x ∈ E and y ≠ x imply
that ∥y∥ < ∥x∥ (see [3]). As usual, E is said to be lower (upper) locally uniformly monotone,
see [23], whenever for any x ∈ (E)+ (the positive cone of E) with ∥x∥ = 1 and any ε ∈ (0, 1)
(resp. ε > 0) there is δ = δ(x, ε) ∈ (0, 1) (resp. δ = δ(x, ε) > 0) such that the conditions
0 ≤ y ≤ x (resp. y ≥ 0) and ∥y∥ ≥ ε imply that ∥x− y∥ ≤ 1− δ (resp. ∥x+ y∥ ≥ 1+ δ). Recall
that the notions of lower local uniform monotonicity and upper local uniform monotonicity play
an important role in the problems of the dominated best approximation (see [23]).
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Corollary 1. Let γ = ∞. Then the following conditions are equivalent:
(i) There holds the equality
∞
0 w(t)dt = ∞.
(ii) The Lorentz space Λ1,w is order continuous.
(iii) The Lorentz space Λ1,w is separable.
(iv) The Lorentz space Λ1,w has the Kadec–Klee property for the local convergence in measure.
(v) The Lorentz space Λ1,w is strictly monotone.
(vi) The Lorentz space Λ1,w is lower locally uniformly monotone.
(vii) The Lorentz space Λ1,w is upper locally uniformly monotone.
Note that if γ <∞ this corollary does not hold. Namely, the Lorentz space Λ1,w has always
the Kadec–Klee property for the local convergence in measure, while it is strictly monotone if
and only if w(t) > 0 for any t ∈ [0, γ ).
3. Non-squareness
In 1964 James introduced uniform non-squareness (see [25,26]). These papers initiated the
studies of non-squareness properties, which are still continued (for example see [41,21,10,32,18,
39,28,9]).
In this section we give criteria for non-squareness of Lorentz spaces Λ1,w. We show also that
Λ1,w is not uniformly non-square (exactly Λ1,w is not even locally uniformly non-square).
Recall that a Banach space (X, ∥·∥) is non-square if for any x and y from S(X) (the unit sphere
of X ), we have min(∥ x−y2 ∥, ∥ x+y2 ∥) < 1. A Banach space X is said to be locally uniformly
non-square if for any x ∈ S(X) there exists δ = δ(x) ∈ (0, 1) such that min(∥ x−y2 ∥, ∥ x+y2 ∥) ≤
1 − δ for any y ∈ B(X) (the unit ball of X ). Finally, we say that a Banach space X is uniformly
non-square if there exists δ ∈ (0, 1) such that min(∥ x−y2 ∥, ∥ x+y2 ∥) ≤ 1− δ for any x, y ∈ B(X).
For formulation of our theorems the following two constants must be defined:
γ0 = sup{t ≥ 0 : w(t) > 0},
γ1 = sup{t ≥ 0 : w is constant on (0, t)}.
Theorem 2. If γ = ∞, then the Lorentz space Λ1,w is non-square if and only if γ1 = 0 and∞
0 w(t)dt = ∞.
Proof (Sufficiency). Let us take arbitrary x, y ∈ S(Λ1,w) and define
A1 = {t ∈ [0,∞) : x(t)y(t) > 0}, (3)
A2 = {t ∈ [0,∞) : x(t)y(t) < 0},
A3 = {t ∈ [0,∞) : x(t)y(t) = 0}.
If m(A1) > 0, then x(t)− y(t)2
 < 12 |x(t)| + 12 |y(t)|
for m-a.e. t ∈ A1, whence by convexity of | · |, we get x − y2
  12 |x | + 12 |y|.
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Since
∞
0 w(t)dt = ∞, we have limt→∞ x∗(t) = limt→∞ y∗(t) = 0. Therefore, by Lemma 3.2
in [27], we obtain x − y2
∗  12 |x | + 12 |y|
∗
.
Hence, we get x − y2
 =  ∞
0

x − y
2
∗
(t)w(t)dt <
 ∞
0

1
2
|x | + 1
2
|y|
∗
(t)w(t)dt
=
12 |x | + 12 |y|
 ≤ 12∥x∥ + 12∥y∥ = 1. (4)
If m(A2) > 0, then proceeding analogously as above, we get ∥ x+y2 ∥ < 1.
Now assume that m(A1 ∪ A2) = 0. Since γ1 = 0, we can find t1 ∈ (0,m(suppx ∪ suppy))
such that w(t) > w(s) for any t < t1 and s > t1. By Krein et al. ([34], property 7◦, page 64),
there exists a set et1 = et1( x+y2 ) such that m(et1) = t1 and t1
0

x + y
2
∗
(t)dt =

et1
 x + y2
 (t)dt.
Denoting t1(x) = m(suppx ∩ et1) and t1(y) = m(suppy ∩ et1), we have t1(x)+ t1(y) = t1 and,
by convexity of the norm ∥ · ∥, we get t1
0

x + y
2
∗
(t)w(t)dt =
 x + y2

χet1
 ≤ 12∥xχet1 ∥ + 12∥yχet1 ∥
= 1
2
 t1(x)
0
x∗(t)w(t)dt + 1
2
 t1(y)
0
y∗(t)w(t)dt. (5)
Defining
At1 = [0,∞) \ et1 ,
by inequality (1) from Remark 1, we have ∞
t1

x + y
2
∗
(t)w(t)dt ≤ 1
2
 ∞
t1

xχAt1
∗
(t − t1)w(t)dt
+ 1
2
 ∞
t1

yχAt1
∗
(t − t1)w(t)dt. (6)
Applying inequalities (5) and (6), we get ∞
0

x + y
2
∗
(t)w(t)dt ≤ 1
2
 t1(x)
0
x∗(t)w(t)dt + 1
2
 ∞
t1

xχAt1
∗
(t − t1)w(t)dt
+ 1
2
 t1(y)
0
y∗(t)w(t)dt + 1
2
 ∞
t1

yχAt1
∗
(t − t1)w(t)dt.
(7)
Since 0 < t1 < m(suppx ∪ suppy), we can assume without loss of generality that m(At1 ∩
suppx) > 0. Therefore, if t1(x) < t1, then by the definition of t1, we have
1
2
 t1(x)
0
x∗(t)w(t)dt + 1
2
 ∞
t1

xχAt1
∗
(t − t1)w(t)dt
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<
1
2
 t1(x)
0
x∗(t)w(t)dt + 1
2
 ∞
t1(x)

xχAt1
∗
(t − t1(x))w(t)dt
= 1
2
 ∞
0
x∗(t)w(t)dt, (8)
while if t1(x) = t1, we get t1(y) = 0, suppy ⊂ At1 and, by definition of t1,
0 <
1
2
 ∞
t1

yχAt1
∗
(t − t1)w(t)dt < 12
 ∞
0
y∗(t)w(t)dt. (9)
By inequalities (7)–(9), we obtain ∥ x+y2 ∥ < 1.
Necessity. It is well known that if
∞
0 w(t)dt < ∞, then Λ1,w contains an order linearly
isometric copy of l∞, so Λ1,w is not non-square.
Assume now that γ1 > 0, that is, w(t) = w1 > 0 for t ∈ (0, γ1). Then for u1 = 2/(γ1w1),
we have γ1/2
0
u1w(t)dt = 1.
Defining x = u1χ[0,γ1/2) and y = u1χ[γ1/2,γ1), we get ∥x∥ = ∥y∥ = ∥ x+y2 ∥ = ∥ x−y2 ∥ = 1. 
Theorem 3. If γ < ∞, then the Lorentz space Λ1,w is non-square if and only if γ1 = 0 and
γ0 >
1
2γ .
Proof (Sufficiency). First observe that if γ0 = γ , then we can proceed analogously as in
Theorem 4.
Now assume that 12γ < γ0 < γ and take arbitrary x, y ∈ S(Λ1,w). If m(suppx∪suppy) ≤ γ0,
then we can repeat again the proof from Theorem 4.
Let now m(suppx ∪ suppy) > γ0. Recall that, by convexity of | · |, we have x(t)± y(t)2
 ≤ 12 |x(t)| + 12 |y(t)| (10)
for m-a.e. t ∈ [0, γ ), whence by [2, Proposition 1.7, page 41], we get x ± y2
∗ (t) ≤ 12 |x | + 12 |y|
∗
(t) (11)
for any t ∈ [0, γ ). If there exists t ∈ [0, γ0) such that inequality (11) is sharp for the sum or for
the difference, then by the right continuity of the rearrangement, analogously as in inequality (4)
we get that min(∥ x+y2 ∥, ∥ x−y2 ∥) < 1. In the opposite case, for any t ∈ [0, γ0), in formula (11)
we have equality for both, the sum and the difference. We will consider two cases.
I. First assume that ( 12 |x | + 12 |y|)∗(0) > ( 12 |x | + 12 |y|)∗(t) for all t > γ0 and define
t0 = sup

s :

1
2
|x | + 1
2
|y|
∗
(s) >

1
2
|x | + 1
2
|y|
∗
(t) for all t > γ0

. (12)
By the right continuity of the rearrangement, we have 0 < t0 ≤ γ0. Then there exists a set
et0 = et0( 12 |x | + 12 |y|) such that m(et0) = t0 and t0
0

1
2
|x | + 1
2
|y|
∗
(t)dt =

et0

1
2
|x | + 1
2
|y|

(t)dt
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(see ([34], property 7◦, page 64)). By the proof of property 7◦ from [34] we conclude that
1
2
|x | + 1
2
|y|

(s) ≥ lim
t→t0−

1
2
|x | + 1
2
|y|
∗
(t)
for m-a.e. s ∈ et0 . Hence, by the definition of t0, we conclude that
1
2
|x | + 1
2
|y|

(s) >

1
2
|x | + 1
2
|y|
∗
(t) (13)
for m-a.e. s ∈ et0 and each t > t0. Moreover, for m-a.e. s ∈ [0, γ ) \ et0 we can find t (s) > t0
such that
1
2
|x | + 1
2
|y|

(s) ≤

1
2
|x | + 1
2
|y|
∗
(t (s)). (14)
Since we have equality in formula (11) for any t ∈ [0, γ0), we can find two sets et0(+) =
et0(| x+y2 |) and et0(−) = et0(| x−y2 |) such that m(et0(+)) = m(et0(−)) = t0 and t0
0

1
2
|x | + 1
2
|y|
∗
(t)dt =

et0 (+)
 x + y2
 (t)dt = 
et0 (−)
 x − y2
 (t)dt. (15)
Applying again the definition of t0, analogously as in (13), we get x + y2
 (s) > 12 |x | + 12 |y|
∗
(t)
for m-a.e. s ∈ et0(+) and for each t > t0. Hence and by inequalities (10), (13) and (14) we
have et0(+) ⊂ et0 , whence by the equalities m(et0) = t0 = m(et0(+)), we get et0(+) = et0 . The
equality et0(−) = et0 can be proved analogously.
Now we will show that m(suppxχet0∩suppyχet0 ) = 0, which means that min(|x(t)|, |y(t)|) =
0 for m-a.e. t ∈ et0 . Otherwise, we may assume without loss of generality that there exists n0 ∈ N
such that 1n0 < a, where a := limt→t0−( 12 |x | + 12 |y|)∗(t), and the set
An0 =

t ∈ et0 : x(t)y(t) > 0 and min(|x(t)|, |y(t)|) >
1
n0

has positive measure. Consequently, x − y2
 (t) =  x + y2
 (t)−min(|x(t)|, |y(t)|) ≤ 12 |x | + 12 |y|

(t)− 1
n0
for m-a.e. t ∈ An0 , whence
et0
 x − y2
 (t)dt < 
et0

1
2
|x | + 1
2
|y|

(t)dt =
 t0
0

1
2
|x | + 1
2
|y|
∗
(t)dt,
which, by et0(−) = et0 and equality (15), gives a contradiction.
Defining t0(x) = m(et0 ∩ suppx) and t0(y) = m(et0 ∩ suppy), we have
t0(x)+ t0(y) = t0. (16)
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Now we will consider two subcases.
A. Suppose t0 = γ0. Applying convexity of the norm ∥ · ∥, we get t0
0

x + y
2
∗
(t)w(t)dt =
 x + y2

χet0
 ≤ 12∥xχet0 ∥ + 12∥yχet0 ∥
= 1
2
 t0(x)
0
x∗(t)w(t)dt + 1
2
 t0(y)
0
y∗(t)w(t)dt.
Since γ0 > 12γ and ∥x∥ = ∥y∥ = 1, we obtain 0 < t0(x) < t0 and 0 < t0(y) < t0.
Simultaneously, by m(suppx ∪ suppy) > γ0, we can assume without loss of generality that
b(x) := m(([0, γ ) \ et0) ∩ suppx) > 0. Hence t0(x)
0
x∗(t)w(t)dt <
 t0(x)
0
x∗(t)w(t)dt +
 t0(x)+b(x)
t0(x)
(xχ([0,γ )\et0 ))
∗(t − t0(x))w(t)dt
=
 γ0
0
x∗(t)w(t)dt = 1,
whence we get ∥ x+y2 ∥ < 1.
B. Let now t0 < γ0. Then there exists t > γ0 satisfying the equality ( 12 |x | + 12 |y|)∗(t) =
( 12 |x | + 12 |y|)∗(t0). Define
t2 = sup

t > γ0 :

1
2
|x | + 1
2
|y|
∗
(t) =

1
2
|x | + 1
2
|y|
∗
(t0)

,
At0 =

t ∈ [0, γ ) :

1
2
|x | + 1
2
|y|

(t) =

1
2
|x | + 1
2
|y|
∗
(t0)

and
At0,x,y = {t ∈ At0 : min(x(t), y(t)) = 0}.
Analogously as above we can find a set eγ0 = eγ0( 12 |x | + 12 |y|) such that m(eγ0) = γ0 and γ0
0

1
2
|x | + 1
2
|y|
∗
(t)dt =

eγ0

1
2
|x | + 1
2
|y|

(t)dt =

eγ0
 x + y2
 (t)dt. (17)
If m(At0,x,y) ≥ γ0 − t0, then we can assume without loss of generality that et0 ⊂ eγ0 ⊂
et0 ∪ At0,x,y , whence we get m(suppxχeγ0 ∩ suppyχeγ0 ) = 0. Proceeding analogously as in
subcase A, we obtain ∥ x+y2 ∥ < 1.
Let now m(At0,x,y) < γ0 − t0. Then we will suppose that et0 ∪ At0,x,y ⊂ eγ0 ⊂ et0 ∪ At0 ,
whence we get m((At0\eγ0)∩suppx) = m((At0\eγ0)∩suppy) = m(At0\eγ0) = t2−γ0 =: d > 0.
Denoting γ0(x) = m(eγ0 ∩ suppx) and γ0(y) = m(eγ0 ∩ suppy), and applying again convexity
of the norm ∥ · ∥, we get γ0
0

x + y
2
∗
(t)w(t)dt =
 x + y2

χeγ0
 ≤ 12∥xχeγ0 ∥ + 12∥yχeγ0 ∥
= 1
2
 γ0(x)
0

xχeγ0
∗
(t)w(t)dt
+ 1
2
 γ0(y)
0

yχeγ0
∗
(t)w(t)dt.
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Simultaneously, by equality (16), we can assume without loss of generality that γ0(x) =
t0(x)+ m((eγ0 \ et0) ∩ suppx) < γ0, whence γ0(x)
0
(xχeγ0 )
∗(t)w(t)dt <
 γ0(x)
0
(xχeγ0 )
∗(t)w(t)dt
+
 γ0(x)+d
γ0(x)

xχ(At0\eγ0 )
∗
(t − γ0(x))w(t)dt
≤
 γ0
0
x∗(t)w(t)dt = 1.
So, we get ∥ x+y2 ∥ < 1.
II. Finally, assume that ( 12 |x | + 12 |y|)∗(0) = ( 12 |x | + 12 |y|)∗(t) for some t > γ0 and define
A = {t ∈ [0, γ ) : ( 12 |x | + 12 |y|)(t) = ( 12 |x | + 12 |y|)∗(0)}. Since γ0 > 12γ and we have equality
in formula (11), we get that Ax,y := {t ∈ A : min(x(t), y(t)) = 0} has positive measure. If
m(Ax,y) ≥ γ0, we can assume that eγ0 ⊂ Ax,y (where eγ0 is defined analogously as in (17)); in
the opposite case we can assume Ax,y ⊂ eγ0 . Proceeding analogously as in the case I, we obtain
∥ x+y2 ∥ < 1.
Necessity. We will show only the necessity of the condition γ0 > 12γ . Assume that γ0 ≤ 12γ
and define
x = u0χ[0,2γ0)
y = u0χ[0,γ0) − u0χ[γ0,2γ0),
where 1/u0 =
 γ0
0 w(t)dt . We have (
x+y
2 )
∗ = ( x−y2 )∗ = u0χ[0,γ0) and, in consequence,
∥x∥ = ∥y∥ = ∥ x+y2 ∥ = ∥ x−y2 ∥ = 1. 
Remark 2. Now we show that the Lorentz space Λ1,w is not locally uniformly non-square. Let
t0 > 0 and u0 > 0 be such that t0 < 12γ,w(2t0) > 0 and t0
0
u0w(s)ds = 1.
Defining tn = 1n t0 for all n ∈ N , we can find un > 0 such that tn
0
unw(s)ds = 1
for all n ∈ N . For x := u0χ[0,t0) and yn := unχ[t0,t0+tn), we have ∥x∥ = 1, ∥yn∥ = 1 for all
n ∈ N and x ± yn2
 = 12
 tn
0
unw(s)ds + 12
 tn+t0
tn
u0w(s)ds >
1
2
+ 1
2
 t0
tn
u0w(s)ds → 1.
4. Extreme points
In this section criteria for extreme points in Lorentz spaces Λ1,w are given. Originally this
criteria has been given in [5], but under the additional assumption that the weight function w is
strictly decreasing on the whole interval [0, γ ).
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A point x ∈ S(X) is called an extreme point of B(X) if for every y, z ∈ B(X) with x = y+z2 ,
we have y = z. The notion of extreme point plays an important role in some branches of
mathematics. For example, the Krein–Milman theorem, Choquet integral representation theorem,
Rainwater theorem on the convergence in the weak topology, Bessaga–Pełczyn´ski theorem and
Elton test for unconditional convergence are formulated in terms of extreme points and all these
theorem have applicable character (see [12, Chapter IX]).
Theorem 4. An element x ∈ S(Λ1,w) is an extreme point of B(Λ1,w) if and only if |x | =
uwχ[0,∞), where 1/uw =
∞
0 w(t)dt <∞ or the following conditions hold:
(i) |x | = uχA, where A is Lebesgue measurable subset of the interval [0, γ ) such that
m(A) <∞,
(ii) the weight function w is not constant on the interval (0,m(A)) and w(t) > 0 for some
t > m(A) whenever m(A) < γ .
The important fact in the proof of this theorem is showing the equality x∗ = y∗+z∗2 for
x, y, z ∈ Λ1,w such that ∥x∥ = ∥y∥ = ∥z∥ = 1 and x = y+z2 . In [5] this equality has been
shown under the additional assumption that the weight function w is strictly decreasing on the
whole interval [0, γ ). In Lemma 3 we will show that for x ∈ S(Λ1,w) which satisfies conditions
(i)–(ii) of Theorem 4, the above equality holds without any additional assumption.
Lemma 3. Let x ∈ S(Λ1,w) satisfy conditions (i)–(ii) of Theorem 4. If there exist y, z ∈ S(Λ1,w)
such that x = y+z2 , then
x∗ = 1
2
y∗ + 1
2
z∗. (18)
Proof. First assume that for any t ∈ [0, γ ) which does not satisfy Eq. (18), we have
x∗(t) < 1
2
y∗(t)+ 1
2
z∗(t). (19)
If t0 satisfying inequality (19) belongs to the interval (0,m(A)), then by condition (i) and
properties of the rearrangement, we get that the inequality (19) hold for any t ∈ [0, t0], whence
we obtain
1 = 1
2
 γ
0

y∗(t)+ z∗(t)w(t)dt
≥ 1
2
 t0
0

y∗(t0)+ z∗(t0)

w(t)dt +
 m(A)
t0
x∗(t)w(t)dt
>
 m(A)
0
x∗(t)w(t)dt = 1,
which gives a contradiction (note that if x∗(0) < 12 y
∗(0) + 12 z∗(0), then by the right continuity
of the rearrangement, there exists t0 ∈ (0,m(A)) for which inequality (19) holds). Analogously,
if t0 satisfying inequality (19) belongs to the interval (m(A), γ ), then we get that the inequality
(19) hold for any t ∈ [m(A), t0], and in consequence
1 = 1
2
 γ
0

y∗(t)+ z∗(t)w(t)dt
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≥
 m(A)
0
x∗(t)w(t)dt + 1
2
 t0
m(A)

y∗(t0)+ z∗(t0)

w(t)dt
>
 m(A)
0
x∗(t)w(t)dt = 1,
which gives again a contradiction (similarly as above if x∗(m(A)) < 12 y
∗(m(A))+ 12 z∗(m(A)),
then by the right continuity of the rearrangement, there exists t0 ∈ (m(A), γ ) for which inequality
(19) holds).
Now assume that there exists t0 ∈ [0,m(A)) such that
x∗(t0) >
1
2
y∗(t0)+ 12 z
∗(t0). (20)
Denoting t1 = inf{t ≤ t0 : x∗(t) > 12 y∗(t) + 12 z∗(t)}, we get that inequality (20) holds for any
t ∈ (t1,m(A)). By [34, inequality (2.17), page 65] we obtain that 0 < t1 ≤ t0 and there exists
t2 ∈ (0, t1] such that inequality (19) holds for any t ∈ [0, t2). We can assume without loss of
generality that t2 = sup{t < t1 : x∗(t) < 12 y∗(t) + 12 z∗(t)}. Applying again [34, inequality
(2.17), page 65], by appropriate properties of the weight function w, we get t2
0

1
2
y∗(t)+ 1
2
z∗(t)− x∗(t)

w(t)dt
≥
 t2
0

1
2
y∗(t)+ 1
2
z∗(t)− x∗(t)

w(t2)dt
≥
 m(A)
t1

x∗(t)−

1
2
y∗(t)+ 1
2
z∗(t)

w(t1)dt
≥
 m(A)
t1

x∗(t)−

1
2
y∗(t)+ 1
2
z∗(t)

w(t)dt. (21)
Since ∥x∥ = ∥y∥ = ∥z∥ = 1, we get that t2
0

1
2
y∗(t)+ 1
2
z∗(t)− x∗(t)

w(t)dt
−
 m(A)
t1

x∗(t)−

1
2
y∗(t)+ 1
2
z∗(t)

w(t)dt
+
 γ
m(A)

1
2
y∗(t)+ 1
2
z∗(t)

w(t)dt = 0,
whence by (21), we obtain that y∗(t) = z∗(t) = 0 for any t ∈ [m(A), γ ) and the weight function
w is constant on the interval (0,m(A)), which contradicts condition (ii) of Theorem 4. 
Proof of Theorem 4 (Sufficiency). First assume that γ = ∞, ∞0 w(t)dt = 1/uw < ∞, |x | =
uwχ[0,∞) and there exist y, z ∈ S(Λ1,w) such that y ≠ z and x = y+z2 . Denoting B = {t ∈[0, γ ) : y(t) ≠ z(t)} we have obviously m(B) > 0. If m(B) = ∞, then we can assume
without loss of generality that m({t ∈ B : |y(t)| > |x(t)| = uw}) = ∞. Hence we have that
y∗(t) > x∗(t) for any t ∈ [0,∞) and, in consequence, we get
∥y∥ =
 ∞
0
y∗(t)w(t)dt >
 ∞
0
x∗(t)w(t)dt = ∥x∥ = 1,
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which gives a contradiction. Let now m(B) < ∞. Analogously as above we can assume that
m({t ∈ B : |y(t)| > |x(t)| = uw}) = b > 0. Hence we have that y∗(t) > x∗(t) for any
t ∈ [0, b) and y∗(t) = x∗(t) for t ∈ [b,∞), whence we get again that ∥y∥ > 1.
Assume now that x ∈ S(Λ1,w) satisfies conditions (i)–(ii) of Theorem 4 and there exist
y, z ∈ S(Λ1,w) such that y ≠ z and x = y+z2 . By Lemma 3, we have
x∗(t) = y
∗(t)+ z∗(t)
2
(22)
for t ∈ [0, γ ). Since y ≠ z, by [14, Lemma 1(ii)], we get y∗ ≠ z∗. We can assume without
loss of generality that z∗(t0) < x∗(t0) < y∗(t0) for some t0 ∈ [0,m(A)). Since y∗ and z∗ are
non-increasing, by inequality (22), we obtain that y∗(t) = y∗(t0) for any t ∈ [0,m(A)), whence
∥y∥ > 1.
Necessity. Suppose that x is not of the form |x | = uwχ[0,∞), where 1/uw =
∞
0 w(t)dt <∞.
First we will show the necessity of condition (i). Similarly as in the proof of Proposition 2.2
from [5] assume that there exists the constant u > 0 such that the sets A = {t ∈ suppx : |x(t)| >
u} and B = suppx \ A have positive measure. For y = (x − usgn(x))χA and z = x − y we have
∥y∥ + ∥z∥ =
 m(A)
0
(x∗(t)− u)w(t)dt +
 m(A)
0
uw(t)dt +
 ∞
m(A)
x∗(t) = 1
and min(∥y∥, ∥z∥) > 0. Defining y1 = y∥y∥ and z1 = z∥z∥ , we have y1, z1 ∈ S(Λ1,w), y1 ≠ z1
and x = ∥y∥y1 + ∥z∥z1, whence we conclude that x is not an extreme point.
Assume now that condition (i) is satisfied (that is, |x | = uχA, where A is a Lebesgue
measurable subset of the interval [0, γ ) with m(A) < ∞) and the weight function w is
constant on the interval (0,m(A)). Let B and C be Lebesgue measurable subsets of A such
that B ∪ C = A, B ∩ C = ∅ and m(B) = m(C). Then for y = 2xχB and z = 2xχC , we get
x = y+z2 , y ≠ z and ∥y∥ = ∥z∥ = 1. So, x is not an extreme point.
Finally assume that m(A) < γ and w(t) = 0 for any t ∈ (m(A), γ ). Denoting y =
xχA + u2χ([0,γ )\A) and z = xχA − u2χ([0,γ )\A), we obtain again that x is not extreme point. 
Remark 3. Now we show that the Lorentz space Λ1,w has no rotund points. A point x ∈ S(X)
is said to be a rotund point (strong U -point, SU -point) of B(X) if for any y ∈ S(X) with
∥x + y∥ = 2, we have x = y. Recall that the nature of a rotund point is such that a point
x ∈ S(X) is a point of local uniform rotundity if and only if x is a point of compact local
uniform rotundity and a rotund point (see [8]). In [16] it has been shown that the notion of the
rotund point is important for the local best approximation problem.
Since every rotund point of B(X) is an extreme point of B(X) it is enough to consider the
following two cases.
If |x | = uwχ[0,∞), where 1/uw =
∞
0 w(t)dt < ∞, then we define y = xχ[1,∞). Since
y∗ = x+y2
∗ = x∗ = uwχ[0,∞), we get that x is not a rotund point.
Let now |x | = uχA, where A is a Lebesgue measurable subset of the interval [0, γ ) with
m(A) <∞. Then we can find t1 and t2 such that 0 < t1 < t2 < m(A) and t1
0
2uw(s)dt =
 t1
0
uw(s)dt +
 m(A)
t2
uw(s)ds.
Defining y = 2xχB + xχA\(B∪C), where B and C are Lebesgue measurable subsets of A such
that m(B) = t1,m(C) = m(A)− t2 and B ∩C = ∅, we get the equalities ∥y∥ = ∥ x+y2 ∥ = 1. So
x is not again a rotund point.
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