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Abstract
This paper deals with two related problems, namely distance-preserving binary embed-
dings and quantization for compressed sensing. First, we propose fast methods to replace
points from a subset X ⊂ Rn, associated with the Euclidean metric, with points in the
cube {±1}m and we associate the cube with a pseudo-metric that approximates Euclidean
distance among points in X . Our methods rely on quantizing fast Johnson-Lindenstrauss
embeddings based on bounded orthonormal systems and partial circulant ensembles, both of
which admit fast transforms. Our quantization methods utilize noise-shaping, and include
Sigma-Delta schemes and distributed noise-shaping schemes. The resulting approximation
errors decay polynomially and exponentially fast in m, depending on the embedding method.
This dramatically outperforms the current decay rates associated with binary embeddings
and Hamming distances. Additionally, it is the first such binary embedding result that
applies to fast Johnson-Lindenstrauss maps while preserving ℓ2 norms.
Second, we again consider noise-shaping schemes, albeit this time to quantize compressed
sensing measurements arising from bounded orthonormal ensembles and partial circulant
matrices. We show that these methods yield a reconstruction error that again decays with
the number of measurements (and bits), when using convex optimization for reconstruction.
Specifically, for Sigma-Delta schemes, the error decays polynomially in the number of mea-
surements, and it decays exponentially for distributed noise-shaping schemes based on beta
encoding. These results are near optimal and the first of their kind dealing with bounded
orthonormal systems.
1 Introduction
In signal processing and machine learning, given a linear map y = Ax, where x is an unknown
signal in Cn and A is an m× n matrix in Cm×n, one would often like to quantize or digitize y,
i.e., map each entry yi of y to a finite discrete set, say A.
On the one hand, viewing A as a measurement operator, quantization is the step that allows
us to move from the analog world of continuous measurements to the digital world of bit-streams.
It thereby allows computer processing of the signals, as well as their storage and transmission.
On the other hand, one can view A as a linear embedding, taking some vectors x ∈ T ⊂ Rn to
their image in Rm. For a vector x ∈ T , the quantized version of Ax can be viewed as a non-linear
embedding of x ∈ Rn into Am. It can therefore be used to expedite such tasks as information
retrieval (say via nearest neighbor searches) provided the action of A and the quantization both
admit fast computation, and provided "distance" computations in the embedding space can be
done efficiently as well.
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1.1 A brief introduction to compressed sensing
While in the remainder of the paper we address binary embeddings before we address quantization
in the compressed sensing context, we find it more convenient here to first introduce compressed
sensing. Suppose x ∈ Cn is an unknown vector which we wish to reconstruct from m linear
measurements. Specifically, suppose we collect the measurements
yj = 〈aj , x〉+ wj
where each aj, j = 1, ...,m, is a known measurement vector in Cn and wj denotes unknown noise.
When x is sparse (i.e., most of its coefficients are zero) or compressible (i.e., well approximated by
sparse vectors) x can be recovered (or approximated) from the measurements, even when m≪ n.
Indeed, the study of recovery algorithms and reconstruction guarantees from such measurements
is the purview of compressed sensing (CS) and one of the most popular reconstruction methods
in this setting is ℓ1-minimization. Here, the vector x is approximated by xˆ, the solution to
min
z∈Cn
‖z‖1 subject to ‖Az − y‖2 ≤ η. (1.1)
Above A is the m × n matrix with aj as its jth row, y = (yj)mj=1 is the vector of acquired
measurements, and η is an upper bound on the norm of the noise vector w = (wj)mj=1.
Some of the earliest results on compressed sensing (e.g., [12, 25, 48, 3]) show that for a
certain class of subgaussian random measurement matrices A, including those with i.i.d. standard
Gaussian or ±1 Bernoulli entries, with high probability on the draw of the matrix and uniformly
on x, the solution x̂ to (1.1) obeys
‖x− x̂‖2 . η + σk(x)1√
k
, (1.2)
provided m & k log(n/k). Such guarantees are often based on the measurement matrix A satis-
fying the so-called Restricted Isometry Property (RIP), defined precisely in Section 3.
The above results on subgaussian random matrices are mathematically important both for
the techniques they introduce and as a proof of concept that compressed sensing is viable. Nev-
ertheless, for physical reasons one may not have full design control over the measurement matrix
in practice. Moreover, for practical reasons (including reconstruction speed), one may require
that the measurement matrices admit fast multiplications. Such reasons motivated the study
of structured random matrices in the compressed sensing context (see, e.g., [13, 67, 61, 58, 28]).
Perhaps two of the most popular classes of structured random measurement matrices are those
drawn from a bounded orthogonal ensemble (BOE) or from a partial circulant ensemble (PCE).
Indeed, studying the interplay between structured random matrices and quantization is one focus
of this paper.
Herein, we are interested in the case when A is drawn from a bounded orthogonal ensemble,
or from a partial circulant ensemble, both of which we now introduce.
Definition 1.1 (Bounded Orthogonal Ensemble (BOE)). Let 1√
n
U ∈ Cn×n be any unitary
matrix with |Uij| ≤ 1 for all entries Uij of U . A matrix A ∈ Cm×n is drawn from the bounded
orthogonal ensemble associated with U by picking each row ai of the matrix A uniformly and
independently from the set of all rows of U .
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Examples of U include the n×n discrete Fourier matrix and the n×n Hadamard matrix. For
physical reasons, BOEs arise naturally in various important applications of compressed sensing,
including those involving Magnetic Resonance Imaging (MRI) (see, e.g., [33, 47, 50, 68]). An
additional practical benefit of BOEs, e.g., those based on the Fourier or Hadamard transforms, is
implementation speed. When viewed as linear operators, such matrices admit fast implementa-
tions with a number of additions and multiplications that scales like n log n. This is in contrast to
the cost of standard matrix vector multiplication which scales like n2. As such, BOEs have also
appeared in various results involving fast Johnson-Lindenstrauss embeddings (e.g., [2, 1, 44]).
Definition 1.2 (Partial Circulant Ensemble (PCE)). For z ∈ Cn, the circulant matrix Hz ∈
Cn×n is given by its action Hzx = z ∗ x, where ∗ denotes convolution. Fix Ω ⊂ {1, 2, . . . , n} of
size m arbitrarily. A matrix A is drawn from the partial circulant ensemble associated with Ω by
choosing a vector σ uniformly at random on {−1, 1}n (i.e., the entries σi of σ are independent
±1 Bernoulli random variables), and setting the rows of A to be the rows of Hσ indexed by Ω.
Partial Circulant Ensembles also appear naturally in various applications of compressed sens-
ing, including those involving radar and wireless channel estimation mainly due to the fact that
the action of a circulant matrix on a vector is equivalent to its convolution with a row of the cir-
culant matrix. We refer to [34, 59, 60, 27] for a discussion on these applications. As with BOEs,
PCEs also admit fast transformations, as convolution is essentially diagonalized by the Fourier
transform, which admits fast implementation. As such, PCEs also admit an implementation
with a number of addition and multiplications that scales with n log n as opposed to n2. For this
reason PCEs, like BOEs, feature prominently in constructions for fast Johnson-Lindenstrauss
embeddings. An additional benefit in applications is that the memory required for storing a
PCE scales like n (versus mn for an unstructured matrix).
Candés and Tao were the first to study structured random matrices drawn from a BOE, in the
compressed sensing context. In [13], they show that such matrices satisfy the restricted isometry
property with high probability, provided that the number of measurements m & k log6(n). Later,
many researchers (e.g., [61, 15, 10, 35]) improved the dependence of the number of measurements
m on n, i.e., they improved the logarithmic factors. To our knowledge, the current best result is
by Haviv and Regev [35] and achieves a lower bound m & k log2(n). Similarly, many researchers
have studied recovery guarantees for compressed sensing with random measurement matrices
drawn from the partial circulant ensembles (e.g., [34, 54, 41, 49]), eventually showing a similar
dependence of m on k and n, i.e., m & k log4 n in [41]. Our own results will apply to both BOEs
and PCEs (in both the compressed sensing and binary embedding contexts) with the added
caveat of randomizing the signs of their rows. It is therefore useful to introduce the following
construction.
Construction 1.3. An admissible distribution on m× n matrices corresponds to constructing
Φ ∈ Cm×n as follows.
1. Draw A either from a bounded orthogonal ensemble associated with a matrix U as in
Definition 1.1 or from a partial circulant ensemble associated with a set Ω of size m as in
Definition 1.2. Let aj be the j-th row of A.
2. Let ǫj be independent ±1 Bernoulli random variables which are also independent of A.
3. Let Φ be an m× n matrix whose j-th row is ǫjaj.
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1.2 A brief introduction to quantization
Consider the linear measurements y = Ax of a signal x. Quantization is the process by which
the measurement vector y is replaced by a vector of elements from a finite set, say A, known as
the quantization alphabet. The finiteness of A allows its elements to be represented with finite
binary strings, which in turn allows digital storage and processing. Indeed, such digital process-
ing is necessary in the field of binary embedding [39, 55, 56, 71] and compressed sensing (see,
e.g., [20]), where careful selection of A and A can yield faster, memory-efficient algorithms. In
binary embedding one wishes to design a quantization map Q : Cm → Am which approximately
preserves the distance between two signals (see below). On the other hand, in compressed sensing
one typically requires a reconstruction algorithm R : Am → Cn such that given the quantized
measurements Q(Ax), xˆ = R(Q(Ax)) ensures a small reconstruction error ‖x − xˆ‖2. Various
choices of quantization maps and reconstruction algorithms have been proposed in the context
of binary embedding and compressed sensing. These have ranged from the most intuitive quan-
tization approaches, namely memoryless scalar quantization [39, 55, 23], to more sophisticated
approaches based on noise shaping quantization, including Σ∆ quantization [32, 42, 43] and dis-
tributed noise shaping quantization [17, 36], as well as others [4, 38]. Indeed, the afore-mentioned
noise shaping quantization techniques combine computational simplicity and the ability to yield
favorable error guarantees as a function of the number of measurements. We will use them to
obtain our results and thus provide a necessary, more detailed, overview in Section 4.
1.3 A brief introduction to binary embeddings
Low distortion embeddings have played an important role recently in signal processing and
machine learning as they transform high dimensional signals into low-dimensional ones while
preserving geometric properties. The benefits of such embeddings are direct consequences of
the dimensionality reduction and they include the potential for reduced storage space and com-
putational time associated with the (embedded) signals. Perhaps one of the most important
embeddings is given by the Johnson-Lindenstrauss (JL) lemma [40] which shows that one can
embed N points in Rn into a m = O(δ−2 logN)-dimensional space and simultaneously preserve
pairwise Euclidean distance up to δ-Lipschitz distortion. More recently, binary embeddings have
also attracted a lot of attention in the signal processing and machine learning communities (e.g.,
[70, 57, 64, 46, 29, 72]), in part due to theoretical interest, and in part motivated by the potential
benefits of further reductions in memory requirements and computational time. Roughly speak-
ing, they are nonlinear embeddings that map high dimensional signals into a discrete cube in
lower-dimensional space. As each signal is now represented by a short binary code, the memory
needed for storing the entire data set is reduced considerably, as is the cost of computation.
To be more precise, let T be a set of vectors in Rn and let {−1, 1}m be the binary cube.
Given a distance dT on T , an α-binary embedding of T is a map f : T → {−1, 1}m with an
associated function d on {−1, 1}m so that
|d(f(x), f(x˜))− dT (x, x˜)| ≤ α, for all x, x˜ ∈ T .
Recent works have shown that there exist such α-binary embeddings [39, 55, 56, 71]. For T a
finite set of N points in the unit sphere Sn−1, endowed with the angular distance dT (x, x˜) =
arccos(‖x‖−12 ‖x˜‖−12 〈x, x˜〉), these works consider the map
fA(x) = sign(Ax), (1.3)
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where A is an m × n matrix whose entries are independent standard Gaussian random vari-
ables. Then with probability exceeding 1− η, fA is an α-binary embedding for T into {−1, 1}m
associated with the normalized Hamming distance dH(q, q˜) = 12m
∑
i |qi − q˜i|, provided that
m & α−2 log(N/η).
While achieving the optimal bit complexity for Hamming distances as shown in [71], the
above binary embeddings rely on A being Gaussian. In general, they suffer from the following
drawbacks.
Drawback (i): To execute an embedding, one must incur a memory cost of order mn to
store A, and must also incur the full computational cost of dense matrix-vector multiplica-
tion each time a point is embedded.
Drawback (ii): The embedding completely loses all magnitude information associated
with the original points. That is, all points cx ∈ Rn with c > 0 embed to the same image.
To address the first point above, researchers have tried to design other binary embeddings which
can be implemented more efficiently. For example, such embeddings include circulant binary
embedding [72, 53, 24], structured hashed projections [16], binary embeddings based on Walsh-
Hadamard matrices and partial Gaussian Toeplitz matrices with random column flips [71]. To our
knowledge, all of these results do not address the second point above; they use the sign function
(1.3) (which is an instance of Memoryless Scalar Quantization) to quantize the measurements.
While simple, this quantization method cannot yield much better distance preservation when we
have more measurements, i.e., when m increases, as discussed in Section 4.
Drawback (iii): At best, the approximation error associated with the embedding distance
decays slowly as m, the embedding dimension (and number of bits) increases.
We resolve these issues in this paper.
1.4 Notation
A vector is k-sparse if it has at most k nonzero entries, i.e., it belongs to the set
Σnk := {z ∈ Cn, |supp(z)| ≤ k}.
Roughly speaking, a compressible vector x is one that is close to a k-sparse vector. More precisely,
we can use the best k-term approximation error of x in ℓ1, denoted by σk(x)1 := minv∈Σnk ‖x−v‖1,
to measure how close x is to being k-sparse. We use the notation Bn2 and B
n
1 to refer to the
unit Euclidean ball and the unit ℓ1 ball in Rn, respectively. In what follows A . B means
that there is a universal constant c such that A ≤ cB, and & is defined analogously. We
use the notation Eg to indicate expectation taken with respect to the random variable g (i.e.,
conditional on all other random variables). The operator norm of a matrix A, ‖A‖p→q, is defined
as ‖A‖p→q := max‖x‖p=1 ‖Ax‖q , though we may simply use ‖A‖ in place of ‖A‖2→2.
1.5 Roadmap
The rest of the paper is organized as follows. In Section 2 we highlight the main contributions
of the paper, and in Section 3 we review some necessary technical definitions and tools from
compressed sensing, embedding theory, and probability. Section 4 is dedicated to a review of
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Algorithm 1 Fast binary embeddings
Require:
(i) a matrix Φ ∈ Rm×n drawn according to Construction 1.3,
(ii) a stable noise-shaping quantization scheme Q (Σ∆, as in Section 4.4 or "distributed",
as in Section 4.5) with alphabet A = {±1} and associated matrix V˜ ∈ Rp×m as in
Definition 4.3 or 4.6,
(iii) a diagonal matrix Dǫ ∈ Rn×n with random signs,
(iv) any points a, b ∈ T ⊂ Rn with ‖a‖1 ≤ 1, ‖b‖1 ≤ 1.
Ensure: dV˜ (a, b) ≈ ‖a− b‖2.
1: Compute f(a) = Q(8ΦDǫa9 ) ∈ {±1}m and f(b) = Q(8ΦDǫb9 ) ∈ {±1}m.
2: Return d
V˜
(a, b) = ‖V˜ (f(a)− f(b))‖2.
quantization theory, and in particular the noise-shaping techniques that are instrumental to our
results. Sections 5 and 6 are dedicated to our main theorems and proofs on binary embeddings
and quantized compressed sensing. Section 7 provides a proof of a critical technical result, namely
that certain matrices associated with our methods satisfy a restricted isometry property. Finally
Section 8 provides proofs of some technical lemmas that we require along the way.
2 Contributions
Below, we describe our main results as they pertain to binary embeddings and quantized com-
pressed sensing, and we summarize the main technical contribution that allows us to obtain our
results. To that end, let Dǫ be an n× n diagonal matrix with random signs, Φ an m× n matrix
as in Construction 1.3, Q be a noise-shaping quantizer, i.e., either QΣ∆ a Σ∆ quantization or
Qβ a distributed noise-shaping quantization (as in Sections 4.4 and 4.5). Let V̂ be the associated
linear operator defined in (2.2) below and V˜ = (9/8)V̂ .
2.1 Contributions related to binary embeddings
Let T ⊂ Rn be a subset of the unit ℓ1-ball. In Algorithm 1 we construct quasi-isometric (i.e.,
distance preserving) embeddings between (T , ‖ · ‖2) and the binary cube {−1,+1}m endowed
with the pseudometric
d
V˜
(q˜, q) := ‖V˜ (q˜ − q)‖2.
As they rely on Construction 1.3 our embeddings f : T → {±1}m support fast computation,
and despite their highly quantized non-linear nature, they perform as well as linear Johnson-
Lindenstrauss methods up to an additive error that decays exponentially (or polynomially) in m.
When T is finite we show that with high probability and for prescribed distortion α
m &
log (|T |) log4 n
α2
=⇒ ∣∣d
V˜
(f(x), f(x˜))− ‖x− x˜‖2
∣∣ ≤ α‖x− x˜‖2 + cη(m),
where η(m) −−−−→
m→∞ 0.
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Algorithm 2 Fast Quantized Compressed Sensing
Require:
(i) a matrix Φ ∈ Cm×n drawn according to Construction 1.3,
(ii) A noise-shaping quantization scheme Q (as in Sections 4.4 or 4.5) with associated
matrix V̂ as in (2.2), quantization alphabet A, and appropriate error parameter η.
(iii) any point x ∈ Σnk with ‖x‖2 ≤ 1.
Ensure: Accurate reconstruction from quantized compressed sensing measurements
1: Quantize the compressed sensing measurements: q = Q(Φx).
2: Reconstruct an approximation
xˆ := argmin
z
‖z‖1 subject to ‖V̂ Φz − V̂ q‖2 ≤ η. (2.1)
Above, η(m) decays polynomially fast in m (when Q is a Σ∆ quantizer), or exponentially fast
(when Q is a distributed noise shaping quantizer). In fact, we prove a more general version of
the above result, which applies to infinite sets T .
When T is arbitrary (possibly infinite) we show that with high probability and for prescribed
distortion α
m &
log4 n
α2
· ω(T )
2
rad(T )2 =⇒
∣∣dV˜ (f(x), f(x˜))− ‖x− x˜‖2∣∣ ≤ max(√α,α) rad(T ) + cη(m)
where η(m) is as before and where ω(T ) and rad(T ) denote the Gaussian width and Euclidean
radius of T , defined in Section 3.
We remark that our results are even more general in the sense that we can embed into any
finite set Am, where A is the quantization alphabet used by the noise-shaping quantization
scheme (see Section 4.4 for details). In particular, this means that one may choose an alphabet
A that contains more than two elements and obtain improved constants in the additive part
(i.e., cη(m)) of our error bounds. Thus, in effect our results amount to fast quantized Johnson-
Lindenstrauss embeddings.
2.2 Contributions related to the quantization of compressed sensing measure-
ments arising from random structured matrices
We provide the first non-trivial quantization results, with optimal (linear) dependence on
sparsity, in the setting of compressed sensing with bounded orthonormal systems. Our results
also apply to partial circulant ensembles and our approach is summarized in Algorithm 2.
We show that noise-shaping quantization approaches, namely Σ∆ quantization (e.g., [32,
42, 20]) and distributed noise-shaping quantization [17] significantly outperform the naive (but
commonly used) quantization approach, memoryless scalar quantization. They yield polynomial
and exponential error decay, respectively, as a function of the number of measurements. In
contrast, the error decay of memoryless scalar quantization can be no better than linear [30, 9].
Noise shaping quantization techniques produce vectors q whose entries belong to a finite set.
Equally importantly, q is related to the vector of measurements y = Ax via a noise-shaping
relation of the form
y − q = Hu,
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where H is a so-called noise shaping operator and u is a vector with bounded entries. Recalling
that in compressed sensing, one wishes to recover the (approximately) sparse vector x, our
reconstruction approach is to solve the optimization problem
min
z
‖z‖1 subject to ‖V̂ Φz − V̂ q‖2 ≤ η.
Above, we choose the matrix V̂ and we set the scalar η depending on the quantization scheme.
As a result we can show that
m & k log4 n =⇒ ‖x− xˆ‖2 . η(m) + σk(x)1√
k
with high probability, for all x ∈ Rn. Above, the estimate xˆ is produced by Algorithm 2 and as
before η(m) decays polynomially fast in m (when Q is a Σ∆ quantizer), or exponentially fast
(when Q is a distributed noise shaping quantizer).
2.3 Technical considerations
The choice of V̂ is critical to the success of our reconstruction, as we require V̂ Φ to satisfy a
restricted isometry property [12, 13], see Section 4. Once V̂ Φ satisfies this property, the recon-
struction step of Algorithm 2 yields an estimate xˆ with ‖xˆ− x‖2 ≤ Cη by standard compressed
sensing results (see, e.g. [28]). Thus, the main technical challenge is to construct V̂ in such a way
that V̂ Φ satisfies the restricted isometry property. This is non-trivial due to the dependencies
implicit in the random model which generates bounded orthonormal systems and partial circu-
lant matrices. Simultaneously, the scalar η that we choose must be small enough to yield the
desired polynomial or exponential decay rates in the number of measurements m. The choice of
V̂ that achieves our goals is
V̂ =
1
‖v‖2√p(Ip ⊗ v), (2.2)
where v = (v1, . . . , vλ) ∈ Rλ depends on the quantization scheme (v is given explicitly in Sections
4.4 and 4.5), Ip is the p×p identity matrix and λp = m. Here, ⊗ denotes the Kronecker product.
We show that with high probability, for matrices Φ drawn according to Construction 1.3
m &
k log4 n
α2
=⇒ sup
x∈Tk
∣∣∣‖V̂ Φx‖22 − ‖x‖22∣∣∣ ≤ α,
where Tk denotes the set of k-sparse signals on the unit sphere. That is, we show that V̂ Φ has
the restricted isometry property. This restricted isometry property is also crucial for our results
on binary embeddings.
3 Definitions and Tools
3.1 The restricted isometry property and its implications
We now recall the restricted isometry property of matrices along with some of its implications
to compressed sensing, as well as theorems showing that BOEs and PCEs satisfy it with high
probability if m & k polylog n.
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Definition 3.1 (The restricted isometry property (RIP)). We say that a matrix A ∈ Cm×n
satisfies the (δk, k)-RIP if for every x ∈ Σnk , we have
(1− δk)2‖x‖2 ≤ ‖Ax‖22 ≤ (1 + δk)2‖x‖2.
It is by now well-known that, if a matrix A satisfies (δk, k)-RIP with an appropriate small
constant δk, ℓ1-minimization is robust. We present one such result as a representative.
Theorem 3.2 (See Theorem 6.12 in [28]). Suppose that the matrix A ∈ Cm×n satisfies the
(δ2k, k)-RIP with δ2k(A) <
4√
41
. Then for any x ∈ Cn and b ∈ Cm with ‖Ax− b‖2 ≤ η, a solution
x# of
min
z∈Cn
‖z‖1 subject to ‖Az − b‖2 ≤ η
approximates the vector x with
‖x− x#‖2 ≤ Cη + D√
k
σk(x)1,
where the constants C,D > 0 depend only on δ2k.
Indeed several ensembles of random matrices satisfy the RIP and in this paper we are partic-
ularly interested in bounded orthonormal ensembles and partial circulant matrices for which we
recall the following results.
Theorem 3.3 (See, e.g., [61, 28]). Let A ∈ Cm×n be drawn from the bounded orthogonal ensemble.
Fix α ∈ (0, 1). Then there exists a universal constant C > 0 such that
E sup
x∈Tk
∣∣∣∣ 1m‖Ax‖22 − ‖x‖22
∣∣∣∣ ≤ α, (3.1)
provided mlog(9m) ≥ C k log
2(4k) log(8n)
α2
.
Theorem 3.4 (See, e.g., [41]). Let A ∈ Rm×n be drawn from the partial circulant ensemble
associated with an index set Ω of size m. Fix α ∈ (0, 1). Then there exists a universal constant
C > 0 such that
E sup
x∈Tk
∣∣∣∣ 1m‖Ax‖22 − ‖x‖22
∣∣∣∣ ≤ α, (3.2)
provided m ≥ C k log2(k) log2(n)α2 .
3.2 Embedding tools
We begin with some useful definitions of quasi-isometric embeddings, and of Gaussian widths of
sets.
Definition 3.5 (see, e.g., [11]). A function f : X → Y is called a quasi-isometry between metric
spaces (X , dX ) and (Y, dY ) if there exist C > 0 and D ≥ 0 such that
1
C
dX (x, x˜)−D ≤ dY(f(x), f(x˜)) ≤ CdX (x, x˜) +D
for all x, x˜ ∈ X .
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Remark 1. We will relax the above definition by only requiring that dY be a pseudo-metric, so
we require dY(x, y) = dY(y, x) and we require dY to respect the triangle inequality, but we allow
dY(x, y) = 0 for x 6= y.
Definition 3.6. Let C = {−1, 1}m be a discrete cube in Rm and let V ∈ Rp×m with p ≤ m. We
define a pseudo-metric dV on C by
dV (q, q˜) = ‖V (q − q˜)‖2.
Definition 3.7. For a set T ⊂ Rn, the Gaussian mean width ω(T ) is defined by
ω(T ) := E[sup
v∈T
〈v, g〉]
where g is a standard Gaussian random vector in Rn. Moreover,
rad(T ) = sup
v∈T
‖v‖2
is the maximum Euclidean norm of a vector in T .
Krahmer and Ward [44] showed that matrices satisfying the RIP can be used to create
Johnson-Lindenstrauss, i.e., near-isometric, embeddings of finite sets.
Theorem 3.8 ([44]). Fix ν > 0 and α ∈ (0, 1). Consider a finite set T ⊂ Rn. Set k ≥ 40(log(40|T |) + ν),
and suppose that Ψ ∈ Rp×n satisfies (α/4, k)-RIP. Let Dǫ ∈ Rn×n be a random sign diagonal
matrix. Then, with probability exceeding 1− e−ν , the matrix ΨDǫ satisfies∣∣‖ΨDǫ x‖22 − ‖x‖22∣∣ ≤ α‖x‖22
simultaneously for all x ∈ T .
We will need the following “multiresolution” version of the restricted isometry property, used
by Oymak et. al in [52] to prove embedding results for arbitrary, i.e., not necessarily finite, sets.
Definition 3.9 (Multiresolution RIP [52]). Let L = ⌈log2 n⌉. Given δ > 0 and a number s ≥ 1,
for ℓ = 0, 1, . . . , L, let (δℓ, sℓ) = (2ℓ/2δ, 2ℓs) be a sequence of distortion and sparsity levels. We
say a matrix A ∈ Rm×n satisfies the Multiresolution Restricted Isometry Property (MRIP) with
distortion δ > 0 at sparsity s, if for all ℓ ∈ {1, 2, . . . , L}, (δℓ, sℓ)-RIP holds.
Theorem 3.10 ([52]). Let T ⊂ Rn and suppose the matrix Ψ ∈ Rm×n obeys the Multiresolution
RIP with sparsity and distortion levels
s = 150(1 + η) and α˜ =
α · rad(T )
Cmax{rad(T ), ω(T )} ,
with C > 0 an absolute constant. Then, for a diagonal matrix Dǫ with an i.i.d. random sign
pattern on the diagonal, the matrix A = ΨDǫ obeys
sup
x∈T
∣∣‖Ax‖22 − ‖x‖22∣∣ ≤ max{α,α2}(rad(T ))2,
with probability at least 1− e−η.
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3.3 Tools from probability
We start with a definition of the γ2 functional, followed by a result by Krahmer et al. [41] that
will be very useful in proving our technical results.
Definition 3.11 ([66], also see [41]). For a metric space (T, d), an admissible sequence of T is
a collection of subsets of T , {Tr : r ≥ 0}, such that for every s ≥ 1, |Tr| ≤ 22r and |T0| = 1. For
β ≥ 1, the γβ functional is given by the following infimum, taken over all admissible sequences
of T :
γβ(T, d) = inf sup
t∈T
∞∑
r=0
2r/βd(t, Tr).
Theorem 3.12 (See, e.g., [41]). Let M⊂ Cp×n be a symmetric set of matrices, i.e., M = −M.
Let ǫ be a ±1 Bernoulli vector of length n. Then
E sup
M∈M
∣∣‖Mǫ‖22 − E‖Mǫ‖22∣∣ . dF (M)γ2(M, ‖ · ‖2→2) + γ2(M, ‖ · ‖2→2)2,
where dF (M) = supM∈M ‖M‖F and γ2(·) is as in Definition 3.11.
Next we present a version of Bernstein’s inequality that we will use in proving that our matrix
V̂ Φ satisfies an appropriate RIP with high probability.
Theorem 3.13 (Theorem 8.42 in [28]). Let F be a countable set of functions F : Cn → R. Let
Y1, . . . , YM be independent random vectors in C
n such that EF (Yℓ) = 0 and F (Yℓ) ≤ K almost
surely for all ℓ ∈ [M ] and for all F ∈ F with some constant K > 0. Introduce
Z = sup
F∈F
M∑
ℓ=1
F (Yℓ).
Let σ2ℓ > 0 such that E[F (Yℓ)
2] ≤ σ2ℓ for all F ∈ F and ℓ ∈ [M ]. Then, for all t > 0,
P(Z ≥ EZ + t) ≤ exp
(
− t
2/2
σ2 + 2KEZ + tK/3
)
,
where σ2 =
∑M
ℓ=1 σ
2
ℓ .
4 Quantization: Background and preliminaries
As previously mentioned, various choices of quantization maps and reconstruction algorithms
have been proposed in the context of binary embedding and compressed sensing. Below, we first
review the lower bounds associated with optimal (albeit highly impractical) quantization and
decoding, which no scheme can outperform. We then review the basics of memoryless scalar
quantization as well as noise shaping quantization, as we will need these for our results.
4.1 Optimal error bounds via vector quantization
For a class X of signals (e.g., X = Σnk), the performance of a practical data acquisition scheme
consisting of three stages (i.e., measurement, quantization, and reconstruction) can be measured
against the optimal error bounds. Specifically, the performance of any such a scheme can be
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measured by the tradeoff between the number of bits (rate) and reconstruction error (distortion)
and we now describe how to examine the optimal rate-distortion relationship. Given a desired
worst-case approximation error ǫ, measured in the ℓ2 norm, we can cover the class X with balls
of radius ǫ associated with the Euclidean norm ‖ · ‖2. The smallest number of such ǫ-balls is
called the covering number of X and denoted by N (X , ‖ · ‖2, ǫ). An optimal scheme consists of
encoding each signal x in the class X using R := log2N (X , ‖ · ‖2, ǫ) bits by mapping x to the
center of an ǫ-ball in which it lies. A simple volume argument yields the optimal lower bound of
the approximation error in term of the rate (see, e.g. [8, 9]) which, when X = Σnk , satisfies
ǫ(R) &
n
k
2−R/k.
On the other hand, the distortion of a three-stage scheme comprised of measurements using
a matrix A, quantization via the map Q, and reconstruction using an algorithm R is defined by
D(A,Q,R) := sup
x∈X
‖x−R(Q(Ax))‖2.
Thus, trivially,
D(A,Q,R) & n
k
2−R/k,
and one seeks practical1 schemes that approach this lower bound.
In the case of Gaussian (and subgaussian) matrices A, there exist schemes [5, 17, 62] that
approach the optimal error bounds, albeit with various tradeoffs. Among these, the results
in [5] apply only to Gaussian random matrices A, while those of [17] and [62] rely on noise-
shaping quantization techniques and apply to a more general class of subgaussians. In the
quantization direction, our work extends the noise-shaping results of [17] and [62] to the case of
structured random matrices which are selected according to Construction 1.3. Before describing
the necessary technical details pertaining to noise-shaping we quickly describe the most basic
(but highly suboptimal) approach to quantization, i.e., memoryless scalar quantization, as the
most widely assumed approaches to binary embeddings and quantization of compressed sensing
measurements use it.
4.2 Memoryless Scalar Quantization
The most intuitive approach to quantize linear measurements y = Ax is the so-called memoryless
scalar quantization (MSQ) in which the quantization map QMSQ is defined by
qi := (QMSQ(y))i := argmin
r∈A
|yi − r|.
In other words, we round each measurement yi to the nearest element in the quantization alphabet
A. For instance, in the case of binary embedding, i.e., A = {−1, 1}, (QMSQ(y))i = sign(yi). Here
sign(t) = 1 if t ≥ 0 and −1 otherwise.
If the quantization alphabet A = δZ for some step size δ > 0 is to be used, we can bound
‖y − q‖2 ≤ 12δ
√
m. Thus, in the setting of binary embedding, MSQ defines a quasi-isometric
embedding
(1− α)‖v − w‖2 − δ ≤ 1√
m
‖Q(Av) −Q(Aw)‖2 ≤ (1 + α)‖v − w‖2 + δ (4.1)
1Note that the optimal scheme described herein is impractical as it requires direct measurements of x which
may not be available, and it requires finding the ball to which x belongs. As the number of such balls scales
exponentially with the ambient dimension, this task becomes prohibitively expensive.
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with high probability if A is a Gaussian random matrix [37]. On the other hand, if we consider
the quantization problem in compressed sensing, the robust recovery result (1.2) guarantees that
‖x− xˆMSQ‖2 . δ (4.2)
when x is a k-sparse vector.
In spite of its simplicity, MSQ is not optimal when one oversamples, i.e., one has more
measurements than needed. In particular, the error bounds (4.1) and (4.2) do not improve
with increasing the number of measurements m. This is due to the fact that MSQ ignores
correlations between measurements as it acts component-wise. While one can in principle still
get a reduction in the error by using a finer quantization alphabet (i.e., a smaller δ), this is
often not feasible in practice because the quantization alphabet is fixed once the hardware is
built, or not desirable as one may prefer a simple, e.g., 1-bit embedding. In order to address
this problem, noise-shaping quantization methods, such as Sigma-Delta (Σ∆) modulation and
alternative decoding methods (see, e.g., [21, 31, 6, 32, 42, 17, 26, 69, 27, 20, 9, 36]), have
been proposed in the settings of quantization of bandlimited functions, finite frame expansions,
and compressed sensing measurements. However, these methods have not been studied in the
framework of binary embedding problems. As stated before, the main contributions of our work
are to extend noise-shaping approaches to embedding problems and to compressed sensing with
structured random matrices.
4.3 Noise-shaping quantization methods
Noise-shaping quantizers, for example Σ∆ modulation, were first proposed for analog-to-digital
conversion of bandlimited functions (see, e.g., [21, 31, 65]). Their success is essentially due to
the fact they push the quantization error toward the nullspace of their associated reconstruction
operators. These methods have been successfully extended to the frameworks of finite frames
(see, e.g., the survey [20] and [6, 7, 45, 32, 42, 43]) and compressed sensing (see, e.g. [32, 42, 17,
26, 36, 69, 27, 20, 9]). In fact, the approaches based on Σ∆ quantization [63] and beta encoders
[17] achieve near-optimal bounds for sub-Gaussian measurements.
To explain these methods, consider a real quantization alphabet AL,δ consisting of 2L sym-
metric levels of spacing 2δ, i.e.,
AL,δ := {aδ | a = −2L+ 1, . . . ,−1, 1, . . . , 2L− 1}, (4.3)
and let A := AL,δ + iAL,δ be a complex quantization alphabet.
Remark 2. We mention the complex case here for the sake of completeness and remark that all
our results apply in the complex setting, but after this discussion we will restrict our attention
to real valued matrices and vectors.
A noise-shaping quantizer Q : Cm → Am, associated with the so-called noise transfer operator
H, is defined such that for each y ∈ Cm the resulting quantization q := Q(y) satisfies the noise-
shaping relation
y − q = Hu, (4.4)
where u ∈ Cm is called the state vector and ‖u‖∞ ≤ C for some constant C independent of m.
Here, H is an m×m lower triangular Toeplitz matrix with unit diagonal. Noise-shaping quan-
tizers do not exist unconditionally because of the requirement that ‖u‖∞ is uniformly bounded
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in m. However, under certain suitable assumptions on H and A, they exist and can be simply
implemented via recursive algorithms [19]. For example, the following lemma provides conditions
under which the schemes are stable.
Lemma 4.1. Let A := AL,δ+iAL,δ. Assume that H = I−H˜ where H˜ is strictly lower triangular,
and µ ≥ 0 such that
‖H˜‖∞→∞ + µ/δ ≤ 2L.
Suppose that |yj |∗ := max{|ℜ(yj)|, |ℑ(yj)|} ≤ µ for all j ∈ [m]. For each s ≥ 1, let ws :=
ys +
∑s−1
j=1 H˜s,s−jus−j,
qs := (Q(y))s = argmin
r∈A
|ws − r|∗ , (4.5)
and
us := ws − qs. (4.6)
Then the resulting q satisfies the noise shaping relation (4.4) with ‖u‖∞ ≤
√
2δ. In the case of
strictly real y, the
√
2 factor can be replaced by 1.
The proof of the above is simply by induction and can be found, for example, in [19].
Our algorithm are inspired by the approach to reconstruction from noise-shaping quantized
measurements used in [17] and [62] (see also [20]). We first introduce a so-called condensation
operator V : Cm → Cp, for some p ∈ [m], defined by
V := Ip ⊗ v =

v
v
. . .
v
 , (4.7)
where v is a row vector in Rλ. Here, for simplicity, we suppose that λ = m/p is an integer. In
this approach, to embed or recover the signal x, we first apply V to the noise-shaping relation
(4.4) and obtain
V Φx− V q = V Hu. (4.8)
Our goal is to design a p ×m matrix V and an m ×m matrix H such that the norm ‖V Hu‖2
is exponentially (or polynomially depending on the quantization scheme) small in m and our
quantization algorithm is stable. This in turn helps us achieve exponentially and polynomially
small errors in the settings of binary embedding and compressed sensing. We now present two
candidates for the pair (V,H) based on Σ∆ quantization and distributed noise shaping.
4.4 Sigma-Delta quantization
The standard rth-order Σ∆ quantizer with input y computes a uniformly bounded solution u to
the difference equation
y − q = Dru. (4.9)
This can be achieved recursively by choosing q := QΣ∆(y) and u as in the expressions (4.5) and
(4.6), respectively, for the matrix H = Dr. Here the matrix D is the m×m first-order difference
matrix with entries given by
Dij =

1 if i = j,
−1 if i = j + 1,
0 otherwise.
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Constructing stable Σ∆ schemes of arbitrary order r, i.e., where
‖y‖∞ ≤ µ =⇒ ‖u‖∞ ≤ c(r)
with a constant c(r) that is independent of dimensions (but dependent on the order) is non-
trivial for a fixed quantization alphabet. Nevertheless, there exist several constructions (see
[21, 31, 22]) with exactly this boundedness property, albeit with different constants c(r). For
our results herein, when we assume a fixed alphabet, we use the stable Σ∆ schemes of [22]. The
relevant result for us is the following proposition from [42] summarizing the results of [22]2.
Proposition 4.2. ([22], see [42] Proposition 1) There exists a universal constant C > 0 such
that for any alphabet A = {±(2ℓ − 1)δ : 1 ≤ ℓ ≤ L, ℓ ∈ Z}, there is a stable Σ∆ scheme such
that
‖y‖∞ ≤ µ =⇒ ‖u‖∞ ≤ Cδ
(⌈
π2
(cosh−1(2L− µ/δ))2
⌉
e
π
· r
)r
. (4.10)
In particular, this guarantees that even with the 1-bit alphabet, i.e., A = {±1} and δ = 1,
as assumed in binary embeddings, stability can be guaranteed as long as ‖y‖∞ ≤ µ < 1 with a
corresponding bound
‖y‖∞ ≤ µ < 1 =⇒ ‖u‖∞ ≤ C · c(µ)r · rr. (4.11)
Previous works (e.g., [32, 63]) using Σ∆ schemes in compressed sensing achieve a polynomially
small error bound (in m). However, these approaches assume gaussian or subgaussian random
matrices and the proof techniques are not easily extended to the case of structured random
matrices. This is in part due to the role that D−r, applied to Φ, plays in the associated proofs;
one essentially requires D−rΦ to have a restricted isometry property. Due to the dependencies
among the rows of Φ in the case of BOEs and PCEs, such a property is difficult to prove.
Nevertheless, in [27], the authors were first to study PCEs and prove error bounds that decay
polynomially in m. The approach proposed in [27] uses a different sampling scheme to generate
the PCE, a different reconstruction method (whose complexity scales polynomially in m, versus
p in our case), and requires a different proof technique.
To circumvent the above issue, and generate the first results for BOEs, we will need the
following condensation operator. Let
λ := m/p =: rλ˜− r + 1
for some integer λ˜.
Definition 4.3 (Σ∆ Condensation Operator). Let v be a row vector in Rλ whose entry vj is
the jth coefficient of the polynomal (1 + z + . . .+ zλ˜−1)r. Define the Σ∆ condensation operator
VΣ∆ : C
m → Cp by
VΣ∆ = Ip ⊗ v =

v
v
. . .
v
 , (4.12)
2In the relevant proposition of [42], there is a typo (in equation (12)) as there is a missing rr factor. This can
be seen from comparing their equations (11) and (12). We remedy this in the version presented here.
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and define its normalized versions
V˜Σ∆ =
9
8‖v‖2√pVΣ∆,
and
V̂Σ∆ =
1
‖v‖2√pVΣ∆.
Example 4.4. In the case r = 1, we have v = (1, ..., 1) ∈ Rλ, while when r = 2, v =
(1, 2, . . . , λ˜− 1, λ˜, λ˜− 1, . . . , 2, 1) ∈ Rλ.
Lemma 4.5. For a stable rth order Σ∆ quantization scheme we have
‖V˜ Dr‖∞→2 ≤ (8r)r+1λ−r+1/2.
The proof of Lemma 4.5 is given in Section 8.
4.5 Distributed noise shaping
In [18], Chou and Güntürk achieved an exponentially small error bound in the quantization of
unstructured random (e.g., Gaussian) finite frame expansions by using a so-called distributed
noise-shaping approach. Our work in this paper extends this approach handle the practically
important cases of compressed sensing and binary embeddings, both with structured random
matrices drawn from a BOE or a PCE. To that end, we now review distributed noise-shaping.
Fixing β > 1, let Hβ be a λ× λ noise transfer operator given by
(Hβ)ij =

1 if i = j,
−β if i = j + 1,
0 otherwise.
Moreover, let H : Cm → Cm be the block-diagonal distributed noise-shaping transfer operator
given by
H = Ip ⊗Hβ =

Hβ
Hβ
. . .
Hβ
 (4.13)
In analogy with Definition 4.3 we now introduce the distributed noise-shaping condensation
operator.
Definition 4.6 (Distributed Noise-Shaping Condensation Operator). Define the row vector
vβ := [β
−1 β−2 . . . β−λ]
and define the distributed noise-shaping condensation operator Vβ : Cm → Cp by
Vβ = Ip ⊗ vβ =

vβ
vβ
. . .
vβ
 . (4.14)
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Define its normalized versions
V˜β =
9
8‖vβ‖2√pVβ,
and
V̂β =
1
‖vβ‖2√pVβ .
Notice that in this setting,
VβH = Ip ⊗ (vβHβ)
and consequently
‖VβH‖∞→∞ = β−λ =⇒ ‖V˜βH‖∞→2 ≤ 9β
−λ
8‖vβ‖2 ≤
9β−λ+1
8
(4.15)
since vβHβ = [0 0 . . . β−λ] and ‖vβ‖2 ≥ β−1.
5 Main results on binary embeddings
We are now ready to present our main results on binary (and more general) embeddings, showing
that Algorithm 1 yields quasi-isometric embeddings that preserve Euclidean distances. We start
with the case of finite sets, and we then present an analysis of our methods for infinite sets.
Theorem 5.1 (Binary embeddings of finite sets). Consider a finite set T ⊂ Bn1 . Fix
α ∈ (0, 1) and ρ ∈ (0, 1). Let Φ ∈ Rm×n,Dǫ ∈ Rn×n, V˜ ∈ Rp×m be as in Algorithm 1 and
suppose λ = m/p is an integer. Define Φ˜ = 89Φ and let Q : Rm → {±1}m, be the stable
quantization scheme corresponding either to the rth order Σ∆ quantization or to the distributed
noise shaping quantization with β ∈ (1, 10/9], that is used in Algorithm 1.
Fix ν > 0, and define the embedding map f : T → {±1}m by f = Q ◦ Φ˜ ◦ Dǫ. Assume
that k ≥ 40(log(8|T |) + ν). Then there exist constants, C1 > 0 and C2 > 0, that depend on the
quantization such that if
m ≥ p ≥ C1 k log
4 n
α2ρ2
, (5.1)
the map f satisfies∣∣d
V˜
(f(x), f(x˜))− ‖x− x˜‖2
∣∣ ≤ α‖x − x˜‖2 +C2η(λ), ∀x, x˜ ∈ T
with probability exceeding 1−ρ−e−ν . Here, η(λ) = λ−r+1/2 if we use the Σ∆ quantization scheme
and η(λ) = β−λ+1 if we use the distributed noise-shaping scheme.
Proof. The proof follows from Theorem 3.8 and our main technical result, Theorem 7.1, respec-
tively showing that RIP matrices with randomized column signs provide Johnson-Lindenstrauss
embeddings, and that the matrices V˜ Φ˜ satisfy the appropriate RIP. The proof also requires
bounds on ‖V˜ H‖∞→2 to obtain the advertised decay rates. Indeed, we have∣∣d
V˜
(f(x), f(x˜))− ‖x− x˜‖2
∣∣ ≤ ∣∣d
V˜
(f(x), f(x˜))− ‖V˜ Φ˜Dǫ (x− x˜)‖2
∣∣
+
∣∣‖V˜ Φ˜Dǫ (x− x˜)‖2 − ‖x− x˜‖2∣∣ (5.2)
so we must bound the two summands on the right to obtain our result and we start with the
second term.
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By (7.1) in Theorem 7.1, with αρ in place of α, and Markov’s inequality, for any ρ ∈ (0, 1),
V˜ Φ˜ satisfies (α, k)-RIP with probability exceeding 1−ρ, provided that p ≥ C1k log4 n/(ρ2α2) for
some constant C1 > 0. Hence by Theorem 3.8, with probability at least 1− ρ− e−ν , the matrix
V˜ Φ˜Dǫ satisfies ∣∣‖V˜ Φ˜Dǫ(x− x˜)‖22 − ‖x− x˜‖22∣∣ ≤ α‖x− x˜‖22,
which yields ∣∣‖V˜ Φ˜Dǫ(x− x˜)‖2 − ‖x− x˜‖2∣∣ ≤ α‖x− x˜‖2 (5.3)
simultaneously for all x, x˜ ∈ T . To bound the first summand in (5.2), note that in the case of
Σ∆ quantization, for any z ∈ T , (4.9) implies that
‖V˜ f(z)− V˜ Φ˜Dǫ z‖2 = ‖V˜ Druz‖2 ≤ ‖V˜ Dr‖∞→2‖uz‖∞ ≤ C1c2(µ)rr2rλ−r+1/2,
where uz is the resulting state vector of z as in (4.9).
To obtain the last inequality above, use Lemma 4.5 to bound ‖V˜ Dr‖∞→2; additionally,
since all the entries of the matrix Φ are uniformly bounded by 1 and ‖z‖1 ≤ 1, we obtain
‖Φ˜Dǫz‖∞ = (8/9)‖ΦDǫz‖∞ ≤ 8/9 that allows us to invoke the stability bound (4.11) to control
‖uz‖∞. Consequently by the triangle inequality we have∣∣‖V˜ (f(x)− f(x˜))‖2 − ‖V˜ ΦDǫ (x− x˜)‖2∣∣ ≤ 2C1c2(µ)rr2rλ−r+1/2, (5.4)
which yields the desired result for Σ∆ quantization when combined with (5.2), and (5.3). The
exact same technique yields the advertised bound for distributed noise shaping, albeit we now
use (4.15) in place of Lemma 4.5.
Remark 3. (Extension to the ℓ2 ball) Theorem 5.1 can be modified to apply to finite subsets
of the unit Euclidean ball instead of the ℓ1 ball. Indeed, under the condition (5.1) and the
considered event in Theorem 5.1, the matrix 1√
m
Φ satisfies the (α, k)-RIP by Theorems 3.3
and 3.4. This implies 1√
m
‖ΦDǫz‖2 ≤
√
1 + α‖z‖2 ≤
√
1 + α for all z ∈ T by Theorem 3.8.
Hence, ‖ΦDǫz‖∞ ≤
√
1 + α
√
m. So scaling the quantization alphabet carefully, e.g., considering
{±√(1 + α)m} in place of {±1}, ensures our quantization schemes are stable with stability
constant
√
(1 + α)m for all z ∈ T . This yields the same error bound up to the transformation
η(λ) 7→ √(1 + α)m η(λ). The price of this extension is that for the new η(λ) to be small
(e.g., less than one) and decreasing with m one would require m & p
r−1/2
r−1 in the case of Σ∆
quantization and m & p logm in the case of distributed noise shaping. This extension is also
applicable to Theorem 5.2 below by using Theorem 3.10 in place of Theorem 3.8.
Alternatively, in the case of a finite subset T ⊂ Bn2 , to avoid the lower bound on m one can
use Bernstein’s inequality and a union bound over the m rows of Φ followed by a union bound
over all x ∈ T (instead of invoking the restricted isometry property and Theorem 3.4). This
would yield the bound ‖ΦDǫx‖∞ < c log n for all x ∈ T , with high probability, provided |T | is
at most polynomial in n. In turn, scaling the alphabet by c log n would imply the same bound
in Theorem 5.1 up to the transformation η(λ) 7→ cη(λ) log n.
Remark 4. (The condition on β) Note that the condition β ∈ (1, 10/9] is just a byproduct of the
convenient normalization of Φ˜ that we chose, and the resulting bound on ‖Φ˜Dǫ‖2→∞. Different
normalizations would have allowed pushing β closer to 2.
18
Remark 5. (Root-exponential error decay) In the case of Σ∆ quantization, one can optimize
the bound (5.4) by selecting r as a function of λ. Choosing the Σ∆ scheme of order r∗, where
r∗ minimizes the function c2(µ)rr2rλ−r+1/2 (see, e.g., [31, 42] for a similar detailed calculation)
yields a quantization error decay of exp(−c√λ) for some constant c so that∣∣d
V˜
(f(x), f(x˜))− ‖x− x˜‖2
∣∣ ≤ α‖x− x˜‖2 + Ce−c√λ, ∀x, x˜ ∈ T .
Remark 6. (Optimizing the dimension p) The parameter α in Theorem 5.1 behaves essentially
as 1√p , and ‖x − x˜‖2 ≤ 2 for points in the unit ℓ1 ball. So, one can consider choosing p to
improve the bounds C( 1√p + e
−c
√
m/p) and C( 1√p + β
−m/p+1) in the case of Σ∆ and distributed
noise-shaping quantization respectively. Slightly sub-optimal but nevertheless good choices of
p are then pΣ∆ ≈ m/ log2(m) and pdist. ≈ m/ log(m), where the ≈ notation hides constants.
In turn this yields a quantized Johnson-Lindenstrauss error decay of the form logm√
m
and
√
logm
m
for the two schemes, respectively. In other words, quantizing the Johnson-Lindenstrauss Lemma
only costs us a logarithmic factor in the embedding dimension.
Remark 7. (Embedding into Am) It is easy to see from the proof that one could replace the
cube {±1}m by the set Am generated by the 2L level alphabet in (4.3) provided (2L− 1)δ ≥ 1.
In turn, this simply reduces the constant C2 in Theorem 5.1 by a factor of L.
Remark 8. (Unstructured random matrices) Note that the only requirement on Φ˜ in the proof
is that V˜ Φ˜ satisfies an appropriate restricted isometry property. It is not hard to see that matri-
ces Φ˜ with independent entries drawn from appropriately normalized Gaussian or subgaussian
distributions yield such a property. Hence a version of our results holds for such matrices, and
we leave the details to the interested reader.
We now present our result on embedding arbitrary subsets of the unit ball, and comment
that the contents of Remarks 3, 6, 7, and 8 apply to the theorem below as well, with minor
modification.
Theorem 5.2 (Binary embeddings of general sets). Consider the same setup as Theorem
5.1 albeit now with any set T ⊂ Bn1 . Let γ = ‖v‖1/‖v‖2. Suppose that
m ≥ p ≥ C1γ2(1 + ν)2 log4 n
max
{
1, ω
2(T −T )
(rad(T −T ))2
}
α2
. (5.5)
Then, with probability at least 1−e−ν , the map f : T → {−1, 1}m given by f = Q◦Φ˜◦Dǫ ensures
that ∣∣dV˜ (f(x), f(x˜))− dℓ2(x, x˜)∣∣ ≤ max{√α,α} rad(T − T ) + C2η(λ), for all x, x˜ ∈ T .
Here η := λ−r+1/2 if we use a stable Σ∆ quantization scheme; and η := β−λ+1 if we use the
distributed noise-shaping scheme.
Proof. Note that as in Theorem 5.1, our quantization scheme is stable since ‖Φ˜Dǫz‖∞ ≤ 8/9 for
all z ∈ T . To start, as in [52], let L = ⌈log2 n⌉. Fix k and α, then by Theorem 7.1 we have that
for any level ℓ ∈ {0, 1, . . . , L}
P
(
sup
x∈T
2ℓk
∣∣∣‖V˜ Φ˜x‖22 − ‖x‖22∣∣∣ ≥ 2ℓ/2α
)
≤ e−ν
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if p & k(log4 n + γ2ν)/α2. Notice that by Theorem 7.1, coupled with a union bound applied to
L levels and a change of variable ν 7→ ν + logL, we have that V˜ Φ˜ satisfies the Multiresolution
RIP with sparsity k and distortion α > 0 with probability exceeding 1− e−ν whenever
m ≥ p & k[log
4 n+ γ2(ν + log(L+ 1))]
α2
. (5.6)
Since log(L+ 1) ≤ log4 n and log4 n+ ν ≤ (1 + ν) log4 n, we can achieve (5.6) by setting
m ≥ p & γ2(1 + ν)k log
4 n
α2
.
Consequently, we may now apply Theorem 3.10 (with V˜ Φ˜ in place of H) with
k = 150(1 + ν) and α˜ =
α
Cmax
(
1, ω(T −T )rad(T −T )
)
to conclude that
sup
x∈T −T
∣∣∣‖V˜ Φ˜Dǫx‖22 − ‖x‖22∣∣∣ ≤ max{α,α2}(rad(T − T ))2
with probability exceeding 1− e−ν . Indeed, this happens whenever
m ≥ p ≥ C1γ2(1 + ν)2 log4 n
max
{
1, ω
2(T −T )
(rad(T −T ))2
}
α2
.
Conditioning on the events happening simultaneously, we have that for all x ∈ T − T∣∣∣∣∣‖V˜ Φ˜Dǫx‖2‖x‖2 − 1
∣∣∣∣∣
2
≤
∣∣∣∣∣‖V˜ Φ˜Dǫx‖22‖x‖22 − 1
∣∣∣∣∣ ≤ max{α,α2}(rad(T − T ))2‖x‖22 . (5.7)
This yields ∣∣∣‖V˜ Φ˜Dǫx‖2 − ‖x‖2∣∣∣ ≤ max{√α,α} rad(T − T ) for all x ∈ T − T . (5.8)
Then for any w and v in T , applying the quantization state equations (4.4), we have (as in the
proof of Theorem 5.1) and proceeding as in the proof of that theorem,∣∣‖V˜Q(Φ˜Dǫw)− V˜Q(Φ˜Dǫv)‖2−‖w − v‖2∣∣
=
∣∣∣‖(V˜ Φ˜Dǫw − V˜ Φ˜Dǫv)− (V˜ Huw − V˜ Huv)‖2 − ‖w − v‖2∣∣∣
≤
∣∣∣‖V˜ Φ˜Dǫ(w − v)‖2 − ‖w − v‖2∣∣∣+ ∣∣∣V˜ H(uw − uv)∣∣∣
≤ max{√α,α} rad(T − T ) + C2η.
Remark 9. In distributed noise-shaping quantization, we can bound γ2 ≤ 2ββ−1 =: Cβ if 1 < β ≤
10
9 , so we can set the condition (5.5) as m ≥ p ≥ CβC1(1 + ν)2 log4(n)max
{
1, ω
2(T −T )
(rad(T −T ))2
}
α−2.
In Σ∆ quantization, we can bound γ2 ≤ λ = m/p. Hence, the condition (5.5) becomes m ≥ p ≥
C1
√
m log2(n)max
{
1, ω(T −T )(rad(T −T ))
}
α−1. Note that this restriction on dimensions in the Σ∆ case,
i.e.,
√
m . p ≤ m is not problematic as one should use p ≈ mlog(m)2 as described in Remark 6,
and this choice satisfies the restriction.
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6 Main results on compressed sensing with BOE and PCE: Quan-
tizers, decoders, and error bounds
Herein, we present our results on the compressed sensing acquisition and reconstruction paradigm
outlined in Algorithm 2. First, we cover the case when the acquired BOE or PCE measurements
Φx are quantized using a Σ∆ scheme, and we show polynomial error decay of the quantiza-
tion error. Second, we present an analogous result with distributed noise shaping quantization,
and we show exponential error decay of the quantization error as a function of the number of
measurements.
Theorem 6.1 (Recovery results for Σ∆ quantization). Let k and p be in {1, . . . ,m} such that
the sampling ratio λ := m/p is an integer. Let Φ ∈ Cm×n and V̂ ∈ Rp×m be as in Algorithm
2. Denote by QrΣ∆ a stable3 rth-order scheme with the alphabet A. For ν > 0, there exists an
absolute constant c such that whenever
m ≥ p ≥ cmax
{
k log4 n,
√
kmν
}
the following holds with probability at least 1− e−ν on the draw of Φ.
Let x ∈ Rn such that ‖Φx‖∞ ≤ µ < 1 and q := QrΣ∆(Φx), then the solution x̂ to (2.1)
satisfies
‖x̂− x‖2 ≤ C1
(
m
p
)−r+1/2
δ + C2
σk(x)1√
k
where C1 and C2 are explicit constants given in the proof.
Proof. The proof essentially boils down to finding an upper bound for ‖V̂ Dru‖2 which we do by
controlling
∥∥∥V̂ Dr∥∥∥
∞→2
and ‖u‖∞ . Indeed, by Lemma 4.5∥∥∥V̂ Dr∥∥∥
∞→2
≤ (8r)r+1λ−r+1/2.
Moreover, since ‖Φx‖∞ ≤ µ < 1, the quantization scheme is stable, i.e., ‖u‖∞ ≤ cδ, where c
may depend on r. The noise-shaping relation (4.9) implies that
‖V̂ Φx− V̂ q‖2 = ‖V̂ Dru‖2 ≤ (8r)r+1λ−r+1/2‖u‖∞ ≤ C1(r)λ−r+1/2δ.
where in the case of noise shaping schemes as in Lemma 4.1 we have C1(r) = (8r)r+1. On the
other hand, in the case of stable coarse schemes we have C1(r) = (8r)r+1C(r), with C(r) being
the r-dependent constant on the right hand side of the bound in Prop. 4.2.
We will now apply Theorem 7.1 with γ2 := ‖v‖21/‖v‖22 ≤ m/p, as it is in the case of Σ∆
quantization. Thus we deduce that if p ≥ cmax{k log4 n
α2
,
√
kmν
α }, V̂ Φ satisfies (α, k)-RIP with
probability at least 1 − e−ν . Therefore, robustness of the convex program (2.1) (see Theorem
3.2) implies that the solution, x̂, to (2.1) satisfies
‖x̂− x‖2 ≤ C1
(
m
p
)−r+1/2
δ + C2
σk(x)1√
k
.
3e.g., QrΣ∆ can be either as in Proposition 4.2 or as in Lemma 4.1 with 2
r
+ 1/δ ≤ 2L and H = Dr in the
latter case.
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Theorem 6.2 (Recovery Bounds for Distributed Noise-shaping Quantization). Fix β ∈ (1, 2L−
µ/δ) and consider the same setup as Theorem 6.1 albeit now with the distributed noise shaping
quantization.There exist positive constants c, C, and D such that whenever
m ≥ p ≥ ck(log4(n) + ν)
the following holds with probability at least 1− e−ν on the draw of Φ.
Let x ∈ Rn such that ‖Φx‖∞ ≤ µ < 1. and let q := Qβ(Φx) be its resulting distributed
noise-shaping quantization as in Lemma 4.1, then the solution x̂ to (2.1) satisfies
‖x− x̂‖2 ≤ Cβ−
m
p
+1δ +D
σk(x)1√
k
.
Proof. The proof is identical to the one of Theorem 6.1. The noise-shaping relation (4.4) implies
that
V̂ Φx− V̂ q = V̂ Hu,
and Lemma 4.1 yields ‖u‖∞ ≤ δ. Hence, using the first equality in (4.15) we have
‖V̂ Φx− V̂ q‖2 = ‖V̂ Hu‖2 ≤ √p‖V̂ Hu‖∞ ≤ √p‖V̂ H‖∞→∞‖u‖∞ ≤ δβ−λ+1.
By Theorem 7.1 with γ = ‖v‖1/‖v‖2 ≤ 2ββ−1 and p ≥ ck(log
4(n)+ν)
α2
, V̂ Φ = V Φ‖v‖2√p satisfies (α, k)-
RIP with probability 1 − e−ν . This completes the proof by using the robustness of the convex
program (2.1) as before.
Remark 10. (Noise robustness) We note that by modifying the reconstruction technique slightly,
non-quantization noise can be handled in a robust way, in an analogous manner to the method
in [62]. We leave the details to the interested reader.
7 The Restricted Isometry Property of V̂ Φ
Our main technical theorem shows that a scaled version of V Φ satisfies the restricted isometry
property. Our proof of Theorem 7.1 below is based on the technique of [51], which in-turn relies
heavily on [61]. The rough architecture of the proof is as follows. We first show that the desired
RIP property holds in expectation, then we leverage the expectation result and a generalized
Bernstein bound to obtain the RIP property with high probability. The proof that the RIP holds
in expectation in turn comprises several steps. A triangle inequality shows that the expected
value of the RIP constant is bounded by the sum of the expected RIP constant of a BOS or
PCE matrix and the expected supremum of a chaos process. To bound the chaos process, we use
Theorem 3.12 which requires controlling a Dudley integral and hence certain covering numbers.
Here again, we use a technique adapted from the works of Nelson et al. [51], and Rudelson and
Vershynin [61].
Theorem 7.1. Fix α ∈ (0, 1) and ν > 0. Let k and p be in {1, . . . ,m} with λ := m/p an integer.
Let
V := Ip ⊗ v and V̂ := 1‖v‖2√pV
22
for a row vector v ∈ Rλ, and let Φ be as in Construction 1.3. Then there exist universal constants
C1 and C2 that may depend on the distribution of Φ but not the dimensions, such that if
m ≥ p ≥ C1 k log
4 n
α2
,
we have
E sup
x∈Tk
∣∣∣‖V̂ Φx‖22 − ‖x‖22∣∣∣ ≤ α; (7.1)
and if
m ≥ p ≥ C2kmax
{
log4 n
α2
,
γ2ν
α2
}
or m ≥ p ≥ C2 k(log
4 n+ γ2ν)
α2
,
we have
P( sup
x∈Tk
∣∣∣‖V̂ Φx‖22 − ‖x‖22∣∣∣ ≤ α) ≥ 1− e−ν .
Here, γ := ‖v‖1/‖v‖2.
Proof. We begin with the bound on the expectation.
Step (I): Let Sℓ = {(ℓ − 1)λ + 1, . . . , ℓλ} for ℓ = 1, . . . , p. Let Λ be a diagonal matrix having
the random signs ǫj from Step 2 of Construction 1.3 as its diagonal entries and let aj be the jth
row of A. Then
V Φx = V ΛAx = V Λ
 〈a1, x〉...
〈am, x〉
 = V
 ǫ1〈a1, x〉...
ǫm〈am, x〉
 =

∑
j∈S1 vjǫj〈aj , x〉
...∑
j∈Sp vj−(p−1)λǫj〈aj , x〉
 ,
and the expected squared modulus, with respect to the random vector ǫ = (ǫj)mj=1, of an entry
of V Φx is
Eǫ
∣∣∣∣∣∣
∑
j∈Sℓ
vj−(ℓ−1)λǫj〈aj , x〉
∣∣∣∣∣∣
2
= Eǫ
∑
j,j′∈Sℓ
vj−(ℓ−1)λvj′−(ℓ−1)λǫjǫj′〈aj , x〉〈aj′ , x〉
=
∑
j∈Sℓ
v2j−(ℓ−1)λ|〈aj , x〉|2.
Then, defining AΩj as the restriction of A to its rows indexed by Ωj = {j, j + λ, . . . , j + (p−
1)λ} ⊂ {1, ...,m}, for j = 1, . . . , λ we have
Eǫ‖V Φx‖22 =
p∑
ℓ=1
∑
j∈Sℓ
v2j−(ℓ−1)λ|〈aj , x〉|2
=
λ∑
j=1
v2j
∑
j′∈Ωj
|〈aj′ , x〉|2
=
λ∑
j=1
v2j ‖AΩjx‖22.
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By the triangle inequality∣∣∣∣ 1‖v‖22p‖V Φx‖22 − ‖x‖22
∣∣∣∣ ≤ 1‖v‖22p
∣∣∣∣∣∣‖V Φx‖22 −
λ∑
j=1
v2j ‖AΩjx‖22
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1‖v‖22
λ∑
j=1
v2j (
1
p
‖AΩjx‖22 − ‖x‖22)
∣∣∣∣∣∣
≤ 1‖v‖22p
∣∣∣∣∣∣‖V Φx‖22 −
λ∑
j=1
v2j ‖AΩjx‖22
∣∣∣∣∣∣+ 1‖v‖22
λ∑
j=1
v2j
∣∣∣∣1p‖AΩjx‖22 − ‖x‖22
∣∣∣∣ ,
which implies that for
Tk := {x ∈ Σnk , ‖x‖2 = 1}
we have
EA,ǫ sup
x∈Tk
∣∣∣∣ 1‖v‖22p‖V Φx‖22 − ‖x‖22
∣∣∣∣ ≤ 1‖v‖22pEA,ǫ supx∈Tk ∣∣‖V Φx‖22 − Eǫ‖V Φx‖22∣∣
+
1
‖v‖22
λ∑
j=1
v2j EA sup
x∈Tk
∣∣∣∣1p‖AΩjx‖22 − ‖x‖22
∣∣∣∣ .
The second summand above is the expected value of the RIP constant of matrices AΩj
drawn from the BOE or PCE, and this quantity is bounded by αA provided p & k log
4 n/α2A by
Theorems 3.3 and 3.4. Therefore,
EA,ǫ sup
x∈Tk
∣∣∣∣ 1‖v‖22p‖V Φx‖22 − ‖x‖22
∣∣∣∣ ≤ 1‖v‖22pEA,ǫ supx∈Tk ∣∣‖V Φx‖22 − Eǫ‖V Φx‖22∣∣+ αA.
Here, αA is the RIP constant in either (3.1) or (3.2).
Step (II): Now, we need to bound EA,ǫ supx∈Tk
∣∣‖V Φx‖22 − Eǫ‖V Φx‖22∣∣.
To control this quantity, we will use Theorem 3.12, which requires a little bit of setting up.
To that end, let
Avj =
v1a(j−1)λ+1...
vλajλ
 ,
and observe that
V Φx =

v1〈a1, x〉 . . . vλ〈aλ, x〉
v1〈a1+λ, x〉 . . . vλ〈a2λ, x〉
. . .
v1〈a1+(p−1)λ, x〉 . . . vλ〈apλ, x〉


ǫ1
ǫ2
...
ǫm

=:

(Av1x)
∗
(Av2x)
∗
. . .
(Avpx)
∗


ǫ1
ǫ2
...
ǫm
 (7.2)
=: Avxǫ. (7.3)
Let Av be the set of matrices given by
Av := {Avx, x ∈ Tk}.
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Then, conditioning on A, by Theorem 3.12
Eǫ sup
x∈Tk
∣∣‖V Φx‖22 − Eǫ‖V Φx‖22∣∣ = Eǫ sup
Avx∈Av
∣∣‖Avxǫ‖22 − Eǫ‖Avxǫ‖22∣∣
. dF (Av)γ2(Av, ‖ · ‖2→2) + γ2(Av, ‖ · ‖2→2)2. (7.4)
Our next step will be taking expectations over A, for which we will obtain an upper bound on
the γ2 functional, and a bound on the expectation of dF (Av). We start with the latter term, for
which we observe that ‖Avx‖2F =
∑λ
j=1 v
2
j ‖AΩjx‖22. Hence, taking expectations over A, we have
E[dF (Av)] = E sup
x∈Tk
√√√√ λ∑
j=1
v2j‖AΩjx‖22 (7.5)
≤
√√√√ λ∑
j=1
v2j E sup
x∈Tk
‖AΩjx‖22 (7.6)
≤
√√√√ λ∑
j=1
v2j
(
pE sup
x∈Tk
∣∣∣∣1p‖AΩjx‖22 − ‖x‖22
∣∣∣∣+ pE sup
x∈Tk
‖x‖22
)
(7.7)
≤
√
2p‖v‖2 (7.8)
where the third inequality is due to the fact the expected value of the RIP constant of matrices
AΩj is bounded by 1.
Now to control the γ2 term, we note that since
‖Avx −Avz‖2→2 = max‖w‖2=1 ‖(A
v
x −Avz)w‖2
= max
‖w‖2=1
√√√√ λ∑
j=1
|〈(wi)jλi=1+(j−1)λ, Avj (x− z)〉|2
= max
j
‖Avj (x− z)‖2,
we have ‖Avx −Avz‖2→2 = maxj ‖Avj (x− z)‖2 = ‖x− z‖X where we have defined the seminorm
‖z‖X := max
j≤p
‖Avj z‖2. (7.9)
Hence,
γ2(Av, ‖ · ‖2→2) = γ2(Tk, ‖ · ‖X). (7.10)
Then,
EA,ǫ sup
x∈Tk
∣∣‖V Φx‖22 − Eǫ‖V Φx‖22∣∣ ≤ EA[dF (Av)γ2(Tk, ‖ · ‖X)] + EAγ2(Tk, ‖ · ‖X)2. (7.11)
To bound γ2(Tk, ‖ · ‖X), we first observe that for any vector x
‖x‖X ≤ ‖v‖2 max
1≤j≤p
|〈aj , x〉| =: ‖v‖2‖x‖′X ,
which implies that
γ2(Tk, ‖ · ‖X) ≤ ‖v‖2γ2(Tk, ‖ · ‖′X).
25
By Dudley’s inequality (e.g., [66]), we have
γ2(Tk, ‖ · ‖′X) .
∫ ∞
0
√
logN (Tk, ‖ · ‖′X , u) du. (7.12)
Since ‖aj‖∞ ≤ 1, the right hand side of (7.12) can be bounded as∫ ∞
0
√
logN (Tk, ‖ · ‖′X , u) du .
√
k log p log n log k
(see, e.g., the proof of Lemma 3.8 in [61]). Thus, we obtain
γ2(Tk, ‖ · ‖X) . ‖v‖2
√
k log p log(n) log k. (7.13)
Finally, substituting (7.13) and (7.8) into a scaled version of (7.11), we obtain
E sup
x∈Tk
∣∣∣∣ 1‖v‖22p (‖V Φx‖22 − E‖V Φx‖22)
∣∣∣∣ . 1‖v‖22p(‖v‖2√p)‖v‖2
√
k log p log(n) log k
+
1
‖v‖22p
‖v‖22k log p log(n) log2 k
.
√
k log p log(n) log k√
p
+
(√
k log p log(n) log k√
p
)2
.
√
k log p log(n) log k√
p
.
√
k log4 n
p
≤ α1,
provided that n & p & k log4 n/α21. Therefore,
EAEǫ sup
x∈Tk
∣∣∣∣ 1‖v‖22p‖Φx‖22 − ‖x‖22
∣∣∣∣ ≤ α1 + αA = α, (7.14)
provided that p ≥ C1k log4 n/α2.
Step (III): The probability estimate. We will use Theorem 3.13 and follow the technique
that was used in [28] (Chapter 12) to prove a similar result for BOE’s (i.e., without the con-
densation operator V ). To that end, let X∗ℓ be the ℓ-th row of the matrix V̂ Φ, and define
Qk,n =
⋃
S⊂[n],|S|≤kQS,n with QS,n = {(z, w) : ‖z‖2 = ‖w‖2 = 1, supp(z), supp(w) ⊂ S}. The
restricted isometry constant δk satisfies
pδk = sup
S⊂[n],|S|=k
∥∥∥∥∥
p∑
ℓ=1
((Xℓ)S(X
∗
ℓ )S − (In)S)
∥∥∥∥∥
2→2
= sup
(z,w)∈Qk,n
〈
p∑
ℓ=1
(XℓX
∗
ℓ − In)z, w
〉
= sup
(z,w)∈Qk,n
p∑
ℓ=1
〈(XℓX∗ℓ − In)z, w〉 .
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Let Q∗k,n be a dense countable subset of Qk,n. Then
pδk = sup
(z,w)∈Q∗k,n
p∑
ℓ=1
fz,w(Xℓ),
where fz,w(X) = 〈(XX∗ − In)z, w〉. To apply Theorem 3.13, we first check the boundedness of
fz,w for (z, w) ∈ Qk,n. That is,
|fz,w(X)| ≤ |〈(XX∗ − In)z, w〉|
≤ ‖XSX∗S − (In)S‖2→2
≤ ‖XSX∗S − (In)S‖1→1.
Recall that any row of V Φ/‖v‖2 is of the form 1‖v‖2
∑λ
ℓ=1 vℓφ
∗
ℓ where φ
∗
ℓ is a row of Φ. Since
‖φℓ‖∞ ≤ 1, with δs,s′ denoting the Kronecker delta function, we now have
|fz,w(X)| ≤ ‖XSX∗S − (In)S‖1→1 = max
s∈S
∑
s′∈S
∣∣∣∣∣
(
1
‖v‖2
λ∑
ℓ=1
vℓφ
∗
ℓ(s)
)(
1
‖v‖2
λ∑
ℓ=1
vℓφ
∗
ℓ (s
′)
)
− δs,s′
∣∣∣∣∣
≤ max
s∈S
∑
s′∈S
∣∣∣∣‖v‖21‖v‖22 supℓ ‖φℓ‖∞ supℓ′ ‖φℓ′‖∞ + 1
∣∣∣∣ ≤ 2γ2k,
where γ = ‖v‖1/‖v‖2. We also observe that
E|fz,w(X)|2 ≤ E|〈(XX∗ − In)z, w〉|2 ≤ E‖(XSX∗S − In)z‖22 = E‖XS‖22|〈X, z〉|2 − 2E|〈X, z〉|2 + 1.
We bound ‖XS‖22 and E|〈X, z〉|2 as follows:
‖XS‖22 =
∑
j∈S
|XS(j)|2 =
∑
j∈S
∣∣∣∣∣ 1‖v‖2
λ∑
ℓ=1
vℓφℓ(j)
∣∣∣∣∣
2
≤
∑
j∈S
1
‖v‖22
‖v‖21‖φℓ‖2∞ ≤ γ2k,
and
E|〈X, z〉|2 = 1‖v‖22
E
∣∣∣∣∣
λ∑
ℓ=1
vℓ〈φℓ, z〉
∣∣∣∣∣
2
=
1
‖v‖22
E∑
ℓ,ℓ′
vℓvℓ′〈φℓ, z〉〈φℓ′ , z〉

=
1
‖v‖22
∑
ℓ,ℓ′
vℓvℓ′E〈φℓ, z〉〈φℓ′ , z〉 = 1‖v‖22
∑
ℓ
v2ℓE|〈φℓ, z〉|2
=
1
‖v‖22
∑
ℓ
v2ℓ ‖z‖22 = 1.
Therefore, E|fz,w(X)2| ≤ γ2k − 1 < γ2k. Applying Theorem 3.13 with t = α2p, we obtain
P(δk ≥ α+ α2) ≤ P(pδk ≥ Epδk + α2p) ≤ exp
(
− (α2p)
2/2
pγ2k + 4γ2kpEδk + 2α2pγ2k/3
)
,
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where Eδk ≤ C
√
k log4 n
p ≤ α < 1, by the first part of the theorem. Hence,
P(δk ≥ α+ α2) ≤ exp
(
− α
2
2p
2kγ2
1
1 + 4α + 2α2/3
)
≤ exp
(
−c(α) α
2
2p
2kγ2
)
where c(α) := (1 + 4α1 + 2/3)−1 ≥ (1 + 4 + 2/3)−1 = 3/17. The above term is less than e−ν
provided that
p ≥ 34
3
γ2kν
α22
.
In conclusion, by taking α2 = α and rescaling, we have that δk ≤ α with probability exceeding
1− e−ν provided that
p ≥ C2max
{
k log4 n
α2
,
γ2kν
α2
}
or p ≥ C2k(log
4 n+ γ2ν)
α2
for some absolute constant C2.
8 Technical Lemmas and Proofs
Proof of Lemma 4.5
We first need the following lemma
Lemma 8.1. Let (vℓ)ℓ∈Z and (uℓ)ℓ∈Z be any sequences such that vℓ = 0 for ℓ 6= 1, . . . , λ. Then
for any integer t ≥ 0,
λ∑
ℓ=1
vℓ(∆
ru)t+ℓ = (−1)r
λ∑
ℓ=1
(∆rv)ℓ+rut+ℓ +
r∑
j=1
(−1)j(∆j−1v)j(∆r−ju)t. (8.1)
Here ∆ denotes the first order difference operator. That is, for any sequence (aj)j∈Z,
(∆a)j = aj − aj−1.
Proof. The proof is by induction. First, let’s check the case r = 1.
λ∑
ℓ=1
vℓ(∆u)t+ℓ =
λ∑
ℓ=1
vℓut+ℓ −
λ∑
ℓ=1
vℓut+ℓ−1
=
λ∑
ℓ=1
vℓut+ℓ −
λ∑
ℓ=1
vℓ+1ut+ℓ + vλ+1ut+λ − v1ut
= (−1)
λ∑
ℓ=1
(∆v)ℓ+1ut+ℓ + (−1)v1ut.
Here, we used the fact that vλ+j = 0 for j ≥ 1.
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Suppose that (8.1) is true. Then
λ∑
ℓ=1
vℓ(∆
r+1u)t+ℓ =
λ∑
ℓ=1
vℓ(∆
r(∆u))t+ℓ
= (−1)r
λ∑
ℓ=1
(∆rv)ℓ+r(∆u)t+ℓ +
r∑
j=1
(−1)j(∆j−1v)j(∆r−j+1u)t
= (−1)r
[
λ∑
ℓ=1
(∆rv)ℓ+rut+ℓ −
λ∑
ℓ=1
(∆rv)ℓ+rut+ℓ−1
]
+
r∑
j=1
(−1)j(∆j−1v)j(∆r−j+1u)t
= (−1)r
[
λ∑
ℓ=1
(∆rv)ℓ+rut+ℓ −
λ∑
ℓ=1
(∆rv)ℓ+r+1ut+ℓ − (∆rv)r+1ut
]
+
r∑
j=1
(−1)j(∆j−1v)j(∆r−j+1u)t
= (−1)r+1
λ∑
ℓ=1
(∆r+1v)ℓ+r+1ut+ℓ + (−1)r+1(∆rv)r+1ut +
r∑
j=1
(−1)j(∆j−1v)j(∆r+1−ju)t.
In the fourth equality, we use the fact that (∆rv)λ+r+1 =
∑r
j=0(−1)j
(r
j
)
vλ+r+1−j = 0.
We are now ready to prove Lemma 4.5. Let Vj be the jth row of the matrix V , then by
Lemma 8.1
VjD
ru =
λ∑
ℓ=1
vℓ(∆
ru)(j−1)λ+ℓ
= (−1)r
λ∑
ℓ=1
(∆rv)ℓ+rut+ℓ︸ ︷︷ ︸
(I)
+
r∑
j=1
(−1)j(∆j−1v)j(∆r−ju)t︸ ︷︷ ︸
(II)
,
where t = (j − 1)λ.
To bound (I) and (II), we first define the Fourier series of a sequence z := (zj)j∈Z in ℓ2(Z)
as
ẑ(ξ) :=
∑
j∈Z
zje
−ijξ.
Let h := (hj)j∈Z where hj = (−1)j
(
r
j
)
, for j = 0, . . . , r, and 0 otherwise. We observe that
|(I)| ≤ ‖u‖∞
λ∑
ℓ=1
|(∆rv)ℓ+r|
= ‖u‖∞
λ∑
ℓ=1
|(h ∗ v)ℓ+r|
≤ ‖u‖∞‖h ∗ v‖1,
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where (h ∗ v)ℓ =
∑
j∈Z hjvℓ−j denotes the convolution of h and v. Since
ĥ(ξ) =
∑
j∈Z
hje
−ijξ =
r∑
j=0
(−1)j
(
r
j
)
(e−iξ)j = (1− e−iξ)r
and
v̂(ξ) =
∑
j∈Z
vje
−ijξ = (1 + e−iξ + . . .+ e−iξ(λ˜−1))r,
we obtain
ĥ ∗ v(ξ) = ĥ(ξ)v̂(ξ) = (1− e−iξλ˜)r =
r∑
j=0
(−1)j
(
r
j
)
e−iξλ˜j ,
which implies that the non-zero entries of h∗ v are (h∗ v)λ˜j = (−1)j
(r
j
)
. Thus, ‖h∗ v‖1 = 2r and
|(I)| ≤ 2r‖u‖∞.
To bound (II), we observe that |(∆j−1v)j | ≤ 2j−1max1≤j≤r |vj | and |(∆r−ju)t| ≤ 2r−j‖u‖∞,
thus
|(II)| ≤ r2r−1 max
1≤j≤r
|vj |‖u‖∞ ≤ r2r−122r−1‖u‖∞,
where the last inequality is due to the fact that by the definition of v, vj are multinomial
coefficients satisfying max1≤j≤r |vj | ≤
(
2r−1
r−1
)
= 12
(
2r
r
) ≤ 124r. Combining the bounds on (I) and
(II), we get
|VjDru|
‖u‖∞ ≤ 2
r + r23r−2 ≤ r23r−1.
This yields
‖V˜ Dr‖∞→2 ≤ 9
8
r23r−1
‖v‖2 ≤ (8r)
r+1λ−r+1/2. (8.2)
Here, the first and second inequalities in (8.2) are due to the facts that
‖V˜ Dr‖∞→2 ≤ √p‖V˜ Dr‖∞→∞ = 9
8‖v‖2 ‖V D
r‖∞→∞
and ‖v‖2 ≥ λr−1/2r−r, respectively.
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