Abstract. For a class of post-critically finite (p.c.f.) fractals, which includes the Sierpinski gasket (SG), there is a satisfactory theory of analysis due to Kigami, including energy, harmonic functions and Laplacians. In particular, the Laplacian coincides with the generator of a stochastic process constructed independently by probabilistic methods. The probabilistic method is also available for non-p.c.f. fractals such as the Sierpinski carpet. In this paper we show how to extend Kigami's construction to products of p.c.f. fractals. Since the products are not themselves p.c.f., this gives the first glimpse of what the analytic theory could accomplish in the non-p.c.f. setting. There are some important differences that arise in this setting. It is no longer true that points have positive capacity, so functions of finite energy are not necessarily continuous. Also the boundary of the fractal is no longer finite, so boundary conditions need to be dealt with in a more involved manner. All in all, the theory resembles PDE theory while in the p.c.f. case it is much closer to ODE theory.
Introduction
Euclidean space may be constructed as a product of lines, and analysis on Euclidean space may be obtained by appropriately transporting corresponding concepts from the line. This will be our model for creating analysis on a product of fractals. Because products of post-critically finite (p.c.f.) fractals are not p.c.f., this enables us to construct an analytic theory on an entirely different kind of fractal. Indeed, the "differential equations" on p.c.f. fractals such as the Sierpinski gasket (SG) have much in common with ODE's on the line or interval. We will see that the analogous theory on products resembles PDE theory. Of course this is not surprising. The point is that by exploiting the product structure we are able to obtain significant results rather easily. We hope that this will serve as a model for what we can expect, and not expect, from analysis on a wider class of fractals.
The analytic theory on p.c.f. fractals was developed by Kigami [Ki1] - [Ki4] following the work of several probabilists who constructed stochastic processes analogous to Brownian motion, thus obtaining a Laplacian indirectly as the generator of the process. See the book of Barlow [Ba] for an account of this development. At present, both points of view have important consequences for the theory. Although we emphasize the analytic development, we will need to use heat kernel estimates, which are obtainable only via probability theory. The expository article [S3] explains some of the goals of the theory in comparision with analysis on manifolds. We refer the reader to the book [Ki3] for complete details.
The four main concepts in analysis on p.c.f. fractals are: energy, harmonic functions, Laplacian, and resistance metric. The energy form E (u, v) , the analog of 1 0 u (x)v (x)dx on the unit interval, is constructed as the limit of renormalized graph energies on a sequence of graphs {Γ m } approximating the fractal. This approach is feasible because points have positive capacity, which implies that finite energy functions are continuous. This approach is not feasible in the product setting, for example in the case of the square. However, in Section 2 we are able to give several equivalent and natural definitions of E (u, v) in the product setting. A harmonic function is defined to be an energy minimizer subject to boundary conditions. In the p.c.f. case the boundary is finite, so the space of harmonic functions is finite dimensional, and it is best to think of harmonic functions as analogs of linear functions on the interval. In the product setting, the space of harmonic functions is infinite dimensional. We give elementary properties of harmonic functions in Section 3, but postpone until Section 8 more precise results. For technical reasons we introduce the more restricted class of pluriharmonic functions, that form a finite dimensional space, and may be computed precisely.
When we define a Laplacian ∆ in Section 4 we will show that harmonic functions coincide with solutions of ∆h = 0. We use a weak form to define ∆, essentially domain of ∆ with a natural Sobolev space, but this is not true in the product setting. For example, there are many harmonic functions in the square that belong to the Sobolev space H 1 but not H 2 . The key idea is that we need to have boundary values in the appropriate boundary Sobolev spaces. In the p.c.f. we get this for free because the boundary is so small. It is not until Section 7 that we are able to present a full characterization of the appropriate Sobolev space of functions with Laplacians in L 2 . For functions in this Sobolev space we are able to prove some of the basic results known in the p.c.f. case, including existence of normal derivatives on the boundary and the Gauss-Green formula. We are also able to prove L 2 boundedness of Riesz transforms and a Fubini-type characterization of the Sobolev norm, results which have no analog in the p.c.f. setting. The Riesz transforms are clearly natural examples of the analog of Calderon-Zygmund operators in this setting; at present there are no natural candidates for Calderon-Zygmund operators on p.c.f. fractals, other than the Hilbert transform on the interval.
There is no analog of the resistance metric in the product setting; we do not see any way to relate resistance networks to the structure of these fractals. Instead, we cobble together resistance metrics on each of the factors to define a metric on the product, essentially mimicking the Pythagorean theorem in Euclidean space (more precisely a Finsler metric construction). In Section 6 we show easily that heat kernel estimates extend from the factors to the product, using this metric. Heat kernel estimates have many pleasant consequences, and we use them in key ways in the rest of the paper.
Because the boundary creates difficulties, we find it convenient to work in a "cover space" that has no boundary. In the p.c.f. setting, we construct the double cover by taking two copies of the fractal and identifying common boundary points. In [S6] we showed that in the case of SG the double cover fits into a general framework of fractafolds, where every point has a neighborhood isomorphic to a neighborhood in the original fractal. While this is not necessarily the case for all p.c.f. fractals, it is still fairly easy to extend all constructions from the fractal to its double cover. In particular, the eigenfunctions of the Laplacian on the double cover consist of just the odd extensions of Dirichlet eigenfunctions and the even extensions of Neumann eigenfunctions on the fractal. In the product setting we simply take the product of the double covers of the factors. For the case of the square this produces a quadruple cover by a 2-torus. In Section 5 we show how to characterize the domain of the energy form and the L 2 domain of the Laplacian on the cover space of a product fractal in terms of Sobolev spaces defined by eigenfunction expansions. This enables us to prove a number of important properties. The issue of the corresponding properties on the product fractal is then reduced to an extension problem: which functions on the fractal can be extended to the cover to lie in the appropriate Sobolev space? For the domain of the energy form this is trivial, since an even reflection suffices. For the L 2 domain of the Laplacian we show in Theorem 7.7 that extension is equivalent to the trace on the boundary belonging to the appropriate Sobolev space.
Section 7 deals with traces and extensions relating Sobolev spaces on K and its boundary. We are able to identify the correct trace space for normal derivatives, but the analog of Theorem 7.7 remains a conjecture. Section 8 deals with representation formulas for harmonic functions, including an analog of the Poisson integral. In Section 9 we briefly discuss pointwise formulas for energy and Laplacian that are valid under suitable regularity assumptions. In Section 10 we give characterizations of Sobolev spaces of small order, both in the p.c.f. and the product setting. These results seem rather generic, and should be valid in any context in which the appropriate heat kernel estimates are true. We conclude with Section 11 in which we discuss hypoellipticity properties. We show that harmonic functions are automatically smooth, and we conjecture that u must be smooth on an open set if ∆u = f and f is smooth on that open set.
The simplest example of a product fractal is the square, but it is not truly fractal, merely self-similar. All the results in this paper are already known for the square, although it may be difficult to find some of them in the literature. So perhaps the basic example to consider is SG 2 = SG×SG. This is a self-similar fractal generated by an iterated function system (i.f.s.) of 9 mappings {F i × F j } for i, j = 1, 2, 3, where {F i } is the i.f.s. generating SG. Let {q 1 , q 2 , q 3 } denote the boundary points of SG. Then the boundary of SG 2 is made up of six "faces", three horizontal faces SG × {q i } and three vertical faces {q i } × SG. The 9 points {(q i , q j )} make up what might be called the distinguished boundary of SG 2 . Horizontal and vertical faces meet at these points. The boundary forms a fractafold without boundary in the sense of [S6] , but we will not use the spectral analysis of this fractafold here (just like the identification of the boundary of the square with a circle does not play a role in analysis on the square). The 9 cells F i ×F j (SG 2 ) = F i (SG)×F j (SG) of level 1 that make up SG 2 intersect either at single points or on sets isomorphic to SG. In particular, SG 2 is not finitely ramified: it remains connected after the removal of finitely many points. (In fact, it should be possible to prove that to disconnect SG 2 it is necessary to remove a set of the same dimension as SG.) The construction of SG 2 naturally embeds it in R 4 . Of course we need to emphasize that, just as in the p.c.f. case, the analysis is based on the topology of the fractal, and not the geometry in any particular realization. In fact, SG with its resistance metric does not embed isometrically (or even quasi-isometrically) in any Euclidean space, and the same will be true for SG 2 with the metric we use. Nevertheless, it would be desirable to have a geometric realization that allows us to "visualize" the fractal. The Hausdorff dimension of SG 2 in its self-similar embedding in R 4 is 2 log 3/ log 2 > 3, so this precludes a quasi-isometric embedding in R 3 . (Note added in proof : Maria Roginskaya has shown that SG 2 does not embed topologically in R 3 .) A simpler product, [0, 1] × SG, is easy to visualize (a vertical stack of SG's), but because of the mismatch of scaling factors we are not able to include this example in many of our theorems. In fact the full strength of our theory only applies to products with identical factors, and the scaling factors must be homogeneous throughout the fractal. Of course, it can be argued that [0, 1] × SG is the natural underlying space for the space-time equations on SG, such as the heat and wave equation, that have been extensively studied [DSV] , [CDS] . Indeed, the mismatch in scaling factors has already been identified as a cause for some of the unexpected behaviors of solutions of these equations. The product fractals discussed in this work allow a wide range of "differential operators" beside the Laplacian; future work might reveal a full "fractal PDE" theory.
A finite element method numerical algorithm for SG 2 has been worked out by Brian Bockelman, and is available at the website www.math.cornell.edu/ ∼ stu28041/ fem/index.htm.
We have structured the paper to add assumptions as we go along. In the early sections we show that a reasonable theory exists on a wide class of products, but in order to obtain the more precise results of the later sections we have to narrow the class of examples.
Some of our results depend on estimates for normal derivatives of the Dirichlet heat kernel on the p.c.f. factors. At present, these estimates ((7.16), (8.3) and (8.11)) have not been established on any fractals (other than the interval). We believe that (8.11) is essentially trivial, but (7.16) and (8.3) are more challenging. Numerical evidence for (7.16) in the case of the Sierpinski gasket may be found at the website www.math.cornell.edu/ ∼ Bengal/ and in the paper [BSSY] . Heat kernel estimates in general require probabilistic methods, which are quite different than the methods used in this paper. We hope that by exhibiting some interesting consequences of these estimates we will stimulate work on proving them.
Notation conventions. So as not to burden the reader with excessive notation, we work with prodcts of just two factors. The extension of the results to products with more than two factors should be routine. We denote by a prime anything having to do with the first factor, and by a double prime anything having to do with the second factor. Thus the product will be written K = K × K , a variable point in K will be x = (x , x ). Similarly E and ∆ denote energy and Laplacian on K . This notation should be self-explanatory, and we hope it will help the reader easily grasp the meaning of all equations. We also need to distinguish between spaces and their covers, and we do this by using a tilde for the cover. Thus K and K denote the double covers of K and K , and K = K × K is the quadruple cover of K. We will not put tildes over variables, but by writing u (x ) it will be clear that we are referring to a function on K .
Next we describe the basic assumptions on the factor K (we make the same assumptions about K ): K is a p.c.f. self-similar set with boundary V 0 , selfsimilar measure µ and self-similar regular energy E . For simplicty of notation we assume that K is embedded in some Euclidean space, and K is the invariant set for a contractive linear iterated function system (i.f.s.) {F i } i=1,...,n 0 . Let q i denote the fixed point of F i , and let V 0 = {q i } i=1,...,n for some n ≤ n 0 . The p.c.f. condition is that K is connected and
We refer to the sets F i K as cells of level 1. In general we write w = (w 1 , . . . , w m ) for a word of length |w | = m, each w j chosen from {1, . . . , n 0 }, and
Then the sets F w K are called cells of level m. Distinct cells of a given level can intersect only at isolated points. The self-similar probability measure µ is determined by the choice of probability weights {µ i } i=1,...,n 0 via the identity
To define the self-similar energy we consider K as the limit of graphs Γ m with vertices V m and edge relation x ∼ m y defined inductively as follows: Γ 0 is the complete graph on V 0 , and V m = n 0 i=1 F i V m−1 and x ∼ m y if and only if x and y belong to the same cell F w K of level m. We choose positive conductances c ij = c ji for i = j, i, j = 1, . . . , n . In other words c are defined on the edges of the graph Γ 0 . We may think of the reciprocals as resistances in an electrical network with vertices V 0 . We choose also resistance renormalization factors r i for i = 1, . . . , n 0 satisfying 0 < r i < 1. Then we create a self-similar electrical network on Γ m by defining c x y = (r w ) −1 c ij if x = F w q i and y = F w q j , where r w = r w 1 · · · r w m . Note that the condition r i < 1 means that the resistances of the edges tend to zero as m → ∞.
Note that we also have
This alone is not enough to enable us to pass to the limit as m → ∞. We need one more very restrictive compatibility condition:
where u is chosen among all extensions of u to V 1 so as to minimize E 1 (this is called the harmonic extension). This places rather complicated nonlinear constraints on the initial conductances and resistance renormalization factors. Questions about existence and uniqueness of such energies are still not completely resolved, but it suffices for our purposes to note that there are many explicit examples known, including the unit interval I (both r i = 1/2) and SG (all c ij = 1 and all r i = 3/5). It follows easily from (1.7) that E m (u , u ) is a monotone increasing function for any u defined on K , hence
is well defined as an extended real number, and we define dom E to be the functions for which the limit is finite. The basic facts are that dom E is a dense subspace of C(K ), and modulo constants it forms a Hilbert space with norm
is well defined and gives the inner product. There is an n -dimensional space H 0 of harmonic functions obtained by assigning values in V 0 , taking the minimum energy extension at each level, and extending from
The self-similarity of the energy E may be expressed as
or more generally
Given the energy E , we define a natural metric, called the effective resistance metric on K , by
An important observation is that this metric has nothing to do with the Euclidean metric of the ambient space where K is embedded. The construction of E in fact only uses the topology of K , and it can be shown that the effective resistance metric yields the same topology. In most examples, the fractal K with the effective resistance metric will not embed isometrically (or even quasi-isometrically) in any Euclidean space. The effective resistance metric is not exactly self-similar, but is approximately self-similar: each cell F w K has diameter on the order of r w . Given the energy E and measure µ , we define a Laplacian ∆ with domain dom ∆ as follows: u ∈ dom ∆ with ∆ u = f for u ∈ dom E and f ∈ C(K ) provided 
is the piecewise harmonic spline of level m equal to 1 at x and 0 at all other vertices in V m . The limit (1.14) must be uniform (note that ∆ m u is not defined on V 0 , however) in a suitable sense. (On SG (1.15) takes the simple form
for x ∈ V m \ V 0 , and there are exactly four terms in the sum (1.16).) We also define dom L 2 ∆ by requiring (1.13) to hold for some f ∈ L 2 . The equivalent pointwise formula would require the limit (1.14) to hold in a suitable L 2 sense. (This equivalence is not explictly stated in the literature, but should be fairly straightforward to derive.) The Laplacian satisfies the scaling identity
Another important concept is the normal derivative at boundary points. The definition only depends on E :
if the limit exists. But the theorem guaranteeing existence requires that u ∈ dom ∆ (or dom L q ∆ ). (Note that this will hold for any choice of weights {µ i } defining µ, even though these weights do not enter into (1.18).) We can then state two forms of the Gauss-Green formula:
for u ∈ dom L 2 ∆ and v ∈ dom E , and
These formulas also localize to any cell.
Energy
Suppose we are given energy forms E on K and E on K , and probability measures µ on K and µ on K . We can then construct an energy form E on K with domain dom E that we can represent schematically as E × µ + µ × E as follows.
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We say
If C = F w K is any cell, then we define similarly E C (u, u), the energy restricted to C. We do the same for any simple subset of K, defined to be a finite union of cells.
We assume that E , µ , E , µ are self-similar with weights r i , µ i and r j , µ j for mappings F i and F j . It is only in very special cases that E is self-similar for the mappings 
Proof. The self-similarity properties of E and µ imply
We obtain a similar expression with a factor of (µ i /r j ) for the second term in (2.2). But our assumptions imply r i /µ j = r j /µ i = br i r j .
For the case of the square, r i = µ i = 1/2 and b = 4, so br i r j = 1 and (2.3) is a special case of the conformal invariance of energy. For the case of SG 2 , r i = 3/5 and µ i = 1/3 so b = 5 and br i r j = 9/5. In the symmetric case K = K , if we are given a self-similar energy E = E with weights r i , we can always choose a self-similar measure µ = µ to satisfy the hypotheses of Lemma 2.2, namely take µ i = (br i )
i . Note, however, that this differs from what is usually considered the natural choice (µ i = (r i ) α where (r i ) α = 1), unless all the r i weights are equal. It is easy to construct functions in dom E by taking tensor products of dom E and dom E . In the next definition we single out a special case of such a construction that will be very useful. 
A function u ∈ PH is uniquely determined by its values on the distinguished bound-
A Later we will show that PPH is dense in dom E. Now we will use a slight generalization of the PPH construction to obtain functions in dom E that have point singularities. It is well known that in the case of the square there exist discontinuous functions in dom E, and in fact one can write down explicit examples, such as log(| log(x 2 + y 2 )|). Such functions have rather mild singularities, since the Sobolev embedding theorem implies dom E ⊆ L q for all q < ∞. The above example does not make use of the product structure of the square, so we offer another example which is a bit more awkward, but has the advantage that we can easily generalize it to other product spaces. The function we construct will have a singularity at the origin and be PPH with respect to an infinite set of subsquares obtained as follows: subdivide the square into 4 subsquares of level 1 and choose the 3 that do not contain the origin. For the remaining level 1 square, subdivide it into 4 subsquares of level 2 and choose the 3 that do not contain the origin. Iterate this procedure infinitely often. Given any sequence {b 0 , b 1 , . . .} construct the function u by assigning the value b 0 to the 5 vertices (1, 0), (1, 2 , and so on. Thus the total energy is 8 3
We can make this finite while letting b j → ∞ by taking b j = log j. 
Assign values to u as follows:
Then extend u to be PPH on all level 1 cells except
we assign values for u at each of the vertices of order 2 lying in
, and u = b 1 at the remaining vertices. We extend u to be PPH on all level 2 cells contained in
, so the contribution to the energy from these cells is exactly c
(br j r k ) for a positive constant c whose exact value is not important. But then the contributions to the energy from the level 2 cells is exactly c
(br j r k ) 2 , and so on, so
We note that the choice (2.7) allows us to bound E(u, u) by a convergent geometric sum exactly when (2.6) holds. On the other hand, similar estimates allow us to approximate ufrom above and below by multiples of (2.9)
The choice (2.7) makes each term in (2.9) equal to 1, so u / ∈ L q .
We will see later that for many examples (2.6) is sharp, since dom E ⊆ L q for q equal to the right side of (2.6).
Because dom E contains discontinuous functions, we have to exercise some caution in working with pointwise values of functions in dom E. However, it is clear from the definition that for u ∈ dom E we must have u(·, x ) ∈ dom E and hence continuous for almost every choice of x , and similarly u(x , ·) is continuous for almost every x . So there is no harm in making this assumption (rather than just u ∈ L 2 ) from the beginning, which we will call minimal regularity.
Theorem 2.5. A function u with minimal regularity belongs to dom E if and only if
and
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(2.12)
Proof. The minimal regularity implies E m (u(·, x ), u(·, x )) is well defined for almost every x , and
This shows (2.10) is finite, and similarly (2.11) is finite. Conversely, if (2.10) and (2.11) are finite, then the monotone convergence theorem shows that u ∈ dom E, and (2.12) holds for u = v. The general case of (2.12) follows by polarization.
Remark. Under the assumptions of Lemma 2.2 we can interpret this characterization in a way that is analogous to the construction of energy in the p.c.f. case. Let
(the sum of the m = 0 terms in (2.10) and (2.11)). We interpret this as a crude approximation to the energy at level 0. Note that it depends only on the boundary values of u. We then create a more refined level m approximate energy by taking
the sum over all cells of level m of the appropriately renormalized crude energy of the restriction of u to that cell. The point is that this is just the sum of the individual terms in (2.10) and (2.11); the assumptions of Lemma 2.2 guarantee the same renormalization factor for both terms. So (2.12) u, u) , and the limit is monotone increasing. However, there are some differences compared to the p.c.f. case. We cannot
is not the "natural choice" for crude energy. We will return to this issue in Section 8. We do note that E 0 (u, u) gives the correct energy for pluriharmonic functions, so the limit in (2.12) is attained for finite m if u is PPH.
Another difference is that the renormalization factors in (2.3) do not uniquely (up to a constant multiple) determine the energy, as is often the case for p.c.f. fractals [M] , [P] , [Sa] , [SST] . Indeed, we could modify (2.1) by multiplying each integral by an independent positive constant, and (2.3) would still hold. All these energies are different, although they are equivalent (each is bounded by a multiple of any other). We must choose E 0 (u, u) carefully in order to obtain the exact value of the energy in the limit.
The next characterization of energy involves "multiple Fourier series"; specifically, expansions in products of Neumann eigenfunctions for the Laplacians ∆ and
Theorem 2.6. u ∈ dom E if and only if
Proof. We use the analogous characterization of dom E and dom E ; specifically
for a j (u ) = K u u j dµ , and similarly for dom E . This result is well known but perhaps not stated explicitly in the literature. A proof for the special case SG is given in [S5] , Theorem 3.7 (d), and the same proof works in general. Note that it is important to use Neumann eigenfunctions, as the analogous statement is not valid for Dirichlet eigenfunctions. The proof is now easy. Fix x and note that
Integrate with respect to x and use the orthonormality of {u k } to obtain
Do a similar argument in the reverse order and add the two to obtain the equality of (2.18) and E (u, u) . The rest of the argument is routine.
Corollary 2.7. (a) For u ∈ dom E, E(u, u) = 0 if and only if u is constant. (b)
The space dom E modulo constants forms a Hilbert space with inner product E (u, v) .
Proof. Note that u 0 , u 0 and u 00 are all constant, and λ j + λ k = 0 if and only if j = k = 0. (a), (b) and (c) follow easily. (d) follows because the sequence {λ j + λ k } arranged in increasing order tends to infinity. To prove (e) note that finite sums of the form (2.15) are dense in dom E, so it suffices to show that each u jk may be approximated in energy by PPH functions. But u j and u k may each be approximated, both in L 2 and energy, by piecewise harmonic functions ϕ jε and ϕ kε , so ϕ jε (x )ϕ kε (x ) approximates u jk in energy.
The next result says that E satisfies the Markov property.
Proof. This result is known for E and E , and it transfers to E directly from (2.1).
For the next energy formula, using the method of average values originally due to Kusuoka and Zhou [KZ] , we restrict attention to K = SG 2 . No doubt there are analogous results in the general case, but the preliminary work in the p.c.f. case has not yet been done. For a function u defined on SG, we define the averages on cells F w (SG) by
for |w | = m. Two cells of level m are adjacent if they have a point in common, and we write w ∼ m w . Note that a nonboundary cell always has exactly three neighbors. In [S4] we showed that
so dom E is characterized by the finiteness of the limit on the right of (2.21). In fact we showed more precisely that
if u is harmonic, so that by adjusting the constant in (2.21) we have a monotone limit. Similarly, for u defined on SG 2 and a cell F w (SG 2 ) of level m, so w = (w , w ) with |w | = |w | = m, we define the average
(2.23)
The adjacency relation w ∼ m w will mean that either w ∼ m w and w = w , or w = w and w ∼ m w . In other words, the two cells must intersect along a set equivalent to SG, not just at an isolated point.
Theorem 2.9. For u and v in dom
Proof. Suppose w ∼ m w and w = w . Then
By Cauchy-Schwartz
by (2.21) and the monotone convergence theorem. By a similar argument in the case w = w and w ∼ m w , and adding, we see that
If u is also continuous, it is easy to see that we have equality in (2.25). In particular, if u is represented by a finite sum in (2.15). Such functions are dense in dom E, and we may use (2.25) to control the remainder, to obtain equality for all u ∈ dom E. By polarization we then obtain (2.24).
It seems likely that there is a full equivalence, so that the finiteness of the limit in (2.25) for u of minimal regularity would imply u ∈ dom E. However, the proof would have to be quite technical, so we will not attempt it here.
Harmonic functions
In this section we require the assumptions of Lemma 2.2. We want to define harmonic functions as energy minimizers, subject to boundary conditions. We observe that functions in dom E have well-defined boundary values in L 2 by Theorem 2.5. The converse is of course not true. In Section 7 we will be able to give a rather complete description of the "trace space" of dom E, but we will side-step the issue in this section by simply assuming that we are given a function ϕ in L 2 (∂K) that is the boundary value of a function in dom E.
Proof. Let B ϕ be the subset of dom E given by boundary condition v| ∂K = ϕ. B ϕ is an affine subspace transverse to the constants, so E (u − v, u − v) 1/2 is a metric on B ϕ , and B ϕ is closed and hence complete in this metric (using Theorem 2.5 and Corollary 2.7 (b)). Let m denote the infinum of E(u, u) over B ϕ . The key estimate is
which shows that {u k } is a Cauchy sequence. By completeness, u k converges in the energy metric. Call the limit h. Clearly h is a minimizer. The uniqueness also follows by applying (3.1) to two minimizers h 1 and h 2 . We obtain
so h 1 = h 2 because they are equal on the boundary. In order for the definition to be consistent we need to verify the following:
Lemma 3.3. If h is harmonic with finite energy, then h • F w is harmonic with finite energy for any word w.
Proof. By (2.3) iterated we may write the energy of h as a sum of contributions from all cells of a fixed level m,
Suppose for one choice w of w the function h • F w did not achieve the minimum for its boundary values, so
we could construct a function h as follows:
The boundary conditions imply that h = h on the closure of the complement of F w K, so when we compute E( h, h) using (3.2) all the terms corresponding to w = w are the same, while the one corresponding to w = w is smaller. But h| ∂K = h| ∂K , contradicting the minimality of h.
Harmonic functions of finite energy satisfy a form of the maximum principle.
Theorem 3.4. Let h be a harmonic function of finite energy with boundary values ϕ. Suppose ϕ is bounded from above (or below). Then h is bounded from above (or below) by the same bounds.
Proof.
by Theorem 2.8, so by the uniqueness of the minimizer in Theorem 3.1 we must have v = h, hence h ≤ M . The same argument works for lower bounds.
The same result localizes to any simple subset. It follows by the Hahn-Banach theorem that we have a "harmonic measure" representation of h in terms of its boundary values: for each x in the interior of K there exists a probability measure ν x on ∂K such that
In Section 8 we will give a more precise description of the harmonic measure as a "Poisson integral".
The Laplacian
Given the energy constructed in Section 2 and a reasonable measure ν on K, we may define a Laplacian ∆ ν via the weak formulation
for all v ∈ dom 0 E, the subspace of dom E of functions vanishing on the boundary. For simplicity we will restrict attention to the case ν = µ.
Definition 4.1. For u ∈ dom E and f ∈ C(K), we say u ∈ dom ∆ and ∆u = f provided
If f ∈ L q (K) for some q ≥ 2 and (4.2) holds, we say u ∈ dom L q ∆. Note that the right side of (4.2) is well defined since dom E ⊆ L 2 . (Later we will be able to reduce the lower bound on q, but q = 2 is the case we will consider most often.) Note that it suffices to verify (4.2) for all v ∈ PPH vanishing on the boundary, by Corollary 2.7 (c). If Ω is an open set in the interior of K, we will say ∆u = f on Ω if (4.2) holds for all v ∈ dom E with support in Ω. Here we may allow
It is easy to see that dom 0 E is dense in L 2 , so f is uniquely determined by (4.2).
Next we give a variational formulation of ∆u = f . 
Moreover, the minimum is unique.
Proof. Note that (4.3) is a strictly convex functional on B ϕ , so every critical point is a minimum, and there is at most one minimum. So it suffices to show that critical points of (4.3) are the same as solutions of (4.2). Also note that if v ∈ dom 0 E, then (u + tv) ∈ B ϕ for every real t. Thus we may substitute u + tv in (4.3). The result is 1 2
Clearly the derivative vanishes at t = 0 if and only if (4.2) holds. 
Theorem 4.4. Given any
Proof. We need to find a minimizer of (4.3) in dom 0 E. First we claim that (4.3) is bounded from below on dom 0 E. This follows easily from
a consequence of Corollary 2.7 (d) and the fact that dom 0 E is a closed subspace of dom E containing no nonzero constants. Let m denote the infimum of (4.3) over dom 0 E, and let {v k } be a minimizing sequence. The argument is then much the same as in the proof of Theorem 3.1, the only difference is that we replace (3.1) by 1 2
(4.6)
We next consider a method to compute ∆u in some, but by no means all cases, based on the intuition that ∆ = ∆ + ∆ .
Theorem 4.5. Suppose we are given continuous functions
Running the argument in the other order and adding the results yields
We easily observe that ∆ satisfies the scaling identity
under the hypotheses of Lemma 2.2. Next we prove a removable singularities type theorem.
Theorem 4.6. Assume the hypotheses of Lemma 2.2 with br
, where z is any fixed point in the interior of K. Then u ∈ dom L 2 ∆ and satisfies ∆u = f on K.
Proof. We need to show that (4.2) holds for all v ∈ PPH vanishing on the boundary, and by hypothesis we know it holds if v also vanishes in a neighborhood of z. So we approximate v ∈ PPH by a sequence v m where v m vanishes near z. This is easily done: just take the data v Vm and change all the values v(x) to 0 for x in any m-cell containing z. Then v m ∈ PPH m is determined by the new data. We have
It is easy to see that the right side of (4.10) tends to f vdµ as m → ∞, so it remains to show that the left side tends to −E (u, v) . For this we use the estimate
Finally, it is easy to see that
This is not the optimal result. In the case of the square, br i r j = 1. The result is still true, but it requires a more delicate approximation argument. In the case br i r j > 1, the result should be true under weaker hypotheses on u. It should not be necessary to assume u ∈ dom E on all of K, but only on K \ Ω for any neighborhood Ω of z, and in addition u ∈ L q (K) for the appropriate choice of q (see Corollary 6.2 (c)).
The quadruple cover
Let K denote the double cover of K , so K consists of two copies of K identified at all boundary points. In many cases, including SG, K fits into the fractafold framework described in [S6] , in that a neighborhood of an identified boundary point is isomorphic to a neighborhood in K . But in any case, it is easy to extend the definition of E and dom E to K , and then ∆ , dom ∆ and dom L 2 ∆ via the weak formulation (in the definition of ∆ u we allow the test function v to vary over all of dom E , since K has no boundary). We denote all these extensions by placing a tilde over the corresponding symbol. Similarly, let K denote the double cover of K . The quadruple cover K of K is then defined to be K = K × K . In the case K = K = SG it is easy to verify that every point in K has a neighborhood isomorphic to a neighborhood of a point in K, so the fractafold concept is also relevant. We may easily extend the definitions of energy and Laplacian to K. Most of the results proved previously for K extend to K with obvious modifications. The main simplification, due to the lack of boundary for K, is that we can extend the spectral description of dom E to dom L 2 ∆.
To begin, we observe that the spectrum of ∆ on K is just the union of the Dirichlet and Neumann spectra of ∆ on K . If {u j,D } and {u j,N } denote orthonormal bases of Dirichlet and Neumann eigenfunctions of ∆ on K , then we essentially take odd and even reflections (except for a normalization factor) to extend these functions to K to be eigenfunctions of ∆ . In this way we obtain an orthonormal basis of L 2 ( K ), which we denote simply as { u j }, and the corresponding eigenvalues { λ j }, which we assume are arranged in nondecreasing order, with λ 0 = 0 corresponding to the constant function, and all other λ j strictly positive. If we denote the expansion of an L 2 function as
These observations are rather straightforward, and also may be gleaned from [Ki3] . Next we observe that by taking the tensor product of the bases { u j } and { u j } we obtain an orthonormal basis
The analog of Theorem 2.6 says that dom E is characterized by
The proof is essentially the same.
in which case the left side of (5.7) gives ∆u 2 2 and
Proof. If the expansion is finite, it is easy to see (5.8) and the equality of the left side of (5.7) and ∆u 2 2 by direct computation. It is then routine to extend the result to all expansions when (5.7) holds.
Conversely, suppose u ∈ dom L 2 ∆ and ∆u = f , with f ∈ L 2 . So both u and f have expansions, and they are related. Since both u and u jk are in dom E, we use the definition of ∆ in two ways:
This proves (5.8), and since f ∈ L 2 we obtain (5.7).
Corollary 5.2. dom L 2 ∆ modulo constants is a Hilbert space, and it is dense in dom E modulo constants.
The next result could be expressed succinctly as dom
, and also for almost every
If this holds for almost every x and f 1 ∈ L 2 , then we may integrate with respect to x to obtain − λ j a jk (u) = a jk (f 1 ). In this way we establish (5.9). Then (5.10) and the right inequality in (5.11) follow.
Conversely, suppose u ∈ dom L 2 ∆. Use (5.9) to define f 1 and f 2 . Then f 1 and f 2 are in L 2 and the left inequality in (5.11) holds. For almost every x , the function
It follows easily that the "no squares" theorem of [BST] extends from
We may also express the result in terms of "Riesz transforms". Define R u by
and similarly for R . Then (5.13)
The point of Theorem 5.3 is that the Riesz transforms are bounded on L 2 , and u 2 2 ≈ R u 2 2 + R u 2 2 , which are in fact obvious from (5.12). We believe that they are also bounded on all L q , 1 < q < ∞. This is well known for the torus, and should be true quite generally using methods in [DOS] . In the case of the torus it is also well known that the Riesz transforms do not preserve the space of continous functions, and there is no reason to expect any better behavior in the fractal case. That means we emphatically do not expect an analog of the theorem to hold for dom ∆. Since dom ∆ ⊆ dom L 2 ∆, however, we can still use the theorem to obtain information about functions in dom ∆.
One important application of the theorem is to prove the existence of normal derivatives and the Gauss-Green formula. First we comment on the situation on K . The usual formulation is to assume the function belongs to dom ∆ , but we claim that it suffices to deal with functions in dom L 2 ∆ . The point is that such functions can be represented as (5.14)
where G is the Green's function for K and h is harmonic. Of course the harmonic function has normal derivatives at all boundary points, and we may differentiate (5.14) to obtain
In fact we even have the estimate
It is then easy to extend the two versions of Gauss-Green as follows:
Moreover, we may localize to any cell in K , and obtain similar results on cells in K . Now suppose C is any cell in K, which we may regard as a subset of K, say C = F w K. Then ∂C can be regarded as consisting of "horizontal" pieces of the form {(F w x , F w q i )} and "vertical" pieces of the form {(F w q j , F w x )}. There are points in common, but these are isolated and have measure zero. On the horizontal pieces we seek normal derivatives of the form ∂ n u(F w x , F w q i ) and on vertical pieces ∂ n u(F w q j , F w x ). By ∂ n u we denote the appropriate choice without specifying the details. Note that ∂ n u is ambiguously defined at the common points. There is a natural measure ν on ∂C, using dµ on horizontal pieces and dµ on vertical pieces. A similar description holds if C is a simple subset, since the boundary of C is a subset of the boundaries of the cells in C.
Proof. (a) Theorem 5.3 and the above discussion show that ∂ n u exists almost everywhere in ∂C. Moreover the estimate (5.16) shows that ∂ n u ∈ L 2 (∂C), since we already know that u ∈ dom E implies the restriction of u to ∂C is in L 2 . (b) Take the localized verison of (5.17) on F w K and integrate with respect to x over F w K . Do the same in the reverse order and add to obtain (5.19). Here we use Theorem 5.3 to control sections of u, and the corresponding fact for v ∈ dom E; namely, for almost every x , v(·, x ) ∈ dom E and
(c) By subtracting two versions of (5.19) with u and v reversed we obtain (5.20).
We now discuss some of the relationships between functions on K and K. We write ER(f ) and OR(f ) for the even and odd reflections of a function f defined on K,
Both operations preserve L 2 , and ER preserves continuous functions, while OR(f ) is continuous if and only if f is continuous and vanishes on ∂K.
Lemma 5.5. (a) v ∈ dom E if and only if ER(v) ∈ dom E. (b) v ∈ dom 0 E if and only if OR(v) ∈ dom E.
Proof. Note that the same statements are true for K and K . The extension to the product situation is routine. Proof. Assume u ∈ dom L 2 ∆ with ∆u = f and u| ∂K = 0 a.e. Note that every v ∈ dom E may be written as a sum of four functions with parity types even-even, even-odd, odd-even and odd-odd. Now the vanishing of u on the boundary means u ∈ dom 0 E, hence OR(u) ∈ dom E by Lemma 5.5 (b). Thus it suffices to show that
for v ∈ dom E of each of the four parity types. But both sides of (5.23) vanish in the first three cases by parity considerations, while in the odd-odd case we have
The proof of the converse is similar.
Note that if u ∈ dom ∆ and u| ∂K = 0 a.e. we cannot conclude that OR(u) ∈ dom ∆ because OR(f ) need not be continuous.
Functions satisfying the hypotheses of Theorem 5.6 may be said to belong to the Dirichlet domain of ∆. Similarly, a function u is said to belong to the Neumann domain of ∆ with ∆u = f for f ∈ L 2 (K) if u ∈ dom E and
Theorem 5.7. u is in the Neumann domain of ∆ if and only if ER
Moreover, for such functions ∂ n u = 0 almost everywhere on ∂K.
Proof. The equivalence is proved by similar arguments to the proof of Theorem 5.6, only now ∆ER(u) = ER(f ) and only the even-even parity type for v produces nonzero values. If ER(u) ∈ dom L 2 ∆ we may apply Theorem 5.4 to K. In particular, ∂ n u exists almost everywhere on ∂K, and by (5.19) we have
Combined with (5.24) this implies ∂K (∂ n u)vdν = 0. Since the boundary values of v are dense in L 2 (∂K), it follows that ∂ n u = 0 almost everywhere.
We expect that conversely ∂ n u = 0 a.e. and u ∈ dom L 2 ∆ should imply that u is in the Neumann domain of ∆, but it is not clear how to prove this.
The next result is a "weak = strong" theorem on K.
Theorem 5.8.
Proof. Note that (5.25) holds by Theorem 5.4 (c) if u ∈ dom L 2 ∆ and ∆u = f . Conversely, suppose (5.25) holds. Since both u and f are in L 2 , we have eigenfunction expansions
To complete the proof it suffices to show ( λ j + λ k )a jk (u) = a jk (f ) by Theorem 5.1. But this follows from (5.25) with the choice v = u jk .
It would be very desirable to establish a local version of this result. For example, this could be used to show that uniform limits of harmonic functions are harmonic.
Heat kernel estimates
In this section we observe that it is easy to combine heat kernel estimates on K and K to obtain heat kernel estimates on K. These estimates have important consequences. We can work equally well either on K with Dirichlet or Neumann conditions, or on K without boundary conditions. For simplicity we work on the cover K , since the other cases just involve taking odd and even parts (we are not concerned here with lower bounds, which have not been established in the case of Dirichlet boundary conditions). The heat kernel p t (x , y ) in K may be defined by the eigenfunction expansion
We may solve the heat equation
with initial conditions
Symbolically, we write u = e t ∆ f . To describe the estimates on this heat kernel we first need to discuss the effective resistance metric d (x , y ) on K . This is defined by
The function that achieves the minimum in (6.5) is harmonic in the complement of the points x and y . In this metric each cell F w K has diameter on the order of r w . In order to have a uniform relationship between measure and metric we will assume (6.6)
for some fixed d , which we will call the dimension of K (more precisely, it is the dimension of the measure µ ). Then
where B r denotes any ball of radius r in the metric. Since the relation (6.6) tends to clash with the assumptions of Lemma 2.2, the only interesting examples will have all r i the same. In the case SG the dimension is log 3/ log(5/3). The heat kernel estimate is that p t (x , y ) is bounded above and below by a multiple of (6.8) t
for a constant J > 0 that depends on K . This is proved for K = SG (with J = log 2/ log(5/2)) in [BP] and for a wider class of fractals in [HK] . For the rest of the paper we assume that (6.8) holds for K , and K = K . We will also use the trivial estimate that p t (x , y ) is uniformly bounded in t ≥ 1, and also p t is continuous. In [S5] it is observed that such heat kernel estimates are consistent with the idea that ∆ is an operator of order d + 1. Unfortunately, an incorrect value for J is given in [S5] . However, this error does not have significant consequences. We introduce a metric on
for x = (x , x ) and y = (y , y ). In this metric we have the analog of (6.7) with d replaced by 2d , so it is natural to think of 2d as the dimension of K.
The heat kernel p t (x, y) on K may be defined by the eigenfunction expansion (6.10)
Theorem 6.1. The heat kernel on K factors as
It satisfies the estimate that p t (x, y) is bounded above and below by a multiple of
Proof. (6.14) follows immediately from (6.10). Then (6.15) follows using (6.8) and (6.9).
We continue to regard ∆ as an operator of order d + 1. The explanation of the exponents in (6.8) and (6.15) is that the power of t is −dimension/order, and the powers inside the exponential are order and 1/(order − 1). This appears to be consistent with other known estimates [B] , [BD] .
An immediate consequence of heat kernel estimates are Sobolev embedding theorems [C] , [GHL] . We define the Sobolev spaces L p s for 1 < p < ∞ and s ≥ 0 to be the image of L p under the operator (I − ∆)
Note that Theorem 2.4 shows that the embedding of dom E is sharp, since (2.6) says exactly q > The embedding in Corollary 6.2 (b) can be refined to an embedding into Hölder spaces. Because of technicalities we will not discuss such results here.
Another important, and closely related, consequence of heat kernel estimates is an estimate for Green's functions. First we discuss K. A convenient way to factor out constants is to work with functions having total integral zero. Let
gives the unique solution of − ∆u = f with K udµ = 0.
Proof. We have
For 0 < t < 1 we use (6.15) to obtain
For t ≥ 1 we use routine estimates to show p t (x, y) − 1 decays exponentially in t so
Similarly, we define a Dirichlet Green's function
gives the unique solution of −∆u = f with u| ∂K = 0 for any f ∈ L 2 (K). The analog of (6.18) holds: if d > 1, then
Traces and extensions
In this section we continue the assumptions made in Section 6, that K = K , all r i are equal, all µ i are equal, and µ i = (r i ) d . We begin by investigating the traces of functions in L 2 s ( K) on subsets obtained by fixing one of the variables, x = y (or x = y ) for y fixed.
.
Then, at least formally,
so it suffices to show that
We will do this by using the Cauchy-Schwartz inequality as follows:
2 .
(7.5)
We also observe that
We use the heat kernel estimate (6.8) for t ≤ 1 and the trivial uniform boundedness for t ≥ 1 to obtain
where the condition s > d /2 guarantees the convergence of the first integral. Substituting this estimate in (7.5) and summing over k yields (7.4).
We believe that the converse statement, every function in
, is true in general, but we will only prove it in two cases of interest. In fact we are really interested in the trace on ∂K, which is a union of halves of subsets of the form considered above. The halving presents no difficulties, but there is the issue of the behavior in a neighborhood of the intersection points. [S1] . This is exactly the case for dom E if K is the square. Since this example is well understood, we will exclude it in what follows.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. It suffices to construct the extension when ϕ vanishes on all of ∂K except the face K × q i for each boundary point q i . Such a function has an expansion
in Dirichlet eigenfunctions with
(This result is not quite established in [S5] , where it is shown to be true modulo the finite-dimensional space of harmonic functions; in fact we do not need this because harmonic functions have an expansion of the form (7.6) because 1/2 < d /2. However, it is trivial to define extensions for harmonic functions, so we do not really need this observation.) We will take the extension operator to be of the form
where ψ j (q ) = δ i and the sum in (7.8) is finite for any x = q i . This condition guarantees T r ∂K Eϕ = ϕ. We need further conditions on ψ j so that E maps into dom E. The optimal choice of ψ j , in the sense of minimizing E(Eϕ, Eϕ), would lead to Eϕ being harmonic and ψ j being eigenfunctions (with eigenvalue −λ j ). We will discuss this in Section 8, but here we make a choice that leads to a simpler proof. Note that the orthogonality of u j,D with respect to both E and L 2 inner products means that
In view of (7.7) it suffices to have
We can accomplish this by taking ψ j to be the piecewise harmonic spline of level m satisfying ψ j (q i ) = 1 and ψ j (x ) = 0 for all x ∈ V m \ {q i }, where m is chosen to depend on j. (Since we will have m → ∞ as j → ∞ this will make the sum (7.8)
To satisfy (7.9) we choose m to satisfy
(∂K) is defined to be the space of continuous functions ϕ on ∂K whose restrictions to the subsets K × q i and
where H 0 is the space of harmonic functions on K , and L
is the space of functions of the form
and similarly for L
and only if the odd extension belongs to
L 2 d 2 +1 ( K ). (b) ϕ ∈ L 2 d 2 +1,N (K ) if
and only if the even extension belongs to
Proof. The first two statements follow immediately from the definitions. It is also clear that the restriction of function in L
(K ). It remains to
show that harmonic functions can be extended. But this is easy. We simply have to attach a biharmonic spline at each boundary point. Choose m large enough so that every cell of level m contains at most one boundary point. Let h be the harmonic function we wish to extend. Record the boundary data (h(q i ), ∂ n h(q i )) at the boundary points. Let b(x ) denote the biharmonic spline determined by the
. The extension h of h is then just the even reflection of b. Note that the matching conditions imply that h ∈ dom L 2 ∆ with
( K) the result follows.
there exists a bounded linear extension operator
(∂K) by Theorem 7.1, Definition 7.4 and Lemma
(c).
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(∂K). Then there is piecewise harmonic function on ∂K taking the same values as ϕ on the distinguished points (q i , q j ). This function extends naturally to a pluriharmonic function on K, which is just a linear combination of products of harmonic functions in each factor. If we use the extension described in the proof of Lemma 7.5 (c) in each variable, we obtain an extension in dom L 2 ∆. Thus we may assume, without loss of generality, that ϕ(q i , q j ) = 0 for all i and j. Then we can write ϕ as a finite sum of functions in L 
(K × q i ), vanishing on the boundary. Then we can again write ϕ in the Dirichlet expansion (7.6), where now
By taking odd extensions this gives us an expansion on K × q i . Once again we seek an extension of the form (7.8), but for a different choice of functions ψ j on K .
In this case we will use biharmonic splines, so that
Since this expression is already orthogonal with respect to dµ (x ), we see that Eϕ ∈ dom L 2 ∆ if and only if
Thus, instead of (7.9) and (7.10), we need
and (7.10). We take ψ j to be piecewise biharmonic splines of level m with (
Choosing m as in the proof of Theorem 7.3 yields (7.10) and (7.15).
Next we consider traces of normal derivatives on ∂K. For this we will need to assume the following estimate on normal derivatives of the heat kernel:
) (i.e., the normal derivative with respect to both variables). We could just as well use the Dirichlet heat kernel since the Neumann eigenfunctions have vanishing normal derivatives. Numerical evidence for (7.16) in the case of SG has been found by Nitsan Ben-Gal, and may be found at the website www.math.cornell.edu/ ∼ Bengal/ and in [BSSY] . The evidence suggests a more precise conjecture.
Theorem 7.8. Assume (7.16) 
Remark. By abuse of notation we write ∂ n u ∂K ∈ L Proof. We follow the outine of the proof of Theorem 7.1. This time we need the estimate (7.17)
Now we observe that
and so
If we substitute the estimate (7.16) we obtain (7.17).
Theorem 7.9. Suppose d > 1. There exists a bounded linear operator
Proof. We use the same idea as in the proof of Theorem 7.3, but this time we expand ϕ on each piece of the boundary in a series of Neumann eigenfunctions. We may assume that ϕ vanishes except on K × q i , where
We take our extension operator of the form
for the appropriate choice of ψ j . This time we want ∂ n ψ j (q ) = δ j and the sum in (7.20) to be finite for x = q i , so as to have ∂ n E N ϕ ∂K = ϕ. As in the proof of Theorem 7.6 we will take ψ j to be a piecewise biharmonic spline of level m with
Note that ψ j extends to be odd on K , while u j,N extends to be even on K . To show that E N maps to dom L 2 ∆ we need to bound
by a multiple of (7.19). In other words we need
In order to have ∂ n ψ j (q i ) = 1 we need to have the values of ψ j on (
Once again the choice of m in the proof of Theorem 7.3 (with λ j,N replacing λ j,D ) gives (7.21) and (7.22).
The only difficulty in adapting the proof of Theorem 7.7 is to supply the missing converse to Theorem 5.7.
Representation of harmonic functions
We have seen that the maximum principle implies that a harmonic function h on K is determined by its boundary values h ∂K = ϕ by integration of ϕ with respect to a "harmonic measure" on the boundary. We expect to be able to write this more precisely as a Poisson integral formula 
Proof. We prove the result first for
(∂K), the result follows by continuity.
There is a very simple formal proof of (8.1), namely
by the Gauss-Green formula, with the first integrals vanishing because ∆ y h(y) = 0 and G D (x, y) = 0 for y ∈ ∂K. Of course the Gauss-Green formula has not been established in this singular setting where ∆ y G D (x, y) = δ(x, y), so we give a more roundabout argument. Let v ∈ L 7.6, and the proof shows that for any fixed x 0 in the interior of K we can choose v so that x 0 is not in the support of v. Therefore,
In particular
and G D (x 0 , ·) is a harmonic function on the support of ∆ y v(y). Now there is no singularity so Gauss-Green yields
and the first integral vanishes since G D (x 0 , y) = 0 for y ∈ ∂K.
For the next result we need to assume the following estimate holds for the normal derivative of the heat kernel: 
, and similar estimates on the other pieces.
Proof. We use (8.2) together with
Substitute (8.3) into (8.5) to obtain (8.4). The continuity of P (x, y) follows easily from these estimates and the continuity of the heat kernel.
In particular, it follows that harmonic functions are continuous away from the boundary.
There are analogous results for the solution of the Neumann problem.
We can recover h, up to a constant, by
The proof of (8.6) is similar to the proof of Theorem 8.1, so we omit the details. Using estimates as in Corollary 6.3 we obtain
provided d > 1 (in the case of the square there are logarithmic terms). Of course our expectation is that the representation (8.1) should yield a harmonic function on the interior of K for more general boundary values, at least ϕ ∈ L 2 (K ) or ϕ ∈ L 1 (K ), not to mention negative order Sobolev spaces defined by duality. This would follow easily if we could show that uniform limits of harmonic functions are harmonic. We also note that (8.1) is a kind of mean value property for harmonic functions.
Instead of using (8.1) for all x in the interior of K, we may also consider just restricting it to the boundary of cells of order 1 (that is, just the portion not already in ∂K). In this way we obtain a "harmonic extension algorithm" that enables us to go from the boundary values of h on ∂K to the boundary values of h on ∂F w K for all |w| = 1. Then by iteration (h • F w is also harmonic) we could obtain the values of h on ∂F w K for all words w. This would be a way of generating harmonic functions that exploits the self-similar structure of K. However, it should be kept in mind that such a procedure in the case of the square has never been explicitly understood or utilized.
The following formula for the energy of a harmonic function in terms of its boundary values is known in the case of the standard Laplacian on domains in Euclidean space (see [SB] or [BrP] ).
Theorem 8.3. Let h be harmonic in K with finite energy having an extension in dom L 2 ∆, and let
Proof. By Theorem 5.4 (b) we have
We use (8.1) to compute ∂ n h(y). Note that we can write
From the definition of the normal derivative we obtain
Now substitute (8.10) in (8.9) and use (8.2) to obtain
By symmetry this is the same as (8.8).
Next we give estimates for the kernel ∂ n ∂ n G D (y, z) in (8.8). For this we need the assumption 
(b) For y = (y , q i ) and z = (q , z ) in adjacent pieces of ∂K we have
(c) For y = (y , q i ) and z = (z , q ) for i = in disjoint pieces of ∂K we have
In all three cases we have
although (8.13) is a more precise estimate than (8.15) in case (b).
Proof. In all cases we use
In (a) we have
. Using (6.8) and (7.16) we obtain
Substitute this into (8.16) to obtain (8.12). In (b) we have
Using (8.3) we obtain
Substitute this into (8.16) to obtain (8.13). In (c) we have
for i = . Using (6.8), (8.11) and (8.16) we obtain (8.14).
Estimates analogous to (8.15) are given in [BrP] for Euclidean domains. In the case of the square we can see that (8.13) is sharp. It is easier to do the computation for the quarter complex plane 0 ≤ arg z ≤ π/2 and conformally map it by z 2 onto the half-plane. We find that in (a) with y and z on the positive real axis
In (b), with y > 0 and z = iw with w ≥ 0
There is another approach to the representation of harmonic functions that is well known in the case of the square. We assume first that ϕ ∈ L (∂K). We can easily construct a function in PH that matches the values of ϕ on V 0 , so we may assume without loss of generality that ϕ vanishes on V 0 . Then on each piece K × q i of the boundary (and similarly for q i × K ) we expand ϕ in a Dirichlet eigenfunction expansion,
We then create the function
where It remains to examine the convergence of (8.19). We claim that as long as x lies in the interior of K , the factor ψ j (x ) will decay exponentially. (This is well known on Riemannian manifolds; see [Be] .) Suppose d (x , q i ) ≥ ε. Reasoning as in the proof of Theorem 8.1 we can write
where we put λ = λ j,D for simplicity of notation. Assuming (8.3) we obtain
Splitting the integral at t = ε
This is sufficient to make (8.19) converge, even without (8.18) (as long as ϕ ∈ L 2 ), and to justify applying the operators ∆ and ∆ term by term. In particular, the representation is valid as long as the harmonic function, and hence its boundary values, is assumed continuous. 
It is less useful when we have to add contributions from more than one piece, since it is difficult to understand the interactions between them. In Section 11 we will use the expansion (8.19) and the estimate (8.25), but we will also need a local version. Suppose C = C × C , where C and C are simple subsets of K and K . Then we have complete orthonormal bases of Dirichlet eigenfunctions on C and C , and corresponding Dirichlet heat kernels that satisfy estimates (6.8). Correspond to each piece C × {y } of ∂C (here y denotes a point in the finite set ∂C ) we have an expansion analogous to (8.17) for the boundary values and hence (8.19) for a harmonic function of finite energy in C. Now ψ j (x ) satisfies (8.20) on C and boundary conditions ψ j (y ) = 1 and ψ j (z ) = 0 for z = y in ∂C . Assuming the analog of (8.3) for the local Dirichlet heat kernels, we obtain the estimate (8.25).
Pointwise expressions
We would like to have pointwise expressions for energy and Laplacian in terms of the values of the function on the discrete sets V m = V m × V m . Although this cannot be the case in general, it is easy to accomplish for some natural dense subspaces of functions. Indeed we can create a graph Γ m with vertices V m and edge relation (x , y ) ∼ m (y , y ) if either x = y and x ∼ m y or x = y and x ∼ m y . If u is continuous on K it makes sense to restrict u to V m . Under the assumptions of Lemma 2.2 we may define a sequence of graph energies on Γ m as follows. On Γ 0 we define
where the conductances c xy are defined by
On Γ m we define
Note that we also may write
for certain conductances c xy , but the exact formula for c xy is a bit complicated since the same edge may appear several times in (9.3). There is no claim that the sequence {E m (u, u)} is monotone increasing. The pointwise expression for energy would then be
It is easy to see that (9.5) holds for u ∈ PPH, or if u is represented by a finite Neumann expansion (2.15). It would be naive to hope that (9.5) would be valid for all continuous functions in dom E, or that the existence of the limit in (9.5) for a continuous function would imply that the function belongs to dom E. In any case, it is not natural to assume the function is continuous. The next result is established only for K = SG 2 , but presumably something similar is valid for
The idea is to simultaneously use a natural family of spectral projections P m , and take the limit of E m (P m u, P m u). We will use certain facts from [OSS] Note that this is the analog of square summation of double Fourier series.
in which case
and E(u, u) is bounded above and below by multiples of (9.7).
Proof. The key idea of the proof is that the functions u jk for j, k < d m are orthogonal with respect to E m , and there exists a universal constant c such that (9.9) E m (u jk , u jk ) ≤ cE(u jk , u jk ).
We also need the already observed fact that (9.10) E(u jk , u jk ) = lim m→∞ E m (u jk , u jk ).
It is then a routine matter to complete the proof, and we omit the details. Now E m (u jk , u jk ) is a sum of two terms, each being the product of a discrete approximation to E (u j , u j ) and u k u k dµ (and vice versa). The approximation to E (u j , u j ) is just E m (u j , u j ), and we know E m (u j , u j ) ≤ E (u j , u j ), and moreover the orthogonality of {u j } for j < d m is a consequence of spectral decimation. The content of Section 2 of [OSS] is that the discrete approximation to the integral behaves similarly: the orthogonality is maintained, and moreover the discrete approximation is equal to a multiple of the integral that depends on the eigenvalue. The multiple is given by a value of a special function denoted b that is bounded, so that bound (about 1.63 in the graph of b in Figure 2 .1 of [OSS] ) gives the constant in (9.9). Although the details of the argument in [OSS] are highly computational, the gist of the reason for (9.9) can be explained in a much simpler way: because we choose ε m = −1 for all m > m, the extension algorithm for these eigenfunctions beyond V m does not differ too much from the extension algorithm for harmonic functions. For harmonic functions the discrete approximation to the integral is exact, so for these eigenfunctions the discrete approximation is fairly accurate.
Next we describe a discrete renormalized Laplacian ∆ m . Let ψ ( P m u) uniformly. For u ∈ dom L 2 ∆ the limit should exist in an L 2 sense. But more may be true. In the case of the 2-torus (the cover of the square) it is true that ∆u = lim m→∞ ∆ m u for u ∈ dom ∆. The reason for this is that we have u(x) = c + G(x, y)f (y)dy for f continuous, and ∆ m G(x, y) for x ∈ V m behaves like an L 1 approximate identity (in fact there is no need to restrict x to V m in this case). This observation requires rather detailed knowledge about the Green's function. It is not clear if we could obtain the same information even in the case of SG 2 . It is also not clear in the case of the 2-torus whether or not we can characterize dom ∆ by the uniform convergence of ∆ m u.
The situation for the square is not so nice. For one thing, we would expect to require that u belong to the Sobolev space L 2 2 in addition to dom ∆. However, although functions in L 2 2 extend to functions in L 2 2 on the 2-torus, there may not be any extension in dom ∆. Indeed it is easy to construct harmonic functions u in L 2 2 of the square (essentially z 1+ε for ε > 0) such that ∆ m u does not converge uniformly to zero.
Further results must await future developments.
Characterization of Sobolev spaces
We discuss here a characterization of the L 2 -Sobolev spaces for small orders of smoothness, in order to cast some light on some of the results of Sections 7 and 8. We first discuss the p.c.f. case, and for simplicity we work on the double cover K . By "small order" we mean specifically s < (d + 1)/2. We may then write where h (x , x ) = G D (x , y )H (y , x )dµ (y ) is continuous on K and satisfies ∆ h (x , x ) = 0. Now we may interchange integrals in (11.4) because the Green's functions are continuous, and work backwards to conclude ∆ ∆ u = g also. The argument is similar for the restriction to a simple subset C. Note that each section of C is a simple subset of K or K , and there exists a continuous Green's function for simple subsets of K (this follows from [Ki4] ). Definition 11.3. A function u is said to be smooth on K (or any simple subset of K or even K) if (∆ ) j (∆ ) k u is continuous for every j and k. More generally, if Ω is any domain in K, u is said to be smooth on Ω if the restriction of u to every simple subset contained in Ω is smooth. Proof. Let C = C × C be a simple subset not intersecting ∂K. By Theorem 8.2, u is continuous on C. By subtracting a pluriharmonic function we may arrange that u vanish on the distinguished boundary of C. Then u may be written as a finite sum of terms of the local version of (8.19), where the coefficients {a j } ∈ 2 . The estimate (8.25) shows that we may apply the operators ∆ and ∆ any number of times to (8.19) and still obtain a uniformly convergent series on any simple subset in the interior of C (these operators produce factors of ±λ j,D ).
For the local result we just have to start with a simple subset C of the form C × C in Ω, and repeat the same argument, noting that every point in Ω lies in such a simple subset.
We expect that the same conclusion holds if instead of assuming u is harmonic we merely assume ∆u = f where f is smooth. On K, it is easy to see using Theorem 5.1 that a function u is smooth if and only if it is in dom ( ∆) ∞ , and this holds if and only if a jk (u) is rapidly decreasing. Of course nothing like this holds on K or locally.
