Introduction
The purpose of this article is to prove interesting decay estimates for harmonic spinors and, more generally, for eigenspinors. We also describe some new applications to the problems of gluing and ungluing PU(2) monopoles [13] , [11] .
1.1. Statement of results. Let (X, g) be an oriented, Riemannian, smooth four-manifold and let Ω = Ω(x 0 , r 0 , r 1 ) denote the annulus B(x 0 , r 1 ) −B(x 0 , r 0 ), where 0 < 4r 0 < r 1 < ∞. Denote r = dist g (x, x 0 ). Consider a triple (X, Ω, g) to be admissible if the Laplacian ∆ g on C ∞ (X) has a C ∞ Green kernel G g and there is a constant c 0 ≥ 1 such that The precise dependence of the constant c 3 in Theorem 1.2 on µ, r 1 , can be traced through Lemma 6.1 and Remark 6.4.
Remarks and applications.
Our hypothesis that A d and A are Yang-Mills connections is stronger than necessary for many applications (indeed, we shall discuss one such application in §7): this is just the simplest way to state our main result. In practice, it is enough that (i) the curvatures F A d and F A obey C 0 decay estimates of the shape (1.10) and (ii) that the conclusions of Lemma 4.5 (or Lemma 5.2) hold with constant independent of A d or A. The latter condition is satisfied, for example, if the curvatures F A d and F A obey C l decay estimates of the shape (1.11) . A more detailed discussion of some important ways in which the hypotheses can be relaxed is given in §1.4, §6, and §7.
If φ ∈ L 2 (R 4 , W ⊗ E) ∩ Ker D A then it is well-known that |φ|(x) = O(r −3 ), for r → ∞, so the estimate (1.5) for the rate of decay of L 2 harmonic spinors on R 4 is sharp [6, Equation (3.2.24) ]. (See [6, §3.3.3] for an explicit construction of solutions.) However, as we shall explain in §7, the interesting applications of Theorem 1.1 arise when φ is an L 2 harmonic spinor over an annulus, with the given curvature constraints, rather than all of R 4 or S 4 . Moreover, while standard elliptic theory would predict an estimate with the general shape of (1.5), the crucial point is that we know the explicit dependence of the constant on the radii r 0 and r 1 and, indirectly via the bounds (1.2) and (1.3), on the curvatures of the connections defining the Dirac operator: as we sketch briefly below and explain in more detail in §7, this is the significant feature of the estimate (1.5) which allows us to exploit it in applications to gluing (and ungluing) PU(2) monopoles [11] . An overview of the PU(2) monopole program, originally proposed by Pidstrigach and Tyurin [29] , can be found in [13] , while partial results towards a proof of Witten's conjecture [40] can be found in [8] , [14] , [10] . The gluing construction lies at the heart of the PU(2) monopole approach to the proof of Witten's conjecture because it is used to parameterize neighborhoods of strata of ideal Seiberg-Witten monopoles in the larger moduli space of PU(2) monopoles: this parameterization enables one to then compute the contributions of the Seiberg-Witten invariants to the Donaldson invariants.
A key difficulty in attempts to directly adapt Taubes' gluing arguments for anti-selfdual connections [35] to the case of PU (2) monopoles is the problem of obtaining useful estimates for negative spinors, namely sections φ of Γ(W − ⊗ E); the Bochner formulas (3.4) imply that estimates for positive spinors, or sections of W + ⊗ E, are comparatively straightforward. (Of course, adaptations of [35] are not the only way to approach the gluing problem for PU(2) monopoles: one can also adapt Donaldson's method [6 , §7] -see [11] for a comparative treatment of these two methods in the context of PU(2) monopoles.) If φ = D A ϕ, for ϕ ∈ Γ(W + ⊗ E), then one can adapt Taubes' derivation of C 0 estimates for v ∈ Γ(Λ + ⊗ su(E)) -and thus L 2 1,A estimates for a = d
+, *
A v and L 2 2,A estimates for v [7, §5] -to obtain the analogous L 2 1,A estimates for φ and L 2 2,A estimates for ϕ. If φ ∈ Ker D A ∩ L 2 (W − ⊗ E), however, the shape of the Bochner formulas (3.4) implies that elementary methods do not yield such bounds on φ which are uniform with respect to F A if A 'bubbles' in the Uhlenbeck sense [38] . (That is, the connection A converges in L 2 k,loc modulo gauge transformations on X − {x i } m i=1 to a 'background' connection A 0 on a bundle E 0 with c 2 (
, and c 1 (E 0 ) = c 1 (E), for some subset {x i } m i=1 , and the measure |F A | 2 converges to
, where δ x i is a unit delta mass.) See §7 for a detailed explanation of the difficulty. While standard elliptic theory yields C 0 estimates for φ on the complement in X of small balls B(x i , t i ), when F A is C 0 bounded on such a region (but has curvature which bubbles on the balls B(x i , t i )), these estimates will not necessarily be uniform with respect to the ball radii: this is a serious problem in gluing contexts, as we need estimates which are uniform with respect to the radii t i as t i → 0. However, we see from Theorem 1.1 that the spinor φ is C 0 bounded on the complement of the ball B(x 0 , 2r 1/3 0 ), with constant which is independent of r 0 → 0 (and also r 1 → ∞). Pointwise decay estimates, with this uniformity property, for the curvatures of Yang-Mills connections have been derived in the past by Donaldson [5] , Råde [31] , and Groisser-Parker [18] and it is these decay estimates which motivate our hypotheses on the curvatures of the connections ∇ g , A d , and A; see §1.3 for a fuller account. Theorem 1.1 can be proved in two quite different ways. The first approach, in §4, uses a Kato-Yau inequality, |∇|φ|| 2 ≤ 3 4 |∇ A φ| 2 , which we show is obeyed by harmonic spinors, coupled with the Bochner formula (3.4) for the Dirac Laplacian D 2
A . See [26] for a survey of such inequalities and applications [2] , [20] , [27] , [33] , [31] , whose use was pioneered by Yau in his proof of the Calabi conjecture [42] . As pointed out to us by D. Yang [41] , related differential inequalities for vector-valued harmonic functions on R n+1 + had been discussed earlier by Stein in [34, §VII.3.1]. The second approach, in §5, considers the Dirac equation on the cylinder R × S 3 and hinges on a calculation of the first eigenvalue, 9/4, of the square of the Dirac operator on S 3 for the standard metric [3] , [16] , [19] . Neither proof of Theorem 1.1 requires us to restrict our attention to dimension four. Indeed, the reader will find that it is a straightforward, if slightly tedious, matter to rework the arguments and modify the statement of Theorem 1.1 for the case of arbitrary dimension. We restrict to the special case mainly because this is where our present applications lie and also for expository reasons, as the proof is easier to follow.
1.3.
Decay estimates for Yang-Mills connections. To give some context to Theorem 1.1 and its corollaries and to explain the hypotheses on the curvature of the metric g and curvatures F A d and F A , we recall the relevant decay estimates of Donaldson, Groisser-Parker and Råde. The simplest case, due to Donaldson and Råde, is when X is R 4 with its standard metric.
First, recall that the fundamental decay estimates, for a Yang-Mills connection A over B(0, r 1 ) − {0} ⊂ R 4 with L 2 -small energy,
and, by a conformal diffeomorphism, for a Yang-Mills connection A over R 4 − B(0, r 0 ) with L 2 -small energy,
were first proved by Uhlenbeck [39, Corollary 4.2] . However, it is very useful in applications to gluing and ungluing anti-self-dual connections to have pointwise estimates of the above shape, but where (i) the constant C at most depends on the connection A through the L 2 norm of its curvature, F A , (ii) the connection A is only known to be Yang-Mills or anti-selfdual over an annulus Ω(r 0 , r 1 ) with finite, positive inner and outer radii, rather than (as above) over a punctured ball, B(0, r 1 )−{0}, or the complement of a ball, R 4 −B(0, R 1 ), and (iii) the explicit dependence of C on the radii r 0 , r 1 is known. The earliest such refinement, for anti-self-dual connections, A, was due to Donaldson [5, Appendix] , [6, Proposition 7.3.3] and extended by Råde [31, Theorem 1] to the case of Yang-Mills connections. The essential feature common to the estimate (1.5) above for harmonic spinors and (1.10), (1.13), and (1.15) below for Yang-Mills connections, is that the constants on the right (i) at most depend on the L 2 norm of F A and (ii) the precise dependence on the radii r 0 , r 1 is known. 
Though not mentioned explicitly in [6] , [31] , the proof of Theorem 1.3 extends to give the following more general decay estimate: 
For example, the corollary follows immediately by combining Råde's Lemma 2.2 and Theorem 1 ′ (the version of his Theorem 1 for a cylinder (t 0 , t 1 ) × S 3 in place of the annulus Ω(r 0 , r 1 )).
There are a couple of standard, useful situations, which we now discuss, where a metric g approximates a Euclidean metric well enough that analogues of Theorem 1.3 hold on such Riemannian manifolds, though some work is involved in order to adapt Råde's argument to these more general cases. The relevant extensions are due to Groisser and Parker.
First, suppose that (X, g) is an asymptotically flat four-manifold with a single end. Thus, X is a disjoint union X 0 ∪ X ∞ , where X 0 is compact and for some 0 < R < ∞ there is a diffeomorphism of X ∞ ∼ = R 4 − B(0, R), giving coordinates {y µ } on X ∞ with respect to which the metric g has the form
where, denoting r = |y|,
for some positive constant c(g). Let Ω(r 0 , r 1 ) denote the annulus r 0 < r < r 1 in R 4 − B(0, R) ∼ = X ∞ . Theorem 1.5. [18, Theorem 1.2] Let (X, g) be an asymptotically flat four-manifold and let E be a Hermitian vector bundle over X. Then there exist positive constants c, ε, R such that if 4R ≤ 4r 0 ≤ r 1 < ∞ and A is a Yang-Mills connection on Ω(r 0 , r 1 ) with F A L 2 (Ω(r 0 ,r 1 )) ≤ ε, and r = |y|, then for y ∈ Ω(2r 0 , r 1 /2),
Though not explicitly proved in [18] , the proof of Corollary 1.4 also yields more general decay estimates in the situation of Theorem 1.5:
Second, suppose (X, g) is four-manifold of bounded geometry, namely positive injectivity radius and Riemannian curvature bounded in C 2 . In [18] Groisser and Parker first prove Theorem 1.5 and then deduce Theorem 1.6 below as a corollary using a conformal diffeomorphism from B(0, ρ)−{0}, with metric g on B(0, ρ) of bounded geometry, onto R 4 −B(0, ρ −1 ), endowed with an induced metric g ∞ which is observed to be asymptotically flat. 
Again, in the situation of Theorem 1.6, one has stronger decay estimates: We begin with the constraints on the Riemannian geometry of (X, g). First, the hypotheses (1.1) and (1.2) obviously hold when (X, g) is R 4 with its Euclidean metric. Second, suppose (X, g) is a Riemannian, smooth four-manifold of bounded geometry. Let B(x 0 , ρ) ⊂ X be a geodesic ball and suppose that ρ is much less than the injectivity radius of (X, g). Then Lemma 4.3 implies that the Green kernel G g obeys (1.1). The scalar curvature κ g obeys (1.2) since, for x ∈ B(x 0 , ρ) − {0} and r = dist g (x, x 0 ),
1 ), where we choose c 1 = κ g L ∞ (B(x 0 ,ρ)) , ε = ρ 2 ≪ 1, and c 2 = ρ 2 κ g L ∞ (B(x 0 ,ρ)) , with r 1 ≤ ρ. Third, suppose (X, g) is an asymptotically flat four-manifold. Then Lemma 4.2 now implies that the Green kernel G g obeys (1.1) while our definition (1.12) of an asymptotically flat Riemannian four-manifold ensures that the scalar curvature κ g obeys (1.2).
We now turn to the hypotheses on the curvatures F A d and F A . First, it is not necessary that A d and A be Yang-Mills connections, but rather that their curvatures satisfy the conditions (i) and (ii) described at the beginning of §1.2. Second, the connections A of interest in [11] , [12] are the connection components of 'approximate PU(2) monopoles' obtained by splicing anti-self-dual connections A i over S 4 onto background connections A 0 varying in an Uhlenbeck-compact family. Thus, over small balls B(x i , 4 √ λ i ) in X, the connection A obeys the decay estimate (1.11) because the connections A i are anti-self-dual. On the other hand, over the complement of these balls, the background connection A 0 over X obeys a decay estimate of the shape (1.11) (with F A 0 L 2 (Ω(r 0 ,r 1 )) replaced by ε) because, for x ∈ B(x 0 , ρ) − {0}, we may write
where
and ε = ρ k+2 ≪ 1 with r 1 ≤ ρ. In applications such as those of [11] , if the connection A on E corresponds to a unitary connection A e on det E and an orthogonal connection A o on su(E), there is no loss in generality if one assumes that the determinant connections A d and A e are Yang-Mills, and so Theorems 1.3, 1.5, or 1.6, together with their easy corollaries, guarantee that the constraints on A e and A d are satisfied. Thus one need only ensure that A o also obeys the required estimates.
1.5.
Outline. In §2 we show that harmonic spinors satisfy a pointwise 'Kato-Yau' inequality of the form |∇|φ|| ≤ a|∇ A φ|, where a = 3/4 on a four-manifold. The significant point is that the constant, a, is strictly less than 1 and so improves upon the usual, well-known Kato inequality satisfied by any section of a vector bundle with an orthogonal connection A. As we explain in §3, this leads to a useful differential inequality for ∆|φ| 2/3 (giving rise to the O(r −3 ) decay rate), rather than the weaker inequality for ∆|φ| which is a consequence of the standard Kato estimate (and which would only lead to a O(r −2 ) decay rate and without the essential appearance of the constant r 0 in (1.5)). When integrated twice, this eventually leads to the decay estimate (1.5), as we show in §4, where we present our first proof of Theorem 1. is the Dirac operator on S 3 with a metric g ′ 3 close to the standard metric g 3 , one can approach Theorem 1.1 by a quite different route. Thus, we give a second proof of the decay estimate (1.5) in §5 using this method. Finally, in §7 we describe some applications to the problem of gluing PU(2) monopoles, a central ingredient in the work of the author and Leness concerning Witten's conjecture relating the Donaldson and Seiberg-Witten invariants [13] , [11] , [40] . 
If φ is not arbitrary, but rather satisfies a differential equation, then the preceding inequality can sometimes be improved to
is the curvature of a Yang-Mills connection A on a Hermitian vector bundle E over a Riemannian four-manifold X, then F A satisfies the Kato-Yau inequality
See 
where (S, T ) is a one-form defined by (S, T )(η) = S, T (η) for η ∈ Γ(T X). Moreover if g is Kähler, we can take δ = 4/(m + 2). If m = 4, and g is self-dual or anti-self-dual we can take δ = 2/3.
2.2.
A Kato-Yau inequality for harmonic spinors. Given a Riemannian m-manifold (X, g), let V be a complex Hermitian vector bundle over X with a unitary connection ∇ A , and let ρ : T * X → End C (V ) be a linear map such that for all α ∈ Ω 1 (X),
where ∇ is the Levi-Civita connection on T * X.
is a spin c structure on (X, g) with spin connection ∇ A . Our concern in this article is with spinors which are D A -harmonic, that is
It is easy to see that harmonic spinors satisfy a pointwise Kato-Yau type inequality by modifying Råde's proof for the curvature of a Yang-Mills connection. Indeed, the argument here is simpler and more transparent than those of [2] , [31] . Recall that for f ∈ C ∞ (X), we have ∇f = · , grad f , so |∇f | = | grad f | and ∇ e f = e, grad f for e ∈ Γ(T X). If we choose e = (| grad f |) −1 grad f at points where (∇f )(x) = 0 then we obtain the familiar identity |∇ e f | = |∇f |.
We may suppose without loss that x ∈ X is a point for which |φ|(x) = 0 and ∇|φ|(x) = 0. At any such point x we can find an orthonormal frame {e µ } for T X and dual coframe {e µ } for T * X such that
Indeed, we may choose e 1 = (| grad |φ||) −1 grad |φ| and complete this to give a local orthonormal frame for T X near x. (Recall from [31] that the Kato-Yau inequality for F A is obtained by writing out the Bianchi identity, d A F A = 0, and the Yang-Mills equation, d * A F A = 0, in terms of their components at the point x.) In terms of the Dirac equation we note that |ρ(e ′ )φ| = |φ| for any e ′ ∈ Γ(T * X) with |e ′ | = 1, so 
Differential inequalities
Using our Kato-Yau inequality we derive the differential inequalities satisfied by suitable powers of pointwise norms of harmonic spinors.
3.1. Differential inequalities implied by the standard Kato estimate. Let (ρ, W ) be a spin c structure on the Riemannian m-manifold (X, g) with spin connection on a complex Hermitian bundle W of rank 2 n , where m = 2n or 2n + 1, let E be a complex Hermitian bundle over X equipped with a unitary connection A, and let
If m is even (respectively, odd), let A d denote the fixed unitary connection on det W + (respectively, det W ), where W = W + ⊕ W − , and give W the spin connection induced by A d and the Levi-Civita connection on T * X. To appreciate the significance of Lemma 2.2, note that for any φ ∈ Γ(V ) the standard identity
and the usual pointwise Kato inequality [15, Equation (6.20) ],
yields the differential inequality [15, Equation (6.21)] on the subset {φ = 0} ⊂ X: 
where κ g is the scalar curvature of the Levi-Civita connection on T * X. (When restricted to Γ(V ± ) and X has dimension four, the curvature terms F A and F A d above can be replaced by
: this leads to useful, global pointwise estimates for sections of V + but not for V − , as F − A will not be uniformly L p bounded with respect to A when p > 2 in applications of interest [11] .) For D A φ = 0, the inequality (3.3) and the identity (3.4) imply
We would therefore only expect the standard Kato inequality to at most imply an r −2 decay estimate for |φ|(x) on R 4 with its standard metric, as we can see from our proof of Theorem 1.1, while our Kato-Yau inequality (Lemma 2.2) implies a r −3 decay estimate for |φ|(x) as we explain in the next subsection.
3.2.
Differential inequalities implied by the Kato-Yau estimate. The r −4 decay estimates of Groisser-Parker, Rade, and Uhlenbeck hinge on differential inequalities for ∆|F A | 1/2 rather than ∆|F A |. To obtain differential inequality in our case which yields a decay rate strictly faster than r −2 , suppose 0 < α < 1 and observe that
(We use the convention that, when X = R 4 with its standard metric, yields ∆ = − 4 µ=1 ∂ 2 /∂x 2 µ , opposite to that of [17] .) Combining this with identity (3.1) implies that
Thus, we see that the standard Kato inequality does not lead to a useful differential inequality for ∆|φ| α when α < 1, but the refinement in Lemma 2.2 gives |∇|φ|| 2 ≤ 3 4 |∇ A φ| 2 when m = 4 and
Therefore, choosing α = 2/3, we obtain ∆|φ| α ≤ α|φ| α−2 ∇ * A ∇ A φ, φ . We now combine the preceding inequality with the Bochner identity (3.4) and the fact that
Note that the condition D A φ = 0 on φ is conformally invariant, in a certain sense, as is the case with the Yang-Mills equations (see [19] , [22] ). We have proved: 
In applications such as those discussed in [14] , [10] , [13] , the choice of unitary connection A d on det W + is arbitrary. Typically, therefore, we would assume without loss that A d is Yang-Mills and so F A d satisfies the same decay estimates as F A . For the sake of exposition in the remainder of the article, as it does not affect the proof, we shall assume c 1 (W + ) = 0 and that A d is flat, so F A d = 0 in inequalities such as (3.6) above.
As we shall shortly see, the Kato-Yau estimate (and the differential inequality (3.5) which it implies) is the key ingredient which leads to the stronger r −3 estimate of Theorem 1.1.
As pointed out to us by D. Yang [41] , arguments of the kind described above leading to useful differential inequalities for ∆|u| α have been known for some time in harmonic analysis, where u ∈ Γ(Ω, R n+1 ⊗ R N ) is a solution to the generalized Cauchy-Riemann equations on an open subset Ω of the half-space R 
Decay estimates for L 2 harmonic spinors on Riemannian manifolds
In this section we present our first proof of Theorem 1.1, based on our Kato-Yau inequality for harmonic spinors (Lemma 2.2). While our argument superficially follows the broad pattern of the proofs of [31, Theorem 1] and [18, Theorems 1.1 & 1.2], the principal difficulty lies in finding suitable comparison functions for our applications of the maximum principle, which differ in subtle ways from those of [18] and [31] , as well as a realization of the correct decay conditions one needs to impose on the curvatures F A and κ g .
We begin by recalling an elementary comparison lemma. (Ω) with u ≤ w weakly on ∂Ω and Lu ≤ Lw weakly on Ω, then u ≤ w a.e. on Ω.
As Råde points out in [31] , an interesting feature of Lemma 4.1 is that we are allowed to choose a < 0 and so have aξ < 0 on Ω. However, while the comparison theorem holds for ∆ + c, where c ≥ 0 is any function, it does not hold in general for c < 0 on Ω (for example, a negative constant) (see [17, Theorem 3.3] and the remarks preceding its statement, noting that their sign conventions for the Laplacian are opposite to ours).
To apply Lemma 4.1 and ensure that the hypothesis (1.1) on the Green kernel of (X, g) is obeyed in the three geometric situations discussed in §1.4, we need a positive harmonic function h where both h and ξ = |d(log √ h)| 2 are essentially 1/r 2 near the point x 0 . The case X = R 4 with its Euclidean metric is trivial, so we consider the remaining two situations of interest to us. The first and more subtle construction, where (X, g) is asymptotically flat, is due to Groisser and Parker: 
Second, we consider a small ball in a Riemannian four-manifold (X, g): 
Proof. First, on R 4 with its standard metric, the Green's function for the Laplacian on functions is G(x, y) = −(8π 2 ) −1 |x − y| −2 , so we can choose
Then h = ξ and so satisfies the constraints in this case. In general, note that
The existence of h on B(x 0 , ρ) − {x 0 } now follows from its existence when g is flat and the construction of the Green kernel in [1, §4.2] for arbitrary metrics. For the remainder of this section we shall assume, for the sake of exposition, that we are in the situation of Lemma 4.3; there is no essential difference in the proof for the asymptotically flat case. Now fix 4r 0 < r 1 ≤ ρ 0 where ρ 0 is small enough that Lemma 4.3 applies. Set r(x) = dist g (x, x 0 ) on X.
In our applications of Lemma 4.1 we shall need an estimate for |φ| on the boundaries of the annulus Ω(x 0 , 2r 0 , r 1 /2), corresponding to the boundary estimates for |F A | in equation (3.9) in [18] , where such estimates follow from [18, Equation (3.4) ]. 
Proof. Let r ∈ [2r 0 , r 1 /2] be a constant and letg = r −2 g, so that Ω g (r/2, 2r) = Ωg(1/2, 2). Then Dg A φ = rD g A φ = 0 and so elliptic estimates on the rescaled annulus Ωg(1/2, 2) and the Sobolev embedding
and the result follows. The hypotheses of Theorem 1.1 on the connection A ensure that the Sobolev and elliptic estimates above are uniform with respect to A.
At this point we shall employ the scaling argument in the proof of Lemma 4.5 to make a further simplification to the proof of Theorem 1.1. Let 0 < 4r 0 < r 1 < ∞ and define λ > 0 by requiring that r 0 = λr 0 . By hypothesis, Theorem 1.1 holds for the metricg = λ −2 g and radiir 0 = r 0 /λ,r 1 = r 1 /λ > 4r 0 , and r = r/λ ∈ [2r 0 ,r 1 /2], where r = dist g (x, x 0 ) andr = distg(x, x 0 ). Thus, for 2r 0 ≤r ≤r 1 /2,
as desired.
Observe that because r 0 < r < r 1 , our hypotheses (1.2) on the scalar curvature κ g and (1.3) on the curvature F A (together with the decay estimates (1.10), (1.13), or (1.15)) imply that for r 0 ≤ r ≤ r 1 ,
Substituting the r −2 decay estimates (4.4) and (4.5) for |F A | and κ g on Ω(x 0 , r 0 , r 1 ) into the differential inequality (3.5), we obtain 0 ,r 0 ,r 1 ) ) and fix an arbitrary δ ∈ (0, 1). At this point it simplifies matters considerably if we take advantage of Lemma 4.6 and for the remainder of this section, without loss, assume r 0 ≥ 
Proof. One simply calculates that
We apply Lemma 4.7 to the harmonic function h on (X, g). We observe that
for α = δ/2 or α = 1 − δ/2. Hence, Lemma 4.7 yields
Therefore, we define
Then the definition of g 1 , the fact that 0 < δ < 1, the inequalities (4.2), and the identities in (4.9) imply that
on ∂B(x 0 , 2r 0 ), Thus, it follows from Lemma 4.1 that, on Ω(x 0 , 2r 0 , r 1 /2),
If we now substitute our hypothesized decay estimates (1.2) for |κ g | and the estimate for |F A | on Ω(x 0 , r 0 , r 1 ) given by (1.10), (1.13), or (1.15)) (courtesy of (1.3)), and the preliminary decay estimate (4.11) for φ into the differential inequality (3.6) for ∆|φ| 2/3 , we obtain (using r 0 ≥ 1, 2r 0 < r < r 1 /2, δ < 1, and inequalities (4. while, using the inequalities (4.2) for h, the fact that 2r 0 < r < r 1 /2, and δ < 1, gives
Observe that the identity (4.8) yields
Then, by definition of g 2 , the lower bound (4.2) for ξ, and the preceding inequalities on ∂Ω(x 0 , 2r 0 , r 1 /2), we see that
on Ω(x 0 , 2r 0 , r 1 /2).
Note that the constant (4 − δ)(2 − δ) is positive as we assumed δ < 1. Therefore, it follows from the inequalities (4.13) and (4.16) that
Hence, the comparison principle for the Laplacian ∆ and the upper bound (4.14) for g 2 that on Ω(x 0 , 2r 0 , r 1 /2) implies that
and so |φ| ≤ cE r 0 h 3/2 + r
This completes our first proof of Theorem 1.1 when l = 0. The cases l ≥ 1 follow from immediately from the case l = 0 and Lemma 4.5.
Decay estimates for L 2 harmonic spinors on cylinders
In this section we give a second, quite different proof of Theorem 1.1 using well-known eigenvalue estimates for the Dirac operator on S 3 and then integrating the ordinary differential inequality one obtains by decomposing the Dirac operator on (t 0 , t 1 ) × S 3 . Decay estimates for anti-self-dual connections on cylinders form an important aspect of the work of Morgan, Mrowka, and Ruberman in [23] , and of Taubes in [36] . For the sake of exposition, we shall assume that Ω(r 0 , r 1 ) is either an annulus in R 4 with its Euclidean metric or contained in a small geodesic ball in a Riemannian four-manifold (X, g) of bounded geometry.
Almost cylindrical metrics.
In this subsection we collect the estimates we shall need to work with metrics on the cylinder (t 0 , t 1 ) × S 3 which are suitably close to the standard metric.
First suppose that Ω(r 0 , r 1 ) is an annulus in R 4 with its Euclidean metric. Assume 0 < 4r 0 < r 1 < ∞ and let t 1 = − log r 0 and t 0 = − log r 1 , so that −∞ < t 0 < t 1 < ∞. Let g c (t, θ) = (dt) 2 + g 3 (θ) denote the standard metric on the cylinder (−∞, ∞) × S 3 , where g 3 (θ) is the standard metric on the round three-sphere S 3 of radius one. Let χ denote the orientation-reversing diffeomorphism from the cylinder (t 0 , t 1 ) × S 3 to the annulus Ω(r 0 , r 1 ) given by (t, θ) → e −t θ. Set x = χ(t, θ) and r = |x| = e −t , so |χ(t 0 , θ)| = e −t 0 = r 1 and |χ(t 1 , θ)| = e −t 1 = r 0 . The standard Euclidean metric g on R 4 in polar coordinates, (r, θ), is given by g(r, θ) = (dr) 2 + r 2 g 3 (θ) and χ * g(t, θ) = e −2t g c (t, θ), so χ is conformal.
In our applications, the metric g on X is not necessarily flat. If {x µ } are geodesic, normal coordinates on B(x 0 , ρ), r = |x| = dist g (x, x 0 ), and θ = r −1 x, then
where m(r, ·) ∈ Sym 2 (T * S 3 ), and so
The tensorm(t, ·) ∈ Sym 2 (T * S 3 ) given bym(t, θ) = χ * m(t, θ) satisfies the following estimates sup
where ∇ gc denotes the covariant derivative defined by the metric g c on (−∞, ∞) × S 3 and the constant c n depends only on the integer n and the metric g on X. with the almost-cylindrical metric g ′ c = g c +m then g ′ c (t, θ) = e 2t χ * g(t, θ) and so the map χ is conformal with sup
Hence, the induced metrics g ′ c , g ′ 3 are asymptotic to the standard metrics g c , g 3 in the above (strong) sense. 
L
Hence, using the conformal diffeomorphism χ : (t 0 , t 1 ) × S 3 → Ω(r 0 , r 1 ), we see that
A (χ * φ) = 0, with χ * g(t, θ) = e −2t g ′ c (t, θ), and applying the conformal scaling rule (5.2) with g ′ c = e 2t χ * g andφ = e −3t/2 χ * φ. and constant t 0 large enough that e −2t 0 ≤ ε then, for (t, θ) ∈ [t 0 + 1,
As we see from the proof of Lemma 5.2 below, φ L 2 (Ω(r 0 ,r 1 ),g) ≤ c φ L 2 ((t 0 ,t 1 )×S 3 ,gc) , so Theorem 5.1 may be phrased entirely in terms of the cylinder (t 0 , t 1 ) × S 3 . Theorem 1.1 follows immediately from Theorem 5.1 by conformal rescaling, as if ψ satisfies the hypotheses and conclusions of Theorem 5.1 then φ = r −3/2 (χ −1 ) * ψ satisfies those of Theorem 1.1 with l = 0, as
φ L 2 (Ω(r 0 ,r 1 ),g) , using x = χ(t, θ), r 1 = e −t 0 , r 0 = e −t 1 , and r = e −t . The assumption (5.3) that t 0 ≥ 0 involves no loss of generality, as far as the proof of Theorem 1.1 is concerned, because of Lemma 4.6. We need the following analogue of Lemma 4.5, with (t 0 , t 1 ) × S 3 replacing Ω(r 0 , r 1 ).
Lemma 5.2. Continue the hypotheses of Theorem 1.1. Then, there is a constant c and, for any integer k ≥ 0, there is a constant c k (independent of the connections A d on det W + and
A on E) such that the following holds. If χ : (t 0 , t 1 ) × S 3 ∼ = Ω(r 0 , r 1 ) and ψ = e −3t/2 χ * φ,
Proof. Since D gc A ψ = 0, our elliptic estimates and the Sobolev embedding
. The final equality above follows from the fact that
Again, the hypotheses of Theorem 1.1 on the connection A ensure that the elliptic estimates above are uniform with respect to A.
For the remainder of this section, we set E := φ L 2 (Ω(r 0 ,r 1 ),g) , noting that this L 2 'energy' integral is not conformally invariant, unlike its counterpart with φ replaced by F A .
5.3.
The Dirac operator on the cylinder. We may write the induced connection A = χ * A on the bundle E = χ * E over (t 0 , t 1 ) × S 3 in the form A = B + βdt, where B = B(t) is a one-parameter family of connections on a Hermitian bundle E 3 := E| {t 0 }×S 3 over S 3 with E = π * 2 E 3 and π 2 : (t 0 , t 1 ) × S 3 → S 3 being projection onto the second factor, while β = β(t) ∈ Ω 0 (S 3 , u(E 3 )) is a one-parameter family of u(E 3 )-valued zero-forms on S 3 . Fix a trivialization E ≃ (t 0 , t 1 ) × S 3 × C r , let A continue to denote the induced connection on the product bundle, let Γ be the product connection on (t 0 , t 1 ) × S 3 × C r , and write
where b is a one-parameter family of u(r)-valued one-forms on S 3 . The connection A is gauge-equivalent to one in temporal gauge,
whereb is a one-parameter family in Ω 1 (S 3 , u(r)). Indeed, it suffices to chooseb = u(a) = uau −1 − (du)u −1 with ∂ t u = uβ, t ∈ (t 0 , t 1 ), and thus take
as one-parameter families of smooth maps S 3 → U(r). Plainly, the gauge transformation u is unique up to multiplication by a gauge transformation of E 3 → S 3 , given by a map S 3 → U(r) such as u(t 0 ) in our trivialization E 3 ≃ S 3 × C r , which is constant with respect to time t. We shall omit the tildes henceforth and simply assume, without loss, that A is given in a temporal gauge as above.
In order to apply the eigenvalue estimate in §5.5 for the Dirac operator D g ′
3
on Ω 0 (S 3 , S), where (γ, S) is the spin structure for the metric g ′ 3 and S ≃ S 3 × C 2 , we need an expression for the induced Dirac operator First, observe that (γ, S) may itself be viewed as a spin c structure on S 3 and so W 3 := W + | {t 0 }×S 3 = S ⊗ C = S by the classification of spin c structures [32, Chapter 6] , with γ = γ(t) = ρ(dt)ρ : T * S 3 → End(W 3 ) as Clifford multiplication. Next we write the local connection matrix one-form of ∇ B on Ω 0 (S 3 , W 3 ⊗ E 3 ) in terms of the one-parameter family of Levi-Civita connection ∇ g ′ 3 on T * S 3 , the one-parameter family of temporal-gauge, U(1) connections
, and the one-parameter family of U(r) connections B = Γ + b on E 3 ≃ S 3 × C r . Let {e i } be an oriented, g ′ 3 -orthonormal local frame for T * S 3 with dual frame {e i } for T S 3 at time t 0 ; extend these frames by parallel translation with respect to the Levi-Civita connection ∇ g ′ c over (t 0 , t 1 ) × S 3 so that {∂ t , e i } and {dt, e i } give g ′ c -orthonormal frames for the tangent and cotangent bundles of (t 0 , t 1 ) × S 3 . Let ω kl be the corresponding so(3) connection matrices for the connection ∇ g ′ 3 with respect to a trivialization of T S 3 → S 3 . From [19, p. 4 ] (see also [22, Theorem 4.14] ), the connection matrix one-form for the spin connection ∇
Hence, if Γ is the product connection on W 3 ⊗ E 3 ≃ S 3 × (C 2 ⊗ C r ), the covariant derivative ∇ B on W 3 ⊗ E 3 is defined by the connection Γ + ω
We may then write
and therefore,
is the Dirac operator on Ω 0 (S 3 , W 3 ) for the metric g ′ 3 . Moreover, the explicit formula allows us to compare the eigenvalues of D g 3 , for the round metric g 3 , with those of D g ′ 3 for the almost round metrics g ′ 3 .
As we can always arrange without loss that α obeys estimates at least as strong as those for b, we shall assume for simplicity of exposition in the remainder of this section that c 1 (W + ) = 0 and that A d is flat -just as we did at the end of §3 -and so we may take α = 0 in the decomposition (5.8).
Lastly, we recall that the Dirac equation, D
. Differentiating again, we have
The decomposition (5.8) implies that the Dirac equation takes the form ∂ψ ∂t
Similarly, the second-order Dirac equation may be written as 
Exponential decay estimates for curvatures and connections over cylinders.
Our hypothesis (1.3) on the curvature F A and the corresponding decay estimate for |F A | on Ω(x 0 , r 0 , r 1 ) given by (1.10), (1.13), or (1.15), implies that r 1 ) ) or, on the cylinder,
(t, θ) and the metric g ′ c on [t 0 , t 1 ] × S 3 is equivalent (with universal constants) to the standard metric g c .
It remains to parlay the pointwise decay estimate (5.11) for F A (t, θ) into a pointwise decay estimate for the connection A(t, θ) with respect to temporal gauge. Thus, we take A = Γ + b on (t 0 , t 1 ) × S 3 with Γ a product connection on (t 0 , t 1 ) × S 3 × C r and b = b θ + b t dt, where b θ ∈ Ω 1 ((t 0 , t 1 ) × S 3 , u(r)) obeys b θ (∂/∂t) = 0 and b t ∈ Ω 0 ((t 0 , t 1 ) × S 3 , u(r)), with b t = 0 here.
Lemma 5.3. Continue the notation of this subsection. Then there is a temporal gauge for the connection
Proof. Denoting F = F A , we have (see [39, p. 14] or [15, p. 146] ),
and thus, as b θ = b and b t = 0, we see that ∂b ∂t = F tθ , and so, integrating with respect to time t,
Hence, for (t, θ) ∈ (t 0 , t 1 ) × S 3 , the preceding identity and the curvature estimate (5.11) give
Now choose t ′ = t 0 + (t 1 − t 0 )/2 = (t 1 + t 0 )/2 and observe that
Therefore, with t ′ = (t 1 + t 0 )/2, we have
Hence, we need only estimate b(t ′ , θ) at the fixed time t ′ using the elementary [15, Lemma 2.2] or [15, Proposition 9.33]: There are universal positive constants c, η such that if
and c is a constant independent of A(t). Writing the gauge transformation as σ = σ(t ′ , θ) andb = σbσ −1 − (dσ)σ −1 and applying σ to our equation (5.13) for b(t, θ) gives
Of course this makes no difference to our previous estimate of the second right-hand term, as σ is constant with respect to time while, using our estimate (5.11) for |F A | gc , the first right-hand term is bounded by, for t 0 < t < t 1 ,
Combining the preceding inequality with (5.14) gives the estimate (5.12) forb. . In the case of the Dirac operator on S 3 , eigenvalue calculations of this kind go back to Hitchin [19] . The following eigenvalue estimate of Friedrich (see [16] for the elementary proof) will suffice for our purposes: The standard three-sphere, S 3 , of radius one has constant sectional curvature equal to 1 and thus constant scalar curvature κ = 6, giving 9/4 for a lower bound on the square of the first eigenvalue of the Dirac operator on S 3 . As remarked in [16, p. 118] , this lower bound is sharp.
For a generalization and extension of Hitchin's and Friedrich's results, one has the following calculation of C. Bär: 
In particular, over S 3 = {x ∈ R 4 : |x| = 1}, Theorem 5.5 again implies that the least eigenvalues of the Dirac operator D g 3 , in absolute value, are ±3/2. The spectrum of the Dirac operator D g 3 is also calculated by T. Kori in [21] .
Our next task is to use the metric error bounds of §5.1 to estimate the difference between the least eigenvalue, 9/4, of D * g 3 D g 3 and the least eigenvalue,
where g ′ 3 is the almost-round metric on S 3 . Lemma 5.6. Continue the above notation. Then µ 2 t = 9/4 + O(e −2t ).
Proof. We write
, where our metric estimates (5.1) imply that
. Use * ′ (respectively, * ) to denote L 2 adjoints when computed with respect the metric g ′ 3 (respectively, g 3 ), and observe that the Bochner formula (3.4) yields
.
Next observe that dV
where η is a positive smooth function on S 3 such that |1 − η| ≤ ce −2t ≪ 1 for t ∈ (t 0 , t 1 ) by the metric error estimate (5.1). Then
Similarly, we may write κ g ′ 3 = κ g 3 + ζ, where ζ is a smooth function on S 3 such that |ζ| ≤ ce −2t ≪ 1 by estimate (5.1). Then
Finally, combining these estimates, we see that
, this completes the proof.
Lastly, we shall need the following estimate for the time-derivative of the Dirac operator.
Lemma 5.7. For any ϑ ∈ Ω 1 (S 3 ) and ψ ∈ Ω 0 (S 3 , W 3 ), we have
Proof. We need to make explicit the dependence on the metric g ′ 3 of the Clifford map γ : T * S 3 → End C (W 3 ) and the Dirac operator D g ′
3
. For this purpose, we may assume without loss that the Dirac operator D A,g arises from a particular construction of D g ′ 3 which we shall now describe.
Let γ 0 : T * S 3 → End C (W 3 ) be a Clifford multiplication compatible with the round metric g 3 , so that γ 0 (ϑ) † = −γ 0 (ϑ) and γ 0 (ϑ) † γ 0 (ϑ) = g 3 (ϑ, ϑ) for all ϑ ∈ Ω 1 (S 3 ) [32] . We now construct a Clifford multiplication γ which is compatible with the nearby metric g ′ 3 . Suppose {v i } is a local, oriented frame for T S 3 with dual frame {v i } for T * S 3 defined
be the corresponding components of the metric g ′ 3 , sog ijg jk = δ k i . LetG denote the real symmetric matrix (g ij ) and writẽ G =H tH , withH := (h ij ) andH −1 := (h ij ). Let G = (g ij ) = H t H and H = (h ij ) be the corresponding matrices for the round metric g 3 . Because (H −1 ) tGH −1 = I, we see that
Then, we see that e i :=H t v i =h ij v j gives the oriented, g ′ 3 -orthonormal frame for T * S 3 dual to {e i } as
, which we view as an element of End(T * S 3 ) via P ϑ = p
Hence, if we take γ := γ 0 • P , we see that
on Ω 0 (S 3 , W 3 ) for the metric g ′ 3 can then be defined by
We can now compute the derivative estimates. The metric error estimates (5.1) and the fact thaṫ
then give the desired estimate forγ. For the Dirac operator, observe thaṫ
Hence, the preceding identity, the formula (5.7) for the matrix connection one-form ω
, and the metric estimates (5.1) yield the bound g 3 ) . Consequently, the preceding estimate, the elliptic estimate for D g ′
, and the eigenvalue estimate given by Lemma 5.6,
imply that
This completes the proof. .) By analogy with [5] , [18] , [23] , [31] , [36], we claim that if f ∈ C ∞ (t 0 , t 1 ) is defined by
then f (t) obeys the following ordinary differential inequality.
and, in particular,
is only close to g 3 in the sense of the estimate (5.1) then require that t 0 be large enough that e −2t 0 ≤ ε.
Proof. We have
, and hence
Thus, the identity (5.17) gives
Therefore, using the estimates in Lemma 5.7 forḊ g ′ 3 andγ, the facts that
has least eigenvalue 9/4 + O(e −2t ) by Lemma 5.6, and using inequality (5.1) to bound the difference between dV g ′ 3 and dV g 3 , we obtain
(5.20)
Substituting this into inequality (5.18) yields
Thus, our estimates (5.12) and (5.11) for b and ∂ t b = F A (∂ t , ·) on {t} × S 3 allow us to estimate the terms ε 1 (t), ε 2 (t), and complete the proof of Lemma 5.8.
We may use inequality (5.6) to estimate the values of f (t) = ψ L 2 ({t}×S 3 ) at the boundary of [t 0 − 1 2 , t 1 + 1 2 ]; this gives the first two inequalities in the boundary-value problem (5.21) below. Fix an arbitrary δ ∈ (0, 1/2). If we choose ε = ε(δ) small enough then inequality (5.16) yields the differential inequality in (5.21) below:
The remainder of the proof of Theorem 5.1 now more or less follows the pattern in [31, pp. 98-99] . In place of Lemma 4.1, we shall make use of the following well-known comparison principle for second-order, ordinary differential inequalities: where g is a bounded function on [a, b] .
Proof. Let w = u − v, so Lw ≤ 0 on (a, b) and w ≤ 0 on {a, b}. Then sup x∈(a,b) w = sup x∈{a,b} w by the strong maximum principle [30, Theorem 1] , so w ≤ 0 on (a, b).
Then the definition of g 1 and the fact that 0 < δ < 1/2 imply Proof of Theorem 1.2. This now follows from Theorem 6.3 in exactly the same way as Theorem 1.1 followed from Theorem 5.1.
Remark 6.4. Recall from §5.1 that r 1 = e −t 0 and, as Lemma 6.1 requires us to initially only consider t 0 large, this is equivalent to requiring r 1 to be small. In the case of harmonic spinors, we eventually removed this restriction on r 1 via a rescaling argument in the shape of Lemma 4.6. However, the non-zero eigenvalues µ of D g A depend on the metric, so we need to keep track of how the final constant c 3 (c 0 , c 1 , c 2 , δ, µ, k) depends on the rescaling of µ. Hence, we first prove Theorem 1.2 for radii 0 < 4r 0 <r 1 withr 1 chosen sufficiently small, a metricg = λ −2 g (for some positive constant λ, to be specified shortly), and an eigenvalueμ. Given an arbitrary radius r 1 , we choose λ =r 1 /r 1 and a radius r 0 by setting r 0 = λr 0 . Since Dg A = λD 7. Bubbling and elliptic estimates for the Dirac operator Theorem 1.1 provides estimates for harmonic spinors which are useful over annuli in a four-manifold (X, g) where we have suitable bounds on the curvatures of A and the LeviCivita connection ∇ g . An important application of these estimates is to the problem of gluing PU(2) monopoles [11] , [12] , where the connection A may bubble [38] . In this section we shall derive a few estimates for spinors, where A is allowed to bubble, as an illustration of how the pointwise bounds in the present article can be applied.
We write V = V + ⊕ V − and V ± = W ± ⊗ E, where (ρ, W + , W − ) is a spin c structure on X with fixed unitary connection A d on det W + , spin connection on W induced by A d and the Levi-Civita connection on T * X, and, for a Hermitian bundle E, let A e be a smooth unitary connection on det E and let A o be an orthogonal connection on g E = su(E). Let A be the induced unitary connection on the Hermitian bundle E. Thus far we have considered estimates for spinors in Ker D ± A , so taking note of the
A , we consider estimates for elements of Ran D ∓ A . We allow the constant c in our estimates below to depend on the curvature of the Riemannian metric g and the connections A d and A e . Typically, in applications to gluing PU(2) monopoles [11] , one can assume that
When gluing anti-self-dual connections, with no obstructions, one can take U 2 = X [35] . Recall that [7, §4] , [35] 
See [7, §4] , [35] for further discussion and definitions of the L ♯ families of Sobolev norms. We recall the following important estimate from [7] : 
We now take V = W ⊗ E and replace the covariant Laplacian ∇ * 
Proof. From the Bochner formula (3.4) and the Sobolev multiplication [7, Lemma 4.3] we have
Combining the preceding estimate with that of Lemma 7.1, together with the embedding and interpolation inequalities φ L ♯ ≤ c φ L 4 ≤ c φ 
Now Lemma 7.2 and Corollary 7.3 provide useful C 0 ∩L 2 2 (X) elliptic estimates for positive spinors φ + ∈ Γ(X, V + ) and useful L 2 1 (X) elliptic estimates for D + A φ + ∈ Γ(X, V − ) even when A o bubbles, because we still have uniform C 0 bounds for F + A o away from the bubble points (on the set U ∞ ) and small L ♯,2 bounds around the bubble points (on the set U 2 ). However, this is never the case for F − A o in such applications -because F − A o is neither C 0 -bounded nor L ♯,2 -small around the bubble points -so neither Lemma 7.2 nor Corollary 7.3 provide useful C 0 ∩L 2 2 (X) elliptic estimates for φ − ∈ Γ(X, V − ) or useful L 2 1 (X) elliptic estimates for D − A φ − ∈ Γ(X, V + ). Unfortunately, estimates for such negative spinors would be very useful for gluing and ungluing PU(2) monopoles [11] , [12] . To see how Theorem 1.1 can be applied in such situations for negative spinors, we separately consider the cases φ 0 ∈ Ker D 
Since D 2 A φ 0 = 0, the Bochner formula (3.4) implies that Combining the preceding observations, we see that
Lemma 7.1 then yields the desired C 0 ∩ L 2 2,A estimate for βφ 0 .
In contrast, a simple integration-by-parts argument yields the corresponding bound for φ ∈ Γ(X, V + ):
Lemma 7.5. Continue the hypotheses of Lemma 7.2. Then, for any φ ∈ L 2 k (X, V + ), we have
Proof. From the Bochner-Weitzenböck formula for D 2 A in equation (3.4) and integration by parts we have
Adding φ 2 L 2 to both sides of the preceding inequality, using the Sobolev embedding L 2 1 ⊂ L 4 , and rearrangement then gives the required bound.
