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Abstract--In this paper, the placement and sizing of 
Distributed Generators (DG) in distribution networks are 
determined using optimization. The objective is to minimize the 
loss and to improve the reliability at lowest cost. The constraints 
are the bus voltage, feeder current and the reactive power 
flowing back to the source side. The placement and size of DGs 
are optimized using a combination of Discrete Particle Swarm 
Optimization (DPSO) and Genetic Algorithm (GA). This 
increases the diversity of the optimizing variables in DPSO not to 
be trapped in a local minimum. 
To evaluate the proposed algorithm, the semi-urban 37-bus 
distribution system connected at bus 2 of the Roy Billinton Test 
System (RBTS), which is located at the secondary side of a 33/11 
kV distribution substation, is used. The results illustrate the 
efficiency of the proposed method. 
 
Index Terms--Distributed Generation, Distribution System, 
Optimization, Reliability 
I.    INTRODUCTION 
ncreasing the demand for electrical energy, tight restriction 
on expanding distribution lines to supply remote areas and 
system reliability are three main issues which have increased 
the desirability of DGs in recent years. Although, use of DGs 
can lead the distribution network to lower loss, higher 
reliability, etc, it can also apply a high capital cost to the 
system. This demonstrates the importance of finding the 
optimal size and placement of DGs. 
Although minimizing the power loss and improving the 
reliability simultaneously will yield a better solution than 
optimizing individually, only a few papers have investigated 
the combination of these elements [1-4]. Almost all papers 
related to DGs have studied loss minimization [5-12] and a 
few papers have examined DGs for improving the reliability 
[13]. 
From the reliability point of view, consideration of load 
shedding leads the optimization to more realistic condition. As 
an illustration, in [3] it is assumed that if the total DGs rating 
in an island are less than the total loads located in that island, 
it is assumed that no loads can be served and all those loads 
are shed till the feeder under fault is repaired. In practise 
however it is possible to shed some of the loads using a 
                                                            
This work was supported by the Australian Research Council (ARC) and 
Ergon Energy through the ARC Linkage Grant LP 0560917. 
Iman Ziari, G. Ledwich, A. Ghosh and M. Wishart are with the School of 
Engineering Systems, Queensland University of Technology, Brisbane, 
Australia (e-mail: i.ziari@qut.edu.au). David Cornforth is with CSIRO Energy 
Centre, Newcastle, Australia. 
priority scheme while the remaining load  can be served by the 
available DGs in the island.  
The employed optimization method is another issue in the 
allocation and sizing problems. The allocation-based problems 
are naturally discrete which can create a number of local 
minima for the objective function. Because of this 
characteristic, using an analytical-based optimization method 
increases the probability of being stuck in a local minimum 
thus only a small number of papers have utilized these 
methods [5,8] and almost all papers have used the heuristic-
based algorithms [6,7,9,11,12,14,15]. An improved version of 
DPSO is employed in this study. The mutation and cross-over 
as two operators in GA are used to increase the diversity of the 
optimizing variables. 
The power loss is proportional with the square of rms 
current. As a result of this, the average loss is not equal to the 
loss associated with the average load level. Optimizing the 
system at every load level is computationally unattractive. To 
avoid this problem, the loads should be modelled using an 
approximation of the load duration curve in multiple steps. 
Although, this issue may influence the results accuracy, only a 
few papers have included multi-levels of loading [5,14,15]. 
In this paper, the placement and size of DGs are optimally 
determined. The objective function is composed of power loss 
and reliability along with the DGs cost. The bus voltage, 
feeder current and the reactive power flowing back to the 
source side are considered as constraints. A DPSO, which is 
improved by applying the mutation and crossover to its 
optimizing variables, is employed as an optimization method. 
By consideration of load shedding in the reliability index 
computation and multi-level load in the power loss and 
reliability calculation, the condition is closer to reality than 
previous studies. 
This paper is organized as follows. In Section I, the 
problem formulation is presented. The methodology as well as 
the employed optimization method and its application to the 
problem are explained in Sections III and IV. The results and 
conclusions are expressed in Sections V and VI. 
II.    PROBLEM FORMULATION 
The objective of this study is to minimize the sum of 
distribution line loss, the peak power (which applies an 
additional investment for using high rating equipment) and the 
reliability along with the costs for installation, operation and 
maintenance of DGs. Limits on the bus voltage, feeder current 
and the reactive power flowing back to the source side are set  
as constraints so that they maintained within a standard range. 
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The constraints are added to the objective function using 
penalty factors so that if they are satisfied, this constraint term 
will be zero; otherwise, a large number is added to the 
objective function which will then ensure rejection of that 
solution. Given these points, the objective function is defined 
as follows: 
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where OF is the objective function which is the NPV (net 
present value) related to the total cost, CINSTAL is the total 
installation cost for DGs, CO&M is the total operation and 
maintenance cost for DGs, CINTERRUPTION is interruption cost, 
CLOSS is the loss cost, r is the discount rate, and T is the 
number of years in the study timeframe.  
The DG cost is formulated as:  
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where NDG is the number of DGs, Pj is the rating of DG j, LL 
is the number of load levels, Tt is the duration of the 
corresponding load level, 
j1C is the installation cost per kW 
for DG j, and 
j2C is the operation and maintenance cost per 
kW for DG j. As observed in equation (3), the installation cost 
of a DG is assumed proportional with its rating and the 
operation and maintenance cost is assumed proportional with 
the DG energy (kWh). 
The interruption cost can be calculated by multiplying the 
number of customers, the average interruption duration per 
customer and the cost per unit time of an interruption. This 
second element can be identified with SAIDI which is the 
average interruption duration per year per customer. The 
interruption cost is so obtained using equations (5) and (6). 
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where NC is the number of customers, CI is the cost of 
interruption per hour for a customer and WSAIDI is the SAIDI 
weight factor. 
The loss cost is expressed in equation (7). Equations (8) 
and (9) illustrate the total transmission line loss.  
CLOSS = kL. TLoss+CPL    (7) 
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where kL is the cost per kWh of losses, TLoss is the total 
annual loss in kWHr, LL is the number of load levels, Tt is the 
duration of load level t, TLosst is the total loss value for load 
level t, NL is the number of transmission lines, Losst,l is the 
loss in line l for load level t, 
lLine
R is the line resistance in line 
l, 
l,tLine
I is the current of line l for load level t, and CPL is the 
peak power loss cost. 
The peak power loss occurs when the load level is peak. 
Reduction of the line loss by the DGs in the peak load can 
prevent additional investment for using high rating equipment. 
This additional investment is called the peak power loss cost 
and is assumed as proportional with the peak power loss and 
defined as equation (11). 
CPL = kPL . TLossLL    (11) 
where kPL is the saving per MW reduction in peak power loss. 
The constraints are formulated as shown in equation (12) to 
(14). The bus voltage should be maintained within the 
standard level. 
0.95 pu ≤ Vbus≤ 1.05     (12) 
where Vbus is the actual bus voltage. The feeder current should 
be less than the feeder rating current. 
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ff ii
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where 
if
I and ratedfiI are the current and the rating current of 
feeder i, respectively. The reactive power is assumed not to 
flow back to the source side. 
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where 
if
Q is the reactive power flowing back to the source 
from feeder i being connected to the source or infinite bus 
such as a distribution substation.  
No limitation is applied to the DG size at a bus; since, the 
feeder current rating and the reactive power flowing back to 
the source side can imply a limit to DG size. 
III.    METHODOLOGY 
In this paper, a direct algorithm is presented to optimally 
find the placement and sizing of DGs considering all load 
levels. In this algorithm, the DGs are optimized using the 
proposed algorithm for the average load level at first. Starting 
from average load level helps the DG sizes and locations to be 
constructed from an acceptable solution, thus creating a good 
initialization point for the optimization. One aspect of the 
multilevel approach is that any DGs found from the higher 
load levels can be used for lower load levels without any extra 
capital cost. After the average load, the optimization algorithm 
is applied to the next load level. For this load level, the 
objective function should change using equations (15) and 
(16). 
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where ljP is the rating of the DG located at bus j in load level l. 
Using this change, the buses found as optimal in the previous 
load levels enjoy more chance to be selected again in the 
current load level computations which can decrease the total 
cost and keep the solution in a realistic range. This procedure 
continues till the DGs are found optimally for the last load 
level (peak load). In order to use the obtained DGs in higher 
load levels for the lower load levels, the program continues 
from the first load level and finds the optimal size and 
placements for DGs for this load level. This procedure 
continues until all load levels are considered.  
IV.    IMPLEMENTATION OF PSO 
Due to the discrete nature of allocation and sizing problem, 
it undergoes a number of local minima. To deal appropriately 
with this issue, using a reliable optimization method is 
required. The optimization methods are mainly divided into 
analytical and heuristic methods. The analytical methods show 
higher accuracy compared with the heuristic methods in the 
smooth functions. However, the objective function in the 
discrete problems is non-smooth which reduce the accuracy of 
the analytical method and lead them occasionally to be stuck 
in the local minima. For optimizing this type of functions, the 
heuristic algorithms play an acceptable role. They are based on 
the random values and if only one of these random values is 
located close to the global minimum, they can find acceptable 
solution. Among these methods, Particle Swarm Optimization 
(PSO) is attracting more attention in power systems research 
recently [16,17].  
A. Overview of PSO 
PSO is a population-based and self adaptive technique 
introduced originally by Kennedy and Eberhart in 1995 [18]. 
This stochastic-based algorithm handles a population of 
individuals in parallel to probe capable areas of a multi-
dimensional space where the optimal solution is searched. The 
individuals are called particles and the population is called a 
swarm. Each particle in the swarm moves towards the optimal 
point with an adaptive velocity. Mathematically, the position 
of particle i in a n-dimensional vector is represented as Xi= 
(xi,1, xi,2, …, xi,n). The velocity of this particle is also a n-
dimensional vector as Vi= (vi,1, vi,2, …, vi,n). The best solution 
related to each particle during its movements is called personal 
best and is represented as Pbesti=(pbesti,1, pbesti,2, …, pbesti,n) 
and the best solution obtained by any particle in the 
neighbourhood of  that particle is denoted as Gbest=(gbesti,1, 
gbesti,2, …, gbesti,n). During this iterative procedure, the 
velocity and position of particles are updated as shown in [19-
21]. The discrete version of PSO called DPSO is an 
optimization method which can also be applied to the discrete 
problems where integer variables should be considered for 
particles. In this situation, the optimal solution can be 
achieved by rounding off the real particle value to the nearest 
integer value as done in this paper. In [21], it is mentioned that 
the performance of DPSO is not influenced in this rounding 
compared with the other methods. 
B. Applying Hybrid PSO to Problem 
Selection of the optimizing variables is the first step in 
using an optimization method. The location of DG is 
considered as a binary variable, 1 for the element present and 
0 for no DG present. The DG size is a discrete variable due to 
discrete nature of realistic DG size, e.g. 300 kW. To deal with 
both of these variable types, two solutions can be done. In the 
first solution, the number of binary variables is the number of 
candidate buses and the same is for the number of discrete 
variables. In this solution, total number of variables will be 
twice of the number of candidate buses. In the second solution 
which is used in this paper, total number of variables is equal 
to the number of candidate buses. Each variable is referred to 
the placement of a DG, bus number, and the value of this 
variable is related to the size of DGs at the corresponding 
candidate bus. A specific threshold is also supposed equal to 
the minimum DG size. If the variable value is more than the 
threshold value, it indicates that a DG is located at that 
candidate bus; otherwise, no DG is placed at the relative bus. 
Due to the lower number of optimizing variables compared 
with the first solution, the second approach enjoys higher 
accuracy and lower time consumption. 
The Discrete Particle Swarm Optimization (DPSO) is used 
in this paper which is modified by employing GA mutation 
and crossover operators suggested in [21] to escape from local 
minima. These GA operators increase the diversity of the 
variables values. Figure 1 shows the flowchart of the proposed 
method. The description and comments of the steps are 
presented as follows. 
 
Step 1: (Input System Data and Initialization) 
In this step, the distribution network configuration, data and 
the available DGs are input. The maximum allowed voltage 
drop, the characteristics of feeders, impedance and rating 
current, are also specified. The DPSO parameters, number of 
population members and iterations as well as the PSO weight 
factors, are also identified. The random-based initial 
population of particles Xj (size of DGs) and the particles 
velocity Vj in the search space are also initialized.  
 
Step 2: (Calculate the Objective Function) 
Given the DGs size determined in the previous step, the 
admittance matrix is reconstructed. Using the new admittance 
matrix, a load flow is run and the buses voltage as well as the 
feeders current is calculated. After that, the transmission line 
loss of all feeders is calculated using the impedance of feeders 
and equations (8) to (10).  
The objective function is now constituted by equation (1). 
The constraints are also computed using equation (12) to (14) 
in this step and included in the objective function with penalty 
factors. It means that if a constraint is not satisfied, a large 
number as a penalty factor is added to the objective function to 
exclude the relevant solution from the search space. 
 
Step 3: (Calculate pbest)  
The component of the objective function value associated 
with the position of each the particles is compared with the 
corresponding value in previous iteration and the position with 
lower objective function is recorded as pbest for the current 
iteration. 
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where k is the number of iterations, and OFj is the objective 
function component evaluated for particle j. 
 
 
 
Fig. 1. Algorithm of proposed PSO-based approach 
Step 4: (Calculate gbest) 
In this step, the lowest objective function among the pbests 
associated with all particles in the current iteration is 
compared with it in the previous iteration and the lower one is 
labelled as gbest. 
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Step 5: (Update position) 
The position of particles for the next iteration can be 
calculated using the current pbest and gbest as follows: 
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where kjV is the Velocity of particle j at iteration k, ω is the 
inertia weight factor, c1 and c2 are the acceleration 
coefficients, kjX  is the position of particle j at iteration k, 
k
jpbest is the best position of particle j at iteration k, and
kgbest is the best position among all particles at iteration k. 
As mentioned before, using the available data, ω  as inertia 
weight, and c1 and c2 as acceleration coefficients, the velocity 
of particles is updated. It should be noticed that the 
acceleration coefficients, c1 and c2, are different random 
values in the interval [0,1] and the inertia weight ω  is defined 
as follows: 
Iter
Itermax
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where maxω is the initial inertia weight factor, minω  is the 
final inertia weight factor, Iter is the current iteration number, 
and Itermax is the maximum iteration number. 
As observed in equation (19), ω is to adjust the effect of the 
velocity in the previous iteration on the new velocity for each 
particle. Regarding the obtained velocity of each particle by 
equation (19), the position of particles can be updated for the 
next iteration using equation (21). 
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After this step, half of the population continues DPSO 
procedure and other half goes through the genetic algorithm 
operators. The first half continues their route at Step 7; while, 
the second half go through step 6. 
 
Step 6: (Apply GA Operators) 
In this step, the crossover and mutation operators are 
applied to the half of the population. This is done to increase 
the diversity of the optimizing variables to improve the local 
minimum problem. Figures 2 and 3 show the operation of 
crossover and mutation operators. 
 
Fig. 2. A sample crossover operation 
 
 
 
Fig. 3. A sample mutation operation 
 
Step 7: (Check convergence criterion) 
If Iter = Itermax or if the output does not change for a 
specific number of iterations, the program is terminated and 
the results are printed, else the programs goes to step 2. 
V.    RESULTS 
To validate the proposed method, the 11 kV semi-urban 
distribution system connected to bus 2 of the Roy Billinton 
Test System (RBTS), as shown in Figure 4, is studied. This 
37-bus test system has 22 loads located in the secondary side 
of a (33/11 kV) distribution substation. The characteristics of 
the test system are given in Table I.  
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Fig. 4. Distribution System for RBTS Bus 2 
 
TABLE I 
CHARACTERISTICS OF THE TEST SYSTEM 
 
No. of 
Loads 
Customer 
Type 
Load 
Points 
Average Load 
Level 
9 Residential 1-3,10-12,17-19 0.50 MW 
5 Commercial 6-7,15-16,22 0.45 MW 
6 Government 4-5,13-14,20-21 0.57 MW 
2 Industrial 8-9 1.10 MW 
 
 
As shown in Figure 4, 22 loads located in the first test 
system are composed of 9 residential loads and 6 government 
loads located at feeders F1, F3 and F4, 5 commercial loads 
located at feeders F1 and F4, and 2 industrial loads located at 
feeder F2. The total average load in this network is 12.37 MW 
and the total peak load is 19.8 MW.  
 
 
Fig. 5. Load duration curve used in the testing distribution system 
 
 
Fig. 6. Approximation of load duration curve 
 
The load duration curve of this test system is shown in 
Figure 5. To deal appropriately with this curve, the most 
complex way is to study the network and solve the problem 
for every point. This way leads the program to very slow 
computation time. The easiest and fastest way is to 
approximate this curve with 2-3 levels which might be 
inaccurate. In this paper, to implement a compromise between 
accuracy and computation time, this curve is approximated 
with 5 load levels as shown in Figure 6; however, using 
sensitivity analysis to find the optimal load level number can 
be included in the future. 
As shown in Figure 6, the load is peak for 2% of a year and 
lowest for 3% of a year. The average load is drawn from the 
network for 40% of a year. For 30% and 25% of a year, the 
load level is 120% and 80% of the average load, respectively.  
In this case study, it is assumed that the cost per kWh is 
different for different load levels, 3 ¢ for 50% and 80% of the 
average load, 6 ¢ for 100%, 8 ¢ for 120%, and 10 ¢ for peak 
load level. This is because of the energy source employed and 
the fuel consumed in each load level. In 50% and 80%, the 
coal-based sources are used. For 100%, the gas-based source 
is also assumed added. For 120% and 160%, the wind and 
solar energies should be also employed respectively to supply 
the loads. The other parameters are shown in Table II based on 
the reference [10]. The DGs are assumed in discrete size, a 
multiple of 300 kW. 
As shown in Table II, the SAIDI weight factor is 5×106. As 
mentioned before, to calculate this index, the number of 
customers should be multiplied by the cost per unit time of an 
interruption which is provided by the local electrical company 
[22]. For example, if the number of customers is 12000 in the 
test system and the cost per 1 minute interruption is assumed 
7$, the SAIDI weight factor is calculated 5.04×106 
(12000×60×7) in which 60 is to convert hour to minute. As 
seen in Table II, the SAIDI weight factor in this paper is 
presumed 5×105. It is clear that by decreasing/increasing this 
factor, the importance of reliability in the objective function, 
so the optimal number/size of DGs will decrease/increase. 
Therefore, this factor can also be multiplied by a coefficient to 
adjust the importance of reliability. 
As mentioned in the Methodology section, the placement 
and size of DGs are optimized starting from the average load 
level to the last load level and it again starts from lower load 
level to the load level before the average load. This is done to 
use the DGs installed in higher load levels for lower load 
levels without paying any extra capital cost. Table III show the 
results obtained for all load levels. 
 
TABLE II 
PARAMETERS VALUE USED IN THE TEST 
 
Parameters Value 
kPL 168000 $/MW 
CINSTAL 400000 $/MVA 
CO&M 45 $/MWh 
r 9.15 % 
T 30 Years 
WSAIDI 5×106 
 
As observed in Table III, 15 DGs should be installed at 
buses 3, 4, 6, 7, 9, 10, 20, 21, 23, 29, 31, 32, 34, 35, and 36 
with ratings 0.6, 0.6, 0.9, 0.9, 1.2, 1.2, 1.2, 1.2, 1.8, 0.6, 0.6, 
0.9, 0.3, 1.5, and 1.2 MW, respectively. When the load level is 
50%, 11 DGs with total rating of 5.1 MW located at buses 4, 
6, 10, 20, 21, 23, 29, 31, 32, 34, 35, and 36 is the optimal 
condition. 13 DGs with total rating of 8.4 MW, 11 DGs with 
total rating of 10.2 MW, 13 DGs with total rating of 12.3 MW, 
and 14 DGs with total rating of 13.5 MW for 80%, 100%, 
120% and 160% of the average load respectively should also 
be installed to meet the minimize the loss, to maximize the 
reliability and to meet the constraints. The highest level of DG 
is related to the peak load and the lowest level is related to the 
50% loading. Table IV illustrates a comparison between the 
outputs before and after the installation of DGs for all load 
levels. 
As observed in Table IV, after installation of DGs, the loss 
and interruption cost decrease. The total cost decreases from 
M$1322.41 to M$850.88. This difference, M$471.53, is much 
more than the total cost of DGs, M$64.63. Considering this 
table, the loss and interruption costs at 160% of the average 
load are less than at 100% and 120% loading. This occurs 
since the duration of peak load level is much less than 100% 
and 120% levels (see Figure 6).  
 
 
TABLE III 
DGS LOCATION AND RATING (MW) FOR AVERAGE ALL LOAD LEVELS 
 
  BUS NUMBER 
  3 4 6 7 9 10 20 21 23 29 31 32 34 35 36 
L
O
A
D
 
L
E
V
E
L
 
50 % 0 0.3 0.6 0 0 0.9 0.3 0.3 0.9 0.3 0 0.3 0.3 0.6 0.3 
80 % 0 0.6 0.6 0.6 0 1.2 0.6 0.9 0.9 0.6 0.6 0.6 0.3 0.6 0.3 
100 % 0.6 0 0.9 0.9 0 1.2 0.6 1.2 1.5 0.6 0.6 0.6 0 1.5 0 
120 % 0.6 0.6 0.9 0 1.2 1.2 1.2 1.2 1.5 0 0.6 0.9 0.3 0.9 1.2 
160 % 0 0.6 0.9 0.6 1.2 0.9 1.2 1.2 1.8 0.6 0.6 0.9 0.3 1.5 1.2 
OPTIMIZED 
DGS 0.6 0.6 0.9 0.9 1.2 1.2 1.2 1.2 1.8 0.6 0.6 0.9 0.3 1.5 1.2 
 
 
TABLE IV 
COMPARISON OF OUTPUTS BEFORE AND AFTER INSTALLATION OF DGS ($) 
 
 
With DGs Based on Average Load Without DGs 
LOSS 
COST 
INTERRUPTION 
COST 
LOSS 
COST 
INTERRUPTION 
COST 
LOSS 
COST 
INTERRUPTION 
COST 
L
O
A
D
 
L
E
V
E
L
 
50% 2.722×103 1.751×107 7.748×103 1.682×107 5.316×103 2.640×107 
80% 9.049×104 2.573×108 1.158×105 2.523×108 2.001×105 3.961×108 
100% 3.631×105 3.367×108 3.631×105 3.367×108 8.216×105 5.281×108 
120% 3.737×105 2.089×108 4.144×105 2.445×108 9.715×105 3.300×108 
160% 1.466×105 2.956×107 1.907×105 3.794×107 4.102×105 3.961×107 
TOTAL 9.766×105 8.499×108 10.92×105 8.883×108 2.41×106 1.32×109 
If the placement and size of DGs are found based on the 
average load level not all levels, the results will be as 
illustrated in Table IV. As mentioned before, the results for the 
average load level is locating DGs with the rating 0.6, 0.9, 0.9, 
1.2, 0.6, 1.2, 1.5, 0.6, 0.6, 0.6, and 1.5 at buses 3, 6, 7, 10, 20, 
21, 23, 29, 31, 32, and 35 respectively. As depicted in this 
Table, the total cost is reduced from M$1322.41 to M$889.39. 
This difference, M$433.02, is still much more than the total 
cost of DGs, M$44.84.  
By comparing the proposed method results with the results 
based on the average load, it is demonstrated that a cost 
benefit equal to (M$471.53-M$64.63=M$406.9) is obtained 
by the proposed method which is more than (M$433.02-
M$44.84=M$388.18) obtained by the average load based 
optimization. 
VI.    CONCLUSIONS 
This paper presents a problem formulation and solution for the 
placement and sizing of DGs optimally, with consideration of 
time varying loads. The objective function is composed of the 
power loss, reliability cost as well as the cost of DGs. The bus 
voltage, feeders current and the reactive power flowing back 
to the source side are considered as the constraints. The bus 
voltage should be maintained within the range of 1.05 and 
0.95 pu. The feeder current should be less than the current 
rating of each feeder and the reactive power flowing back to 
the source side should be zero.  
The 11 kV semi-urban distribution system connected to bus 
2 of the Roy Billinton Test System (RBTS) is studied to 
evaluate the proposed methodology. The results are finally 
compared with the no DG condition and the benefits of 
installing DGs are illustrated. The high levels of 
considerations of practical issues increase the applicability in 
realistic distribution system planning. 
VII.    REFERENCES 
[1] H. Shim, Jung-Hoon Park, In-Su Bae, Jin-O Kim, “Optimal Capacity 
and Allocation of Distributed Generation by Minimum Operation Cost 
in Distribution Systems”, KIEE International Transactions on Power 
Engineering, Vol. 5-A, No. 1, PP. 9-15, 2005. 
[2] D. H. Popovic, J. A. Greatbanks, M. Begovic, A. Pregelj, “Placement of 
Distributed Generators and Reclosers for Distribution Network Security 
and Reliability”, International Journal of Electrical Power and Energy 
Systems, Vol. 27, Issues 5-6, June-July 2005, PP. 398-408. 
[3] C. L. T. Borges, D. M. Falcao, “Optimal Distributed Generation 
Allocation for Reliability, Losses and Voltage Improvement”, 
International Journal of Electrical Power and Energy Systems, Vol. 28, 
Issue 6, July 2006, PP. 413-420. 
[4] Jen-Hao Teng, Yi-Hwa Liu, Chia-Yen Chen, “Value-Based Distributed 
Generator Placements for Service Quality Improvements”, International 
Journal of Electrical Power and Energy Systems, Vol. 29, Issue 3, March 
2007, PP. 268-274 
[5] C. Wang, M. H. Nehrir, “Analytical Approaches for Optimal Placement 
of Distributed Generation Sources in Power Systems”, IEEE 
Transactions on Power Systems, Vol. 19, No. 4, November 2004, PP. 
2068-2076. 
[6] G. Celli, E. Ghiani, S. Mocci, F. Pilo, “A Multiobjective Evolutionary 
Algorithm for the Sizing and Siting of the Distributed Generation”, 
IEEE Transactions on Power Systems, Vol. 20, Issue 2, May 2005, PP. 
750-757. 
[7] G. Carpinelli, G. Celli, S. Mocci, F. Pilo, A. Russo, “Optimisation of 
Embedded Generation Sizing and Siting by Using a Double Trade-Off 
Method”, IEE Proceedings of Generation, Transmission and 
Distribution, Vol. 152, Issue 4, July 2005, PP. 503-513. 
[8] H. Hedayati, S. A. Nabaviniaki, A. Akbarimajd, “A Method for 
Placement of DG Units in Distribution Networks”, IEEE Transactions 
on Power Delivery, Vol. 23, No. 3, July 2008, PP. 1620-1628. 
[9] D. Singh, D. Singh, K. S. Verma, “Multiobjective Optimization for DG 
Planning with Load models”, IEEE Transactions on Power Systems, 
Vol. 24, No. 1, February 2009, PP. 427-436. 
[10] M. R. Haghifam, H. Falaghi, O. P. Malik, “Risk-Based Distributed 
Generation Placement”, IET Generation, Transmission and Distribution, 
Vol. 2, Issue 2, March 2008, PP. 252-260. 
[11] Soo-Hyoung Lee, Jung-Wook Park, “Selection of Optimal Location and 
Size of Multiple Distributed Generators by  Using Kalman Filter 
Algorithm”, IEEE Transactions on Power Systems, Vol. 24, No. 3, 
August 2009, PP. 1393-1400. 
[12] R. A. Jabr, B. C. Pal, “Ordinal Optimization Approach for Locating and 
Sizing of Distributed Generation”, IET Generation, Transmission and 
Distribution, Vol. 3, Issue 8, August 2009, PP. 713-723. 
[13] L. Wang, C. Singh, “Reliability-Constrained Optimum Placement of 
Reclosers and Distributed Generators in Distribution Networks Using an 
Ant Colony System Algorithm”, IEEE Transactions on Systems, Man, 
And Cybernetics-Part C: Applications and Reviews, Vol. 38, No. 6, 
November 2008, PP. 757-764. 
[14] E. Haesen, M. Espiniza, B. Pluymers, I. Goethals, V. V. Thong, J. 
Driesen, R. Belmans, B. De Moore, “Optimal Placement and Sizing of 
Distributed Generator Units Using Genetic Optimization Algorithms”, 
Electrical power Quality and Utilisation Journal, Vol. XI, No. 1, 2005, 
PP. 97-104. 
[15] Kyu-Ho Kim, Kyung-Bin Song, Sung-Kwan Joo, Yu-Jeong Lee, Jin-O 
Kim, “Multiobjective Distributed Generation Placement Using Fuzzy 
Goal Programming with Genetic Algorithm”, European Transactions on 
Electrical power, Vol. 18, March 2008, PP. 217-230. 
[16] M. R. Alrashidi, M. E. El-Hawary, “A Survey of Particle Swarm 
Optimization Applications in Electric Power Systems”, IEEE 
Transactions on Evolutionary Computation, Vol. 13, Issue 4, August 
2009, PP. 913-918. 
[17] Y. Del Valle, G. K. Venayagamoorthy, S. Mohagheghi, “Particle Swarm 
Optimization: Basic Concepts, Variants and Applications in Power 
Systems”, IEEE Transactions on Evolutionary Computation”, Vol. 12, 
No. 2, April 2008, PP. 171-195. 
[18] J. Kennedy, R. Eberhart, “Particle Swarm Optimization”, Proceedings of 
the 1995 IEEE International Conference on Neural Networks, PP. 1942-
1948. 
[19] J. Park, K. Lee, “A Particle Swarm Optimization for Economic Dispatch 
with Non-smooth Cost Functions”, IEEE Transactions on Power 
Systems, Vol. 20, No. 1, February 2005, PP. 34-42. 
[20] A. I. Selvakumar, K. Thanushkodi, “A New Particle Swarm 
Optimization Solution to Nonconvex Economic Dispatch Problems”, 
IEEE Transactions on Power Systems, Vol. 22, No. 1, February 2007, 
PP. 42-51. 
[21] Y. Del Valle, G. K. Venayagamoorthy, S. Mohagheghi, “Particle Swarm 
Optimization: Basic Concepts, Variants and Applications in Power 
Systems”, IEEE Transactions on Evolutionary Computation”, Vol. 12, 
No. 2, April 2008, PP. 171-195. 
[22] Australian Energy Regulator, “Proposed: Electricity distribution network 
service providers: Service target performance incentive scheme” 
February 2009, Available online http://www.aer.gov.au, accessed 
10/09/2009. 
VIII.    BIOGRAPHIES 
Iman Ziari (S’09) received his B.E. in Electrical Engineering from Sahand 
University of Technology, Iran in 2000 and his M.Sc. (Eng.) degree from Iran 
University of Science and Technology (IUST) in 2004. His interests are in 
Distribution Network Planning, Optimization and Power Quality. 
Gerard Ledwich (M’73, SM’92) received the Ph.D. in electrical engineering 
from the University of Newcastle, Australia, in 1976. He has been Chair 
Professor in Power Engineering at Queensland University of Technology, 
Australia since 2000. His interests are in the areas of power systems, power 
electronics, and controls. He is a Fellow of I.E.Aust. 
Arindam Ghosh (S’80, M’83, SM’93, F’06) is the Professor of Power 
Engineering at Queensland University of Technology, Brisbane, Australia. He 
has obtained a Ph.D. in EE from University of Calgary, Canada in 1983. Prior 
to joining the QUT in 2006, he was with the Dept. of Electrical Engineering at 
IIT Kanpur, India, for 21 years. He is a fellow of Indian National Academy of 
Engineering (INAE) and IEEE. His interests are in Control of Power Systems 
and Power Electronic devices. 
David Cornforth (M’08) received the B.Sc. degree in Electrical and 
Electronic Engineering from Nottingham Trent University, UK in 1982, and 
the Ph.D. degree in Computer Science from the University of Nottingham, UK 
in 1994. He has been an educator and researcher at the University of 
Newcastle, NSW, Australia, Charles Sturt University, Albury, NSW, 
Australia, and at the University of New South Wales, Australian Defence 
Force Academy, Canberra, ACT, Australia. He is now a Research Scientist at 
the Commonwealth Scientific and Industrial Research Organisation (CSIRO), 
Newcastle, Australia. His background is in power systems, artificial 
intelligence, multiagent simulation, and optimization. 
Michael Wishart (M’91) is a Senior Research Fellow at Queensland 
University of Technology, Brisbane, Australia. He obtained a Ph.D. in EE 
from University of Natal, South Africa in 1994. Prior to joining QUT this 
year, he spent 15 years in industry in various senior Research and 
Development roles in the Power Electronics and Power Systems areas.  His 
research interests are in Power Systems, Power Electronics and intelligent 
control. 
 
