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OPTICAL DATING OF SEDIMENTS FROM THE WEST MOUTH OF 
THE GREAT CAVE OF NIAH: PROGRESS, PITFALLS AND 
PROVISIONAL CHRONOLOGY 
Mark Stephens, Richard G. Roberts, Olav B. Lian 
 
INTRODUCTION 
This paper reports on optical dating procedures carried out in 2002–2003 in an attempt to 
estimate the timing of deposition of sedimentary units of archaeological significance in the 
West Mouth of the Great Cave of Niah, Sarawak (Fig. 1).  Optical dating is a well established 
method for determining the time elapsed since grains of quartz or feldspar were last exposed 
to sunlight  (Lian and Roberts 2006; Jacobs and Roberts 2007; Wintle 2008).   
The technique is based on the fact that minerals, such as quartz and feldspar, contain 
impurities and structural defects, some of which can act as traps for unbound (free) electrons.  
If a mineral is exposed to sufficient sunlight some of the traps are emptied.  On burial these 
minerals are exposed to radioactivity occurs naturally in the environment, and this results in 
free electrons that can become trapped.  The rate at which free electrons are produced, and 
traps are filled, is proportional to the concentration of radioactive elements in the mineral 
being dated, and in the surrounding environment.  If the rate at which the radiation energy is 
absorbed by the minerals is measured, and if the number of electron traps that are full is 
determined, which provides an estimate of the total radiation dose absorbed, the time elapsed 
since the minerals were last exposed to sufficient sunlight can be calculated.  An estimation 
of burial age is simply the total dose of energy absorbed divided by the dose rate. 
The total dose of energy absorbed by the minerals of interest is estimated by 
stimulating the mineral grains with light of a specific energy or energy range. By doing so 
electrons are freed from the traps and promptly recombine at other sites in the crystal lattice 
where excess energy is given off as light (luminescence) of an energy higher than that of the 
stimulation beam; the intensity of the measured luminescence—commonly referred to as 
optically stimulated luminescence (OSL)—is proportional to the quantity of trapped electrons 
and therefore also to the time elapsed since the mineral grains were last exposed to sunlight.   
The radiation dose absorbed by the mineral grains comes from α and β particles and from γ 
rays emitted during the decay of 235U, 238U, 232Th, 40K, and 87Rb, and their daughter products, 
both within the mineral grains and in their surroundings. In addition there is a contribution 
from cosmic rays.  The amount of water and organic matter in the sediment matrix is also 
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important since they attenuate or absorb radiation differently from mineral matter. All of 
these factors have to be quantified and taken into account when calculating the dose rate (see 
Lian and Roberts 2006 for further discussion). 
The established age-range of optical dating using quartz is from about 1 to 150 ka and 
so it is applicable to the West Mouth where the radiocarbon charcoal-dated chronology places 
the earliest presence of Homo sapiens at about 45 cal. ka BP (Barker et al. 2002, Gilbertson 
et al. 2005; Barker et al., 2007) (Fig. 1), which is the oldest date for anatomically-modern 
human skeletal remains in Southeast Asia and Australasia. Because this age is at the upper 
limit of the radiocarbon dating technique, the optical dating programme was initiated to 
provide an independent comparison (Stephens 2002, 2004; Stephens et al. 2007).  Optical 
dating is advantageous since it estimates the timing of burial of sand grains in sedimentary 
landforms and thus avoids any taphonomic problems associated with dating possible 
allochthonous material such as charcoal.  The entrance to the West Mouth is about 240 m 
wide and 60 m high and therefore provides good potential for the mineral grains to have 
received sufficient sunlight exposure during aeolian transport.   
Optical dating of sediments from cave entrances/rockshelters is not straightforward, 
however, because caves and rockshelters act as traps for sediments transported by various 
means and derived from a variety of sources (Sasowsky and Mylroie 2004; Gilbertson et al. 
2005; Stephens et al. 2005).  Common problems that may hinder an accurate age estimate are 
incomplete emptying of the relevant electron traps by sunlight, often referred to as ‘partial 
bleaching” (e.g., during sedimentation in deep water or in the dark) whereby calculated ages 
will over-estimate will the true age of the deposit. Other problems may occur as the result of 
post-depositional effects such as bioturbation from burrowing animals or insects that could 
mix sedimentary layers of different ages.  In addition there may be uncertainties in the 
distribution of radioactive elements in the sediment matrix (e.g., Roberts et al. 1998). With 
these potential problems in mind, we discuss in this paper the utility of dating quartz 
sediment from the Great Cave of Niah and we offer ideas for future work.   
The most favourable conditions for obtaining an accurate optical age are those in 
which the grains have received prolonged exposure to direct sunlight followed by immediate 
burial, with no subsequent re-working by physical or biological processes, and without 
disturbance to the decay chains of the relevant radioisotopes; these conditions are commonly 
satisfied in aeolian environments.  The West Mouth of the Great Cave of Niah, however, does 
not offer this ideal situation. Sedimentological and stratigraphic studies of the sediment fill 
indicate deposition mainly by fluvial and colluvial processes (Gilbertson et al. 2005; 
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Stephens et al. 2005), each of which could result in incomplete bleaching of the luminescence 
signal.  Bioturbation is also indicated from the presence of the modern ‘robber wasp’ that 
presently burrows the deposits and also ancient burrow features observed in thin section 
(Stephens et al. 2005).  In addition if the sediment has a significant organic component this 
can result in disequilibrium in U decay chain as organic matter takes up U from groundwater 
(e.g., Lian et al. 1995).   
     A common problem encountered with optical dating in Southeast Asia in general is 
that the quartz typical of the region has a weak luminescence signal, even when given a 
substantial dose of radiation  (e.g., Teeuw et al. 1999), although there are some exceptions 
(Sanderson et al. 2001, 2003).  It is likely that the observed variation in the luminescence 
properties of quartz sediment in Southeast Asia is influenced by its geological origin 
(Westaway 2009) and highlights the exploratory nature of current luminescence studies of 
mineral deposits from caves in Southeast Asia, so the optical ages presented here for the 
Great Cave of Niah should be considered tentative. There are only a few published 
luminescence studies from Southeast Asia (Morwood et al. 2004; Stephens 2004; Roberts et 
al. 2005 Stephens et al. 2007; Westaway et al. 2007; Westaway 2009), so the research 
presented here will extend our knowledge of the luminescence properties of quartz in 
Southeast Asia and introduce a somewhat novel procedure for extracting and cleaning quartz 
grains from the unusual guano-rich deposits found in the Great Cave of Niah. We report on 
the progress achieved for seven samples, six of which we provide provisional optical ages for 
the sediment fill in the cave.  In this study, established single-aliquot regenerative-dose 
(SAR) protocols of Galbraith et al. (1999), Murray and Wintle (2000, 2003) and Choi et al. 




Sample collection and preparation 
Sampling for optical dating involved, in each case, the insertion of an opaque plastic tube 
(22.5 x 4 cm and 18.5 x 4 cm – giving 282.7 cm3 and 232.5 cm3, respectively) into a cleaned 
section face.  The tube was then excavated and the ends were sealed with tape.  Thirteen 
samples were collected so as to span the age range of the exposed deposits and to represent 
zones of archaeological significance (Fig. 1).  Of the original thirteen samples, seven 
(samples #0/1, #B-1, #371, #376r, #383, #384, #11a) were selected for dating on the basis of 
their stratigraphic importance and the quantity of quartz that was extracted for dating. 
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(Figure 1 hereabouts) 
 
Sample tubes were opened under strictly-controlled laboratory lighting conditions (a 
dim sodium lamp behind an orange optical filter), and the material from ~1.5 cm depth from 
either end of each cylinder (the “ends”) was removed and dried at ~60°C, first to determine 
the water content and then to measure the sample radioactivity.  The sediment from the 
central part of each cylinder was subjected to a series of pre-treatments to clean and isolate 
quartz grains for optical dating. 
 
(Figure 2 hereabouts) 
 
The most efficient method of isolating and cleaning quartz from these guano-rich cave 
sediments was found to be to first gently crush the samples using a pestle and mortar.  Due to 
the large amount of fine particles the crushed samples were then placed into 1 litre glass 
beakers, distilled water was added and the samples were stirred; most of the silt and clay 
sized material was then carefully decanted after the sand fraction had settled.  The samples 
were then wet-sieved through a 90 m diameter mesh to remove the remainder of the fine 
material.  
The following chemical treatments were required to disaggregate the sand-sized 
mineral sediment from the guano matrix and remove the thick clay-silt coatings from the 
grains (Figure 2; Stephens et al., 2005):  The >90 µm diameter fractions were treated with 
10% HCl acid for 2 h to remove carbonates (Lewis and McConchie 1994) – only samples 
#383 and #384 (of the yellow colluvial Lithofacies 2C) produced a visible reaction.  A 
relatively novel three-step cycle followed, this included: exposure to 0.5% sodium 
hexametaphosphate to deflocculate the clay fraction (typically for 6 hours), then submersion 
in warm concentrated HNO3 acid for about 3 hours to oxidize any organic matter and remove 
any phosphates or sulphates (e.g., Lewis and McConchie 1994).  Hot (~90 °C) concentrated 
HNO3 acid had previously been used by Lian et al. (1995) to isolate mineral sediments from 
partially fossilised peat, and their tests showed that it had no deleterious affect on the 
luminescence signal used for dating.  The third step involved exposure to “CBD solution” 
which consists of 71 g sodium citrate, 8.5 g sodium bicarbonate added to 1 litre of water, 1 g 
sodium dithionate is then added to 50 ml of this stock solution.  CBD solution was used to 
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remove luminescence-blocking iron oxide coatings from the separated grains (e.g., Lian et al. 
1995); typically, an exposure of 10 hours was needed to clean the West Mouth sediments.  
During each step the samples were agitated in an ultrasonic bath, and the three-step cycle was 
repeated until the grains were clean.  The efficiency of each particular step in removing the 
coatings was judged by examining the turbidity of the solution, and by observing the grains 
under a light-filtered optical microscope.  Clear solutions, and cleaned grains, typically 
resulted following repetitive pre-treatment cycles totalling 38 hours.  However, samples #383 
and #384 did not require this three-step cycle as clean quartz was extracted following the 
initial 10% HCl treatment, due to the calcareous nature of Lithofacies 2C (Stephens et al. 
2005).    
The α-dosed surfaces of the cleaned quartz grains were removed by exposing them to 
40% hydrofluoric acid for 40 minutes; this treatment also served to dissolve any feldspar 
grains present, although none were detected following initial exposure of both treated and 
untreated sediment to infrared light. The samples were then washed for 5 minutes in 10% 
HCl to remove any fluoride coatings resulting from dissolved feldspar. Density separation 
then followed using sodium polytungstate (density of 2.68 g cm-3) to separate quartz from 
unwanted heavy minerals such as zircon. The final step was to wet sieve the samples into the 
desired size-ranges for dating: 180-250 m, 150-180 m, 125-150 m, and 90-125 m. 
As an example, in the size range of 90-250 m diameter, quartz isolated from sample 
#376r weighed 1.5 g and made up only 0.9% of the original bulk sample mass (161 g).  The 
paucity of quartz in this sample, and in others from this site, were supported by thin-section 
analysis which also showed quartz grains to be widely dispersed (Stephens et al. 2005).  To 
further illustrate this property, Table 1 shows the percentage weight of quartz present in the 
samples from the West Mouth (in the size ranges 90-250 m).  In the desired size ranges, 
quartz isolated from bulk sediments in the West Mouth makes up typically <1% of the 
original sample weight.    
The isolated and cleaned Niah quartz was transported from Royal Holloway (UK) in 
light-tight containers to the University of Wollongong, Australia, in November 2002 for 
analyses. 
 
(Table 1 hereabouts) 
 




All samples were mounted on 9.8 mm diameter stainless-steel discs using silicone oil as an 
adhesive.  The sample size for each disc (or ‘aliquot’) was either through a 1 mm mask (~80 
grains per disc), a 3 mm mask (~800 grains per disc) or a 5 mm mask (~2200 grains per disc).  
The luminescence experiments were conducted using a Risø TL/OSL DA-15 reader using 
blue light-emitting diodes for stimulation (wavelength 470  30 nm and power density ~36 
mW/cm2), and a Risø TL/OSL DA-12 reader using green-plus-blue illumination for 
stimulation (wavelength 420-550 nm and power density of ~25 mW/cm2).  The resulting 
ultraviolet emissions were detected by Electron Tubes Ltd. 9235QA photomultiplier tubes, 
each fitted with a 7.5 mm-thick Hoya U-340 optical filter.  Laboratory irradiations were from 
a calibrated 90Sr/90Y beta source mounted on the reader.  The dose rate of the beta source to 
quartz sand was 2.38 Gy/min using the DA-12 reader, and 6.21 Gy/min using the DA-15 
reader.  The sample was held at a temperature of 125 °C during optical stimulation to keep 
the 110 °C TL trap empty (Murray and Wintle 1998).   
 
Measurement protocol 
De values were determined using single-aliquot regenerative-dose (SAR) protocols (Table 2).  
With all SAR protocols, all the treatments and measurements required to estimate a De  value 
are made on a single sub-sample or “aliquot” of the prepared mineral grains, although several 
determinations of De are made routinely.  SAR protocols are most suitable for quartz from the 
West Mouth due to the small amounts found in the guano-rich deposits.  A dose-response 
curve was constructed for each aliquot using the test dose OSL signals to correct for any 
sensitivity changes (e.g., Galbraith et al. 1999; Murray and Wintle 2000; Yoshida et al. 2000) 
(Figure 3).   
 
(Table 2 hereabouts) 
(Figure 3 hereabouts) 
 
The background-subtracted and sensitivity-corrected dose-response data were fitted 
by a saturating exponential-plus-linear function, of the form given in Yoshida et al. (2000), 
and the De values were estimated by interpolation of the sensitivity-corrected net ‘natural’ 
luminescence intensities (i.e., the so-called ‘fast’ component minus the background counts).  
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Each dose-response data set contained a zero dose point, and this was used to check for the 
extent of preheat-induced thermal transfer.  A repeated regenerative dose data point was used 
to check for the reproducibility of the sensitivity-corrected regenerated luminescence signals.  
The ‘recycling ratios’ calculated from the luminescence of these repeatedly-dosed aliquots 
should be close to unity if there is no sensitivity change, or if the test-dose correction has 
accounted for it; De values were only determined from aliquots for which the recycling ratios 
were consistent with unity at the 95% confidence interval.  A Monte Carlo simulation was 
used to obtain the standard error for each De determination, as described in Yoshida et al. 
(2003).  A range of preheat temperatures was tested so as to select a preheat that will remove 
the unstable signal while eroding as little of the stable signal as possible, while minimizing 
the effect of thermal transfer.  However, there is often a trade-off when trying to accomplish 
this.  A preheat of 160°C (a so-called “cut-heat”) was applied immediately following the test 
dose when using the protocol of Murray and Wintle (2003), and a 220°C cut-heat was used 
when employing the protocol of Choi et al. (2003) (Table 2).  A “hot optical wash” (step 7 of 
the modified SAR protocol of Murray and Wintle, 2003) consists of a high-temperature 
optical stimulation following each measurement of the test dose (Table 2).  This has proven 
useful for removing or reducing the extent of recuperation of the OSL signal (i.e., the residual 
signal observed after preheating when no regenerative dose is applied). 
In this study, various preheat, cut-heat and hot optical wash combinations were tested, 
following the SAR protocols of Galbraith et al. (1999), Murray and Wintle (2000), Murray 
and Wintle (2003) and Choi et al. (2003).  The latter protocol was used to detect a thermally 
unstable, “ultra-fast” component in quartz from Korea and these workers applied a higher 
temperature test dose cut-heat of 220°C to remove it.   
 
Dosimetry 
In-situ γ-ray spectrometry (IGRS) was applied in the field to measure γ rays originating from 
a distance of up to ~50 cm from the centre point of the sample location. The measured γ-ray 
spectra were used to calculate the concentrations of 238U, 232Th, and 40K in sediment matrix. 
IGRS measurements were taken using an EG&G MicroNOMAD NaI and an Exploranium 
GR-320 portable γ-ray spectrometer for comparison (Stephens 2002; Table 3).  Good 
reproducibility was found between the two instruments; the average of the measurements for 
each sample was taken and the standard error calculated (Table 3).   
 




238U and 232Th contents were measured directly using neutron activation analysis 
(NAA), isotope dilution (ID) and inductively-coupled plasma mass spectrometry (ICP-MS) 
(Table 4).  Sub-samples for NAA, ICP-MS/AES and ID analysis were taken from 1 g of the 
“ends” of the samples.  Prior to this sub-sampling, the 1 g of the oven-dried “ends” were 
placed into separate glass bowls and mixed.  Due to the “lumpy” texture of the cave 
sediments from the West Mouth, however, this mixing is unlikely to have fully homogenised 
the samples.  Samples for TSAC were milled to flour consistency and sent to Dalhousie 
University, Canada, for analysis.Comparison of the U and Th contents measured using 
elemental analyses with those calculated from IGRS gives information that can be used to 
assess the presence of disequilibrium in the respective decay chains.  Thick source alpha 
counting TSAC provides an assessment of the  activities of the U and Th decay chains 
(Aitken 1985).  Inductively-coupled plasma atomic emission spectrometry (ICP-AES) was 
also used to measure the 40K content.  Disagreement in K values between IGRS and 
laboratory analyses may indicate spatial inhomogeneity in the distribution of 40K within 50 
cm of the sample (the distance that gamma rays can penetrate through sediment and rock). In 
such instances, the optical age should be calculated using the IGRS estimate of 40K, because 
the spatial heterogeneity is taken into account.   
 
(Table 4 hereabouts) 
 
The water content was measured for each sample, and these values are shown in 
Table 5 as the ratio of the mass of water to the mass of dry sediment, expressed as a 
percentage.  Organic matter can also attenuate the radiation dose (e.g., Lian et al. 1995), but 
the organic contents of the deposits are not especially high at the present day: 3-7% in 
Lithofacies 2 and 2-16% in Lithofacies 2C (Gilbertson et al. 2005), and so were not included 
in the dose rate calculations.  It is possible that the moisture and organic contents of the 
samples have changed through time, so a nominal uncertainty of  5% was used.   
 
(Table 5 hereabouts) 
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The contribution of cosmic rays to the total dose rate is negligible due to the large 
thickness of limestone comprising the roof of the cave (estimated to be 30 m directly 
overhead of the sample collection site).  A cosmic-ray dose rate value of 0.014 Gy/ka was 
calculated for each sample following Prescott and Hutton (1994), and a 10% relative error 
was attached to it to cover the systematic uncertainty in the primary cosmic-ray intensity  An 
internal α dose rate estimate of 0.03  0.01 Gy/ka was used for all samples, which is a value 
typical for Australian and African quartz (Feathers and Migliorini 2001; Bowler et al, 2003; 
Jacobs et al. 2006).  
 
 
RESULTS AND DISCUSSION 
 
Evaluation of the environmental dose rates  
The three different elemental analysis methods (ID, ICP, NAA) used on poorly homogenised 
sub-samples of the samples typically produced values that are not in agreement with each 
other (Table 4).  For example, sample #2/2-1 exhibits: 6.58  0.50 ppm (NAA), 7.802  
0.001 ppm (ID) and 10.75  0.60 ppm (ICP-MS) for U; 9.63  0.10 ppm (NAA), 11.06  
0.02 ppm (ID) and 13.89  0.89 ppm for Th; 0.74  0.05 ppm (NAA) and 1.77  0.02% (ICP-
AES) for K.  The differences between the concentrations of U and Th determined from NAA, 
ID and ICP-MS may reflect local inhomogeneity of the radionuclide distributions in the 
deposits.  This has implications for using larger aliquots of quartz for the De estimation, in 
that large aliquots composed of many hundreds or thousands of grains are probably more 
suitable for averaging out these spatial variations.   
In addition, the three different elemental analysis methods produced values that were 
mostly not in agreement with those found using IGRS, after first correcting the latter to dry-
sample concentrations (Table 4).  For almost every sample, with the exception of samples 
#11a and #0/1, the U values measured by NAA, ID and ICP-MS are larger than those 
calculated from IGRS; for almost every sample, with the exception of samples #11a, #2/1-8, 
#3-1 and #384, the Th values measured by NAA, ID and ICP-MS are larger than those 
calculated from IGRS.  For example, for sample #376r, the U values measured by ID and 
ICP-MS are about three times larger than that calculated from IGRS, and the Th values 
measured by ID and ICP-MS are about twice that determined from IGRS (Table 4; Stephens 
et al., 2007).  These differences could be due to sediment heterogeneity or to a combination 
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of heterogeneity and disequilibrium in the U and Th decay chains.  Disequilibrium is not 
common in the Th chain, but U enrichment can occur in organic-rich environments (e.g., Lian 
et al., 1995) such as that associated with guano.  It is also possible that one of the daughter 
products in the 238U chain has been leached or diffused away, as in the case of gaseous 222Rn 
that was measured at varying concentrations within the West Mouth by Gillmore et al. 
(2005).  Such disequilibrium would give rise to an overestimate of the calculated U chain 
dose rate.  
A further possible indication of the presence of disequilibrium in the U decay chain is 
that TSAC is typically lower than at least two of the three elemental analyses (ID, ICP and 
NAA) (Table 4).  For example, sample #0/1 exhibits 6.62  0.30 ppm (TSAC) which is lower 
than 7.487  0.001ppm (ID) and 8.47  0.48 ppm (ICP-MS), but within error of 6.90  0.50 
(NAA).   
The K values measured by IGRS are not comparable with at least one and sometimes 
both of the elemental analyses for each sample (with the exception of sample B-1).  For 
example, sample #2/2-9 has lower K values as measured by IGRS (0.78  0.13%) than K 
values measured by both ICP-AES (1.30  0.02%) and NAA (1.44  0.05%) (Table 4).  In 
contrast, this provides stronger evidence of sediment heterogeneity since disequilibrium 
cannot be present in the stable decay chain of 40K.  
Samples #383 and #384 have lower U, Th and K values than the other samples.  This 
is probably due to the high calcium carbonate content (up to 79% CaCO3, Gilbertson et al. 
2005; dominantly calciasepic groundmass, Stephens 2005) of Lithofacies 2C, resulting in less 
U- ,Th-, and K-bearing minerals in the bulk sample.  To estimate optical ages, we have used 
the IGRS data for the γ dose rate, and an average of the NAA, ID and the ICP-MS data 
(where available) for the β dose rate (see Tables 4 and 6). This strategy takes into account any 
spatial heterogeneity in radionuclide distribution within the sphere of ~50 cm radius around 
each sample (the maximum penetration distance of gamma rays through sedimentary 
deposits), while the laboratory measurements of beta dose rate are more appropriate, given 
the penetration distance of beta particles (up to ~3 mm). Due to the inconsistencies between 
the U, Th, and K concentration determined using the various techniques and an incomplete 
understanding of these discrepancies, the dose rates calculated here are provisional. 
 
(Table 6 hereabouts)    
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Evaluation of the equivalent dose  
The procedures we employed progressed in nine stages: 
 
1) Reconnaissance luminescence tests on untreated sediments 
Reconnaissance tests to investigate any luminescence signal included: a) stimulation with 
blue-light for 50 s followed by stimulation with infrared for 25 s on untreated (except for 
10% HCl) <125 m bulk material (sample #2/2e) at RHUL; b) Infrared stimulation for 50 s 
of fine (“decanted”) material (samples #0/1 and #2/2-11) at the University of Gloucestershire 
that had had the three-step cycle of pre-treatments described earlier.   
Test (a) was performed to check if any of the minerals emitted an OSL signal when 
stimulated by blue light (as this is not always the case for samples from Southeast Asia) and 
if any infrared-sensitive feldspars were present in this sample. A very dim OSL signal was 
observed, and no infrared-stimulated luminescence (IRSL) signal was detected above 
background.  Test (b) was conducted to check if feldspars were present in the silt fraction of 
these samples; no IRSL signal was detected above background, indicating that feldspars were 
not abundant.  The absence of feldspar is to be expected in these cave deposits, because there 
are no igneous or metamorphic rocks in the surrounding bedrock (Banda and Heward 2000, 
Hazebroek and Morshidi 2001). 
The presence of quartz was confirmed by thin section analysis (Fig. 2; Stephens et al. 
2005), although in small amounts and typically coated with clay (also see Chapter ?? Volume 
??),  this quartz is likely to be responsible for the relatively small OSL signal derived from 
sample #2/2e.   
 
2) Reconnaissance luminescence tests on cleaned quartz 
Since initial tests of untreated sediments produced a very dim OSL signal, further 
reconnaissance analyses (using the SAR protocol of Galbraith et al. 1999 and Murray and 
Wintle 2000) were carried out using blue light stimulation of cleaned quartz at the University 
of Wollongong.  The tests indicated quartz samples (#B-1 and #0/1) were only weakly 
luminescent (e.g., 1118 and 641 counts per second, respectively, compared to more than 
50,000 counts per second from a single, small aliquot of Australian quartz; Lian and Roberts 
2006: Fig. 6) had wide, scattered De distributions e.g.,  ranging from 51 to109 Gy for 8 x 3 
mm aliquots of sample #B-1 (Fig. 4).  In addition sample #B-1 showed signs of internal 
inconsistency (mean De of 32  5 Gy for 16 x 1 mm aliquots compared with a mean De of 84 
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 7 Gy for 8 x 3 mm aliquots).  An infrared test of sample #0/1 showed this sample to be free 
of significant feldspar contamination. 
These weakly luminescent properties of quartz at Niah are similar to those found in 
western Borneo (Teeuw et al. 1999) and could be due to a common geological source.  This 
requires further investigation.     
 
(Figure 4 hereabouts) 
 
3) Murray and Wintle (2000) SAR protocol 
A range of preheat combinations (using the SAR protocol of Murray and Wintle 2000) were 
employed in an attempt to isolate the most stable component of the quartz from the West 
Mouth of the Great Cave.  Fig. 5 exhibits a wide range of De values for sample #371 with a 
step-like increase in De with preheat (from 55.5  7.5 Gy at 160C to 119.7  12.8 Gy at 
280C) (following omission of data with poor recycling ratios).  The highest De for sample 
#371 (119.7  12.8 Gy, Fig. 5) would give an age estimate of 36.6  4.5 ka (Table 7) which is 
close to what is expected from comparison with the radiocarbon chronology (Fig. 1).  Fig. 6 
shows that for each preheat temperature used on sample #371 at least one aliquot plots 
significantly (more than 2σ) above unity for the ratio of test-dose OSL signal measured in the 
sixth regenerative-dose cycle (Tr6) to the test-dose OSL signal measured in the natural-dose 
cycle (Tn) (1.52  0.26 at 160C; 1.44  0.14 at 200C; 1.56  0.27 at 240C; 1.41  0.16 at 
280C).  This indicates poor sensitivity at each of the four preheat temperatures for sample 
#371 and thus none of the preheat temperatures attempted  isolated a stable quartz signal in 
this sample.   
 
(Figure 5 hereabouts) 
(Table 7 hereabouts) 
(Figure 6 hereabouts) 
 
High recuperation was indicated in sample #371 at each preheat temperature (Fig. 7), 
with the sensitivity-corrected OSL value obtained during the zero regenerative-dose cycle 
exceeding (at 1σ) 5% of the corresponding sensitivity-corrected “natural” OSL value for 9 of 
the 12 aliquots (5.2  1.6% at 160C; 5.3  0.9%, 10.3  1.3% and 11.5  1.2% at 200C; 5.8 
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 0.6% and 12.2  1.0% at 240C; 7.6  1.2% and 8.7  1.0% at 280C).  In addition, a dim 
IRSL decay curve was observed  that could indicate minor feldspar contamination. 
 
(Figure 7 hereabouts) 
 
4) Murray and Wintle (2003) protocol 
In order to remove problems of recuperation and possible feldspar contamination a range of 
preheat temperatures (four stages between 160 and 280°C for 10s) and hot optical wash 
combinations (the hot optical wash exceeded the preheat by about 20°C; 180-300°C) 
(following Murray and Wintle 2000, 2003) were employed with stimulation with infrared 
light at 125°C for 100s before each shine down (before step 3 in Table 2) on samples #376r 
and #383.  The results showed a large range in De values (~61-165 Gy) for sample #376r 
which would provide an age estimate of 21.4  1.8 ka to 57.9  8.6 ka (Fig. 8, Table 7).  To 
obtain an optical age for sample #376r compatible with the charcoal radiocarbon ages of ~40-
43 cal. ka BP (Fig. 1) requires a De on the order of 115-125 Gy (using the provisional dose 
rate of 2.84  0.19 Gy/ka, Table 6).  Only the preheat of 240°C gave De values in this region 
(126  49 Gy and 125  23 Gy, respectively).  Four of the aliquots of sample #376r were 
omitted since the natural luminescence signal for each did not intersect the regenerated dose-
response curve (‘Class 3’ grains of Yoshida et al., 2000) and, thus, De values could not be 
estimated. 
 
(Figure 8 hereabouts) 
 
In terms of recuperation, the zero-dosed aliquots gave luminescence signals ranging 
from 0.03  0.24% to 2.32  0.51% of the corresponding natural luminescence signals (Fig. 
9).  This indicates that the extent of thermal transfer is minimal in this sample for all preheats 
(Fig. 9) and that the large variation in the De values is not due to this phenomenon.  Fig. 10 
shows that, at each of the four preheat temperatures, at least one aliquot of sample #376r has 
a Tr6/Tn ratio that plots significantly above unity (2.80  0.16 at 160C; 1.22  0.05 at 
200C; 1.37  0.19 at 240C; 1.35  0.07 at 280C). This indicates that significant 
sensitisation took place in some of the aliquots between the natural and sixth regenerative-
dose cycles, but such sensitivity changes should not affect the reliability of the De estimates 
obtained by the SAR procedure, provided the regenerative-dose OSL signals sensitise in a 
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similar manner. The lack of significant sensitisation of the majority of aliquots at each 
preheat temperature means that the test-dose sensitivity-correction procedure cannot be the 
principal cause of the spread in De values, because effectively the same test-dose value is 
used to correct the natural and regenerative-dose OSL signals. 
 
(Figure 9 hereabouts) 
(Figure 10 hereabouts) 
 
In addition, IRSL was detected in samples #376r and #383 (even after stimulation 
with infrared light).  The IR signals can be a residual of quartz at low temperatures (e.g., 
Godfrey-Smith and Cada 1996).Sample #383 (12 x 1 mm aliquots) was given the same 
preheating treatments as sample #376r but data for this sample exhibited very poor recycling 
ratios: every aliquot had a recycling ratio  significantly lower than the acceptable range of 
values (0.95-1.05).     
 
5) Choi et al.  (2003) protocol 
To deal with complications from thermally unstable OSL components (i.e., OSL traps that 
cannot retain electrons on geological timescales), Choi et al. (2003) raised the temperature of 
the test-dose cut-heat from 160C to 220C, which gave OSL ages in closer agreement with 
the radiocarbon chronology. Accordingly, for sample #383 we tried alternative test-dose cut-
heats (160C and 220C) in combination with natural and regenerative-dose preheats of 
180C and 280C.  The De values range from 9.2  1 to 12.7  1.4 Gy using a 180C/160C 
combination; 18.7  5.8 to 22.9  3.7 Gy using a 280C/160C combination; and 18.9  2.4 
to 25.9  3.1 Gy using a 280C/220C combination (Fig. 11).  The two latter sets of De values 
are statistically indistinguishable, so the higher cut-heat temperature does not have a 
significant influence on the size of the De estimates or on the extent of their scatter, for this 
sample at least.   
 
(Figure 11 hereabouts) 
 
Fig. 11 highlights, however, that De may be dependent on preheat temperature (mean 
of 11.2 ± 1.0 Gy using 180C; mean of 21.8 ± 1.1 Gy using 280C, Fig. 11), and may be a 
special artefact of the local quartz.  The higher De of 21.8 Gy gives an age estimate of 29.6  
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2.6 ka for sample #383 (Table 7) which is consistent with the radiocarbon chronology (i.e., 
younger than c. 42-43 cal. ka BP and occurring before the medieval period, Fig. 1).  The 
accuracy of these ages is complicated further, however, by the recuperation evident in all nine 
of the aliquots of sample #383, which ranges from 0.5  7.2% to 20.4  5.3% (Fig. 12).   
 
(Figure 12 hereabouts) 
 
6) Dose recovery tests (DRT) 
High and low temperature preheat/cut-heat DRTs were undertaken on 9 x 3 mm aliquots of 
sample #383 to test the observed step-like behaviour of De vs. preheat temperature.  The high 
temperature preheat and low temperature cut-heat (280C/160C) DRT produced ratios of 
measured to given dose at or close to unity for the first three aliquots tested (0.91  0.13, 0.98 
 0.24, 1.10  0.29) as did the high temperature preheat/cut-heat (280C/220C) DRT on the 
second three aliquots (0.91  0.07, 0.94  0.18, 1.13  0.11) (Fig. 13).  The low temperature 
preheat/cut-heat (180C/160C) DRT also produced ratios of measured to given dose at or 
close to unity for the remaining three aliquots (1.14  0.15, 0.97  0.08, 1.00  0.11) (Fig. 
13).  Therefore at varying preheat and cut-heat temperatures, the ratios of measured to given 
dose were close to unity; indicating no dependence of De upon preheat temperature.   
 
(Figure 13 hereabouts) 
 
7) Combination of Choi et al. (2003) and Murray and Wintle (2003) protocols 
The protocols used by Choi et al. (2003) and Murray and Wintle (2003) did not produce dose 
estimates with uniformly low levels of recuperation.  In order to examine this matter further, 
a combination of the Choi et al.  (2003) and Murray and Wintle (2003) protocols was tested 
on 18 aliquots of sample #383. Six different temperature combinations of preheat, cut-heat 
and hot optical wash (PH/CH/HW) were employed.  The results show wide variation within 
each of the six temperature combinations (Fig. 14).  Thus, the high-temperature optical 
stimulation following each measurement of the test dose (Murray and Wintle 2003) did not 
improve reproducibility and could, in fact, be introducing variability.  Recuperation, 
however, was minimal (no more than 3.7  1.3% of the natural signal) in all but one of the 18 
aliquots, which indicates that recuperation is not the cause of poor reproducibility in the data. 
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(Figure 14 hereabouts) 
 
8) Choi et al.  (2003) protocol: further tests 
Further tests using only the high preheat/cut-heat (280/220°C) (Choi et al. 2003) were made 
on samples #383, #384 and #11a (3 x 3 mm aliquots of each).  The results show a range of 
34.3  8.5 Gy - 37.4  5.7 Gy for sample #383 and 22.9  2.8 Gy - 26.3  3.3 Gy for sample 
#384 (Fig. 15), indicating good reproducibility for these samples.  The seemingly good 
reproducibility for sample #383 of 34.3  8.5 Gy - 37.4  5.7 Gy, however, may be 
misleading when compared with 18.9  2.4 Gy - 25.9  3.1 Gy previously measured for three 
aliquots of sample #383, also using the 280°C/220°C preheat/cut-heat of Choi et al. 2003 (see 
stage 5 above) (Fig. 11).   
 
(Figure 15 hereabouts) 
 
Replicate measurements were also made of sample #384 (3 x 3 mm aliquots).  The 
second set of replicates of sample #384 produced a lower De range of 15.6  2.7 Gy – 18.7  
3.0 Gy (Fig. 15).  It thus appears that the 3 mm aliquot size is not suitable for averaging out 
the variability in the De of the individual quartz grains.   
Reproducibility is also poor for the three aliquots of sample #11a (215.2  47.5 Gy, 
120.4  16.2 Gy, 172.5  89.6 Gy) (Fig. 15).  The sample #11a De data produces an age range 
of 75.5  18.1 ka – 42.2  6.9 ka (Table 7) that is consistent with the radiocarbon chronology 
(i.e., older than the ~42-43 cal. ka BP dated Lithofacies 2C that is contemporaneous at this 
stratigraphic level with Lithofacies 2, which overlies Lithofacies 1) (Fig. 1).  The apparent 
accuracy of these age estimates, however, is further complicated by recuperation that is 
present in two out of three aliquots of sample #11a (Fig. 16).  Aliquot #4 of sample 11a is the 
only aliquot to show minimal recuperation (2.7  0.7% of the natural signal) (Fig. 16). 
 
(Figure 16 hereabouts) 
 
9) 1 mm aliquot tests (Choi et al.  2003 protocol)As a result of these findings we measured a 
large number of small-sized aliquots for samples #384 (96 x 1 mm), #383 (96 x 1 mm), #376r 
(24 x 1 mm) and #B-1 (48 x 1 mm) with the 280°C for 10 s preheat and 220°C cut-heat 
protocol of Choi et al. (2003).  Figures 17-20 show radial plots for these samples and indicate 
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that in each there is a broad distribution of De values (#384, 1-130 Gy; #383, 1-150 Gy; 
#376r, 7-59 Gy; #B-1, 3-129 Gy).  Such broad distributions may reflect, in part, micro-
variations in the environmental dose rate (see earlier discussion).  In accordance with the 
wide variation in De are the large overdispersion values for these samples (#384, 60%; #383, 
74%; #376r, 58%; #B-1, 85%) (Table 7).   Overdispersion is the relative standard deviation of 
the De estimates, after taking into account the measurement errors (Galbraith et al., 1999), 
and samples representative of a single depositional event commonly have De distributions 
that are overdispersed by up to 20% (Jacobs and Roberts 2007, and see references therein).  It 
is apparent from Table 7 that all samples listed exhibit >20% overdispersion with error, with 
the exception of six aliquots of sample #383 which showed statistically indistinguishable De 
values as earlier discussed.     
 
(Figure 17 hereabouts) 
(Figure 18 hereabouts) 
(Figure 19 hereabouts) 
(Figure 20 hereabouts) 
 
Figures 17-20 include a combination of ‘young’ De values with ‘old’ De values.  Such 
a combination may be the result of partial bleaching (Olley et al. 1999): i.e., some of the 
grains may have been incompletely bleached or unbleached by sunlight on burial.  
Unbleached grains with large De values can include those derived from weathered sandstones 
in the adjacent bedrock (e.g., Smith et al. 1997; Stephens 2004).  With such a scenario, it is 
possible that the grains with low De values would be associated with the “correct age”, 
provided that bioturbation had not affected the quartz grains after deposition.  A single 
aliquot composed of ~2200 grains (5 mm mask) was measured to check the internal 
consistency of sample #384.  Comparison of the ‘central age model’ (CAM) for the 96 x 1 
mm aliquot data (13.7  1.7 Gy) with the De of the 5 mm mask data (18.35  1.53 Gy) would 
give a first sign of internal consistency.  This is because the CAM gives the central weighted 
mean and so should be expected to be in the same ‘ballpark’ as the 5 mm aliquot result.   
The ‘minimum age model’ (MAM) of Galbraith et al. (1999) gives an estimate of the 
De associated with those aliquots that have the smallest measured doses. The MAM was used 
to generate a representative De for samples such as #384, which are suspected of being 
affected by partial bleaching on the basis of the combination of small and large De values, as 
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previously discussed (Fig. 17).  For sample #384, the MAM generated indistinguishable De 
values (at 2σ) of 5.5  1.4 Gy using all of the data and 6.01  1.6 Gy using only those data 
with relative standard errors <30% (n = 23).  The MAM De of 5.5  1.4 Gy (all data) 
corresponds to an age estimate of 11.5  3.1 ka for sample #384 (Table 7), which is 
consistent in stratigraphic terms with the radiocarbon chronology (i.e., stratigraphically above 
and younger than ~42-43 cal. ka BP and stratigraphically below and older than medieval, Fig. 
1). 
For sample #383, the MAM produced two similar De results of 6.2  1.2 Gy (all data) 
and 5.9  1.4 Gy (using data with relative standard errors <30%, n = 47), with both 
uncertainties expressed at 2σ.  The MAM De of 6.2  1.2 Gy corresponds to an age estimate 
of 8.4  1.7 ka (Table 7), which is consistent in stratigraphic terms with the radiocarbon 
chronology (i.e., stratigraphically above and younger than ~ 42-43 cal. ka BP but occurring 
stratigraphically below and before the medieval period, Fig. 1).  Based on stratigraphy, 
sample #383 is older than sample #384 (Fig. 1) and although the mean age estimate for 
sample #384 indicates the reverse, the samples overlap in terms of error (at 2σ)that can 
account for this apparent discrepancy.   
For sample #376r De values on the order of 7-59 Gy (Fig. 19) produce an age estimate 
of 2.6  0.5 to 20.6  2.5 ka (Table 7), which is much younger than the radiocarbon 
chronology suggests. We mistakenly assumed a low target De when using the Choi et al. 
(2003) protocol to construct dose-response curves and, therefore, we did not regenerate the 
aliquots to doses higher than 60 Gy.  However, only two of the 24 aliquots had natural OSL 
signals higher than the OSL intensities induced by the largest regenerative dose (i.e., their De 
values are >60 Gy), which indicates that the low De values are not an artefact of the dose 
regime used.  Mixing of ‘young’ grains through bioturbation could be an important factor for 
this sample.   
Aliquots for sample #B-1 produced De values that ranged from  about 3 to 129 Gy, 
although most were in the range ~3 to55 Gy (Fig. 20), producing an age estimate of 1.5  0.3 
ka to 25.8  4.4 ka (Table 7).  The older end of this age estimate is consistent with the 
radiocarbon chronology which indicates an age older than ~23.5 cal. ka BP (Fig. 1); mixing 





Quartz grains from the West Mouth of the Great Cave of Niah generally were found to be 
weakly luminescent as had been previously been found in another study from western 
Borneo.  This observation extends further our knowledge of this geographical phenomenon 
and suggests, perhaps, a common geological source, but this requires further investigation.  A 
novel procedure to isolate and clean quartz from the guano-rich deposits of the West Mouth 
is reported and is applicable to other guano-rich deposits from cave entrances or rockshelters.  
Only small amounts of quartz were extracted (<1% by weight of the original bulk sediment 
sample) from sediments from the West Mouth, confirming thin-section observation of these 
low concentrations. 
Three SAR protocols (Murray and Wintle 2000, 2003; Choi et al. 2003) were tested. 
The results indicate that precise optical age estimates for the deposits in the West Mouth are 
unlikely using these protocols, due mainly to the wide distribution of De values and also by 
the disagreement between the environmental dose rate determination using in-situ gamma-ray 
and laboratory elemental analyses.  Despite these difficulties some provisional age estimates 
can be made: (in stratigraphic order, lowermost sample first): sample #11a, ~76 to 42 ka; 
sample #371, ~37 ka; sample #376r, ~56 to 21 ka (Murray and Wintle 2003) and ~21 to 3 ka 
(Choi et al. 2003); sample #B-1, ~26 to 2 ka;  sample #383, ~30 ka (Choi et al. 2003) and ~8 
ka (MAM, Choi et al. 2003); sample #384, ~12 ka (Table 7).  These results are in broad 
accordance with the radiocarbon chronology (Fig. 1), however, they should be considered 
with caution for the reasons mentioned above.   
 
(Table 7 hereabouts) 
 
A large variation in De was observed when using either the protocols of Murray and 
Wintle (2000, 2003) or the one of Choi et al. (2003).  Bioturbation (resulting in low De 
values), partial bleaching (high De values), the presence of local unbleached sandstone quartz 
(very high De values) and small local variations in the environmental dose rate (high and low 
De values) are inferred as the likely causes of the wide De distribution and large 
overdispersion.  Other possible contributors to De overdispersion are unrelated to field 
complications, but cannot be completely accounted for by experimental measurements in the 
laboratory (Galbraith et al. 2005). For example, non-identical field and laboratory conditions 
include differences in the intensity and wavelength of the bleaching spectra, the type of 
ionising radiation and the rate at which it is delivered to the quartz grains. Also, the heating 
and bleaching procedures employed in the SAR procedure will likely not empty the OSL 
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traps in all of the grains to the same extent, and thermal transfer effects are apt to vary among 
grains. 
The significantly higher recuperation induced by the Choi et al. (2003) protocol, when 
compared to the one of Murray and Wintle (2003), suggests that the additional hot optical 
wash step in the latter removed this problem.  The absence of any obvious relationship 
between recuperation and De, however, suggests that recuperation is probably not a major 
cause of the wide distribution of De values.    The higher pre-heat/cut-heat (280°C/220°C) 
combination appeared to give De values and ages closer to those expected from the 
radiocarbon chronology. 
The typically large differences in K, U and Th concentrations measured in the field 
and in the laboratory indicates spatial heterogeneity of the radionuclide distribution in the 
deposit and is perhaps expected given the ‘lumpy’ nature of the sediments as viewed in thin-
section.  Replicate measurements using aliquots composed of ~800 grains of quartz produced 
different De values, indicating that the simultaneous measurement of several hundred grains 
is not sufficient to average out the variability in the De of the constituent quartz grains.  
Larger aliquots (each consisting of several thousand grains) are more suitable for averaging 
out extreme dose rate variation, but the small amounts of quartz extracted from the deposits 
limited tests to further understand the wide distribution of De values.  Thus, larger samples (at 
least 500-600 cm3) should be taken in the field to overcome this problem, although separation 
of quartz from these samples using the methods employed here would be very laborious.   
Additional future work should concentrate on improving the dose rate estimates (e.g., 
using high-resolution gamma-ray spectrometry to investigate the extent of possible 
disequilibrium in the U and Th decay chains) and exploring the potential of using other 
luminescence signals (e.g., red TL) and OSL dating strategies to obtain more accurate and 
precise estimates of De. In particular, the analysis of individual sand-sized grains of quartz 
allows those with aberrant luminescence properties (which would compromise the results 
obtained from multi-grain aliquots) to be identified and rejected before age determinations 
(Jacobs and Roberts 2007; Demuro et al. 2008). Single-grain De values can also be coupled 
with statistical models, such as the Finite Mixture Model (Roberts et al. 2000), to directly 
examine the stratigraphic integrity of occupation deposits and identify discrete populations of 
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Figure 1. Location of samples taken for optical dating (circle symbol) and calibrated 
radiocarbon dates (star symbol) in the sediments of the West Mouth of the Great Cave of Niah. 
Of the original thirteen samples taken for optical dating, seven were chosen for analysis, six of 
which produced a provisional optical age.  Details of the analyses used to produce these ages are 
given in the text.  Sediment logs, lithofacies (1, 2, 2C, 2Ch, 2Cm, 3 and 4) and stratigraphic 
correlations are described and explained in Stephens (2005). The direction of depositional energy 
in the West Mouth is indicated by arrows.  
 
Figure 2. Photomicrograph (sample #2/2-9k) showing quartz (Q) with coatings of reddened (Fe) 
clay and silt material.  
 
Figure 3. A typical “natural” OSL decay curve (sample #376r) and, inset, a typical SAR dose-
response curve (using a single aliquot of sample #376r). The latter was constructed from the 
initial 5 s of OSL signal, minus a background estimated from the count rate over the final 20 s of 
optical stimulation. The sensitivity-corrected “natural” OSL signal (shown in red on the y-axis of 
the inset plot) is projected on to the dose-response curve to obtain the De by interpolation. 
 
Figure 4.  Radial plot of De values for 8 aliquots of sample #B-1, each composed of ~800 grains 
(3 mm mask size).  
 
Figure 5.  De vs. preheat temperature for sample #371 (90-125 m), 12 x 1 mm aliquots). Four 
aliquots with poor recycling ratios at 2 sigma were omitted from this plot. The highest De for 
sample #371 (120  13 Gy) produces an age estimate that is consistent with the 14C chronology 
(this aliquot does not have high recuperation). 
 
Figure 6. Test-dose ratio (Tr6/Tn) of sensitivity vs. preheat temperature for sample #371 (12 x 1 
mm aliquots). Tr6/Tn is the ratio of test-dose OSL signal measured in the sixth regenerative-dose 
cycle (Tr6) to the test-dose OSL signal measured in the natural-dose cycle (Tn). 
 
Figure 7.  Recuperation of sample #371 using the Murray and Wintle (2000) protocol (90-125 
m, 12 x 1 mm aliquots). 
 
Figure 8.  De vs. preheat temperature for sample #376r (125-150 m, 12 x 1 mm aliquots). Six 
aliquots were omitted from this plot: two had a poor recycling ratio; four had 'Class 3' curves 
(Yoshida et al. 2000). 
 
Figure 9.  Recuperation of sample #376r using the Murray and Wintle (2003) protocol (125-150 
m, 12 x 1 mm aliquots). 
 
Figure 10.  Test-dose ratio (Tr6/Tn) of sensitivity vs. preheat temperature for sample #376r (12 
x 1 mm aliquots).  
 
Figure 11.  De vs. preheat and cut-heat temperature for sample #383 (90-125 m, 9 x 3 mm 
aliquots).  
 
Figure 12.  Recuperation of sample #383 using the Choi et al. (2003) protocol (90-125 m, 9 x 3 
mm aliquots).  
 
Figure 13.  After bleaching with blue light at room temperature, 9 x 3 mm aliquots of sample 
#383 (90-125 m) were given a known laboratory beta dose (50 Gy) to represent the surrogate 
“natural” dose. This given dose was measured with the SAR protocol in various preheat/cut-heat 
combinations (280°C preheat for 10 s and 160C cut-heat - filled circles; 280°C preheat for 10 s 
and 220C cut-heat – open circles; 180°C preheat for 10 s and 160C cut-heat - triangles), and 
the measured doses were normalised to the given dose of 50 Gy.  
 
Figure 14.  Six combinations of different preheat (PH), cut-heat (CH) and hot optical wash 
(HW) temperatures (following Choi et al. 2003 and Murray and Wintle 2003) on sample #383.  
Wide variation exists within each of the six temperature combinations: 180/220/RT: 7.3  1.3 Gy 
– 38.1  3.9 Gy; 180/160/190C: 9.3  1.3 Gy – 17.9  2.9 Gy; 160/160/290C: 6.8  0.8 Gy – 
18  1.7 Gy; 180/220/290C: 14.9  1.7 Gy – 32.1  4.7 Gy; 280/160/290C: 10.5  1.2 Gy – 
20.5  2.2 Gy; 280/220/290C: 21.5  3 Gy – 45.4  9.1 Gy.  ‘RT” refers to ambient (room) 
temperature. 90-125 m fraction, 18 x 3 mm aliquots.  
 
Figure 15.  De‘s  for 3 x 3 mm aliquots (90-125 m fraction) of samples #383, #384 and #11a, 
following the 280/220°C PH/CH protocol of Choi et al. (2003). Replicate measurements were 
made of sample #384 (#384R) (90-125 m fraction, 3 x 3 mm aliquots). Errors are 1 sigma. 
 
Figure 16.  Recuperation of samples #383, #11a and #384 using the Choi et al. (2003) protocol.  
(90-125 m, 9 x 3 mm aliquots). 
 
Figure 17.  Radial plot for sample #384 (50 x 1 mm) following omission of aliquots with poor 
recycling ratios and relative standard errors >50% (n = 46). Prior to optical stimulation, the 
natural and regenerative doses were preheated at 280°C for 10 s and the test doses were cut-
heated to 220°C. 
 
Figure 18.  Radial plot for sample #383 (72 x 1 mm) following omission of aliquots with poor 
recycling ratios and relative standard errors >50% (n = 24). See Fig. 17 caption for thermal 
treatments applied prior to optical stimulation. 
 
Figure 19.  Radial plot for sample #376r (13 x 1 mm) following omission of aliquots with poor 
recycling ratios (n = 11). This n=11 includes the two aliquots mentioned in the text with De 
values >60 Gy, which had poor recycling ratios. See Fig. 17 caption for thermal treatments 
applied prior to optical stimulation. 
 
Figure 20.  Radial plot for sample #B-1 (30 x 1 mm) following omission of aliquots with poor 




Table 1. Percentage weight of quartz in bulk samples from the West Mouth. Gaps in the data 
indicate these fractions were not measured. 
 
Table 2.  The single-aliquot regenerative-dose (SAR) protocol used in this study with various 
cut-heat and hot optical wash combinations (after Galbraith et al., 1999; Murray and Wintle 
2000, 2003; and Choi et al. 2003). 
 
Table 3.  Field dosimetry using IGRS* for sample locations in the West Mouth of the Great 
Cave of Niah.  Two portable γ-ray spectrometers were used for comparison, an EG&G 
MicroNOMAD NaI (‘Mic’) and an Exploranium GR-320 (‘Exp’).  The average of the two 
instruments was used (where possible) for subsequent dose-rate calculations.  Note: these are 
raw data and are not dry-corrected (see Table 4).  
* IGRS estimates the concentration of 40K directly, and 238U and 232Th parent concentrations can be estimated by 
counting γ rays emitted from the late daughters 214Bi and 208Tl in the 238U and 232Th decay chains, respectively. 
Calculation of the corresponding dose rates from 238U and 232Th therefore assumes secular equilibrium in each decay 
chain. 
 
Table 4. U, Th and K concentrations for sediment samples from the West Mouth of the Great 
Cave of Niah. Five techniques were used: isotope dilution (ID), inductively coupled plasma mass 
spectrometry/atomic adsorption spectroscopy (ICP-MS/AES), neutron activation analysis 
(NAA), in-situ field gamma-ray spectrometry (IGRS), and thick source alpha counting (TSAC). 
IGRS is the dry-corrected value for comparison.  The error values for each technique are derived 
thus: 2σ (ID), 5.6% for U, 6.4% for Th, and 1.3% for K, based on typical uncertainties (at 1σ) 
calculated on a reference material (ICP-MS/AES); detection limits of 0.5 ppm for U, 0.1 ppm for 
Th, and 500 ppm for K (NAA).   
 
Table 5.  Water content (mass of water/mass of dry sediment, %) of sediment samples that were 
collected in plastic tubes from the Late Quaternary sequence in the West Mouth. 
 
Table 6.  Provisional dose-rates for optical dating samples from the West Mouth of the Great 
Cave of Niah.  Dose-rates were calculated for those samples where provisional age estimates 
have been attempted in this study.    
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Table 1.  
 
 
 Fraction weight (as % of original bulk sediment weight) 
Sample >250 m 180-250 m 150-150 m 125-150 m 90-125 m <90 m 
2/2-9  0.039 0.015 0.005  0.109 
2/2e    0.002  0.007 
2/1-8  0.014 0.004 0.001 0.001  
11a  0.031 0.018 0.005 0.015 0.041 
2/2-1   0.001 0.002 0.007 0.087 
0/1       
2/2-11  0.015 0.089 0.004 0.009 0.051 
B-1       
371 0.006 0.063 0.076  0.060 0.050 
376 0.006 0.027 0.098 0.125 0.663  
383 0.005 0.028 0.063 0.047 0.122 0.163 
384   0.040 0.045  0.041 




Step Treatmenta Observedb 
1 Give dose, Di  
2 Preheatc (160-280°C for 10 s)  
3 Optically stimulated at 125°C for 40–100 s Li 
4 Give test dose, Dt  
5 Cut-heatc,e  
6 Optically stimulate at 125°C for 40–100 s Ti 
7 Optically stimulate at >preheat temperature for 40–100 s (‘Hot optical 
wash’) 
 
8 Return to step 1  
a For the natural sample, i = 0, and D0 is the natural dose. 
b Li and Ti were estimated from the initial OSL signal minus a background. 
c Aliquot heated to chosen temperature and then cooled immediately to less than 60°C.   
d The stimulation time depends upon the stimulation light intensity and wavelength: aliquots 
were stimulated for 40 s by blue light-emitting diodes (470 ± 30 nm) and for 100 s by green-
plus-blue wavelengths (420–550 nm) from a filtered tungsten-halogen lamp. 
















  K (%)    U (ppm)   Th (ppm)   
Sample 
Litho-
facies Mic Exp Mean 
St. 
err. Mic Exp Mean 
St. 
err. Mic Exp Mean 
St. 
err. 
0/1 1 0.58 0.39 0.49 0.09 5.32 5.85 5.58 0.26 7.54 7.54 7.54 0.17* 
11a 1 1.59 1.00 1.29 0.30 2.85 5.39 4.12 1.27 6.87 5.73 6.30 0.57 
371 2 0.52 0.36 0.44 0.08 4.26 4.60 4.43 0.17 4.25 4.31 4.28 0.13* 
2/1-8 2 0.79  0.79 0.02 5.15  5.15 0.11 5.89  5.89 0.17 
2/2e 2             
2/2-1 2 1.01  1.01 0.02 4.97  4.97 0.10 7.66  7.66 0.17 
2/2-9 2 0.71 0.51 0.61 0.10 3.93 5.01 4.47 0.54 5.30 5.43 5.37 0.07 
2/2-11 2 0.68 0.44 0.56 0.12 4.67 5.75 5.21 0.54 7.00 6.70 6.85 0.15 
3/1 3 0.53 0.36 0.45 0.08 3.11 3.74 3.43 0.32 5.35 5.45 5.40 0.05 
B-1 2C 0.38 0.25 0.32 0.06 2.89 3.19 3.04 0.15 4.54 5.06 4.80 0.26 
383 2C 0.06  0.06 0.01 1.31  1.31 0.05 1.69  1.69 0.09 
384 2C 0.02  0.02 0.01 1.14  1.14 0.05 1.23  1.23 0.07 




Sample Technique U ppm  Th ppm  K % 
0/1 
Unit1 
ID 7.487  0.001 9.73  0.02 - 
ICP 8.47  0.48 10.25  0.66 0.88  0.01  
NAA 6.90  0.50 11.60  0.10 0.63  0.05 
IGRS 6.86  0.32 9.26  0.21 0.60  0.11 
TSAC 6.62  0.30 9.28  0.98 - 
11a 
Unit 1 
ID 3.6299  0.0005 7.01  0.02 - 
ICP 3.67  0.21 7.24  0.46 1.90  0.03 
NAA 2.88  0.50 6.01  0.10 1.65  0.05 
IGRS 4.60  1.42 7.04  0.63 1.44  0.33 
TSAC - - - 
371 
Unit 2 
ID 15.30  0.01 8.15  0.09 - 
ICP 17.31  0.97 9.83  0.63 0.99  0.01 
NAA - - - 
IGRS 5.59  0.21 5.40  0.16 0.56  0.10 
TSAC 11.89  0.35 6.61  1.12  - 
 2/1-8 
Unit 2 
ID 11.17  0.01 5.71  0.03 - 
ICP 9.35  0.53 4.64  0.30 0.65  0.01 
NAA 12.20  0.50 7.87  0.10 0.85  0.05 
IGRS 7.07  0.15 8.09  0.23 1.09  0.02 
TSAC 7.66  0.31 8.26  1.02 - 
2/2e 
Unit 2 
ID 10.258  0.003 9.40  0.02 - 
ICP 12.41  0.70 11.61  0.74 1.43  0.02 
NAA 8.38  0.50 9.11  0.10 1.13  0.05 
IGRS - - - 
TSAC 7.64  0.28 7.10  0.91 - 
2/2-1 
Unit 2 
ID 7.802  0.001 11.06  0.02 - 
ICP 10.75  0.60 13.89  0.89 1.77  0.02 
NAA 6.58  0.50 9.63  0.10 0.74  0.05 
IGRS 6.40  0.12 9.86  0.21 1.30  0.02 
TSAC 7.48  0.32 9.68  1.05 - 
2/2-9 
Unit 2 
ID 8.749  0.001 8.52  0.03 - 
ICP 10.07  0.57 10.02  0.64 1.30  0.02 
NAA 9.30  0.50 10.10  0.10 1.44  0.05 
IGRS 5.73  0.69 6.89  0.09 0.78  0.13 
TSAC - - - 
2/2-11 
Unit 2 
ID 8.241  0.001 9.45  0.02 - 
ICP 10.70  0.60 12.61  0.81 0.87  0.01 
NAA 7.51  0.50 10.00  0.10 0.75  0.05 
IGRS 6.35  0.66 8.35  0.18 0.68  0.15 
TSAC 6.35  0.36 10.19  1.18 - 
3/1 
Unit 3 
ID 5.202  0.001 5.74  0.01 - 
ICP 6.72  0.38 7.57  0.48 0.61  0.01 
NAA 3.82  0.50 5.52  0.10 0.28  0.05 
IGRS 3.88  0.36 6.12  0.06 0.51  0.09 
TSAC - - - 
B-1 
Unit 2 
ID 8.1168  0.0005 11.75  0.02 - 
ICP 8.13  0.46 12.05  0.77 0.49  0.01 
NAA 6.97  0.50 11.30  0.10 0.45  0.05 
IGRS 3.99  0.20 6.30  0.34 0.41  0.08 
TSAC 7.28  0.30 9.10  0.99 - 
383 
Yellow Unit 2C 
ID 3.0632  0.0005 2.61  0.01 - 
ICP 3.39  0.19 2.91  0.19 0.117  0.002 
NAA - - - 
IGRS 1.65  0.07 2.13  0.11 0.08  0.01 
TSAC 2.73  0.13 1.56  0.40 - 
384 
Yellow Unit 2C 
ID 1.8788  0.0004 0.88  0.01 - 
ICP 1.91  0.11 0.55  0.03 0.041  0.001 
NAA - - - 
IGRS 1.39  0.06 1.50  0.09 0.02  0.01 
TSAC - - - 
376r 
Unit 2C 
ID 10.163  0.005 11.02  0.09 - 
ICP 11.91  0.67 13.11  0.84 1.39  0.02 
NAA - - - 
IGRS 3.77  0.11 6.83  0.20 0.73  0.02 












0/1 1 20.59 19.44 20.02 
11a 1 10.65 9.98 10.31 
371 2 19.77 27.19 23.48 
2/1-8 2 31.83 33.69 32.76 
2/2e 2 15.54 15.91 15.73 
2/2-1 2 24.02 26.39 25.21 
2/2-9 2 25.11 24.56 24.84 
2/2-11 2 19.26 19.19 19.22 
3/1 3 11.87 11.53 11.70 
B-1 2C 27.74 27.07 27.41 
383 2C 23.76 21.65 22.70 
384 2C 19.93 18.59 19.26 
376r 2C 26.49 27.15 26.82 
 
 






















Sample Lithofacies Dose rate (Gy/ka) 
11a 1 2.85  0.26 
371 2 3.27  0.18 
B-1 2Cb 2.12  0.13 
383 2C 0.74  0.05 
384 2C 0.47  0.03 




















a  Range of De values consist of the smallest and largest individual De estimates (following 
omission of unreliable aliquot data).  Where individual values of De are presented please see 
the text for further explanation. 
b  This value is a mean De value with standard error of the mean of the six aliquots of sample 
#383 that were given a preheat of 280°C. 
c  The first number represents the number of aliquots that yielded the most reliable De estimates 
and were used for age determination while the second number refers to the number of aliquots 
measured for each sample. 
d  Overdispersion is defined as the relative standard deviation of the De estimates, after taking 
into account the measurement errors, and was calculated using the ‘central age model’ 
(Galbraith et al., 1999).  Overdispersion was not calculated for sample #371 since only one 
aliquot was used to make the age estimation for that sample. 
Sample 
ID 
De or range 


























#11a 215.2  47.5 
to  
120.4  16.2 
3 mm x 3 
of 3 
20  17 Choi et al. 
2003 
2.9  0.3 75.5  18.1   
to  
42.2  6.9  
 
#371 119.7  12.8  1 mm x 1 
of 12 
- Murray and 
Wintle 2000 
3.3  0.2 36.6  4.5   
 
 
#376r 164.6  21.5 
to  
60.8  2.8  
1 mm x 6 
of 12 
34  12 Murray and 
Wintle 2003 
2.8  0.2 57.9  8.6  
to  
21.4  1.8 
 
#376r 58.5   6 
to 
7.4  1.4 
1 mm x 13 
of 24 
58  13 Choi et al. 
2003 
2.8  0.2 20.6  2.5   
to  
2.6  0.5   
 
#B-1 54.8  8.6 
to 
3.1  0.7 
1 mm x 30 
of 48 
85  14 Choi et al. 
2003 
2.1  0.1 25.8  4.4 
to 
1.5  0.3 
 
#383 21.8  1.1b 
 
3 mm x 6 
of 9 
0 Choi et al. 
2003 
0.7  0.1 29.6  2.6   
 
 
#383 6.2  1.2 
 
1 mm x 96 
of 96 
74  7 Choi et al. 
2003, (MAM) 
0.7  0.1 8.4  1.7  
 
 
#384  5.5  1.4 
 
1 mm x 96 
of 96 
60  7 Choi et al.  
2003, (MAM) 
0.47  0.03 11.5  3.1  
 
 
