It is well-known that word frequency and predictability affect processing time. These effects change magnitude across tasks, but studies testing this use tasks with different response types (e.g., lexical decision, naming, and fixation time during reading; Schilling, Rayner, & Chumbley, 1998), preventing direct comparison. Recently, Kaakinen and Hyönä (2010) overcame this problem, comparing fixation times in reading for comprehension and proofreading, showing that the frequency effect was larger in proofreading than in reading. This result could be explained by readers exhibiting substantial cognitive flexibility, and qualitatively changing how they process words in the proofreading task in a way that magnifies effects of word frequency. Alternatively, readers may not change word processing so dramatically, and instead may perform more careful identification generally, increasing the magnitude of many word processing effects (e.g., both frequency and predictability). We tested these possibilities with two experiments: subjects read for comprehension and then proofread for spelling errors (letter transpositions) that produce nonwords (e.g., trcak for track as in Kaakinen & Hyönä) or that produce real but unintended words (e.g., trial for trail) to compare how the task changes these effects. Replicating Kaakinen and Hyönä, frequency effects increased during proofreading. However, predictability effects only increased when integration with the sentence context was necessary to detect errors (i.e., when spelling errors produced words that were inappropriate in the sentence; trial for trail). The results suggest that readers adopt sophisticated word processing strategies to accommodate task demands.
Introduction
The processing of a word in a sentence is affected by a range of linguistic properties, across many tasks and experimental paradigms, but how does the cognitive system change the way it responds to these properties in different tasks? Two hallmark effects derive from the frequency of a word to be processed (high frequency words are processed more quickly than low frequency words) and the predictability of a word in its sentence context (more predictable words are processed more quickly than less predictable words; see Kutas & Federmeier, 2011; Rayner, 1998 Rayner, , 2009 for reviews). While frequency and predictability effects are robust and well documented, the magnitudes of these effects vary across tasks and paradigms (even when equating the magnitude of the frequency or predictability manipulation). The fact that these effects change across tasks suggests that the way in which people approach a task can modulate the extent to which they are sensitive to specific linguistic properties of the words they read (even when held constant across tasks). In the present study, we investigated this cognitive flexibility in reading for comprehension and proofreading. While still poorly understood, proofreading is a useful task for elucidating how cognitive processing changes along with task demands because of its similarity to reading for comprehension in terms of stimuli and response measure. The only differences in experimental design between these two tasks are the instructions and the inclusion of sentences that contain an error. Thus, we can study how processing of sentences without errors changes when people are asked to process them in different ways: checking for errors or reading for understanding. In the remainder of this introduction, we briefly discuss frequency effects and predictability effects and existing evidence regarding how they change magnitude across tasks, then turn to theoretical and empirical aspects of proofreading and discuss the goals and design of the present study.
Frequency effects
Word frequency is one of the strongest linguistic aspects of a word that affects how easily it is processed, across many tasks (lexical decision, Stanners, Jastrzembski, & Westbrook, 1975; word naming, Berry, 1971; Forster & Chambers, 1973 ; reading a sentence, as indexed by eye fixation times, Inhoff & Rayner, 1986; Rayner & Duffy, 1986 ; see Rayner, 1998 Rayner, , 2009 for reviews; and event related potentials, King & Kutas, 1998; Polich & Donchin, 1988 ; see Kutas & Federmeier, 2011 for a review) . In general, crossexperiment comparisons cannot convincingly test whether frequency effects change size across tasks because they use different stimuli (the magnitude of the effect on the response variable depends on the magnitude of the frequency manipulation) and different subjects (more skilled readers show smaller frequency effects than average readers; Ashby, Rayner, & Clifton, 2005) .
The most direct indication that frequency effects change across tasks comes from studies by Schilling, Rayner, and Chumbley (1998;  for a more recent similar study, see Kuperman, Drieghe, Keuleers, & Brysbaert, 2013) and Rayner and Raney (1996;  see also Rayner & Fischer, 1996 , as well as Murray & Forster, 2008) . Schilling et al. used the same materials and subjects and compared frequency effects between word naming, lexical decision, and gaze duration 1 (how long the eyes remain on a word before leaving it) during reading. The sizes of the frequency effect on naming latencies, lexical decision latencies, and gaze durations were highly correlated (though Kuperman et al. (2013) reported generally lower correlations), but more importantly, were not equal across tasks (64 ms in naming, 149 ms in lexical decision, and 67 ms in gaze durations during reading). These tasks differ in the type of processing required (Schilling et al., 1998) : naming emphasizes producing the sounds of the word (although this can be greatly facilitated by lexical and semantic access), lexical decision emphasizes how familiar the word is (Gernsbacher, 1984;  which is highly related to word frequency), and reading emphasizes accessing the meaning of the word (but obviously involves processing the word's sounds and familiarity, as well). Rayner and Raney (1996) ; see also Rayner & Fischer, 1996) found that the frequency effect (which was 53 ms when subjects read for comprehension) went away (i.e., was only 1 ms) when subjects searched for a particular word in a passage (and responded when they had found it). Rayner and Raney suggested that reading for comprehension requires accessing meaning (dependent on lexical access) and searching for a word in a text can be performed by more surface-level matching and may not be sensitive to frequency. In a similar vein, during mindless reading (e.g., when the reader ''zones out'' and stops understanding the sentence but their eyes continue to move along the text) frequency effects are absent (Reichle, Rennenberg, & Schooler, 2010) or attenuated (Schad & Engbert, 2012) . Taken together, data on frequency effects across tasks suggest that when word identification does not occur (either because it is not necessary, as in word search, or shuts off, as in mindless reading) subjects are insensitive or minimally sensitive to word frequency, whereas when word identification is required or emphasized (as in reading and lexical decision) frequency influences how long it takes to do so, although the precise way in which it does so in these cases also depends on the particular requirements of the task.
Predictability effects
When a word is encountered in a sentence (as opposed to in isolation) the meaning of the other words in the sentence can help constrain and identify the target word. In fact, the predictability of a word (i.e., how expected the word is, given the prior context) has an effect on reading times and fixation probabilities (Balota, Pollatsek, & Rayner, 1985; Drieghe, Rayner, & Pollatsek, 2005; Ehrlich & Rayner, 1981; Kliegl, Grabner, Rolfs, & Engbert, 2004; Rayner, Slattery, Drieghe, & Liversedge, 2011; Rayner & Well, 1996; Zola, 1984; see Rayner, 1998 see Rayner, , 2009 for reviews) as well as ERPs (Kutas & Hillyard, 1984 ; see Kutas & Federmeier, 2011 for a review) .
Tests for predictability effects in isolated word processing tasks are rare. However, some studies have recorded response times to target words presented after a sentence context (in word naming: Stanovich & West, 1979 , 1981 West & Stanovich, 1982; and lexical decision: Schuberth & Eimas, 1977) or when the target word is preceded by a single prime word (in naming: de Groot, 1985; Meyer & Schvaneveldt, 1971 ; and lexical decision: Schuberth & Eimas, 1977 ). Here, cross task comparisons reveal that the predictability effect for primed lexical decision (65 ms) is larger than for primed naming (38 ms; de Groot, 1985; cf. West & Stanovich, 1982) , but these have not been directly compared to eye fixations in reading using the same materials and the same subjects. Therefore, as with frequency effects, discussed in Section 1.1, the degree to which subjects respond to inter-word information (i.e., predictability, or the target word's fit into the sentence context) is also modulated by the type of processing the task requires.
Proofreading
While the above studies suggest that frequency and predictability effects change across tasks, they are not the most direct test of such changes because the different tasks used (lexical decision, naming, reading) elicit different types of responses (e.g., button presses, vocal responses, eye fixation times, and EEG). Thus, comparisons between tasks, such as Schilling et al. (1998; de Groot, 1985; Kuperman et al., 2013; West & Stanovich, 1982) are suggestive of, but not conclusive about, how different tasks affect word processing, particularly with respect to how word properties are emphasized. Therefore, we turn to a pair of tasks that can utilize the same stimuli, subjects, and response measures: reading for comprehension and proofreading. Kaakinen and Hyönä (2010) did just this: they compared frequency effects while subjects were reading sentences for comprehension vs. proofreading for spelling errors. We will return to Kaakinen and Hyönä (2010) shortly. First, however, we discuss possible task differences introduced by proofreading, introduce a framework within which to understand and predict these task differences, and discuss previous studies investigating proofreading.
Unlike in ordinary reading, where the reader's goal is to generally apprehend the meaning of the text, in proofreading the goal of the proofreader is to search the text, identify errors (such as omissions, additions, and replacements), and (in some cases) potentially determine how the text should be changed in order to eliminate those errors while preserving (or restoring) what the proofreader infers to be the intended meaning of the text. At an intuitive level, it is plausible that there may be substantial differences in the linguistic processing performed during proofreading as compared with ordinary reading since the goals of the two tasks are substantially different: in particular, whereas in ordinary reading errors can generally be ignored so long as they do not interfere with apprehension of the text's intended meaning, in proofreading these errors are the focus of the task.
The errors existing in a text to be proofread can come in various forms: spelling errors, grammatical errors, semantic violations, etc. Most studies (including our present research) focus on misspellings, for which the error is localized to a specific word. Perhaps the most easily detectable of these errors are those that produce nonwords (nonword errors; e.g., trcak for track). Detection of these errors requires only the assessment of word status (i.e., whether the letter string is a known word; Daneman & Stainton, 1993; Levy, Newell, Snyder, & Timmins, 1986) , and they can sometimes be identified from the surface features of the word alone (i.e., determining if the letter string follows orthographic rules of the language or can yield pronounceable output). Proofreading for these nonword (surface level) errors may be easiest because the proofreader need only check orthographic legality and/or word status and then stop (i.e., not try to integrate an error into the sentence). Thus, in these situations, linguistic processing beyond orthographic checking and basic word recognition may be reduced compared with what occurs in ordinary reading.
More subtle (and consequently less easily detected) errors are those that constitute real words (wrong word errors; e.g., replacing an intended word trail with trial) because these words would pass a cursory assessment of orthographic legality or word status. Consequently, to detect these types of errors, proofreaders may need to perform deeper processing than for nonword errors: they must know not only that a letter string is a word, but also what word it is, what its syntactic and semantic properties are, and whether some other word would have been appropriate instead, in order to decide whether it is an incorrect word. Note in particular that proofreading for wrong word errors thus generally requires not only checking the word itself, but also assessing the degree to which the word's meaning and grammatical properties are appropriate for the context, which requires integration of information across multiple words. Consequently, these errors should be different in at least two respects from nonword errors: (1) they should be more difficult to detect because they require processing at multiple levels (i.e., checking orthographic legality, determining word status, and checking inter-word compatibility); and (2) proofreading for wrong-word errors should involve less reduction of deeper linguistic processing (both lexical and sentence level).
Theoretical framework
With these considerations in mind, we now lay out a theoretical framework within which potential differences between various ''reading'' tasks, including normal reading for comprehension, proofreading to catch nonwords, and proofreading to catch wrong words, can be understood. This framework is agnostic as to the specific model of eye movement control in reading (e.g., Bicknell & Levy, 2010; Engbert, Nuthmann, Richter, & Kliegl, 2005; Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek, 2003; Schad & Engbert, 2012 ) assumed, although it should be noted that any complete model of reading must ultimately be able to account for task differences in reading behavior.
Our starting desideratum is that any type of reading-be it normal reading, scanning (skimming the text to find keywords), or proofreading-must involve some combination of (1) identifying words and (2) combining the meanings of those identified words to recover sentence meaning. Each of (1) and (2) can be further broken into different components (Table 1) . Word identification involves both recognition of word-form and access of lexical content. Word-form recognition can involve both decisions about whether or not the letter string is a word and, furthermore, what exact word it is. For example, wordhood assessment, which we define as recognizing whether the letter string has a legal (known) orthographic entry (similar to the ''orthographic checking'' process hypothesized by Kaakinen & Hyönä, 2010 ) is most obviously relevant for proofreading, but is also relevant even for normal reading since the reader must be able to deal with novel words. We define form validation, on the other hand, as recognizing the specific sequence of letters constituting the word currently being read. Wordhood assessment and form validation are logically distinct. A reader may, for example, conclude that an incompletely identified letter string such as ''qo###'' is not a word (wordhood assessment without complete form validation), and may also correctly identify the exact letter sequence of a word such as ''aortas'' while failing to successfully match the sequence to an entry in his/her mental lexicon (correct form validation but incorrect wordhood assessment). Content access involves retrieving word meaning and grammatical properties. Sentence-level processing includes combining individual words' content into larger, phrasal units (integration) and also assessment of whether each individual word is compatible with the rest of the sentence (word-context validation; essential for many types of error correction). We assume that there is flexibility in the degree to which each of these component processes is engaged during reading and that there is some cognitive resource cost (perhaps minimal, perhaps not) associated with each such process. We further propose that readers adaptively shift the degree of engagement of each process so as to efficiently meet task goals (for further discussion see Section 1.4) without expenditure of undue amounts of cognitive resources (Table 1) .
It seems clear that all five of the above processes are relevant and have resources devoted to them during normal reading (hence the check marks in those cells in Table 1) ; we now turn to how, in different types of proofreading, they may differ in importance relative to normal reading. When proofreading for errors that produce nonwords, the most obvious change is that both processes related to surface form-wordhood assessment and form validation-increase in importance (hence the up arrows in those cells in Table 1 ). It is unlikely, on the other hand, that these proofreaders would need to access content, integrate that content across words, or expend resources on word-context validation as thoroughly as during normal reading, because errors could be detected based almost exclusively on surface features and engaging in these processes might unnecessarily slow the proofreader down. Nevertheless, if accessing content and performing sentence-level processing are not costly, it is possible that these processes would not be de-emphasized, since sentence-level context makes reading more efficient overall (Bicknell & Levy, 2012; Ehrlich & Rayner, 1981; Morton, 1964; Rayner & Well, 1996) . Thus, we predict that during proofreading for nonwords these processes would be either unchanged (represented by check marks) or de-emphasized (represented by down arrows) as compared with normal reading.
Proofreading for errors that produce wrong words, in contrast, would lead to a different prioritization of component processes: fit into sentence context rather than surface features of words is the critical indicator of error status. This task would de-emphasize (or leave unaffected) wordhood assessment, since wrong words still match to lexical entries, but more heavily emphasize form validation and content access (essential, for example, to identify an erroneous instance of trial that should have been trail, or vice versa). This task would also more heavily emphasize word-context validation. However, it is unclear how sentence-level integration would be affected by proofreading for wrong words in comparison with normal reading (and so all three possibilities are represented): it might be enhanced by the need to perform effective word-context validation, it might be reduced since the depth of interpretation required for successful normal reading may not be necessary or worthwhile for adequate proofreading for wrong words, or it could remain unchanged. Now let us consider how the two linguistic properties we focus on in the present study-frequency and predictability-are likely to be implicated in the processes we have described above, and the implications for how the two types of proofreading tasks may modulate the effects of these variables on eye movement behavior. Within word identification, increased emphasis on form validation is likely to slow the process overall during proofreading, so that readers obtain better input regarding word form, but is unlikely to modulate frequency or predictability effects, since visual input is ultimately the sole arbiter of the form of a string. Wordhood assessment and content access together are likely to implicate both frequency and predictability: frequent words may be easier to recognize as valid strings and to retrieve content for, and predictability effects reflect readers' anticipation of upcoming meanings and word forms.
Wordhood assessment and content access need to occur when a word is first encountered in order for understanding Table 1 Framework of some processes involved in normal reading and our hypotheses about how they change when proofreading for the two types of errors involved in Experiment 1 (nonwords) and Experiment 2 (wrong words). Check marks in the reading column show that these processes are engaged and check marks for the proofreading columns show these processes are unchanged relative to normal reading. Arrows show relative increases or decreases in the importance of (and thus amount of predicted reader engagement with) each component process relative to normal reading. Multiple entries in a single cell indicate multiple possibilities as to how a component process will be modulated in the particular type of proofreading as compared with normal reading. to proceed, hence their effects should not exclusively show up on late eye movement measures, but rather should appear during first pass reading. In sentence-level processing, however, predictability, which reflects degree of contextual fit, is likely to be far more important than frequency: words with higher predictability are likely to be easier to integrate syntactically (Hale, 2001; Levy, 2008) and semantically (Kutas & Hillyard, 1984) , and easier to validate as being a valid word, given the context and the visual input (Levy, Bicknell, Slattery, & Rayner, 2009 ).
Our framework leaves open a number of possibilities, but it also makes three clear predictions: (1) overall speed is likely to be slower in proofreading than in normal reading provided that errors are reasonably difficult to spot and subjects proofread to a high degree of accuracy; (2) effects of proofreading for nonwords should show up (at least) in early eye-movement measures; and (3) predictability effects are more likely to be magnified in proofreading for wrong words than in proofreading for nonwords. We now turn to prior research on proofreading.
Existing data on proofreading
Existing data on proofreading are consistent with the above account, but are far from conclusive. Most studies of proofreading involve long passages and require subjects to circle, cross out, or indicate an error some way on-line during sentence reading. The major focus of these studies is whether certain types of errors are detected, indicating the success or failure of the process, but not how it is achieved. Additionally, to avoid ceiling effects in error detection, subjects in these studies were generally told to emphasize speed, potentially de-emphasizing some of the processes that would otherwise be involved in the proofreading task (as predicted by the framework described above).
From these studies, it is clear that the ability to detect spelling errors that are a result of letter substitutions or transpositions that produce nonwords (e.g., exict or exsit for exist ; Healy, 1980 Healy, , 1981 Holbrook, 1978a Holbrook, , 1978b ) is fairly good, but depends on the similarity between wrong letters and intended letters (i.e., surface features of the word, relating to our hypothesized process of wordhood assessment). Furthermore, subjects are better able to detect nonword errors when the intended word is low frequency (e.g., sleat for sleet) than when it is high frequency (e.g., grean for green; Van Orden, 1991; see also Holbrook, 1978b; Jared, Levy, & Rayner, 1999) , suggesting that subjects are more likely to coerce an errorful letter string into a real word if it is similar to a high frequency word (wordhood assessment and form validation may have been rushed and performed too cursorily). Less detectable are wrong word errors (Daneman & Stainton, 1993; Levy et al., 1986) , which moreover show differences in the contribution of phonological similarity to the intended word: homophone substitutions (e.g., mail for male) are less detectable than spelling control substitutions (e.g., mile; Banks, Oka, & Shugarman, 1981; Jared et al., 1999) , potentially implicating that phonological status may mediate content access. Perhaps in addition, it may be the case that spelling uncertainty, which coincides with homophony, mediates content access.
The proofreading studies mentioned above generally focused on detection of errors, in terms of accuracy and detection time and can only tell us about whether or not proofreading was successful, not about how it modulated fundamental component processes of reading. A deeper understanding of this latter issue requires investigating how the reading of error-free words and sentences is affected by the instructions to look for errors. The most direct assessment of this comes from the aforementioned study by Kaakinen and Hyönä (2010) . They had native Finnish speakers perform two tasks with Finnish sentences: first, they read sentences for comprehension, answering occasional comprehension questions; then, they performed a proofreading task, in which they checked for misspellings of words that produced nonwords. They analyzed reading measures on sentences that did not contain errors, but did contain a frequency manipulation (as well as a length manipulation), finding an interaction between the frequency effect and task: frequency effects for gaze durations were larger in proofreading (141 ms for long words and 79 ms for short words) than in reading for comprehension (81 ms for long words and 30 ms for short words). They concluded that their task emphasized orthographic checking, which depends on word frequency (i.e., can be done faster when the word is more familiar).
There are two possible interpretations of Kaakinen and Hyönä's (2010) results. One is that, as suggested by Kaakinen and Hyönä, word processing works qualitatively differently in proofreading than in reading for comprehension. This account implies that readers can flexibly change how they read in response to task demands. That is, they perform task-sensitive word processing that leads to frequency information playing a larger role than in typical word identification when proofreading for nonwords, but other properties (i.e., predictability) might remain unchanged (because frequency would be sufficient for detecting errors). This account is consistent with the theoretical framework we laid out above. It is also possible, however, that readers may have less ability to selectively change the way they process words in response to task demands. Instead, proofreading could work in a qualitatively similar way as reading for comprehension but demand that subjects become more confident than usual in word identities (to rule out visually similar nonword neighbors). Thus, subjects would take advantage of all sources of information that would help them discern the identity of the word (e.g., the predictability of the word or its fit into the sentence context). Under this more cautious reading account, the amplification of the frequency effect in proofreading is just a result of the longer processing time required for higher confidence (e.g., the size of the effects may grow with increasing reading times) and we would expect to see similar changes in predictability effects in response to changes in task. This account would be inconsistent with the theoretical framework we laid out above, which predicts that subcomponent processes are differentially modulated by proofreading in general.
Thus, the task-sensitive word processing account predicts that proofreading for wrong words would amplify predictability effects whereas proofreading for nonwords would not. The more cautious reading account, on the other hand, predicts that predictability effects would be amplified across the board by proofreading, regardless of the type of proofreading task. Thus, finding differential effects of word predictability as a function of type of proofreading task would support the task-sensitive word processing account, and would imply that readers exhibit substantial cognitive flexibility in adapting reading behavior to task demands. On the other hand, if predictability effects increase in proofreading for both wrong word and nonword errors, it would lend support to the more cautious reading account and suggest that readers change how they process words in response to task demands in a global, less sophisticated way.
Goals of the present study
In the present study, we thus had three main goals. The first goal was to confirm the results of Kaakinen and Hyönä (2010) that frequency effects on non-error trials increase in proofreading for nonwords in another language (English). The second goal was to tease apart the task-sensitive word processing and more cautious reading accounts by determining whether predictability effects increase in the same way as frequency effects when subjects are proofreading for nonword errors. These first two goals are tested in Experiment 1. The third goal was to compare how different types of proofreading tasks change these effects (i.e., checking for nonwords like trcak for track in Experiment 1 vs. checking for wrong words like trial for trail in Experiment 2) and to compare those results against the predictions of the theoretical framework described in Section 1.3.1. In each experiment, we had subjects perform two tasks: reading for comprehension and then proofreading for spelling errors. Both tasks included sentences without errors that contained either a frequency or a predictability manipulation that we used to determine the extent to which subjects were sensitive to these word properties. In the first experiment, subjects checked for spelling errors that produced nonwords (e.g., trcak instead of track), similar to the subjects in Kaakinen and Hyönä's (2010) experiment.
Experiment 1

Method
Subjects
Forty-eight members of the University of California, San Diego community participated in the experiment for course credit, or monetary compensation ($10.00). Subjects were native English speakers who were unaware of the purpose of this experiment. They all had normal or corrected-to-normal vision with glasses or soft contacts. In this experiment, as in Experiment 2, the subjects ranged in age from 18 to 25 years old.
Apparatus
Eye movement data were recorded via an SR Research Ltd. Eyelink 1000 eye tracker in tower setup that restrains head movements with forehead and chin rests. Viewing of the monitor was binocular, but only the movements of the right eye were recorded, at a sampling frequency of 1000 Hz. Subjects were seated approximately 60 cm away from a 20-in. NEC MultiSync FP 1370 CRT monitor with a screen resolution of 1024 Â 768 pixels and a refresh rate of 150 Hz. The sentences were presented in the center of the screen with black Courier New 14-point font on a white background and were always presented in one line of text with 3.8 characters subtending 1 degree of visual angle. Following calibration, eye position errors were less than 0.3°. Subjects' responses were recorded with a Microsoft controller using a directional pad and triggers.
Materials and design
The stimuli/materials were adopted from four published studies to create three sets of stimuli that were fully counterbalanced across subject and task in the experiments (see Table 2 ): filler items (error-free in the reading block and each item containing one error in the proofreading block; Appendix A), frequency items (high vs. low frequency; Appendix B), and predictability items (high vs. low predictability; Appendix C). Filler stimuli were 60 items taken from Johnson (2009) , which investigated reading time on words that have a transposition letter neighbor (e.g., trail, which has the transposition neighbor trial) and control words that were matched on length, frequency, number of orthographic neighbors, number of syllables and fit into the sentence, but did not have a transposition letter neighbor (e.g., track). For the reading block, the sentences with the control word without a transposition letter neighbor were presented (e.g., ''The runners trained for the marathon on the track behind the high school.''). For the proofreading block, we adapted the target words to create error stimuli, introducing one word with a spelling error in these sentences. Error words were created by transposing two letters of the control words from Johnson (2009; e.g., track produced trcak; ''The runners trained for the marathon on the trcak behind the high school.''). We matched the location of the letter transposition in these words to the location in the word with a transposition letter neighbor. For example, trail differs from trial in that the third and fourth letters are transposed so we transposed the third and fourth letters in track to produce trcak. There were three exceptions, in which the to-be-transposed letters were identical (i.e., eggs and cool) or constituted a real word (i.e., crab 2 which would produce carb), in which case we transposed the closest two non-initial letters (i.e., egsg, colo and crba). Frequency stimuli (which did not contain any errors) were 60 items taken from Drieghe, Rayner, and Pollatsek (2008; e.g., ' 'The inner components are protected by a black metal/alloy increasing its lifespan.''); two items were slightly modified by changing or adding a word that was not the target. For the final set of items, target words were all five letters long; the high frequency words had a mean raw frequency of 94 per million (log frequency per million of 1.8 (SE = .05)) and low frequency words had a mean raw frequency of 7 per million (log frequency per million of 0.6 (SE = .06)), estimated from the British National Corpus (BNC, 2007) . Predictability items (which also did not contain any errors) were taken from Rayner and Well (1996; 36 items) and Balota et al. (1985; 96 items; e.g., ''The skilled gardener went outside to pull up the weeds/roses along the driveway.''). We made minor changes to six items to make the sentences more plausible in the low predictability condition. We performed two kinds of norming on this set: (1) cloze norming (N = 36), and (2) fragment plausibility norming (N = 50), in which subjects rated the plausibility of the fragment up to and including the critical words on a scale of 1-9. To ensure the strength of the predictability manipulation with our subjects, we excluded any items for which more than one subject gave the low predictability completion in cloze. To ensure that the stimuli were not taken to be errors in the proofreading task, however, we also excluded any item that had plausibility lower than 6 in either condition. For the final set of 60 items (12 from Rayner and Well and 48 from Balota et al.) , the high predictability condition had a mean cloze score of 0.64 (SE = .02) and a plausibility rating of 7.8 (SE = .1), and the low predictability condition had a mean cloze score of 0.008 (SE = .002) and a plausibility rating of 7.1 (SE = .1). The two conditions did not significantly differ in terms of frequency of the target words (high predictability, M raw = 46 (SE = 9), M log = 1.29 (SE = .08); low predictability, M raw = 47 (SE = 8), M log = 1.32 (SE = .08), again, estimated from the BNC).
The experimental sentences were broken up into two blocks: reading for comprehension and proofreading. Both the reading and proofreading blocks consisted of 30 frequency stimuli (15 high frequency, 15 low frequency), 30 predictability sentences (15 high predictability, 15 low predictability) and 30 items from Johnson (2009) , which served as fillers in the reading block (none contained errors) and errors in the proofreading block. In the proofreading block, one third of the items (30 trials) contained errors. These groups of items were fully counterbalanced in a Latin square design. The sentence presentation for each condition was randomized. Sentences in the reading block did not contain any spelling errors.
Procedure
At the start of the experiment, the eye-tracker was calibrated with a 3-point calibration scheme. Subjects started with the reading block and were told to read the sentences for comprehension and to respond to occasional comprehension questions. Subjects did so by pressing the left or right trigger on the Microsoft controller to answer yes or no, respectively. After each question, feedback was provided such that a correct answer would proceed to the next trial, whereas an incorrect response resulted in a screen presenting ''INCORRECT!'' for 3 s before advancing to a the next trial. Subjects received three practice trials before the reading block. In the proofreading block, subjects were instructed to proofread each sentence for spelling errors and after each sentence were prompted to respond whether or not there was a spelling error. There was feedback in proofreading the same as in reading. Subjects were instructed to proofread ''looking for spelling errors only.'' At the beginning of this block, subjects received three practice trials (one of which had an error). Following Kaakinen and Hyönä (2010) , the reading block was presented first to avoid carryover effects because starting with the proofreading block may have prompted subjects to continue proofreading in the reading block. Furthermore, subjects were unaware (during the reading block) that they would be proofreading in the experiment.
Each trial began with a fixation point in the center of the screen, which the subject was required to fixate until the experimenter started the trial. Then a fixation box appeared on the left side of the screen, located at the start of the sentence. Once a fixation was detected in this box, it disappeared and the sentence appeared. The sentence was presented on the screen until the subject pressed a button signaling they completed reading the sentence. Subjects were instructed to look at a target sticker on the right side of the monitor beside the screen when they Table 2 Sample stimuli used in the experiments. Filler items, frequency items and predictability items were each counterbalanced across task and subject. For filler items, in the reading block only the error-free control word version was seen whereas in the proofreading block the nonword error was seen in Experiment 1 and the wrong word error was seen in Experiment 2. Target words are presented in italics.
Stimulus set Task Target word Sentence
Filler Reading Control The runners trained for the marathon on the track behind the high school.
Proof reading Error in Experiment 1
The runners trained for the marathon on the trcak behind the high school.
Error in Experiment 2
The runners trained for the marathon on the trial behind the high school.
Frequency
Reading and proofreading
High frequency
The inner components are protected by a black metal increasing its lifespan.
Low frequency
The inner components are protected by a black alloy increasing its lifespan.
Predictability
High predictability
The skilled gardener went outside to pull up the weeds along the driveway.
Low predictability
The skilled gardener went outside to pull up the roses along the driveway.
finished reading to prevent them from refixating a word as they pressed the button. In the reading block, the 30 filler sentences were followed by a comprehension question requiring a ''yes'' or ''no'' response with the corresponding triggers. In the proofreading block, every sentence was followed by a question asking, ''Was there a spelling error?'' After subjects finished proofreading each sentence they had to answer ''yes'' or ''no'' with the triggers. The experimental session lasted for approximately forty-five minutes to one hour.
Results and discussion
Data were analyzed using inferential statistics based on generalized linear mixed-effects models (LMMs). In the LMMs, task (reading vs. proofreading), target type (predictability item vs. frequency item, where applicable), and independent variable value (high vs. low, where applicable, or filler (error-free in the reading block) vs. error (in the proofreading block), where applicable) were centered and entered as fixed effects, and subjects and items were entered as crossed random effects, including intercepts and slopes (see Baayen, Davidson, & Bates, 2008) , using the maximal random effects structure (Barr, Levy, Scheepers, & Tily, 2013) . For models that did not converge before reaching the iteration limit, we removed random effects that accounted for the least variance and did not significantly improve the model's fit to the data iteratively until the model did converge.
3 In order to fit the LMMs, the lmer function from the lme4 package (Bates, Maechler, & Bolker, 2011) was used within the R Environment for Statistical Computing (R Development Core Team, 2009). For fixation duration measures, we used linear mixed-effects regression, and report regression coefficients (b), which estimate the effect size (in milliseconds) of the reported comparison, and the t-value of the effect coefficient. For binary dependent variables (accuracy and fixation probability data), we use logistic mixed-effects regression, and report regression coefficients (b), which represent effect size in log-odds space and the z value of the effect coefficient. Values of the t and z statistics greater than or equal to 1.96 indicate an effect that is significant at approximately the .05 level.
Question accuracy
Mean accuracy and error detection ability for proofreading are reported in Table 3 . Overall, subjects performed very well both in the comprehension task (94% correct) and in the proofreading task (95% correct).
Eye movement measures
Fixations shorter than 80 ms were combined with a previous or subsequent fixation if they were within one character of each other or were eliminated. Trials in which there was a blink or track loss during first pass reading on the target word or during an immediately adjacent fixation were removed (1% of the original number of trials). For each fixation duration measure, durations greater than 2.5 standard deviations from the subject's mean (calculated separately across tasks) were also removed (less than 2% of the data from any measure were removed by this procedure). The remaining data were evenly distributed across conditions.
To assess the extent to which readers were sensitive to properties of specific words we analyzed reading measures on target words within the sentence. 4 We analyzed six standard fixation time measures (Rayner, 1998 (Rayner, , 2009 ): first pass measures, such as probability of making a first-pass fixation, first fixation duration (the duration of the first fixation on the target, regardless of how many fixations are made), single fixation duration (the duration of a fixation on the target when only one fixation is made), gaze duration (the sum of the duration of all fixations made on the target before leaving it), as well as later measures, such as total viewing time (the sum of all fixations on the target, including rereading of it after first-pass reading) and go-past time (the sum of the duration of all fixations on the target and any rereading of words to the left of it until the target is passed to the right). In addition, we also analyzed the probability of regressing into the target and the probability of regressing out of the target. 3 The models for which this was necessary were: regressions out of the target in Experiment 1 frequency stimuli (we removed the correlation between the intercept and the other random effects structure for items) and predictability stimuli (we removed the correlation between the intercept and the other random effects structure for subjects), total time analyses for predictability items in Experiment 2 (we removed the correlation between the intercept and the other random effects structure for items). For the models of the three-way interactions only the random slopes of the three-way interaction were used. 4 In addition to the target word, we analyzed reading time measures on the pre-target (Appendix D) and post-target word (Appendix E). For the pre-target word, almost all measures showed an effect of task, with longer reading times when subjects were proofreading than when they were reading, reflecting the same pattern seen on the target and in global reading measures. For the main effects of frequency and predictability, significant effects only appeared for regressions into the pre-target word, suggesting that these effects were driven subjects directly reading the target word. For regressions into the pre-target word, frequency interacted with task but predictability did not in both Experiments. For the post-target word, there was a main effect of task for all measures in Experiment 2, but these effects were only significant for late measures in Experiment 1. There were no significant spillover effects of frequency for either Experiment. There was a significant spillover effect of predictability for regressions out of the posttarget word in Experiment 1 and for all effects but gaze duration in Experiment 2. There were significant interactions between task and both of the manipulated variables for regressions out of the post-target word in Experiment 1.
To assess how subjects approached the task of proofreading, we analyzed reading time measures on target words that did not contain an error (in either the reading or proofreading block) but did contain either a frequency (e.g., ''The inner components are protected by a black metal/alloy increasing its lifespan.'') or predictability manipulation (e.g., ''The skilled gardener went outside to pull up the weeds/roses along the driveway.''). We analyzed Table 5 Of more interest for our present purposes are the interactions between task and our manipulations of frequency and predictability. Here, the results are quite clear: frequency effects were reliably larger during proofreading than during reading across all measures (single fixation duration: b = 13.12, t = 2.07; gaze duration: b = 29.91, t = 3.13; total time: b = 38.66, t = 2.52, go-past time: 34.86, t = 2.38) with the exception of first fixation duration (b = 3.92, t < 1) whereas the effect of predictability was not modulated by task in any fixation time measure (all ts < 1.14). The interaction between task and the frequency effect in these data replicates Kaakinen and Hyönä's result (in a different language: English), showing that the effect of frequency becomes larger when proofreading for spelling errors that produce nonwords (see goal 1, in Section 1.4). In addition, the lack of an interaction with task for the predictability items helps to tease apart the possible interpretations of Kaakinen and Hyönä's finding (see goal 2, in Section 1.4). While the more cautious reading account predicted that there should be a similar interaction for the predictability materials, instead, these data support the task-sensitive word processing account, in which subjects process words in proofreading in a qualitatively different way that makes more use of frequency information but does not make more use of predictability. These data suggest that readers have a great deal of flexibility with respect to how they process words depending on their specific goal, making more or less use of each property of a word (e.g., its frequency or predictability from context) dependent on that feature's informativeness for the task at hand.
Fixation probability measures.
Results of the logistic mixed-effects regression analyses on fixation probability measures are reported in Table 6 . As with the reading time measures, in Section 2.2.2.1, fixation probability measures showed a robust effect of task, with a higher probability of fixating the target (frequency items: z = 2.49, p = .01; predictability items: z = 3.77, p < .001), regressing into the Table 6 Results of the logistic regression mixed effects models for fixation probability measures in Experiment 1. All measures were centered before being entered into the analyses. Statistical significance is indicated by boldface. target (frequency items: z = 3.77, p < .001; predictability items: z = 5.43, p < .001) and regressing out of the target for frequency items (z = 4.47, p < .001) but not predictability items (all ps > .24).
Frequency yielded a main effect on probability of fixating the target (z = 4.24, p < .001) but not the probability of regressing out of the target (p > .22) or the probability of regressing into the target (p > .84). Predictability yielded a marginal effect on the probability of fixating the target (z = 1.78, p = .08), a significant effect on the probability of regressing into the target (z = 4.65, p < .001) and marginal effect on the probability of regressing out of the target (z = 1.94, p = .05). The only significant interactions between task and our manipulations of frequency and predictability were on regressions into the target (frequency items: z = 2.63, p < .01; predictability items: z = 2.36, p < .001); all other interactions were not significant (all ps > .17).
2.2.2.3. Do frequency and predictability interact with task similarly?. In addition to the analyses reported in Section 2.2.2.1, we tested whether the interaction in the frequency stimuli was significantly different from the null interaction in the predictability stimuli (i.e., the threeway interaction) in two key measures: gaze duration and total time. These measures have been taken to reflect the time needed for initial word identification (gaze duration) and to integrate the word into the sentence (total time). The results of these analyses revealed a significant threeway interaction for both gaze duration (b = 11.95, t = 2.01) and total time (b = 19.93, t = 2.27), confirming our analyses above in suggesting that the effect of predictability did not increase in proofreading while the effect of frequency did. Thus, our data do not show support for an account of proofreading in which subjects merely read more cautiously (and predictability effects would likewise increase) but rather support a qualitatively different type of task-sensitive word processing between reading for comprehension and proofreading.
Experiment 2
As discussed in Section 1.3.1, when proofreading for errors that produce real, wrong words, one must take into account the sentence context. Thus, one would expect that, when proofreading for wrong word errors, subjects may need to or want to take into account the predictability of a word more fully than they do when proofreading for nonword errors (as in Experiment 1 and Kaakinen & Hyönä, 2010 ). We might expect, then, that if subjects can adapt how they process words to the fine-grained demands of the task, then when proofreading for errors that produce actual words, subjects would show larger effects of predictability. Presumably, this would result from subjects' need to spend more time determining whether a word that is unlikely in context is an error.
To test whether subjects adapt how they process words based on the precise nature of the spelling errors included in the stimuli, we ran a second experiment, similar to Experiment 1 except that, during proofreading, subjects checked for spelling errors (letter transpositions) that produced real, wrong words (e.g., trail produced trial; ''The runners trained for the marathon on the trial behind the high school.''). We analyzed the same reading measures as in Experiment 1 to determine whether (a) frequency effects are increased when checking for errors that constitute real, but inappropriate words and (b) to determine whether predictability effects increase when task demands make predictability information useful. Additionally, we analyzed global reading measures and local reading measures on target words in the filler stimuli (fillers during the reading task and errors during the proofreading task), comparing them between the two experiments, to assess the relative difficulty of proofreading for nonword errors and proofreading for wrong word errors.
Method
The method of Experiment 2 was identical to the method for Experiment 1 with the following exceptions.
Subjects
A different set of 48 subjects, with the same selection criteria as Experiment 1 participated in Experiment 2.
Materials
The stimuli in Experiment 2 were identical to those in Experiment 1 except for the words that constituted errors in the proofreading task. Error stimuli were produced by selecting the transposition letter neighbor of the target word (from Johnson, 2009), which was inappropriate in the sentence context (e.g., trail produced trial; ''The runners trained for the marathon on the trial behind the high school.''). Using these items from Johnson (2009) in both experiments meant that the base words from which the errors were formed were controlled across experiments for length, frequency, number of orthographic neighbors, number of syllables and fit into the sentence. Thus, the only difference between experiments was whether the transposition error happened to produce a real word.
Procedure
The procedure was identical to Experiment 1 except that, in the proofreading block, subjects were instructed that they would be ''looking for misspelled words that spell check cannot catch. That is, these misspellings happened to produce an actual word but not the word that the writer intended.'' and there were 5 practice trials (three errors) preceding the proofreading block instead of 3.
Results and discussion
Question accuracy
As in Experiment 1, subjects performed very well both on the comprehension questions (93% correct) and in the proofreading task (91% correct; Table 3 ). In addition to overall accuracy, we used responses in the proofreading task to calculate d 0 scores (the difference between the z-transforms of the hit rate and the false alarm rate; a measure of error detection) for each subject and compared them between experiments using an independent samples t test. Proofreading accuracy was significantly higher in Experiment 1 (M = 3.05, SE = .065) than in Experiment 2 (M = 2.53, SE = .073; t(93) = 5.37, p < .001), indicating that checking for real words that were inappropriate in the sentence context was more difficult than checking for spelling errors that produce nonwords.
Eye movement measures
As with the analyses of Experiment 1 (when subjects were checking for nonwords) we analyzed reading measures on the target words in the frequency (e.g., metal/alloy) or predictability (weeds/roses) manipulation sentences when they were encountered in Experiment 2 (when subjects were checking for wrong words) to determine whether the type of error subjects anticipated changed the way they used different word properties (i.e., frequency and predictability; Tables 7-9 ). Experiment 1 revealed no evidence that the effect of the predictability of a word in the sentence differed in size between reading and proofreading (there was no interaction between predictability and task in any reading measure). Our interpretation of this result was that predictability information is not a more useful source of information when checking for nonwords as compared to when reading for comprehension. However, when the errors that must be detected are real, wrong words, the only way to detect an error is to determine whether the word makes sense in the sentence context, making predictability a more relevant word property for error detection. Thus, if our interpretation is correct that readers can qualitatively change the type of word processing they perform according to task demands, we may see the effect of predictability become larger in proofreading for wrong words (relative to reading). As with analyses of error-free items in Experiment 1, task (reading vs. proofreading) and independent variable (high vs. low) were entered as fixed effects in the LMMs. Separate LMMs were fit for frequency items and predictability items (except for the test of the three-way interaction, see Section 3.2.2.3). 69.06, t = 6.08), indicating that, when checking for spelling errors that produce wrong words subjects took more time, spending longer on the target words throughout their encounter with them (i.e., across all eye movement measures). Furthermore, the coefficients that estimate the effect size are notably larger in the second experiment, when subjects were checking for more subtle errors (letter transpositions that produced real words that were inappropriate in the context). The effect of frequency was robustly found across all reading time measures (first fixation: b = 10.35, t = 2.61; single fixation duration: b = 14.73, t = 2.95; gaze duration: b = 25.56, t = 3.66; total time: b = 36.53, t = 2.33; go-past time: b = 47.18, t = 3.80) as was the effect of predictability (first fixation duration: b = 6.66, t = 2.08: single fixation duration: b = 11.04, t = 3.12; gaze duration: b = 20.95, t = 4.14; total time: b = 49.27, t = 4.23; go-past time: 29.94, t = 3.13).
Of more interest for our present purposes are the interactions between task and our manipulations of frequency and predictability. Here, the results are quite clear: frequency effects were reliably larger during proofreading than reading across all measures (gaze duration: b = 26.51, t = 2.80; total time: b = 55.08, t = 2.21, go-past time: b = 41.51, t = 2.20) with the exception of first fixation duration (b = 3.98, t = 0.60) and single fixation duration (b = 8.11, t = 0.98) whereas predictability was not modulated by task in any reading measure (all ts < 1.37) except for total time (b = 57.60, t = 2.72). These data suggest that, when checking for spelling errors that produce real but inappropriate words, proofreaders still perform a qualitatively different type of word processing, which specifically amplifies effects of word frequency. However, while proofreaders do not appear to change their use of predictability during initial word recognition (i.e., first pass reading), later word processing does show increased effects of how Table 9 Results of the logistic regression mixed effects models for fixation probability measures in Experiment 2. All measures were centered before being entered into the analyses. Statistical significance is indicated by boldface. well the word fits into the context of the sentence (i.e., during total time). We return to the issue of why this effect only appears on a late measure in Section 4.2.
3.2.2.2. Fixation probability measures. As with the reading time measures reported in Section 3.2.2.1, fixation probability measures showed a robust effect of task, with a higher probability of fixating the target (frequency items: z = 4.92, p < .001; predictability items: z = 5.41, p < .001), regressing into the target (frequency items: z = 5.60, p < .001; predictability items: z = 6.05, p < .001) and regressing out of the target (frequency items: z = 3.64, p < .001; predictability items: z = 4.15, p < .001) in the proofreading task than in the reading task. Frequency yielded a main effect on probability of fixating the target (z = 5.77, p < .001) and probability of regressing out of the target (z = 2.56, p < .01) but not probability of regressing into the target (p > .15). Predictability yielded a marginal effect on the probability of fixating the target (z = 1.77, p = .08) and a significant effect on the probability of regressing into the target (z = 5.35, p < .001) and regressing out of the target (z = 3.71, p < .001).
There was a significant interaction between task and frequency on the probability of fixating the target (z = 2.14, p < .05) and a marginal interaction on the probability of regressing out of the target (z = 1.77, p = .08). All other interactions were not significant (all ps > .17). Thus, it seems as if the interactions seen in total time in Experiment 2 were not due to an increased likelihood of making a regression into or out of the target word, but rather to the amount of time spent on the word during rereading.
3.2.2.3. Do frequency and predictability interact with task similarly?. As in Experiment 1, we tested for the three-way interaction between target type (frequency vs. predictability), independent variable value (high vs. low) and task (reading vs. proofreading) to evaluate whether the interactions between independent variable and task were different between the frequency stimuli and the predictability stimuli. As in Section 2.2.2.3, we tested for the three-way interaction in two key measures: gaze duration (Fig. 1 ) and total time (Fig. 2) . The results of these analyses revealed that neither the three-way interaction for gaze duration (b = 5.59, t < 1) nor total time (b = 2.26, t < 1) were significant, suggesting that, when proofreading for wrong word errors, subjects processed words in a way that magnified the effects of both word frequency and predictability in a similar way. However, when gaze duration was analyzed separately by stimulus set, the task by frequency interaction was significant but the task by predictability interaction was not, and the three-way interaction, while not significant, does suggest a trend in that direction. Thus, the data suggest that, in first pass reading, subjects certainly demonstrated increased sensitivity to frequency information (discussed above) and demonstrated only slight increased sensitivity to predictability information (certainly more than they demonstrated increased sensitivity to predictability information when proofreading in Experiment 1). However, the substantial interaction between task and predictability does not emerge until further inspection of the word (i.e., total time, see Section 4.2).
Comparisons between the two experiments
The analyses reported in this section were performed on filler items from the reading task and items that contained errors in the proofreading task to assess the degree to which proofreading sentences that actually contain errors differs from reading error-free sentences for comprehension. When encountered in the reading block, sentences contained no errors and constituted the control sentences taken from Johnson (2009; e., ''The runners trained for the marathon on the track behind the high school.''). When encountered in the proofreading block, sentences contained errors; In Experiment 1 errors constituted nonwords (i.e., ''The runners trained for the marathon on the trcak behind the high school.'') and in Experiment 2 errors constituted wrong words (i.e., ''The runners trained for the marathon on the trial behind the high school.''). To investigate how errors were detected, we compared both global reading measures (reading time on the entire sentence) and local reading measures on the target word (shown in italics, above, but not italicized in the experiments) between the correct trials (when encountered in the reading block) and error trials (when encountered in the proofreading block). Task (reading vs. Fig. 1 . Gaze duration on target words across the two experiments, separated by stimulus type. The left-hand panel represents frequency-manipulated stimuli, the central panel represents predictability-manipulated stimuli, and the right-hand panel represents filler stimuli (normal control words in the reading tasks, nonword spelling errors during the proofreading task in Experiment 1, and wrong word spelling errors in Experiment 2). Data for the reading task represent the average for a given condition across the two experiments. proofreading) and experiment (Experiment 1 vs. Experiment 2) were entered as fixed effects.
3.2.3.1. Global reading measures. We analyzed two global reading measures: total sentence reading time (TSRT; the total amount of time spent reading the sentence) and reading rate (words per minute: WPM), which index general reading efficiency (Rayner, 1998 (Rayner, , 2009 , to assess the general difficulty of the proofreading task, compared to the reading task, across the two experiments (see Table 10 ). More efficient reading is reflected by shorter total sentence reading time and faster reading rate (more words per minute). For the present analyses, data come from all stimuli, collapsed across target type. We entered task (reading vs. proofreading) and experiment (Experiment 1 vs. Experiment 2) as fixed effects in the LMMs.
The global reading measures confirmed the results of the accuracy analyses: The proofreading task was more difficult than the reading task, and this difference was more pronounced in the second experiment. Both measures revealed significant effects of task (TSRT: b = 814.8, t = 7.99; WPM: b = À53.18, t = À9.74), with the proofreading task leading to less efficient (slower) reading (M TSRT = 2986 ms; M WPM = 299 in Experiment 1 M TSRT = 4320 ms; M WPM = 226 in Experiment 2) than the reading for comprehension task (M TSRT = 2699 ms; M WPM = 327 in Experiment 1 M TSRT = 2970 ms; M WPM = 304 in Experiment 2). Both measures also revealed a significant effect of experiment (TSRT: b = 801.7, t = 4.00; WPM: b = À47.84, t = À3.06), with less efficient reading in the second experiment than in the first experiment. More importantly, there was a significant interaction in both measures (TSRT: b = 1063.1, t = 5.23; WPM: b = À49.85, t = À4.62), with the effect of task (reading vs. proofreading) larger in the second experiment (when proofreading involved checking for wrong words) than in the first experiment (when proofreading involved checking for nonwords).
3.2.3.2. Local reading measures. To assess how task demands change processing of the target words themselves (i.e., the only word that differed between tasks and between experiments in the proofreading task) we analyzed local reading measures (the same as mentioned above) on the filler trials; Tables 10-12. All analyses revealed a significant effect of task (for all fixation time measures, all ts > 12; for all fixation probability measures, all ps < .001) with longer reading times on and higher probabilities of fixating and regressing into or out of the target Fig. 2 . Total time on target words across the two experiments, separated by stimulus type. The left-hand panel represents frequency-manipulated stimuli, the central panel represents predictability-manipulated stimuli, and the right-hand panel represents filler stimuli (normal control words in the reading tasks, nonword spelling errors during the proofreading task in Experiment 1, and wrong word spelling errors in Experiment 2). Data for the reading task represent the average for a given condition across the two experiments.
Table 10
Global and local reading time measures (means and standard errors) on the target word across the two experiments for filler trials (in reading) and error trials (in proofreading).
Measure
Reading
Global reading measures
Total sentence reading time (ms) 2699 (95) 2970 (148) 2968 (102) 4320 (242) Reading rate (words per minute)
327 (14) 304 (11) 299 (12) 226 ( in the proofreading task than the reading task. There were significant differences between experiments in gaze duration and total time (both ts > 2.09), as well as the probability of regressing out of and into the target (both ps < .001), but not for any of the other fixation time measures (all ts < 1.77) or the probability of fixating the target (p = .32). Most important for our purposes were tests for interactions between task and experiment. Analyses of fixation time measures revealed significant but qualitatively different interactions between task and experiment for early and late reading measures. There were significant interactions for early reading measures (first fixation duration: b = À19.24, t = 2.25; single fixation duration: b = À31.18, t = 2.78; gaze duration: b = À45.41, t = 3.18) with a larger increase in reading time in the proofreading block when checking for nonword errors (Experiment 1) than when checking for wrong word errors (Experiment 2; see Fig. 1 ). These data suggest that, upon initial inspection of the words, errors were detected (and produced longer reading times) more easily when they resulted in nonwords than when they resulted in wrong words. The pattern of results changed, though, in later measures. Here, reading time on the target increased more in the proofreading block when checking for wrong words (Experiment 2) than when checking for nonwords (Experiment 1) for total time on the target (b = 191.27, t = 3.88; see Fig. 2 ) but not significantly in go-past time (t < .32).
There was no significant interaction between task and experiment on the probability of fixating or regressing into the target (both ps > .14) but there was a significant interaction on the probability of regressing out of the target (z = 2.92, p < .001) with a small increase in regressions out of the target in Experiment 1 (.07 in reading compared to .08 in proofreading) and a large effect in Experiment 2 (.09 in reading compared to .18 in proofreading).
These data confirm that the proofreading task in Experiment 2 (checking for real, but inappropriate words for the context) was more difficult than the proofreading task in Experiment 1 (checking for nonwords). Early reading time measures increased more in Experiment 1 than Experiment 2, suggesting that these errors were easier to detect upon initial inspection. However, in later measures, reading time increased more in Experiment 2 than in Experiment 1, suggesting these errors often required a subsequent inspection to detect.
Table 11
Results of the linear mixed effects regression models for fixation time measures separately for target words across the two experiments for filler trials (in reading) and error trials (in proofreading). All measures were centered before being entered into the analyses. The b value estimates the effect size (in milliseconds) and statistical significance is indicated by boldface. Table 12 Results of the logistic mixed-effects regression models for fixation probability measures separately for target words across the two experiments for filler trials (in reading) and error trials (in proofreading). All measures were centered before being entered into the analyses. Statistical significance is indicated by boldface. 
General discussion
Let us now consider these data in light of the theoretical framework laid out in the Introduction. Based on consideration of five component processes central to normal reading-wordhood assessment, form validation, content access, integration, and word-context validation-and how different types of proofreading are likely to emphasize or de-emphasize each of these component processes, this framework made three basic predictions regarding the outcome of our two experiments, each of which was confirmed. Additionally, several key patterns in our data were not strongly predicted by the framework but can be better understood within it. We proceed to describe these cases below, and then conclude this section with a brief discussion of the differences in overall difficulty of the two proofreading tasks.
Basic predictions of the framework
Our framework made three basic predictions, each confirmed in our data. First, overall speed should be slower in proofreading than in normal reading, provided that errors are reasonably difficult to spot and that readers proofread accurately. The errors we introduced into our stimuli all involved single word-internal letter swaps expected a priori to be difficult to identify, and our readers achieved very high accuracy in proofreading-higher in Experiment 1 (95%) than in Experiment 2 (91%). Consistent with our framework's predictions under these circumstances, overall reading speed (e.g., TSRT -total sentence reading time) was slower during proofreading than during normal reading in both experiments. (Note, however, that the two types of proofreading interacted in slightly different ways with word frequency; see Section 4.2 for further discussion.) However, we must also note that even tasks that should be less onerous than reading (e.g., x-string scanning) can lead to longer reading times (Rayner & Fischer, 1996) . Second, our framework predicted that effects of proofreading for nonwords should not show up exclusively in late measures, since proofreading for nonwords should emphasize word identification processes, which must occur upon first encountering a word. Consistent with this prediction, in Experiment 1 we found effects of task on early measures including fixation probability, first fixation duration, single fixation duration, and gaze duration; and interactions of task with word frequency on single-fixation duration and gaze duration.
Third, our framework predicted that predictability effects should be magnified more in proofreading for wrong words than in proofreading for nonwords, since proofreading for wrong words emphasizes processes that intrinsically implicate the degree of fit between a word and the rest of the sentence, (e.g., word-context validation and integration), but proofreading for nonwords does not. Indeed, whereas when proofreading for nonwords (Experiment 1) the task (reading vs. proofreading) never interacted with predictability, when proofreading for wrong words (Experiment 2) task and predictability interacted in regressions into and total time on the target word.
With respect to interpretation of Kaakinen and Hyönä's previous results on proofreading, our new results overall favor our framework's task-sensitive word processing account, in which component sub-processes of reading are differentially modulated by change of task, over the more cautious reader account, in which proofreading simply involves processing words to a higher degree of confidence. In the more cautious reading account, sensitivity to each word property that we manipulated (frequency and predictability) should be affected similarly by both types of proofreading-frequency and predictability effects would have been magnified across the board. Instead, we see different effects on predictability in proofreading for nonwords vs. proofreading for wrong words, consistent with our framework.
Further results interpretable within the framework
The other major results in our data, though not directly predicted by our framework, can be readily understood within it. First, Experiment 1 affirms Kaakinen and Hyönä's (2010) original result that frequency effects are larger in proofreading for nonwords, showing that the pattern they found in Finnish also holds in English. Experiment 2 extended this result to the case of proofreading for spelling errors that produce real words. These results were supported by interactions between frequency effects and task (in both early and late reading measures) for error-free trials.
Importantly, effects of word frequency were modulated differently in the two proofreading tasks. In Experiment 1 (proofreading for nonwords), task did not affect reading speed on high frequency words, but did slow reading of low frequency words. In Experiment 2, on the other hand, proofreading slowed reading on all words (including high frequency words). To investigate this, we performed analyses separately on high frequency words and low frequency words, testing for the effects of task (reading vs. proofreading), experiment, and the interaction between them (with linear mixed effects models with the maximal random effects structure) and follow-up paired comparisons between reading times on either high frequency words or low frequency words (analyzed separately) as a function of task. For gaze duration, the main effect of task among only high frequency words was not significant in Experiment 1 (t = 0.13) but was significant in Experiment 2 (t = 5.61), confirming that high frequency words were unaffected by proofreading for nonwords (the same pattern of data was observed for other reading time measures).
For gaze duration for low frequency words, the main effect of task was significant in both Experiment 1 (t = 3.72) and Experiment 2 (t = 7.89), confirming that they were always affected by task, regardless of what type of proofreading was being performed (the same pattern of data was observed for all other reading time measures except the effect of task was not significant on first fixation duration for Experiment 1 or go-past time in Experiment 2). Although this difference is not directly predicted within our framework, it is compatible with it: the result implies that wordhood assessment, the sole frequency-sensitive process emphasized in proofreading for nonwords, is of only minimal difficulty for high frequency words but that content access, the sole frequency-sensitive process emphasized in proofreading for wrong words, is of nonminimal difficulty even for high frequency words.
Third is the question of why predictability effects were unchanged in proofreading for nonwords, rather than being magnified (to a lesser degree than in proofreading for wrong words) or reduced. Any of these results would have been compatible with our framework; recalling Table 1 and Section 1.4, predictability may be implicated in wordhood assessment and/or content access, and is certainly implicated in integration and word-context validation. Thus, our result implies either that none of content access, integration, or word-context validation is actually diminished during nonword proofreading, or that predictability is involved in wordhood assessment. Although our data do not distinguish between these two possibilities, the latter seems highly plausible, especially considering previous results that visual sentence context can strongly modulate explicit visual lexical decision times (Wright & Garrett, 1984) . We also consider it unlikely that sentence-level integration is completely shut off even during proofreading for nonwords; given that one basic consequence of linguistic context in reading is that it allows for reading to proceed more quickly (Bicknell & Levy, 2012; Ehrlich & Rayner, 1981; Morton, 1964; Rayner & Well, 1996) , it makes sense that subjects would continue to use linguistic context during word processing (and thus show predictability effects) in order to proofread more quickly. Interestingly, one of the differences between our (and Kaakinen & Hyönä's, 2010) proofreading paradigm and the other proofreading studies described in Section 1.3.2 is that the other experiments often emphasized speed as opposed to accuracy (to avoid ceiling effects since their dependent measure was percent detection). It would be worth investigating in future studies whether and how the effects we have found here would change if speed were emphasized as opposed to accuracy.
We must also address the fact that predictability effects were modulated only for late measures, not for early measures, in Experiment 2. Once again, this result is not directly predicted by our framework, but is compatible with it. One possibility is that subjects in our study may have been hesitant to flag an unpredictable word as an error until they see the context words to the right (or reread context to the left). Because subjects received feedback on every trial (a subjectively annoying 3 s timeout with the word ''INCORRECT!'' displayed on the screen), we assume they were highly motivated to avoid responding incorrectly. This happened not only after misses (i.e., failing to respond that there was an error when there was one) but also after false alarms (i.e., responding that there was an error when there was not). Thus, subjects may have been reluctant to prematurely (i.e., in first-pass reading) respond without seeing whether words after the target would make the word fit into context. For example, the error ''The marathon runners trained on the trial. . .'' could be salvaged with a continuation such as ''. . . course behind the high school.'' Obviously, subjects would not know this without reading the rest of the sentence and may, for all sentences, continue reading to become more confident whether the sentence contained an error or not. Once subjects know both the left and right context of the word, they then evaluate the word's fit into the sentence context, and it is this latter process that produces large effects of word predictability in total time.
Finally, we note that several aspects of our data confirm that proofreading is more difficult when spelling errors produce wrong words (e.g., trial for trail) compared to when they produce nonwords (e.g., trcak for track). First, d 0 scores for proofreading accuracy when checking for wrong words (Experiment 2) were lower than d 0 scores when checking for nonwords (Experiment 1; see Table 1 ). Furthermore, this difference was driven by poorer performance correctly identifying errors (81% in Experiment 2 compared to 89% in Experiment 1) rather than performance correctly identifying error-free sentences (98% vs. 97%). Second, reading efficiency (total sentence reading time and reading rate) was poorer when proofreading for wrong words than when proofreading for nonwords. Our framework made no direct predictions regarding this result, but it follows naturally from consideration of what information sources are required to detect each type of error. As discussed in Section 1.3.1, nonword spelling errors may be more easily detectable based on surface features (e.g., trcak violates rules of English orthography while trial does not). Identifying a nonword error requires only successful wordhood assessment-which can be done without regard for context but which context may nevertheless be helpful for-while identifying a wrong word error requires successful word-context validation. Thus, more information sources support nonword identification than support wrong word identification.
In this vein, the question naturally arises to what extent readers were using orthographic or phonological wellformedness to identify nonwords, as opposed to a full check against the lexicon or against context. To investigate this question, we coded each error item in Experiment 1 as being either pronounceable or unpronounceable in English.
Even though approximately half of the words were pronounceable and half were not, this distinction did not affect detection accuracy (88% vs. 89%; z < 1, p > .94). These data suggest that subjects were primarily assessing wordhood through a full check against the lexicon or against context, rather than purely checking surface features such as pronounceability. As mentioned above, though, the errors in Experiment 1 were easier to detect than those in Experiment 2, suggesting that the need to integrate the word with the sentence context in order to identify whether it is an error was likely what made the proofreading task in Experiment 2 more difficult.
Conclusion
The results of our study, combined with the experiments discussed in the introduction (Section 1), suggest that word and sentence processing during reading is highly adaptive and responsive to task demands. That is, our subjects' proofreading performance involved not just a more cautious version of normal reading, but rather a qualitative readjustment of different component sub-processes of overall reading so as to efficiently achieve high accuracy in identifying errors. We saw that the size of the frequency effect increased when proofreading for any type of spelling error, reflecting the fact that word frequency is useful for detecting violations of word status (i.e., nonwords do not have a detectable word frequency), which might be a first step in checking for spelling errors. Likewise, when the relationship between words was crucial to identify spelling errors (in Experiment 2), we saw that the magnitude of the predictability effect increased, as well. Relative to the previous literature, our data show an especially clear demonstration of the flexibility and precise control subjects have over the component processes involved in reading, since we used tasks with the same subjects, stimuli, and response measures. Our findings imply that, in the future, researchers should anticipate the way in which the instructions they give to subjects and the types of questions they ask of them might change the way they approach the task of reading and subsequently the way in which they process words and sentences.
Our interpretation that subjects can have such finegrained control over how they perform linguistic processing in response to subtle differences in task demands is quite consistent with other extant data. As another example from the reading domain, Radach, Huestegge, and Reilly (2008) presented data suggesting that frequency effects are larger when readers expect comprehension questions than when they expect word verification questions (although the interaction was not significant). Wotschack and Kliegl (2013) also reported modulation of both frequency and predictability effects in response to differential question difficulty. Taken together, these results and ours fit naturally with claims that readers optimize how they read for their particular goals (Bicknell & Levy, 2010; Lewis, Shvartsman, & Singh, 2013) and that reading behavior can be well described as adaptive. The general framework we introduced for understanding task-specific modulations in different component processing of reading, which predicted several of the key findings of our experiments and shed light on several more, may prove to be of further use in understanding modulations of reading behavior with other tasks, such as different types of proofreading (e.g., word-position errors) and scanning for keywords. More generally, our findings broaden the range of examples of the adaptability of cognition, and point to the remarkable potential of the human mind to shape the details of even very highly practiced cognitive processing to the precise demands of the task and the agent's particular goals.
1 For Halloween, Julie dressed up like an alien and impressed the neighbors. aline angle 2 John used the mathematical device to measure the exact slope of the steel beam.
sloep angel 3 The gardening tools were stored in the wooden shed for safe keeping. sehd bran 4 Judith is an alcoholic and visits all of the local pubs in town quite frequently. pbus bras 5 Kaitlyn was continually tormented by the thought of a mean bully confronting her. bulyl beats 6 During the symphony, I thought that many of the loud tones were a bit off.
tonse beast 7 When the paint spilled, it made a large blob of color on the drop cloth below. bolb bolt 8 The ocean harbor was full of white ships rocking with the waves. shisp boast 9 The carpenter removed the rusty nail and replaced it with a shiny new one. nial blot 10 The healthy cereal contained more oats than the other leading competitor. otas barn 11 Phyllis carefully fastened the straps on the cotton bibs to secure them. bbis bars 12 The musical instrument that was for sale was a silver flute and so I bought it. fltue bulge 13 Unfortunately, the swelling from the heat caused the lumps in the tire.
lupms bugle 14 Janice found that the waters were surprisingly cool that July morning. colo clam 15 The man in the meat department used the knife to carefully slice the turkey. silce crave 16 While walking along the beach, Gail picked up a sandy crab to show her husband. crba calm 17 The expert said that the damage was caused by a clog that had gone undetected. colg colt 18 The train was powered by natural fuel and was fairly energy efficient.
fule cola 19 The oceanfront property overlooked the beautiful beach and the crashing waves.
beahc coats 20 Jennifer went to the clothing store to buy some woolen socks for her relatives.
socsk coast 21 Kelli drank all of the cherry-flavored soda and then asked for a refill. soad coal 22 The little horse turned out to be a small foal that belonged to my neighbor.
faol clot 23 Seriously, $200 per hour was the rate that the lawyer charged for advice. reat cots 24 You should never be jealous of others or covet something that they have. cvoet carve 25 Rachel entered the information into the chart before she forgot about it. cahrt dairy 26 The cold weather made Philip's toes feel like they were going to fall off. teos eras 27 Since the beginning of time, the earth has seen many eons of development. enos ears 28 The company was going through many changes so the manager hired another employee.
hried fried 29 In order to show his dissatisfaction, Karl stuck out his chin and complained. chni fits 30 My impatient mother told me about the bout of anger that she had last week. botu fist 31 To cook the chicken, my grandmother baked it and then served it over rice.
bkaed fired 32 The woman purchased a sexy lace halter for her wedding and honeymoon.
hlater grater 33 Go to the kitchen and get the new cheese slicer to prepare the cheddar. silcer garter 34 Bill's improper behaviors caused Judy to call him a big jerk behind his back. jrek lair 35 The government came out with more ridiculous laws, deeply angering the citizens. lwas leis 36 The animal that I saw turned out to be a sleepy lamb resting in the shade. lmab loin 37 When I couldn't find my wallet, I concluded that it would likely be gone forever.
goen lots 38 The musical composition was a graceful sonata written in the 18th century.
sonaat minute 39 The lawyer worked on the project for one decade before giving up.
decaed minuet 40 Timothy saw the yellow bird sitting in an old pine in his backyard.
pien nets 41 The fisherman loaded the boat up with hooks, rods, and plenty of bait.
rosd nest 42 The small table was unsteady because the steel base had been bent. baes pots 43 The artist used the kiln to heat the ceramic jars before painting them. jasr post 44 The children were told to be extremely quick and out of obedience, they were.
quikc quite 45 Unfortunately, the antique was covered in mold and had to be thrown away. modl ruts 46 The workers tried to fix the road by filling the deep dips with lots of asphalt. disp rust 47 The music in the worship service was truly divine and touched many people.
dviine scared 48 The predator made the small animal feel very uneasy as it hid in the brush.
uenasy sacred 49 In order to complete the recipe, the baker added eggs to the batter. egsg slat 50 The sheets were made of an expensive silky material that felt good to the touch. sliky stain 51 The document will be official once the president edits the copy on his desk. edtis sings 52 The proud athlete won a shiny golden trophy for his performance.
gloden sliver 53 Since my aunt is not at all shy, she fearlessly chats loudly in public. chtas signs 54 To finish the construction project, Hank needed to buy another long slab of wood. salb salt 55 The thunderstorm caused the trunk of the tree to crack down the middle. crcak spilt 56 Tim hoped that cleaning the blanket would remove the horrible scent that it had. secnt satin 57 The runners trained for the marathon on the new track behind the high school. trcak trial 58 I went to the courthouse to see the judge that I had heard so much about.
jugde trail 59 The wedding ceremony was intended to unify the couple as husband and wife. unfiy untie 60 The humid weather caused the cover of the book to curl and be permanently damaged.
crul wrap
Appendix B
List of stimuli with a frequency manipulation (taken from Drieghe et al., 2008) used in both experiments. Target words are presented in italics with the high frequency word first and the low frequency word second. For each sentence the high or low frequency words were counterbalanced across task (reading for comprehension vs. proofreading).
1
Because his wife was ill, he visited the local beach/swamp without her. 2
The main tourist attraction was the local beach/swamp which was well-known. 3
Anxiously the happy bride/groom awaited the arrival of the rest of the family. 4
The idiot took a picture of the wrong bride/groom standing in front of the church. 5
Outside in the neglected yard was a brown chair/canoe which he had never thrown away. 6
The surrealistic painting depicted a black chair/tulip standing on top of a red 
