This paper describes the design and construction of a prototype for embedded face detection and recognition algorithms. The test-bed is called the PITS (Portable Interactive Terrorist Identification System). It makes use of a hand-held device called the Sharp Zaurus. The embedded device has a processor, camera, color display, and wireless networking. This system is different from existing systems because of its embedded nature and its' use of Java technologies. The embedded device performs both detection and recognition. We present a skin color approach in the YCbCr color space for fast and accurate skin detection. We then process this image using a combination of morphological operators and elliptical shape of faces to segment faces from the other skin colored regions. An eigenface algorithm processes the segmented faces and matches the face to a face database.
INTRODUCTION
Face detection locates and segments face regions in cluttered images. It has numerous applications in areas like surveillance and security control systems, content-based image retrieval, video conferencing and intelligent human-computer interfaces. Some of the current face-recognition systems assume that faces are isolated in a scene. We do not make that assumption. Our system segments faces in cluttered images [2] .
With a portable system, we can ask the user to pose for the face identification task. This can simplify the face-detection algorithm. In addition to creating a more cooperative target, we can interact with the system in order to improve and monitor its detection. The task of face detection is seemingly trivial for the human brain, yet it remains a challenging and difficult problem to enable a computer /mobile phone/PDA to do face detection. The human face changes with respect to internal factors like facial expression, beard, mustache, glasses, etc. is sensitive to external factors like scale, lighting conditions, and contrast between face, background and orientation of face. Thus, face detection remains an open problem. Many researchers have proposed different methods for addressing the problem of face detection. Face detection is classified into feature-based and image-based techniques. The feature-based techniques use edge information, skin color, motion, symmetry, feature analysis, snakes, deformable templates and point distribution. Image-based techniques include neural networks, linear subspace methods, like eigen faces [1] , fisher faces etc. The problem of face detection in still images is more challenging and difficult when Human skin is hard to detect in uncontrolled settings and remains an open problem [6] . Many approaches to face detection are only applicable to static images assumed to contain a single face in a particular part of the image. Additional assumptions are placed on pose, lighting, and facial expression. When confronted with a scene containing an unknown number of faces, at unknown locations, they are prone to high false detection rates and computational inefficiency. Real-world images have many sources of corruption (noise, background activity, and lighting variation) where objects of interest, such as people, may only appear at low resolution. An earlier generation of such a system has already been used for the purpose of flower identification by [7, 8] .
LITERATURE SURVEY
Face detection is impacted by lot of external and internal factors that affect the detection. Even if a subject's face is stored in the database, a disguise or even a minor change in appearance, like wearing sunglasses or wearing or growing a mustache can often fool the system. Even an unusual facial expression can confuse the software. Facial identifiers often cannot distinguish twins. Different illuminations deform faces significantly. There are several algorithms available in the literature that can solve this problem. A survey on face detection with more than 150 references appears in [29] . There are two categories of algorithms in face detection, a feature-based approach [13] and an image-based approach [4] . A feature-based approach requires prior information of the face. It makes an explicit use of facial features include color, shape and component features.
Image-based approach does direct classification without any face knowledge derivation and analysis. It incorporates facial features implicitly into the system through training. Once skin color based face detection algorithm claims an accuracy of 95.18% [2] . Another face detection algorithm uses color images in the presence of varying lighting conditions as well as complex backgrounds. The method detects skin regions over the entire image, and then generates face candidates based on the spatial arrangement of these skin patches. The algorithm constructs eye, mouth, and J OURNAL OF OBJECT TECHNOLOGY V OL. 8, NO. 1 boundary by using a transfer of color space from RGB to YCbCr maps for verifying each face candidate [13] .
Edge-detection algorithms
Edge detection detects outlines of an object and boundaries between objects and the background in the image. The Roberts algorithm performs is an edge detection using a two dimensional spatial gradient convolution. It detects horizontal and vertical edges [19] . The Sobel edge detector is similar to the Roberts algorithm. Both former and the latter use two kernels to determine edges running in different directions. The main difference is the kernels that each of these operator uses to obtain these initial images. Roberts kernels are designed to detect edges that run along the vertical axis of 45 degrees and the axis of 135 degrees whereas the Sobel kernels are more apt to detect edges along the horizontal axis and vertical axis [19] Template matching algorithms Cross correlation is a template-matching algorithm that estimates the correlation between two shapes that have a similar orientation and scale. Consider two series x(i) and y(i) where i=0,1,2...N-1. The cross correlation r at delay d is defined as
Where mx and my are the means of the corresponding series. If the above is computed for all delays d=0, 1, 2,.. N-1 then it results in a cross correlation series of twice the length as the original series.
There is the issue of what to do when the index into the series is less than 0 or greater than or equal to the number of points.
The most common approaches are to either ignore these points or assuming the series x and y are zero for i < 0 and i >= N. In many signal processing applications the series is assumed to be circular in which case the out of range indexes are "wrapped" back within range, i.e.:
The range of delays d and thus the length of the cross correlation series can be less than N, for example the aim may be to test correlation at short delays only. The denominator in the expression above serves to normalize the correlation coefficients such that -1 <= r(d) <= 1, the bounds indicating maximum correlation and 0 indicating no correlation. A high negative correlation indicates a high correlation but have the inverse of one of the series but of the inverse of one of the series. It is quite robust to noise, and can be normalized to allow pattern matching independent of brightness and offset in the images [3] .
The cross-correlation algorithm to be of limited utility because of its assumption on geometric scale and orientation of the templates.
Gray-scale algorithms
This gray-scale algorithm was suggested by Yang and Huang [33] , who observed that when the resolution of a face image is reduced gradually either by sub sampling or averaging, macroscopic features of the face will disappear and that at low resolution, face region will become uniform.
Image based algorithms
• Statistical approach
• Neural networks [4] Many commercial applications of face recognition are also available such as security system, criminal identification, and film processing. Like face detection face recognition can also be categorized into three types, a feature-based approach, a holistic approach and a hybrid approach.
Feature-based Approach
In feature-based methods, local features such as eyes, nose, and lips are segmented which is then used as an input data for structural classifier. Hidden Markov model and dynamic link architecture fall under this category.
Holistic Approach
In holistic methods, the face as a whole is taken as input data. One of the main algorithms that fall under this category is the eigenface method Eigenface method is based on the implementation of Principal Component Analysis (PCA) over images. In this method, the features of the studied images are obtained by looking for the maximum deviation of each image from the mean image. This variance is obtained by getting the eigenvectors of the covariance matrix of all the images. The eigenface space is obtained by applying the eigenface method to the training images. Later, the training images are projected into the eigenface space. Next, the test image is projected into this new space and the distance of the projected test image to the training images is used to classify the test image [1] . Other examples of holistic methods are fisherfaces and support vector machines [1] [16] [17] .
Hybrid Approach
The idea of this method comes from how human vision system sees both face and local features (includes nose, lips and eyes). Some of the examples in hybrid approach are modular eigenfaces and component-based methods [6] .
Even though there is a wide range of algorithms available for both face detection and recognition. Tuning these algorithms on to our embedded system will be a real challenge [5] .
HARDWARE AND SOFTWARE
The IFR system is a stand-alone GUI implementation on the Sharp Zaurus SL-6000L. The Zaurus is provided with a 400MHz processor, 64 MB RAM, and Compact Flash and Serial Device ports. It is equipped with a Sharp CE-AG06 camera attachment, J OURNAL OF OBJECT TECHNOLOGY V OL. 8, NO. 1 which is inserted into the Compact Flash port. The operating system is embedded Linux with Personal Java support. All code was written to Personal Java specifications. The code was migrated from a laptop to the Zaurus. In addition to that, the embedded device is provided with color display, wireless networking card and a QWERTY keyboard. 
EXPERIMENTS ON IMAGES
The Sharp Zaurus SL-6000L is provided with CE-AG06 camera attachment is inserted into the Compact Flash port which allows direct capture of images. The source code for the camera is in C so we call the executable at runtime using java.
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There is a scan option in our GUI menu which will load the image that is being recently captured. The source code for calling the executable is given below. 
Face Detection
The first stage in face detection is to perform skin detection. Skin detection can be performed in a number of color models. To name a few are RGB, YCbCr, HSV, YIQ, YUV, CIE, XYZ, etc. An efficient skin detection algorithm is one that should be able to cover all the skin colors like black, brown, white, etc. and should account for varying lighting conditions. Experiments were performed in YIQ and YCbCr color models to find out the robust skin color model.
YIQ Color Model
YIQ color model belongs to the family of television transmission color models. This color model is defined by the National Television Systems Committee (NTSC). This color space is used in televisions in the United States. The main advantages of this format is that grayscale information is separated from color data, so the same signal can be used for both color and black and white sets. In this color model, image data consists of three components: luminance (Y) which represents grayscale information, while hue (I) and saturation (Q) represents the color information. The following conversion is used to segment the RGB image into Y, I and Q components. 
YCbCr Color Model
YCbCr color model also belongs to the family of television transmission color models. In this color model, the luminance component is separated from the color components. Component (Y) represents luminance, and chrominance information is stored as two color-difference components. Color component Cb represent the difference between the blue component and a reference value and the color component Cr represents the difference between the red component and a reference value. The following conversion is used to segment the RGB image into Y, Cb and Cr components:
Among all the color models found, YCbCr seems to be better for skin detection since the Colors in YCbCr are specified in terms of luminance (Y channel) and chrominance (Cb and Cr channels). The main advantage of converting the image from RGB color model to the YCbCr color model is the influence of luminance can be removed during our image processing. We deal only with Cb and Cr components to perform skin detection. From analysis, we found that the Cb and Cr components give a good indication on whether a pixel is part of the skin or not. . Fig 4.3-1 shows the conversion of a RGB color model in to a YCbCr color model. Fig 4.3-2 shows the skin threshold in the YCbCr color model 
Binary Image Processing
Depending on the Cb and Cr threshold values a binary image is obtained with the skin regions masked in white and the non skin regions masked in black. This mask is further refined through morphological operators. The two basic morphological operators used are erosion and dilation.
Erosion is defined as a morphological operator which is usually applied to binary images. It is used to erode away the boundaries of regions of foreground pixels. Thus the areas of foreground pixels shrink in size, and holes within those areas become larger [ This eroded image is then dilated to refill gaps within the faces. The blobs that are elliptical in shape are termed as faces while the other blobs are rejected. 
Blob detection
We used an open GL blob detection library. This library designed for finding 'blobs' in an image, i.e. areas whose luminosity is above or below a particular value. In our case it is just a binary image (black and white). It computes their edges and their bounding box. This library does not perform blob tracking; it only tries to find all blobs in each frame it was fed with. Blobs in the image which are elliptical in shape are detected as faces. The blob detection algorithm draws a rectangle around those blobs by calculating information such as position and center. 
Face Recognition
Principal component analysis (PCA), also known as Karthunen-Loéve's transform, is a well-known face recognition algorithm [1] . It is mainly useful in expressing the data in such a way that will highlight their similarities and differences. Since patterns in data can be hard to find in data of high dimension, where the luxury of graphical representation is not available, PCA is a powerful tool for analyzing data.
A small database is created with images. Each of these images are m pixels high and n pixels wide For each image in the database an image vector is created and are put in a matrix form which gives a start point for PCA. Covariance is found from the matrix of images and from the covariance the eigenvectors are found for the original set of images. The way this algorithm works is by treating face recognition as a "twodimensional recognition problem, taking advantage of the fact that faces are normally upright and thus may be described by a small set of 2-D characteristics views. Face images are projected onto a feature space ('face space') that best encodes the variation among known face images. The face space is defined by the eigenfaces, which are the eigenvectors of the set of faces; they do not necessarily correspond to isolated features such as eyes, ears, and noses. So when a new image is passed from the blob detected image, the algorithm measures the difference between the new image and the original images, not along the original axes, but along the new axes derived from the PCA analysis [18] [36]. 
Analysis
Face detection was tried on different complex images. The algorithm works fairly well in detecting faces. The performance of the algorithm in detecting faces is above 85%. Few of the images that were tried are shown below . Fig 4.7.1, fig 4.7.4 and fig  4. 7.9 show the input images fed in to the GUI . Fig 4.7.8 shows the database used for face recognition . Fig 4.7.2, fig 4.7.5 and fig 4. 7.10 show's the image after skin segmentation and binary image processing . Fig 4.7.3, fig 4.7.6 and fig 4. 7.11 show's the face detected image . Fig 4.7.7 and fig 4. 7.12 show's the face recognized image. The performance of recognizing 50x60 face images using PCA is approximately 76%. 
CONCLUSION
This paper shows an interactive face recognition algorithm on an embedded device. The device performs both face detection and recognition for color images. Face detection is performed in the YCbCr color space to provide a fast and accurate detection. The performance of the algorithm in detecting faces is over 85% correct. Face recognition is performed using PCA and the performance is found to be approximately 76% accurate. Our work is novel in that we are able to match the faces from the scene in an interactive time and that our algorithm is able to run on the given embedded hardware. Our future work will focus on improving the efficiency of the algorithm. Finally, we conclude saying that the Interactive Face Recognition device is a test bed for embedded face recognition research. As such, it contributes toward building a general infrastructure for research into embedded vision, further benefiting society. 
