Abstract. The WEKIT.one prototype is a platform for immersive procedural training with wearable sensors and Augmented Reality. Focusing on capture and re-enactment of human expertise, this work looks at the unique affordances of suitable hard-and software technologies. The practical challenges of interpreting expertise, using suitable sensors for its capture and specifying the means to describe and display to the novice are of central significance here. We link affordances with hardware devices, discussing their alternatives, including Microsoft Hololens, Thalmic Labs MYO, Alex Posture sensor, MyndPlay EEG headband, and a heart rate sensor. Following the selection of sensors, we describe integration and communication requirements for the prototype. We close with thoughts on the wider possibilities for implementation and next steps.
Introduction
In recent years, delivery devices and sensor technology evolved significantly, while costs of hard-and software and development kits decreased rapidly, bringing about novel opportunities for the development of multi-sensor, augmented reality systems that will be investigated here for their ability to contribute to the much needed continuous up-skilling of already skilled workers (to support product innovation), as they usually do not get enough vocational training in Europe: According to the Eurostat's lifelong learning statistics, e.g., the EU-27 show only a participation rate of 10.7%, instead of the 2020 target of 15% [1] .
In this paper, we elaborate which affordances are both possible and needed for capturing of expert experience and its guided re-enactment by trainees. Our understanding of 'affordance', beginning with Gibson's notion of a subject finding usefulness in their environment [2] , finds interesting application with the inclusion of virtual elements into the environment, specifically those with which the user can interact. Affordances are opportunities for action and belong neither to the environment nor to the individual directly, but rather to the relationships between them [3] . Capturing and re-enactment of expert performance is a form of Performance Augmentation, serving, for example, as scaffold in training procedural tasks, possibly increasing training efficiency (reduced time to competence, increased number of iterations at same cost, with less constraints on trainer involvement) and training effectiveness (error proofing with more active learning under direct guidance).
In this paper, we unravel affordances that are conducive to capturing and reenactment of experience. We outline recent work in this domain (Sec. 2), those affordances of particular interest and the hardware selection that offers them (Sec. 3), and, finally, concluding remarks with next steps and current limitations (Sec. 4).
Background and Related Work
Ericsson and Smith define expert performance as consistently-superior, effective behaviour on a specified set of representative tasks [4] . Expert performance can be attained in a particular domain through collecting experience in a deliberate manner, differing from everyday skills in the level of proficiency as well as in the level of conscious and continuous planning invested into updating and upgrading. Apprentices often collect experience in their craft through hands-on practice under supervision of an expert, rather than from written manuals or textbooks. As Newell and Simon propose, the outstanding performance of the expert is the result of incremental increase in knowledge and skill due to continuous exposure to experience [5] . Enabling experts to share their experience with apprentices in a perceptible way is an essential aspect of expertise development.
Wearable sensors and AR bear potential to capture expert performance and knowledge contained in a training activity. If knowledge is stored in such learning activity, it can be re-experienced many times over, analysed, and reflected upon, individually or collaboratively [6, 7] . AR then provides a rich multimodal and multisensory medium for apprentices to observe captured expert performance. Such medium enriches the apprentice's experience, augmenting their perception through visual, audio, and haptic modes. AR overlays virtual content on the real environment to create an immersive platform [8, 9] , placing the apprentice in a real-world context, engaging all senses. Augmented perception allows better interaction with the environment [10] , equipping apprentices with better tools to mimic expert performance and build knowledge. Fominykh et al. provide an overview on existing approaches for capturing performance in the real world [6] , with consideration also given to the tacit knowledge and the its role in learning new tasks. 
Affordances for Capturing and Re-Enactment
The WEKIT framework guides the sensor selection process [7] identifying affordances that allow the capture of specific key aspects of expert performance and provision of affordances to the trainees in re-enactment (Table 1) . For each affordance, suitable technological solutions are considered together with the type of sensor that would need to be used.
The proposed hardware framework for capturing expertise and re-enactment is depicted in Figure 1 , accommodating for comfort, wearability and accessibility. This hardware platform uses panels incorporated into the garment to encase both the Myo Armband and the heart rate sensor at the wrist, with wire casing running up the outer sleeve. Sensors sit flat against the body and do not move about with wear. The hardware prototype integrates sensors in total a wearable item of clothing, connecting a Microsoft Hololens, a Thalmic Labs MYO, an Alex Posture sensor, an EEG headband, and a heart rate sensor [25] . The garment provides an inclusion for wires of posture sensor and armband connecting them with the smart glasses. Additional, adjustable casings for Leap Motion sensors were designed for use on the arms and torso.
Choosing AR glasses was based on a requirements analysis report [25] . After taking into consideration features such as built-in microphone array, environment capture, gesture tracking, mixed reality capture, Wi-Fi 802.11ac, and fully untethered holographic computing, Microsoft Hololens was selected. Furthermore, the built in components of Hololens enable us to capture several different attributes of the user and her environment. For EEG, the MyndBand and Neurosky chipset were favoured due to the availability of the processed data and real time feedback. For detecting hand, arm movements and gestures: Leap Motion and Myo armband were chosen. To track the position and angle of the neck, Alex posture tracker was suggested. In Table 2 , we look at the requirements associated with capturing, re-enactment, and data bandwidth. We can clearly see that different sensors require different bandwidths. It is particularly high for video signals (e.g., AR display, Point of view) and low for Myo, Myndband, and Alex posture tracker.
Concluding Remarks
Understanding that both expert and learner advance from the affordances provided by wearable technology, we make begin to weave together the requirements for maximising the benefit at each stage of knowledge transfer. This paper summarises the integration of new knowledge on the pedagogical level (by creating the WEKIT learning framework), technological level (by designing a hard-and software for capturing and re-enactment of expertise), and on the semantic level (by describing a process model for sharing and dissemination of task performance).
As a training method, expertise capturing needs to complement existing/new technical documentation. It has to be done at the right level of abstraction and enabling comparison of performances using the recorded data. Both knowledge capture and representation should strive to blend with the user's actions, considering the manner in which information is conveyed and ensuring that it is realistic, believable and correct. With the right hardware and a software platform, this method will provide trainees with a useful approximation to the full experience of becoming the expert, enabling immersive, in-situ, and intuitive learning just as a traditional apprentice would, following in the footsteps of the master and fitted with the specialist knowledge of technical communicators.
