Data-driven soft sensors have recently drawn considerable and increasing research interest in process industries. To achieve good performance, data analytics algorithms usually have to address complex characteristics presented by industrial datasets. Outlying data samples, which result in heavy-tailed distributions, is particularly challenging to deal with, as they can significantly distort the estimation of model parameters. In order to resolve such issue, this paper proposes a robust supervised probabilistic factor analysis model (RSPFA), including the model structure and the expectation-maximization-based training algorithm. Unlike the conventional assumption of Gaussian distributed dataset, the RSPFA exploits the Student's t distribution, and enhances the robustness by the means of the immunity of the Student's t distribution. Besides, to adapt the RSPFA to nonlinear industrial processes, a locally weighted RSPFA (LW-RSPFA) is further developed using the philosophy of 'divide and conquer'. The proposed methods are evaluated with three cases including one synthetic case and two real-world industrial cases, through which the effectiveness and applicability of the RSPFA and LW-RSPFA are verified.
I. INTRODUCTION
In process industries, soft sensors have been extensively used to estimate quality-related variables that are significantly important yet difficult to measure in real-time. Essentially, soft sensor is a mathematical model explaining the functional relationship between quality variables (i.e., model outputs) and explanatory variables (i.e., model inputs), and is realized by computer software. At the on-line operation stage, the estimations of quality variables are provided by such model [1] . Soft sensor possesses the advantages of being delay-free and having low investment and maintenance cost. Therefore, soft sensors have found extensive applications in many fields of the process industries, including the oil refining process, biological process, metallurgical process, steel making process, and polymerization reaction process [2] - [4] .
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In addition to the fundamental role of quality variable estimation, soft sensors can be used for process monitoring and fault detection [5] , optimization [6] , closed-loop control [7] , etc. Also, it should be pointed out that the applications of soft sensors are not limited to the process industries but can be extended to a wide range of other areas including auxiliary medical treatment [8] , animal cell culture [9] , urban pollution monitoring [10] , and so forth.
Generally, a soft sensor can be constructed by either professional knowledge of first principal dynamics or data analytics algorithms [11] . The first principal model (FPM)-based soft sensors could be accurate for a specific plant provided that precise dynamic physicochemical equations of the process can be obtained. Unfortunately, as modern industrial plants are growing increasingly complicated, such precondition is rather difficult to be satisfied. As a result, many assumptions have to be made by the FPM-based soft sensors, and they are typically used for steady-state design. In contrast, the data-driven ones develop the model directly upon the collected data reflecting the actual operation condition, which thus do not necessarily require in-depth insights into the process mechanisms. However, the data-driven soft sensors can also incorporate these professional knowledge and operation experiences to enhance model performance, for example, by facilitating the selection of explanatory variables. In addition, compared with the FPM-based ones, the data-driven soft sensors have higher universality rather than being limited to a specific process. Therefore, in recent years, with the development of data acquisition techniques and data analytics algorithms, data-driven soft sensors have drawn considerable and increasing research interests in the process industries [12] .
Among various data-driven soft sensing approaches, linear modeling algorithms, particularly those latent variable models (LVMs) such as principal component analysis (PCA) and partial least squares (PLS), are quite practically popular [13] , [14] . This can be explained as follows. In the first place, linear models have transparent model structures, and by inspecting the signs and magnitudes of the regression coefficients the operators/engineers can understand how important an explanatory variable is and how it affects the quality variable. Also, the operators/engineers can easily incorporate their expert knowledge to assess the performance of the soft sensor. Thirdly, the latent variable-based methods having the ability of dimensionality reduction can effectively deal with data colinearities that widely exist in industrial plants due to the redundancy of meters. To deal with the limitation of linear models in modeling nonlinear processes, the strategy of using multiple localized linear models such as the locally weighted (LW) learning (also known as the 'just-in-time learning' [15] ) framework can be adopted, which can retain the merits of linear models while avoiding to use complicated nonlinear methods. For example, the LW-PLS are quite popular for developing soft sensors in practical applications [16] , [17] .
These LVM-based soft sensors can be classified into two groups according to the way of learning model parameters, namely the deterministic ones and the probabilistic ones. The deterministic ones, such as the PCA [18] , PLS [19] and ICA (i.e., independent component analysis) [20] , treat model inputs and outputs as deterministic variables and directly learn the regression coefficients by maximizing certain objective functions. In contrast, the probabilistic ones such as the probabilistic PLS (PPLS) [21] , supervised probabilistic factor analysis (SPFA) [22] , consider the inputs and outputs as random variables, and first learn their joint probability density function (PDF). Then, the conditional distribution of the outputs conditioned on the inputs are derived, which is the basis of obtaining the functional relationship between the quality variables and explanatory variables.
Since industrial processes are inherently stochastic due to measurement noise and transmission disturbance, the probabilistic LVM-based soft sensors are better suited for accommodating process uncertainties [23] . Furthermore, the probabilistic LVMs can easily upgrade themselves to more advanced models. For example, in order to handle the insufficiency of labeled samples in soft sensor applications, the semi-supervised probabilistic PCA (PPCA) and PPLS were developed by exploiting unlabeled samples in addition to labeled samples [24] , [25] . In addition, when modeling nonlinear processes, the LVMs can be embedded in the LW learning framework or the Gaussian mixture model (GMM) framework. For instance, Yuan et al. and Yao and Ge developed the LW-PPCA [26] and LW-SPFA [27] , respectively; based on the GMM, the mixture of PPCA [28] , mixture of PPLS [21] and mixture of SPFA [22] were also developed. It is also natural to develop semi-supervised locally weighted or semi-supervised mixture of probabilistic LVMs, such that both the merits of the semi-supervised learning and the locally weighted learning or the structure of mixture model [25] , [29] , [30] can be absorbed.
Despite the aforementioned achievements made on these probabilistic LVMs, they all assume the PDFs of all variables to be Gaussian, which has proven to be quite vulnerable to outlying data samples [31] . The presence of outlying data could significantly distort the estimation of model parameter using Gaussian PDF, leading to deteriorated performance [32] . Unfortunately, the outlying data inevitably exist in industrial datasets, which can result from either incorrectly recorded samples or the underlying heavy-tailed distributions from which samples are drawn. Some outlying samples, such as those for which the measurements exceed the physical limits, are easily to be classified as bad samples and then removed from the dataset; whereas some outlying samples might be normal samples distributed far away, for example the peak value or the valley value conveying valuable information. Using the outlier detection criteria such as the PCA/PLS aided 'Jolliffe parameters' [33] could easily eliminate such kind of important information. In fact, distinguishing outlying data is non-trivial and could not be totally automated, which requires many efforts from experts and is time-demanding [34] .
An alternative way of tackling the outlying data is to develop robust probabilistic LVMs based on the Student's t distribution by using its immunity of heavy-tailed distribution. For instance, Zhu et al. developed the robust supervised PPCA (RSPPCA), and further extended the RSPPCA to the semi-supervised mixture form to accommodate partially labeled and nonlinear datasets [35] , [36] . Nevertheless, like the PPCA, the RSPPCA still adopts isotropic noise covariance, which may be inadequate in some cases to explain the data distributions and has been shown sub-optimal [22] , [30] . In order to deal with this issue, based on the conventional SPFA, this paper proposes a more advanced robust probabilistic LVM, called 'robust SPFA (RSPFA)'. Compared with the SPFA, the RSPFA employs the Student's t distribution rather than the Gaussian distribution to characterize the quality and explanatory variables; whereas compared with the RSPPCA, the RSPFA breaks the assumption of isotropic noise covariance by adopting unique noise variance for each variable. Therefore, in theory, the RSPFA is more robust against the outlying data than the SPFA, and has more general appli- cation scenarios. An expectation-maximization (EM)-based learning algorithm is developed to train the RSPFA model. In addition, for the purpose of soft sensing nonlinear processes, the LW-RSPFA is further proposed by embedding the RSPFA under the LW learning framework.
The remaining parts of this paper are organized as follows. In Section II, the Gaussian and Student's t distributions are compared. In Section III, the RSPFA is elaborated, including the model structure, the EM-based training algorithm, as well as how to develop soft sensor using the RSPFA; so is the LW-RSPFA. In Section IV, case studies are conducted for evaluating the performance of the proposed methods. Finally, conclusions and some extensions of the RSPFA are put forward in Section V.
II. COMPARING THE GAUSSIAN AND STUDENT'S t
Let r ∈ R d denote the d-dimensional random vector. The PDF of the Gaussian distribution, N (·), is defined as
where µ ∈ R d is the mean vector and ∈ R d×d is the covariance matrix.
The PDF of the Student's t distribution, S(·), is defined as
where (·) is the Gamma function, ∈ R d×d is called the 'precision matrix', and v is referred to as the 'degrees of freedom' [37] .
The Gaussian and Student's t distributions are visually compared in Fig. 1(a) by taking a scalar random variable as an example, where µ = 0 for both of them, and = 1 for the Gaussian and −1 = 1 for the Student's t. As can be seen, the probability density of the Gaussian decays faster than the Student's t at both sides of the mean. In other words, the Student's t has 'heavier tails' than the Gaussian. Such heavy-tail property endows the Student's t distribution with robustness against outlying data, which is shown in Fig. 1(b) .
In Fig. 1(b) , the black line means the true (Gaussian) PDF that generated the data (except the outlying data) illustrated by the histogram. After contaminating the dataset with the outlying data, it can be seen that the estimated PDF using the Gaussian is significantly skewed, while the estimated PDF using the Student's t is still close to the true PDF. The robustness of the Student's t against outlying data can be explained from the following re-written PDF
where G(·) means the PDF of the gamma distribution, and with parameter a > 0 and b > 0, G (θ|a, b) is defined as
In addition, θ ∼ G(θ |v/2, v/2) is an intermediate hidden random variable. It can be inferred from (3) that the PDF of the Student's t is actually the mixture of infinite number of Gaussians, which can use some of these Gaussians to accommodate the outlying data. Fig. 1 (a) indicates that as v increases, the Student's t approaches to the Gaussian, and with sufficiently large v the Student's t is basically identical to the Gaussian. That is, the Gaussian distribution can be regarded as a special case of the Student's t distribution with v → ∞.
III. RSPFA
A. STRUCTURE OF THE RSPFA Let x i ∈ R m and y i ∈ R q denote the m-dimensional explanatory variables and the q-dimensional quality variables of the i-th labeled sample, respectively; let z i ∈ R K be the K -dimensional factors for {x i , y i }; and let θ i denote the intermediate random variable for {x i , y i , z i }. And to be uncluttered, we collectively denote
where n is the number of labeled samples. The RSPFA is illustrated as Fig. 2 using the probabilistic graphical model representation, where v means the degrees of freedom.
The RSPFA shares the same idea of generating observed variables X and Y like the non-robust SPFA [22] , but adopts the Student's t distribution to characterize both observed and latent variables. Specifically, by referring to the robust projection [38] , the marginal PDFs of z i are given by
where 0 K and I K represent the K -dimensional zero vector and the K -dimensional unit matrix, respectively.
Furthermore, the distribution of x i and y i conditioned on z i are defined as
where W x ∈ R m×K and W y ∈ R q×K are the loading matrices for x i and y i , respectively; µ x ∈ R m and µ y ∈ R q are the mean vectors for x i and y i , respectively; and x ∈ R m×m and y ∈ R q×q are diagonal matrices charactering the noise variances for x i and y i , respectively. As can be seen from the right hand side of (2), the Student's t distribution is not a member of the exponential family and the logarithm of its PDF is too complex to lead to analytical solutions of the maximum likelihood estimates of model parameters. In other words, directly manipulating the Student's t distributions in (5) and (6) is non-trivial. Alternatively, we introduce the intermediate hidden random variable θ i which are gamma distributed
Based on (3) and (7), the Student's t distributions can be transformed into the Gaussian distributions. That is,
Let
where A = −1 + W W T . With (3), (7) and (10) the marginal distributions of t i can be given as
B. TRAINING OF THE RSPFA
The aim of training the RSPFA is to estimate the parameters
, and the assumption that samples are independent with each other has been used. However, according to (11) setting the derivative of ln p(T | ) with respect to to zero doesn't lead to analytical solution. Since latent variables are involved in the RSPFA model, a typical way of addressing this issue is to use the EM algorithm by maximizing the lower bound of the logarithm of the likelihood [39] .
The EM algorithm is composed of the expectation-step (E-step) and maximization step (M-step). In the E-step, the posterior distributions of the latent variables are first calculated, i.e., p(
According to the Bayes multiplication formula and (8)∼ (10), we have
where
Similarly, multiplying (7) by (10) yields
Based on the distributions shown by (12) and (14), the following sufficient statistics can be obtained
where ψ(·) means the digamma function, and E[·] means the expectation of the corresponding random variables based on the posterior distributions p(z i , θ i |t i ).
In the M-step, the posterior distributions over the latent variables are fixed as those obtained in the E-step; then the lower bound L( ) of the likelihood function is given as
, which is constant with respect to the parameters .
According to (7) and (8), the parameter-dependent terms in (17) can be expanded as (17) and then setting the derivatives of L( ) to zero, the equations for updating the model parameters are obtained as
, and the non-diagonal elements of x and y are useless and are set to 0.
Note that (27) is a nonlinear equation of v rather than the closed-form solution. Fortunately, it has been proven that when v is increased from zero to infinity, the left hand side of (27) will monotonically decrease from infinity to negative value [40] . Therefore, there is one and only one solution to (27) . A simple yet efficient approach to solving (27) for v is the dichotomy, which is adopted in this paper.
It is also noticed from (21)∼(26) that the solutions to parameters are coupled, which requires to iterate the E-step and M-step until the convergence condition is satisfied. A natural way of detecting the convergence is to monitor the lower bound defined in (17) . However, there exists a simpler way, that is, to monitor the likelihood function J = n i=1 ln p(t i ) based on (11) which must also monotonically increase.
And the convergence criterion can be set as
where J (t) is the value of J obtained at the t-th iteration step, and is the user-defined threshold value that is typically set as small positive value such as 10 −3 .
Up to now, we summarize the procedure of training the RSPFA in Algorithm 1, where T is the limit of the iterations. (13). 6: for i = 1, 2, · · · , n do 7:
Calculate u i with (13), and a l i and b l i with (15) . (26) . Solve (27) for v using the dichotomy.
Calculate the logarithm of the likelihood J based on (11). 9: if (28) holds then 10: Break.
11:
end if 12: end while C. ESTIMATING QUALITY VARIABLES USING THE RSPFA Given a query sample x q of the input variables (for which the true outputs y q are unknown), we denote the associated factors as z q , and also introduce the gamma-distributed intermediate variable θ q ∼ G(θ q |v/2, v/2).
Similar to (12) , the posterior distribution over z q conditioned on x q and θ q is given as
According to (8) , the distribution over y q conditioned on z q and θ q is given as
Combining (29) and (31) and integrating out z q , we have
Further, by using (3) and integrating out θ q the conditional distribution of y q given x q is obtained as
Based on (33) , the estimated quality variables (y * q ) given the sample x q of the explanatory variables are calculated as
D. LW-RSPFA
For nonlinear industrial process, the RSPFA can easily be embedded in the LW learning framework to form the LW-RSPFA, which constructs localized RSPFA for each query sample x q , and features the following three steps:
(1) Search for the historical samples that are most relevant to x q according to certain similarity criterion, and calculate the weight of each relevant sample. (2) Construct a local RSPFA model f q based on the weighted relevant dataset. (3) Calculate the estimation y * q of quality variables using f q , after which f q is abandoned. Specifically, for simplicity we still denote the selected relevant dataset as
, and the corresponding weights as w = {w i } n i=1 . The objective function in the M-step then turns to be J w = n i=1 w i ln p(t i ), and correspondingly, the lower bound is simply modified as
Again, substituting (18)∼(20) into (35) and then setting the derivatives of L w ( ) with respect to to zero lead to
i , which correspond to the E-step, remain invariant as in (16) . In addition, the convergence criterion changes into
After model training, in the LW-RSPFA the calculation of the estimation y * q of quality variables is as the same as that detailed in Section III-C.
IV. CASE STUDIES
In this section, the performance of the proposed RSPFA and the LW-RSPFA are evaluated using one synthetic example and two real-world industrial processes. Furthermore, the performance of related LVMs including the PLS [41] , SPFA [22] , RSPPCA [35] for linear process, as well as the LW-PLS [16] , LW-SPFA [27] , LW-RSPPCA for nonlinear process, are investigated as benchmarks. Note that it is also the first time that the LW-RSPPCA is developed and explored in this paper. For all the three cases, in (28) for the RSPFA and in (43) for the LW-RSPFA, the threshold values were set as 10 −3 ; also, like (28) and (43), the relative incremental of the logarithm of the likelihood function for the RPPCA-and SLFA-related models is used as the criterion for convergence diagnosis, and the threshold values were all set as 10 −3 .
The accuracy of various soft sensing approaches are quantified using the root mean squares error (RMSE) defined as
where y j and y * j are the actual and estimated values for the j-th testing sample of certain quality variable, respectively, and N is the size of the testing dataset. As can been from (44), the smaller the RMSE, the better the estimations fit the true values, and the higher the estimation accuracy.
Since data-driven soft sensors capture the process characteristics through the data reflecting the operating conditions, the applicability domain of a soft sensor model is usually limited to the operating area represented by the training dataset. In other words, if the query sample is located within the same operating area as the training dataset, the estimation of the soft sensor is considered reliable; otherwise, the estimation might be unreliable which is not caused by the model itself. Consequently, in order to obtain the true estimation accuracy of the soft sensor model, it is common to assume the testing and training datasets come from the same operating area. Therefore, in the synthetic example the training and testing samples were generated from the same distribution, and in the industrial cases, the entire datasets were evenly partitioned to form the training and testing datasets.
The configurations of the computer carrying out all the experiments are as follows. CPU: Intel(R) Core(TM) i7-6700 3.40GHz×2; OS: Windows 7 64 bit; RAM: 16GB; Software: Matlab R2013b.
A. SYNTHETIC EXAMPLE
In this subsection, a system with five-dimensional input x ∈ R 5 and a scalar output y ∈ R is designed, where the observed data samples are generated according to
where z ∼ N (z|0, I 3 ) are the three-dimensional Gaussiandistributed latent factors; C ∈ R 5×3 and P ∈ R 1×3 are the loading matrices for x and y, respectively, the elements of which are randomly generated from the standard Gaussian distribution; e x ∼ N (e x |0, V x ) and e y ∼ N (e y |0, V y ) are Gaussian noises with V x = diag(0.1 2 , 0.2 2 , 0.3 2 , 0.2 2 , 0.1 2 ) and V y = 0.1 2 [22] . A total of 500 and 2, 000 samples were generated for model training and performance evaluation, respectively, and 1% outliers were generated for the observed variables (i.e., x and y) from the uniform distribution [31] . 1, 000 runs of generating the outliers were independently conducted and the average performance with the presence of outliers for various methods are used. Moreover, for all investigated approaches, the dimensionality of the latent space are set as the real value, namely 3.
The comparisons between the RSPFA and the benchmarking ones are first presented in terms of the scatter plots illustrated in Fig. 3∼Fig . 5. Note that in the scatter plot, the black diagonal line means that the estimation is precisely identical to the actual value, implying that the more close to the diagonal line the scatters are distributed, the higher the estimation accuracy is. As can be seen from Fig. 3(a) , the scatters obtained by the RSPFA are distributed basically as the same close to the diagonal line as those by the SPFA; whereas Fig. 4(a) and Fig. 5 (a) manifest that compared with those for the PLS and RSPPCA, the closeness degree of the scatters to the diagonal line for the RSPFA are slightly better but still noticeable. In other words, with pure Gaussian dataset, the performance of the SPFA and that of the RSPFA are comparable, and advantages of the RSPFA over the PLS and the RSPPCA could be observed.
However, Fig. 3(b) and Fig. 4(b) show that with the presence of outliers the advantages of the RSPFA over the SPFA and the PLS become clearly evident, while Fig. 5(b) does not reveal further advantages of the RSPFA compared with the RSPPCA, demonstrating the immunity to outliers by the two robust methods, i.e., the RSPFA and the RSPPCA.
For further analyses, the quantitative performance of various methods are summarized in Table 1 , where the values of RMSE 0.1797 and 0.2169 are the minimum and maximum errors without outliers, respectively, while the values of RMSE 0.1800 and 0.3288 are the minimum and maximum errors with outliers, respectively. As is observed from Table 1 , when dealing with clean dataset (without outliers) the generalized RMSEs on the testing dataset achieved by the SPFA and RSPFA are almost the same, both of which are much smaller than those by the PLS and RSPPCA. On the other hand, with the presence of outliers, the average (avg.) RMSEs of 1, 000 runs (with independently generated outliers for each run) indicate that the estimation accuracies for the PLS and SPFA are significantly deteriorated, where the average RMSEs rise up to 47% and 83%, respectively, whereas the performance deteriorations for the the RSPPCA and RSPFA are negligible. Moreover, the standard deviation (std.) of the 1, 000 RMSEs shows that the performance fluctuations for the PLS and SPFA are extremely larger than those for the RSPPFA and RSPFA, while the fluctuations of the RMSE for the RSPPCA and RSPFA can be ignored, implying the vulnerableness of the PLS and SPFA to the outliers and the robustness of the RSPPCA and RSPFA by adopting the robust distributions.
From the above comparisons we can basically conclude that the RSPPCA and RSPFA have considerable robustness against the outlying data in contrast with the PLS and SPFA, while the RSPFA can achieve further performance achievement compared with the RSPPCA. The advantages of the RSPFA can be explained by theoretical analyses and visualized marginal distributions for the observed variables shown in Fig. 6 and Fig. 7 , where x k for k = 1, 2, · · · , 5 are the k-th element of the input vector x.
As illustrated by Fig. 6 , with clean dataset, the PDFs estimated by the RSPFA almost overlap with those by the SPFA, both of which are very close to the correct PDFs. That's why the RSPFA and SPFA achieves the same performance without outliers. Actually, the degrees of freedom for the RSPFA was estimated as v = 56.6, with which the Student's t distribution is basically identical to the Gaussian distribution according to Fig.1(a) , implying that the RSPFA degrades to the SPFA. In contrast, the RSPPCA assumes isotropic noise variances, disobeying with the model setting (which is more general and more conformable to practical applications) in (45). As a result, the estimated PDFs deviate much more significantly from the real PDFs, in particular for x 1 , x 2 and y as shown by the green lines in Fig. 6 , which explains the reason why the performance of the RSPPCA is inferior to those of the RSPFA and the SPFA.
The colored curves in Fig. 7 indicate that after contaminating the dataset with outliers, significant distortions occur on the estimated PDFs for the SPFA, whereas the estimated PDFs by the RSPFA and RSPPCA are barely affected compared with those in Fig. 6 . Since the SPFA, RSPPCA and RSPFA are all generative probabilistic methods, the mathematical relationships between the inputs x and output y are completely derived from the estimated PDFs (one can refer to Section III-C for the RSPFA as an example). As a consequence, distorted PDFs must lead to deteriorated performance, while robust PDFs give rise to immunity to outliers. That's why under the circumstance of outlier contamination the SPFA provides rather disappointing performance, while the performance of the RSPPCA and RSPFA are basically invariant. Note that with the presence of outliers, the freedom degrees was obtained as v = 4.79 for the RSPFA, which makes the Student's t no longer close to the Gaussian.
The estimated regression coefficients of the PLS model with and without outliers are compared in Fig. 8 , where R k for k = 1, 2, · · · , 5 are the regression coefficients for x k , respectively, and R 0 is the bias term. As can be found in Fig. 8 , after adding outliers the estimated regression coefficients considerably change, from both aspects of direction and magnitude. This is because the outliers represent quite different and meaningless mathematical relationships from that represented by the normal data, which can significantly skew the estimated hyper-plane from the true hyper-plane, and finally results in bad performance.
B. HIGH-LOW TEMPERATURE TRANSFORMATION UNIT
The high-low temperature transformation unit (HLTT) that is schematically illustrated in Fig. 9 is an important part of the ammonia (NH3) synthesis plant (ASP). The source materials for producing NH3 are hydrogen (H2) and nitrogen (N2), where the H2 is obtained by converting the natural gases and water (H2O) into carbon monoxide (CO) and H2. The byproduct CO has to be removed as much as possible, which is realized in the HLTT unit using the following reaction:
In the above reaction, high temperature can accelerate the reaction rate, while low temperature is beneficial to the reaction balance. With different reaction temperatures, the required kinds of catalyst and the corresponding quantity vary significantly. In the ASP, both high-temperature transformation unit (HTT) and low-temperature transformation unit (LTT) are designed to achieve good transformation speed and balance. The concentration of CO in the exit gases (marked by 'Y' in Fig. 9 ) is designed to be below certain level to make the H2 as pure as possible. In practice, the CO concentration is measured offline in the laboratory with quite low sampling rate, where a soft sensor is required to estimate the CO concentration in real-time [42] . Based on the expert insights into the process mechanism and our experiences, 24 explanatory variables were selected as the explanatory variables for soft sensor development, which are indicated by X 1 ∼X 24 in Fig. 9 and are explained in Table 2 .
A total of 800 samples have been selected, where 200 samples are used for model training, and the rest 600 samples are used for performance evaluation. To handle the randomness stemming from initializations, the averaged testing RMSE of 100 independent simulations are used to evaluate the estimation accuracy of the SPFA, RSPPCA and RSPFA. The dimensionality of the latent space for the PLS, SPFA, RSPPCA and RSPFA were determined by 10-fold cross-validation (CV), which are set as 14, 19, 19 and 18, respectively. . The estimations of the CO concentration by the RSPFAbased soft sensor is visually presented in Fig. 10 , which indicates that the estimated values match the actual values well. In addition, the quantified generalized RMSEs on the testing dataset for various soft sensors are tabulated in Table 3 . We can observe from Table 3 that the RSPFA obtains the minimum error with RMSE = 0.0460 among the four methods whereas the RSPPCA obtains the maximum error with RMSE = 0.0492, which verifies the best performance of the RSPFA. Fig. 11 compares the estimation accuracies for various soft sensors with different dimensionality K of the latent space. As shown in Fig. 11 , generally for all soft sensors the estimation performance get improved by increasing K ; nevertheless, with K > 7, the RSPFA can provide clearly higher accuracy, confirming the predictive advantages of the RSPFA. In particular, inspection of Fig. 11 could reveal the inadequacy of using non-robust model structure or isotropic noise variances, and therefore validates the necessity of employing robust model structure with independent noise variances as designed in Section III-A. 
C. METHANATION PROCESS
In this subsection, we evaluate the performance of the LW-PLS, LW-SPFA, LW-RPPCA and LW-RSPFA by a nonlinear industrial methanation process illustrated in Fig. 12 , which is a downstream unit of the HLTT unit. As introduced in the previous subsection, after coming out from the HLTT unit, the process gases will pass through the carbon dioxide (CO2) absorption unit where the transformed CO2 by (46) will be absorbed. However, there still exist some residual CO and CO2 in the process gases, which should be removed before the process gases enter into the NH3 synthesis unit. The task of the methanation process is to furthest reduce the content of residual CO and CO2 by setting off the following reactions in the methanation furnace (MF):
The concentration of residual CO and CO2 is required to be sufficiently small according to the technological design, which practically is measured using a mass spectrometer installed at the exit pipeline of the methanation process (marked by 'Y' in Fig. 12 ). However, the spectrometer is very expensive and requires frequent maintenance and calibration, whereas measuring the concentration of CO and CO2 using offline laboratory analysis introduces hours of delay. Consequently, a soft sensor is desirable for providing realtime estimation of the concentration of CO and CO2. A set of 10 explanatory variables were selected for soft sensing the concentration of CO and CO2, which are marked by X 1 ∼X 10 in Fig. 12 , and are explained by Table 4 .
1, 000 and 500 samples were selected as the training dataset for model training and as the testing dataset for generalization performance evaluation, respectively. And the most commonly used Euclidean distance in the input space is employed to calculate the weight (or similarity) between the query sample x q and a historical sample x i
where φ > 0 is the scaling parameter, and σ > 0 playing the role of normalization is set as the standard deviation of the distances between sample pairs in the training dataset. According to (48) when the estimation task arises given x q , the nearest n neighbors of x q corresponding to those with the largest n weights will be selected for local model construction. In addition to n, two other parameters for the investigated locally weighted LVM-based soft sensors should also be determined, namely the dimensionality K of the latent space and the scaling parameter φ. In this paper, these parameters were also determined by the 10-fold CV, which are set as: for the LW-PLS, n = 20, K = 2, φ = 2.0; for the LW-SPFA, n = 18, K = 3, φ = 2.5; for the LW-RSPPCA, n = 26, K = 3, φ = 3.5; and for the LW-RSPFA, n = 20, K = 3, φ = 3.0.
The estimated concentrations of CO and CO2 for the testing samples by various soft sensing approaches at the average level of 100 independent runs are presented in Fig. 13 . As shown in Fig. 13 , overall the blue lines (representing the estimated values) can track the time-trend variations of the red lines (representing the actual values); nevertheless, further comparisons indicate that the estimations by the soft sensor based on the LW-RSPFA match the actual values better than those by other three soft sensors. For example, for the peak values around the 282-th test sample, which usually provide essential information, the estimations calculated by the LW-PLS and LW-SPFA are not as good as those by the LW-RSPFA; while for some samples such as those around the 166-th test sample, the estimations provided by the LW-RSPPCA significantly deviate from the actual values.
The quantified RMSE values tabulated in Table 5 indicate that the LW-SPFA achieves the minimum error with RMSE=0.0540 while the LW-SPFA obtains the maximum error with RMSE=0.0575, which confirms the highest predictive accuracy achieved by the LW-RSPFA. In particular, compared with its non-robust counterpart LW-SPFA, the LW-RSPFA can reduce the generalization RMSE by as much as 6.1%. Even compared with the most practically preferable and widely used LW-PLS in many industrial fields [43] , the LW-RSPFA can enhance the performance by 3.7%.
Besides, it is found from Table 5 that the CPT index for the LW-PLS model is negligible, whereas the CPT for the two robust models are much larger, which reveals the computational deficiency of the LW-RSPPCA and LW-RSPFA. This can be mainly explained as follows. First, for the LW-RSPPCA and LW-RSPFA, the parameter v (i.e., the degrees of freedom) has to be found numerically by solving the nonlinear equation (27) that requires additional searching within each iteration. Second, for the LW-RSPPCA and LW-RSPFA more iteration steps were required to complete the training process than that for the LW-SPFA. This defect makes the offline cross-validation processes for selecting parameter for the LW-RSPPCA and LW-RSPFA longer than those for the LW-PLS and LW-SPFA. Fortunately, for the LW-RSPFA, the average CPU time spent for estimating each of the 500 query samples is no more than 0.1s, which is acceptable.
In fact, it is observed in this case that the two robust approaches, i.e., the LW-RSPPCA and LW-RSPFA, outperform the non-robust LW-PLS and LW-SPFA. This might be explained as follows. Under the LW learning framework, only a subset of the training samples is selected for building the model; as a result, the impact of the outlying samples is more significant than that under the global modeling framework. Thus, as is shown in Fig. 1 and Fig. 7 , using robust LW approaches could be a better choice. In addition, the fact that the LW-RSPFA is able to achieve further accuracy improvement compared with the LW-RSPPCA again verifies the effectiveness of the proposed model structure in Section III-A.
V. CONCLUSION
In this paper, motivated by handling outlying data for industrial soft sensor modeling, we have proposed a fundamental probabilistic latent variable model RSPFA, and further developed the LW-RSPFA to model nonlinear industrial processes. We have also developed EM-based training algorithms to learn model parameters for both of the RSPFA and LW-RSPFA.
The significance of our contributions can be twofold. First, theoretically the RSPFA and LW-RSPFA improve the designs of LVMs and locally weighted LVMs, respectively. The SPFA and RSPPCA can be regarded as two special cases of the RSPFA. Specifically, if the degrees of freedom is fixed as a large enough value, the RSPFA degenerates to the SPFA; if the noise covariance is assumed to be isotropic, the RSPFA degenerates to the RSPPCA. Second, we have used three cases to validate the practical utility of the proposed methods, which have provided good examples of application of the proposed methods for practitioners. In specific, the designed synthetic example have revealed the underlying drawbacks of three commonly used LVMs, i.e., the PLS model, the SPFA model and the RSPPCA model, and meanwhile verified the effectiveness of the RSPFA. From these case studies, we have seen that in the synthetic case with the presence of outliers and in the two real-world industrial cases, the RSPFA has achieved the best performance (in terms of the RMSE index). In particular, in the synthetic case, we have clearly observed the robustness and effectiveness of the model structure designed in Section III; and the industrial methanation process has demonstrated that the LW-RSPFA is able to outperform the practically popular LW-PLS, which therefore can provide practitioners with more choice.
It is worth pointing out that the RSPFA and LW-RSPFA can be straightforwardly extended to more advanced models to accommodate more complicated application scenarios. For example, through incorporating the information of unlabeled samples by simply modifying the objective function in the M-step, the robust semi-supervised PFA (RS 2 PFA) can be formulated to remedy the insufficiency of labeled samples. Similarly, the LW-RS 2 PFA can also be readily developed using the same way in Section III-C. Furthermore, under the GMM framework, mixture of RSPFA or RS 2 PFA can be formulated for soft sensing the processes with multiple operating modes/phases. The performance of these extensions of the RSPFA are worthwhile to be investigated as the future works, and the basic RS 2 PFA for these extensions is further elaborated in the APPENDIX. Without loss of generality, assume r is partitioned into three disjoint subsets, i.e., r T = r T 1 , r l , r T 2 , where r l is the l-th component of r. Correspondingly, µ and −1 are partitioned into
where µ l is the l-th component of µ, and E ll is the l-th component of the diagonal of E.
Based on (A.2) and the property of the Gaussian distribution, (conditioned on θ) the conditional distribution of r l is obtained as p (r l |θ) = N r l |µ l , θ −1 E ll .
(A.3)
In accordance with (A.3) and by re-using (3) and p (θ) = G (θ|v/2, v/2), the marginal distribution of r l is given as p (r l ) = p (r l |θ) p(θ)dθ = S (r l |µ l , 1/E ll , v) . where x j is the explanatory variables of the j-th unlabeled sample and n is the number of unlabeled samples. Following the design process in Section III-A, for each of the unlabeled sample x j introduce the factor z j and the intermediate random variable θ j , and the probabilistic graphical model of the RS 2 PFA is illustrated in FIGURE 14.
Similar to (5) and (7), the distributions of z j and θ j are defined as p(z j ) = S(z j |0 K , I K , v), and similar to (6) , the conditional PDF of x j is given as
Then, we have the conditional distributions of z j and x j p(z j |θ j ) = N (z j |0 K , θ −1
where A = −1 x + W x W T x . Similar to (11) , the marginal PDFs of x j are obtained as
By referring to (12) and (14), the posterior distribution over z j and θ j is given as
Therefore, the sufficient statistics associated with x j are calculated as where C means the constant term with respect to , X = {x j } n+n j=n+1 , Z = {z j } n+n j=n+1 , = {θ j } n+n j=n+1 , and E ln p(x j |z j , θ j )
where x j = x j − µ x , and the constant terms are omitted in (B.10) and (B.11). By setting the derivatives of L( ) with respect to to zero, model parameters can be updated according to
where Q = n+n j=n+1 E θ j z j z T j , and the updating formulae for µ y , W y and −1 y remain the same as (22) , (24) and (26), respectively.
The pseudocode for training the RS 2 PFA is also similar to Algorithm 1, expect • In the E-step, additionally calculated B and for j = n + 1, n + 2, · · · , n + n calculate • For convergence diagnosis, replace J with J in (28) .
