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Abstract 
l-r, lv pilot) )elect n )II spectroscopy (XPS ) has proved to he a p(m. erful technique III the 
iiivesti Bit ion of the local structure of oxide glasses. In this project., X PS and magnetisation 
tecllIlique were 11scol I() study socliinn silicate glasses eloped with various ýuu<, unts of 3d transition 
nniet, tls. The first glass systeiu had the compositional formula ((). 70 : c)SiU, 0.3ONazO xFe20s 
where (U) <- .r<0.20. 
"f`he quantitative ratio [Fei+j/[Fc'1', )cat], 
for each) glass has been determined 
fruci t he analysis ý ýf t he Fe 3p spectra. For low Fe203 content, both ir(ci valencies are present, 
however, it was found that Fe'+ is the predominant species for high Fe2O; j. From the analysis of 
the O is spectra, it, w<I. ti possible to discriminate between bridging and non-bridging oxygen atoms 
in each glass sample. It was found that the ratio of the non-bridging oxygen content to the total 
oxygen content increases with increasing iron concentration. It has also been shown that the non- 
bridging oxygen contribution to the 0 is spectra can be simulated by summing the contributions 
from SiONa. SiOFe(II) and SiOFe(III) components present in the glass. The second glass system 
had the compositional form (0.70-x)SiO2-0.30Na2O-xCuO where 0.0 <x<0.20. Evidence of 
the presence of copper in the Cu+ state for x<0.15, and botli oxidation states, Cu+ and Cu2+, 
in the blass with x=0.20, was obtained from the "shake up" satellite structure of the Cu 21) core 
level spectra. A deconvolution procedure was undertaken to determine qualitatively the ratio 
[C112Lj/[CuTotal]. The non-bridging oxygen content, obtained from the deconvolution of the 0 
Is core level spectra, increases with increasing copper oxide content showing that copper acts 
as a network modifier. The 0 is spectra were modelled in order to separate the contribution 
fron) SiOCu and SiONa to the non-bridging oxygen signal. The Na Is core level spectra seem 
to be insensitive to change in copper content in the glass, while Si 21) showed some dependence. 
Magnetization measurements were also performed on the same samples. The M versus H data at 
different temperatures collapses nicely to a single curve in the M versus H/T representation for 
all the glass samples investigated, indicating that Cu2+ is behaving paramagnetically in these 
glasses. 
The M versus H curves have been fitted with a Brillouin function keeping the number of 
magnetic ions as the fitting parameter and deducing the number of Cu2+ ions in each glass from 
the best fit to the experimental data. It was found that the Cu2+ content measured by XPS 
was nnich lower that the one found from the magnetic measurements. This might indicate that 
there is less Cu2+ on the surface than in the bulk of these glass samples. The third glass series 
investigated has the composition (0.70-x)SiO2-0.30Na2O-: rCoO, where 0.0 <x<0.20. The Co 
2p spectra showed intense satellite structures about 6 eV above the main photoelectron peaks, 
and the Co 21)3/2-Co2p1/2 separation was found to be - 15.9 eV for all the samples studied. 
These observations indicate the presence of high-spin Co2+ ions in the glasses. The Co 3p spectra 
have been fitted with contributions from high-spin Co2+ in both tetrahedral and octahedral 
coordinations and the ration [Co2+ (oat)]/[Cot ta] increases with CoO content. The 0 is spectra 
show significant conipositionally dependent changes. The concentration ratio of bridging and 
noti-bridging oxygen atoms was determined from these spectra. High-spin Co2+ ions are found 
to he incorporated in the glass as network modifiers, irrespective of their coordination. The 
d. c. magnetic susceptibility measurements done on the same samples also suggest that Co2+ 
ions exist in both tetrahedral and octahedral coordinations. The magnetization versus magnetic 
field data indicate that the exchange magnetic interaction increases with CoO content in the 
g LLss. Thermal exparnsion coefficient, differential thermal analysis, heat treatment of the parent 
glass and identification of the crystalline phases present is well as density measurements 
have 
been performed on each glass series and these results are discussed in connection with the XPS 
and in<ýnnetje findings. 
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Chapter 1 
Introduction 
1.1 Overview 
Structurally disordered solids are characterized by the lack of one or more of the 
forms of spatial order that are evidenced by the great variety of ordered solids. If there is 
no long range positional order, the class of materials is commonly termed amorphous, as 
opposed to crystalline. The lack of long range order, to a large extent, affects the physical 
properties of these materials such as electrical, optical, magnetic, etc. In contrast to the 
crystalline state, in which the positions of the atoms are fixed into a definite structure, the 
amorphous state of the same material displays varying degrees of departure from this fixed 
structure. The amorphous state has no long range order, which is most clearly displayed 
in an X-ray diffraction experiment where diffuse broad peaks are obtained instead of the 
sharp Bragg peaks produced by crystalline materials. Glasses form a particular class of 
amorphous materials which, on cooling from the liquid state, exhibits a "glass transition 
temperature" [1]. There exist different types of glasses, for example, metallic glasses, 
chalcogenide glasses and oxide glasses. Glasses can also be prepared using a variety 
of techniques, including cooling from the liquid state, condensation from the vapour, 
pressure quenching, solution hydrolysis, anodization, gel formation, and bombardment 
of crystals by high-energy particles or by shock waves. Of these techniques cooling the 
glass from the liquid state is by far the most important and widely used. The possibility 
of fine-tuning their physico-chemical properties, by choice of compositions and processing 
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History, plus t heir ease of 6 brication, mean that glasses have attained an ever increasing 
importance in iiiaterials science and technology [2]. In addition, transition metal ions 
have long been used to dope oxide glasses [3]. When siech ioiis are present; in glasses, 
they cause interesting properties such as coloration [4], low thennal expansion [5], and 
more importantly, electric and magnetic properties that are technologically important [6- 
8], i. e., many useful magnetic ceramics can be made by glass formation and subsequent 
devitrification route. Also, oxide glasses containing large concentrations of transition 
metal ions have for long been known to possess semi-conducting properties which are 
due to the hopping of electrons from the low to high valence state ions 161. 
Figure 1-1 shows schematic diffraction patterns for the three fundamental states of 
matter; gas liquid, and solid. Two types of solids are illustrated; amorphous and crys- 
talline. The X-ray scattering from a crystalline solid results in a series of sharp Bragg 
peaks. By contrast, the amorphous material pattern shows broad peaks with some struc- 
ture at small scattering angles. Because of the complexity and disorder of the glass 
structure, information from X-ray diffraction cannot he used to deduce a complete geo- 
metric structure as is the case for crystalline materials. Nevertheless, a wide variety of 
powerful structural techniques have successfully been applied to study the glass structure. 
Among these are Mossbauer spectroscopy, NMR, EXAFS, neutron diffraction, and XPS. 
Sometimes, it is necessary to use a combination of complementary techniques in order to 
resolve the glass structure of certain materials. However, most of these techniques probe 
the bulk structure of the glass, with the exception of XPS which is a surface sensitive 
technique, probing the upper few atomic layers and therefore giving information about 
the surface of the material. 
The surface represents probably the most extreme dislocation in the solid state. As a 
result. it is well known that the surface structure of a material is generally different from 
that of the bulk [10]. This is certainly true for crystalline materials and should therefore 
be true for glasses. The bulk structure is determined by the bonding preferences of the 
atones forming the material, with a certain number of nearest-neighbours, second nearest 
neighbours, etc. At the surface, however, the number of neighbours is suddenly reduced. 
Thus the spatial geometries which provided the lowest energy configuration in the bulk 
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inay not provide the lowest energy configuration at the surface. As a result, there is 
ai readjustment or reconstruction of the surface bonds toward a new energy inininiized 
configuration. Reconstruction effects are relatively common on the surface of crystalline 
materials such as metals and semi-conductors [10]. Consequently, one might expect that 
the structural properties of the hulk and the surface of a material should he different. 
In order to verify this statenient, it would he interesting to investigate the structure of 
the surface and of the bulk of glasses and attempt to draw conclusions as to whether the 
surface and the bulk of glasses are structurally identical. Does the surface have chemical 
characteristics different in some respects from those of the bulk'? 
Previous studies on oxide glasses doped with transition metal ions were confined to 
low concentrations or to the examination of the concentration of the transition metal with 
depth in the glass [11]. However, very little work has been performed to systematically 
investigate the bulk and surface properties of glasses. The aim of this thesis is to attempt 
to redress this balance. 
1.2 Aim of the thesis 
In an attempt to answer the questions raised in the previous section, we have prepared 
a series of sodium silicate glasses doped with up to 20 mole% Fe203, CuO and CoO. The 
purpose is two fold; (i) to investigate the glasses by bulk magnetic measurements as well as 
by XPS in order to relate differences in their bulk and surface structure and, (ii) to study 
other properties since little attention has been paid to these type of materials, in terms 
of structure and physical properties, especially when moderately high concentrations of 
TMO are incorporated in these glasses. 
To accomplish this task these series of glasses have been subjected to the following; 
(a) an X-ray photoelectron spectroscopy (XPS) study, where the non-bridging oxygen 
concentration as well as the different oxidation states of the transition metal, on 
the surface of the glass, are measured. This provides information on the structural 
role played by each transition metal in the same chemical environment (base glass). 
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(1)) a study of the thermal properties of each glass series, suclh as the thermal exparº- 
lion coefficient (a), differential thermal analysis (DTA) and their relation to the 
concentration of transition metal in the glass. 
(c) ýa study of the crystallization and chemical phases identified after controlled heat 
treatment of some of the transition metal doped silicate glass (the iron and copper 
Series. 
(d) measurement of the magnetic properties of the transition metal ion in a non- 
magnetic amorphous environment to identify the type of interaction between the 
magnetic ions in the glass. To measure, where possible, the concentration of the 
different valence states of the transition metal in the bulk of the glass. 
(e) a study of the magnetic properties of these glasses, in particular the magnetic 
spinels formed after heat treatment of the parent glass. 
(f) an attempt has been made to relate the bulk magnetic measurements to the XPS 
(surface) measurements and present a comparison between the bulk and the surface 
structure of the glass. 
1.3 Thesis structure 
This thesis consists of 8 chapters of which this general introduction is the first. The 
outline contents of the other chapters are given below; 
Chapter 2 covers the definition of glass and discusses the random network model, 
which is used in the interpretation of the XPS data. It then gives a background discussion 
of the principles of the XPS technique with emphasis on those aspects of the technique 
that are relevant to this work. Some details about the theory of paramagnetism and 
aritiferromagnetism are also outlined, again with emphasis on those aspects that are 
relevant to this work. 
Chapter 3 deals in the first part with a literature review of the XPS work performed 
on different binary glass systems such as alkali silicate and alkali phosphate glasses, as 
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well as inulticomponeiit glasfies, such as alkali aluininosilicate glasses and other multi- 
component glasses. This ends with a survey of XPS work on transition-metal doped oxide 
glal5ses. In the second part of this chapter, a short literature review of antiferroinagnetisin 
in oxicle glasses and the magnetic properties of oxide glasses doped with transition metals 
is given. 
Chapter 4 is devoted to the description of the experimental techniques used in 
the investigation of the glass systems studied in this thesis. Starting with a detailed 
description of the two main techniques used in the investigation of the glass samples, 
i. c., the XPS apparatus and the setup for the magnetic measurement, it then goes on to 
outline the glasses preparation method and their chemical analysis. The chapter closes 
with the description of the thermal techniques. 
In Chapter 5 the results on the iron sodium silicate glass system are presented. 
Beginning with an introduction to this particular glass system and a short survey of the 
structural properties of iron doped oxide glasses obtained by different techniques such as 
Flossbauer, optical spectroscopies etc..., the results of the XPS, magnetic, thermal and 
physical measurements are included, each in a separate section. A discussion follows, 
with emphasis on the XPS measurements and their relation to the glass properties mea- 
sured. The d. c. magnetic measurements performed on this glass series are presented and 
discussed. Magnetic measurements on the heat treated and parent glass with lowest iron 
composition are also presented and discussed. 
Chapter 6 presents the results and discussion, of the different measurements per- 
forined on the sodium silicate glasses (loped with varying amounts of copper oxide. 
Among these are thermal and physical as well as XPS and magnetic measurements. A 
comparison between the data obtained from XPS and that obtained from magnetic mea- 
surements is made. A general conclusion for that particular system closes that chapter 
with emphasis on a comparison between bulk and surface structure of these glasses. 
In chapter 7 the results of XPS, magnetic measurements as well as thermal and 
I)Ilysical measurements performed on a cobalt sodium silicate glass series are presented. A 
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detailed discussion relating the magnetic to the XY5 I>ropertieti i- j)IeSCntecl. A summary 
of Ole XI- all(1 magnetic measurements are presciited ; it, the end pof the chapter. 
Chapter 8 closes the thesis with sonne general conclusions 0»1 the present work. A 
coºi parisoii of the three glass systems investigated is also presented. It concludes with 
-offne suggestions f*or future work that could be conducted on these, and other transition- 
metal oxide doped glasses. 
Note: The references for each chapter are collated at the end of that chapter to aid 
the reader, although this does lead to some repetition of references in different chapters. 
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Chapter 2 
Background Theory 
In this chapter a definition of glass is given, followed by a description of the most 
relevant model of glass structure to the thesis work, i. e. the Zachariasen random net- 
work model, which will be presented in some detail. The working principles of X-ray 
photoelectron spectroscopy (XPS) are discussed with emphasis on spectral interpreta- 
tion. The theory of paramagnetism, including the Langevin and the Brillouin functions 
as well as the magnetic susceptibility are also discussed. Fiiially, the anti ferromagnetic 
interaction in magnetic materials is briefly discussed but, rather than going into the de- 
tails of the Neel theory of antiferromagnetism, which is irrelevant in this thesis work, a 
discussion of how an antiferromagnet is identified from magnetic susceptibility data will 
be emphasized. 
2.1 Glass structure 
2.1.1 Definition of glass 
A glass, in the context of this thesis, could be defined gis a hard, brittle substance 
that lacks long range order, made by fusing together one or more oxides and cooling 
the product sufficiently rapidly to prevent crystallization or devitrification. Of course, 
this definition is not complete since it does not include other glass systems such as 
metallic glasses. chalcogenide glasses and glasses made by different techniques such as sol 
9 
Volume Liquid 
Supercooled 
liquid 
Glass 
.4 
Crystal 
T9 Tm Temperature 
Figure 2-1: Schematic illustration of the change in volume with temperature as a liquid 
is cooled, sliorving the difference in behavior between a glass and a crystalline solid. 
gel, evaporation, irradiation etc. A scientific definition, which encompasses all types of 
glasses, is, "A glass is an amorphous solid which exhibits a glass transition temperature 
pheIioiiieI10I1" [1ý. 
Both crystalline and glassy materials share the main physical property of solids; that 
is, constituent atoms essentially will no longer respond to moderate stress by extensive 
motion. However, there are fundamental differences in their properties and behaviour. If 
we inspect the change in volume with temperature for a crystalline and a vitreous solid 
of equal composition, the features illustrated in Figure 2-1 are observed. 
Regardless of whether melts originated from a crystalline or a vitreous solid, above 
the inciting temperature, denoted Tm, they are identical and show the same decrease in 
volume with temperature. If the melt freezes to a crystalline solid at Tm, there is an 
abrupt decrease in volume. If, however, crystallization is avoided at T,, volume change 
on further cooling of the melt continues with the same slope, and we have a super- 
cooled liquid below this temperature. At lower temperatures, the curve of volume versus 
temperature shows a gradual change of slope, and continues with a line whose slope is 
nearly equal to that of the corresponding curve of the crystalline material. The increase 
in viscosity in this region is so great that the behaviour of the material begins to appear 
indistinguishable from that of a crystalline solid. The region over which there is a change 
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iu 51Oj)e i5 terirled the "glass-tr nsitioii temperature" T(/. In the glss-tratisitioti interval, 
ý iýccýsity iiicrease5 froiti 1O to w" Yoke. 
The conventional method for the determination of T,, is differential thermal analysis 
(DTA), where a glass salnl)le is heated at a constant rate and any changes in its tenl- 
perature, with respect to an inert reference subject to the same heating, are mneasured. 
However, the value of T,, is not well defined and depends, for any given sample with 
the same composition, on thermal history and the rate of cooling. It is therefore not an 
intrinsic property of the glass. 
2.1.2 The random network model for glass structure 
One of the earliest attempts at predicting glass formation for oxide :s was made by 
Goldschlnidt in 1926 [2). He postulated an empirical rule based on the ionic radius ratio 
as a condition for glass formation, namely; that the ratio of the cation radius to the anion 
radius should lie between 0.2 and 0.4 for glass formation. This condition is fulfilled in 
the case of binary glasses such as Si027 P2O B203 etc. 
Later, in 1932, Zachariasen [3] extended Goldschmidt's postulates and developed what 
came to be known as the "random network model" for glass structure. Zachariasen first 
assumed that the standard rules of crystal bonding also apply to glasses, and deduced 
that the atoms in a glass must be linked in the form of a three-dimensional network. 
However, unlike the crystalline network, the glassy one is not periodic as evidenced by 
the X-ray diffraction spectra. He also deduced, from an energetics view point, that the 
coordination number of the cation of the glass-forming oxide must be closely similar in 
the glass to that observed in the crystal. In other words, the local structural units in 
the glass and in the crystal are practically identical. Zachariasen thus proposed some 
empirical laws for glass formation, which were reinforced later by X-ray diffraction studies 
by Warren and Biscoe performed in the late 1930s [4-6]. These rules are as follows; 
(i) an oxygen atom must not be linked to more than two cations, 
(ii) the number of oxygen atoms surrounding the cation must be sinall (4 or less) 
(iii) the oxygen polyhedra must share corners only and not edges or faces, and 
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a 
Figure 2-2: A two dimensional illustration of Si04 tetrahedron linkage in, (a) crystallized 
and (b) amorphous Si02 (illustration taken from ref. /7J). 
(iv) the structure must be a continuous three dimensional network, which necessitates 
that three corners of each polyhedron be shared. 
The structural implications of these rules are illustrated in Figure 2-2, which shows 
a two dimensional Si04 tetrahedron linkage in crystallized and amorphous Si02. The 
fourth oxygen lies alternately above or below the plane of the drawing. 
Zachariasen classified the cations in a glass as follows; 
(i) Network-foriners, such as Si, P, B, Ge, etc., generally have a coordination number 
of3or4 
(ii) Network-modifiers, such as Na, K, Li, Ca, etc., generally have a coordination num- 
ber > 6. 
(iii) Intermediates, such as Aluminum, which either reinforce the network (coordination 
number 4) or loosen the network (coordination number 6-8), but cannot form a glass 
per se. 
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Ii lire 2-3: A two dimensional arrangement of atoms (or ions) in a sodium silicate glass 
ý5ý. When Nat 0 is introduced in the glass structure, the large sodium ions are located in 
//I( l«rgcr multies. 
If a network modifying ion is introduced into a glass, i. e., by melting Si02 and Na20, 
structural changes occur as indicated in Figure 2-3. Bonds are broken and two types 
of oxygen exist in the glass network. An oxygen atom covalently bonded to two silicon 
aztoiiis is termed a bridging oxygen (BO), while an oxygen atom covalently bonded to one 
silicon and ionically bonded to one sodium atom corresponds to a non-bridging oxygen 
atom (NBO). The overall effect of introducing Na2O molecules into the silicon network is 
a weakening of the glass structure. The schematic shown in Figure 2-3 suggests that the 
introduction of one molecule of Na20 produces two non-bridging oxygen atoms. This fact 
has I )eeu established experimentally with the X-ray photoelectron spectroscopy (XPS) 
technique [8]. Other network modifying oxides, such as Li20 or K20, play the same role 
as Na O when introduced into a glass structure. 
The properties of the glass depend quite critically on the exact way in which the non- 
bridý ing oxygen atoms are distributed throughout the glass structure. There are two 
descriptions: (i) the binary distribution [91 and (ii) the statistical distribution [10]. Lipp- 
maa ct al. [11] defined a system of nomenclature to enable differentiation of the various 
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siO,, tetralhedra with different numbers of bridging and non-bridging oxygen atommis. In 
t Ills description, the glass former Si' ' is represerited by Q with a subscript representing 
(1 number of bridging oxygen atoms connected to the Sft ion, i. e. Q,,, where 0< nl 
1, for tetrahedral silicon. Therefore, there are five possible Q species present in the 
; miorphous state. In the binary model the number of Qm species is limited to two in a 
single composition Q, and Q, --I 
(. r =1- 4). The value of x depends upon the coiripo- 
sit ion. In the statistical model, the distribution of non-bridging oxygens per silicon is 
(let ermined from probability and composition. There is some disagreement as to which of 
the two models describes best the non-br)dging oxygen distribution in the glass network. 
,, 'ýc1mrainm of al. 
[10] found that the distribution of non-bridging oxygen atoms in the 
LiO9-l()9system followed the statistical model, while Gladden et al. [12] and Grim- 
mer et. al. [13] found, in independent studies of the same system, that the distribution 
of non-bridging oxygen atoms follows the binary distribution model. However, in both 
studies, the thermal histories of these glasses were not mentioned. It appears that a true 
distribution of non-bridging oxygen atoms for a given glass composition lies somewhere 
between these two models [14], with factors such as total modifier ion concentration, ionic 
size and charge density all being influential [15]. 
If. however, an intermediate oxide such as AI2O: is incorporated into a glass structure, 
its role is to remove those non-bridging oxygen atoms introduced in the network by the 
modifying ion. In some crystalline compounds, the aluminium ion can be coordinated 
witli oxygens giving rise to (A104)- tetrahedral groups. This group can replace Si04 
tetrahedra in silicate lattices to give the type of arrangement shown in Figure 2-4. For 
charge neutrality purposes, the sodium ion is located close to the (A104)- group. It is 
t herefore clear that the overall effect of introducing Al203 in a glass is a repolymerization 
oft he structure through the creation of bridging oxygen bonds of the type Al-O-Si, and 
so producing a glass with higher stability. Other intermediate oxides, such as BeO and 
PhO also play a role similar to that of A120: j. It is, however, important to note that the 
Zachariasen model for glass formation is formulated for, and therefore largely applicable 
t o. oxide glasses only. The rules mentioned above are not applicable to other glass-forming 
systems, such as metallic or chalcogenide glasses. 
14 
Figure 2-4: Schematic representation of the introduction of an intermediate oxide (Al2 03) 
in a sodium silicate network. For charge neutrality purposes, the sodium ion is located 
near the A104 tetrahedron. 
2.1.3 Role of transition metal ions in oxide glass structure 
The physical and chemical behaviour of a transition metal ions in a glass depends 
upon the nature of the transition metal ion itself and upon the glass composition. The 
oxidation state and coordination geometry of low concentrations of transition metal in 
oxide glasses have been extensively investigated by several techniques such as Mossbauer, 
optical, magnetic, and ESR spectroscopies. Some of the results obtained on structural 
studies of iron doped, copper doped and cobalt doped oxide glasses will be presented in 
the introduction sections of chapters 5,6 and 7 respectively. 
2.2 X-ray Photoelectron Spectroscopy (XPS): 
Theory and Principles 
The long history of XPS is intricately bound up with the developments of wave parti- 
cle duality and the early days of atomic physics. XPS has its origins in the investigations 
of the photoelectric effect (discovered by Hertz in 1887) in which X-rays were used as 
15 
the exciting photon source. After the discovery of X-rays by Rontgell In 1896 and the 
electron by Thomson in 1897, Einstein showed, in 1905, how the photoelectric effect, ati 
described by Hertz could be exj)laiiied. His formalism involved Planck's quantum theory 
of radiation, and it was Einstein's conception of the photon as particle that lead to the 
photoelectric effect being finally understood. In 1914, Rutherford [161 made the first 
attempt at stating the basic equation of XPS 
Eli = lt1/ - 
E13 (2.1) 
where EK is the kinetic energy of the emitted photoelectron, by the incident photon 
energy and Eß is the binding energy of the electron in the solid. Understanding of the 
technique developed rapidly and in the early 1920s the photoelectron spectra of many 
elements, excited by a variety of high energy X-ray sources, had been obtained. The 
decisive development of XPS as a surface sensitive technique was achieved in the mid- 
1960s by Kai Siegbahn and his research group at the University of Uppsala, Sweden. The 
technique was first known by the acronym ESCA (Electron Spectroscopy for Chemical 
Analysis) and was developed at a time when ultra-high vacuum was becoming routinely 
achievable. The advent of commercial manufacturing of surface analysis systems in the 
early 1970s, enabled the equipment to be installed in laboratories throughout the world. 
Since then, the technique has shown remarkable applicability to a wide range of scientific 
investigations in many different disciplines, such as microelectronic materials, catalysis 
science, metallurgy, adhesion science and polymer technology. In 1981, Siegbahn was 
awarded the Nobel Prize for physics for his work in establishing the experimental tech- 
nique of XPS. 
2.2.1 Nomenclature 
For a complete discussion of the nomenclature used in the XPS technique, one must 
go back to details of the momenta associated with the orbiting paths of electrons around 
the atomic nuclei. Electrons travel around the nucleus in certain discrete orbitals whose 
characteristic quantum number is denoted 1, the orbital angular momentum quantum 
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nun 11 er which can take the integer values 0,1.2. ; 3,1, ... etc. 
Another property of an 
n bit: in, g- electron is the electronic spin, deinote(l by the spin (111ant'1111) number 
1/2. Hence. the total electronic angular inorneni in l (j) is a combination of the orbital 
<iugul; ir (l) and spin (s) momenta. The summation of these two momenta can be 
carried out using the j-j coupling scheme, where the summation is simply considered 
for individual electrons and is termed j=I+s. Therefore, j can take on values of 
1/2,3/2,5/2,7/2, etc. To arrive at the total angular momentum for the whole atom, a 
smimnmation is performed for all the electrons, the result being the total atomic angular 
inornentuni with an associated quantum number J, where J=1. 
Under the j-j coupling scheme the nomenclature is based on the principal quantum 
iiiznnl>er n and on the electronic quantum numbers l and J. In the X-ray notation, states 
with o=L. 2,3.4, ... etc are 
designated K, L, M, N,... etc respectively, while states 
with various combinations of 1=0,1,2,3,4, ... and j= 
1/2,3/2,5/2,7/2, ... are given 
conventional suffixes, 1,2,3,4, ..., according to the 
listing in Table 2.1. The spectroscopic 
, and is more obviously related to 
the nomenclature is directly equivalent to the X-ray 
various quantum numbers. In it the principal quantum number appears first, then the 
states with l=0,1,2,3, ... are designated s, p, d, f, ... respectively and 
follow the 
first number, and finally the j values are appended as suffixes. Thus a state with L3 in 
the X-ray notation, in which n=2,1 =1 and j= 3/2, would be written 2P3/2 in the 
spectroscopic notation. It is conventional to identify a photoelectron feature in terms of 
the spectroscopic name of the level from which the photoelectron was ejected. 
2.2.2 Basic principle of XPS 
Spectroscopic techniques, in general, can be systematically classified by considering 
what is used to stimulate the material of interest and what is detected in response. X- 
ray photoelectron spectroscopy (XPS), being one of the most widely used spectroscopy 
techniques, uses X-rays to excite photoelectrons that are detected by an electrostatic 
analyser. The interaction of an X-ray photon with a sample leads to the ejection of 
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Table 2.1: X-ray ind . 57)(°: 17oscopic tiotation. 
Quantum iiliinl)ers X-ray X-ray Spectroscopic 
71,1 j suffix level level 
10 I fi iSl/2 
20 1 Li 2sI/2 
21 2 L2 2p, /2 
212 3 Lj 2P3/2 
30z 1 X17, 3,, 31/2 
31 2 Alt 3»l/2 
31 3 ]Ils 3P3/2 
322 =4 A14 3d3/2 
32Z 5 A15 3d5/2 
etc. etc. etc. 
photoelectrons, as shown schematically in Figure 2-5a and b. This diagram illustrates 
an X-ray photon interacting with an electron in the K shell, causing the emission of a is 
photoelectron, the resulting K shell vacancy is filled by an electron from a higher level. 
The additional energy leads to the radiationless de-excitation process of Auger emission 
51iown in Figure 2-5c and d. 
The determination of the kinetic energy of the outgoing electron is the cornerstone 
of experimental XPS. The kinetic energy (EK) of the ejected photoelectron is related to 
the electron binding energy of the electron (EB), the parameter that defines both the 
element and the atomic level from which it emanates, and other instrumental terms in 
the following manner 
E1 = by - E13 - Osp (2.2) 
where I is the spectrometer work function. After the photoelectron leaves the sample, 
Nit before arriving at the electron multiplier, it passes through an electron spectrometer 
(i. e.. an electron energy analyser). During this passage, a small amount of work is neces- 
sarily done on the photoelectron, and this is called the spectrometer work function ýýY. 
Equation 2.2 is valid only for conducting materials in good electrical contact with the 
instrument. During the ejection process, an energy E1 is expended to excite the electron 
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Figure 2-5: The XPS emission process (a) and (b) for a model atom. An incoming photon 
cau. 5es the ejection of the photoelectron. The relaxation process (c) and (d) for the same 
model atom results in the emission of a KL32L32 Auger electron. 
from its bound state to the Fermi level. However, additional work is required to remove 
the electron completely from the material, and this is called the sample work function, 
uß, 5. Once outside the sample, the electron is at the so called vacuum level. Furthermore, 
for insulating materials, the sample surface is necessarily electrically insulated from the 
spectrometer. A new term, SE, must be added to equation 2.2 in order to account for 
the positive surface charge build up of the sample surface which will lower the kinetic 
energy of the electrons leaving the sample because of the attraction between the nega- 
tively charged electrons and the positively charged surface. Therefore, equation 2.2 must 
he rewritten as 
EIS = by - Eß - 0sP - (d)s + 6E) (2.3) 
The value of Osn is generally constant and fixed for a specific spectrometer, but the 
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valýic of tiJ and both change from sample to sample. The value of (E generally varies 
from () (for electrically conducting materials) up to -8 eV (for insulating materials), 
and such charging tends to he uniform across the energy scale. There are a number of 
t ecliniques by which one can indirectly obtain the value of (Os + SE). These techniques 
involve adding a standard element or compound, such as gold, with well known binding 
energy, to the insulator. Then, after collecting a spectrum, the shift in binding energy of 
the standard, between its known and observed value, is measured and this shift is used to 
offset all the peaks from the insulating sample. This is called "static charge referencing". 
However, the simplest and most widely used method is to make the correction using the 
"adventitious" C is line at 284.6 eV [17]. The advantage of this method is that carbon is 
commonly present in UHV systems and easily measured on sample surfaces. This photo- 
electron peak originates from hydrocarbon contamination in the vacuum chamber and is 
independent of the chemical state of the specimen surface [17]. The relative probability 
that a photon will eject a certain electron from a certain atom is called the photoioniza- 
tion cross section (a). This probability is not only a function of the atomic energy level 
and the element, but it is also a function of the incident photon energy. Photoioniza- 
tion cross-sections can be calculated using, for example, the Hartree-Fock-Slater atomic 
model, and a detailed description of the calculation for photoionization cross-sections 
can be found in atomic physics textbooks such as Brendsen [18]. Photoionization cross- 
sections can easily be obtained from calculated tabulations such as those by Scofield [19] 
or Yell and Lindau [20]. These parameters are useful for chemical quantification using 
XPS. 
The XPS technique can detect all elements except H and He, for which the photoion- 
izatioil cross-sections of the is level are extremely small. Because the configurations and 
energies of the electrons of each element are unique, the photoelectron spectrum for each 
element is unique. However, in some cases such as multi-element samples, photoelectron 
lines and Auger lines from different elements may overlap and make the analysis difficult. 
In order to separate the contributions from the different lines one needs to switch to 
another source of X-rays, i. e. from Mg Ida (1253.6 eV) to Al Ka (1486.6 eV) or vice 
versa since the kinetic energy of the Auger peaks will be unaffected. 
20 
XPS Involves the detection of electrons in the eiiergv raffige ti 0-2 keV which are 
emitted from the surface of a sample. The electrons eiiiitted experience strong interac- 
tions with the sample atoms. The escape depth represents the most probable distance 
the electron can. travel in the solid without any energy loss. Any photoelectron that suf- 
fers an energy loss before it escapes a solid surface no longer possesses its characteristic 
energy and therefore, contributes only to the background signal at an energy E which is 
less than its original energy. This is the reason for the step-like background at higher 
binding energy (lower kinetic energy) of any photoelectron peak (e. g Figure 2-7). As a 
result. of the interactions of excited electrons with the sample atoms, the escape depth 
of photoelectrons is an important parameter. In the energy range 10 eV to 1000 eV it 
is very small, 0.2 -5 nm, resulting in the high surface sensitivity of XPS. The electron 
escape depth is strongly matrix and electron energy dependent. In this low energy range, 
the escape depth is found to be of the order of 0.5 -5 mmm in oxides, it is greater in 
organic materials (up to 10 nm) and lower in metals (0.5 -3 nm). Figure 2-6 show 
the dependence of the escape depth on the electron kinetic energy. It is interesting to 
note from this figure that electrons seem to have maximum interactions with solids at 
energies around 50 eV. At energies above and below this value, the interaction decreases 
and escape depth increases. 
2.2.3 Interpretation of XPS spectra 
2.2.3.1 Primary structure 
A typical X-ray photoelectron wide, or survey scan, spectrum is illustrated in Figure 
2-7 and the various components that contribute to it are clearly evident. This spectrum 
was obtained using an aluminum anode as the X-ray source and the target was crystalline 
Cu_>O. A series of peaks are observed on a background which generally increases to 
high binding energy (low kinetic energy) but which also shows step-like increases on the 
high binding energy side of each significant peak which are due to inelastically scattered 
electrons, as explained in the previous section. The Al Ka line is only energetic enough to 
probe the core levels of the copper atom up to the 2s level, and it is immediately clear that 
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Figure 2-6: The dependence of the escape depth on the emitted electron energy for different 
elements. The solid curve is an empirical least square fit to the data (taken from ref. /21J). 
the core level photoelectron peaks have various intensities and widths. The Cu 2p level 
shows a doublet structure which arises from the spin-orbit (j -j ) coupling. Two possible 
states, characterized by the quantum number j=I+s arise when I>0. The difference 
in energy of the two states reflects the parallel and anti-parallel nature of the spin and 
orbital angular momentum vectors of the remaining electrons. It is also seen, from Figure 
2-7, that X-ray induced Auger peaks are present in the spectrum and are denoted as Cu 
LNIM 
. 
These Auger electrons are obtained by creating the initial state hole with an X- 
ray instead of an electron. It is clear from equation 2.3 that the kinetic energy of the 
outgoing photoelectron depends on the photon energy. Thus each characteristic X-ray 
will give rise to a series of photoelectron peaks which reflect the discrete binding energies 
of the electron present in the solid. Therefore a change in the X-ray source induces a 
shift in the photoelectron lines of the core level peaks on the kinetic energy scale. This 
is unlike Auger transitions where, because it is a two electron process, the kinetic energy 
of the emitted electron remains constant because it is independent of the incident X-ray 
photon source energy. This feature can be analytically useful in distinguishing the two 
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c11sses of traiitiition iu a"i XPS spectrum, by switching X-ray sources there is a relative 
movement between Auger and photoelectron peaks, of 233 eV from Al ArY --+ Mg Ka. 
in the literature, nearly all XPS spectra are plotted in terms of the binding energy, and 
therefore all of the spectra in this thesis are plotted in the saiiie iiiaiiiier. 
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Figure 2-7: XPS spectrum of Cu2O in the energy range 0- 1200 eV. The exciting source 
is nonm0710chr07natic Al Ka radiation (hv = 1486.6 e V). Core level photoelectron, Auger 
as well as X-ray satellite peaks are present in the spectrum. 
2.2.3.2 Spectra core level chemical shift 
The binding energy of a core photoelectron is an intrinsic property of the material 
and will not change (on the binding energy scale) with the X-ray source photon energy. 
However. the binding energy will show slight variations for a particular element and 
energy level depending on the exact chemical environment as well as the oxidation state 
of the element. The discovery, during the early days of XPS, that non-equivalent atoms 
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of the sauiic clement in a solid gave rise to core level peaks witli ineasurahly different 
hindini energies had a stimulating effect on the field. Tins binding energy difference was 
termed a "clieinical shift" and has now been studied extensively for m ost elements in a 
wide range of materials. The non-equivalence of atones of' the same element can arise in 
several ways: difference in formal oxidation state, difference in molecular environment, 
difference in lattice site and so on. In general, the cheinical shift is of the order of a fraction 
of an eV to several eV. As a result, it is necessary to measure the photoelectron spectra 
at high resolution in order to extract chemical information. In some cases, the chemical 
shift is small and the resolution of the instrument is relatively low, which results in an 
overlap of some of the peaks. In this case the experimental spectrum can be sensibly 
curve-fitted in an attempt to account for the particular atom in a variety of chemical 
enviroiuiients. 
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Figure 2-8: Nitrogen is spectrum from trans-/Co(NH2CH'-)CH2NH2)2%NO:. Taken from 
TCf. /22j). 
This aspect of XPS is illustrated in Figure 2-8 showing the chemical shift associated 
with the nitrogen atom in three different types of chemical environments, in the XPS 
spectrum of a single compound [22]. In this example the chemical shift between the 
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nitrogen atoms in different environments is large. The clear trend in this example is that 
the N Is binding energy increases with an increase in formal oxidation state of tine nitrogen 
atoms. In the situation where the formal oxidation state is the same, the general rule is 
that the core level binding energy of the central atom increases as the electronegativity 
(electron withdrawing power) of the attached atoms or groups increases. 
2.2.4 Secondary structures 
2.2.4.1 X-ray satellites 
As well as the generation of core level photoelectron lines in XPS, some additional 
low intensity peaks also appear in XPS spectra. These peaks arise from the use of a 
standard X-ray source which is not monochromatic. Indeed, beside the principal Ka1,2 
line of magnesium and aluminum, (the two most widely used X-ray sources in XPS) 
targets also produce a series of lower intensity lines, referred to as X-ray satellites. These 
X-ravs lines ( K". 3,4 ) have higher energies than the Ka1,2 lines but are far less intense. 
As a result, relatively small photopeaks tend to appear at lower binding energy relative 
to the principle core level photoelectron peaks, as seen from Figure 2-7 for an aluminum 
anode, by = 1486.6 eV for K(x1,2. 
2.2.4.2 Multiplet splitting 
Niultiplet splitting (also referred to as exchange or electrostatic splitting) of core 
level peaks can occur when the atom from which the photoelectron originates has un- 
paired valence electrons. For example, after photoionization of an s-level, the remaining 
unpaired electron in that level and an unpaired electron in the valence level can either 
have the same (parallel or coupled spin) or opposite (anti-parallel or uncoupled spin) 
spin orientation. This results in two slightly different final state energies, and the s-level 
photoelectron peak will be split into two components. Multiplet splitting of non-s-levels 
is more complex because of the additional involvement of orbital-angular momentum 
coupling. For example, the 2p levels of first row transition metals in high-spin or para- 
magnetic states exhibit considerable line broadening due to complex multiplet splitting 
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phenoineiia. In cobalt [23] and chromium [24] contaüiitig compounds, for example, mul- 
tiplet split t iii causes broadening (with asynunetrv) in 1)0111 the 21>: ii2 and 21P1/2 peaks 
(for Co) mid the ds pea k (for Cr), leading to apparent variation in the separation of the 
peak iiiaxinia. This doublet separation can be used diagnostically as seen from Table 2.2 
for the case of cobalt complexes. 
Table 2.2: Variation in 2p spin-orbit splitting with spin state in cobalt complexes. (Taken 
fror, ref. /2 ?)) 
Co 2p, /2 
Binding energy (eV) 
Co 2p3/2 21)1/2 - 21)3/2 
Unpaired 
electrons 
Co (acac)2 800.2 784.2 16.0 3 
Co (acac): j 799.0 784.0 15.0 0 
(PEt., Ph)., Co(Ct; CI, )2 797.4 782.1 15.3 1 
(PEt2Pli)2 Co- 797.0 781.5 15.5 1 
(2-methyl-l-naphthyl)) 
2.2.4.3 Shake-up satellites 
A "shake-up line" occurs as a result of a valence electron being excited to a higher un- 
filled valence level during the photoelectron emission process. Therefore, photoionization 
occurs simultaneously with photoexcitation, and so the energy for the latter process is not 
available to the photoelectron. However, this results in a reduction of its kinetic energy, 
or equivalently an increase in the apparent binding energy. Therefore the two-electron 
process leads to discrete structure on the low kinetic energy (or high binding energy) side 
of the photoelectron peak. These structures are termed "shake-up satellites". 
Very strong satellites are observed for certain transition metal and rare earth com- 
pounds which have unpaired electrons in the 3d or 4f shells respectively. As in the case of 
inultiplet splitting, shake-up satellites have diagnostic values. For example as shown in 
Figure 2-9. in Cu2+ (open-shell ion) containing compounds. strong shake-up satellites are 
observed at a higher binding energy relative to the 2p lines, while in Cu+ (3d1° configu- 
ration) no satellites are detected. Similarly, tetrahedral nickel(II) gives satellites, square 
planar (diamagnetic) nickel(I) does not (25]. 
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Figure 2-9: Cu 2p spectra from CuO and Cu20 foils, showing the shake-up satellite 
structure. 
2.3 Theory of paramagnetism and antiferromagnetism 
The magnetic properties of solids are important in terms of both the practical and 
basic understanding of the physics involved. Attempts to understand the magnetic nature 
of matter have led to a deeper insight into the fundamental structure of many solids, 
both metallic and non-metallic. In addition to the fundamental interest in the magnetic 
properties of solids there are many important applications of magnetic materials. Using 
appropriate experimental techniques, the bulk magnetic properties of any substance can 
be measured and classified as diamagnetic, paramagnetic or ferromagnetic, etc. The 
magnetic properties of the materials discussed here are entirely due to valence electrons, 
which have a magnetic moment by virtue of their motion. The magnetic moment of the 
nucleus is insignificant compared to that of the electrons and will therefore be neglected. 
27 
2.3.1 Magnetic moment of atoms 
There arc two kitt(I- of electron motion, orbital motion arollild I lie iiucleits and spin 
motion about the elect. rou's own axis, and each has its atisoc ated magnetic moment. 
The origin of cacti room ent arises as follow, consider the simple model of an electron 
moving around the nucleus in a circular orbit of radius r at an angular velocity w. Since 
the electron snakes w/2ir turns per second, its motion constitutes <i current of ew/27r = 
ev/2irr. The magnetic inornent (µ) associated with this current loop is given by µ= IA, 
where A= rr2. Therefore, 
IA = (ev )7rr2 = 
levy (2.4) 
27rr 2 
Since the magnitude of the orbital angular momentum (L) of the electron is given by 
L- mvr, the magnetic moment can be written as 
(2m)L 
A fundamental outcome of quantum mechanics is that the orbital angular momentum 
must be quantized, and takes the discrete values nh/27r, where n=0,1,2,3,... (h being 
Planck's constant). Hence, the orbital magnetic moment of the electron is 
eh 
n 47rm 
This equation tells us that the magnetic moment of the orbital motion can change its 
value by one quantized magnetic unit, namely; 
eh 
µ fý _=9.2741 x 10-24 .1 T-1 
(SI units) 4irui 
= 9.2741 x 10-21 erg Oe' (CGS units) 
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this unit is called the Bohr iiiag üeton. The value shown above is takers to he the natural 
iaht of magnetic moment. 
So far we have only considered the contribution to the magnetic itioiiient of an atoril 
frone the orbital motion of' the electron. However, the electron spin also contributes to 
t lie total magnetic moment. In this regard, one can view (classically) the electron as it 
sphere of charge spinning about, its axis as it orbits the nucleus. This view should not be 
taken too literally as the property of spin can only he understood quantum mechanically. 
This spinning motion produces an effective current loop and hence a magnetic moment, 
which is found experimentally to be of the same order of magnitude as that due to the 
orbital motion . 
Atoms contain many electrons, each spinning about its own axis and moving in its own 
orbit. Therefore, the magnetic moment associated with each kind of motion is a vector 
quantity, parallel to the axis of spin and normal to the plane of the orbit respectively. The 
magnetic moment of the atom is the vector sum of all the electron magnetic moments. 
Two possibilities arise: 
(i) The magnetic moments of all electrons are so oriented that they cancel one another 
out, and the atom as a whole has no net magnetic moment. This condition leads 
to diamagnetism 
(ii) The cancelation of electronic moments is only partial and the atom is left with 
a net magnetic moment. Substances composed of atoms of this kind are either 
paramagnetic, ferromagnetic, antiferromagnetic or ferrimagnetic. 
To calculate the vector sum of the magnetic moment of all the electrons in any particular 
atone is a rather complex problem but one which is treated in most atomic physics texts. 
The bulk magnetization Al is defined as the total magnetic moment per unit volume. 
The magnetic susceptibility per unit volume is defined as x= M/H, where H is the 
applied magnetic field. 
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2.3.2 Theory of paramagnetism 
Paraiiiagtietic snbSt<luc('s Lrc composed of atoms or ions winch luve a riet, atotiiic 
üiagiietic iriariient as a result of noncaticellation of the spin and orbital coiI1poiieIits. 
Unfilled valence levels, such as those of the transition metal ions and rase earth ions, can 
have a large net moment, anal compounds of these elements are strongly paramagnetic. 
2.3.2.1 Classical theory of paramagnetism 
Curie found [261, through systematic measurement of the magnetic susceptibility of 
a large number of substances, that )( varies inversely with temperature for paramagnetic 
materials 
_C kT (2.5) 
This relation is commonly known as Curie's law where C is the Curie constant. It was 
later shown that the Curie law is only a special case of a more general law 
X=Tce (2.6) 
called the Curie-Weiss law [27], where this time, 0 is a constant. 
In 1905, Langevin presented the classical theory of paramagnetism [28]. He assumed 
a paramagnet to consist of atoms, each with the same net magnetic moment it. In the 
absence of an applied magnetic field, these atomic moments point at random and due to 
thermal agitation the net magnetic moment is zero. When a magnetic field is applied, 
there is a tendency for each atomic moment to point towards the direction of the applied 
field. If no opposing forces act, complete alignment of the atomic moments would be 
produced and the specimen would acquire a large moment in the direction of the applied 
field. However, thermal agitation of the atoms opposes this tendency and acts to keep 
the atomic moments pointed at random. The result is only a partial alignment along the 
direction of the applied field, and therefore a small positive susceptibility. An increase 
in the temperature increases the randomizing effect of thermal agitation and therefore 
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lcc rc<<ses t lie susceptibility. 
I, lie total inagnetic moment in the direction of the iiiaginetic field 11 acquired by ýL 
niiit voIiiiiie, i. e., the magnetization A/I, c<ui be c<alciilate(i, using the classical Laügeviii 
t h(Orv- ha-c<1 on Boltzmann statistics and the partition function. Hence it is possible to 
writ( the relationship 
III = N/t(cothx - -) 
: r. (2.7) 
where r µH/k T, N is the total number of atoms in the material, µ is the magnetic 
moment of each atom and Ni is the maximum possible moment which the material can 
have [29]. This corresponds to the saturation state. Writing this last terra as M, we have 
N1 - cotli X- 
'1 
(2.8) 
The expression on the right is called the Langevin function and it can be expanded as 
a a"3 2a: 5 L(x) =3 45 + 945 _ 
(2.9) 
At large values of x (high field and/or low temperature), L(x) tends to 1, and at small x 
it has a slope of 1/3 as seen from the above equation. When x is small, less than about 
0.5, then L(x) plotted as a function of x is practically a straight line. 
The Langevin theory leads to two limiting conclusions; (i) that saturation will occur 
at large values of x (large H and/or low T is necessary to align the atomic moments), 
(ii) at small values of x, M versus H is linear. The Langevin theory also leads to the 
Curie law. For small x, L(x) = x/3, and equation 2.8 becomes 
tlI-Nlua 
Np2H 
(2.10) 
3 3k, T 
Therefore, the mass susceptibility can be written as 
Al Njt2 
LH 3kj3T 
(2.11} 
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which is Curie's law, with the Curie constant per grain given ws 
N1 2' 
C= (2.13) 
3h1 
where N is the number of atoms per gram, µ is the net magnetic moment per atone and 
kp is Boltzmann's constant. 
Many paramagnetic materials, however, deviate from the Curie law; they obey instead 
the more general Curie-Weiss law; 
C 
2.14 XT-B 
In 1907 Weiss [27] pointed out that this behaviour could be understood by postulating 
that the elementary moments interact with one another. He suggested that this interac- 
tion could be expressed in terms of a fictitious internal field which is called the "molecular 
field", H7 
, that combines with the applied field H. The molecular 
field was thought to 
be in some way caused by the magnetization of the surrounding atoms/molecules. Weiss 
assumed that the intensity of the molecular field is directly proportional to the magneti- 
ration such that 
H", = -yM (2.15) 
where f is called the molecular field constant. Therefore, the total field acting on the 
elementary moments is, 
Ht =H+ Hl 
As its result of this, Curie's law may be written 
(2.16) 
M_ M 
_C (2.17) Ht H+ -yM T 
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ý), OOlviii2 for 1v1, we find 
C II 
111- 
T-C 
"Iii('rc'fore. 
(2.18) 
C 
xH T- 
(2.19) 
C-, T-0 
Tllerefore. 0= C-y is a measure of the strength of the interaction as it is proportional to 
the molecular field constant ry. For substances that obey Curie's law. -y =0 and therefore 
0=O. If we plot y-1 versus T for a paramagnetic substance, a straight line will result; 
this line will pass through the origin (ideal paramagnet) or intercept the temperature 
axis at T=0 (for non-ideal paramagnetic materials). The value of 0 could be either 
positive or negative. A positive value of 0 indicates that the molecular field is aiding 
the applied field and therefore results in a larger susceptibility than if the molecular field 
were absent, as seen from equation 2.19. If 0 is negative, however, the molecular field 
opposes the applied field and tends to decrease the susceptibility. Many paramagnetic 
materials obey the Curie-Weiss law with small values of 0, of the order of 10 K or less. 
2.3.2.2 Quantum theory of paramagnetism 
Iii the derivation of the Langevin equation 2.8, it was assumed that each individual 
atomic moment can point in any direction (classical picture). However, for real materials, 
this does not happen because of the spatial quantization of angular momentum the spin 
can take only discrete orientations. The central postulate of quantum mechanics is that 
the energy of a system is not continuously variable, i. e.; when the energy of a system 
rliailge . it must change 
by discrete amounts. The rules governing space quantization are 
usually expressed in terms of angular momentum rather than m agrnctic moment. 
In an atom composed of many electrons, the angular momenta of the variously ori- 
ente(l orbits combine vectorially to give the resultant orbital angular momentum of the 
atom. which is characterized by the quantum number L. Similarly, the individual electron 
spin momenta combine to give the resultant spin momentum, described by the quantum 
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iiuulhei S. Finally, the orbital and spin rnoineiita coiiil)ille to give the total angular 
m<»iiciituiii of the atom, described by the cfualitlirii number J. Theis the net magnetic 
moment, usually called the effective moiiient 11"J J, is given 1>ý' 
µCff=g J(J+l)it (2.20) 
\Vhere the factor g is called the spectroscopic splitting factor, or g factor, and µß is the 
Bohr Magneton. The projection of /L in the direction of the magnetic field gives 
ILtf = 01.71tu (2.21) 
where Al., is a quantum number associated with J. For an atom with a total angular 
inoineiitum J, the allowed values of M, are -J, -(J - 1), -(J - 2) "-- (J - 2), (J - 1), 
J, and there are (2J + 1) numbers in this set. The maximum value of µri is gJµß. The 
relation between /LH and µ,, ff is shown in Figure 2-10. 
H 
µ H=gMJJB 
g tB J(ý +1) 
Figure 2-10: Relation between the effective magnetic moment and its projection along the 
ext(Prl ally applied magnetic field direction. 
The energy associated with the projection of the moment along the externally applied 
magnetic field H is given by 
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F,, _ -p,, H = -yMj1L, «11 (2.22) 
According to I3oltzinann statistics, the probability of an atolii hewing viii energy E7, is 
I)roportiol1,11 to 
exp (- 
Ei, 
ß) 
= exp( ' 
9PI. jµ«H ) 
Tk 37 
(2.23) 
If there are N atoms per unit volume, the magnetization All is given by the product of 
N and the average magnetic moment resolved in the direction of the field, i. e., 
9AII 1`1S 
gAfJj, ß e 
AjjT 
ýl = NA1., = (2.24) 
E 
Csnl. i it,, /kit'h' 
nr. 1 =-J 
After considerable manipulation (see for example ref. [30]) the above equation reduces 
to; 
2J+1 2J+1 1 1c' NI = NoJµB[ 2J coth( 2J xl 2J coth(2J)] 
2J+1 2J+1 1 r' 
= NE, x [2J cosh( 2J 
)x 
2J coth(2J 
)l (2.25) 
where 
9JJLBH PHHH (2.26) 
kBT k13T 
and _A"/IH is the PI-oduct of the number of atoms per unit volume and the maximum 
tuonient of each atone in the direction of the applied field. Therefore Nita = M0, the 
saturation magnetization, and 
Al 2J+1 2J+1 1 ý'; ' [ coth( ) a-' -- coth(-)} = B., (x') (2.27) 11I 2.1 2J 2J 2J 
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Figure 2-11: Brillouin function for different values of J. (Taken from, ref. /30J). 
The central expression in equation 2.27 is known as the Brillouin function [31]. It is 
shown in Figure 2-11 as a function of x' for selected values of J. For J= oo, which means 
there is a continuous range of orientations of J, the Brillouin function reduces to the 
classical Langevin equation. On the other hand, for small values of x', coth x' can be 
replaced by (1/x' + x'/3). With this substitution, the Brillouin function reduces to 
M= ri9JµeB (x') - ngJPB 
9JµBH J+1 
kßT 
W 
3J 
_ 
ng2J(J + 1)ELBH 
3kRT 
nµeffH 
3k8T 
The mass susceptibility is then 
(2.28) 
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For a . substance which obeys a 
Curie-Weiss law, a molecular field 11,,, (- yM) terin must 
he added to the applied field and equation 2.29 must be rewritten a. 
n/I 22 ff 
_ 
iig2J(J + 1)Ei 3 
3A: ß; (T - 0) 3kB(T - 0) 
(2.30) 
where H, rß. 5 before, is a measure of the molecular field constant ry a id is given by 
ng2J(J + l)µ137 B=Cry= (2.31) 
3,13 
2.3.3 Theory of antiferromagnetism 
Antiferromagnetic substances have a small positive susceptibility (x) at all temper- 
atures, but this susceptibility varies in a peculiar way with temperature. At first glance, 
such materials might be regarded as anomalous paramagnetics. However, closer study 
has shown that the underlying magnetic "structure" is entirely different from paramag- 
netic materials. The way in which the susceptibility of an anti ferromagnetic material 
varies with temperature is shown schematically in Figure 2-12. 
As the temperature decreases, x increases going through a maximum at a critical 
temperature called the Neel temperature (TN) , 
below which x decreases. Indeed, the 
theory of antiferrornagnetism was developed by Neel [32] and a detailed description of 
the molecular field theory of antiferromagnetism can be found in, for example Kittel [33] 
or Morrish [34]. A material is said to be paramagnetic above TN and antiferromagnetic 
below it. The value of TA, commonly lies far below room temperature, so it is often 
necessary to perform susceptibility measurements at low temperatures to discover that 
a given substance, paramagnetic at room temperature, is actually alit iferroniagnetic at 
some lower temperature. As seen from Figure 2-12, the plot of X-1 versus T is a straight 
line above TN, which extrapolates to a negative temperature at x-t = 0. The equation 
of the line is 
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Figure 2-12: Variation with temperature of the susceptibility X and inverse susceptibil- 
ity x-' for an antiferromagnetic material (schematic). AF = aýzt, ifeýrýýnagnetic, P= 
paramagnetic. 
Gr C2 32 xT+0T- (-0) 
() 
In other words, the material obeys a Curie-Weiss law but with a negative value of 0, which 
is proportional to the molecular field coefficient ry (see Equation 2.6). The molecular field 
Hti, in the paramagnetic region, opposes the applied field H; whereas H tries to align 
the moments, H, acts to disalign them. If we now think of the molecular field on a very 
localized scale, the result is that any tendency of a particular moment to point in one 
direction is immediately counteracted by a tendency for the moment on an adjacent ion 
to point in the opposite direction. In other words, the exchange interaction between the 
two moments is negative (i. e. antiferromagnetic). 
Below the Neel temperature TN, this tendency toward antiparallel alignment is strong 
enough to act even in the absence of an applied field, because the randomizing effect of 
thermal energy is so low. The lattice of magnetic ions in the material then breaks up into 
two sublattices, designated A and B, having their atomic moments more or less opposed. 
Time tendency toward antiparallelism becomes stronger the lower the temperature is below 
T, v, until at 0K the antiparallel arrangement is perfect 
(ius depicted in Figure 2-13). 
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Figure 2-13: Antiferromagneti. c arrangement, of A and B sub! t, tiees(ilhýst, ý ati, on adopted 
from r, ef. 1301). 
As seen from Figure 2-13, the antiferromagnetism at 0K consist of two interpene- 
trating and identical sublattices of magnetic ions. Evidently, an antiferroinagnetic rna- 
terial has no net spontaneous moment and can acquire a moment in the presence of a 
strong magnetic field. The Neel temperature divides the temperature scale into a mag- 
netically ordered region below and a disordered region (paramagnetic) above. Neutron 
magnetic diffraction is a powerful technique used to identify antiferromagnetic interac- 
tions in crystalline magnetic materials [33]. As with X-rays, where the photon sees the 
spatial distribution of electronic charge, neutrons probe the magnetic aspects of a crystal: 
the distribution of nuclei and the distribution of electronic magnetization. The magnetic 
moment of the neutron interacts with the magnetic moment of the atom. Diffraction 
of neutrons by a magnetic crystal also allows the determination of the distribution, di- 
rection and order of the magnetic moments. A classical example of magnetic structure 
determination by neutron diffraction is shown in Figure 2-14 for MnO, which has the 
NaCl structure. For more details on how neutron diffraction is used to detect antiferro- 
magnetism in magnetic materials see for example reference [35]. The same technique is 
equally applicable to amorphous materials [36,37]. 
It is not intended to go into the details of the Neel theory of antiferromagnetism, as it 
will not be used in the present work. However, it is well known that many of the oxides 
of the 3d transition metals, such as iron and cobalt, when incorporated in an amorphous 
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Figure 2-14: Ordered arrangement of spins of the Mn2+ ions in MnO, as determined by 
neutron diffraction. The 02- are not shown. (Taken from ref. /33J). 
non-magnetic network behave antiferromagnetically. This behaviour has been mainly 
inferred from neutron diffraction experiments [38]. The glass samples investigated in this 
thesis showed, from susceptibility measurements, no sign of magnetic ordering even down 
to -2K. It is expected that, by further lowering the temperature, a maximum in the 
susceptibility could be observed, and the Neel temperature, characterizing antiferromag- 
netism, could be detected. However, with the equipment available, we could not achieve 
temperatures lower than 2 K. 
Figure 2-15 shows the dependence of the susceptibility x and inverse susceptibility x-1 
on the molecular field H, for an antiferromagnetic and an ideal paramagnetic material. 
We note that when a field is applied above TN, each one of the sublattices (A and B shown 
in Figure 2-13) sets up a molecular field, in the opposite direction to the applied field, 
tending to reduce both the magnetization due to A (MA) and the one due to B (MB). 
The result is that the susceptibility k is smaller, and X-1 is larger, than that of an ideal 
paramagnetic material in which the molecular field is zero. At the Neel temperature, the 
40 
51 -cci)tibility is maximum then decreases for T< TN. 
x 
T (K) 
'Ix 
(b) 
Hrn<0/ 
ý ntiferroRagnetic 
H, =0 
N T 
Ideal paramagnetic 
T (K) 
Figure 2-15: Dependence of (a) the susceptibility x and (b) inverse susceptibility x-1 on 
the molecular field and temperature. 
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Chapter 3 
Literature Survey 
In this chapter, a survey of the literature dealing with XPS and with magnetic proper- 
ties of oxide glasses is presented. In particular that section of the literature most relevant 
to this thesis as this is not intended to be a comprehensive review of the two areas of 
research. 
3.1 XP S work on glass surfaces 
XPS is an analytical technique that is widely used for the chemical characterization 
of solid surfaces. Since it is less susceptible to charging problems than most of the other 
surface analysis techniques and does not introduce the degree of beam damage associated 
with electron and ion probes, it is probably the most suitable method available to mea- 
sure the surface composition of glasses. The most important applications of XPS in glass 
research include analysis of the elemental composition and chemical state of the surface 
atoms. For example, XPS has proved to be a powerful analytical technique for distin- 
guisliiiig between bridging and non-bridging oxygen atoms in silicate, aluminosilicate and 
phosphite glasses [1-3]. Many investigations, using XPS, have been performed in order 
to obtain structural information, not only for oxide glasses but also for oxyfluorides [4,5] 
and chalcogenide glasses [6-7]. In addition, XPS has also been used in the study of redox 
equilibria in glass [9-11). The technique could be used as complementary to bulk structure 
anale sis techniques such as Raman spectroscopy [12], N1\41? spectroscopy [13] and X-ray, 
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nciitron an(f electron diffraction [14]. In many of the ahovc ilielitioned XPS studies, it 
lies I)eeli . issi n ed that a clean, vacuum fractured glass cruet sa surface that exposes 
tIe hii1k structure of the glass. The uncertainty in this approach concerns the fact, that 
frectured surfaces may reconstruct in vacuum, and so, the surface would not then be 
an ideal projection of the bulk structure. On the other hand , 
it has been observed that 
there is reasonable agreement between the measured none-i)ri(lgitng oxygen concentration 
and the bulk composition of simple glass fractured surfaces [2,31. Therefore, XPS is 
necessarily an important tool for the study of the bonding of oxygen in fractured oxide 
glasses. In the next few sections, some of the XPS work on glasses is summarised and the 
probleiu5 encountered in using an electron or ion gun to clean the surface of the sample 
is discussed in the next section. 
3.1.1 Effect of electron and ion beam irradiation on oxide glass 
surfaces 
Several techniques have been utilized to obtain clean surfaces for analysis by XPS; 
among these are electron and ion beam irradiation and fracture of the sample in vacuum. 
Ion beans irradiation has been extensively used for depth profiling along with techniques 
sucli as AES, XPS, ISS, and SIMS. 
Battaglin et al. [15] used XPS and RBS to investigate the compositional changes 
occurring on the surface of a commercial soda-lime-silica glass after electron beam ir- 
radiation. Samples were irradiated with electron energies between 2.5 and 4.5 keV and 
current densities of 1.2 and 4.0 iA/cm2. After electron boinbardment a reduction in 
the sodium and oxygen concentration was observed. Sodium was seen to migrate toward 
the inside of the sample. It accumulates at depths comparable to the maximum electron 
extinction range, and the accumulation rate was observed to depend on the beam power. 
In a similar study, soda-silicate and soda-lime silicate glass surfaces were irradiated by 
a3 keV. 0.5 rnA/cm2 electron beam and then characterized by XPS [16]. It was found 
that there was a surface oxygen depletion and a decrease in the non-bridging oxygen 
concentration suggesting that a structurally more polymerized surface is formed. In ad- 
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clitioll t1icre was some evidence for the formation of metallic K(stiiiin oll the surface of 
the electron irradiated binary sodium-silicate, but not on the irradiated ternary sodium- 
czalc. iiinil-silicate glasses. The author speculated that, the accumulation of calcium at the 
surface of the soda lime glass may affect the formation of m etallic Sodium. 
Sniets and Loinmen have used XPS to show the effect, on glass surfaces of a4 keV 
Ar+ ion bombardment [17]. It was found that, for the glasses containing sodium ions, a 
drastic decrease (60%) in the sodium signal was observed after Ar+ bombardment. Such 
an effect was expected due to the field-induced migration of mobile Na+ ions. It was also 
found that the surface became depleted of oxygen and the intensity of the non-bridging 
oxygen signal was drastically reduced with respect to the bridging oxygen signal. This 
is the reason why Nagel et al. [18], failed in their early attempt to distinguish between 
bridging and non-bridging oxygen in Ar+ sputter-cleaned glass surfaces. 
These important investigations have shown that drastic alteration of the sample sur- 
face was obtained after electron or ion bombardment. Consequently, XPS results, ob- 
tained after cleaning the glass surface using these methods, may not give a true reflection 
of the surface structure, especially for samples containing mobile ions such as Na'. 
3.1.2 Structural studies of oxide glasses 
In the case of sodium silicate glass, it is known that Na20 breaks up the Si02 tetra- 
hedral network. Because of the extra oxygen atoms introduced with the Na20, not all 
the oxygens are joined to two Si atoms as they are in silica, some are bonded to only one 
silicon atom. These atoms are termed "non-bridging" oxygens while those linking two sil- 
icons are termed "bridging" oxygens. The sodium ions are associated with the negatively 
charged non-bridging oxygen atoms (Si-O-Na+). XPS studies of the 0 is spectra of bi- 
nary alkali silicate glasses have revealed distinct peaks due to bridging and non-bridging 
oxygen atones [1-3]. The peak ascribed to oxygen in the non-bridging position occurs at 
binding energies 1.7 to 2.8 eV lower than the peak due to the bridging oxygen atoms 
depending on the alkali ion present in the glass [3]. Indeed, the measured binding energy 
of core electrons can be correlated with the effective atomic charge. A shift of the photo- 
electron lines toward lower binding energies or higher kinetic energies corresponds to an 
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increase of the electron density on the relevant atom. Hence, the formal charge difference 
between non-bridging and bridging oxygen atoms will he reflected in an energy shift of 
the O is transition in silicate glasses. The magnitude of this binding energy shift will de- 
crease with increasing field strength and increasing concentration of the alkali ion. These 
features are shown in Figure 3-1 and Figure 3-2 where a high resolution 0 Is spectrum 
from binary alkali silicate glasses containing Li, Na, K or Cs [19] and binary potassium 
silicate glasses [20] respectively have been recorded. These studies clearly demonstrate 
the sensitivity of the non-bridging oxygen photoelectron binding energy to its specific 
environment. Using this technique, a quantitative discrimination between bridging and 
non-bridging oxygen atoms is possible. The fraction of the non-bridging oxygen atoms 
gives a direct indication of whether a given ion behaves as a network former or as a 
network modifier. Indeed, when a network modifying ion is incorporated into a glass this 
will result in an increase of the fraction of non-bridging oxygen atoms, while if a network 
forming ion is introduced in a glass, it will result in a decrease in non-bridging oxygen 
atoms. 
Bruckner et al. [I], Jen and Kalinowski [21], Smets and Locomen [20] and Goldman 
[3] have all used XPS to independently study the effect of composition upon the non- 
bridging oxygen concentration in simple binary sodium silicate glasses. In these glasses, 
SiONa represents the non-bridging oxygen, while SiOSi is the bridging oxygen. The 
elemental concentration of element i, Ni, is given by Ij/Sj, where Ii is the integrated 
intensity of the detected photoelectron signal and Si is the elemental sensitivity factor. 
The concentration ratio of bridging to non-bridging oxygen atoms in the sample is equal to 
the ratio of the areas under the curves representing the bridging oxygen and non-bridging 
oxygen transitions respectively (the sensitivity factor being identical for both oxygens). 
Figure 3-3 summarizes the results obtained by the different authors. As is shown, there 
is good agreement between the results of the different authors, and the concentration of 
non-bridging oxygen atoms in the surface region of sodium silicate glasses is nearly equal 
to the number predicted on the basis of the random network theory model. 
One of the earliest attempts to test the usefulness of XPS in the study of the local 
structure of oxide glasses is the work of Gresch et al. [22] who investigated sodium 
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Figure 3-1: 0 Is transition of alkali silicate glasses showing the dependence of the binding 
energy on the type of alkali metal ion (taken from ref. (19J). 
phosphate glasses with compositions between 15 and 50 mol% Na20. These authors 
recorded the 0 is spectra of the glasses and showed it was possible to discriminate 
between bridging and non-bridging oxygen atoms. By comparison with 0 Is XPS spectra 
from crystalline phosphate compounds and the glass series, the structure of the sodium 
phosphate glasses was described by a continuous passage from a network of P205 units 
to the chain structure of the metaphosphate (P03 configuration) glass as Na20 was 
introduced. Each added oxygen atom in the form of Na2O produces two P03 units. In 
order to interpret the experimental data quantitatively, it was assumed that each Na+ ion 
introduced into the phosphate glass network produced one non-bridging oxygen atom and 
one double bonded oxygen and the non-bridging oxygen atoms and the oxygen double 
bond both contribute to the intensity of the same peak. Based on these assumptions, 
good agreement was found between the calculated and the measured bridging to non- 
bridging oxygen ratios. 
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Figure 3-2: 0 Is transition of potassium silicate glasses showing the dependence of the 
non-bridging oxygen signal on the alkali ion concentration (taken from ref. /20J). 
In addition, Bruckner et al. [1] have made detailed measurements of the shape of the 
0 is photoelectron lines from a range of silicate, aluminosilicate and phosphate glasses. 
In the case of the alkali silicate glasses, contributions from bridging and non-bridging oxy- 
gen atoms were separated. It was found that the non-bridging oxygen content increases 
with increasing alkali content indicating that the alkali ions enter the glass structure as 
network modifiers. In the case of the CaO-Na2O-SiO2 glasses it was found that, with 
increasing CaO the non-bridging oxygen content is increased, not only by substitution 
for Si02 but also for Na20. This indicated that Ca2+ ions are introduced in the glass 
network as modifiers. In the case of the sodium aluminosilicate glass series, it was found 
that the action of the exchange of Na20 by A1203, while keeping the Si02 content con- 
stant. resulted in an increase of the bridging oxygen content in the glass indicating that 
aluminum was playing a different role from that of the alkali ion. The experimentally 
measured bridging oxygen/non-bridging oxygen ratios were only partially in accordance 
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Figure 3-3: Non-bridging oxygen content in a sodium silicate glass owlasured by different 
groups and showing the agreement with the theoretical model based on the Zachariasen 
random network model (taken from ref. [3]). 
with the calculated ones (measured > calculated), in which each A12O: j substituting Na20 
changes four non-bridging into bridging oxygen atoms. This discrepancy was explained 
by the fact that there was a change in coordination of some of the Al: '-' ions from four-fold 
to six-fold at about A12033/Na2O ' 0.4 and were consuming more non-bridging oxygen 
atoms. For alkali phosphate glasses, the analysis of the 0 is spectra, revealed an addi- 
tional component due to non-bridging double bonded oxygen atoms'. could be determined 
by curve fitting procedures and by comparison with selected crystalline phosphates. The 
results of the fitting were in good agreement with theoretical predictions based on the 
fact that each Na- ion introduced into the phosphate glass network causes one bridging 
(and no double bond) oxygen atom to convert to one non-bridging oxygen atom. There 
results were therefore interpreted differently from those of Gresch 0 al. [22]. 
The incorporation of aluminium oxide and boron oxide into sodium silicate glasses 
have been studied by SYnets and Lommen using the XPS technique [2). The objective was 
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to determine the concentrations of non-bridging oxygen atoms and to discuss the findings 
in light of previous structural models obtained by other techniques. The traditional 
model for the structure of alkali aluminosilicate glasses holds that aluminum goes into 
tetrahedral (A104) coordination as a network former when the molar ratio of aluminum 
to alkali ion is < 1. The alkali ions can then he classified in two ways: as modifiers, which 
break up the network and create non-bridging oxygen atoms, and as charge compensators 
for the A104 tetrahedra so as to maintain local charge neutrality. When Al/R = 1(R = 
alkali ion), all aluminum atoms are tetrahedrally coordinated and no non-bridging oxygen 
atoms are present in the glass. For Al/R > 1, various models have been proposed, all of 
which assume the absence of non-bridging oxygen atoms [23-25]. In a study by Smets and 
Lommen [2], the 0 is XPS spectra of sodium aluminosilicate glasses with compositions 
0.2Na20-xA1203-(0.8 - x)Si02 where 0<x<0.2 were analysed. These authors found 
partially resolved splitting between the oxygen lines which was attributed to the difference 
in binding energies between bridging and non-bridging oxygen atoms. They were able 
to measure the concentration of non-bridging oxygen atoms. Furthermore, their XPS 
spectra demonstrated that the fraction of non-bridging oxygen atoms became zero at 
Al/Na ^- 0.7 rather than 1.0. They proposed an alternative model by which some A106 
octahedra form and consume additional non-bridging oxygen atoms in accordance with 
their results and in close agreement with the previous work of Bruckner et al. [1]. 
The structures of alkali borate and alkali borosilicate glasses have been extensively 
studied by NMR [26,27], and the results from borosilicate glasses suggest the presence 
of metaborate rings containing non-bridging oxygen atoms. Sometime later, Yun and 
Bray [28] put forward a model for the structure of borosilicate glasses suggesting that 
for R/B < 0.5, (R = alkali ion), all the Na20 is incorporated in the borate network and 
that Si02 simply dilutes this network. In this model any further addition of Na20 results 
in the conversion of diborate groups into reedmergnerite units, i. e. a BO 4 tetrahedron 
surrounded by four silicate units. The 0 Is spectra measured by Smets and Lommen 
[2] 
for the sodium borate glasses with composition xNa2O-(1-x)B203i where 0<x<0.3, 
did not indicate the presence of non-bridging oxygen atoms in these glasses, in agreement 
with previous findings based on NMR investigations [28]. In this composition range, the 
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introduction of Na-)O into B2O: glass results in the conversion of BO: j triangles into B01 
tetrahedra, charge neutrality being maintained by the presence of the so diuni ions and 
therefore no non-bridging oxygen is present. The sodium borosilicate glasses had the 
composition yNa2O-. xB203-(1-y . r, 
)Si02, where y=0.1 and 0.2 and 0<a: < 0.2. For 
the glasses with y=0.2, the analysis of the 0 is spectra showed that the non-bridging 
oxygen signal decreased with increasing B203 content and the fraction of non-bridging 
oxygen atoms was found to he somewhat higher than that obtained using Bray's model. 
This was explained by the fact that sodium ions are not divided proportionally between 
borate and silicate units as proposed by Bray's model [28]. According to Bray's model, in 
a glass with composition 0.2Na20-0.1B2O3-0.7Si02, all sodium ions should be associated 
with diborate groups and the glass consequently does not contain non-bridging oxygen 
atoms. This result was confirmed by the XPS results of Smets and Loinmen [2]. No 
non-bridging oxygen atoms were observed in the glasses with y=0.1 in total agreement 
with Bray's model, i. e. the formation of reedmergnerite. 
In another study, Smets and Krol [29] have investigated the incorporation of group III 
ions, R203 where R= Ga In, Sc, Y, La, and Ti, in sodium silicate glasses, by means of 
XPS. On the basis of the changes in glass transition temperature observed on substitution 
of R203 for Si02 in sodium silicate glasses, Buri et al. [30] came to the conclusion that 
Sc3+ Y3+ La3+, and In3+ ions behave like network modifiers such as Cat+, whereas the 
behavior of Ga3+ ions was more like that of A13+ or Mgt+, i. e., as intermediates. Smets 
and Krol used XPS to gain a better insight into the structure of these glasses [29]. They 
concluded from their study that, of the glasses studied, only Ga3+ appears to enter the 
glass network as a network former in a tetrahedral position and all the other ions (In3+ 
Sc3+, Y3+, La3+, and Tl+) behave as network modifiers in good agreement with the work 
of Buri et al. [30]. Their conclusion was consistent with the Zachariasen [31] rules on the 
structure of glass. 
Veal and coworkers [32] have also used the XPS technique to investigate the ef- 
fect of incorporating various amounts of CaO into sodium silicate glasses (0.25Na2O- 
0.75SiO2)1_x-(CaO)l, where x varied between 0 and 0.25. Good correspondence was 
found with model predictions based on the fact that CaO was behaving much like Na20 
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in converting bridging oxygen into non-bridging oxygen sites. However, CaO did not, 
produce as many non-bridging oxygen sites as predicted by the theory. The authors 
speculated that sonne of the CaO remained iinreacted or that small scale phase separa- 
tion had occurred. 
The local structure of xA12O3 i 
(1 - : r) NaPO: (where 0<x<0.275) glasses were 
characterized by MAS NMR and XPS [331. Generally, the high resolution 0 is spectra 
recorded for oxide glasses are deconvoluted into contributions from bridging and non- 
bridging oxygen atoms. In this study, the 0 is spectra were resolved into three peaks; 
POP. PONa, and POAI. This was only possible because the electronegativity of Al is 
between those of P and Na, resulting in an oxygen with a is binding energy that was 
lower in POAI bonds than in POP bonds, but higher than in PONa bonds. The "Al 
MAS NMR spectra revealed that: at low alumina content (x<0.125), Al is largely 
octahedrally coordinated with an Al(OP)6 structural environment; in glasses with x> 
0.125. Al(OP)4 environments are increasingly favoured; and at x=0.125 most Al is 
tetrahedrally coordinated. Five-coordinated Al environments were also present but to 
a lesser degree. Quantitative changes in the oxygen bonding determined from the high 
resolution 0 is spectra also reflected the structural changes found by NMR . 
Some elements, such as lead, can act as either network modifier or as an intermediate, 
depending upon the concentration [34]. The structural role played by lead in silicate 
glasses have been investigated by Bessada et al. [35]. These authors reported that at 
high Si02 content, the Si04 tetrahedra are linked and form a three-dimensional network 
structure to which Pb04 units are connected. At high PbO content, the Pb04 units 
are linked and form polymeric chains to which Si04 units are connected. XPS has also 
been used to study the structural role of lead in lead silicate glasses [36]. It was found 
that the binding energy of Pb 4f7/2 decreases with increasing PbO content before the 
concentration of PbO reaches 40 mol% and is maintained at a low constant value when 
the PbO content is higher than 40 mol%. It was inferred that the polarizability of lead is 
concentration-dependent and grows with the increase in PbO content in the glass which 
suggested an increase in the degree of covalency of the Pb-O bond. This results in the 
formation of the Pb04 pyramid polymeric chain network. The authors proposed that, 
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in the low PbO content region (PbO < 40`%), Si02 is the main glass former and it three 
dimensional network built by Si04 tetrahedra is still maintained. The Pb04 pyramids 
tend to assemble together to form another network structure. In the high PbO content 
region (PbO > 40 mol%), the three dimensional network built by SiO4 tetrahedra is 
effectively destroyed; the Pb04 pyramid polymeric chains connect together through Si04 
tetrahedra to form the glass structure skeleton and therefore PbO plays the role of glass 
former in the glass. Concerning the 0 is spectra of these glasses, it was found that 
the non-bridging oxygen concentration increases and that the binding energy of bridging 
oxygen and non-bridging oxygen atoms decreases with increasing PbO content in the 
glass. The concept of Qt (discussed briefly in chapter 2), where i=0 to 4, was used 
to explain the experimental data as follow; The value of i in Qi denotes the number of 
bridging oxygen atoms bound to a quaternary silicon. According the authors' results, the 
value of i will decrease with increasing PbO concentration. This means that the average 
electron density on the Qti units will increase. Consequently, the average electron density 
on the bridging oxygen through which two Q. units are connected (Qt-O-Qj, i, j= 1-4) 
will also increase, suggesting that the binding energy of the bridging oxygen will decrease 
with the increase of PbO content. Similarly, with the increase in the average electron 
density on the Qi unit, the average electron density on the non-bridging oxygen (Pb-0- 
Q2, where i=0- 3) will increase. Consequently, the binding energy of the non-bridging 
oxygen will decrease. 
In contrast, Nasu et al. [37] applied XPS to investigate the oxygen bonding in sol-gel 
derived xNa2O - (1-x)Si02, where x=0.15 and 0.3. By analyzing the 0 Is spectra, 
these authors found that the non-bridging oxygen formation in these gels started at 
temperatures as low as 200 °C and the relative amount increased with heat treatment 
temperature until it reached a value similar to that of the melt-quenched glass of the 
same composition. This implied that the structure of the sodium-silicate gels became 
similar to that of the glasses after heat treatment at elevated temperatures. In a similar 
study. Roy et al. [38] used XPS to investigate the chemical structure of 15M20-85SiO2 
glasses. where M= Na or Li, by sol-gel and melt quench methods. It was found that 
the fraction of non-bridging oxygen atoms in gels increased and approached the value 
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foun(l in the melt-quench glass as the gel was heated to the glass transition temperature 
but did not reach it. The Na Is and Li is spectra of the heat treated gel consisted of at 
le? ist two components, each of which indicated a different chemical environment of the 
respective alkali (two different phases which were observed under electron microscopy). 
However, the melt-quenched glasses showed a single Na Is and Li is peak indicating a 
homogeneous chemical environment of the alkali ion. The sol-gel method allowed easier 
phase-separation than the melt-quench method for these particular glasses. 
3.1.3 Structural studies of transition metal doped oxide glasses 
Transition metal oxides are incorporated in small quantities in oxide glasses for their 
optical (colouring) properties [39], while large quantities of transition metal oxides are 
introduced for both the magnetic [40] and electrical [41] properties that result. The 
glasses containing small concentrations of the transition metal cannot be investigated 
law XPS because of the detection limit of the technique where ideally, the elemental 
concentration should exceed a few atomic percent. However, the technique has been 
used in the investigation of the role played by the transition metals when these metals 
are introduced in large concentrations in oxide glasses. One of the earliest attempts 
to characterize the role of transition metal oxides in glasses was the work of Tricker et 
at. [42] in 1974. These authors reported an XPS study of calcium phosphate glasses 
containing iron with the aim of determining the usefulness of XPS in elucidating the 
properties of the vitreous state. The same samples were also studied by the Mössbauer 
spectroscopy which indicated the presence of both ferrous and ferric iron states within 
the material, these ions being confined to distorted octahedral and tetrahedral sites 
respectively. Argon ion (Ar+) etching of the surface was carried out to clean the surface 
from atmospheric contamination, although the pressure in their analysis chamber, about 
5x 10 ' Corr. could only be considered as high vacuum. In addition, because of the low 
resolution of the instrument and the unfavourable experimental conditions, these authors 
were not able to resolve the contributions from Fe' and Fe'3+ ions to the Fe 2p spectra of 
the glasses studied and the discussion of their results was mainly qualitative. Recently, 
However, Brow et at. [9] systematically characterized the effect of iron concentration 
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and valence on the oxygen bonding in binary xFe2, O3, (1-x)P2O5 gla. ssc5 (0.25 <_ :r 
0.59). With better experimental conditions than in the previous study (fractured glas- 
surfaces and UHV conditions) these authors were able to measure the l11e2+/Fe 3i ratio 
quantitatively by deconvoluting the Fe 3p spectra. Similarly, they deconvoluted the 0 
Is spectra into contributions from bridging oxygen and non-bridging oxygen atoms and 
found that increasing the concentration of Fe203 reduces the relative fraction of bridging 
oxygen in the glass structure, i. e. Fe203 depolymerizes the phosphate network, decreasing 
the average phosphate chain length. 
In another study, Brow [43] investigated the oxygen bonding in zinc phosphate xZnO, (1- 
x)P205 (0.5 <x<0.67) and zinc borophosphate yB203, (1 - y)Zn(PO3)2 (0 <y<0.4) 
glasses. In the zinc phosphate glass series, the experimental 0 is spectrum was curve fit- 
ted and a quantitative measure of the bridging (P-0-P) to non-bridging (P-O-Zn) oxygen 
ratio was obtained. This ratio, which decreases with increase in ZnO in the glass, was 
shown to depend on composition according to a structural depolymerization model; The 
addition of the modifier (ZnO) depolymerizes the network and replaces bridging P-O-P 
sites with non-bridging P-O-Zn sites, thus converting metaphosphate tetrahedra (Q2, 
with two bridging oxygens and two non-bridging oxygens) to pyrophosphate tetrahedra 
(Qi, with one bridging oxygen and three non-bridging oxygens). The fitting of the 0 is 
spectra of the zinc borophosphate glasses was done assuming three contributions; P-0-P, 
P-O-B and P-O-Zn. The relative concentrations of P-0-P, P-O-Zn and P-0-B bonds 
have been shown to be in good agreement with the structural model which assumes that 
borophosphate units (BPO4) form when B203 is added to zinc metaphosphate glass. 
Silicate glasses containing Ti02 have been investigated from the viewpoint of coordi- 
nation of Ti using various spectroscopic methods [44-46]. XPS has also been employed 
to study the structural role played by titanium in silicate glasses [47,48]. Yamanaka 
e1. al. [47] measured the 0 is in xNa2O-yTiO2-(1 -x- y)Si02 (x = 0.2 and 0.3, and 
y=0-0.35) glasses and deconvoluted the spectra into bridging and non-bridging oxy- 
gen atoms. About half of the Ti02 substituted for Si02 was found to act as a network 
modifier in both glass series. In higher alkali content glasses (x = 0.3), however, the 
rate of increase of non-bridging oxygen was smaller. In another study, involving tita- 
57 
nium doped silicate glasses, Mukhopadhyay and Garofalini [48] investigated the surface 
chemistry of such glasses using XPS. It was found that the Ti 21) photoelectron spec- 
tra from the glasses had distinctly higher binding energy than those from pure titania 
(rutile) even though Ti had the same oxidation state in both solids. The difference was 
attributed to differing oxygen coordination. The 0 is spectra were resolved into two 
components: one from SiOSi (bridging oxygen) as in fused silica and the other from 
SiOTi (non-bridging oxygen). The fractional concentration of SiOTi was found to be 
about twice the Ti/(Si+Ti) concentration ratio obtained from their individual photo- 
electron signals which was fitted to a model in which the Ti atom is connected to four 
oxygen atoms. Silicon was found to be preferentially etched by ion bombardment, leaving 
a Ti-rich surface. High temperature annealing of both ion-etched and as-prepared glass 
samples led to a substantial depletion of Ti from the surface region indicating that, at the 
surface where the network is disrupted, occupancy by Ti is energetically less favorable 
than occupancy by Si. This surface segregation phenomenon may have a major effect on 
the surface properties of these glasses. 
As can be seen from the above, relatively little comprehensive XPS data is available 
on the role played by transition metals in oxide glasses. All of the above studies show 
the usefulness of XPS in elucidating the structure of oxide glasses. This technique has 
been chosen to investigate the local structure of the three glass systems studied in this 
thesis. 
3.2 Magnetic properties of transition-metal doped 
oxide glasses 
3.2.1 Introduction 
Amorphous or non-crystalline magnetic materials can be divided into two different 
classes; (i) metallic and (ii) insulating materials. A great deal of work has been done 
on the first class of materials because of their interesting and technologically important 
applications, such as magnetic shielding, power transformers, electronic devices, and ther- 
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, nonmagnetic data recording [49]. However, relatively little published data exists involving 
the secon(l class of magnetic materials. The study of the 1>ehIaviour of magnetic ions in 
oxide glasses is important not only from the point of view of our fundamental under- 
standing of magnetic interactions in a disordered environnient, laut also for technological 
applications. For example, many useful magnetic ceramics can he made by the devitrifi- 
cation route [50,51]. Glasses containing transition metal elements are the most fruitful 
and interesting for magnetic properties investigations. Several techniques are used in 
the study of the magnetic properties of such systems, such as ESR, magnetic diffraction 
(or neutron diffraction), Mössbauer spectroscopy, etc.... In the following section, a brief 
review of magnetic studies of oxide insulating materials involving magnetic susceptibility 
measurements is presented. 
3.2.2 Transition-metal doped oxide glasses 
In 1965, Schinkel and Rathenau [52] investigated the magnetic susceptibility of K20- 
B2O: 3 glasses containing up to 45 mol% MnO. The inverse susceptibility behaviour of these 
glasses obeyed an antiferromagnetic Curie-Weiss law in the high temperature region, but 
the low temperature behaviour differed radically from that observed in antiferromagnetic 
crystalline materials. Rather than increasing or becoming constant below the Neel tem- 
perature, the inverse susceptibility of the glasses continued to decrease and approached 
zero as the temperature was lowered. Since then, a number of different glass systems as 
well as amorphous thin films, have been studied, with many of them showing dominant 
antiferromagnetic interactions. These systems include the chromium [53], as well as the 
iron and cobalt [54], manganese [55], and vanadium [56] phosphate glass systems and YFe 
and GdFe amorphous thin films [57]. All of these systems show a remarkable similarity 
in their observed magnetic behaviour. In the high temperature region (i. e., for T>- 
20 R) all of these systems obey the Curie-Weiss law, with measurements extending as 
high as 600 K in some cases. In the low temperature region, they all deviate from the 
linear Curie-gleiss behaviour, exhibiting a strongly enhanced paramagnetism ( x-1 --f 0 
as T -4 0). Another feature which is common to all of the glasses is the 
fact that the 
extrapolation of the linear part of the X-i versus T curve intersects the negative temper- 
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ature axis, implying that the dominant magnetic interactions arc of an aiitiferromagnetic 
nature. All the above mentioned studies were conducted witli the sattle base glass, a 
phosphorus pentoxide glass. 
Similar studies were also conducted on other base glasses. Fox example, Hooper et 
al. [58] studied magnetic ordering in alkaliborate and alkalisilicate glasses containing large 
concentrations of iron-group ions (Fe concentration of 18 - 35 wt. % and Co concentration 
of 40 - 83 rnol%). The temperature dependence of the magnetic susceptibility (y) and 
X-1 curves of the iron-containing sodium borate samples were similar to that found in 
the previous studies (phosphate glasses) with a negative paramagnetic Curie temperature 
indicating antiferrornagnetic exchange interactions between the iron ions in the glasses. 
However, for the cobalt-containing aluminosilicate glasses a sharp antiferromagnetic-type 
transition (Neel temperature) was observed. The transition temperature, determined by 
the peak in the susceptibility vs. temperature curve, was found to increase with the cobalt 
content in the glass which might indicate a long-range antiferromagnetic order with a 
magnetic ordering temperature in the range 2.5 to 7.8 K, the former value being for the 
lowest cobalt concentration. In another paper by Verhelst and coworkers [59], a detailed 
study of the previous results of Hooper et al. (40] on the cobalt system, along with 
magnetic susceptibility measurements in an aluminosilicate base glass containing large 
amounts of manganese oxide (12.4 - 41.7 at. % Mn), was reported. It was found that, in the 
high temperature regime (T >- 50 K), both glass series showed Curie-Weiss behaviour, 
with large negative paramagnetic Curie temperatures, indicating the presence of strong 
antiferromagnetic exchange interactions. Again, in the low temperature regime (1<T 
< 50 K), the magnetic susceptibility of both systems was enhanced and, furthermore, 
they exhibited an anomalously sharp peak ti 10 K. The magnitude of this peak was 
found to decrease with increasing magnetic ion concentration, while the position at which 
it occurred shifted to higher temperatures. A model was developed by these authors 
to explain the low temperature behaviour of the magnetic susceptibility in both glass 
systems. The model assumed that the glasses contain small (ti 50 A) regions of relatively 
high cobalt or manganese concentration (monodomains) which are ordered magnetically, 
and which are separated from one another by paramagnetic areas of lesser magnetic-ion 
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content. jicli Inonoclomain has a net magnetic moment whip }i freýiýýý in the direction 
of the anisotropY field at the so-called blocking temperature. giving; rise to the peak in 
the slisceptil)ility. By calculating the susceptibility of the inone)(1( iiinins and properly 
averaging over the random directions of their anisotropy fields, good <agreeinent with the 
low-temperature data was obtained. The values of the anisotropy constants needed to fit 
the experimental data were consistent with values found in various cobalt and manganese 
crystalline compounds. 
Similarly, other theoretical treatments of amorphous antiferroirnagnetic materials have 
been undertaken to explain the behaviour of the low-temperature inverse susceptibility 
and to determine whether the Neel temperature of the amorphous material (taken to 
be the temperature at which the susceptibility deviates from the Curie-Weiss behaviour) 
was higher than, lower than, or identical to the corresponding crystalline material. A 
Weiss molecular field model was proposed in 1970 by Simpson [60], who assumed that 
there would be no spin correlation between neighbouring magnetic ions and that there 
would exist in the glass magnetic ions which would have no inagnetic near neighbours 
and would hence behave paramagnetically. This model, which predicted the downward 
curvature of the inverse susceptibility as the temperature decreased and a decrease in the 
Neel temperature of the amorphous material, agrees with susceptibility data obtained 
from a series of oxidized Y-Fe and Gd-Fe thin films [57], and from various transition- 
metal phosphate glasses [54,55]. In the same year, the Heisenberg effective-field model 
for amorphous antiferromagnetism was advanced in 1970 by Kobe and Handrich [61], who 
assumed a regular lattice for the magnetic ions and introduced the amorphous nature 
of the material through a distribution in exchange interaction. This model predicted an 
increasing parallel inverse susceptibility. The perpendicular inverse susceptibility con- 
tinued to decrease linearly below the Neel temperature and became weakly temperature 
dependent at low temperatures. The Neel temperature and susceptibility were greater 
than those of the corresponding crystalline material. A further refinement of the Heisen- 
berg model was proposed by Hasegawa [62] who assumed the interactions over nearest 
and second nearest neighbours. Depending on the relative distribution widths of the 
two interactions, the parallel susceptibility, which decreased below the Neel temperature, 
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could be greater than, equal to, or less than that of the corresponding crystal. 'hlie Neel 
temperature was greater than that of the crystal, and the perl>endliciilar susceptibility 
was constant below the Neel temperature. This model agreed with results obtained from 
amorphous Mn-P-C alloys [63]. 
Very little research work on magnetic susceptibility measurement of insulating oxide 
glasses has been published since the mid-70s, either experimental or theoretical. How- 
ever, other classical experimental techniques, such as Mössbauer spectroscopy, ESR, and 
magnetic neutron diffraction are being used extensively in the structural study of these 
materials. 
Recently, Mendiratta and coworkers [64] investigated the behaviour of the magneti- 
sation of gadolinium in lead borate and iron in lead borate glasses under high magnetic 
field (up to 20 T). The magnetization data for the gadolinium lead borate glasses was 
plotted against the reduced variable H/T and was found to collapse onto a single curve. 
The data was then fitted to the Brillouin function and the value of the effective mag- 
netic moment per ion, µff, thus deduced agreed well with the one determined from 
susceptibility measurements. In the case of the iron lead borate glass system where it is 
believed that the interaction is stronger and relatively long ranged, it was shown that the 
magnetization versus H/T did not collapse to a single curve and that the spread in the 
data was found to increase with increasing iron content in the glass. The same authors, 
analyzed the behaviour of the magnetic susceptibility [65) as a function of concentration 
of magnetic ions in three glass systems, one containing Fe ions only, another containing 
Gd ions only, and a third containing Fe and Gd together, the same base glass compo- 
sition was used for all three systems; namely lead borate glasses. The behaviour was 
analyzed by looking at the variation of the paramagnetic Curie temperature (Bp) and 
the effective magnetic moment (µ, f f) with concentration. A low value (less than 1 K) 
of Op for all concentrations of the magnetic ion was found in the Gd system implying a 
very small interaction energy between Cd ions in the glass, which is in agreement with 
the small value of J, the interaction energy between Cd ion spins, reported for crystalline 
compounds containing Gd-O-Gd bonds. On the other hand, the value of -Up for the Fe 
glass system varies between 2K and 53 K for the lowest and highest Fe content in the 
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glass respectively. This indicates that the interaction between the Fe ions is larger, for 
the same con("eiltrat, loll, than that between the Gd ions, whicli was iii erpreted in terms 
of Fe having ýa longer range of interaction or a less localized niagnetMition density. The 
sign of dl, (negative) indicates that the magnetic exchange interaction in the Fe glass 
system is antiferromagnetic and increases with magnetic ion concentration, while the Gd 
system seem to be behaving as an ideal paramagnet (Bt, - 0). The mixed system was 
found to be behaving qualitatively in the same way as the Fe system. 
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Chapter 4 
Description of Experimental 
Techniques 
In this chapter a description is given of the various experimental techniques used in 
the characterization of samples investigated in the present work, i. e. the XPS and mag- 
netic measurements. A description of the sample preparation technique is also presented, 
followed by the techniques used for the elemental analysis. Two standard thermal analy- 
sis techniques are briefly described followed by a description of X-ray diffraction and the 
density measurements. 
4.1 Instrumentation for XPS 
4.1.1 General Description 
The XPS technique can be considered, in very simple terms, as consisting of a primary 
source of monoenergetic X-rays, a sample being investigated and an electron energy 
analyser with an electron detector. These parts are all contained within an ultra high 
vaciiiini (UHV) chamber and controlled by a dedicated set of electronics and a personal 
computer. The vacuum chamber also houses additional equipment to prepare the sample 
surface before analysis. All the XPS experiments reported in this thesis were carried 
out using a Vacuum Generators (VG) Scientific ESCALAB MkII spectrometer. The 
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system is equipped with facilities for carrying out multi-technique surface analysis of 
solid samples, such as XPS, AES, UPS, and ISS. It consists of a fast entry lock for the 
introduction of specimens into the system without breaking the vacuum in the analysis 
chamber, a UHV preparation chamber for deposition, fracturing and cleaning, and finally 
the main analysis chamber. These three compartment chambers are separated by gate 
valves. A rack and pinion sample transfer mechanism allows a wide range of samples 
to be transferred from the fast entry lock to the preparation chamber and finally to the 
precision manipulator in the analysis chamber. Heating and cooling options, as well as 
LEED, are also available on a separate unit that could be connected to the main analysis 
chamber. A schematic drawing of the surface analysis system is shown in Figure 4-1. A 
brief description of the major parts of the system used in carrying out this thesis work 
is given in the following sections. 
4.1.2 Ultra high vacuum 
The need for ultra high vacuum in the XPS analysis chamber is necessary for two 
reasons: (i) electrons travelling from the sample towards the energy analyser should 
encounter as few gas molecules as possible, to avoid scattering and loss from the analysis 
and (ii) the XPS technique has a sampling depth of only a few atomic layers and is 
therefore highly surface sensitive. The experiments need to be carried out in a vacuum of 
N 10-10 mbar or better in order to avoid background contamination of the surface. The 
UHV is therefore needed to keep the surface of the sample clean for a sufficient time to 
carry out the experiment. Indeed, under UHV conditions (- 10-10 mbar), a monolayer 
of contamination, generally hydrocarbons, is formed on the surface of the sample in 2-3 
hour. while in HV (r 10-6 mbar), the monolayer is formed in 2-3 seconds [1]. 
Obtaining UHV in the 400 litre volume photoemission system is achieved in the 
following steps; first, the system is sealed properly and all the valves separating the 
different compartments of the system open. The system is then "baked" while being 
pumped for about 48 hours, at a temperature not higher than 120 °C, to avoid damaging 
the crystal used in the X-ray rnonochromator. This baking enhances the desorption of 
the gas molecules from the inner-vessel walls into the chamber from which they are then 
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Figure 4-1: Schematic of the VG Scientific ESCALAB Mk II spectrometer (taken from 
ref. 3). 
removed by the pumps. Three types of pumps are used to attain UHV; (i) rotary pumps 
(2), (ii) turbomolecular pumps (2), each with a pumping speed of 170 l/s, one connected 
to the preparation chamber and the other to the analysis chamber, and (iii) ion pumps 
(2), one with a pumping speed of 350 1/s, connected to the analysis chamber and the 
other with a pumping speed of 250 l/s, connected to the preparation chamber. While 
baking, the system is pumped with both turbomolecular pumps backed by rotary pumps 
until a base pressure of about 10-6 to 10-7 mbar is achieved in the system. Then the 
two ion pumps, with the assistance of two titanium sublimation pumps take the system 
to UHV condition. A full description of the working principle of the turbomolecular, 
ion and sublimation pumps is given in reference [2]. The pumping speed depends not 
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01 lv oii the pumps themselves but also on the design of the vessel. The diameter, leiigt; li 
aul(l path of the pipes which connect the pumps to the analysis chamber are critical, 
dud so, the various pumps are connected to the system in such a way as to optimize 
pninping speed and efficiency. When the vacuum in the system reaches 1x 10-`3 mbar, 
the gate valves separating the three chambers are locked and parts of the spectrometer 
with filaments such as X-ray gun, electron gun, ion gun etc..., are degassed in turn. 
When the system has cooled down to room temperature the pressure in the analysis 
and preparation chambers would have reached about 10-10 mbar. A quadrupole mass 
spectrometer is used to identify any residual gases in the UHV system and to detect 
iuinor leaks. 
4.1.3 Analysis chamber and CHA analyser 
The main analysis spherical vessel is made of mu-metal to shield the earth's magnetic 
field from the chamber to a residual value of approximately 2 milliGauss. This chamber 
is equipped with a dual anode (aluminum/magnesium) X-ray gun for XPS and a 150 mm 
radius electrostatic energy analyser, also housed in a mu-metal vessel. The cornerstone 
of XPS is the accurate determination of electron binding energies, in order to elucidate 
chemical state information. In this regard, the electron energy analyser is the heart 
of the instrument since it has the ability to measure accurately the energy of electrons 
passing through it. The instrument is a 150° concentric hemispherical analyser (CHA). 
A diagram of the analyser used in the photoemission experiments reported in this thesis 
is shown in Figure 4-2. 
It consists of two concentric hemispheres, adjustable slits, retarding grids at the en- 
trance. an exit slit and a channeltron electron multiplier. The sample is at ground 
potential and the analyser, insulated from ground, floats at a controllable potential. The 
sample is positioned at the centre of the analysis chamber and rotated by - 15° from 
the. horizontal toward the front of the chamber, normal to two electrostatic Einsel lenses. 
These lenses focus the electrons emitted from the sample onto the entrance slit of the 
analyser. The electrons are then electrostatically retarded in energy, by an amount (- 
R,, in volts), before entering the analyser at the Hertzog plate slit (see Figure 4-2). A 
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Figure 1-2: Cross-sectional view of the hemispherical analyser used in the photoernission 
experiments. The photoelectrons follow the path of radian R0. 
constant voltage difference AV is applied to the hemispheres, allowing electrons of par- 
ticular kinetic energy to pass between them. This energy is known as the pass energy 
of the analyser. The electrons that exit the analyser are subsequently collected, multi- 
plie(l and pulse counted by a channel electron multiplier (clianneltron) and its associated 
electronics. The pass energy, PE, is given by [21; 
PE = HAV (4.1) 
where H is a factor related to the geometric configuration of the analyser. The analyser 
therefore acts as a narrow band pass filter allowing through only electrons with an energy 
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II AV V. '1'licu if K is the kinetic energy of the electron that, makes it through the analyser, 
vV( 11<ive 
K= -R + HAV + (I). sJ) (4.2) 
where 11 is the retard voltage and 4)sp is the spectrometer work function (which was set 
at 4.5 eV on the analyser used here). For photoelectrons ejected by a photon energy 1w 
the binding energy, BE , is given by 
BE=1w-KE (4.3) 
Let us take an example to see how Equation 4.2 is used experimentally. Assume that 
a scan of 10 to 1000 eV is desired at a pass energy of 20 eV. Equation 4.2 indicates that 
R. will increase from 14.5 V at the beginning of the scan to -975.5 V at the end on the 
scan. Therefore the retarding grid, located at the entrance of the analyser, accelerates 
the electrons at the beginning of the scan and retards them at the end, however, at all 
tinies the pass energy is kept constant and only those electrons with an energy of 20 
eV make it through to the other end of the analyser. The channel width can be set 
independently by the user. It is generally chosen to be 0.05 eV for a high resolution scan 
and 1.0 eV for a survey scan. The binding energies are then calculated using equation 
4.3. 
There are two modes of analyser operation; (i) constant analyser energy (CAE) also 
known as fixed analyser transmission (FAT) and (ii) constant retard ratio (CRR). In 
the CAE mode of operation the pass energy is held constant throughout the scan. The 
analyser pass energy is commonly set at 10,20,50 or 100 eV. The smaller the pass energy 
the better the resolution of the instrument (see equation 4.4). For survey scans, large 
pass energies (i. e. 50 eV) are used, where resolution can be sacrified for better count 
rates. whereas smaller pass energies (i. e. 10 eV) are used for detailed scans, where the 
study of the line shapes requires the best energy resolution at the expense of lower count 
rates. When the analyser is set in CRR mode, the pass energy is no longer constant 
but varies with the kinetic energy while holding the retardation ratio (electron kinetic 
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energy / analyser lass energy) constant by varying both the voltiige c11f1'erence between 
the hemispheres mid the retarding field. Both of these modes arc Selectable through the 
data acquisition software. The CAE mode has the advantage of filed resolution for all 
kinetic energies, wlhereýas the resolution changes for the CRR mode since the pass energy 
is not constant. Most XPS spectra tend to he collected under CAE mode when using a 
CHA analyser [2]. 
The energy resolution , 
DE, of the analyser is given by the following relationship [3]; 
AE=PE(Ar +Q2) (4.4) 
where r is the mean radius of the hemispheres (150 min), Ar is the slit width, a is the 
half angle of admission of electrons and PE is the analyser pass energy. It is therefore 
seen that for a fixed slit width, the energy resolution depends on the analyser pass energy. 
In the CAE mode, the following experimental observations, shown in Table 4.1, are 
found for a clean silver sample using an Al Ka radiation (line width approximately = 
0.85 eV); 
Table 4.1: Dependence of the resolution on the analyzer pass energy for fixed X-ray 
radiation 
analyser pass energy (eV) Line width at half height (eV) 
5 1.0 
10 1.1 
20 1.4 
50 1.95 
It can be seen that, except for the 50 eV pass energy, the largest contribution to the 
photoelectron line width is from the Al Ka radiation. 
4.1.4 Electron detection 
The current actually reaching the analyser exit slit in XPS is typically in the region 
10"-14 to 10-16 amperes, i. e. well below conventional current measuring techniques. The 
analyser is equipped with three channeltrons for signal detection and amplification. Each 
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Table . 1.2: Energies and widths of sonne ch, aractcrish . mfl X-ray lines. 
Line Energy (eV) Widtli (eV) 
Y Mc 132.3 0.47 
Nb M( 171.4 1.21 
Ti La 395.3 3.0 
Cu La 929.7 3.8 
Mg Ka 1253.6 0.7 
Al Ka 1486.6 0.85 
Si Ka 1739.5 1.0 
Zr La 2024.4 1.7 
Cr Ka 5417.0 2.1 
Cu Ka 8048.0 2.6 
channeltron consists of a small spiral glass tube, the inside wall of which is coated with 
high resistance material. When a potential difference is applied between the ends of the 
tube the resistive surface becomes a continuous dynode. An electron entering the low 
potential end of the channeltron generates secondary electrons on collision with the wall 
of the tube. These are accelerated along the wall until they strike it again giving an 
avalanche effect. The output, in response to one electron input,, may consist of up to 108 
electrons and the duration of this pulse of charge is about 10 ns. In practice, the gain 
is a steeply increasing function of applied voltage until the gain reaches about 107, after 
which point increasing the channeltron voltage further has less effect, except eventually 
to cause the breakdown of the channeltron. The output pulse from the channeltrons is 
capacitively coupled into a suitable charge sensitive preamplifier. The signal from the 
amplifier is then fed to a computer for pulse counting. A complete energy spectrum is 
recorded and plotted as electron energy against number of electrons detected. 
4.1.5 X-ray source 
The photon source used for XPS measurements is a soft X-ray source with a dual 
anode. allowing the use of either Al Ka (hv = 1486.6 eV) or Mg Kcx (hv = 1253.6 
eV) radiations. As seen from Table 4.2 these two anodes are more suitable than most 
because of the combination of high energy and narrow line width compared with anodes 
made from other materials listed. For example, silicon is rarely used as it not as easy to 
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fabricate as aluminum or inaguesiuiu and has poor heat conduction characteristics [2]. 
Figure 4-3 shows a cross section through the high pressure (- 5-G bar) water cooled 
X-ray source. The end of the copper anode has two angled faces, on one of which a film of 
aluminum is deposited and on the other a film of magnesium, of about 10 /urn thickness, 
which is sufficient to exclude Cu Lu radiation from the substrate. 
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Figure 4-3: Schematic drawing of the dual-anode X-ray source. The anode is water cooled 
to remove the heat generated by electron bombardment (illustration taken from ref 131). 
The soft X-rays generated in the electron bombarded face pass through an aperture 
in the surrounding cylindrical shield, covered with a thin (1-2 µm) sheet of aluminum. 
The aluminum window is necessary in order to screen the sample from stray electrons, 
heating effects and any contamination originating in the source. Switching from Al Ka 
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to Mg Ko radiation and back again can be done easily nsiiig an external switch. In all 
ineasurenieiits. the accelerating potential through the filament, was set at 13 kV, while 
the emission current was 5 mA. Since the flux irradiating the sample varies inversely with 
the square of the distance from the anode to the sample surface, care was taken to always 
place the sample as close as possible to the anode while directly facing; the entrance to 
the analyser. 
4.1.6 Sample cleaver 
As mentioned in previous sections, good UHV conditions are necessary for XPS 
measurements in order to maintain a clean surface. In this laboratory, samples were pre- 
viously analysed as powders embedded in an indium substrate or as polished glass pieces. 
However, the amount of contamination on the surface of these samples is important and 
may alter the XPS analysis, as we are mostly interested in the oxygen is spectra. Con- 
sequently, at the beginning of this project, a cleaver was designed and constructed in 
the workshop to mount on the preparation chamber. A special sample holder was also 
designed to hold the sample. Each glass sample was shaped as a rod of 6x6x 30 mm3 
and was notched to guide the fracture yielding a fresh flat surface. Each sample was 
cleaved in situ in order to have a clean surface for XPS investigation. 
4.1.7 Data acquisition and analysis 
In the early stages of the project, the system was controlled by a dedicated PDP 
11/73 Digital microcomputer. All the data collection and analysis of the iron system 
was done with the PDP 11/73 microcomputer. This computer performed a complete 
system control, data acquisition and processing with an RSX11-M multi-user operating 
system. High speed HP plotter and Epson printer were also connected to the computer. 
Data processing software, "VGS 5000 ESCA", supplied by the instrument manufacturer, 
includes smoothing, deconvolution, peak fitting, both background and satellite substrac- 
tion as well as many other features. The background substraction options are "Linear" 
and "Shirley" [4]. The linear background substraction consists of removal of a linear 
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background drawn as a straight line between the first and the last set of points in a peak 
and has been used mainly when the background due to inelastically scattered electrons 
is small as in the case of 0 Is, Na Is and Si 21) spectra. The Shirley background offers 
an "S"-type background which is proportional in intensity to the magnitude of the peak 
above it at any particular electron energy. This type of background substraction was used 
for spectra such as those of Fe 2p where the background on the higher binding energy side 
of the photoelectron peak, due to inelastically scattered electrons, was particularly high. 
Smoothing of the data was done through a cubic/quadratic function and the smooth 
is over 3,5 up to 19 points. Curve synthesis is done manually. The user inputs seven 
parameters which are; peak position, peak FWHM, peak height, tail height, tail slope, 
tail mixing parameter and Gaussian-Lorentzian mixing ratio for each peak. The form of 
the synthesis envelope used is a mixed Gaussian-Lorentzian product function of the form 
[5l 
Y= H[GL + (1 - GL)T] (4.5) 
where H is the peak height, T is the peak tail function given by 
T =TAY *CT +(1 -TM)exp(-D*ET) 
CT = constant tail ratio, ET = exponential tail ratio, TM = tail mixing ratio, D= 
separation from peak centre in channels, while GL is given by 
GL =1 (I + AI(x - . ro))2/ß2 exp[(1 - 
M){ln2(x - x. ")21132] 
where M= mixing ratio (1 for Lorentzian shape and 0 for Gaussian shape), x= peak 
position, xo = peak centre and ß=-0.5 FWHM. The Lorentzian component of the 
GL function arises from the natural peak shape while the Gaussian component is due to 
instrumental broadening of the peak shape. 
During the course of the project, the PDP computer was replaced and the system is 
now fully controlled by a DELL PC with the software, "ECLIPSE Ver. 2.0", supplied by 
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the instrument nianufact irrer, which includes all the features inetitioned above and many 
others. The software runs under IBM OS2 operating system. One extra feature that was 
not available in the previous software is that the data can now be transferred into ASCII 
format and manipulated on any other PC with any available plotting; software. The data 
for the copper and cobalt glass systems were recorded and amilysed with the updated 
computer system and software. 
4.1.8 XPS spectra 
After being fractured in the preparation chamber, the sample was transferred quickly 
to the analysis chamber. All XPS measurements were recorded using Al Kox, since the 
spectra recorded with Mg Ka radiation were difficult to analyze due to overlapping core 
level peaks with Auger peaks such as C Is and Na Auger. The X-ray gun was maintained 
at the same power, 130 W, to insure the same photon flux in all XPS runs. All the 
necessary information for the spectrum was then entered via the computer software. All 
routine survey scans were performed with a 50 eV pass energy, while a 10 eV pass energy 
was used for the high resolution scans. The width of each high resolution scan was divided 
into run-steps of 0.05 eV, while 1 eV was used for the survey scans for which the binding 
energy was scanned from 0 to 1200 eV. Each run was divided into regions comprising 
a survey scan and high resolution core level regions. One scan was necessary for the 
former, while 6 to 10 scans were necessary for the higher resolution regions, depending 
on the elemental concentration and signal to noise ratio. The samples investigated in this 
work are insulators and hence there is a positive surface charge build-up as electrons are 
removed under X-ray radiation. This surface charging leads to a shifting of the spectrum 
on the energy scale toward higher binding energies and is uniform for a single run, but 
generally varies from sample to sample. It was necessary to record the C is spectrum 
with every run and use the binding energy of 284.6 ± 0.2 eV for charge referencing. The 
C is signal was recorded at the beginning and at the end of a complete run to check if 
there was any change with time. No shift was ever observed as both C is peaks had the 
same binding energy. 
The system was calibrated with Al Ka radiation using both copper and gold samples 
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5o as to calibrate the instrument, at either end of the energy range. Therefore, two leaks, 
Au 4f, 
ý2 at 
83.98 + 0.02 eV and Cu 2p; /, z at 
932.67 ± 0.02 eV [6], were used for calibration 
purposes. Before starting data collection, the count rate was maximized by moving the 
anode as close as possible to the sample and by adjusting the position of the sample, with 
respect to the entrance of the analyser and the anode, with a high precision manipulator 
capable of X, Y, Z translations and azimuthal rotation. Each experimental run lasted 
approximately 1 hour and the data was automatically stored in a directory comprising 
all the regions scanned as separate files. The data was then analyzed using the "Eclipse 
V2.0" software. For consistency, each spectrum was corrected for the charging effect 
using the C is spectrum at a binding energy of 284.6 eV. 
4.2 Magnetization Measurements 
4.2.1 General Description 
The magnetic moment of each transition metal doped glass sample was measured 
using a variable temperature vibrating sample magnetometer (VSM) system (Prince- 
ton Applied Research (PAR), model 4500/150A). The system combines a VSM with a 
superconducting solenoid which generates magnetic fields up to 9 Tesla, and a variable 
temperature cryostat. Magnetic measurements were carried out in the temperature range 
2to60K. 
The sample holder was mounted on the end of a rod vibrating vertically along the 
direction of the field of the superconducting magnet at a frequency of 82 Hz, which 
ensured that the harmonics of the supply line (60 Hz) were not picked up by the detection 
coils. These, in turn, were placed in a cryogenic system, to be either cooled down or 
Heated up to the required temperature. The vibrating magnetized sample induces a 
voltage in a pair of oppositely wound stationary pick-up coils. The drive system for 
vibrating the sample was mounted above the cryostat, from which the sample holder rod 
is suspended. The vibrating sample was set into motion by a set of capacitor plates. 
The electronics that operated the drive system for vibrating the sample, and electronics 
for measuring and reading out the magnetic moment were all mounted in a PAR VSM 
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Figure 4-4: Schematic diagram of the VSM system and its peripherals. 
controller, model 4500/150A. In addition, a separate power supply (Lake Shore Model 
612) and its controller ( Model 601) powered the superconducting magnet. A Lake 
Shore model DRC-91CA was also used as a temperature controller supplied with 100 SZ 
platinum resistance and carbon glass thermometers which used as temperature sensors. 
In the following sections a brief description of all the items mentioned above and shown 
in Figure 4-4 will be given. 
4.2.2 Vibrating head and sample holder 
A sample, from which the magnetic moment is to be measured, is placed into a plastic 
sample holder and mounted at the end of a vertical sample rod suspended inside the core 
of the superconducting magnet. As the sample vibrates with the same frequency as that 
of the driver head (- 82 Hz), it produces a changing flux which induces an electro-motive 
force (emf) in a pair of stationary pick-up coils (Faraday's law of induction). The output 
of the coils is monitored on the digital panel meter of the controller of the vibrating head 
assembly. The signal picked up by the coils is proportional to the magnetic moment M 
of the sample, the amplitude and the frequency of vibration. This signal, being an a. c. 
signal of fixed frequency, is processed (normalized) to provide a readout of a moment 
that is proportional only to the moment of the sample. This is done by measuring the 
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difference in magnetic induction between a region of space with and without the sample. 
The measurement range of the magnetic moment extends from 5x 10-` to 1x 10' 
electro-magnetic units (enni). 
4.2.3 Variable temperature cryostat 
The cryostat contains the superconducting magnet, and feeds the sample zone with 
liquid helium at the required temperature. The dewar assembly has a liquid nitrogen 
reservoir on the outside and a liquid helium reservoir on the inside, with a vacuum jacket 
surrounding both reservoirs. The vacuum jacket and liquid nitrogen reservoir help in 
reducing heat transfer from the outside environment and therefore preserving the liquid 
helium for longer times. 
4.2.4 Temperature controller 
To measure the temperature in the sample zone, field independent carbon glass and 
platinum resistance thermometers are used. The sample is cooled by helium vapour 
produced by routing helium from the reservoir, through a throttle valve and capillary, 
and then vapourising it by passing over a heater in the heat exchanger below the sample. 
The vapour then passes by the sample, cooling or heating it to the set temperature of 
the vapour. The helium vapour can cool the sample to 2K by pumping the sample zone 
with a roughing pump. The resistance thermometers also allow temperature control via 
the heat exchanger. These temperature sensors are mounted very close to the sample 
and above the heat exchanger so as to minimize the control time lag, and to provide a 
temperature which is close to the actual temperature of the sample. 
4.2.5 Data Acquisition 
The VSM system is fully computerized via a Texas Instrument IEEE-488 interfacing 
card (GPIB-PCII) connected to all controllers and hosted in an IBM personal computer. 
A menu-driven software system, supplied by Janis Research Co., is used for controlling 
the overall system operation such as superconducting magnet electronics, temperature 
82 
controller and cryostat. lt, is also used in data collection and analysis. The automatic 
control and data gat. lºerii12, functionality is done through a command language. The 
inagnetisatioii and the magnetic field are expressed in units of enm/g and Oersted (Oe) 
respectively, the forms inost commonly encountered in the literature. 
4.3 Sample Preparation 
Three glass series were prepared using conventional melting techniques under normal 
atmospheric conditions. For the three glass series, the base glass was maintained the 
same while the transition metal oxide was changed from x=0.05 to 0.2. The glasses had 
the following nominal compositions; 
. (0.70-x)Si02-0.30Naz0-xFe2O3, 
. (0.70-. 7. )SiO, )-0.3ONa2O-xCuO 
" (0.70-x)SiQ2-0.3ONa2Q-XCoO. 
All the glass series were prepared in the same manner, except for the melting temper- 
atures. Therefore a description will be given of the preparation of the iron glass system 
only, however, this is valid for all three systems with only slight differences in the melting 
temperatures. 
Analytical grade powders of Fe203, Si02 and Na2CO3 (for Na20), in the required 
stoichiometric ratios, were thoroughly mixed by rolling for approximately twelve hours. 
The mixture was then melted in 95% Pt / 5% Rh crucibles at temperatures ranging from 
1300 to 1400 °C, depending on the concentration, for three hours. This kind of crucible 
was preferred because the use of alumina crucibles would result in the incorporation of a 
significant amount of A120;;, especially if the amount of alkali oxide was high, as in the 
case here (30 mole % Na20). This would have complicated the interpretation of the ex- 
perimental data. The incorporation of platinum or rhodium on the contrary is negligible; 
and neither could be detected by inductively coupled plasma (ICP) spectroscopy or by 
XPS. The subsequent glass, obtained by fast melt quenching, was crushed and remelted 
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; it the same temperature to ensure hornogeneity of the product. The final melt was, then 
into preshaped graphite coated steel inoiilds yielding har specimens with dimensions 
(i xGx 30 mrn'3. These rods were needed for XPS measurements, as they were fractured 
iii UHV. After casting, the specimens were transferred to another furnace maintained at 
: iO °C' below the glass transition temperature (determined by DTA) in order to relieve the 
stress. Some glass pieces left in the bottom of the crucible were crushed into fine powder 
using an agate mortar and pestle. The powder was then used for other measurements 
such as XRD and DTA. The glass rods and the glass powders were always stored in a 
desiccator. 
For the copper (cobalt) glass series, analytical grade CuO (CoCO3) powder was mixed 
with Si02 and Na2CO3 in the appropriate stoichiometric ratio. The melting time was 
three hours, while the melting temperature was maintained at 1400 °C (1500 °C) for all 
the samples. Each glass was remelted at the same temperature. 
4.4 Elemental composition 
The batch composition of a glass sample is generally different from that of the spec- 
imen obtained after melting due to evaporation of some constituents, especially if high 
inciting temperatures, as is the case in this project, are used. It is therefore important 
to know the exact final composition of the glass, as this is an important factor in the 
analysis of the experimental data. 
The compositions of the iron and copper glass systems were analyzed by both RBS 
and ICP spectroscopy, while the cobalt glass system was analyzed by ICP only. In the 
hext sections a brief description is given of the working principles of these two techniques, 
starting with RBS. 
4.4.1 Rutherford backscattering spectrometry (RBS) 
When a beam of ions penetrates a solid target, elastic scattering of the ions occurs by 
the Coulomb fields of the target nuclei. This interaction is called Rutherford scattering, 
and the incident ions are generally protons or a particles accelerated to a few MeV. 
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The technique is well established and the detailed theory and working principle of RBS 
is described elsewhere (e. g. [71). The energy of the backscattered ion depends on the 
mass of the target atom and the location of that atom in the target. Hence quantitative 
analysis and depth profiling can be performed for elemental composition. The process is 
depicted in Figure 4-5 and a brief description of the working principle is given here. 
E Backcattered 
`ý particle 
Projectile e 
- --------------------- 
E o, Z,, Mi 
"Target 
nucleus 
Z 2, M2 
Figure 4-5: A backscattered charged particle (proton or a particle) with mass M1 and 
energy E0, due to the Coulomb field of the target nucleus with mass M2. 
Figure 4-5 shows a particle of mass Ml being backscattered when approaching a target 
nucleus of mass M2. The incident particle experiences the repulsive field of the nucleus 
and scatters through an angle 0 with energy El. The incident particle has energy, E0, 
lower than the Coulomb barrier height of the target nucleus in order to minimize nuclear 
excitation. The scattering is assumed to be totally elastic so that kinetic energy and 
momentum are both conserved [7]. The kinematic factor, defined by K =- El/E,,, is 
therefore given by; 
K 
(Ml/M2)2 sin 2 0]1/2 + (Ml/M2) cos 021+ 
(Mi/Ma) 
} 
(4.6) 
The above equation contains the essence of how backscattering spectrometry acquires its 
ability to sense the mass of an atom. In an R. BS experiment M1 and E,, are known. The 
energy El , after the elastic scattering event, 
is measured at a known angle 9. Then, 
the mass M2 of the target atom that prompted the scattering is the only unknown in 
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t he allove equation and can therefore be determined. In practice, when a target cotttaills 
two types of atones that differ iii their masses by a small aniount AM2, it is important 
t fiat this difference produce as large a change (AE1) as possible in the measured energy 
E, of the scattered particles. It can be shown [7] that the largest change in K, and 
therefore better mass resolution, is obtained when 0= 180°. As a result, 0= 180° is the 
preferred location of the detector, but this position is not possible because the detector 
would obstruct the path of the incident particles. The detector is therefore positioned at 
a large backward angle and it is this particular experimental arrangement that has given 
the technique its name of backscattering spectroscopy. The number of detected particles 
A care be written as [7] 
A=rr Q. Q. NAt (4.7) 
where a is the Rutherford elastic cross-section for the scattering at an angle 0,11 is the 
solid angle subtended by the detector, Q is the total incident charge, and NAt, is the total 
number of target atoms per/cin2. This equation shows that when 0' and S2 are known 
and the number of incident and detected particles are counted, the number of atoms per 
unit area in the target, NAt, can be determined. The RBS technique can therefore be 
used to provide quantitative information on the number of atoms present per unit area 
of a sample. 
The RBS experiments were performed on the 3 MV General Ionix Tandetron ac- 
celerator located in the Energy Research Laboratory (ERL) at King Fahd University 
of Petroleum & Minerals. In essence, the technique works as follows; A mono-energetic 
high-energy beam of ions (i. e., He++) impinges on a target from which some are backscat- 
tered. A semiconductor particle detector produces an analog signal proportional to the 
energy- of the backscattered particles which passes through a preamplifier, amplifier, an 
ainalogue to digital converter (ADC), into a multichannel analyser to produce the RBS 
energy spectrum. 
Solid glass pieces of the base sodium silicate as well as the iron doped sodium silicate 
series were analyzed by RBS using a2 MeV He-' I- (a particle) beam. A 521 A gold film 
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Figure 4-6: Schematic diagram of the backscattering system used in the RBS experiment. 
PA = preamplifier, AMP = amplifier, ADC = analogue to digital converter, MCA = 
multichannel detector, BS He+'- = backscattered He++ particles. 
deposited on a silicon substrate was used in calibrating the channel-energy scale of the 
detection system. The five glass samples and the Au/Si standard were placed on a carbon 
disc inside the RBS scattering chamber and a vacuum of 2x 10-6 mbar was maintained 
during the runs. The beam current was kept low at about 5nA to avoid sample heating. 
The solid state detector (Tenelec Model PD-50-100-14-CB) was placed in the chamber at 
an angle of 164°, with an effective solid angle of 1.75 msr. The collected RBS spectra were 
fitted by the code RUMP [8] which makes use of the theoretical relations for Rutherford 
backscattering process to simulate the spectrum. Relative concentrations of the different 
elements present in the sample were then obtained. Each sample was measured at least 
twice and a large beam spot size was used (diameter >2 mm). The accuracy in the 
measurements is estimated to be about ± 5%. Figure 4-6 shows the schematic diagram 
of the RBS experimental setup. 
4.4.2 Inductively coupled plasma emission spectroscopy (ICP) 
This analytical technique was used for elemental analysis of all glass samples inves- 
tigated in the present work. The major parts of the instrument are identified as (i) the 
sample introduction (nebulizer), (ii) the ICP torch, (iii) the high fregericy generator, (iv) 
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i he spect rometer, and (v) the interface and computer. All the measurements were car- 
1, i((1 ()lit 0ii the fully computerized ARL iiiodel 3580 ICP instrument located in division 
IV (d the Research Institute at King Fahd Uriivei. sity of Petroleum 8 Minerals, Saudi 
In simplified form, the working principle of the technique is as follows; a sample 
iii the form of solution is introduced into the ICP torch as an aqueous aerosol using a 
pneumatic nebulizer. The ICP torch is an argon plasma formed by the interaction of an 
RF field with an ionized argon gas stream. The temperature in the plasma (- 8000 K) is 
Iiiglt enough to volatilize and dissociate the sample material into atoms which are excited 
to electronic states above the ground state. Upon spontaneous decay to a lower energy 
st ate, light is emitted by the excited atoms. For quantitative emission spectrometry, it 
is assumed that the emitted energy is proportional to the concentration of atoms. The 
spectrometer sorts the various wavelengths and measures the intensity of the spectral 
lines which are specific to individual elements being analyzed. Photomultiplier tubes 
convert the intensity of the emitted light to an electrical signal. The intensity of this 
electrical signal is compared to a previously measured intensity of a known concentration 
of the element, and a concentration is calculated. 
Each sample was analyzed in the following way; First the sample was ground into 
fine powder, using an agate mortar and pestle, then dried in an oven for one hour at 105 
±5 °C, then cooled in a desiccator. The dried sample was then weighed accurately to 
the nearest 0.0001 mg on an analytical balance using a tared platinum crucible. Lithium 
irietaborate (LMB) at a ratio of 1(sample): 3(LMB) was added and mixed thoroughly. The 
mixed sample was fused in a muffle furnace for 30 minutes at 1000 f 50 °C then cooled 
and dissolved with 5% HCI. Before introducing the sample for analysis, the instrument 
was calibrated with three levels of mixed standards prepared in LMB blank. A DEC PDP 
11/03 computer with a Winchester and a floppy disk drive with a SAS/DPS-11 software 
supplied by the manufacturer were used for the control of the system during accumulation 
of the data. calibration, computation of the results and data storage/management. 
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4.5 Thermal techniques 
Thermal techniques involve generally t lie m easurement of physical properties of ina- 
tcrials ma function of telnl)eratlnre while the substance is subjected to a controlled 
temperature program. Two theramal techniques have been used in this study; (i) differ- 
ential thermal analysis and (ii) dilatornetry. A brief description of the two techniques 
and instruments used in these measurements is given below. 
4.5.1 Differential Thermal Analysis (DTA) 
The technique consists of the measurement of the difference of temperature, AT = 
TS -Tr, between the sample (s) and a reference (r) material while both are subjected to the 
same heating or cooling rate. The plot of AT versus T can be used to determine whether 
the substance undergoes any structural changes (phase transformation), or reaction, that 
necessitates a release or absorption of an amount of energy in the form of heat. If an 
exothermic event occurs, such as crystallization, the sample temperature will be higher 
than that of the standard and AT would be positive resulting in a positive peak. If an 
endothermic event occurs, the opposite would happen, with a negative peak. Figure 4-7 
shows a typical DTA trace for a glass sample featuring the glass transition temperature, 
To,, the crystallization temperature, T1, and the melting temperature T,,. As seen from 
this figure, this sample shows two melting events indicating the formation of two different 
phases. The glass transition temperature, Tq, was determined by the intercept of tangents 
technique while T, and T, were taken to be the values at the crystallisation and the 
melting temperatures peak maxima respectively. The main factors influencing DTA 
measurements are [9]: sample size, heating rate, particle size, and thermocouple position. 
It is essential that these conditions are set to be identical for all runs if any comparative 
study is to be reliable. 
The equipment used to carry out the DTA measurement was a Stanton Redcroft 
DTA model 673-4 unit which was operated under standard atmospheric pressure of air. 
The maximum temperature that could be reached by the instrument was approximately 
1200 °C. The reference material used was quartz powder. The choice of this substance 
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Figure 4-7: Typical DTA trace for a glass sample showing the different transformation 
temperatures. 
was due to the fact that Quartz Si02 has an endothermic a -* ß transition at around 
573 °C which provides a temperature reference and indicated the exo- and endo-theric 
directions. The same weight of fine powdered standard and sample (about 0.6 g) were 
loaded in platinum crucibles and heated in the DTA instrument at a rate of 10°/min for 
all samples. Pt-Rh thermocouples, located in the recesses in the crucibles, measured the 
sample and reference material temperatures. They were connected in opposition forming 
a differential thermocouple, and hence producing a differential temperature (AT) signal 
only. 
4.5.2 Dilatometry 
Usually solid materials respond to large changes in temperature by either expanding 
(if heated) or contracting (if cooled). The measure of the linear expansion of a sample 
as a function of temperature is called dilatometry. The thermal expansion coefficient, 
n, reflects the strength of the cross-linking of the network with a smaller value for a 
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iII(li(ltiiig stronger cross-linking and more stable dass. The value of (1 Wa. 5 foun(l ltotti 
l 11(' ('(111 1t lOI1 
ýL 
L(, A'1' 
where zL is the change in length of the glass of initial length Lo heated to a temperature 
(iilference AT. The unit of a is reciprocal degree Celsius. The value of (i usually depends 
upon temperature, so it is necessary to specify the temperature range over which AL is 
III(NISIlred. 
Such measurements were carried out on our glass samples using a home made, vertical, 
fiised silica dilatometer which was calibrated with a platinum standard. The thermal 
expansion coefficient was measured relative to that of silica and a correction applied [10]. 
Expansion of the sample with typical dimensions of -5x5x 20 mm3 was monitored by a 
linear variable differential transducer (LVDT) and recorded on chart paper. The typical 
heating rate was 5°/min and the temperature was monitored using a thermocouple in 
contact with the sample. 
4.6 X-ray diffraction (XRD) 
X-ray diffraction is a well established technique for structure characterization in 
crystalline materials. In the present study XRD was used (i) to check for the amorphicity 
of the glass samples and (ii) for the identification of the crystalline phases present in the 
heat treated glass samples. For both purposes, samples were crushed to a fine powder in 
an agate mortar and pestle and then mounted in an aluminum sample holder. The sample 
and the holder were then placed in the X-ray beam on the rotational axis. Copper Ka (A 
= 1.54178 A) radiation was used with a Cu broad focus anode operating at operated at 
-10 kV and 30 mA. The angle of incidence at the sample and the counter were controlled 
by a Phillips goniometer. The angle (20) was scanned in the range 10° to 70° using a 
scanning speed of 1°/min. A PC was used to record the output of the counter. A typical 
XRD pattern obtained from a glass and a heat treated sample are shown in Figure 4-8. 
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Figure 4-8: XRD patern of (a) glass sample and (b) crystalline sample obtained by con- 
trolled heat treatment of the parent glass shown in (a). 
All the XRD patterns obtained from the glass and the heat treated samples were similar 
to the one shown in Figure 4-8. As seen from Figure 4-8, glasses, having no long range 
periodicity in their atomic arrangement, produce broad and diffuse X-ray patterns, while 
those obtained from crystallized materials show well resolved peaks. Phase identification 
was carried out by determining values of dhkl, from the 20 data, using Bragg's equation, 
and then comparing values of d with data from the relevant JCPDS files. 
4.7 Density measurements 
The density of all glass samples was determined using Archimedes' principle and mea- 
cured with a digital balance (Precisa 125A) which was enclosed in a glass compartment 
to reduce air fluctuations and increase the accuracy of the measurements. Each sample 
was first weighed in air then in degassed distilled water. The density was then calculated 
ttsiiig the formula: 
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f) PL( 
117, E ) (4. 
iý) 
itL4 
«fiert ui4 is the mass of the sample in the air and ml, is its mass in the liquid, pl being 
the density of the immersion liquid. 
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Chapter 5 
Sodium Iron Silicate System 
5.1 Introduction 
5.1.1 General 
In this cliapter an investigation of the structural, magnetic and thermal properties 
of sodium silicate glasses doped with various amounts of Fe203 is presented. 
Iron sodium silicate glasses are mixed valence compounds in that they contain both 
oxidation states, (Fe2+and Fei+), and as a result, have semiconducting and magnetic 
properties that are technologically important [1,2]. In these glasses, the electronic con- 
duction process is due to the hopping of a 3d electron from the Fe2+ to the Fe3+ ion. This 
impaired electron induces a polarization of the lattice, and the charge carrier is actually 
a polaron. For a description of the electrical conductivity in these types of materials, the 
Mot t model is generally applied [1]. 
Recently, XPS has been applied to study the chemical effect of introducing iron into 
phosphate [3] and borate [41 glasses. In the case of phosphate glasses, high resolution 
XPS analysis has been performed in which both oxidation states of iron were system- 
atically identified and the glass structure and other physical properties were also ex- 
plianed iii terms of the valence states of iron and the quantitative analyses of bridging 
to non-bridging oxygen concentration ratio. Both Fe'+ and Feý3+ have been observed to 
coiit. rihute to the non-bridging oxygen signal. In silicate glasses, Fe'+ exhibits higher sol- 
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ability and ionic clillusionº than IV" , suggesting that Fe° may play an intermediate role 
iii these g laSseý. If' his is indeed the case, then oxygens in the unit SiOF'e(III) should have 
inure covalent character, and the Ols level Might be expected to show binding energies 
more typical of the bridging oxygens rather than the non-bridging oxygen of SiOFe(II). 
In order to resolve this problem, we have used XPS to investigate the redox state of iron 
and the local structure surrounding the oxygen atoms in a series of sodium silicate -based 
glasses in which Fe203 is substituted for Si02 in various amounts. 
The magnetic properties of amorphous materials containing transition metal ions 
have been studied extensively in the past for both practical and fundamental reasons 
[2,5]. Oxide glasses, specifically containing Fe203i have been time subject of numerous 
publications due to their interesting magnetic and structural properties [6-8]. In the 
second part of the present study, the strength of the magnetic interaction in the iron 
sodium silicate glass series has been investigated qualitatively by looking at the changes 
in the Curie temperature and the effective magnetic moment as a function of Fe203 
content in the glass. 
Very little work has been undertaken comparing the magnetic properties of a glass 
and the corresponding glass ceramic obtained by heat treatment of the parent glass. 
Therefore, this chapter concludes with a comparative study of the magnetic properties of 
the low iron concentration glass and the glass ceramic which was obtained by controlled 
crystallization. 
5.1.2 Role of iron ions in oxide glass structure 
Iron can he incorporated in an oxide glass structure in two redox states, Fe(II) and 
Fe(III) [9]. Optical absorption, luminescence, Raman and Flossbauer spectroscopies [10- 
15] have been used in the investigation of the iron coordination and oxidation state in 
several oxide glasses. The structural role played by Fe(II) ion in soda-silicate glass was 
studied by Kurkjian and Sigety [10] who applied ligand field theory to the observed vis- 
ible absorption spectra and concluded that the ion was in a tetrahedral coordination. 
The Fe(II) ion has also been studied in soda-lime-silicate glass by Bishay and Kinawi [11] 
who observed two optical absorption bands which were assigned to Fe(II) in octahedral 
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and tetr<cliedral coordination. In another sutdy, Edwards cat al. [121 investigated the 
optical absorpt loll of Fe(II) and Fe(III) ions in soda-lead-silicate glasses in which lead 
yY15 substituted for silica. It was found that the absorption spectra of Fe(II) indicated six 
coordination, while the Fe(III) ion was found to exist in tetrahedral coordination. The 
effect of introducing iron in soda-silicate glasses by means of a combination of optical 
absorption, luminescence and Raman spectroscopy have been studied by Fox et al. [13]. 
These authors found that iron in these glasses occurs in at least three distinct environ- 
ments. The Fe(II) ion exhibits an optical absorption consistent with a sixfold coordinated 
site, the size of which decreases with increasing sodium content. By contrast, the Fe(III) 
ion exists in two distinct fourfold coordination environments. In glasses of low sodium 
content, Fe(III) substitutes for silicon with four bridging oxygen atoms. In high sodium 
glasses, Raman spectra provided evidence that the Fe(III) ion forms a quasi-molecular 
tetrahedral complex dissolved in the glass network. Singh and Kumar [14] investigated 
the optical absorption spectrum of iron (Fe203 = 0.012 mol%) in 30Na2O-70SiO2 glass. 
These authors observed weak absorption bands at around 385,425,442 and 525 nm 
which were all assigned to Fe(III) in a tetrahedral coordination. Baiocchi et al. (15] have 
also studied the optical and magnetic properties of first row transition metal ions in a 
lead-silicate glass with composition 37.9 mol% PbO, 61.8 mol% Si02. The amount of 
Fe dopant was 0.752 wt/wt. The optical absorption spectrum observed contained three 
bands assigned to Fei+and there was no evidence of Fe2+ in the glass. Two of the bands 
were assigned to an Fe06 group and the third was assigned to an FeO4 group. Mossbauer 
spectroscopy has also been used extensively to study the structural properties of oxide 
glasses containing moderate concentrations of Fe species. Bukrey et al. [16] prepared 
Na20-2B203 ; lasses containing 10 to 35 wt% Fe203 and, for samples containing < 25 
wt% Fe2O: , the 
Mossbauer spectra indicated that Fe(III) was tetrahedrally coordinated. 
In lithium borate glasses doped with Fe203, Fe(III) ions were found to coexist in both 
tetrahedral and octahedral coordination below 8.4 atomic% Fe [17]. The presence of 
Fe(II) species was also detected in some of their glasses. Bürzo and Ardelean [18,19] 
studied lead borate glasses doped with up to 50 mol% Fe203. Both Fe(II) and Fe(III) 
ions were detected by Mossbauer and Fe(III) species were found to be present in both 
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tetrahedral and octahedral coordination in the glass matrix. The simplest silicate glass 
system, having the coniposition.: rFe9O3 (1 ar)S10 2 witli 0. l x has been inves- 
ti""ated by Mossbauer spectroscopy and infrared spectroscopy [20,21]. For x<0.3, the 
material is amorphous up to 500 °C and its structure is formed by FeOSi bonds. Crys- 
tallization appears to take place when samples with x<0.3 are heated above 600 °C. 
The isomer shift observed for the Fe(III) Mossbauer spectra in alkali silicate and alkali 
borate glasses is typical of tetrahedrally coordinated ferric ions in crystalline oxides and 
silicates [22]. Both coordinations of ferric ions have been found in alkaline-earth silicate 
and borate glasses [23,24]. The structural state of Fe2+ in glasses depends significantly 
on the chemical nature of the glass modifier. Mossbauer spectra indicate that ferrous 
ions in silicate and borate glasses may have coordination numbers of either 4 or 6 [23]. 
The Mossbauer spectra in phosphate glass systems indicate octahedral coordination for 
Fe(II) and Fe(III) [10,25]. Recent comprehensive reviews dealing with Mossbauer spec- 
troscopy applied to oxide glasses have been published and could be consulted for more 
details [26,27]. 
5.2 Experimental procedure 
5.2.1 Sample preparation 
The glass compositions produced have the general formula, (Si02)0.7o_x (Na20)Q. 30 
(Fe2O3)x, where x 0,0.05,0.10,0.15, and 0.20. Glass bars were obtained as described 
in Chapter 4. Table 5.1 lists the batch and analyzed glass compositions obtained from 
the ICP results. 
5.2.2 XPS spectra 
The XPS spectra of C Is, Fe 21), Fe 3p, Si 2p, 0 1s, and Na is core levels were 
recoredeci from bar samples fractured in UHV as described in Chapter 4. All spectra 
presented in this chapter, were smoothed through a quadratic function over 17 points. 
Approximately, three hours were required to collect the necessary data, and there was no 
98 
Table 5.1: Cornpositi. orr, of 7)rej)aicd (md analyzed sodium uoii, si. licaic giasses. The relative 
aricenta, i. n1. y iii flu ICP restclt. ti Z5 + 5%. 
N; Iý2O 8102 Fe20: 3 Na. ýO Si02 Fc20: ý 
0.0 0.30 0.7 0.0 0.306 0.694 0.0 
0.05 0.30 0.65 0.05 0.287 0.667 0.016 
0.10 0.30 0.60 0.10 0.298 0.618 0.085 
0.15 0.30 0.55 0.15 0.304 0.563 0.13 
0.20 0.30 0.50 0.20 0.299 0.517 0.18 
evidence of X-ray induced spectral changes during the course of the experiment. Infor- 
rnation concerning oxygen bonding was obtained by resolving the 0 is spectrum into the 
weighted sum of two Gaussian-Lorentzian peaks, representing bridging and non-bridging 
oxygen atoms. The Lorentzian component of the fitted spectrum arises from the natural 
peak shape, while the Gaussian component represents the instrumental broadening con- 
tribution to the spectrum. The fitting procedure was described in Chapter 4. It proved 
impossible to analyze the strong Fe 2p transitions due to their high inelastic background 
scattering. However, a weak feature associated with the Fe 3p level at about 55 eV, 
with a low inelastic background scattering, was used to study the valency state of iron 
in the glasses. The proportion of iron in the two possible oxidation states was deter- 
mined for each composition by resolving the Fe 3p spectrum into the weighted sum of 
two Gaussian-Lorentzian peaks arising from Fe2+ and Fe3+. More than one sample was 
analyzed in order to check for the reproducibility of the quantitative spectral decompo- 
sitions of both Fe 3p and Ols spectra and the results are accurate to within + 10% and 
± 5%, respectively. The overall accuracy in determining the peak position and chemical 
shift was < 0.2 eV. 
5.2.3 Glass properties 
Several properties of each glass were measured such as the glass transition temper- 
atures (Tq), and thermal expansion coefficients (a) were determined in the temperature 
range of 50-300 °C. The thermal expansion coefficient was measured relative to that of 
silica and a correction factor applied [28]. The density of each glass was also measured 
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Irin Arcliiirieýle5' principle and each sample was weighed both in air and degassed water. 
5.2.4 Magnetic measurements 
The magnetization data (M vs. H and M vs. T) were recorded as explained in 
(liapter 4. The magnetic susceptibility (k ), for the glass samples, was calculated by 
clwo5üi; a specific value of the applied magnetic field of 2 Tesla and measuring M at 
different temperatures. Then X is simply M/H. The Curie temperature and the Curie 
constant, for each sample, were calculated form the y-intercept and the slope of the X-' 
vs. T plot respectively. The effective magnetic moment, for each sample, was calculated 
hoiii equation 2.32. 
The M vs. H data for the glass sample with 4.6% Fe203 content were fitted to a 
Brillouin function and the number of Fee and Fe: + ions were deduced from the best 
fit to the experimental data. The Fe valence distribution, determined by these analyses, 
\v-. 5 compared with that obtained on the same glass by XPS. 
5.3 Results 
5.3.1 Thermal and Physical properties 
5.3.1.1 Dilatometry 
The thermal expansion of a glass is sensitive to changes in composition and structure, 
such as degree of polymerization, type of structural units and the role played by different 
cations. i. e. whether they occupy network forming or network modifying positions [29]. 
The thermal expansion coefficient (a) reflects the strength of the cross-linking of the 
network with a smaller value for a indicating stronger cross-linking and more stable 
glass. The technique for measuring a is a standard one and has been briefly described 
in Chapter 2. Figure 5-1 shows the variation of a with increase in Fe203 content in the 
temperature range - 25 to 300 °C. The values of a for the base glass and the 0.046 and 
0.085 Fe2)03 glasses found in the present study are in close agreement with previously 
published data [30,31]. As seen from Figure 5-1, a decreases with increase in Fe203 
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content, and becomes, roughly constant at x=0.13. This behaviour prolmbl. v indicates 
repolymerization of the glass network, i. e. Fe2O3 is entering the glass network aý an 
intermediate ion. 
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Figure 5-1: Variation of the thermal expansion coefficient with Fee 03 content in the 
glass. 
5.3.1.2 DTA, heat treatments and phases identification 
Figure 5-2 shows XRD powder patterns of the as-quenched glass samples. The 
diffuse diffraction patterns seen for all the glass samples are typical of amorphous mate- 
rials. A halo peak is observed at about 300 for the base glass which is seen to disappear 
with increasing iron content in the glass. The small diffraction peaks at ti 20 = 38° and 
-15° arise from the aluminum sample holder. 
Differential thermal analysis was used to identify the glass transition, Tq, the crystalli- 
sation, TT, and the melting, T,,,, temperatures of each glass sample. The DTA experiments 
were carried out at atmospheric pressure. Figure 5-3 shows DTA traces of three of the 
glass samples. Generally, for these glasses, two exothermic peaks are observed. The first 
at T= 573 +1 °C is due to the a ---ý ,ß transition of quartz 
Si02, which was used as the 
reference material. The second peak is due to the crystallisation of the glass. This peak 
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Figure 5-2: XRD patterns of several as-quenched glass samples. The diffraction peaks 
arise from the aluminium sample holder. Note that fluorescence from iron contributes to 
the large background. 
is sharper and more pronounced in the base glass than in the iron doped samples. This 
could indicate differing extent of crystallisation or production of a different phase with 
a lower enthalpy of crystallisation. The crystallisation temperature for the base glass 
was at T= 720 ±1 °C and two melting temperatures were observed in the base glass 
indicating the melting of probably more than one phase. The first peak at T= 780 +1 
°C is clue to the melting of the residual glass, while the second peak at T= 880 f1 °C 
arises from the melting of the crystalline phase formed after heat treatment as will be 
seen later. The x=0.046 glass crystallized with a broader exothermal peak (compared 
with that for the x=0 glass) centered at T= 707 ±1 °C, while a melting endotherm 
occurred at T= 802 f1 °C. The x=0.085 glass showed a crystallisation exotherm at 
7' 775 +1 °C and a melting endotherm at T= 826 ±1 °C. It was, however, quite 
surprising to note that the DTA trace of the r. = 0.18 Fe203 glass did not show any 
crystallisation exotherm in the temperature range of the DTA trace. It might be that 
the crystallisation temperature of this glass is higher than the maximum temperature 
reached by the instrument or that the crystallisation exotherm is too small and therefore 
not detected on the DTA trace. It is also clear from Figure 5-3 that only one value for Tq 
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Figure 5-3: DTA trace of the several glasses investigated showing the different transition 
temperatures. Quartz Si02 was used as reference material. 
is observed and this would suggest that no phase separation has occurred. Results con- 
cerning the transformation temperatures obtained from the DTA traces are summarised 
in Table 5.2. 
Table 5.2: Parameters determined from the DTA trace. 
X T9 ±1 (°C) Tx ±1 (°C) Tmj +1 (°C) Tm2 +1 (°C) 
0.0 475 725 780 876 
0.046 485 707 802 - 
0.085 505 775 826 - 
0.13 506 725 815 - 
0.18 500 - - - 
The results obtained from the DTA traces are shown in Figure 5-4 indicate the vari- 
ation of the glass transition temperature, T9, with Fe203 content in the glass. As seen 
from this figure, T9 increases up to 506 °C at x=0.13, then decreases. The behaviour of 
o is opposite to this, but being minimum at the same iron content in the glass. Again, 
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Figure 5-4: Variation of the glass transition temperature, Tq, with Fe203 content in the 
rýl a. tis. 
this behaviour is indicative of repolymerization of the glass network where the Fe ions 
are occupying glass forming sites. 
Having determined the exothermic peaks corresponding to crystallisation of the glass 
samples, glass powders from these samples were heat treated in an electric furnace under 
atmospheric conditions. Each sample was subjected to controlled heat treatment in the 
following manner; first by heating the powder sample from room temperature to the 
corresponding crystallisation temperature, T1, at a rate of 10 °C/min, then holding at 
Tr for 6 hours, then cooling to room temperature at 5 °C/min. This scheme was found 
to be adequate and was therefore used for all glass samples. 
Figure 5-5 shows the XRD patterns of the crystalline materials obtained after heat 
treatment of the parent glasses. The crystalline phases present were identified from the 
data of the Joint Committee on Powder Diffraction Files (JCPDF). Heat treatment of 
the base sodium silicate glass, according to the scheme outlined above, produced two 
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Figure 5-5: XRD patterns of several heat treated glasses showing sharp Bragg diffraction 
indicating crystallization of the glasses. 
crystalline phases, namely; a-Na2Si2O5 and cristobalite (Si02) with some residual glass. 
The melting temperature of the a-Na2Si2O5 compound has been observed to be 874 °C 
(32). in close agreement with our result shown in Table 5.2 corresponding to the second 
inelting peak in the DTA trace. It should to be noted that the melting temperature of 
SiO. ) is 1723 °C [32] and therefore is not detected on the DTA trace. For the x=0.18 
Fc1O3 glass, even though we did not observe any crystallisation peak on the DTA trace, 
the sample has been heat treated at ' 800 °C and subjected to XRD. All phases present 
in the heat treated samples were identified and are summarised in Table 5.3. These phases 
were checked against the phase diagram of Fe2O3-SiO2-Na2O"SiO2 [33] and are in good 
agreement. The crystal phase NagFe(Si03)4 corresponds to a composition 0.357Na2O- 
0.071Fe2O; h-0.571SiO2 and is therefore close to the x=0.085 glass composition. 
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Figure 5-6: Variation of the density as a function of Fee 03 content in the glass. Errors 
on the density measurements are negligible on this scale. 
5.3.1.3 Density measurements 
The mass of each glass sample was measured in air then in degassed distilled water. 
Archimedes' principle was then used to calculate the density of the glasses. The results 
are shown in Figure 5-6. The measured values found in the present study are in close 
agreement with those found by Takahashi et al. [31]. 
5.3.2 XPS 
Survey scan X-ray photoelectron spectra for several glass compositions, obtained 
from the newly fractured surfaces, are shown in Figure 5-7. The XPS and Auger core 
level peaks from the constituent elements in the glass are easily identified. The presence 
of a very weak C is peak, due to the contamination in the vacuum chamber, is noted. A 
high resolution C is spectrum for a glass sample with x=0.085 is shown in Figure 5-8. 
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The spectra for the other glass compositions were similar to that of x=0.085. As can be 
seen from Figure 5-8, there is a single narrow and symmetric peak at a binding energy 
of 284.6 eV which is usually associated with carbon contamination from the vacuum 
chamber. The C is signal associated with Na2CO: 3 has a higher binding energy of 289.3 
eV [34]. The absence of this transition in the spectrum of Figure 5-8 indicates that there 
is no bonded carbon in our glass samples and that all the Na2CO3 has decomposed into 
Na. 9O and C02, which has evaporated from the melt. 
5.3.2.1 Fe spectra 
It is well known that, for iron oxide surfaces, the core level spectrum of Fe2+ has a 
21); 3, binding energy of -709.7 eV with a broad shake-up satellite associated with it at 
a binding energy of -715 eV [35,36]. In contrast, the core level spectrum of Fe3+ has a 
2i), j /2 binding energy of ti 711.2 eV and an associated broad shake-up satellite of binding 
energy -719 eV [35,36]. Figure 5-9 shows the high resolution Fe 2p spin-orbit doublet 
spectra for the analyzed glass compositions. For glass compositions in which x=0.046 
acid 0.085 glasses, the Fe 2p3/2 peak is broad with a maximum at -711 eV corresponding 
to contribution from Fe3+ ions and a shoulder at -709 eV due to electrons from the 
Fee- ions in the glass network. As the iron content in the glass increases, the shoulder 
disappears and the peak narrows with the appearance of a broad satellite at -719 eV 
characteristic of the Fe3+ species [35,36]. It was not possible to resolve the contributions 
from Fe''ý and Fe3+ to the Fe 2p spectra due to the broad nature of the lines and the 
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Figure 5-7: Survey scan XPS spectra of three cleaved iron sodium silicate glasses with x 
values for the Fee 03 content of (a) 0.0, (b) 0.0%6 and (c) 0.18. 
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Figure 5-8: High resolution C Is spectrum recorded from a fractured glass sample con- 
twining 8.5% of Fe203 in the glass composition. 
high background due to inelastically scattered electrons. However, it is possible to state 
qualitatively that, for low iron concentration, Fe2+ and Fe3+ species exist simultaneously 
in the ; lass network, whereas for high iron concentration mostly Fe3+ species are present. 
In order to study the valence state of iron in the silicate glasses quantitatively, it was 
necessary to record and analyze the Fe 3p transition in relation to the iron content in the 
glass network. Each Fe 3p spectrum was resolved into two separate components. The 
formal charge difference of one between Fe2+ and Fe3+ will be reflected in an energy shift of 
the Fe2+ transition to lower binding energies. The Fe 3p spectra for each glass composition 
are shown in Figure 5-10a. Two distinct peaks can be observed. The intensity of the 
lower binding energy transition decreases with increasing iron content and is attributed 
to F('2' ions. The second transition corresponds to Fe: 3+ ions in the glass network. Figure 
5-101) shows the fitting of the Fe 3p high resolution spectrum for x=0.085 with the sum 
of two weighted Gaussian-Lorentzian peaks corresponding to contributions from Fe2+ and 
Fe`; " species. Using these peak areas, the relative proportion of transition metal ions in 
the two oxidation states is determined. 
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Figure 5-9: A series of high resolution core-level spectra from the Fe 2p transition for 4 
glass compositions with x values for the Fee 03 content ranging from 0.046 to 0.18. 
Table 5.4 summarizes the data for the Fe 3p spectra in relation to the Fe203 content 
in the glass. As can be seen, the proportion of Fe2+ ions in the glass decreases with 
increasing Fe203 content. 
5.3.2.2 Ols spectra 
The 0 Is core level high resolution spectra for glasses with 0.0 <x<0.18 are 
displayed in Figure 5-1 Ia. There is a significant compositional dependence to the spectra, 
and three distinct peaks are observed. The intensity of the high binding energy peak, 
located at - 536 eV, corresponds to the sodium KL1L23 Auger transition, obtained by 
creating the initial state hole with an X-ray instead of an electron. The low binding energy 
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Table 5.4: Prak positions for th. c core levels Fe 37), Si 2p, (111(1 Na, Is for l. h, c iroll, Sodium 
silicate glasses ill, eV; ill, p area theses are the FWIIM of Si ; 21) and No, Is peaks. The 
týýr, certaiýtttl in, the in. erlsrý, red 1(111) (F'e2+J//FetOtulJ _ +10`h 
Y 
F'c3ýý 
, a+ Fc`ý ýc 
Si 21) Na Is } [I cý' jl [1'e'roral] 
0.0 102 (1.95) 1071.50 (2.00) 
0.046 53.75 55.90 101.6 (2.0) 1070.95 (2.00) 0.43 
0.085 53.00 55-50 101.4 (2.0) 1070.95 (1.95) 0.23 
0.13 53.00 55.35 101.3 (2.1) 1071.10 (2.10) 0.19 
0.18 53.00 55.60 101.1 (2.0) 1070.10 (2.00) 0.09 
peak at ti 530 eV corresponds to the contribution from the non-bridging oxygen atoms, 
while the peak at -532 eV is attributed to the bridging oxygen. As can be seen from 
Figure 5-11a, the addition of Fe203 to the (Na20)o. 30(SiO2)0.70 base glass system seems to 
result in an increase in the fraction of non-bridging oxygen atoms. The calculated value 
from the base glass composition is 36%. Previous studies [37] have established that the 
experimental ratio of non-bridging oxygen to the total oxygen in (Na20)O. 3O(SiO2)o. 70 is 
38%, in excellent agreement with our findings. The 0 is spectrum, shown in Figure 5-11b, 
is similar to that of Yamanaka et at. [38] who investigated the Na2, O-TiO2-SiO2 system 
with Ti02 substituted for Si02. They considered the 0 is spectrum to be composed of 
two overlapping peaks associated with bridging oxygen and non-bridging oxygen atoms. 
In the present work, each peak of the spectrum is fitted to a sum of Gaussian-Lorentzian 
peaks (G-L ratio = 30%) similar to that shown in Figure 5-l1b (corresponding to x= 
0.085). A best fit of the data for each composition was found by varying the peak position, 
width, and intensity of each of the two peaks. The results of the fitting parameters of 
the 0 ls spectra are shown in Figure 5-11. 
5.3.2.3 Na is and Si 2p spectra 
Figure 5-12 displays the Si 2p spectra. It is clear from this figure that the peaks 
are quite narrow, symmetric and show a small shift to lower binding energies as iron is 
substituted for silicon in the glass. The peak width of the Si 2p transition was found to 
be -2 eV for all values of x, while the difference in peak position between the lowest 
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Figure 5-12: Core level spectra for the Si 2p transition for the glass compositions with x 
values for the Fee 03 content ranging from 0.0 to 0.18. 
and the highest iron content is about 0.6 eV. This might indicate that the Si atoms 
exist in a single configuration or coordination geometry of four in all compositions. The 
existence of Si coordinated with six oxygens either does not exist in these glasses, or it 
is not detected by XPS. 
The Na is photoelectron spectra for 0.0 <x<0.18 are shown in Figure 5-13. As seen 
from the figure, the peaks are symmetric with a FWHM of ti2 eV for all compositions 
studied, indicating that the sodium atoms exist in only one bonding configuration, i. e., 
connected to the non-bridging oxygen (Si-O-Na). The peak position was found to fluctu- 
ate between 1070.95 eV and 1071 eV, a difference of only 0.05 eV (lower than the precision 
in the measurements of the peak position) for the Fe203 doped glasses. This indicates 
that the Na is transition is virtually unaffected by changes in the glass composition. 
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5.3.3 Magnetization and d. c. magnetic susceptibility 
5.3.3.1 Magnetic susceptibility 
The d. c. magnetic susceptibility, x, data for the 0.046 Fe2O3 doped glass, and its 
inverse, X-i, are shown in Figure 5-14 as a function of temperature over the range 2 
- 60 K. The magnetic susceptibility has been calculated from M/H with H=2 Tesla 
(or 20000 Oe) and is expressed in emu/g Oe (this is the unit still used for these type 
of measurements). The data in Figure 5-15 shows X-1 versus T for all the iron doped 
glass samples investigated. As can be seen, the high temperature susceptibility follows a 
Curie-Weiss law; X= C/(T - 0), with a negative Curie temperature which implies that 
for iron the ion-ion interaction is antiferromagnetic [39]. 
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Figure 5-14: Magnetic susceptibility V (o) and inverse magnetic susceptibility X 1(D) 
vs. temperature for x=0.046 glass. The solid line represents the Curie-Weiss law. 
Table 5.5: Parameters derived from the data x-1 vs. temperature for the series of glass 
investigated. 
x C ±0.1 (emu K/g) X 10 -9p f iN µe ± 0.2 (P B) 
0.046 5.9 4.1 5.8 
0.085 8.9 7.5 5.0 
0.13 9.4 11.5 4.5 
0.18 8.97 15.1 4.2 
C) 
0 
0 00 
0 C, 
0 
116 
12 
10 
8 
0 
X 
6 E 
m 
U) 
4 
2 
n 
"X=0.046 
' 0.085 
0.13 
" 0.18 
" 
" 
" 
v 
0 10 20 30 40 50 60 
Temperature (K) 
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gloss samples. 
5.3.3.2 Comparative study of 0.046 Fe203 glass and glass ceramic 
The glass sample containing 4.6% Fe203 has been subjected to controlled heat treat- 
ment at 694 ±1 °C to produce a glass ceramic containing the magnetic compound 
Na. 5Fe(SiO3)4, as seen in a previous section. The d. c. magnetic susceptibility (x) of 
the glass and the crystalline sample are shown in Figure 5-16 as a plot of x vs. T and 
vs. T in the temperature range 2- 60 K. For both samples the high temperature 
susceptibility follows a Curie-Weiss behaviour: y=C, /(T - 0) with an antiferromagnetic 
Curie temperature. 
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Figure 5-16: Magnetic susceptibility of the glass and the heat treated samples as plots of 
x vs. T (open symbols) and x-i vs. T (solid symbols). The solid line represents the 
Curie- Weiss law. 
5.4 Discussion 
5.4.1 Thermal and Physical properties 
The trends of the glass transition temperature (T9) and thermal expansion coefficient 
(a), are usually associated with the re-polymerization of the glass network, i. e., some 
intermediate behaviour of Fe'-'-; however, this should imply the presence of more covalent 
SiOFe links (Fe and Si have the same value of Pauling electronegativity, which is about 
1.8). 
Drake et al. [40] suggested that a monotonic change in the density, p, with the 
composition would suggest that the structure of a glass does not change with composition. 
A change in the structure would be reflected by a change in the slope of p vs. composition. 
Figure 5-6 shows a plot of the density vs. Fe203 content in the glass. As seen from this 
figure., the initial straight line deviates at x=0.131. It appears, therefore, that some 
structural changes occur in the glass at that composition. This could be explained by 
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Fe3+ is more like a glass intermediate just like Al: {+. This is reflected 
ley a change in the slope of the density vs. Fe2O3 content at :r=0.13 where the glass 
coiitaiiis mainly Fe3+ species. 
5.4.2 XPS Data 
5.4.2.1 0 is spectra 
The data obtained from the fitting of the Ols spectra have been compared with the 
work of Goldman [41] who studied the effect of increasing the proportion of Fe'+ from 
Gý%o to 90% on the non-bridging oxygen atoms in a (Na20)o. I8(Si02)0.72(Fe2O3)o. 10 glass 
composition. Goldman found that there was no change in the measured proportions of 
non-bridging oxygen atoms as increasing amounts of Fe'+ were incorporated in the glass. 
As a result, the binding energy of Ols in the proximity of an iron atom was found to 
be nearly independent of its oxidation state. Similarly, the signal from oxygen atoms in 
SiOFe(III), SiOFe(II) and SiONa all contribute to the non-bridging oxygen signal and, 
therefore, it was not possible to resolve contributions from the above three configurations. 
The changes in fitting parameters of the Ols transitions, as Fe203 is substituted 
for Si02 in the sodium silicate base glass, are summarised in Figure 5-17. There is 
a decrease in the binding energy difference between bridging oxygen and non-bridging 
oxygen atoms indicating that the difference in chemical environment between the two 
sites becomes smaller. The half width of the bridging oxygen peak decreases linearly, 
while that of the non-bridging oxygen peaks increases untill r=0.13, where it reaches 
a maximum value before decreasing. These changes reflect the decrease in the bridging 
oxygen signal and the increase in the non-bridging oxygen signal due to the contribution 
from SiOFe, when Si02 is substituted by Fe2O3 in the glass, which is in agreement with 
the work of Goldman [41]. 
Table 5.6 shows the measured proportions of non-bridging oxygens determined using 
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Figure 5-17: Variation of the fitting parameters for the 0 is spectra vs. Fe203 content 
in the glass. The lines are drawn to guide the eyes. 
a two-peak fit of the 0 Is spectrum. We see that the non-bridging oxygen signal in- 
creases with increase in iron content in the glass. This increase suggests that the signal 
arising from SiOFe(III) systematically increases in the non-bridging region. This would 
suggest that Fe: '+ is behaving as a network modifier and that the signal from oxygen 
atoms in SiOFe coincides with those in SiONa and that all are contributing to the peak 
attributed to the non-bridging oxygen atoms. The energy difference between the above 
configurations is too small to be detected with the present resolution. 
If the iron atoms in the glass do indeed behave as network modifiers then Fe203 
will contribute six non-bridging oxygens while Fe202 will contribute four non-bridging 
oxygens to the total non-bridging oxygen signal. Consequently, the fraction of non- 
bridging oxygen atoms (NBO) should be given by; 
[NBO] 
_ 
2[Na20]+6[Fe2O ]+4[Fe2O2] 
[OT] [Na20]+2[SiO2]+3[Fe2Oi]+2[Fe2()2] 
(5.1) 
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5). G: Comparison between predicted (III, (/ ea: peri. Inciatal rnvapositio7ial dependence 
of thc f actioin. of lion-bridging oxygen atoms iFi (SO2 0-r (Na20)0.;; 0 (Fez03),. The 
cxpcnioctilal naives leave an 'uncertainty of + 5%. 
[NBO]/[OT] 
measured 
[NBO]/[07 ] 
predicted 
0.0 0.38 0.35 
0.046 0.46 0.48 
0.085 0.64 0.61 
0.13 0.80 0.74 
0.18 0.88 0.89 
where OT refers to the total oxygen atoms in the glass. Note from Table 5.6 the good 
agreement between the calculated, from Equation 5.1, and the experimental ratio between 
the icon-bridging oxygen and oxygen total (OT) in the glass. 
5.4.2.2 Na 1s and Si 2p spectra 
A similar effect to that shown in Figure 5-12 has also been seen by Veal et al. in 
the study of the Na20-CaO-SiO2 system [42] in which they attributed the large shift in 
the Si 2p features, due to decreasing binding energies, to an increase in those atoms that 
are bonded to non-bridging oxygen atoms. The Si atom, at the centre of a tetrahedron 
of oxygen atoms, is influenced by the bonding of those oxygens to the next coordination 
sphere. An electron contributed (ionically) by the sodium (or iron) to the non-bridging 
oxygen apparently enables that oxygen to relax its attractive potential toward the silicon 
atoms. resulting in a greater electron density associated with these atoms. 
There is a small change in the overall binding energy of the Na is core level peak 
with increasing iron substitution, as seen in Figure 5-13. This effect suggests that there 
is only a minor fluctuation in the charge distribution around the sodium atoms when 
iron is substituted for silicon in the base glass without much effect on the sodium atoms. 
5.4.2.3 Simulation of the 0 is spectra 
In considering the 0 Is spectra, on the one hand, there is some evidence of intermedi- 
ate behaviour from the glass transition values and the thermal expansion measurements 
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and on the other hand, evidence of modifier behaviour from the XPS determination of 
the non-bridging oxygen content of the glasses. Table 5.6 suggests that nearly 90% of 
all oxygens are non-bridging at, the highest iron content. This condition is not consistent 
with the ability to form a glass, and an alternative interpretation of the XPS data must 
be found which takes into account of the fact that Fe-O bonding is not purely ionic. Let 
us consider the ratio, Z/r, of the ions bonded to the oxygens as a crude measure of their 
ability to remove charge from the oxygen and, thus, increase the 0 is binding energy (Z 
being the nominal charge on the ion and r being the radius in nm). The Z/r are Si4+ 
(100), Na+ (9.8), Fe2+ (32.8), and Fe3+ (54.5). These numbers can then be used to derive 
values for the 0 is binding energy of SiOFe(II) and SiOFe(III) by linear interpolation 
between the observed values for SiOSi and SiONa (x = 0). On this simple basis, one 
would expect that, as iron oxide is substituted for Si02, the 0 is for SiOSi at 531.5 eV 
would be replaced by peaks for SiOFe(II) and SiOFe(III) at positions of approximately 
530.1 eV and 530.5 eV respectively. The SiONa peak can be considered to remain at 
529.6 eV. 
In order to simulate the 0 Is spectra for all individual contributions, a mixed Gaussian- 
Lorentzian product function has been used [43] and is given by ; 
f(x) _ 
peak, height 
[1 + M(x - x0)//32] exp{(1 - M)[(In2)(x -xß)2]/ 
2} 
(5.2) 
where xo is the peak center, Q is a parameter that is nearly 0.5*(FWHM). M is the 
mixing ratio and takes the value of 1 for a pure Lorentzian peak and a value of zero for 
a pure Gaussian peak. 
Figure 5-18 shows the simulation based on the above model, using a Gaussian- 
Lorentzian function, with a ratio equal to the experimental value, with half-width based 
on the value from the x=0 sample and intensities calculated from the chemical compo- 
sition and the [Fe2+]/[Fe3+] ratios calculated from the XPS data. The simulation shown 
is for the base glass doped with 8.5% Fe203. It is clear from Figure 5-18 that this simple 
model, based on the chemistry and the composition of the glass, reproduces remarkably 
well the experimental data for this composition. The same is also true for the compo- 
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Figure 5-18: Simulation of the 0 is spectrum with four peaks for 8.5% Fe203 glasses. 
The broken line represents the experimental data. 
sitions not shown here. Therefore, it is possible to go beyond the somewhat misleading 
concept of bridging and non-bridging oxygens by reproducing the experimental spectrum 
using all the possible contributions to the Ols XPS spectrum. It should also be noted 
that the multi-peak fitting approach does produce a fit to the data which is statistically 
equivalent to the two-peak approach. 
5.4.3 Magnetic properties 
5.4.3.1 Magnetic susceptibility 
As seen in Chapter 2, the Curie temperature is proportional to the molecular field 
constant , therefore, 
97, is a measure of the strength of the magnetic ion-ion interaction. 
Hence, the higher the absolute value of Op, the stronger the interaction. The negative 
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value of the Curie temperature indicates that the exchange interaction is antiferrornag- 
netic. As seen from Table 5.5, the value of Op is negative for all glass samples indicating 
that iron is behaving antiferromagnetically in all these samples and since the magnitude 
of the Curie temperature is increasing, the interaction becomes stronger with increase 
in Fe203 content. The "spin only" theoretical values of the magnetic moments of Fe 31 
and Fe2+ ions are 5.9 pB and 5.4 µn respectively. The contributions to the magnetic 
moments in our glasses for the Fe2+ ions was found to be due to the spin only and that 
the orbital angular momentum is quenched. Table 5.5 shows that the effective magnetic 
moment of the iron ions in the glasses decreases from 5.8 at x=0.046 to 4.1 at x=0.18. 
It was found from XPS that for x=0.046,43% of iron ions are in the Fe 2+ oxidation 
state. If the free ions values of the magnetic moments are used, then the calculated value 
for the effective magnetic moment for this composition would be 5.7, close the value 
shown in Table 5.5. However, similar reasoning concerning compositions with higher 
Fe203 content would give calculated values higher than those shown in Table 5.5. This 
might be due to the fact that the calculated values do not take into account the strong 
magnetic interaction between the Fe ions which reduces the effective magnetic moment, 
while for the x=0.046 the magnetic interaction is weak and the Fe ions are "dilute" in 
the non-magnetic glass network and are therefore nearly free. 
The effect of the exchange interaction can be seen graphically by plotting M vs. H/T 
[44]. Magnetic measurements were performed at more than one temperature for each 
sample making it possible to represent the magnetization data as a function of H/T. 
Figure 5-19a-d shows all the data for all the iron doped glass samples. It can be seen 
that the spread of the data on the H/T scale generally increases with increase in Fe203 
content in the sample. These data further confirm that the exchange interaction between 
the magnetic ions increases with increasing iron oxide content. 
5.4.3.2 Comparison of the 0.046 Fe203 glass and glass ceramic 
The downward curvature of the inverse susceptibility plot at low temperature, seen 
in the glass sample (see Figure 5-16), has been explained theoretically by Simpson [45]. 
The Simpson model assumes that the random nature of the glass matrix allows a fraction 
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Figure 5-19: Magnetization data taken at three different temperatures and plotted against 
the variable H/T for (a) r=0.046, (b) x=0.085, (c) x=0.13 and (d) x=0.18. The 
same scale has been used for all figures. 
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of the transition metal ions to be `shielded' from the exchange interaction with another 
metal ion. These shielded ions give rise to paramagnetic behaviour, which tends to 
dominate the susceptibility at low temperatures. Similar behaviour has been seen in 
iron phosphate and manganese phosphate [5] and in iron borate glasses [46]. This is 
in qualitative agreement with our results for the glass sample that shows paramagnetic 
behaviour at low temperatures. 
The low temperature inverse susceptibility behaviour of the crystallised sample is 
different from the glass sample and characteristic of a normal antiferromagnet. As seen 
frone Figure 5-17, the inverse susceptibility of the crystalline sample seems to deviate 
from the Curie-Weiss law and become constant with change in temperature at about 
ON =6K, the Neel temperature. The relevant data obtained from the susceptibility 
m easureinents are reported in Table 5.7. 
Table 5.7: Paramaters derived from the data X-1 versus temperature for the glass and 
crystall'i ?e samples. 
sample Cf0.1 (emu K/g)x10 -O +1 (°C) y, + 0.2 (AB) 
glass 
crystalline 
5.9 
5.5 
4.1 
17.7 
5.8 
5.6 
As seen in previous sections, from the XPS measurements, iron exists in both valen- 
cies. Fe'+ and Fei+, in this glass . It is to be noted that the theoretical values of the 
magnetic moment of isolated ions Fe2+ and Fe3+ are 5.4 µ6 and 5.9 µB respectively [47]. 
The magnetic moment of iron ions, calculated from the high temperature slope of the 
inverse susceptibility versus temperature for the glass and the crystallised samples are 
both between the above two theoretical values but it is less in the crystalline, as expected. 
The values are given in Table 5.7. 
The paramagnetic Curie temperature, Op, is an indicator of the type of exchange inter- 
action and a rough indicator of its strength, with a higher value (in magnitude) implying 
stronger interaction and/or more ions participating in the interaction. As can be seen, 
from Table 5.7, -Or for the crystallised sample is higher than that for the amorphous, 
implying that the antiferromagnetic interaction is stronger in the crystallised sample. 
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It could be possible that the lack of long range order ditinipt, the arltiferroinagnetic ex- 
change interaction. In Figure 5-20 we show two typical M versus 11 (Lita for the glass 
and the beat treaztecl saanple at T=2.5 K. It can be seen, froiii this, figure, that the 
overall magnetization for the glass, at this temperature, is consistently above that of the 
crystalline sample. This further supports that the interaction is iiiore antiferroinagnetic 
in the crystallised sample. 
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Figure 5-20: Magnetization vs. applied field at T=2.5 K for the glass and the heat 
treated samples. 
The effect of the exchange interaction can be graphically seen by plotting M versus 
H/T. Comparing Figure 5-21a (for the glass sample) and 5-211) (for the crystallised 
sample), more divergence of the data on the H/T scale for the crystalline sample is 
observed reflecting stronger deviation from the free-ion model. The field dependence of 
the magnetisation of the glass is shown in Figure 5-22. 
The M vs. 1-I data curves toward the field axis as the external applied field is increased. 
The magnetization of the glass increases as the temperature is lowered to 2.5 K. As seen 
127 
30 
25 
0) 
15 
a) 
10 
5 
n 
(a) 
20 
" T=2.5K 
  4.2K 
' 10K - 
0 10 20 30 
H/T (kOe) 
30 
25 
20 
0) 
15 
10 
5 
n 
40 50 
(b) 
" T=2.5K 
  4.2K 
"10 
0 10 20 30 40 50 
HIT (kOe/K) 
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above, in the glass sample, the exchange interaction is weak and the glass (0111(1 be 
thought of as containing nearly free Fe ions. We, therefore, tried to fit. the magnetization 
data for the glass sample with the following equation which is valid for free, ioiis or weak 
exchange interaction (sec Chapter 2, section 2.3.4.2); 
M= NgJµ, 3BJ(x) (5.3) 
where B, j(x) = (J + 1/2) coth[(J + 1/2)x] - 1/2 coth(x/2) is the Brillouin function, M is 
the magnetization, N is the number of magnetic ions and x= gJp,, 3H/knT, the rest of 
the symbols have the usual meaning with g=2. 
For the glass sample case the magnetisation was fitted to equation 5.3 with two terms; 
contributions from Fee+and Fe3+ ions, since both ions contribute to the magnetization. 
For the Fe2+ ion, Jl = Sl + L1 =2+ L1, while for Fe3+ ion, J2 = S2 = 5/2 since L2 = 0. 
We have tried to fit the magnetic data (M vs. H) using both Ji and '2, but for Li we 
used its maximum possible value (Li = 2) and the fit gave negative unphysical values 
for the number of Fe2+ (fitting parameter) ions. Furthermore, it has been found that 
transition metal ions in glasses show spin-only type moments because of the extent of the 
3d orbitals which allows orbital angular momentum quenching by interaction with the 
ligand field [48]. Therefore, if we take for Fe2+ Jl = Sl =2 and for Fe 3+ J2 = S2 = 5/2 
then equation 5.3 can be written as; 
I'ltotat(errlu/9) = M(Fe2+) + M(Fe3+) 
= N, 9J, µc3BJl(x) + (N - N, )9J2µ BJ2(x') (5.4) 
where N is the total number of Fe ions/g of the sample obtained from ICP spectroscopy 
= gJ2µBH/kT. The number Ni (number of Fe2+ ions/g of the and x= gJiftaHIkT and x' 
sample) was used as the adjustable parameter to obtain the best fit to the experimental 
data. Good agreement was obtained which is shown by the solid line in Figure 5-22. The 
number of Fee'+, Fe'; + ions and the ratio [Fe2+]/[Fetotai] obtained from the fits are shown 
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Figure 5-22: Magnetization vs. magnetic field for the x=0.046 glass sample taken 
at different temperatures. The experimental data are shown by points, while the lines 
represent the fits to the data. 
This data is compared to the that deduced from XPS measurements in which the 
concentrations of Fe2+ and Fe3+ were obtained from the deconvolution of the Fe 3p 
spectrum. The ratio [Fe2+]/[Fetotp, i] was found to be equal at 43%, in excellent agreement 
with our findings through the bulk magnetic measurements. It is to be noted that XPS 
is a surface analysis technique, while the magnetic measurement is a bulk technique. 
The agreement between the two techniques might be due to the fact that in the XPS 
analysis, the sample was fractured in ultra high vacuum (UHV). This implies that a 
sample fractured in UHV is the best surface to be studied and represents the bulk state. 
An attempt has been made to heat treat a glass rod (6 x6x 30 mm3) for XPS analysis 
to obtain information on the valence state of iron after crystallisation for a comparison 
130 
Table 5.5: Concentrations of Fc2+ and Fe:;, 7zccded to fit the if. ay- 
vetic field data, at, different temperatures for flu, glass sample. 
T(IC) [I-, e2 1] 1020) [Fc31 ] (1020) [Fe ýýý[I, -er, car] 
2.5 3.72 4.58 0.448 
10 3.47 4.83 0.418 
20 3.69 4.61 0.445 
40 3.82 4.48 0.460 
with the glass. An SEM image of the heat treated rod revealed that there was surface 
crystallisation with the centre of the rod being still glassy. Therefore the XPS results 
obtained from such a heat treated rod will not represent what we are aiming for. Mirther 
XPS analysis of a fully crystallised sample rod is under consideration. 
5.5 Conclusions 
The XPS and magnetization techniques have been used to investigate the effect of 
substituting various amounts of Fe203 for Si02 in a (Na20)o. 30(SiO2)0.7o base glass. From 
the XPS data, we have found that iron exists in ferrous and ferric states in the sodium 
silicate glasses. Fe3+ species are preferred for high iron content in the glass. Quantita- 
tive valence analyses, obtained by resolving the Fe 3p spectra into contributions from 
Fe'+ and Fe3+ ions, are comparable to those obtained by bulk magnetic measurements, 
emphasizing the fact that a fractured surface studied by XPS is indeed representative 
of the bulk state. The disagreement between the physical properties of the glass and 
the Ols XPS data can be resolved by considering the fact that the "non-bridging oxy- 
gen" contribution to the 0 is spectrum can be simulated by contributions from SiONa 
. 
SiOFe(II), and SiOFe(III). The d. c. magnetic susceptibility measurements performed 
on this series of glasses indicate that the magnetic iron ion-ion interaction is antiferro- 
magnet. ic and increases with increasing Fe203 content. It was also found, that when the 
0.046% Fe203 glass is heat treated, the magnetic phase present is also antiferromagnetic 
but its behaviour is more like that of a "normal antiferromagnet", i. e x-i goes through a 
minimum at about ON =6K which is identified as the Neel temperature. On the other 
hand, the behaviour of x-i for this glass series follows the Simpson model. 
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Chapter 6 
Sodium Copper Silicate System 
6.1 Introduction 
6.1.1 General 
The importance of copper and copper oxide based compounds in such diverse fields 
as catalysts [1,2] and high temperature superconductors [3,4] has increased in recent 
years. In particular, one of the most common questions raised concerns the chemical 
state of the copper atoms in these materials, i. e. to what extent monovalent, divalent, 
or trivalent Cu is observed. XPS has been used in the study of copper oxide in catalysts 
[5-7], high T, superconductors [8-12] and several polycrystalline compounds [13,14]. The 
technique has also been used in the study of oxide glasses as seen in chapter 3. These 
materials are known to have technologically important electrical [15,16] and magnetic 
properties [17]. 
In the first part of this chapter, core level photoemission studies are performed on a 
scries of sodium silicate glasses, doped with varying amounts of copper oxide, in order 
to determine the valence state of copper and the contribution of non-bridging oxygen 
atones in these glasses. In the second part, the magnetic properties of these glasses are 
investigated with emphasis on the nature and strength of the magnetic interaction. A 
study of the redox state of copper in this series of glasses has also been undertaken 
in order to compare the number of Cu2+ ions detected by XPS and those obtained by 
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fitting the magnetisation to the Brillouin function. Some thermal and physical properties 
of these glasses are also discussed. 
6.1.2 Role of copper ions in oxide glass structure 
Copper can be present in oxide glasses in both Cu(I) and Cu(II) states [18]. Optical 
absorption spectra of Cu2+ in several glass hosts have been measured and analyzed to 
deduce its coordination geometry. The Cu+ ion, because of its 3d1° configuration, does 
not produce any absorption lines in the visible range. Optical absorption spectra of CuO 
in pure silica glass were investigated by Da Silva and Navarro [19]. They found that 
CuO was mainly incorporated in silica glass as Cu(II) ions in octahedral coordination 
distorted by the Jahn-Teller effect. In Cu(II) chemistry there is no crystallographic 
evidence for a static, regular, octahedral stereochemistry because of the lack of cubic 
symmetry caused by an electronic hole in the d22_y2 orbital which produces the tetragonal 
distortion known as the Jahn-Teller effect. This effect causes a tetragonally elongated 
octahedral stereochemistry with four short in-plane bond lengths and two longer axial 
bond lengths [20]. It was also found that the degree of tetragonal distortion of the 
cupric symmetry is highest in the case of the lithium silicate glasses and lowest in the 
case of potassium silicate glasses. In addition, Kumar [21], Bamford [22] and Bates [23] 
have all studied the absorption spectra of cupric ions in silicate, aluminoborophosphate, 
and aluminoborate glasses and found that in all these glasses the Cu2+ ion occupies an 
octahedral coordination. In another study, Lee and Bruckner [241 have all investigated 
the optical behaviour of Cu(II) in xR2O-(1-x)SiO2 where R= Li, Na and K and the 
amount of CuO was kept at 0.5 mol% while the alkali oxide content was increased from 
20 to 35 mol%. From the absorption coefficients observed, the authors suggest that the 
Cu2+ ions in these glasses form tetragonally distorted octahedral cupric complexes, the 
elongation of which increases with increasing basicity of the glass. Lead copper silicate 
glasses have been investigated by Baiocchi et al. [25] (Cu = 0.896 wt/wt%). From the 
analysis of the absorption spectrum of the glass, these authors concluded that Cu(II) 
occupies octahedral sites with a Jahn-Teller distortion. The optical absorption of Cu(II) 
has also been investigated in a series of sodium lead silicate glasses where the soda was 
136 
kept constant at 15 niol% and the lead oxide was increased successively from 15 mol% to 
43 rnol`% by replacing silica [26]. It was found that the intensity of the absorption band 
due to Cii(II) decreased with increasing lead oxide content indicative of an increase in 
the degree of covalent bonding. The asymmetry of the band was attributed to either a 
spin orbit coupling or a tetragonal distortion of the coordination sphere. 
6.2 Experimental procedure 
6.2.1 Sample preparation 
The glass samples were prepared using commercially available, analytical grade pow- 
ders of CuO, Na2CO3 (for Na20) and Si02. Calculated amounts of these powders were 
mixed and melted in 95%Pt/5%Rh crucibles at 1400 °C for two hours. Glass bars were 
produced and characterised as described in Chapter 4. 
Chemical compositions were determined by inductively coupled plasma, emission 
spectroscopy (ICP). Each composition was analyzed at least twice and the estimated 
relative uncertainty in the composition derived from this technique was estimated to be 
+ 5%. Table 6.1 lists the batch and the analyzed glass compositions. 
Table 6.1: Compositions of the as-prepared and analyzed copper sodium silicate glasses. 
The relative Uncertainty in the ICP data is about f 5%. 
Nominal Analyzed 
x Na20 Si02 Cu0 Na20 Si02 Cu0 
0.0 0.30 0.70 0.0 0.306 0.694 0.0 
0.046 0.30 0.65 0.05 0.295 0.66 0.046 
0.093 0.30 0.60 0.10 0.298 0.61 0.093 
0.141 0.30 0.55 0.15 0.302 0.558 0.141 
0.182 0.30 0.50 0.20 0.30 0.516 0.182 
6.2.2 XPS measurements 
Photoelectron spectra from the C is, 0 is, Cu 2p, Na is and Si 2p core levels were 
recorded as described in Chapter 4. A period of approximately two hours was required 
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to collect the necessary data set from each sample and during this time, there was no 
evidence of any X-ray induced reduction of the copper i. e. no change in peak shape. 
For consistency, all binding energies are reported with reference to the C is transition 
at 284.6 eV ± 0.2 eV. All of the spectra in this chapter have been corrected for the 
charging effect and also for the presence of any inelastic background. The 0 Is and Cu 
2p spectra were smoothed and fitted with the weighted sum of two Gaussian-Lorentzian 
curves representing the bridging and non-bridging oxygen contributions, and the possible 
copper valencies, respectively. The bridging: non-bridging oxygen and Cu+: Cu2+ ratios 
were determined from the ratio of the areas under the respective peaks. Several samples 
were analyzed in this manner and the overall accuracy in determining the peak position 
and chemical shift was < 0.2 eV. The quantitative oxygen bonding results and the copper 
redox analysis were reproducible to ± 5% and + 10%, respectively. 
6.2.3 Glass properties 
Several properties of each glass sample were measured. DTA was used to identify the 
glass transition, Tg, the crystallization, T,,, and the melting, Tm, temperatures, while 
dilatometry was used to find the thermal expansion coefficient (a) in the temperature 
range of room temperature to 400 °C for each glass sample. The density of each glass 
was also measured. All glass samples, in the form of glass powders, were subjected to 
controlled heat treatments in order to crystallize them. The phases formed were checked 
against the JCPDS files and all were identified. 
6.2.4 Magnetisation and magnetic susceptibility measurements 
The magnetisation and magnetic susceptibility were measured as explained in chapter 
1. Approximately 0.2 grams of each glass powder sample was used for the measurements. 
Magnetic fields up to 5 Tesla and temperatures in the range 2 to 60 K were used in the M 
vs. H measurements. The data for all compositions were fitted to a Brillouin function and 
the numbers of the magnetic ions Cu2+ were deduced from the best fit to the experimental 
data. The Cu2+ concentrations, determined by these analyses, were compared with those 
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obtained oil the saºric glasses by XPS. This was dolle for all compositions. 
6.3 Results 
6.3.1 Thermal and physical properties 
6.3.1.1 Dilatometry 
The thermal expansion coefficient, a, for each glass sample has been measured and the 
results are shown in Table 6.2 as a function of x and temperature. The thermal expansion 
curve (change in length vs. temperature) was non-linear over the temperature range 
studied, for all the copper doped glasses. For the temperature range room temperature 
to 250 °C and x>0.0, a increases until x=0.141, then decreases slightly. A similar 
trend was also observed fora in the temperature range 250 - 350 °C. 
Table 6.2: Variation of thermal expansion in (0.70-x)Si02-0.3ONa, 2O-xCnO glasses. 
x Temperature (°C) ax 107 + 1(°C-1) 
0.0 RT-350 147 
RT - 250 120 0.046 
250 - 350 156 
RT - 250 140 0.093 250 - 350 159 
RT - 250 153 0.141 
250 - 350 185 
RT - 250 112 0.182 
250 - 350 149 
6.3.1.2 DTA, heat treatment and phases identification 
Figure 6-1 shows the XRD patterns of the as-quenched powder samples. It is clear 
from this figure that all the samples are completely amorphous as evidenced by the diffuse 
diffraction patterns obtained. A halo peak at about 20 - 33° is observed in the XRD 
pattern of the glasses which is seen to increase in intensity with increasing CuO content. 
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Figure 6-1: XRD patterns of the copper doped glasses showing the amorphous nature of all 
samples investigated. Note the fluorescence from copper contributes to a large background 
variation. 
Differential thermal analysis was used to identify the different transformation temper- 
atures as the glass samples are heated from room temperature to r 800 °C. No attempt 
was made to detect the melting temperature as the interest was mainly in the crystalliza- 
tion temperature. Furthermore, melting of the glass was not desired as this introduced 
difficulties in cleaning the platinum crucibles used in the experiment. The DTA experi- 
rnents were carried out at ordinary atmospheric pressure (i. e 1 atm. ). The ramp rate was 
maintained at 10 °C/min during the course of the experiments for all the glass samples 
investigated. Figure 6-2 shows the DTA traces for the copper doped glasses (the DTA 
trace for the base glass is shown in Figure 5.3). Quartz Si02 was used as the refer- 
ence material and its characteristic endothermic a -+ 0 transition, which appears as an 
exotherrn on the trace at - 574 °C, is present in all the spectra. It is clear that the glass 
transition and the crystallization temperatures decrease with increasing copper content 
in the glass. The crystallization peak also decreases in magnitude and broadens with 
increasing copper content. It seems, from Figure 6-2, that there are two crystallization 
peaks in the DTA trace from the higher copper content sample. The existence of a single 
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Figure 6-2: DTA traces of the copper doped glasses showing the different transformation 
temperatures. 
glass transition temperature on the DTA trace is a sign that our glass samples are non- 
phase separated. The values for the glass transition and crystallization temperatures are 
reported in Table 6.3. 
It should be noted that the general trends in the thermal properties of the copper 
glass system are different from those of the iron glass system, studied in Chapter 5. This 
indicates that the two transition metal ions may be playing different structural roles 
when incorporated in sodium silicate glasses. For example, Tq was found to increase 
with Fe203 content while it decreases with CuO content. 
Having determined the crystallization temperature of each composition, powder sam- 
pies from these glasses were heat treated in an electric furnace at ordinary atmospheric 
pressure (1 atm. ). Each sample was heat treated at a rate of 10 °C/min from room 
temperature to the crystallization temperature. The temperature was maintained for 3 
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hours, their the sample was cooled, initially at a rate of 5 "C/itiin, and then at the natural 
fiirnace rate until room temperature was reached. Figure 6-3 shows the XRI) patterns 
of tlic crystalline materials obtained after heat treatment. 
Crystalline phase identification was carried out by determining values of dhkl, from 
the 20 data, using Bragg's equation, and then comparing values of d with data from the 
relevant JCPDS files. Crystalline phases formed, when the base glass is heat treated, 
were identified in Chapter 4 as aNa2Si2O5 (card No 22-1397) and some cristobalite (card 
No 11-695). The 0,046 CuO sample was crystallized at 638 °C and the phases formed 
were identified to be aNa2Si2O5, Na2CuSi4Oio (card No 32-1077), some QNa2Si2O5 (card 
No 24-1123) and trace of CuO (card No 41-254). The x=0.093 glass sample was 
heat treated at 636 °C. Three phases were present and were identified as aNa2Si205i 
/3Na2Si2O5 and CuO. The x=0.141 glass sample was heat treated at 610 °C and the 
phases present were identified to be ßNa2Si2O5, CuO, aNa2Si2O5 and Na2SiO3 (card No 
16-818). The DTA trace for the x=0.182 glass showed two crystallization temperatures 
as seen from Figure 6-2. Samples of this glass composition were therefore heat treated at 
each temperature independently, using two different glass powders for that purpose. The 
XRD patterns from the two heat treated samples were identical, however, changes in the 
proportions of the crystalline phases occurred with one phase being minor at the first 
crystallization temperature but major at the second crystallization temperature. The 
phases present in this sample, at both crystallization temperatures, were identified to be 
Na2SiO3, CuO and ßNa2Si2O5. The details of the d spacings and relative intensities as 
well as the phases assignments are given in Appendix A. 
Table 6.3: Parameters derived from the DTA trace for (0.70-x)SiO2-0. SONa2O-xCuO 
glasses. 
X Tq +1 (°C) Tai ±1 (°C) Tx2 ±1 (°C) Tr,, ±1 (°C) 
0.0 475 725 
0.046 417 638 - 
0.093 371 636 - 735 
0.141 353 610 - - 
0.182 348 608 515 -710 
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Figure 6-3: XRD patterns of the heat treated copper doped glasses showing sharp diffrac- 
tion patterns characteristic of the crystalline materials, (a) 0.046 CuO, (b) 0.093 CuO, 
(c) 0.1/1 CuO, and (d) 0.182 CuO. The heat treatment of the x=0.182 CuO composition 
shown here was done at T= 606 'C. 
6.3.1.3 Density measurements 
The density measurements are shown in Figure 6-4 as a plot of p vs. CuO content in 
the glass. An almost linear increase of p with increase in copper content is observed. A 
change from the initial slope is seen at x=0.141 and this is where Cu2+ becomes present 
in the glass as will be seen from the XPS measurements. This might indicate structural 
changes in the glass network when x>0.141. 
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Figure 6-4: Variation of the glass density with copper oxide content. The errors on the 
density measurements are negligible on this scale. 
6.3.2 XPS data 
Wide scan X-ray photoelectron spectra for the base glass and all the copper doped 
glasses are shown in Figure 6-5. In addition to the photoelectron and Auger transitions of 
the glass constituents, a very weak C is transition is also observed, and a high resolution 
spectrum of this region was recorded for each glass and used as an energy reference. 
6.3.2.1 Cu 2p spectra 
The X-ray photoelectron core-level spectra near the Cu 2p region are shown in 
Figure 6-6 for the copper doped glasses, as well as for the pure CuO powder used in 
forming the glass samples. The peaks at binding energies of about 932.5 eV and 952.5 
eV are due to the spin-orbit doublet of the Cu 2p core level transition. For the pure 
copper oxide powder, a strong satellite peak centred around 942 eV is observed, about 9 
eV above the main core level line. For the glass with x=0.182, a satellite was observed 
above the main Cu 2P3/2 and Cu 2p1/2 photoelectron peaks, although much less intense 
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Figure 6-5: XPS survey scans of the fractured copper sodium. silicate glass surfaces. 
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Figure 6-6: High resolution Cu 2p transition for the analyzed glass samples. A Cu 2p 
spectrum for polycrystalline CuO powder is also shown for comparison. 
than for the pure CuO. This feature is weaker still for the glass with x=0.141 and absent 
for the glasses with x<0.093. This compares well with the data of Frost et al. [271, 
who carried out a detailed study of over forty different copper compounds and showed 
that the width of the Cu 2P3/2 peak in all cuprous compounds is narrower than in cupric 
compounds. It can be seen from Figure 6-6 (and Table 6.4) that the Cu 2P3/2 line widths 
for glass samples are narrow compared with that for CuO powder, although there is a 
slight increase in the width of the x=0.182 sample. No significant change in the binding 
energies of the Cu 2p core level peaks was observed in the glasses as a function of x (as 
seen in Table 6.4). 
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Figure 6-7: High resolution core level spectra of the 0 Is transition for the analyzed glass 
samples as a function of CuO content. 
6.3.2.2 0 is spectra 
There are significant, compositionally dependent changes in the 0 is spectra of the 
glasses shown in Figure 6-7. The assignment of the three transitions observed is identical 
to the one used in Chapter 5. With increasing CuO content, the non-bridging contribution 
clearly increases relative to the bridging oxygen signal. It should be noted that the 
intensity of the sodium Auger transition is unaffected by changes in copper content, 
indicating that the sodium content in the near surface region of the glass remained the 
same for all the samples investigated. 
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Figure 6-8: High resolution core level spectra for (a) Si 2p and (b) Na Is transitions for 
all the CuO doped glasses. 
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Table 6.4: (; 'ore-loved bifdi, nq energies (BE) of Na Is, Si : '? t) iwi ('? t 2p spect "a', the 
? I0 1 ce7-tl-y iii the 7nf'asured values is < 0.2 eV. The irlai tk /, S ire paren, th. cses represent 
f/ic full 'iuirith at half ln, aa: imlall. 
Na Is 
BE (eV) 
Si 21) 
BE (eV) 
Cu 2P3/2 
BE (eV) 
Cu 2p1/2 
13E (eV) 
0.0 1071.5 (2.0) 102.0 (2.0) - - 
0.046 1071.0 (2.4) 101.95 (2.3) 932.4 (2.1) 952.2 (2.1) 
0.093 1070.8 (2.4) 101.65 (2.3) 932.3 (2.1) 952.1 (2.1) 
0.141 1070.8 (2.4) 101.50 (2.3) 932.3 (2.1) 952.4 (2.1) 
0.182 1070.9 (2.4) 101.36 (2.3) 932.5 (2.3) 952.3 (2.1) 
Cu0 933 (2.5) 952.9 (2.5) 
6.3.2.3 Si and Na core level spectra 
XPS photoemission core level spectra for the remaining elemental constituents in the 
glass were also measured. Figure 6-8a shows the Si 2p core level photoemission spectrum 
for each glass as a function of copper oxide content. As can be seen, the peak position 
shifts to lower binding energies by a total of about 0.7 eV, as the copper content is 
increased in the base glass. Similar behaviour was seen when increasing amounts of iron 
were incorporated into sodium silicate glasses (Chapter 5) and also by Veal et al. in 
sodium calcium silicate glasses [28]. 
The Na Is spectra from the glasses studied are also shown in Figure 6-8b. It is clear 
from this figure and the data in Table 2 that, after an initial shift of 0.4 eV, the Na is 
peak is not sensitive to changes in the copper oxide content of the base glass. The Na 
is have the same FWHM of about 2.4 eV over the glass composition range investigated, 
suggesting that sodium exists in only one bonding configuration. The Na KLL Auger 
peak behaves similarly, as seen from Figure 6-7. 
6.3.3 Magnetic susceptibility and magnetisation data 
The d. c. magnetic susceptibility data for all the copper doped glasses are shown in 
Figure 6-9 as a plot of X-' versus T in the temperature range 2- 60 K. As can be seen, the 
high temperature inverse susceptibility follows a Curie-Weiss behaviour: x= C/(T - (0) 
with nearly zero Curie temperature. The magnetic parameters deduced from the data are 
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Figure 6-9: D. C. magnetic susceptibility for all the copper doped sodium silicate glass 
series as plots of X-1 vs. T. The solid line represents the Curie-Weiss law. 
summarised in Table 6.5. The Curie constant increases with increasing copper content in 
the glass, while the Curie temperature remains close to zero and the effective magnetic 
moment, for all samples, is lower than the free ion value of 1.73 Bohr magneton. The 
Curie temperature, 9p, is a rough measure of the strength of the interaction between the 
magnetic ions in the sample, with a higher value implying stronger interaction and/or 
more ions participating in the interaction. From the experimental value of the Curie 
temperature obtained for the glass series (Or ý0 K), we can state that copper is behaving 
pairamagnetically in the host glass network and that the ion-ion exchange interaction is 
weak for all the copper doped glasses. It was also noted that the value of the Curie 
temperature increases slightly with increase of copper oxide in the glass but remains less 
than 1K (the precision in the value of Or). The effective magnetic moment decreases 
then shows an increase at the highest copper oxide content but again the changes are 
within the errors on the measurements. 
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Table 6.5: Pa7iun. ete7'. S dcr'/*vcd /rn7u ' vs. T for the copper 50(1/u, 1ri, . S/1/(dc gl(zss . Series. 
x C+0.1 (eiilu K/g Oc) x 10-1 -©a, +1 (K) lj,, + 0.2 (F is) 
0.046 1.5 0.0 1.27 
0.093 2.5 0.0 1.17 
0.141 3.5 0.4 1.12 
0.182 5.3 0.8 1.21 
6.4 Discussion 
6.4.1 Physical properties 
The glass transition temperature, Tg, decreases with increasing copper oxide content 
while the thermal expansion coefficient, a, taken in the temperature range room temper- 
ature to 250 °C, shows an increase with increasing CuO content for .T<0.141. 
Similar 
behaviour is also seen for n in the temperature range 250 °C to 350 °C. It should be 
noted that ce decreases for the highest copper oxide content. The observed trends in the 
glass transition temperature and the thermal expansion coefficient would suggest that 
Cu(I) is indeed entering the glass as a network modifying ion in agreement with the XPS 
findings. 
The variation in the density, as copper is substituted for silicon in the glass, is expected 
because the density of copper oxide (- 6.4 g/cm3) is higher than that of silicon oxide (ti 
2.65 g/cm3). As discussed in Chapter 5, section 5.4.1, a change in the slope of the density 
vs. composition line indicates structural changes in the glass. As seen from Figure 6-4, a 
change in slope occurs for r. > 0.141. This would indicate that some structural changes 
are occurring for these concentrations of the transition metal. These changes might be 
due to changes in the oxidation state or coordination geometry of the copper ions. It is 
unfortunate that with XPS one cannot separate contributions from different coordination 
geometries of the copper ions. 
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6.4.2 XPS 
6.4.2.1 Cu 2p spectra 
The reported binding energy for the Cu 21)3/2 photoelectron core level in Cu20 and in 
CuO polycrystalline compounds is 932.6 eV and 933.5 eV respectively [14,29]. Further- 
inore, it is also known that copper compounds containing Cue+ions are associated with 
strong satellites in the spectra, about 6-10 eV above the main core level lines, which are 
absent in compounds containing only Cu+ ions [14]. These satellites have been attributed 
to shake-up transitions by ligand-to-metal 3d charge transfer [30,31]. This charge trans- 
fer can occur for copper present in the Cu2+ form (3(19 configuration), however, it cannot 
take place if the copper is metallic or in the Cu+ state (3d1) configuration) due to the 
presence of a completely filled 3d shell. It is therefore possible to distinguish qualitatively 
between the two oxidation states of copper by recording the Cu 2p photoemission lines. 
For x=0.046 and 0.093 glasses, no satellite structure was observed above the Cu 
21)3/2 peak, indicating that the only valence state of copper in these two glass surfaces is 
Cu(I). If Cu(II) is present on the surface of these glass samples, then the amount is too 
low to be detected by XPS. For the x=0.141 and 0.182 glasses, there is a weak satellite 
feature at about 9 eV higher binding energy from the main Cu 2P3/2 peak, indicating 
that both Cu(I) and Cu(II) coexist in these glass samples although, since the satellite 
is very weak, the amount of Cu(II) is expected to be low. As can be seen from Figure 
6-6, the satellite for the x=0.141 glass is weaker than that for the x=0.182 glass. 
Furthermore, the Cu 2P3/2 peak width for the x<0.141 glasses is narrower than that 
from the x=0.182 glass (Table 6.4), and the Cu 2p binding energies of these three 
samples agree well with previously reported values for compounds containing Cu(I) [29]. 
In order to quantify the valence state of copper in these glasses, it was necessary to 
analyze the Cu 21)3/2 transition in relation to the copper content in the glass network. 
Since monovalent and divalent copper are the only oxidation states observed in glass 
structures [18], each Cu 2P3/2 peak was resolved into two separate components, the 
first being the contribution from Cu(I) and the second from the Cu(II). The formal 
charge difference between Cu+ and Cu2+ is reflected in an energy shift between the two 
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Figure 6-10: Cu 2P3/2 spectrum for the x=0.046 glass fitted with contributions from 
Cu+ ions only. 
transitions. The addition of valence electrons ("increasing electron density") effectively 
increases the screening of the core electrons and so decreases their measured binding 
energies. Therefore the Cu+ peak should be at a lower binding energy than the Cu2+ 
contribution to the spectrum. Each component peak in the spectrum was fitted to a 
weighted sum of Gaussian-Lorentzian peaks corresponding to Cu-' and Cue+, by means 
of a least-squares fitting program as described in chapter 4. For glasses with 0.046 < 
x<0.141, it was not possible to fit the spectrum with two peaks, as initially expected. 
One peak was used to fit the Cu 2P3/2 spectrum in these glasses (e. g., Figure 6-10 for the 
x=0.046 glass). The absence (or very low intensity) of the satellite structure (diagnostic 
of the existence of Cu(II)) and the binding energy of the transition at 932.5 eV confirms 
that copper is only present as Cu(I) in these glasses. For x=0.182 glass, the Cu 2P3/2 
peak «was fitted with two contributions as shown in Figure 6-11. The higher binding 
energy peak was due to Cu2+ as discussed earlier. The energy separation between the 
two fitted peaks was found to be 1.3 eV. It should be noted that the energy separation 
between Cu2+ and Cu+ peaks is - 0.9-1.2 eV when these two transitions are recorded 
from CuO and Cii,, O compounds respectively [10,14,29]. The results of the best peak fit 
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Figure 6-11: Cu 2P312 spectrum for the x=0.182 glass fitted with contributions from 
Ca' and C(u2+ 1 o7LS. 
to the experimental data are; Cu(I) = 89.7% and Cu(II) = 10.3%. Since the range in the 
energy separation between the Cu-' and the Cu2+ peaks, in Cu20 and CuO compounds 
respectively, found in the literature is wide, it was decided to record the XPS spectrum 
near the Cu 2p region from a commercial Cu20 compound. Figure 6-12 shows a high 
resolution Cu 21) spectrum from a powder sample of Cu20 compound. As seen from 
this figure, the sample is not pure but contains both Cu+ and Cu2+ ions as clearly 
evidenced by the contributions from these two ions to the Cu 2P: 3/2 transition. The 
energy separation between Cu+ and Cu2+ transitions in this study wes found to be 1.3 
eV, in good agreement with the energy separation found for the a; = 0.182 glass sample. 
Evens though a very weak satellite is seen in the x=0.141 glass, it was not possible to 
fit two distinct peaks in the Cu 2p spectrum of this glass. 
6.4.2.2 0 is spectra 
The 0 is spectra shown in Figure 6-7 are similar to those of Smets and Krol [321 who 
investigated the (80-x)SiO2-2ONa2O-xTl2O glass. From the 0 is peak fitted with two 
contributions, they found good agreement between the measured non-bridging oxygen to 
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Figure 6-12: High resolution Cu 2p spectrum recorded from commercial Cu. ) compound. 
total oxygen ratio and the value calculated if the incorporated thallium was to behave as 
a monovalent modifier. A similar deconvolution method was also adopted for the 0 is 
spectra which were assumed to be composed of two overlapping peaks, and the best fit to 
the data for each composition was found by varying the peak position, width and intensity 
for each of the two components. The non-bridging to total oxygen ratio was determined 
from the area ratios (area of NBO/ area of total oxygen). Figures 6-1.3 and 6-14 show 
the fitting of the 0 is spectrum, with contributions from BO and NBO, for x=0.141 
and x=0.182 glasses. As can be seen, the sum of two Gaussian-Lorentzian functions 
provides a good fit to the experimental data. The results of fitting the experimental 0 
is spectra for 0.0 <x<0.182 are shown in Table 6.6. 
If the copper atoms in the glass do indeed behave as network modifiers, for each 
Cu20 molecule (when x<0.141) and each CuO (when x=0.182) that is added, two 
non-bridging oxygen atoms are formed in the glass. Consequently, the fraction of non- 
bridging oxygen atoms should be given by; 
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Table 6.6: Comparison between, the measured and the predicted (fror, Equation 6.1) i1on- 
b7i(lgi'ng to total oxygen ratio as a fanction of copper content in the glass. The error in 
f/ic m easured NBO/OT ratio is J5%. 
NBO/OT (%) 
m eaLsured 
NBO/OT (%) 
calculated 
0.0 38 35 
0.046 39.2 38.8 
0.093 45.6 44 
0.141 52.9 50 
0.182 58.3 55.1 
NBO/Total Oxygen = 
2[Na2O]+2[Cu201 
for (a: < 0.141) 
[Na20]+2[ Si 021 +[CuO] 
(6.1) 
2[Na2O]+2[CuO]+2[Cu20] 
for (x = 0.182) [Na20]+2[ Si 02]+[CuO]+[Cu20] 
There is agreement between the above equations and the measured proportions of non- 
bridging oxygen atoms as seen from Table 6.6, showing that the 0 is signal from both 
SiOCu(I) (for x<0.141) and SiOCu(I) plus SiOCu(II) (for x=0.182) contribute to the 
non-bridging oxygen signal. 
The changes in fitting parameters for the 0 is transitions, as CuO is substituted for 
Si02 in these glasses, are summarised in Figure 6-15. The addition of CuO to the base 
glass results in a decrease in binding energy difference (DE) between the bridging and 
the non-bridging oxygen atoms indicating that the difference in chemical environment 
between them becomes smaller. However, this variation is not as large as when Fe203 is 
introduced into the same base glass 70SiO2-3ONa2O as seen in chapter 5. This is possibly 
due to the fact that the Cu(I)-O bond is not as covalent as the Fe(I1I)-O bond and 
therefore the binding energy of the 0 Is in the unit SiOCu(I) is closer to that of the 0 Is 
in SiONa, while the binding energy of 0 Is in the unit SiOFe(III) is closer to SiOSi than to 
SiONa. The full width at half maximum of the non-bridging oxygen peak increases, while 
t hat of the bridging oxygen does not show any compositional dependence. These changes 
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Figure 6-15: Variation of the fitting parameters for the 0 is spectra vs. CuO content in 
the gloss. HWNBO is the full width at half maximum of the non-bridging oxygen signal, 
while AEBO_NBO is the separation between bridging and non-bridging oxygen transitions. 
probably reflect the increase in non-bridging oxygen sites with SiOCu(I) contributing to 
the non-bridging oxygen signal. The present level of instrumental resolution does not 
allow deconvolution of the non-bridging oxygen signal into contributions from SiONa 
and SiOCu(I) because the binding energy difference between these two contributions is 
too sinall. However, a simulation can be carried out to separate those two components. 
6.4.2.3 Simulation of the 0 is spectra 
Combinations of peaks were used to model the experimental spectra based on 
t lie chemical components present in the glass as was done in Chapter 5 (note this is not 
the same as curve fitting, as in the case of the 0 Is, when two components, BO and 
N130. were used to fit the core level spectrum). This method was used to simulate the 
contributions from SiONa, SiOCu(I) and SiOCu(II) to the non-bridging oxygen signal 
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Figure 6-16: Simulation of the 0 Is spectrum for (a) x=0.093 and (b) x=0.182 glasses, 
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159 
[33]. Iii this method, the ratio Z/r for the ions bonded to the oxygen, was used as a 
crudes iii rsurc of their ability to remove charge from the oxygen and thus iti(, rea), se the 
<) is lhindiiig energy. Z is the nominal charge on the ion and r is the radius of the ion 
iIi naiionicters, this giving Z/r values of Si" (100), Nay- (9.8), Cu l (21.74) and Cu2+ 
(27.40). 'Pliese uutnbers can be used to derive values for the 0 Is binding energies of 
the SiOCu(I) and SiOCu(II) configurations by linear interpolation between the observed 
valises for SiOSi and SiONa (from the base glass). This predicts that, as copper oxide is 
substituted for Si02 the 0 is signal from SiOSi at 531.5 eV would gradually be replaced 
by peaks for SiOCii(I) and SiOCu(II) at binding energies of approximately 529.9 eV and 
530.0 eV respectively, while the SiONa peak would remain at 529.6 N. Figures 6-16a 
and 6-16b show the simulations based on the above model, using Gaussian-Lorentzian 
functions. In both cases the half widths were fixed at the values taken from the base glass 
sample and the intensities obtained from the chemical composition and the Cu+/Cu2+ 
ratios calculated from the XPS data. The simulations shown in Figures 6-16a and 6-16b 
are for the base glass (loped with 9.3% and 18.2% CuO, respectively. It is clear that 
this simple model reproduces the experimental data for the glass samples shown with a 
high degree of accuracy. The same was also true for the compositions not shown here. 
It was therefore possible from the XPS data and modelling, to separate all the possible 
contributions to the non-bridging oxygen signal. 
6.4.2.4 Si 2p and Na 1s spectra 
The shift to lower binding energy for the Si 2p core level, shown in Figure 6-8a, 
was also observed in the study of iron sodium silicate glasses in chapter 5 and has also 
beeil observed by Veal et at. in the study of sodium calcium silicate glasses [28]. This 
shift indicates an increase in the number of silicon atoms bonded to non-bridging oxygen 
atoms. In addition, we would expect no direct bonding of copper with sodium in the 
glass and therefore only a minor fluctuation in the charge density on the sodium. This is 
reflected in the observation of only a small change in the overall binding energy of the Na 
is transition and no change in the line shape with increasing copper substitution (Figure 
6-Sb). 
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6.4.3 Magnetic susceptibility and magnetisation 
The Cu-' ions are non-magnetic because of their closed shell configuration (3d1°), 
while Cu2+ ions are magnetic (3d' configuration). According to XPS, for x<0.141, no 
Cu2+ ions are present in the glass, while these glasses show a non-zero magnetisation 
when subjected to an external magnetic field. This would imply that there are some 
Cu2+ ions in the bulk of the glass samples with these compositions. 
6.4.3.1 Magnetic susceptibility 
The magnetic susceptibility for these glasses was found to follow the Curie law, 
x= C/T. As was discussed in Chapter 5, Hp and p1 give an indication of the type 
and strength of the magnetic ion-ion interaction. The low value of Bj, (less that 1 K) 
shown in Table 6.5, is indicative of the very small magnetic interaction between Cu ions 
in the glass. The "spin only" value for the magnetic moment of free Cu2+ ions is 1.73 
µß. The effective magnetic moment of the copper ions in these glasses, shown in Table 
6.5, decreases from 1.27 µB at x=0.046 to 1.12 N, B at x=0.141. It is clear that the 
decrease is due to the increase in the magnetic interaction between the Cu2+ ions with 
increasing CuO content. However, the reason why the measured values ji,, ff for all the 
CuO doped glasses are less than the free ion value is not clear. No attempt was made 
to measure x for the base glass as this would require a highly sensitive set up (SQUID 
magnetometer) since the magnetisation for this glass is expected to be very low. 
The effect of the exchange interaction can be seen graphically by plotting M versus 
H/T. Magnetic measurements were made at more than three temperatures for each sam- 
ple, making it possible to represent the magnetisation data as a function of H/T. Figure 
6-17 shows data for all glass samples studied and it can be seen that the data collapses 
onto a single curve. Similar curves were also obtained for lead borate glasses doped with 
varying amounts of Gd [34]. If the exchange interaction was strong, a spread of the data 
on the H/T scale would be expected, as has been seen for iron in lead borate glasses [34] 
and was observed in chapter 5 for the iron sodium silicate system. This further supports 
the conclusion that Cu(II) is behaving paramagnetically in these glass samples. 
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6.4.3.2 Comparative study of the redox state of copper 
The magnetic data (M v5. H) was fitted by the following equation which was derived 
in Chapter 2; 
. 
Al = NqJ/L,,, BJ(x) (6.2) 
where Bj(x) _- "+' coth['J+i xl -i coth(x) and is the Brillouin function, M is the aJ 23 2J 2J 
magnetisation, N is the number of magnetic ions per gram, g=2, and x= 01113H/kT. 
Since Cu+ (3d1° configuration) is diamagnetic, while Cu2+(3d° configuration) is para- 
magnetic, N will represent the number of Cu2+ ions in one grain of the glass sample. In 
glasses J=S= 1/2, because the orbital angular momentum contribution for Cu2+ ions 
is quenched and therefore the magnetic moment is of the spin-only value [25,35]. The 
magnetisation data for all the glasses were fitted to equation 6.2 and the number of Cu2+ 
ions (N) was used as the adjustable parameter to obtain the best fit to the experimental 
data. The fits obtained are very good (with a chi-square value of 0.1 to 0.2 for all the 
fitted data curves) and examples are shown in Figure 6-18, and the number of Cu2+ ions 
per gram are reported in Table 6.7. It is clear from Table 6.8, that both oxidation states, 
Cu+ and Cue+, exist simultaneously in all the glass samples, and the fraction of Cu2+ is 
almost the same for all the glass samples investigated. Note, from Table 6.7, that except 
for x=0.046, the number of magnetic ions needed to fit the M vs. H curves varies with 
the temperature of the measurements. It is also clear that, if the 2K value is ignored, 
the number of magnetic ions increases with increasing temperature, while the variation 
in the number of Cu2+ ions needed to fit the magnetic data increases with increasing 
: r. This might be indicative of a possible coupled Cu2+ ion-ion interaction in the two 
higher concentrations of CuO. The data presented in Table 6.7 can be argued as follow; 
at the lowest CuO concentration, the Cu2+ ions are more dilute in the glass network and 
therefore widely separated, thus not feeling the exchange interaction, hence the observed 
constant number of Cu" ions with increasing temperature. However, at higher CuO 
concentrations, the Cu2+ ions are closer to each other hence feeling the exchange inter- 
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action <ýti reflecte(l in tue increase in the number of Clr21- 1 ons with temperature. As the 
tci1ij)crat, tirc ilicreýLSe-, the thermal agitation becomes more (ioiiiüiaiit than the ion-ion 
excliatige interaction, while the exchange interaction weakens and the quoted values of 
the rnurrber of Cut' ions drown in Table 6.7 are closer to the true values of the number of 
magnetic ions present in the sample. A temperature of 20 K was chosen to represent the 
data in Table 6.8. The choice of this temperature is arbitrary. However, if one considers 
other temperatures shown in Table 6.7, one still gets approximately the same ratio of 
Cu'+/Cii as the one quoted in Table 6.8 (within the experimental accuracy). It is not 
practical to report the Cue+/Cu ratio for all temperatures. 
Table 6.7: Number of [Cu2+] 1020 ions per gram needed to fit the M vs. H data as a 
function of CuO concentration and temperature. The uncertai7ity in the [Cu2+] values is 
estimated to be +2%. 
x 2K 3K 7K 10K 20K 30K 
0.046 1.38 1.32 1.38 1.38 1.38 1.38 
0.093 4.58 - 3.01 2.89 3.13 3.25 
0.141 - 3.85 4.09 4.09 4.58 4.82 
0.182 4.58 4.59 5.42 5.42 6.62 6.92 
Table 6.8: /Cu"-J//Cu oca, iJ ratio derived 
from the magnetic measurements (30 K values). 
The number of Cu atoms/g in column 2 are from the ICP measurements. 
X [Cu] 10 (atoms /g) [CU2+] 1020 (atoms/g) [CU +] / [Cutotal] (%) 
0.046 4.55 1.38 30 
0.093 8.96 3.25 36 
0.141 13.38 4.82 36 
0.182 17.10 6.92 40 
Core level photoelectron spectra of the Cu 2p transition for CuO polycrystalline 
powder and the fractured copper sodium silicate glasses of different CuO concentration 
are shown in Figure 6-6. It was found from XPS that in the glasses with x<0.141 
copper exists in the Cu+ state, while both oxidation states. Cu-' and Cue+, coexist 
simultaneously in the glass with x=0.182, however, the concentration of Cu2+ in that 
sample is small as witnessed by the weak satellite structure. It was also found that, for 
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glasses with 0.046 <x<0.141, it was not possible to fit two separate peaks in each 
spectruni in order to find the contributions of Cu2+ and Cu' ious to the Cu 21) spectrum 
of each sample. Only one peak was fitted (as shown in Figure (i-1(1 for the glass with : r, " 
0.046), and this peak was assigned to the Cu+ state as previously explained. For the . r; 
0.182 glass, the Cii 21)3/2 transition was fitted with two contributions as shown in Figure 
6-11. The higher binding energy peak corresponds to the Cue 1 state. The fit resulted in 
quantitative values of 10.3% and 89.7% for Cue+and Cu+, respectively for the : r; = 0.182 
sample. 
It was shown, in previously reported XPS studies of the Ge02-Na>O-CuO glass sys- 
tern by Hussain et al. [36], that the number of Cu2+ ions determined from XPS was less 
than that obtained by ESß, measurements performed on the same samples [37]. They 
attributed this difference to the fact that Cu2+ was reduced to Cu+ under the effect of 
the X-ray radiation during the XPS measurements. This is one possible consideration, 
however, the large discrepancy between the two techniques could also result from a dif- 
ference in the Cl_u21- concentration between the surface and the bulk. There are several 
reasons for suggesting this; (a) the X-ray power was quite low in this case, (b) it took 
less than 20 minutes to complete scanning the C is and Cu 21) regions, the latter being 
scanned first, and (c) if the X-ray reduction of copper was significant, this effect would 
also have been observed when measuring the Cu 2p spectrum of the Cu() powder. The 
Cu2+ deficiency of the surface might be due to surface recombination of the form; 
2 Si-O- +2 Cu2+ -> Si-O-Si +2 Cu+ + 1/2 02 
or 
2 Si-O- +2Cu 2++2H-> 2Si-OH +2Cn+ 
Such a recombination would give self consistent XPS data from the surface. Further 
investigation of the glass samples using UV visible spectroscopy and neutron scattering 
is under way to verify these findings. 
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6.5 Conclusions 
Both XPS and magnetisation measurements have been used independently to study 
the valence state of copper and to evaluate the proportion of non-bridging oxygen atonis 
present in the (0.70-x)SiO2-0.30Na2O-xCuO glass series with 0.0 < a; < 0.182. Froin the 
XPS data, it was found that copper exists only in the Cu(I) state for glasses with a: < 
0.141. The fitting of the Cu 2P3/2 spectrum to contributions from both Cu(I) and Cu(II) 
was undertaken and the concentrations of Cu+ and Cue+, for the glass with x=0.182, 
was calculated from the peak areas. The 0 is spectra, for all the glasses, have been fitted 
with the weighted sum of two Gaussian-Lorentzian contributions from bridging and non- 
bridging oxygen atoms. The ratio of non-bridging to total oxygen atoms obtained agrees 
well with the value calculated from the glass composition if Cu(I) and Cu(II) behave 
as glass modifiers. The physical properties of the glasses presented in this chapter, also 
indicate that copper ions are occupying modifying sites in the glass network. Using a 
simple model, based on the chemistry of the glass samples, the non-bridging oxygen 
signal with contributions from SiONa, SiOCu(I) and SiOCu(Il) have been simulated. 
The binding energy of the Si 2p spectrum was shown to be sensitive to changes in x, 
while the Na is spectra showed only a slight shift with increasing copper oxide content. 
From the magnetisation data, it was found that copper exists in both Cu+ and Cu2+ 
valencies. It was also found that copper behaves paramagnetically in these glasses since 
the paramagnetic Curie temperature was found to be equal or close to zero in these 
glasses. The collapse of the magnetisation curves to a single curve when plotted against 
H/T confirmed the fact that the Cu2+ ions are behaving paramagnetically in all these 
glasses. The Cu2+ content obtained from XPS measurements differed from that obtained 
from bulk magnetic measurements. This difference might be due to the fact that either 
the copper is being reduced under X-ray radiation or that the bulk and the surface 
structure. of these glasses are different. 
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Chapter 7 
Sodium Cobalt Silicate System 
7.1 Introduction 
7.1.1 General 
In this chapter, the results of XPS and magnetisation studies following the introduc- 
tion of various amounts of CoO into the sodium silicate base glass are reported. The 
objective was again to measure the non-bridging oxygen content, investigate the redox 
state of cobalt, identify the different bonding coordinations of cobalt ions, and to inves- 
tigate the type and strength of the magnetic interaction in these glasses. Cobalt oxide 
was selected to be introduced into the sodium silicate base glass for a variety of reasons. 
Firstly. it has magnetic and catalytic properties that are technologically important [1,2]. 
Furthermore, the Co 2p XPS spectra show prominent satellites and the Co ions exist 
in different oxidation states in oxide glasses, together with the possibility of different 
coordinations for the same oxidation state. In the second part of this chapter, the mea- 
surement of the redox state of the lowest cobalt oxide content glass by magnetisation 
measurements is reported and the results compared with the ICP findings. 
7.1.2 Role of cobalt ions in oxide glass structure 
According to Bamford [3], cobalt has been seen to exist in the Co(II) oxidation state in 
r; latise>. Furthermore, cobalt in soda-lime silicate or any other base glass occurs normally 
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in four-fold or six-fold coordination with the oxygen ions. However, six-1,01d coordinated 
cobalt is rare and has been only seen in low-alkali borate and low-alkali phosphate glasses 
[3]. The coordination geometry of cobalt in various oxide glass hosts was studied by 
Nelson and White [4]. These authors measured the optical absorption spectra of cobalt 
in Na20-xSiO2-0. OI00O, where x varied from 1-3, and found that cobalt exists in the 
Co2+ state only and forms a tetrahedral complex in sodium silicate glasses, coordinated by 
non-bridging oxygen atones. A significant amount of cobalt was also covalently bonded 
to the coordinating oxygens. They also measured the absorption spectra of Coe in 
borosilicate, aluminoborosilicate, germanate, borate and borophosphate glasses [4]. The 
data from all the glass samples indicated that Co(II) occupies tetrahedral sites. In another 
study, Berretz and Holt [5] have investigated the optical and magnetic properties of cobalt 
ions in barium phosphate glass, where cobalt was found to exist in Co2+ oxidation state 
only. The optical spectra also suggested that Co2+ ions are in tetrahedral coordination 
site. The effective magnetic moment of this glass was found to be equal to 4.5 Eci3. 
The authors quote an expected magnetic moment for Co2+ of 4.1-5.2 Its, and 4.7-5.2 
PB, in tetrahedral and octahedral coordination respectively. Baiocclii ct al. have also 
investigated the optical and magnetic properties of cobalt in lead silicate glasses [6]. The 
Co2± ion was found, from the optical measurements, to exist in tetrahedral coordination 
in the glass. The measured effective magnetic moment (µ,, ff = 5.22 j i,, ) was found to 
be much higher than expected for Coe+- in a tetrahedral site (µ. ý! = 4.5 /L13). They 
concluded that there might be the coexistence of Co2+ in octahedral sites in the glass 
network (µ, ßi = 5.1 /LB in an octahedral site). Note the difference in the quoted values of 
the expected magnetic moment of Co2+ for the different coordination geometries quoted 
in the literature. 
7.2 Experimental details 
7.2.1 Sample preparation 
The glass samples were prepared using commercially available analytical grade pow- 
(lei's of CoCO3 (for CoO), Na2CO3 (for Na20) and SiO9,. Glass bars were prepared and 
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Nominal AllAvm. d 
: r, Na20 Si02 CoO Na2O SiO9 CoO 
0.0 0.30 0.70 0.0 0.306 0.694 0.0 
0.043 0.30 0.65 0.05 0.299 0.655 0.043 
0.086 0.30 0.60 0.10 0.303 0.61 0.086 
0.132 0.30 0.55 0.15 0.313 0.556 0.132 
0.186 0.30 0.50 0.20 0.306 0.51 0.186 
Table 7.1: Composition of the prepared and analyzed cobalt sodium silicate glasses. The 
relative uncertainty in the ICP data is about ± 5%. 
characterised as described in Chapter 4. Table 7.1 lists the batch and the analyzed (ICP) 
glas compositions. 
7.2.2 Measurements 
Photoelectron spectra from C Is, 0 Is, Co 2p, Co 3p, Na Is and Si 2p core levels were 
obtained as described in Chapter 4. The 0 Is and Co 3p spectra were smoothed and fitted 
with the weighted sum of two Gaussian-Lorentzian curves representing bridging and non- 
bridging oxygen, and the possible cobalt bonding coordinations and/or oxidation states, 
respectively. The fraction of non-bridging oxygens and Co'-'-- (oct) were determined from 
the respective area ratios. More than one sample was analyzed in this manner and 
the overall accuracy in the determination of the peak position and chemical shift was 
< 0.2 W. The quantitative oxygen bonding results (based on relative peak areas) and 
cobalt redox analysis were reproducible to f 5% and f 10%, respectively. A period of 
approximately two hours was required to collect the necessary data set for each sample 
and, during this time, was no evidence of any X-ray induced reduction of the cobalt in 
the glass were observed. 
Several properties of each glass sample, such as thermal expansion coefficeint, 
DTA, density etc... were measured again as described in Chapter 4. 
The inagnetisation data (M vs. H and M vs. T) were measured as described in 
chapter -1. The magnetic susceptibility was measured as described in chapter 5. 
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Figure 7-1: Variation of the thermal expansion coefficient a with CoO content. The 
dashed line is drawn to guide the eye. 
7.3 Results 
7.3.1 Physical and thermal properties 
7.3.1.1 Dilatometry 
The thermal expansion coefficient, a, of each glass was measured in the temperature 
range of room temperature to 300 °C with a rate of 4 °C/min. The results of the 
measurements are shown in Figure 7-1 as a plot of er vs. CoO content. As seen from 
this figure, a initially decreases with increasing CoO content but appears to reach a 
constant value of - 128 10-1 °C-1. Similar behaviour of a was also seen when Fe20; 3 
was substituted in increasing amounts for Si02 in sodium silicate glasses [7]. 
7.3.1.2 XRD, DTA trace and density measurements 
Figure 7-2 shows the XRD patterns of the as-quenched cobalt oxide doped powder 
samples. It is clear from the figure that all the samples investigated are completely 
amorphous as evidenced by the diffuse patterns obtained. 
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Figure 7-2: XRD patterns for all the Coo doped glasses showing the amorphicity of the 
samples. Note that fluoresence from cobalt contributes to a large background. 
From the DTA curves shown in Figure 7-3, it is clear that the glass transition first 
decreases until x=0.132 then shows a small increase with increasing CoO content. The 
glass samples with 0.043 <x<0.132 show single crystallization and melting peaks while 
the glass with x=0.182 seems to have developed two crystallization and melting events. 
It is also clear that the crystallization peak decreases in height, while the crystallization 
temperature also shows a decrease with increasing CoO content. The inelting tempera- 
ture also shows a decrease with increasing CoO content. As seen from Figure 7-3 a single 
glass transition temperature is detected on the DTA trace for each sample indicating no 
phase separation occured in the glasses. The results obtained from the DTA trace are 
summarised in Table 7.2. 
All the CoO doped glass samples were heat treated at their corresponding crystal- 
lization temperatures. The XR. D data from these samples is summarised in Appendix 2. 
The samples contained sodium disilicate or sodium metasilicate plus unidentified phases 
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Figure 7-3: DTA trace for all the cobalt doped glass samples showing the various trans- 
for inatio: z tePiperatures. 
which presumably contain cobalt. The density of a solid glass piece of each CoO doped 
sample was measured using Archimedes' principle as described in chapter 4. As shown 
in Figure 7-4, the density, p, is seen to increase with increasing CoO content. 
7.3.2 XPS data 
Vide scan X-ray photoelectron spectra, in the binding energy range 0-1200 eV, 
for each of the glass samples investigated, are shown in Figure 7-5. The XPS and Auger 
lines from the constituent elements in the glass are easily identified and marked on the 
spectra. A high resolution spectrum, taken in the binding energy range 280-300 eV, 
revealed a weak, single C is peak which was again used as an energy reference at 284.6 
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Table 7.2: Results of the analysis of the DTA traces of the glass powders investigated. 
Tq ±1 (°C) Ta j±1 (°C) Tx2 ±1 (°C) T7 1f1 ("C) T, 2 ±1 ("C) 
0.0 475 725 - 780 876 
0.043 442 668 - 830 - 
0.086 424 664 - 715 - 
0.132 414 628 - - - 
0.186 420 598 641 710 - 
eV f 0.2 eV. The C is peak associated with any carbonates (such as Na2CO3) has a 
higher binding energy of 289.3 eV and this peak was not observed in any of the recorded 
spectra. 
7.3.3 Cobalt spectra 
A high resolution XPS scan in the binding energy region 770-810 eV is shown in 
Figure 7-6. The peaks at binding energies - 780 eV and - 796 eV are attributed to 
core level transitions arising from the spin-orbit doublet of the Co 2p. Strong satellite 
features at -6 eV on the higher binding energy side of the main peak are also observed 
for all the cobalt doped glass samples. Spectra of samples of CoC12 and Co304 are shown 
in Figure 7-7 for comparison. 
As can be seen, the Co 2p spectrum in CoC12 shows a strong satellite structure similar 
to that observed in the glass samples, while the same satellites are weak in the Co 2p 
spectrum of the Co304 compound. It can also be seen, from Table 7.3 and Figures 7-6 
and 7-7, that the Co 2P3/2 - Co 2p1/2 separation in the glasses is similar to that in CoCl2, 
while it is less in the Co304 powder. However, the peak width of the Co 2p spectra 
and their corresponding satellites are narrower in the case CoC12 and less intense for the 
Co304 than in the glass samples. This indicates that cobalt in the glass samples exists in 
either more than one oxidation state or more than one coordination geometry. It was not 
possible, however, to resolve the Co 2p spectra due to the broad nature of the lines and 
their corresponding satellites. Hence, in order to quantify the valence state and/or the 
different coordinations of cobalt in the glass samples, it was necessary to analyze the Co 
3p core-level transition, which overlaps slightly with the Na 2s line. The Co 3s line did 
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Figure 7-4: Variation of the density, p, with Coo content in the glass. The errors in the 
density 7neasurernents are negligible on this scale. The dashed line is drawn to guide the 
eye. 
not overlap with any of the other photoelectron lines but was too broad and too weak to 
analyze with any confidence. The Co 3p/Na 2s spectra for the glass samples are shown 
in Figure 7-8. 
7.3.4 0 is spectra 
The 0 is photoelectron core level spectra are shown in Figure 7-9 for the base 
glass, as well as the cobalt (loped glass samples, and three distinct peaks can be observed 
in each spectrum. As cobalt oxide is increased, the lowest binding energy peak at , 530 
eV increases with respect to the peak with a binding energy of - 532 eV, while the 
highest binding energy peak at ti 536 eV remains the same for all the glass samples. 
This latter peak is attributed to the Na KLL Auger transition while the others arise 
from BO and NBO as described in the previous chapters. 
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Figure 7-6: High resolution Co 2p spectra for the CoO doped glasses. 
7.3.5 Si 2p and Na is core level spectra 
Both the Si 2p and Na is photoelectron core level spectra were measured for all the 
glass samples investigated. The measured binding energies as well as the corresponding 
F\VHM are reported in Table 7.4. As can be seen from these data, as more cobalt is 
introduced into the base glass, the peak position of the Si 2p peak shifts to lower binding 
energies by a total of -1 eV over the cobalt oxide concentration range studied. Similar 
behaviour was also observed when an increasing amount of Fe203 was added to sodium 
silicate glasses [7]. There is a small shift, about 0.4 eV, toward lower binding energies 
for the Na is core level line, as shown in Table 7.4 and the peaks are symmetric with a 
F\VHM of - 2.2 eV suggesting that sodium exists in one bonding configuration in these 
glasses. 
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Figure 7-7: High resolution Co 2p spectra for CoCI2 and CO,? 04 compounds. Note the 
different, peak positions and satellite structures. 
7.3.6 Magnetic susceptibility and M versus H data 
The d. c. magnetic susceptibility (X) and inverse susceptibility (X-1) data for the 
0.086 CoO doped glass are shown in Figure 7-10 as a function of temperature over the 
range 2- 60 K. The data in Figure 7-11 shows X-1 versus T for all the cobalt doped glass 
samples investigated. As can be seen, the high temperature inverse susceptibility follows 
a Curie-Weiss law ;x= C/(T - 0) with a negative Curie temperature which implies that 
the cobalt ion-ion interaction is antiferromagnetic [8]. The magnetic parameters deduced 
from the data are summarised in Table 7.5. 
The Curie constant, C, and the Curie temperature, Op, both increase, while the ef- 
fective magnetic moment (µ, f f) shows a small decrease, with increase in cobalt oxide 
content in the glass. Rom the experimental values obtained for the Curie temperature, 
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Figure 7-8: High resolution Co 3p/Na 2s spectra for the Coo doped glasses. 
we see that the antiferromagnetic interaction increases with increasing CoO content in 
the glass. 
The effective magnetic moment is found to be higher than the "spin only" free 
ion value for Co2+ of 4.8 µB [9]. 
The effect of the exchange interaction can be seen graphically by plotting M versus 
H/T. Magnetic measurements were performed at more than four temperatures for each 
sample making it possible to represent the magnetisation data as a function of H/T. 
Figure 7-12a-d show all the data for all the sample studied and it can be seen that the 
spread of the data on the H/T scale increases with increase in CoO in the sample. This 
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o2j /2 
(CV) 
Sat. 2p3/2 
(CV) 
Co2pl/2 
(CV) 
8ät. 21)1/ 
((, V) 
01"13/2- 1/2 
(eV) 
O. 013 780.1 785.7 796.1 802.6 16.0 
0.086 780.2 785.8 796.2 802.7 15.9 
0.132 780.0 785.4 795.9 802.1 15.9 
0.186 780.1 785.7 795.9 802.2 15.8 
Coo* 780.5 786.4 796.3 803.0 15.8 
CoC12 780.8 786.5 796.8 803.0 16.0 
Co3O4 779.6 789.5 794.5 804.5 14.9 
Table 7.3: Binding energies for the Co 2p core level spectra and their corresponding 
satellites. DE represents the energy separation between the Co 2p3/2 and Co 2p1/2. The 
uncertainty iI1, the measured binding energy is < 0.2 eV. The data, for the CoO was taken 
from ref. /1 /J. 
Table 7.4: Binding energies for the core levels Si 2p and Na. is; in parentheses are the 
FWHM valves. The uncertainty in the measured binding enen», ' is < 0.2 ("V 
a; Si 2p (eV) Na is (eV) 
0.0 102.0 (1.95) 1071.5 (2.0) 
0.046 101.9 (2.2) 1071.5 (2.2) 
0.086 101.6 (2.2) 1071.4 (2.3) 
0.132 101.4 (2.1) 1071.1 (2.1) 
0.186 101.0 (2.1) 1070.9 (2.1) 
further confirms that the exchange interaction, between the magnetic ions, increases with 
increasing CoO content in the glass. 
7.4 Discussion 
7.4.1 Physical properties 
The glass transition temperature, Tq, and the thermal expansion coefficient, a, both 
decrease significantly with increase in CoO in the glass. A decrease in T,, is indicative 
that CoO is entering the glass as a network modifying ion, although an increase in a 
might also he expected. It was found in the study of this glass series that the density 
increases with increasing CoO content. This behaviour was expected because the density 
of CoO is higher than that of Si02. According to the discussion in chapter 5, section 
5.4.1. since the increase is linear, no structural changes occurred as more cobalt was 
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Figure 7-9: High resolution 0 Is spectra for the analyzed Coo doped glass samples. 
incorporated in the glass network. That is Co is entering the glass network with the 
same coordination geometry and/or the same valence state. 
7.4.2 XP S results 
7.4.2.1 Co 2p and Co 3p spectra 
Previous studies have been carried out on a number of cobalt compounds and com- 
plexes [10-12]. In these studies, the analysis of the cobalt photoelectron spectra was 
made difficult by the fact that cobalt can exist in different oxidation states, different 
coordination geometries and different spin states for the same oxidation state. Intense 
satellite structures have been observed for Co 2p spectra, about 5-6 eV above the Co 
2p; j/9 and the Co 2p1/2 transitions, in the case of high-spin Co2'+ (S = 3/2) compounds 
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Figure 7-10: The d. c. magnetic susceptibility for the x=0.086 glass as plots of X vs. T 
and ti vs. T. Solid line represents the Curie Weiss law. 
(such as CoCl2, see Figure 7-7), whereas these satellites are very weak, and located about 
10 eV above the core level lines, for compounds containing diamagnetic Co3+ (S = 0), 
such as Co304, where Co3+ is predominant (see Figure 7-7). The intensities of the satel- 
lites are larger in the high-spin Co'+ than in the low-spin Co'+ (S = 1/2) compounds 
and complexes [13]. This was investigated by Briggs and Gibson [11] who reported mea- 
sureinents on cobalt complexes and observed that the Co 2P3/2 - Co 2p1/2 separation 
increased with the number of unpaired electrons. Hence, the peak separation between 
the spin-orbit Co 2p spectra for complexes with S= 3/2 >S= 1/2 >S=0. This change 
in the doublet separation is due to the exchange splitting of the 2p levels by the unpaired 
valence electrons [13]. In the cobalt complexes studied by Briggs and Gibson [11], it 
was found that this separation was 15.0 eV for diamagnetic Co'; +, 15.4 eV for low-spin 
Co2+ and 16.0 eV for high-spin Co2+ ions. It was also found, in other studies [14], that 
the Co 2P3/2 photoelectron transition for compounds containing Co: '+ only was detected 
- 0.9 eV lower than that of compounds containing Co2+ ions only which seeins to be 
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Figure 7-11: The d. c. magnetic susceptibility for all the Coo doped glasses. The solid 
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due to a final state relaxation and Madelung potential effects [14]. The 2p1/2 core level 
transition for CoO and Co304 compounds have been analysed by Bonnelle and coworkers 
[15,16]. The authors deconvoluted the spectrum of Co 2p1/2 for Co304 into components 
with Co3+ in octahedral coordination (oct) and Co2+ in tetrahedral coordination (tet). 
According to their analysis, the Coe (tet) ion had a binding energy about 1.1 eV higher 
than the Coe (oct) of the CoO compound. 
Two other cobalt containing compounds have also been investigated for comparison, 
namely Co304 and CoCl2. In the cobalt 2p spectrum of Co304, the separation Co 2p3/2 
- Co 21)1/2 was found to be 15.1 eV and a very weak satellite was observed at about 10 
eV above the main Co 2p transitions , 
in agreement with a previous investigation of the 
same compound [12]. In this compound the presence of low-spin Col-I ions is dominant, 
since the ratio Co 3+ to Co2+ is 2: 1. The Co 2p spectrum of CoC12 (see Figure 7-7) shows 
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'(kil)le 7.5: Para1neters derived from the data x vei"sv, s temE)crature for the cobalt sodr, ion, 
. Silirntc (tlns. ti'cs. 
aý C±0.1 (cinu K/g Oe) (10-) -ll1, ± 1(K) li,, ±(). 2 (Icf3) 
0.04: 3 2.4 2. s 5.2 
0.086 4.7 8.7 5.2 
0.1'32 7 12.8 5.1 
0.186 9.6 18.5 5.1 
strong satellite structure about 6 eV above the main Co 21) transition and the Co 21)3/2 - 
Co 2pl/2 separation was found to be 16.0 eV. In this compound. cobalt is known to exist 
iii ahigh-spin Co2+ state. 
In the glass samples studied, the Co 2P3/2 - Co 2P1/2 separation varied between 15.9 
and 16.0 eV over the glass composition range investigated. Furthermore, the strong 
ýate11ite peaks about 5.6 eV above the main Co 2p lines, and the absence of any satellite 
structure in the region 10 eV above the core level lines, can clearly be seen for the data 
in Figure 7-6. These observations confirm that cobalt, in the glass samples studied, 
exists in the high-spin Co2+ state. Since cobalt can also exist in either tetrahedral 
acid/or octahedral coordination sites simultaneously [61, the Co 3p spectra were also 
measured to check for such a presence. Each Co 3p peak was resolved into two separate 
components and, using the same reasoning as Bonnelle et al. [15,16], the peak at 
Higher binding energy is attributed to the contribution to Co 3p from high-spin Co 2+ in 
tetrahedral coordination, while the peak at lower binding energy is due to high-spin Co 2+ 
in octahedral coordination. Figure 7-13 shows the fitting of the Co 3p spectrum for the 
:r=0.186 glass. Similar fittings were also obtained for the other glass compositions, not 
shown here, and the proportions of the different coordinations geometries in each glass 
, sample are given in Table 7.6. 
The high and low binding energy peaks could possibly be assigned to contributions 
from the Co2+ and the Co3+, however, if this assignment is assumed, the calculated 
nuniber of non-bridging oxygens present in the glass would be too high compared to 
the experimentally deduced value. In the case of the x=0.182 glass, for example, the 
calculated percentage of non-bridging oxygen present assuming a mixture of Coýi+ and 
Coe' . was 
found to be 86%, while a measured value of 67% wits found for the same 
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Figure 7-13: A two peak fit of the Co 3p spectrum for the : r; = 0.186 glass, showing the 
contributiorns fi. oin1, Coe (oct) and Co'+ (tet). 
sample. Assuming Co2+ only, a value of 65% was calculated, which compares well with 
the experimental value. An attempt was made to fit the Co 3p/Na 2s spectra for all 
compositions studies with a two peak contributions, one from Na 2s and the other from 
Co2 +. The FWHM of the fitted Co2+ peak was found to he -4N. The FWHM of a 
single peak (singlet) should lie in the range 2 to 2.5 eV as is the case for Na Is and Si 2p 
peaks in this study. The value of 4 eV would imply that the peak is composed of two or 
Table 7.6: Biridinig energies and measured proportions of Co" (let) and C. o'+ (oct) in 
cobalt sodium silicate glasses. The numbers in parentheses represent the FWHM. The 
uncertainty in the measured binding energy is < 0.2 e V. 
Coý2 + (oct) Co + (tet) [Co-2T (oct)]/[Co((1, 
(eV) (eV) (%o) 
0.043 - 60.6 (1.9) 0 
0.086 59.9 (1.9) 60.8 (1.9) 54 
0.132 59.9 (1.9) 61.0(1.9) 72 
0.186 60.0 (1.9) 61.0 (1.9) 77 
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more overlapping beaks which is the case here. 
7.4.2.2 0 is spectra 
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Figure 7-14: A two peak fit of the 0 Is spectrum for the x=0.043 glass showing the 
contributions from bridging oxygen (BO) and non-bridging oxygen (NBO) atoms. 
The 0 is spectra for the glass samples are shown in Figure 7-9. A deconvolution 
method, similar to the one used to fit the Co 3p spectra, was used to fit each spectrum 
with contributions from both the bridging and non-bridging oxygen atoms. Figure 7-14 
shows a two peak fit for the x=0.043 glass sample. Similar fittings were also obtained for 
the other glass compositions, although not shown here, where the non-bridging to total 
oxygen ratio was determined from the area ratios (area of non-bridging oxygen /area of 
total oxygen atoms). As can be seen from Figure 7-14, the two Gaussian-Lorentzian sum 
function provides a good fit to the experimental data. The results of the fitting of the 
experimental 0 Is spectra are summarised in Table 7.7. 
If cobalt, irrespective of its coordination state, is to behave as network modifier, two 
non-bridging oxygen atoms must be formed, for every CoO molecule that is added to the 
glass. Consequently, the fraction of non-bridging oxygen should he given by; 
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N130/Total Oxygen = 
2[N(a2O]+2[(' 0O1 
[Na. )0]-+-2[ Si ()., 1-I [('o)01 
(7. i) 
There is good agreement between the above equation and the measured proportions of 
non-bridging oxygen atoms, as seen from Table 7.7, sliowitig that, Co'+ (tet) and Co'+ 
(oct) are both contributing to the non-bridging oxygen signal. 
Table 7.7: Measured and calculated (from equ. 7.1) proportions of non-bridging (NBO) to 
total oxygen (TO) in the cobalt sodium silicate glasses as a function of : r. The uncertainty 
in the measured values is about f 5%. 
:r 
NBO/OT(%) 
measured 
NBO/OT (%) 
calculated 
0.0 38 35 
0.043 41 41.4 
0.086 50 48.4 
0.132 58 57.2 
0.186 67 65.1 
The changes in fitting parameters of the 0 is transitions, as CoO is substituted for 
Si02 in the glass structure, are shown in Figure 7-15. The addition of CoO results in a 
decrease in the energy separation between the bridging and non-bridging oxygen peaks 
from 1.9 to 1.5 eV, and although the FWHM of the bridging oxygen peak does not change 
much, the non-bridging oxygen peak does show - 30% increase, confirming that the unit 
SiOCo(II) is contributing to the non-bridging oxygen signal, but is somewhat different 
from SiONa. 
7.4.2.3 Simulation of the 0 is spectra 
Combinations of peaks were used to independently model the experimental spectra 
I) Lsed on the chemical components present in the glass. 'Flus method was used to simulate 
the contributions from SiONa and SiOCo(II) to the non-bridging oxygen signal (see 
Chapters 5 and 6). The Z/r values used were Si4 (100), Na+ (9.8) and Co2+ (30.77). 
These numbers were used to derive the values for the 0 Is binding energy of the SiOCo(II) 
configuration by linear interpolation between the observed values for SiOSi and SiONa 
191 
2.2 
2.0 
T 1.8 0) 
4) 
C 
W 
1.6 
1.4 
H 
/HW 
NBO 
\ 
AEaO-NBO 
0.00 0.05 0.10 0.15 0.20 
CoO (molar fraction) 
Figure 7-15: Variation of the fitting parameters for the 0 Is spectra vs. CoO content.. 
HW Nßc) is the half width of the NBO signal and AEBQ_NJn) is the energy separation 
bctiviceri. BO and NBO transitions. 
(from the base glass). This predicts that, as cobalt oxide is substituted for Si02, the 0 
is signal from SiOSi at 531.5 eV would gradually be replaced by peaks for SiOCo(II) 
at a binding energy of approximately 530.1 eV, while the SiONa peak would remain at 
529.6 eV. Figure lib shows the simulation based on the above model, using Gaussian- 
Lorentzian functions. The half widths of the peaks were fixed at the values taken from 
the base glass sample and the intensities obtained from the chemical composition. The 
simulation shown in Figure 7-16 is for the base glass doped with 4.3% CoO. It is clear 
that this simple model reproduces the experimental data for the glass samples shown 
with a high degree of accuracy. The same was also true for the compositions not shown 
here. It was therefore possible from the XPS data and modelling, to separate all the 
possible contributions to the non-bridging oxygen signal. 
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Figure 7-16: Simulation of the 0 Is spectrum for the x=0.043 glass showing all the 
possible contributions to the spectrum. The points are e3perimcntal data while the solid 
curves represent the simulated spectra. 
7.4.2.4 Si 2p and Na is spectra 
The increase in the non-bridging oxygen atoms in the glasses also results in an increase 
of those silicon atoms linked to non-bridging oxygen and hence, the Si 2p core level peak 
shifts to a lower binding energy with increasing Coo content. Similar behaviour has also 
been observed in previous studies of Na-Fe [17] and Na-Ca [18] silicate based glasses. 
However, the Na is spectra were somewhat insensitive to changes in CoO content in the 
glasses. A small change in peak position, (as seen from Table 7.4), and no change in the 
peak shape or peak width indicates that the sodium atoms exist in the same chemical 
environment over the glass composition range studied. 
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7.4.3 Magnetisation results 
7.4.3.1 Magnetic susceptibility data 
The Curie teiiiperature, OP, is a measure of the streiigtI, of t, lie iuaagnetic ion-ion inter- 
action and therefore, the higher 1-8,1, the stronger is the interaction. The negative value 
of the Curie temperature indicates that the exchange interaction is antiferromagnetic. 
As seen from Table 7.5, the value of Op is negative for all the glasses indicating that 
cobalt is behaving antiferromagnetically in all these glasses and since 1-0,, 1 is increasing, 
the interaction becomes stronger with increase in CoO in the ghisses. The increase in 
exchange interaction is also confirmed by Figures 7-12a-d. Comparing the four sets of 
curves, we observe more divergence of the data on the Il/T scale with increase in CoO. 
Similar behaviour has been seen in lead borate glasses when increasing amounts of Fe20: 3 
are incorporated in the glasses [19]. However, in the case of silicate glasses doped with 
varying amount of CuO [17] (Chapter 6), it was found that the data on the H/T scale 
collapsed completely to a single curve indicating that the copper in the glass structure 
was behaving paramagnetically. It should also be noted that the theoretical value for the 
magnetic moment for Co 2+ (tet) is 4.1-5.2 µB [5], while for Co2+ (oct) it is 4.7-5.2 µ13 [5]. 
The values for the effective magnetic moment in our glass samples varied from (5.2 ± 
0.2) J1,3 for x=0.043 and 0.086 to (5.1 ± 0.2) It. for x=0.132 and 0.186. It is therefore 
not possible from the values obtained for the effective magnetic moments to assign a 
particular coordination geometry to the Co2+ ions in these glasses. If, for example, an 
experimental value of 4.4 ERB had been obtained, one can be certain that Co2+ is in the 
tetrahedral coordination geometry. 
7.4.3.2 Redox state of the 0.043 CoO glass 
The magnetisation data (M vs. H) for the blass sample with a: = 0.043 is shown 
in Figure 7-17 for four temperatures. As seen the magnetisation increases as the tem- 
perature is lowered to 2.1 K. It was found, from the XPS measurements, that the only 
magnetic ion present in this glass sample is Coe*. It was also found, from the magneti- 
sation measurements that the magnetisation data did collapse on a single curve when 
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plottc(l against H/1'. The Curic temperature, Oa), was also found to he, low ( -2.8 K). All 
these results are indicative of a weak magnetic exchange ion-ion interaction. Therefore, 
the magnetisation data for this glass sample was fitted with the following equation which 
is valid for free magnetic ions or weak exchange interaction as explained iii chapter 2; 
M= NgJµ, 3B, (x) (7.2) 
In this case the magnetisation for the glass sample was fitted to equation 7.2 with one 
term only; i. e. the contribution from Co'+ ions since Co: '-'- are non-magnetic and further- 
more were not detected by XPS. The magnetisation data for four different temperatures 
was fitted to equation 7.2 and the number of Co2+ ions (N) was used as the adjustable 
parameter to obtain the best fit to the experimental data. For Co2+ ion, J=L+S, 
where S= 3/2 and L=3. The magnetic data (M vs. H) was fitted using J=L+S, but 
the fit gave negative unphysical values for N, the concentration of Co2+ ions per gram. 
Furthermore, it has been found that transition metal ions in gkusses show spin-only type 
moments because of the extent of the 3d orbitals which allows orbital momentum quench- 
ing by interaction with the ligand field [6,5]. The values for J=S= 3/2 were therefore 
taken and equation 7.2 can be written as 
Al = (3/2)Ngu BJ(x) (7.3) 
The results of the fitting of the experimental data is shown in Figure 7-17 and the 
concentrations of Co2+ ions/g deduced from the fit are reported in Table 7.8. From 
the ICP ineasurenients, the number of cobalt ions/g was found to be equal to 4.24 x 
102'. From the XPS measurements it was found that all the cobalt is in the Co2+ state. 
Therefore the value found from ICP corresponds to the Co2+ concentration in the glass 
sample. It is see that there is a fair agreement between the concentration of Co2+ found 
from ICP and inagnetisation measurements for the sample with the lowest CoO content. 
An attempt has been made to determine the number of Co' I ions for the ar > 0.086 
glass compositions by fitting the M vs. H data with the Brillouin function. However, 
disagreement was found between the number of Co'-, ions found from ICP and those 
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Figure 7-17: M vs. H data for the x=0.043 glass taken at, four different temperatures. 
The points are experimental data while the solid curves are the fittings. 
deduced from the fitting of the magnetisation versus magnetic field curves. This might 
be due to the fact that equation 7.2 is valid only for low concentrations of the magnetic 
ions where the magnetic ion-ion exchange interaction is weak and the Col+ ions are 
`-diluted" in a non-magnetic medium represented by the base glass. For the case of the 
glasses with x>0.086 , in order to determine the number of Co2+ ions present in the 
glass. equation 7.2 needs to be modified to take into account the strong magnetic ion-ion 
interaction. 
T(K) [C02+1 x 1()20 
2.1 4.214 
4.3 4.154 
10 4.214 
15 4.695 
Table 7.8: Concentration of Co2+ ions needed to fit the Mips. H data at, different tem- 
peratures for the x=0.043 glass samples. The uncertainty in the [Co2+J is estimated at 
t2%. 
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7.5 Conclusions 
Both XPS and magnetisation techniques have been used to study the effect, oil the 
structural and magnetic properties, of introducing various amouuts of Co() in sodium 
silicate based glass. It was fotnid, from XPS measurements, that cobalt, exists as high 
spin Co'+ (tet) and Co" (oct) simultaneously in the glass samples with ;r>0.086. The 
O Is spectra have been fitted with contributions from both bridging and non-bridging 
oxygen atoms, and the non-bridging oxygen signal was found to increase with increase, 
in CoO content, indicating that cobalt is behaving as a network modifier. The 0 Is 
spectra were also simulated with contributions from SiONa, SiOSi and SiOCo(11) in 
both coordination geometries. The measured physical properties confirmed the fact that 
cobalt was entering the glass as a modifying ion. The results of the fitting of the Co 
3p spectra indicate that cobalt only exists in tetrahedral coordination for the x-0.043 
and the proportion of octahedral coordination increases with increase in Coo content 
in the glass. From the magnetic susceptibility measurements, the effective magnetic 
moment for the glasses was found to be in the range 5.1-5.2 It,, and, therefore, it was not 
possible to assign a particular coordination geometry to the Co2+ ions. The rnagnetisation 
curves (M vs. H) when plotted as a function of H/T show a divergence in the data 
which increases with increasing CoO content indicating that the exchange interaction 
between the magnetic ions also increases with increasing amount of CoO. From the Curie 
temperature, it has also been shown that the exchange interaction is antiferromagnetic 
in this series of glasses and increases with increasing CoO content. The M vs. H data for 
the x=0.043 glass has been fitted with the Brillouin function while keeping the Co2+ 
concentration as the fitting parameter. The best fit to the experimental data was obtained 
for different temperatures and good agreement was found between the ICP measured 
Co2+ concentration and the one deduced from the fitting of the magnetic data. When the 
same procedure was used for the x>0.086 glasses, some disagreement was found between 
the Co2± concentrations obtained from the ICP and the magnetisation measurements 
because of the strong magnetic exchange ion-ion interaction making equation 7.2 invalid. 
The presence of tetrahedrally coordinated Co(II) at the fracture surface of the glass, 
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as indicated 1)v XFS, would also be consistent with loss of Na() , fr(»» tliis region after 
had tire 
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Chapter 8 
Conclusions 
8.1 Summary of the results 
This study has involved the use of two main techniques, namely, XPS and inagiieti- 
sation in the investigation of the local structural and magnetic properties respectively of 
ternary oxide glasses. Three glass systems were studied, all having the same base glass 
(3ONa2O-7OSiO2) doped in turn with various amounts of Fe203, CuO and CoO. 
Many powerful techniques have been employed elsewhere in the study of the stnic- 
tural properties of amorphous materials. Among these are Mössbauer spectroscopy and 
MAS \MR. The former is restricted mainly to materials containing Fe, Sb or Sn. The 
later cannot be applied when transition metals, such as those used in the present study, 
are incorporated in the samples in more than fractions of mole percent. Diffraction tech- 
niques are largely insensitive to the chemical states of the atoms. Therefore, another 
technique has to be used in the investigation of the type of glass samples examined in 
this thesis. It has been shown that XPS, a surface sensitive technique, could be success- 
fully employed in the structural study of binary as well as ternary glass systems [1-3]. 
\Vlien the sample is fractured in UHV, the information obtained from the XPS analysis 
seems to be representative of the bulk state [4]. Therefore, this technique was chosen for 
the study of the local structure of the three glass systems investigated. All the samples 
were fractured in UHV prior to the XPS analysis. The interest was mainly in measuring 
the concentration of non-bridging oxygen atoms and its variation with the amount of the 
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tr<irrtiition metal. The fraction of non-bridging oxygen atoms in each Sample 1)a ed ou 
the Zacharicr. 5en random model of glass structure was also calculated. The valence states 
were identified and the concentration of each valence state of the transition metal in each 
glass sample was measured quantitatively. 
From the Fe 3p spectra of the iron sodium silicate glass system, it was possible to 
calculate the ratio [Fe2+]/FeTotai for each glass sample. It was found that for low Fe2O: 
content both valencies were present, however, Fe3+ was the dominant species for high 
Fe9O: 3 content. From the analysis of the 0 Is spectra, it was possible to discriminate 
between bridging and non-bridging oxygen atoms. It was found that the ratio of non- 
bridging oxygen content to total oxygen content increases with increasing iron oxide 
concentration and is found to be in good agreement with the calculated ratio based on 
the Zachariasen random model of glass structure. The binding energy of the Na Is peak 
slid not vary much while that of the Si 2p transition (lid show a strong dependence on the 
Fc003 content. However, the peaks were symmetric for both Si 21-) and Na is transitions 
and the peaks full width at half maximum (FWHM) did not show any dependence on 
the iron content. The 0 is spectra of all iron doped glasses were simulated by sum- 
ming the contributions from SiONa, SiOFe(II) and SiOFe(III) components present in 
the glass, demonstrating that their binding energies and hence bond strengths are differ- 
ent. The variations of the measured thermal expansion coefficients and glass transition 
temperatures with Fe203 content were in good agreement with this 0 Is XPS analysis. 
The d. e. magnetic susceptibility measurements performed on the Fe203 doped glass 
series indicated that the magnetic exchange interaction is antiferromagnetic and, since 
-Op I increased with increasing iron oxide content, the magnetic exchange interaction 
was also found to increase with increasing Fe203. This result was confirmed graphically 
lw plotting the magnetisation data (M) versus H/T. It was found that when M is plotted 
as a function of H/T, a spread of the data was seen to increase with increasing iron 
oxide content indicating an increase in the exchange interaction. Similar results were 
also found by N/lendiratta et al. for iron lead borate glasses [5]. 
The a=0.046 glass was heat treated and the magnetic properties of the glass and glass 
ceramic obtained by heat treatment of the parent glass were investigated and compared. 
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It was found that the magnetic exchange interaction in the glass ceramic is stronger than 
in the glass. The magnetisation data (M vs. H) for the x_0,01(1 glass was fitted to the 
Brillouin function and the concentration of Fe2+ ions was deduced fron the I)est fit, to 
the experimental data and compared to the one obtained from the XPS analysis. Good 
agreement was found between the two techniques for this sample. 
The XPS analysis of the Cu 2p spectra revealed that copper exists in the Cu+ state 
for x<0.141, while both oxidation states Cu+ and Cu2+ were present in the highest Cu() 
content. The analysis of the 0 is spectra indicated the existence of both bridging and 
non-bridging oxygen atoms. The measured non-bridging oxygen atoms concentration was 
found to increase with increasing CuO content indicating that Cut ions for x<0.141 and 
both Cu' and Cu" for x=0.182 behave like network modifying ions. The calculated 
proportions of non-bridging oxygen atoms in the glasses were in good agreement with the 
Zachariasen model for glass structure. The 0 is spectra were modelled in such a way as 
to separate the contributions from SiOCu and SiONa to the non-bridging oxygen signal. 
The d. c. magnetic susceptibility measurements performed on the same samples showed 
that the copper ions are behaving parasnagnetically since the Curie temperature was 
found to be nearly equal to zero. The magnetisation M vs. H data was recorded at 
different temperatures for all the copper doped glass samples. It was found that when 
N1 is plotted against H/T, the data collapses to a single curve indicating that the tnag- 
netic exchange interaction is weak and that the copper ions behave paramagnetically 
Similar results were found for Cd lead borate glasses [5]. These findings confirm the d. c. 
magnetic susceptibility measurements. The magnetisation data was therefore fitted to a 
Brillouin function by maintaining the number of magnetic ions as the fitting parameter 
and deducing the number of copper ions in each glass from the best tit to the experi- 
mental data. A disagreement was found between the concentration of the magnetic ions 
measured by XPS and magnetisation. 
The third glass system investigated was cobalt sodium silicate. The analysis of the 
Co 2p spectra indicated the presence of high spin Co2+ ions in all the Co doped glasses. 
The Co 3p spectra were fitted with two contributions, one from the C02+ in tetrahedral 
(tet) coordination and the other from Co2+ in octahedral (oct) coordination. It was 
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f0un(f that, the concentration of Co, +(tet) incre<1.5e(1 witli increasing COO content. The() 
is spectra also showed significant composition delýcndeiit changes. The fraction 0f, non- 
bridging oxygen atoms was found to increase with increasing CoO content indicating that 
C'c>(11) ions are entering the glass network aas niodlifynig ions but the contribution from 
SiO(L o(II) to the non-bridging part of the 0 Is signal could be separated from the SiONa 
by simulating the spectrum for each glass. 
The d. c. magnetic susceptibility measurements performed on the same glass samples 
suggested that Co(II) exists mainly in octahedral coordination and that the exchange 
interaction between the magnetic ions is antiferroinagnetic. The spread of the magnetic 
data when plotted against H/T was found to increase with increasing CoO content. These 
results confirmed the findings of the magnetic susceptibility measurements. The M vs. It 
data taken at different temperatures, for the r=0.043 glass, was found to collapse on a 
single curve when M is plotted against H/T. This suggested that the magnetic exchange 
interaction is weak for this glass sample. Therefore, the magnetisation data for that 
sainple was fitted with a Brillouin function while varying the number of Co2+ ions until 
a best fit to the data is obtained. Good agreement was found between the XPS and the 
magnetisation results. 
8.2 Comparison of the glass systems 
8.2.1 Thermal properties 
The DTA traces for the lowest transition metal oxide (TMO) are shown in Figure 
8-1. It is rioted from this figure that the highest glass transition temperature is for 
the iron sodium silicate and the lowest for the copper sodium silicate glasses. Similar 
behaviour is seen for the crystallization temperature, T. However, the iron sodium 
silicate glass seems to have the lowest melting temperature. It is quite interesting to note 
that the difference between the glass transition and the crystallization temperatures is 
ailniost equal for the three glass samples shown in Figure 8-1, i. e. 222 °C, 221 °C and 226 
°C for the iron sodium silicate, copper sodium silicate and cobalt sodium silicate glass 
respectively. This might indicate that the crystallization process is similar for the three 
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Figure 8-1: DTA traces for the glass samples doped with the lowest TA7O concentration. 
glasses shown in Figure 8-1. The higher TMO content glasses show similar behaviour. 
One more feature is that the exothermic peak for the iron sodium silicate glass is the 
smallest and broadest among the three crystallization exotherms shown in this figure. 
The same trend is found for the other glass compositions not shown here. 
8.2.2 XPS data 
As TMIO are introduced in the base glass instead of SiO2>, the icon-bridging oxygen 
atoms concentration increases in all three glass system studied. This is clearly seen in 
Figure 8-2a which shows a plot of the fraction of non-bridging oxygen as a function of 
"equivalent oxygen" per silicon. The x-axis has been chosen in this manner so as to 
normalise between the different molecular formulae and the different oxidation states. 
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As seen from this figure, there is an almost linear relationship between the fraction of 
non-bridging oxygen content, the equivalent oxygen/silicon in the glass. For all three glass 
series, the initial slope is almost the same indicating the rate of formation of non-bridging 
oxygen atones is identical around these compositions for the three glass systems. 
Figure 8-2b shows the binding energy difference between the bridging and non- 
bridging oxygen, ABE, as a function of "equivalent oxygen" /silicon for all the glass 
series. As seen, there is a decreases in ABE with increasing TMO content for all the 
glass systems investigated. A decrease in ABE means that the difference in chemical 
environment between bridging and non-bridging oxygen atoms becomes smaller. The 
initial decrease in ABE is sharper and larger for the iron sodium silicate glass system. 
The smallest initial change in ABE is for the copper sodium silicate glass system. This 
might indicate that the oxygen atoms associated with the copper and the cobalt ions are 
structurally behaving in a similar way in the sodium silicate base glass network, while 
the oxygens associated with the iron ions are behaving somewhat differently. 
A decrease in the binding energy as a function of "equivalent oxygen" silicon for the 
Si 2p spectra is seen in Figure 8-3a for all three glass series. The general behaviour of the 
change is the same for all glass series with the cobalt sodium silicate glass series showing 
the larger change in the binding energy of the Si 2p peak over the concentration range 
studied. There seems to be an almost linear decrease of the BE with almost the same 
slope for the copper and cobalt sodium silicate glass systems indicating that the Si atoms 
behave almost identically in the copper or the cobalt sodium silicate environment. Figure 
8-2b shows the changes in the binding energy of the Na is spectra as a function TMO 
content for all the glass series investigated. Very small change in the binding energy of 
the Na is spectra of the iron sodium silicate and the copper sodium silicate glass system, 
while the cobalt sodium silicate system shows a relatively large change. It seems that 
the cobalt ions have somewhat a larger effect on the binding energy of the sodium ions 
in sodium cobalt silicate glasses compared to the other two gleiss system. 
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8.2.3 Magnetic data 
Figure 8-4 shows the variation of the Curie temperature, Os,, with TMO c<>imteiit for 
the three glass series investigated. The trend is the similar for the iron sodium silicate 
and the cobalt sodium silicate systems. An increase in Hr for both systems, while almost, 
no change in 0,, is observed for the copper sodium silicate glass system. From this figure 
we can infer that generally the strongest magnetic exchange interaction occurs in the 
cobalt sodium silicate glass system, while is it very weak or not present in the copper 
sodium silicate glasses. This is also confirmed graphically when M is plotted against 
H/T. Indeed, except for the lowest TMO content, the largest spread in the data., for the 
same concentration, occurs for the cobalt sodium silicate glass system while no spread is 
observed for the copper sodium silicate glasses. This can be interpreted in terms of Co 
ions having a longer range of interaction or a less localised magnetisation density. 
8.2.4 Structural role of TMO in sodium silicate glasses 
The structural role played by the three TMO incorporated in the sodimn silicate 
base glass are summarised in Table 8.1. Note that it was not possible to determine the 
coordination of the Fe and the Cu ions in these glasses. 
Table 8.1: Summary of the structural role of the transition metal ions in the sod%wir, 
si, licnte base glass. 
TMO Composition Valence Classification Coordination 
Fe2+ network modifier Fez O 0.046 <x<0.182 Fe3+ network former 
x=0.043 Co + network tet. Coo 
0.086 >x >_ 0.093 Co2+ modifier tet. and oct. 
0.046 <x<0.141 Cu+ network Cu0 
x=0.182 Cu2+ modifiers 
8.2.5 Surface versus bulk structure 
In summary, from the XPS and the magnetisation analyses, the following remarks as 
to t lie bulk versus surface structure of the glass systems investigated in this thesis can 
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he made; 
(i) It was found, from the XPS analysis of the 0 Is spectra of the glass samples frac- 
tured in UHV, that there was agreement between the measured and the predicted, 
on the basis of the "bulk" random network theory, concentration of non-bridging 
oxygen atoms for the three glass series. Excess non-bridging oxygen due to broken 
bonds on the fractured surface are not observed by XPS. 
(ii) The concentration of TMO measured by XPS and the one obtained by fitting the 
NI vs. H data with the Brillouin function were found to agree in the case of the 
iron sodium silicate and cobalt sodium silicate glasses but not in the case of copper 
sodium silicate glasses. It was found in other studies that C, u2+ in sodium silicate 
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glasses was reduced under the influence of X-ray radiation [6]. This might be the 
case here and thus explain the disagreement between the two techniques. 't'hese 
comparisons were made for the lowest TMO content in the glass where the Brillouin 
function can be used to fit the M vs. H data. 
Therefore, there is evidence from our study and the results of other authors [4}, 
that surface reconstruction occurred in the in-situ fractured glasses and the dan- 
gling bonds created during fracture have recombined so that interpretation of the 
surface analysis data on the basis of the Random Network Model is self-consistent. 
However, differences can arise between the surface and bulk structures if there is a 
change in stoichiometry at the surface. 
8.3 Proposal for future work 
In this section, further experimental techniques that could be applied to the oxide 
glasses investigated in this thesis and to other transition metal oxide glasses are discussed. 
It is clear from the present work that XPS is a powerful tool for the investigation of the 
local structure of oxide glasses. However, as has been seen in this study, an increase in 
energy resolution is clearly needed especially for the analysis of the 0 is spectra. In order 
to resolve close or overlapping peaks a bigger energy analyzer could be used or better 
still, the samples could be investigated with synchrotron radiation. In fact, the iron 
glass system has been investigated, at Daresbury Laboratory using the SRS synchrotron 
radiation source. If this is successful, the cobalt and the copper samples will also be 
investigated. One of the objectives is to resolve experimentally the 0 Is spectra with 
all the possible contributions as was done through the simulation. If this is possible, 
other 3d transition metals could also be incorporated in the same base glass, such as 
'I'iO",. NiO or ZnO. However, before these studies could he initiated, one has to ensure 
that the XPS core level peaks of the transition metal do not overlap with those from the 
other elements such as Si, 0 or Na. This would make the type of analysis attempted 
here more difficult if not impossible. One could also keep the same transition metals, 
i. e., Fe. Co and Cu, while changing the base glass, e. g. Ge for Si, or Li for Na etc. In 
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fact very little work has been (lone on the germanate glasses. However, these glasses are 
brittle and this could make the fracture of samples in vacuum (lilliclIlt. In fact, the iron 
sodium germanate glass system has been investigated by the present author although 
the results are not, complete and therefore have not been included in the present study. 
One problem encountered with these glasses is the fact that the deconvolution of the 0 
is into bridging and non-bridging oxygen atoms was very difficult. This might be due 
to the fact that Ge exists in both octahedral and tetrahedral coordination geometries in 
these glasses. A much better energy resolution would be required in any study of these 
glass systems. 
The glasses investigated have all been heat treated in order to obtain a glass ceramic 
and the phases present were identified for the iron and the copper glass systems. One 
of the objectives was to perform an XPS study of the glass ceramic obtained through 
heat treatment of the parent glass. A comparison of the local structure of the glass and 
the corresponding glass ceramic could be undertaken. In fact, this has been attempted 
with the iron glass system, however, as has been discussed in chapter 5, the heat treated 
glass rod did not crystallize completely. The crystallization of the glass rod was not 
homogeneous with the centre of the rod being still amorphous. If one could find a way 
to overcome the problem, then it would be an interesting study. 
Two of the most important techniques used in the study of the vitreous state are 
X-rav and neutron diffraction. The diffraction of X-rays and neutrons yields a few broad 
halos rather than discrete lines characteristic of crystalline solids. From these diffraction 
patterns structural information for the glass may be obtained by an analysis of the 
distribution of interatomic distances. The distribution is expressed as a radial distribution 
function (R. DF) which can be computed from experimental scattering data. Both of these 
techniques could be applied to investigate the structure of our glass samples. The cobalt 
and iron glass systems are already being investigated by neutron diffraction. 
i\lössbauer spectroscopy could also be used to investigate the iron glass systen i. In- 
deed this technique has been successfully used in the quantitative determination of the 
concentrations of Fe'+ and Fe3± ions in the glasses. Then the results obtained frone both 
XPS and 1\MIössbauer are compared. One has to remember that XPS is a surface sensitive 
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technique while Mössbauer is a bulk technique. However, samples fractured in UH V are 
rcl)resentative of the bulk state. One could also determine from Mössbauer the different 
coordination geometries of the Fe ions present in the glasses. The optical properties of' 
these glasses could also be investigated using standard spectroscopy techniques such as 
UV and Iß, absorptions, and visible spectroscopy. Experimental investigations of the 
dependence of these properties on the composition and temperature are important not 
only from the point of view of fundamental relation between structure and properties but 
also for technological applications. 
Transition metal doped oxide glasses have important electrical properties, which have 
technological applications such as electrical memory switching devices and cathode mate- 
rials in battery etc. [7]. These semiconducting properties arise due to the presence of the 
transition metal ions in more than one valence state in the glass matrix. The electrical 
conduction occurs by the hopping of small polarons from the ion of low valence state 
to the ion of high valence state of the transition metal ion [8]. Phosphate and borate 
glasses dopes with iron and vanadium oxides have been extensively studied in the past. 
However, very little has been published to date on the electrical properties of silicate 
glasses doped with transition metal oxides. Therefore, a study of the electrical properties 
of the iron doped silicate glasses investigated in this study could be initiated. 
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Appendix A 
Phases Present in The Transition 
Metal Doped Silicate Glasses 
A. 1 0.3Na2 O-xFe2 O3- (1-x) SiO7 
x=0.0, T=725°C 
Observed 
d spacing 
I/I, 
(%) 
Phase 1 
JCPDS card 
#22-1397 
aNa2Si2O5 
Phase 2 
JCPDS card 
#11-697 
Si02 
4.942 60.6 4.929 - 
4.069 trace - 4.05 
3.907 14.7 3.890 -- 
3.860 46.0 3.857 - 
3.783 100 3.773 -- 
3.486 5.5 3.474 - 
3.310 99 3.304 - 
3.211 18.3 3.204 -- 
3.104 5.0 3.102 - 
2.742 5.0 2.7638 - 
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x=0.0, T=725 °C (continued) 
Observed 
(I spacing 
I/I 
(`%o) 
Phase 1 
JCPDS card 
#22-1397 
Phase 2 
JCPDS card 
#11-697 
2.645 26.5 2.642 - 
2.451 51.1 2.448 - 
2.420 16.1 2.417 - 
2.384 17.4 2.385 - 
2.004 9.8 2.005 - 
1.966 12.0 1.967 - 
1.948 113.0 1.945 - 
1.869 18.8 1.869 - 
1.843 8.3 1.836 - 
x=0.046, T= 707 °C 
Observed 
d spacing 
I/h 
(%) 
Phase 1 
JCPDS card 
#22-1397 
a-Na2Si2O5 
Phase 2 
JCPDS card 
#11-695 
Si02 
Phase 3 
JCPDS card 
#32-1102 
Na; Fe(SiO; j)4 
4.915 66.7 4.929 - 
3.942 trace - 4.05 -- 
3.838 48.3 3.857 - 
3.766 100 3.773 
3.297 94 3.304 - 
3.201 41.8 3.204 - -- 
2.677 100 - - 2.677 
2.640 49.8 2.642 - -- 
2.532 47.5 2.532 - -- 
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x=0.046, T= 707-C (continued) 
Plha e1 Phase 2 Phase 3 
Observed I/I, 
JCPDS card JCPDS card JCPDS card 
ct spacing (Jo) 
#22-1397 #11-695 #32-1102 
2.445 66.7 2.448 --- - 
2.411 38.0 2.417 - 
1.963 47.2 1.967 - - 
1.865 41.9 1.869 - 
x=0.085, T=775°C 
Observed 
d spacing 
I/Io 
(%) 
Phase 1 
JCPDS card 
#32-1102 
Na5Fe(SiO3)4 
6.111 43.7 6.09 
5.377 55.5 5.35 
4.056 50.1 4.05 
3.951 60.5 3.94 
3.833 46.9 3.83 
3.091 44.2 3.091 
2.679 100 2.677 
2.637 40.6 2.63 
2.562 53.5 2.562 
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x=0.13, T= 725 -C 
Observed 
d spacing 
I/1(, 
(%) 
Please 1 
JCPDS card 
#32-1102 
Na5Fe(SiO3)4 
Phase 2 
JCPDS card 
#33-664 
Fe203 
6.154 64.4 6.09 - 
5.400 65.8 5.35 - 
3.970 56.5 4.05 - 
3.949 62.1 3.94 - 
3.855 58.2 3.83 - 
2.682 100 2.677 - 
2.689 - - - 
2.668 trace - 2.700 
2.568 59.5 2.562 - 
x=0.18, T=850°C 
Phase 1 
Observed I/I, JCPDS card 
d spacing (%) #33-664 
Fe903 
2.699 100 2.700 
2.514 88 2.519 
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A. 2 0.3Na2O-xCuO-(1-x)SiO9 
x=0.046, T=638°C 
Observed 
d spacing 
I/Io 
(%) 
Phase 1 
JCPDS card 
# 22-1397 
aNa2Si2O5 
Phase 2 
JCPDS card 
# 32-1077 
Na2CuSi4O1() 
Phase 3 
JCPDS card 
# 29-1261 
/ Na2Si2O5 
Phase 4 
JCPDS card 
# 41-254 
CuO 
6.510 75.4 - 6.45 - -- 
6.120 100 - -- 5.97 
5.968 45.8 - 5.96 - 
4.926 48.1 4.929 - - - 
4.461 48.2 - 4.45 - - 
4.277 26.7 - - 4.279 - 
4.135 28.5 - - 4.130 
3.956 40 - 3.941 
3.980 100 - 3.896 - - 
3.855 40 3.857 - - - 
3.774 100 3.773 3.764 - 
3.620 46.7 - - 3.622 
3.459 10.0 3.474 3.457 - -- 
3.303 100 3.304 - - 
3.248 82.1 - 3.240 - 
3.206 20.8 3.204 - - -- 
3.154 73.4 - 3.150 - 
3.100 8.4 3.102 3.05 - 
3.052 60.2 - 2.937 3.054 
2.973 96.0 - - 2.970 
2.645 28.6 2.642 - 2.659 
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0.046, T= 638-C (continued) 
Please 1 Phase 2 Phase 3 Please 9 
Observed I/I,, 
JCPDS card JCPDS card JCPDS card JCPDS card d spacing (%) 
#22-1397 #32-1077 #24-1123 #41-254 
2.579 49.2 2.568 -- --- 
2.529 21.0 2.532 2.54 2.524 
2.448 45.3 2.448 - -- 
2.420 86.0 - - 2.424 
2.384 21.0 2.385 2.378 - 
2.299 100 2.266 -- 2.311 
2.142 8.9 2.145 - - 
2.006 8.8 2.005 2.092 - - 
1.967 13.2 1.967 - - 
1.868 19.2 1.869 - - 
1.845 10.1 2.846 1.840 - - 
1.691 40.5 - 1.730 - - 
1.444 13.2 1.444 - 
x= 0.093, T=632°C 
Phase 1 Phase 2 Phase 3 
Observed I/Io JCPDS card JCPDS card JCPDS card 
d spacing (%) #22-1397 #24-1123 #41-254 
(vNa2Siz05 ßNa2Si2O5 Cu() 
5.988 90.2 5.97 5.97 -- 
4.937 59.2 4.929 - 
4.142 46.2 - 4.130 
3.958 32.6 3.890 3.941 
3.860 58.6 3.857 -- 
3.780 100 3.773 - -- 
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X-0.09: 3, T 
Observed 
1), i11g 
I/Ia 
(%) 
Phase 1 
JCPDS card 
#22-1397 
Ph use 2 
JCPDS card 
#24-1123 
Phase 3 
JCPDS card 
#41-254 
3.633 88.5 - 3.622 - 
3.483 10.0 3.474 - 
3.307 100 3.304 - - 
3.211 23.1 3.204 - - 
3.116 10 3.102 - - 
3.057 61.4 - 3.054 
2.974 80.0 - 2.970 - 
2.650 32.7 2.642 2.659 - 
2.528 100 - - 2.524 
2.456 48.2 2.448 - - 
2.427 21.0 2.417 2.424 - 
2.387 21.0 2.285 - - 
2.320 100 - - 2.311 
2.147 13.0 2.145 - - 
2.006 14.8 2.005 - - 
1.969 17.4 1.967 - - 
1.947 16.8 1.945 - - 
1.869 26.1 1.869 - 1.87 
1.540 7.1 1.540 - - 
1.431 10.3 1.444 - 
632 °C (continued) 
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x= 0.141, T=610°C 
Observed 
d spacing 
I/h 
(%) 
Phase 1 
JCPDS card 
#22-1397 
(Na2Si', O5 
Please 2 
JCPDS card 
#24-1123 
/ Na2Si2Or 
Phase 3 
JCPDS card 
#41-254 
Clio 
Phase 4 
JCPDS card 
#16-818 
Na2SiO3 
6.020 52.9 - 5.97 
5.50 25.4 5.45 -- 
5.278 56.7 - - - 5.26 
4.937 48.2 4.929 - - -- 
4.287 30.5 - 4.279 - 
4.140 39.2 4.130 - 
3.943 47.1 - 3.941 - 
3.863 36.2 3.857 - 
3.780 100 3.773 - - 
3.634 64.7 - 3.622 - -- 
: 3.571 51.6 - - - 3.56 
3.310 50.1 3.304 - 
3.051 100 - - - 3.04 
3.031 54.9 - 2.970 - -- 
2.962 50.9 - 2.963 - -- 
2.800 23.4 - - 2.752 - 
2.651 27.8 2.642 2.659 - - 
2.577 80.6 - - - 2.570 
2.529 100 2.524 - 
2.451 37.1 2.448 - - 
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0.141, 'h = 610-C (continued) 
Pli Lse 1 Phase 2 Phase 3 Phase 4 
Ob"served 1/1" 
JCPDS card JCPDS card JCPDS card JCPDS card 
(I spa. ciiig (`Y, ) 
#22-1397 #24-1123 #41-254 X16-818 
2.423 100 - 2.424 2.41 
2.3 18 83.9 - 2.311 - 
2.021 13.2 2.005 - - - 
1.864 35.0 1.869 - - 
X= 0.182, T=515'C 
observed 
(I spacing 
I/h 
NO 
Phase 1 
JCPDS card 
#16-818 
Na2SiO3 
Phase 2 
JCPDS card 
#24-1123 
ONa2Si2O5 
Phase 3 
JCPDS card 
#41-254 
CuO 
5.992 63.1 - 5.97 - 
5.466 29.2 - 5.45 - 
5.283 42.6 5.26 4.279 - 
-1.140 68.9 - 4.130 
3.9ýi4 68.9 3.941 
3.772 41.5 - 3.764 - 
3.636 76.8 - 3.622 - 
3.561 55.1 3.56 -- 
3.114 16.5 - 3.108 - 
3.091 18.2 - 3.079 
3.045 100 3.04 - - 
2.972 64.4 - 2.970 - 
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x=0.182, T= 515 °C (continued) 
OI)"'crv((1 
(I spacing 
I/I 
(%) 
Phase 1 
JCPDS Caard 
#16-818 
Phase 2 
JCPDS carol 
#24-1123 
Please 3 
JCPDS card 
#41-254 
2.658 35.5 2.659 - 
2.580 58.0 2.570 -- - 
2.530 57.2 2.531 
2.514 100 - -- 2.524 
2.426 100 - 2.424 
2.409 51.1 2.412 - - 
2.325 78.1 - - 2.311 
2.139 15.2 -- 2.141 
1.891 35.4 1.889 - - 
1.871 28.2 - -- 1.867 
1.751 35.4 1.756 -- - 
1.418 41.2 1.419 
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A. 3 0.3Na9O-xCoO-(1-x)SiO2 
x=0.043, rT, =668°C 
Observed 
d spacing 
I/Ia 
(%) 
Phase 1 
JCPDS card 
#22-1397 
, 
3Na2Si2O5 
Phase 2 
JCPDS card 
#11-695 
Si02 
4.918 58.2 4.929 
3.949 trace - 4.05 
3.851 50.9 3.857 
3.771 86.5 3.773 
3.299 100 3.304 
3.200 30.4 3.204 
2.639 35.7 2.642 
2.529 29.7 2.532 
2.444 52.0 2.448 - 
2.416 29.7 2.417 
2.380 29.0 2.385 - 
2.000 22.8 - 
1.964 29.0 1.967 - 
1.865 25.9 1.869 
x=0.086, T=664°C 
Observed 
d spacing 
I/Ia 
(%) 
5.952 100 
4.864 22.6 
4.671 30.1 
4.468 20.7 
4.266 28.3 
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x=0.086, T= 664 °C(continued) 
UI) ('I V('(1 
(I 5I)? 1CiI1 , 
IA, 
NO) 
3. x)3O 24.5 
3.843 32.1 
3.771 26.4 
3.618 27.1 
3.459 58.5 
3.385 28.3 
3.298 22.6 
3.102 18.9 
3.045 37.8 
2.968 37.8 
2.805 62.3 
2.682 37.8 
2.646 30.1 
2.585 30.5 
2.531 26.4 
2.424 53.6 
x= 0.132, T=628°C 
Observed 
(1 spacing 
I/I0 
(%) 
5.960 34.7 
5.165 30.6 
4.875 32.2 
4.676 44.9 
4.477 18.4 
3.937 32.2 
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x -- 0.132, r1' = 628 °C(continued 
Observed 
(I Spacing 
IA, 
(`%) 
3.644 51.0 
3.465 53.1 
3.040 32.6 
2.963 32.6 
2.808 100 
2.658 44.9 
2.585 24.5 
2.534 36.8 
2.425 24.4 
2.1.58 14.3 
x=0.186, T=598°C 
Observed 
d spacing 
I/I, 
(%) 
5.238 43.8 
4.880 84.4 
4.679 68.8 
4.236 43.7 
3.646 67.5 
3.455 75.0 
3.037 55.0 
2.811 100 
2.685 62.5 
2.593 50.0 
2.417 37.5 
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Appendix B 
Abstracts of published papers 
An XPS Study of Iron Sodium Silicate Glass Surfaces 
A. Mekki, D. Holland, C. F. McConville and M. Salim 
. 1. Non-Crystalline Solids, 208 
(1996) 267. 
A series of (SiO2)0.7_ (Na20)0.3 (Fe2O; i), glasses (0<x<0.18) were prepared 
and investigated by means of the X-ray photoelectron spectroscopy technique (XPS). 
The quantitative ratios, [Fe2+] to [Fetota, i], determined from the Fe3p spectra are also 
reported. For low Fe203 content both iron valencies are present but Fe3+ is preferred for 
high Fe9O:. The results are in good agreement with magnetic measurements performed 
on the same samples. From the Ols measurements, a discrimination between bridging 
and non-bridging oxygen atoms was possible. The ratio of bridging oxygen to total oxygen 
atoms increases with increasing iron concentration. The non-bridging contribution to the 
O 1s spectra can be simulated from the summed contribution from SiONa, SiOFe(II), 
alnd SiOFe(1I1). 
228 
X-ray Photoelectron Sýýectroýcoýýy Study of Copper Sodium Silicate 
Chi. ss 'Surfaces 
A. 1\ii'kki, 1). Holland and C. F. McConville 
J. None-('ry5talline Solids, 1997 (accepted) 
Copper oxide-containing, sodiiiiil silicate glasses with composition (0.70-x)Si02-0.30Na2O- 
. xCuO, 
(x in the range 0-0.2), were prepared and their surface structure investigated by 
means of X-ray photoelectron spectroscopy (XPS). Evidence for the presence of copper 
in the Cu' state for glasses with x<0.141, and for both oxidation states (Cu+ and 
Cu 2+) in the glass where x=0.182, has been obtained from the "shake up" satellite 
structure of the Cu 21) core level spectra. A deconvolution procedure has been under- 
taken to determine quantitatively the [Cu2+j/[Cutotai] ratio. The non-bridging oxygen 
content, obtained from the deconvoliition of the 0 is core level spectra, increases with 
increasing copper oxide content indicating that copper acts as a network modifier. The 
0 is spectra were modelled in such a way as to separate the contributions from SiOCu 
and SiONa to the non-bridging oxygen signal. The Na is spectra showed a single peak, 
with no significant change in peak position or line shape, while the Si 2p spectra seem 
to be sensitive to changes in the copper oxide content of the glass. 
Magnetisation and XPS Studies of the Redox State of Copper in 
Si02-Na2O-CuO Glasses 
A. Mekki, D. Holland, Kh. A. Ziq and C. F. McConville 
Plays. Chein. Glasses, 1997 (accepted) 
Sodium copper silicate glasses of composition (Si02)0.70_x (Na20)Öi3O (CuO),; where 
O<x<0.20, were studied by magnetization and X-ray photoelectron spectroscopy 
(XPS) techniques. The magnetization (M) versus magnetic field (H) data at different 
temperatures (T) collapses to a single curve in the M versus H/T representation for all 
the glass compositions studied, indicating that the magnetic ion-ion interaction is weak 
and that Cu" behaves paramagnetically in these glasses. The M versus H curves have 
been fitted with a Brillouin function by maintaining the number of magnetic ions as the 
229 
fitting parameter and deducing the number of Cu"- ions in each glass sample from the 
best fit to the experiinelit'll data. XPS has also been used to determine the number 
of Cu2l- ions in the glass samples by deconvoluting the Cu 2p; ý/2 pliotoelectroii spectra 
into contributions frone Cii and Cu2+ ions. However, the number of Cti2 i ions detected 
by XPS is much lower than the one obtained from bulk magnetic ine asurements. This 
disagreement may be due to the fact that XPS only probes the surface region, while 
magnetization is a bulk technique. 
XPS and Magnetization studies of Cobalt Sodium Silicate Glasses 
A. Mekki, D. Holland, Kh. A. Ziq and C. F. McConville. 
J. Non-Crystalline Solids, (1998) accepted 
Cobalt-containing, sodium silicate glasses with the chemical composition (0.70-x)Si02- 
(0.30)Na2O-aCoO, where 0.0 <x<0.20, have been prepared and investigated by means 
of X-ray photoelectron spectroscopy (XPS) and magnetization techniques. The Co 2p 
spectra show intense satellite structures at -6 eV above the photoelectron peak and the 
Co 2P3/2 - Co 21)1/2 separation was found to be - 15.9 eV for all the samples studied. 
These observations indicate the presence of high spin Co2+ ions in the glasses. The Co 3p 
spectra have been fitted with contributions from Co2+ octahedral (oct) and Co2+ tetra- 
hedral (tet) and the ratio [Co2+(oct)]/[Co7otai] increases with increase in CoO content. 
The 0 is spectra also show significant, composition-dependent changes. The fraction 
of non-bridging oxygen atoms was determined from these spectra and was found to in- 
crease with increasing cobalt oxide content in the base glass. Co(II) ions are found to 
be incorporated in the glass as network modifiers. Direct current magnetic susceptibility 
measurements were also performed on the same samples and suggest that Co 2+ exists in 
both tetrahedral and octahedral coordinations. The magnetization versus magnetic field 
data indicate that the exchange magnetic interaction increases with increasing CoO in 
the glass. 
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