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Abstract
It has been shown in recent years that the iterative decoding techniques, improve performance (e.g., bit error rate) of
various digital communication systems. Techniques of Multiple-Input Multiple-Output (MIMO) are a key technology
to promote and achieve high-speed wireless communications. They demand only a low complexity system for detection
since a high CPU processing involves more energy consumption and therefore less flexibility in mobility terms. The
sphere decoding (SD) technique has been proposed as an eﬃcient algorithm to solve this problem. SD is known to be
an algorithm of polynomial complexity that has become a powerful tool to achieve a high performance close to that
given by the maximum likelihood (ML) (which is considered ideal), but with less complexity. This paper proposes a
modification to the SD technique in order to reduce its complexity named: improved Less Complexity SD (iLSD).
c© 2012 Published by Elsevier Ltd.
Keywords: Sphere Decoding, Wireless Communications, Multi-Antenna Systems, Maximum Likelihood, Zero
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1. Introduction
Wireless communications have captured the attention and imagination of the world and it has become
one of the largest and fastest growing segments in the area of telecommunications. The main reasons are
the desire for mobility and access to the Internet without requiring any physical connection (such as wires).
At the same time, various technologies and systems have been proposed and rapidly deployed worldwide
to provide wireless communications services. The success of wireless communications has been primarily
associated with a steady increase in system capacity, attractive communications services, and better Quality
of Service (QoS). However, bandwidth is limited and expensive and therefore, the continuation of this trend
should use new technologies to provide greater spectral eﬃciency and reliability for the coming years. [1].
Traditionally, the antenna systems are formed by one transmitter (Tx) and one receiver (Rx), e.g. sys-
tems Single-Input Single-Output (SISO). The work of Foschini [2] and Telatar [3] shows that by increasing
the number of antennas on both sides of the communication system, substantially increases the capacity of
the channel in terms of the number of bits that can be transmitted, something unthinkable in SISO systems.
This increased capacity is associated with a wealth of dispersion in the environment which allows the trans-
mission of information by independent paths. Due to its advantages over traditional systems, the MIMO
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Fig. 1. Assuming a single transmitter, independent symbols are chosen from a constellation A1 formed by elements modulated in: a)
8-PSK, b) 16 QAM.
communication systems have emerged as a key technology while at the same time have been proposed as
extensions of existing wireless communication standards such as IEEE 802.11, 3GPP and IEEE 802.16.
The inability to accurately estimate the communication channel, results in the need of a detection stage in
order to ensure a successful information recovery. The detection methods can be optimum (i.e., often involv-
ing more complexity) or suboptimal (i.e, heuristic) which involve lower levels of computational complexity.
The detector Maximum likelihood (ML) in general requires joint detection of an entire block of symbols
[4]. Zero Forcing Detector (ZF) uses the inverse of the channel to remove the eﬀects of it. Additionally, de-
spite the fact that the main advantage of ZF is the speed and hence the complexity, its performance remains
significantly below compared with the ML detector. On the other hand, sphere decoding (SD) techniques
oﬀers a performance close to ML with the advantage of exploring only a set of possible outcomes within a
radius r. Thus, reducing the number of operations performed and therefore reducing also the computational
complexity used at the detection stage [5].
In this paper, we propose a modification to the SD technique which aims to improve its complexity
through the prevention of errors caused by QR decomposition. Our proposed modification, named improved
Less Complexity SD (iLSD), changes the way that the area of search is mapped and defining it with a phase
angle. Also, performance and complexity comparisons are executed against other SD algorithms using
Monte Carlo simulations in order to show the advantages of the proposed technique. The rest of the paper
is organized as follows. Section 2 describes the model for a MIMO system and also presents an overview
of detectors. Section 3 introduces our proposed method iLDS. Section 4 presents the performance and
complexity comparisons and finally Section 5 concludes the paper.
2. System Model and Overview of Detectors
The model consists of a MIMO system with N transmitters and M receiving antennas, the received signal
vector y = [y1, y2, ..., yM]T , with dimension M is given by:
y = Hs + n (1)
where H denotes the channel matrix M×N, s = [s1, s2, ..., sN]T is the transmitted signal vector of dimension
N, n is a complex noise vector of dimension M and variance σ2. Finally, (·)H represents the conjugate
transpose. Inputs of s are chosen independently from a constellation AN , as shown in Figure 1. For the
scope of this paper, we assume that the number of receivers equals the number of transmitters (M = N) and
the channel H is modeled as a Rayleigh flat fading channel. For sake of simplicity, the estimation of the
channel is considered ideal and it remains constant for each data transmission performed [6].
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Fig. 2. Interpretation of ML. Fig. 3. Idea behind SD.
2.1. Zero Forcing (ZF)
For a channel H, the Zero Forcing technique calculates the inverse in order to cancel the interference
caused by the channel on the received vector y, see (2). Ideally, when performing this process, the channel
eﬀects are completely canceled.
sˆ = H†yAN (2)
where H† denotes the Moore-Penrose pseudoinverse of H, H† = HH(HHH)−1 and ·AN denotes the opera-
tion of bringing each element of the vector obtained at the nearest element in the set of vectors AN [7].
For the case of systems with an ill-conditioned H (i.e., unbalanced-eigenvalues), the ZF detector only
works well in the region where the signal-to-noise ratio (SNR) is high, e.g. when there are little interference
of the noise and thus the transmitted signal y was barely disturbed, making of ZF a non-viable choice for
high performance purposes although an easy option to implement in real systems.
2.2. Minimum Mean Square Error (MMSE)
The Minimum Mean Square Error (MMSE) detector, tries to find a coeﬃcient which minimizes the
criterion,
E = [Wy − s][Wy − s]H (3)
solving,
W = HH(HHH + N0I)−1 (4)
See that, when the noise term N0 is zero, the MMSE detector reduces to Zero Forcing detector. The MMSE
estimate provides the following solution:
sˆ = WyAN (5)
2.3. Maximum Likelihood (ML)
It is based on the method of least squares and it finds the minimum Euclidean distance of each element
of the vector received analyzing all existing solutions as depicted in Figure 2. Thus, we have that the ML
algorithm can be represented as,
sˆ = arg min
x
‖y −Hx]‖2 (6)
where y is the received vector and H is the channel, x = [x1, x2, ..., xN]T is the potential data vector that
has been sent and sˆ = [sˆ1, sˆ2, ..., sˆN]T is the received data vector, according to the algorithm, which in a
theoretical way was sent.
Considering the nature of (6), sˆ represents the optimum solution with the inconvenience of having ex-
plored all possible solutions making it not feasible for implementation purposes due its exponential com-
plexity directly related to the MIMO size array.
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2.4. Sphere Decoder (SD)
In [8] was proposed an eﬃcient strategy for enumerating all the lattice points within a sphere with a
certain radius. Although on its worst case the complexity is exponential, this strategy has been widely
used in close lattice point search problems due to its eﬃciency in many useful scenarios. This enumeration
strategy was first introduced in digital communications by Viterbo and Biglieri [9] but finally in [5, 10],
Hassibi and Vikalo presented the General Sphere Decoder (GSD) as a low complexity tool to find the least-
squares solution and hence as a low complexity detector for MIMO systems. The basic premise of the SD
is quite simple: it comes to find the point Hx located within a sphere with radius r centered at y, reducing
the search space and therefore the calculations to be performed. It is clear that the closest point within the
radius of the sphere is also the closest point within the full mesh, as shown in Figure 3. However, we have
to guarantee that the point of Hx is within the sphere of radius r and this condition is true if and only if,
r2 ≥ ‖y −Hx‖2. (7)
Therefore, the radius r represents a crucial challenge for SD detectors since it is the only warranty for finding
a solution to (6) at the expense of a lesser number of operations compared with ML.
A modification to this algorithm was proposed in [11] and [12] and is called Low Complexity Sphere
Decoder (LSD). LSD oﬀers similar performance as GSD but with the convenience of utilizing even less
complexity than GSD. One of the main challenges of the SD algorithms is the fact that they were designed
only for real valued systems. However, there is an extension for making them usable in complex-valued
applications. Thus, we can apply the algorithms LSD and GSD to the complex system (1) only when the
real and imaginary components of y, H and x can be decoupled to create a system of real equations with
twice the dimension of the original system [13]. For example, we have for (6) the following equivalent
real-valued system,
xreal = [(x) 	(x)]T (8)
yreal = [(y) 	(y)]T (9)
Hreal =
[
(H) − 	(H)
	(H) (H)
]
(10)
where 	(·) represents the imaginary part and(·) represents the real part of a vector or scalar. Notice that
when duplicating the dimensions of the symbol vectors, the complexity also doubles.
2.4.1. Complex Sphere Decoder (CSD)
The main advantage of this method is that it does not need the separation of real and imaginary com-
ponents of y, H and x. Therefore, it does not duplicates the system dimensions and hence the complexity.
For achieving this, CSD uses the Cholesky factorization finding an upper triangular matrix U with real and
positive elements on its diagonal such that UHU = HHH [13]. Then, (7) can be written as follows,
r2 ≥ (x − xˆ)HUHU(x − xˆ) (11)
where xˆ = (HHH)−1HHy is the initial estimate of s. If we evaluate k = M in (11) we obtain
r
uM,M
≥
∣∣∣∣∣∣xM − xˆM
∣∣∣∣∣∣ (12)
This inequality limits the search to the constellation points contained in a complex radio disc r
uM,M
cen-
tered in xˆM . These points are easy to find when the constellation is shaped like a complex ring as in PSK
modulations. Figure 4 shows graphically the search arc and the circle generated by the constellation 8-PSK.
Let xM = rceiθM the M element from the vector of possible symbols transmitted and xˆM = rˆceiˆθM the
M element from the estimated vector, where θM and ˆθM are the phase angles of xM and xˆM respectively.
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Fig. 4. 8-PSK constellation and the search angle.
Also, rc > 0 and rˆc > 0 are elements of the vectors rc and rˆc with the radius of the circle formed by the
constellation PSK. Once defined those elements we can develop (12) to obtain
cos(θM − ˆθM) ≥ 12rcrˆc
[
r2c + rˆ
2
c −
r2
u2M,M
]
= η (13)
it is observed that if η > 1, the search out the arc contains no PSK constellation points. On the other hand,
when η < −1, the search inside the arc includes the constellation points. Thus, for −1 ≤ η ≤ 1, the arc is
described by
|θM − ˆθM | ≤ cos
−1 η (14)
and therefore the search range can be defined as
⌈
ˆθM − cos
−1 η
⌉
≤ θM ≤
⌊
ˆθM + cos
−1 η
⌋
(15)
warranting on this way an eﬀective search within the arc denoted by (15). Summarizing the previous state-
ments, in Algorithm 1 is shown the pseudo-code of the CSD algorithm including brief comments about the
implementation of this detection technique.
Algorithm 1. CSD. Require: Input: R, xˆ = H†y, η.
Ensure: Output: Estimated vector sˆ.
1.(Initialize) k = M.
2.(Bounds) UBk = ˆθk+cos−1(η), LBk = ˆθk−cos−1(η). Build a couple of constellations
(Constellation A1), the first Aθ, with phase angles and the second AS D, with
the elements of modulation that are within the limits. Lower Level NIk = 1,
upper level NS k = LC, where LC is the number of elements of the constellation
Aθ.
3.If NIk ≤ NS k, (Increase NIk) xk = AS DNIk, NIk = NIk + 1 and go to 5; Otherwise go
to 4.
4.(Increase k) k = k + 1; If k = M + 1, go to 7; Otherwise, go to 3.
5.(Decrease k) If k = 1, go to 6; Otherwise k = k − 1, go to 2.
6.Solution found. Save x in XN and go to 3.
7.calculate
sˆ = arg min
x
‖R(H†y − x)‖2 (16)
where x ∈ XN and XN ⊆ AN. Terminate the algorithm.
end
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3. Improved Less Complexity Sphere Decoder (iLSD)
The improved Less Complexity Sphere Decoder (iLSD) is an algorithm based on CSD and LSD and
is proposed to avoid duplication of items when using PSK modulations and then reducing notoriously the
complexity. Among the advantages over its counterparts, it is important to highlight that iLSD does not need
to calculate the inverse of the channel using the factorization QR instead and it just requires the knowledge of
the phase angle of the received data in order to open an angle η (which defines the search area). Additionally,
it also implements a correction algorithm that helps to improve the performance. Those characteristics
ensure that iLSD uses less operations than its counterparts without compromise the its performance.
Thus, for sake of simplicity and correct illustration of iLSD, lets start from one of the main challenges
of the LSD algorithm, the radius
r2 ≥ ‖y′ − Rx‖2 (17)
and transforming similarly to what was done in (13), we obtain
r2 ≥ ‖y′M − RM,M xM‖
2
2
= r2y′M
+ r2RM,M xM − 2ry′M rRM,M xM cos(θy′M − θRM,M xM ) (18)
which produces
cos(θy′M − θRM,M xM ) ≥
1
2ry′M rRM,M xM
[
r2y′M
+ r2RM,M xM − r
2
]
= η (19)
where, θy′M and RM,M xM represent the phase angles of y
′
M and RM,M xM respectively. In a similar manner, ry′M
and rRM,M xM represent the radio generated by M-PSK modulation. Moreover if η > 1, then the search disk
does not contain any constellation point A1 (constellation M-PSK). If η < −1, then search the disc includes
the entire constellation. For −1 ≤ η ≤ 1, the arc is described by
|θy′M − θRM,M xM | ≤ cos
−1 η (20)
therefore, the search interval can be defined as
⌈
θRM,M xM − cos
−1 η
⌉
A1
≤ θy′M ≤
⌊
θRM,M xM + cos
−1 η
⌋
A1
(21)
On the other hand, most of the SD detectors use decompositions as QR or Cholesky for the reduction of
elements involved in the calculations, but at the same time corrupt the structure of the mesh causing errors
in the detection [5] and therefore tend to increase the probability of error. To solve this problem, we have
proposed a correction algorithm, see Algorithm 2, which using data from the component R from the QR
factorization is able to predict an error and adjust the search angle as required.
Algorithm 2. Correction Algorithm Require: Q, R, y′ = QHy, η.
Ensure: η.
1.Compute for all x j ∈ A1
dist = (y′k − Rk,kx j)2 (22)
2.Identify the two closest nodes to y′k and calculate
di f = |dist1 − dist2| (23)
3.If di f ≤ Pr, Assign new opening angle (η) otherwise continue with the value of
η before assigned.
end
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Thus, we summarize the iLSD algorithm, including the correction, in Algorithm 3 which essentially
does not use the inverse of the channel and easily can be used in complex modulation schemes, e.g. high
data rate digital modulations as M-PSK.
Algorithm 3. iLSD Require: Q, R, y′ = QHy, η.
Ensure: Estimated vector sˆ.
1.(Initialize) k = M, y′k|k+1 = y
′
k.
2.θy′k is the phase angle of y
′
k|k+1. Correction Algorithm
(Bounds) UBk = θyk + cos−1(η), LBk = θyk − cos−1(η) lower limit LBk and upper limit
UBk, build a constellation (AS D) using the elements of the L-PSK modulation
(constellation A1) that are within the limits. Lower level NIk = 1, upper level
NS k = LC, where LC is the number of elements in the constellation AS D.
3.If NIk ≤ NS k, (Increase NIk) xk = AS DNIk, NIk = NIk + 1 and go to 5; Otherwise, go
to 4.
4.(Increase k) k = k + 1; If k = M + 1, go to 7; Otherwise, go to 3.
5.(Decrease k) If k = 1, go to 6; Otherwise k = k − 1, y′k|k+1 = y′k −
∑M
j=k+1 Rk, jx j.
6.Solution found. Save x in XN and go to 3.
7.Calculate
sˆ = arg min
x
‖QHy − Rx‖2 (24)
where x ∈ XN and XN ⊆ AN . Terminate the algorithm.
end
4. Results
The scenario consist of a MIMO system with Tx=2 and Rx=2 and, as mentioned before, a Rayleigh
flat fading channel. For the complexity and performance analysis shown in this section, we establish the
boundaries using linear (case of ZF and MMSE) and non-linear (case of ML) detectors. The former, de-
fines the lowest complexity reference and the latter, the maximum performance achievable. The idea behind
this limits, is to establish a better judgment about the trade-oﬀ of performance/complexity given by the SD
algorithms primordially analyzed (CSD and iLSD) since linear detectors always oﬀer simplicity in imple-
mentation but oﬀering low performance while the case of ML is totally opposite, optimum performance at
the highest cost of complexity. Additionally, we have to remember that in the case of SD (compared with
ML) the complexity is reduced and it gets similar performance (far from ZF and closer to ML).
In Figure 5 and Figure 6 is shown the performance results about all detection methods we have studied
thorough this paper for BPSK and 8-PSK modulations, respectively. Notice that in both modulations the SD
related algorithms have a performance very close to that one given by the ML detector. The search method
proposed for LSD and iLSD is not aﬀected at all by the modulation order as in the case of the non-linear
methods and compared with ML, CSD and iLSD quasi-match the performance in both modulation schemes.
The interesting part and main contribution of this paper comes when we have a look to the complexity
involved in the detection methods we are interested most, CSD, iLSD, and ML. For this test, the complexity
has been measured in number of nodes visited when searching the solution of the general problem given in
(6). For example, in the case of ML the algorithm searches along all possible solutions (i.e., nodes), while
CSD and iLSD search only in the nodes delimited by η. In this case, the eﬀectiveness of η determine the
success and performance of the CSD and iLSD while saving valuable operations when solving (6).
Thus, Figure 7 and Figure 8 depict the number of nodes visited by ML, CSD, and iLSD. The point to
highlight here is, from performance tests it is shown that CSD and iLSD are eﬀective as ML but in com-
plexity used CSD and iLSD are far below from ML. Clearly, we have found a good trade-oﬀ of complexity
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Fig. 5. BER performance analysis with a Rayleigh fading
channel, Tx=Rx=2 and BPSK modulation.
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Fig. 6. BER performance analysis with a Rayleigh fading
channel, Tx=Rx=2 and 8-PSK modulation.
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Fig. 7. Complexity analysis in terms of visited nodes and
SNR. Tx=Rx=2 and BPSK modulation.
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Fig. 8. Complexity analysis in terms of visited nodes and
SNR. Tx=Rx=2 and 8-PSK modulation.
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and performance. For example (case of Figure 7), while the CSD detector visit on average 2 nodes to obtain
a performance comparable to ML, the iLSD detector is able to achieve the same performance visiting on
average 1.2 nodes while ML visits 4. Additionally, despite the fact of increasing the universe of potential
solutions when using high order modulations as 8-PSK, the trend remains the same as shown in Figure 8.
5. Conclusions
In this paper, we have presented a computationally eﬃcient method to solve the problem of least squares,
with a result in performance similar to the ML method. The proposed method have a far lower complexity
than the ML algorithm while keeping quite similar performance.
Our proposed method can be applied to MIMO wireless communications as a detector and due its low
complexity behavior it can increase the mobility of the receiver (e.g., less CPU processing, more battery life,
etc.). This is because most of the SD algorithms double its complexity when used in higher order modulation
schemes, e.g. high data rate digital modulation as M-PSK. On the other hand, the proposed scheme iLSD,
same as CDS, do not require such complex to real conversion and therefore reduces the complexity to at
least the half of traditional methods. Moreover, although the iLSD algorithm has a similar structure to CSD
and both have similar performance, the complexity makes the diﬀerence. This is because, thanks to the
correction algorithm implemented in iLSD, the complexity is used in a more eﬃcient way because their
angle of search is generally smaller.
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