A new technique for the analysis of sPeeCh, the perceptual linear predictive (PLP) technique, is presented and examined. This technique uses three concepts from the psychophysics of hearing to derive an estimate of the auditory spectrum: ( 1 ) the critical-band spectral resolution, (2) the equal-loudness curve, and (3) the intensity-loudness power law. The auditory spectrum is then approximated by an autoregressive all-pole model. A 5th-order allpole model is effective in suppressing speaker-dependent details of the auditory spectrum. In .comparison with conventional linear predictive (LP) analysis, PLP analysis is more consistent with human hearing. The effective second formant F2' and the 3.5-Bark spectral-peak integration theories of vowel perception are well accounted for. PLP analysis is computationally efficient and yields a low-dimensional representation of speech. These prbpcrties are found to be useful in speaker-independent automatic-speech recognition.
INTRODUCTION
The autoregressive all-pole model A(to) of the short- Once we view LP analysi• as a means for obtaining the smoothed spectral envelope of P(co), we can see that one of the main disadvantages .of the LP all-pole model in speech analysis is that A (co) approximates P(co) equally well at all frequencies of the analysis band2 This property'is inconsistent with human hearing. Beyond about 80{) Hz, the spectral resolution of heating decreases with frequency. Furthermore, for the amplitude levels typically encountered in conversational speech, hearing is more sensitive in the middle frequency range of the audible spectrum. Consequently, the spectral details of P(co) are not always preserved or discarded by LP analysis according to their auditory prominence.
Several techniques have been proposed to alleviate this inconsistency. Itahashi and Yokoyama (1976) Hermansky (1982) studies a class of spec.tral transform LP techniques that modify the power spectrum of speech prior to its approximation by the autoregressive model. The current paper adopts this approach to study auditorylike spectral modifications. The all-pole modeling is applied to an auditory spectrum. derived. by: (a) convolving P(co) with a simulated critical-band masking pattern, followed by, (b) resampling the critical-band spectrum at approximately 1-Bark intervals.; (c) pre-emphasis by a simulated fixed equalloudness curve; and (d) compression of the redampled and preemphasized spectrum through the cubic-root nonlinearity, simulating the intensity-loudness power law. The loworder all-pole model of such an auditory spectrum is consistent with several phenomena observed in speech perception. Further, such a model can be employed with advantage in automatic speaker-independent speech recognition.
The paper is organized as follows. Section I describes the implementation details of the method, which we call perceptual linear predictive (PLP) analysis. The second section describes experiments aimed at finding the optimal model order with respect to modeling the linguistic information in speech. Section IlI shows that a 5th-order PLP analysis is consistent with the sensitivity of human heating to changes in several important speech parameters. Section IV shows that a 5th-order PLP analysis is consistent with two theories of vowel perception: (a) the effective second-formant theory (Fant and Risberg, 1962) and (b) the 3.5-Bark spectral peak integration theory (Chistovich et al., 1978) . Section V discusses some results that support auditory normalization in speech perception. Section VI compares the performance of PLP analysis with conventional LP_analysis in speakerindependent digit recognition. Section VII contains the con-clusions. FORTRAN 77 code for PLP analysis is given in the Appendix.
I. THE PLP TECHNIQUE
In the PLP technique, several well-known properties of hearing are simulated by practical engineering approximations, and the resulting auditorylike spectrum of speech is approximated by an autoregressive all-pole model. A block diagram of the PLP method is shown in Fig. 1 where (0 is the angular frequency in rad/s. This particular Bark-hertz transformation is due to Schroeder (1977) . 2 The resulting warped power spectrum is then convolved with the power spectrum of the simulated critical-band (Fletcher, 1940 ) masking curve q•(11). This step is similar to spectral processing in mel cepstral analysis (Bridle and Brown, 1974; Mermelstein, 1976 cal-band curve is given by Ii for 11 < -1.3, 02'5<n+ø'•) for --1.3<11< --0.5, ß (11) = for --0.5<11<0.5,
[,00-for 11>2.5.
This piece-wise shape for the simulated critical-band masking curve is our approximation to the asymmetric masking curve of Schroeder (1977) 
The function E((0) is an approximation to the nonequal sensitivity of human hearing at different frequencies (Robinson and Dadson, 1956 ) and simulates the sensitivity of hearing at about the 40-dB level. Our particular approximation is adopted from Makhoul and Cosell (1976) 
Equation (7) represents a transfer function of a filter with asymptotes of 12 dB/oct between 0 and 400 Hz, 0 dB/oct between 400 and 1200 Hz, 6 dB/oct between 1200 and 3100
Hz, and 0 dB/oct between 3100 Hz and the Nyquist frequency. For moderate sound levels, this approximation is reasonably good up to 5000 Hz. For applications requiring a higher Nyquist frequency, an additional term representing a rather steep (about -18 dB/oct) decrease of the sensitivity of hearing for frequencies higher than 5000 I-tz might be found useful. Equation ( 
This operation is an approximation to the power law of hearing (Stevens, 1957) and simulates the nonlinear relation between the intensity of sound and its perceived loudness. Together with the psychophysical equal-loudness preemphasis, this operation also reduces the spectral-amplitude variation of the critical-band spectrum so that the following all-pole modeling can be done by a relatively low model order. 
The limits in the summation and the weighting functions wi are computed from Eqs. (4), (6), and (10) using the inverse of (3), which is given by o) = 1200•r sinh ( fl/6 ).
The weighting As shown later in Sec. VI, the computational requirements of PLP analysis are comparable to the requirements of conventional LP analysis. Computationally, the most expensive operation is the FFT spectral calculation, followed in cost by the critical-band spectral integration and the cubicroot compression. The cost of the autoregressive modeling is negligible due to the low number of spectral samples of the auditory spectrum to be approximated. A table lookup could be used to compute the root in the intensity-loudness conversion to save on the computational cost.
The FORTRAN 77 code of the subroutine that computes the PLP model of one frame of speech (written with emphasis on simplicity rather than on efficiency) is given in the Appendix.
G. Discussion
The underlying principle of PLP analysis is to approximate the auditory spectrum of speech by an all-pole model. In this section, we have described one computationally reasonably efficient way of obtaining the estimate of the auditory spectrum: convolving the FFT spectrum with the critical-band function, multiplying it by a fixed equal-loudness curve, and compressing its amplitude by a cubic-root function. The engineering approximations to psychophysical laws were our personal choices, often directed in the first place by computational efficiency. We consequently ignored a number of known phenomena, e.g., the dependency of the critical-band shape or the equal-loudness curve on sound intensity. However, our experience suggests that, with respect to our current applications of PLP in speech research, their inclusion would not make a significant difference. 
II. CHOICE OF THE ORDER OF THE AUTOREGRESSIVE PLP MODEL
The choice of the model order specifies the amount of detail in the auditory spectrum that is to be preserved in the spectrum of the PLP model. With increasing model order, the spectrum of the all-pole model asymptotically approaches the auditory spectrum •(I•). Thus, for the autoregressive modeling to have any effect at all, the choice of the model order for the given application is critical.
In speech processing, we are often interested in representing the linguistic information in the speech signal. The following series of identification experiments 5 has been designed to determine the PLP model order that would be optimal for this task. The identification experiments resemble standard template-matching speaker-independent automatic speech recognition (ASR) experiments, except that, instead of using templates from a number of speakers sampled from the population of interest, the speech of one speaker is recognized using templates from only a single different speaker. Thus any extralinguistic information, e.g., speakerdependent spectral factors, cannot be used to aid the identification. On the contrary, speaker-dependent factors in crossspeaker identification decrease the accuracy of the identification.
A. Spectral distortion measure for PLP
The group-delay distortion measure (Yegnanarayana and Reddy, 1979 ) is used in all our identification experiments using PLP analysis. This choice is based on our early ASR experiments that compared the conventional cepstral The results of these experiments suggest the following: The formants of speech, approximated by the high-order LP analysis, carry both the linguistic message and speaker-dependent information. In the speaker-dependent experiment, both types of information contribute to the identification. On the other hand, in the cross-speaker experiment, the inclusion of speaker-dependent information decreases the identification accuracy. The advantage of the PLP technique over the conventional LP is that it allows for the effective suppression of the speaker-dependent information by choosing the particular model order.
We conjecture that the linguistically relevant speakerindependent cues lie in the gross shape of the auditory spectrum. This gross shape can be characterized by the one or two spectral peaks of the 5th-order PLP model. The finer details of the auditory spectrum, modeled by additional poles of the higher-order PLP models, carry more speakerdependent information.
Ill. PLP AND HUMAN HEARING
It is easy to find some instances in which conventional LP analysis clearly contradicts our basic well-accepted knowledge of speech perception, and in which the low-order PLP analysis can bring some improvement. Thus it has been known since the early experiments of Flanagan (1955) that the just noticeable difference in the perception of the first three formant frequencies is approximately constant in relative frequency. This section shows that conventional LP analysis is in conflict with Flanagan's findings. Further, it shows that 'PLP analysis alleviates this deficiency. It also studies the sensitivity of the PLP and LP models to formant bandwidths, to spectral tilt, and to fundamental frequency.
We used synthetic speech for this study since it allows for exact specification of the acoustic parameters. The analysis and the metric are studied together as one component, the front-end module. The front-end module is presented as a three-port network (Fig. 7) , one input of which is connected to a synthesizer whose parameters are held constant, the other to a synthesizer whose parameters are varied. The output of the network is the distance between two synthetic speech signals. If the parameters of both synthesizers are identical, the output distance is zero. In the experiments, the parameters of the variable synthesizer are varied one at a time, and the resulting distance is studied.
We studied two different configurations of the front-end module: ( 1 ) 14th-order standard LP analysis with a cepstral metric and (2) 
B. Sensitivity to bandwidth changes
As shown in Fig. 8(b) , the LP front end is less sensitive to the formant bandwidth changes than is the PLP front end. The formant bandwidth is usually not considered to be a primary phonetic cue. It is, however, an important cue in some phonetic distinctions (e.g., vowel nasality) and, when disregarded, some otherwise available phonetic information might be lost. The relative decrease of the formant bandwidth yields larger changes in the spectral distance than its relative increase.
C. Sensitivity to spectral tilt
The spectral slope metric of Klatt (1982) , which is approximated in the group-delay distance metric, was originally proposed in order to alleviate the sensitivity of the standard spectral metric to the spectral tilt of the speech signal. The spectral tilt is easily influenced by recording conditions or by the glottal characteristics of a particular speaker and is often considered a phonetically nonessential or even disturbing factor.
The spectral tilt in our experiment was varied by preemphasis or deemphasis of the speech signal over approximately a 6-dB/oct range. Figure 8(c) shows that the PLP front-end module, due to its group-delay metric, appreciably suppresses the spectral tilt influence.
D. Sensitivity to Fo
Every automatic speech analysis technique is to a larger or lesser extent sensitive to the fundamental frequency F o of the speech signal. The PLP front-end module is more sensitive to Fo than the LP front-end module. We have chosen for all our above described experiments a fundamental frequency Fo = 100 Hz, i.e., all reference vowels had harmonic peaks coincident with their formant peaks. Had we chosen any other Fo value, the sensitivity curves would have looked slightly different. As an example, Fig. 9 shows how the formant-frequeney sensitivity curves of the PLP front-end formant frequencies results in larger distances than does relative change of the lower formant frequencies. This is in conflict with Fianagan (1955). By contrast, PLP analysis results in distance curves that are much more similar to one another. This is in agreement with Flanagan (1955) . The remedy seems to lie in the Bark frequency resolution, built into the PLP analysis.
Note that the PLP-based front end is sensitive to even very small changes in formant frequency-much smaller than the critical-band spectral resolution. The reason for this sensitivity is that, even when the frequency change occurs within the critical band, it influences the spectral balance of the whole critical-band spectrum and consequently also the shape of the all-pole model spectrum that approximates it. The low sensitivity of PLP to spectral tilt is consistent with Klatt's (1982) finding of the relative insensitivity of phonetic judgments to the spectral tilt of the stimulus. On the other hand, the spectral tilt is also a strong cue for voicing, often the only one available to current ASR systems.
The role of spectral tilt compensation in ASR was studied by Hermansky and Junqua (1988) , who showed that a slight increase in the sensitivity of the PLP front-end module to this speech parameter can improve recognition accuracy.
The sensitivity of PLP to Fo seems to be in principle consistent with human hearing. Recent perceptual experiments (Hermansky, 1987b; Hirahara, 1988) indicate that the perceived formant peak is shifted towards the nearest harmonic peak. Spectra of the synthetic cardinal vowels together with the spectra of their 5th-order PLP models are shown in Fig.  11 . As seen in this figure, the front vowels are typically approximated by two spectral peaks in the PLP model, and the back vowels by one spectral peak. Table I 
B. Spectral peak integration theory
Chistovich (1985) describes a series of experiments which all suggest that, in the perception of speech, two spectral peaks are integrated into one when they are closer than some critical distance •5½ • 3.5 Bark.
As is evident from Fig. 11 and Table I , the two peaks of the 5th-order PLP model merge into one when approximating back vowels. This one peak is often positioned between F 1 and F 2'. The breakpoint for the existence of two Peaks in the PLP spectrum is that the F I-F 2' distance should be larger than about 3-4 Bark. The merging of spectral peaks by the eling in PLP can be justified by psychephysical properties of hearing, the autoregressive modeling itself cannot. It is used to optimize the amount of detail that needs to be eliminated from the auditory spectrum in order to suppress speakerdependent information.
The 5th-order PLP is consistent with the concepts ofF2' and 3.5-Bark integration because of its combination of the psychephysical transformations and the low-order autoregressive modeling. The fact that the 5th-order PLP model yields the best results in identifying linguistic information, as shown in Sec. III, seems to support the above-mentioned theories of speech perception.
The autoregressive model further reduces the spectral resolution of the auditory spectrum from its 1-Bark criticalband resolution to about the 3-4-Bark spectral resolution conjectured to take an effect in speech perception (Chistovich, 1985) . As shown in Sec. IV A, this does not mean that smaller spectral changes are ignored; it merely means that two spectral peaks within this range are not resolved by hearing as two peaks and that it is rather the overall shape of the auditory spectrum in this range that is used in decoding the linguistic message. The PLP peak trajectories seem to be more similar across these two speakers. The largest differences are probably in the/u/and the first/o/that are represented by a one-peak PLP model in the adult speech and as the two-peak PLP model in the child speech, indicating a more frontlike quality in the child's production of these two vowels. However, these differences might indicate genuine differences in properties of human hearing was demonstrated in Sec. Ill. We have also described in Sec. IV several phenomena observed in human speech perception that are well represented in the 5th-order PLP analysis. Section V discussed the speaker-normalizing properties of PLP analysis. Table II . The use of PLP, however, implies considerably less computation and storage in an ASR system due to the smaller number of PLP parameters.
VII. CONCLUSIONS
A new technique for the analysis of speech, the perceptual linear predictive (PLP) analysis, has been described. The PLP technique uses engineering approximations for three basic concepts from the psychophysics of hearing: ( 1 ) the critical-band resolution curves, (2) the equal-loudness curve, and (3) the intensity-loudness power-law relation. In addition, (4) autoregressive modeling is applied to smooth out a certain amount of detail from the auditory spectrum.
In comparison to conventional speech analysis based on the power spectrum, such as LP analysis, even the crude approximations to the very basic and well-known psychophysical knowledge in PLP analysis allow for a different and often more comprehensible picture of the complex speech signal.
We have shown that the 5th order is the optimal order of the autoregressive model in suppressing speaker-dependent information from speech. The 5th-order PLP model is consistent with the human sensitivity to the frequency changes in the first three formant frequencies of speech and is not in conflict with the general tendencies in the human sensitivity to changes in formant bandwidths, in spectral slope, and in F 0. Further, it relates to the F2' and the 3.5-Bark spectral peak integration concepts of speech perception. It expands 
