Abstract-Driven by the recent advances in electric vehicle (EV) technologies, EVs have become important for smart grid economy. When EVs participate in demand response program which has real-time pricing signals, the charging cost can be greatly reduced by taking full advantage of these pricing signals. However, it is challenging to determine an optimal charging strategy due to the existence of randomness in traffic conditions, user's commuting behavior, and the pricing process of the utility. Conventional model-based approaches require a model of forecast on the uncertainty and optimization for the scheduling process. In this paper, we formulate this scheduling problem as a Markov Decision Process (MDP) with unknown transition probability. A model-free approach based on deep reinforcement learning is proposed to determine the optimal strategy for this problem. The proposed approach can adaptively learn the transition probability and does not require any system model information. The architecture of the proposed approach contains two networks: a representation network to extract discriminative features from the electricity prices and a Q network to approximate the optimal action-value function. Numerous experimental results demonstrate the effectiveness of the proposed approach.
can discharge energy back to the electric grid by working in the vehicle-to-grid (V2G) mode and thereby make money [6] . Due to the existence of randomness in traffic conditions, user's commuting behavior, and pricing process of the utility, EV arrival and departure time, EV energy consumption, and electricity prices are dynamic and time-varying. Therefore, efficiently managing EV charging/discharging to reduce the cost becomes challenging.
In recent years, numerous day-ahead scheduling approaches have been proposed for this problem [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For instance, in order to handle the uncertainty in electricity price, Ortega-Vazquez [7] developed a robust optimization approach for residential EV charging scheduling. Similarity, Zhao et al. [8] proposed an information-gap-decision based approach to deal with the uncertainty in electricity price and optimize day-ahead scheduling of EV fleet. In [9] and [10] , EV fleet was formulated as a probabilistic virtual battery model, and scenario-based robust approaches were proposed to deal with the uncertainty of the EV users' commuting behavior and the balancing requests. Sarker et al. [11] studied the day-ahead scheduling of battery swapping stations where the uncertainty of the battery demand and the electricity price was modeled by inventory robust optimization and multi-band robust optimization, respectively. Apart from the above robust optimization approaches, stochastic optimization is also widely used to handle the uncertainty. To name a few, in order to handle the randomness in the charging demand, Wu et al. [12] developed a two-stage stochastic optimization method for workplace EV charging management. In a similar way, Guo et al. [13] proposed a two-stage framework for the economical operation of a microgrid-like EV parking deck while taking the intermittency of renewable outputs into account. Momber et al. [14] developed a two-stage stochastic linear programming to maximize the EV aggregator's profit in both day-ahead and balancing market while the uncertainties of EV fleet mobility and market price were considered. In [15] and [16] , the EV aggregator was considered to bid in the day-ahead market and offered ancillary services. Stochastic programming approaches were applied to manage the EV fleet charging while taking into account the randomness of the regulation signals. Although the aforementioned methods achieved some success in day-ahead charging/discharging scheduling, they may be unsuitable for real-time scenarios where the variations in EV charging demand and the electricity prices are much more complex.
Real-time scheduling strategies that can respond to dynamic charging demand and time-varying electricity prices have attracted a lot of attention recently. For example, Yao et al. [19] developed a binary programming-based strategy to coordinate multiple EVs charging in a parking station in response to realtime curtailment request from the utility. Binetti et al. [20] offered a formulation for the coordinated charging problem which considered the plug-in and plug-off frequency. Then, a real-time greedy algorithm is designed to solve the formulated problem in a decentralized manner. Liao and Lu [21] employed a stochastic dynamic programming method which maximizes the operator's profit for the real-time dispatch of an EV charging station equipped with photovoltaic panels. Huang et al. [22] presented a Markov Decision Process (MDP) formulation for the EV scheduling problem while considering the uncertainty and dynamics in wind energy supply. A rollout algorithm is used to derive the optimal scheduling policy. The above methods formulate this scheduling problem as a model-based control problem. These model-based approaches have obtained good results for this EV charging scheduling problem.
Recently, model-free approaches which do not need any system model information have achieved great success in complex decision-making application [23] . This success has inspired the development of model-free approaches for smart grid applications [24] [25] [26] [27] [28] . Compared to model-based approach, the advantage of the model-free approach is that it can learn a good control policy based on reinforcement learning (RL) and does not rely on any knowledge of the system [28] . An action-value function is proposed in these approaches to assess the quality of the charging schedule. The main difference of these approaches is how to approximate the optimal action-value function. For instance, Wen et al. [24] use a Q-Table to estimate this function by discretizing the electricity price and charging actions. The limitation of this method is that it can only handle a small number of states and actions. In addition, the discretization step greatly influences the performance and should be properly determined. In order to overcome the downside of the Q-Table, a combination of linear basis function is implemented to approximate the action-value function in [25] . However, the linear approximator is incapable of handling the nonlinearity in the real-world electricity price and commuting behavior. In addition to this linear approximator, Chiş et al. [26] apply a non-linear kernel averaging regression operator to fit the action-value function. The drawback of this approach is that the determination of the kernel function and its parameters greatly affect its performance. Overall, the limited approximation capability of the above approaches hinders their implementation in real-world scenarios.
Neural network has the potential of being universal approximator [29] and has been widely used for RL [30] [31] [32] . In recent years, deep neural network achieved promising results in learning complex mapping from high-dimensional data. By utilizing deep neural network, deep RL has obtained significant success in many complex decision-making applications. For instance, a deep Q-network has achieved a level comparable to that of a professional human in the Atari 2600 [23] .
However, to the best of our knowledge, application of deep RL in real-time EV charging/discharging problem has not been reported in the literature.
In this paper, the EV charging/discharging scheduling problem is formulated as an MDP from the user's perspective. The objective is to find cost-efficient charging/discharging schedules to take full advantage of the real-time electricity price while fulfilling user's driving demand. A model-free approach is proposed to determine the optimal schedules in a real-world scenario based on the deep RL. The proposed approach uses the past electricity prices and battery SOC as inputs, and outputs real-time charging/discharging schedules. Unlike the traditional model-based methods, the proposed approach does not require any system model information. Numerous experimental results demonstrate the effectiveness of the proposed approach.
The contributions of this paper are threefold.
• An MDP with unknown transition probability is constructed from the user's perspective to formulate the EV charging/discharging scheduling problem. The randomness of the electricity price and the commuting behavior is taken into consideration to formulate the real-world scenarios.
• A deep RL based model-free approach which does not require any system model information is proposed to determine an optimal strategy for this real-time scheduling problem.
• A representation network is designed to extract the features from the electricity prices. After concatenating these features with battery SOC, the concatenated features are fed into a Q network to approximate the optimal action-value function. The rest of the paper is organized as follows. The problem formulation is introduced in Section II. Then, a deep RL based approach is proposed in Section III to solve this problem. In Section IV, numerous experiments are presented to demonstrate the effectiveness of the proposed approach. Finally, Section V gives a conclusion.
II. PROBLEM FORMULATION
We formulate the real-time EV charging/discharging scheduling problem from the user's perspective. When the EV is at home, we determine the charging/discharging action every hour. A finite MDP with discrete time step is applied to formulate this problem. Specifically, the time interval between two adjacent steps is one hour. At time step t, we observe the system state s t which includes the information about the remaining energy in the EV battery and the past 24-hour electricity prices. Based on this information, we will choose the charging/discharging action a t . This action represents the amount of energy that the EV battery will be charged or discharged during this time interval. After executing this action, we can observe the new system state s t+1 and choose the new charging/discharging action a t+1 for time step t + 1.
MDP provides a mathematical architecture for modeling decision making in situations where outcomes are partly random and partly under the control of a decision maker. A MDP is a five-tuple (S, A, 2) Action: Given the state s t , the action a t represents the charging/discharging power. Let a t be positive when the EV is charging and negative when discharging. The EV user can make money by charging the battery when the electricity price is low and discharging the battery when the price is on-peak. The charging and discharging power is constrained as below,
where e max ch and e max dis are the allowed maximum charging and discharging power of the EV battery, respectively. As suggested by [20] , [33] , and [34] , we assume that the EV charger provides discrete charging power, i.e., a t ∈ {e 1 , . . . , e L }.
3) State Transition: The state transition from the state s t to s t+1 is denoted as
where the state transition is not only controlled by the action a t but also influenced by the randomness ω t . Specifically, the state transition for E t is controlled by a t and can be explicitly expressed by a deterministic battery model E t+1 = E t +a t . For u t and P t , the state transition is subject to randomness since the arrival time, departure time, and next-hour electricity price are unknown. Finding an accurate distribution model of the randomness ω t can be difficult since it is influenced by many factors, such as traffic condition, user's commuting behavior, pricing process of the utility, etc. To solve this problem, a model-free approach is proposed to learn the state transition from real system data as shown in Section III.
4) Reward:
The reward at time step t is defined from user's perspective as
where t β is the time step when the EV leaves home. In this reward, P t · a t represents the charging cost at time step t. When the EV is charging, this term is positive. On the contrary, if the EV discharges energy back to the power grid to make money, this term is negative. As suggested by [7] and [11] , the price of selling electricity to the grid is the same as that of purchasing electricity. This scenario is based on the net metering arrangement [35] under which a bi-directional meter is applied to record both the electricity purchased from the grid and the electricity fed back to the grid. Under this arrangement, selling electricity and purchasing electricity have the same price.
C a t denotes the cost of battery degradation for a charging/discharging of a t kWh. According to [7] , we assume that the battery degradation is only sensitive to the number of cycles, and the degradation cost is estimated as
where C E denotes the total battery cost, m k represents the slope of the linear approximation of the battery life as a function of the cycles, and E max is the battery capacity.
(E max − E t ) 2 measures user's "range anxiety" which is the fear that the EV has insufficient energy to reach its destination. This term is proposed to penalize the amount of uncharged battery energy, E max − E t . Larger uncharged energy will result in bigger penalty. In practice, some users are likely to tolerate large range anxiety to obtain low charging cost. In order to measure the user's preference towards the cost-saving objective and the range anxiety reducing objective, an anxiety coefficient τ is introduced. τ is measured in $/kWh 2 such that the range anxiety term has the same measurement unit as the charging cost term.
5) Action-Value Function:
The quality of a charging/discharging schedule a under a given system state s is assessed by the expected total sum of future rewards for the horizon of K time steps as follow
where Q π (s, a) is called action-value function, π is the EV charging/discharging policy which maps from a system state to a charging/discharging schedule, and 0 < γ < 1 is the discount factor, which balances the importance between the immediate reward and future rewards. For instance, when γ = 1, future reward is as important as the immediate reward and the policy is foresighted. When γ = 0, only immediate reward is taken into consideration and the policy is shortsighted. The objective of this scheduling problem is to find an optimal π * to maximize the action-value function as
where Q * (s, a) represents the optimal action-value function.
III. PROPOSED APPROACH
It is difficult to analytically determine the optimal policy π * since the future electricity prices and user's commuting behavior are unknown. A reinforcement learning (RL) solution is to iteratively update the action-value function Q(s, a) based on the Bellman equation [36] 
As the number of iterations i → ∞, Q(s, a) will converge to the optimal action-value function Q * (s, a) [37] . Then, the optimal schedules are determined by a greedy strategy
is generally approximated by a look-up table [37] . However, since the electricity price in our problem is continuous and high-dimensional, an extremely large table is required to approximate Q * (s, a) and it is intractable to update such a large table. In this paper, a Deep Neural Network (DNN) is proposed to approximate Q * (s, a), and this approach is called deep reinforcement learning (RL).
The overall diagram of the proposed approach based on deep RL for EV charging/discharging scheduling is illustrated in Fig. 1 . The representation network extracts discriminative features from the electricity price. After concatenating these features with battery SOC, the concatenated features are fed into a Q network to approximate the action-value of all feasible schedules under the given input state. The schedule with the largest action-value is selected as the EV charging/discharging schedule.
A. Architecture of Deep Neural Network 1) Representation Network:
Extracting discriminative features from the raw data is a crucial step to improve the action-value function approximation. Good features should contain the information about the electricity price trends. With these features, the scheduling strategy can minimize the charging cost. In this paper, a representation network is proposed to extract these features.
Since electricity price fluctuates in a quasiperiodic way and has a natural temporal ordering, it is reasonable to infer future price trends from past electricity prices. Long Short-Term Memory (LSTM) network is known for its strong ability to model the time dependencies of time-series data [38] , [39] , and has achieved promising results in smart grid applications, such as load forecasting [40] , [41] . In the representation network of Fig. 1 , electricity price trends are captured by a LSTM network. Its input is the past 24-h electricity price and its output is the features containing information about future price trends.
The idea behind the LSTM network is to make use of sequential information, such as the real-time electricity prices. LSTM network performs the same processing for every element of the sequence, with the output being dependent on the previous computations. The information about what has been calculated so far can be stored or "memorized" in the LSTM cells. The typical structure of an LSTM network is shown in Fig. 2 . Fig. 2 shows an LSTM network being unfolded into a full network. By unfolding, we simply mean that we write out the network for the complete sequence. For this EV charging scheduling problem, the LSTM network would be unfolded into a 23-layer neural network. Specifically, the input of the first layer is d t−22 = P t−22 − P t−23 where P t−22 and P t−23 represent the electricity price at time step t − 22 and t − 23, respectively. W and R represent the corresponding parameters which are shared across all the layers. y t−22 denotes the output of the first layer, and c t−22 denotes its cell state. y t−22 and c t−22 , which contain the information of the past electricity price, are passed into the second layer. This process is repeated until the last layer.
The structure of the LSTM cell is shown in Fig. 3 . The key to the LSTM network is the cell state c t . The LSTM network has the ability to add information into or remove information from the cell state, carefully regulated by structures called gates. Gates are a way to optionally let information through. Specifically, an input gate determines the amount of information to be added into the cell state while a forget gate determines the amount of information to be inherited from the previous cell state c t−1 . The input gate and forget gate are shown in Eq. (9) and Eq. (10), respectively, where W i , R i , W f , and R f are the matrices of weights for the input gate and forget gate; b i , and b f are the vectors of biases for these gates; σ is the sigmoid function that outputs numbers between 0 and 1, describing how much of information should be let through.
The input information z t is shown as
where h denotes the hyperbolic tangent function; W z and R z are the matrices of weights; b z is the vector of biases. The input gate would determine the amount of z t to be added into the cell. Therefore, the cell state is calculated as
where represents the element-wise multiplication operation; i t z t denotes the amount of information to be added from z t ; f t c t−1 denotes the amount of information to be inherited from the previous cell state c t−1 .
The output of the cell is determined by the output gate
where W o , R o are the matrices of weights, and b o is the vector of biases. Thus, the output of the cell is shown as
For detailed information about LSTM network, readers can refer to [42] .
The output of the LSTM network, y t , is concatenated with the battery SOC which is a scalar. These concatenated features, x t , contain information about both the future price trends and the battery SOC. The information of the future price trends is essential to reduce the charging cost, while the information of the battery SOC is important to ensure the EV can be wellcharged. Then, these concatenated features are fed into the Q network to approximate the optimal action-value function.
2) Q Network: The Q network is a three-layer fullyconnected neural network which can uniformly approximate continuous functions [29] . The input layer is fully-connected to a hidden layer with V units, and the value of the hidden unit is
where x t denotes the input vector, g is the rectified linear activation function, W 1 is the matrix of weights, and b 1 is the vector of biases. Then, the hidden layer is fully-connected to the output layer. The output of the Q network is the actionvalue for all feasible charging/discharging schedules under system state s, i.e.,
where W 2 is the matrix of weights, and b 2 is the vector of biases. Then, the schedule with the largest action-value is outputted as the charging/discharging schedule.
B. Training of Deep Neural Network
Algorithm 1 shows how to train the DNN based on deep RL. The parameters of the DNN are denoted as θ = {θ 1 , θ 2 } where
In line 1 of Algorithm 1, the DNN's parameters θ are randomly initialized. After that, in line 2, shadow parametersθ are copied from θ . Then, the parameters θ are updated for M epochs in the outer loop. Each epoch starts at time step t A which represents EV arrival time. Each epoch ends at time step t D which represents EV departure time. The time horizon of each epoch equals to t D − t A . At the beginning of each epoch, we first obtain the initial state s t A . After that, in the inner loop starting from line 5, the EV charging/discharging is scheduled from time step t A to t D . At each time step, the charging/discharging schedule a t is selected based on the ε-greedy search method, i.e., the schedule is randomly selected with probability ε, otherwise the proposed DNN is applied to choose the schedule. Then, we execute the selected schedule a t , observe the reward r t , and process to the new state s t+1 . After that, in line 8, the transition (s t , a t , r t , s t+1 ) is stored in a replay memory D. The transitions in the replay memory are utilized to update the parameters θ . Specifically, in line 9, a minibatch of transitions F = {(s j , a j , r j , s j+1 )} #F j=1 are randomly selected from the replay memory D. With these transitions, the target action-valueq j is calculated as
Then, in line 11, the loss function can be derived as
which is the error between the target action-valueq j and the action-value Q(s j , a j ; θ t ) estimated by the DNN. Then, this loss function is minimized by updating the parameters θ according to gradient rule as
where η is the learning rate, and θ t L(θ t ) represents the gradient of the loss function. After that, at every B steps, the shadow parameters are reset asθ = θ . After the training process, the Calculate the loss function
12:
Update parameters θ t+1 = θ t − η θ t L(θ t ).
13:
Every B steps resetθ = θ .
14:
end for 15 : end for parameters θ will be outputted for the EV charging/discharging scheduling.
It is worth noting that using the reply memory has two benefits [43] . First, storing the transitions in the replay memory contributes to better data efficiency because each transition can be used multiple times to update the parameters. Second, the replay memory improves the stability of the training process. This is because most minibatch optimization algorithms have the assumption that the data is independent and identically distributed (i.i.d.) [44] . However, without a replay memory, the updates of parameters would be based on consecutive transitions that are highly correlated. Learning from consecutive transitions would violate this i.i.d. assumption and result in high variance of the updates of the parameters, which leads to slower and potentially less stable learning [45] , [46] . Storing historical transitions in the replay memory and randomly sampling the transitions from the replay memory break the temporal correlations between the transitions and thus alleviate this problem.
C. Real-Time EV Charging/Discharging Scheduling
The DNN's parameters trained by Algorithm 1 will be fixed for the real-time EV charging/discharging scheduling. The scheduling algorithm is presented in Algorithm 2. Its input is the electricity prices and battery SOC. Its output is the EV charging/discharging schedules.
In Algorithm 2, we first load the parameters of DNN trained by Algorithm 1. In the loop starting from line 2, the DNN is implemented to generate the EV charging/discharging schedules from time step t A to t D . At each time step, the representation network is applied to extract features from the past 24-h electricity prices. Then, these features are concatenated with battery SOC. After that, Q network calculates actionvalue Q(s t , a; θ) based on these concatenated features. Then, Obtain past 24-h electricity prices.
4:
Representation network extracts features from the electricity prices.
5:
Concatenate these features with battery SOC.
6:
Q network calculates action-value Q(s t , a; θ ).
7:
a t = argmax a∈A Q(s t , a; θ ) 8: Output EV charging/discharging schedule a t . 9: end for 10: Return: a t A :t D the EV charging/discharging schedule a t is selected in line 7 as a t = argmax a∈A Q(s t , a; θ). Finally, the schedule a t is outputted.
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the proposed approach on multiple case studies and demonstrate its effectiveness by simulation analysis. The details about the experimental setup are presented in Section IV-A. We present the experimental results of case study I in Section IV-B where the battery degradation cost is ignored. Then, the effect of this degradation cost is analyzed in case study II in Section IV-C. Finally, we explain how to choose the neural network structures and the hyperparameters in Section IV-D.
A. Experimental Setup
The performance of the proposed approach is evaluated under a real-world scenario. The real-world hourly electricity price starting from 1st of February 2014 and lasting 360 days is downloaded from the California ISO [47] . This price data is separated into training and testing data. In each 30 consecutive days, the first 20 days are selected for training, and the remaining 10 days are used for performance evaluation. As suggested by [19] , user's commuting behavior is modeled as random variables. Specifically, the EV arrival time, the departure time, and the battery SOC at the arrival time obey truncated normal distributions. The distributions are presented in Table I N (8, 1 2 ) is bounded between 6 and 11. The battery SOC bounded between 0.2 and 0.8 is sampled from N (0.5, 0.1 2 ). It is worth noting that our learning-based approach does not rely on any knowledge of the distributions of these random variables. Thus, our approach can scale to different modeling mechanisms. We assume that a Nissan Leaf with battery capacity E max = 24 kWh is used in our experiments. When the EV is at home, the charger provides 7 levels (6 kW, 4 kW, 2 kW, 0 kW, -2 kW, -4 kW, -6 kW) for EV charging and discharging. The positive values represent the charging process while the negative ones refer to EV discharging. The deep RL based model-free approach is proposed to generate the optimal charging/discharging schedules. The discounted factor γ is set to 0.99 so that the proposed approach can obtain a foresighted strategy. In the representation network, a 128-dimension feature vector is extracted from the past 24-h electricity price. Then, this vector is concatenated with the SOC and fed into the input layer of the Q network. The number of the units in its hidden layer and output layer are 64 and 7, respectively. The parameters of the representation network and the Q network are randomly initialized and updated by gradient descent during the training process. The batch size of the sampled transitions F for training is 32. The value of B is set as 500. The number of training epochs, M, equals to 50,000. The training process takes about 1.5h on the computer with one NVIDIA TITAN Xp GPU and one i7-6800K CPU. After the training process, the proposed approach can be deployed for the EV charging/discharging scheduling. It takes about 3.7 ms to generate one schedule. The code is written in Python with TensorFlow, a DNN package developed by Google Brain.
B. Case Study I
In this case study, the proposed model is trained to generate EV charging/discharging schedules when the battery degradation cost is ignored. The training process is presented in Section IV-B1. Then, the proposed approach is evaluated and compared with several benchmark methods in Section IV-B2. Finally, the effect of user's range anxiety on the cost-saving objective is discussed in Section IV-B3.
1) Training Process:
The proposed DNN is trained for 50,000 epochs to learn the optimal EV charging/discharging scheduling. The anxiety coefficient τ is set to 0.01. The training process takes about 1.5 hours on the workstation mentioned in Section IV-A. Each epoch starts when the EV arrives home and ends when it leaves home. In each epoch, we calculate the cumulative rewards t D t=t A r t . The evolution of the cumulative rewards over 50,000 epochs is illustrated in Fig. 4 . In the first 7,000 epochs, the charging/discharging schedule is randomly selected from the 7 feasible levels. Then, from epoch 7,000 to epoch 14,000, the schedule is randomly selected with probability ε, otherwise, it is chosen by the proposed DNN. In this phase, the probability ε is reduced from 1.0 to 0.1, and remains 0.1 afterward. It can be observed from Fig. 4 that the cumulative rewards start to increase gradually after epoch 18,000. Then, at epoch 35,000, the cumulative rewards converge around −0.2 $ with small oscillations. This result demonstrates that the proposed approach succeeds in learning a policy to maximize the cumulative rewards.
2) Performance Evaluation: In this section, the proposed approach is evaluated and compared with several benchmark solutions, including model predictive control (MPC), dayahead, fitted-Q iteration (FQI), and uncontrolled strategy. For the MPC solution [48] , the EV arrival time and depart time, and the battery SOC are known in advance. We evaluate MPC with two different forecasting models. For the first forecasting model, a fully-connected neural network (NN) with 24-20-20-8 units is used to provide the dynamic prediction of the future electricity prices over a rolling horizon of 8 hours. Based on the forecasted prices, a scheduling strategy over the rolling horizon is derived and only the first hour's schedule is implemented. At the next hour, the above procedure is repeated. Similarly, for the second forecasting model, an LSTM network is used to forecast the future electricity prices. This LSTM network is the same as the one in our representation network. We also evaluate MPC under an ideal situation where the future electricity prices are all known in advance. For the day-ahead solution, we assume the EV arrival time and depart time, and the battery SOC are known in advance. Autoregressive (AR) model is applied to forecast the electricity prices, and its order is 24, i.e., AR (p=24). Then, the EV charging/discharging scheduling problem is solved using YALMIP. For the FQI solution [49] , a decision tree is used to approximate the action-value function. Then, the charging/discharging schedule is determined based on the greedy strategy in Eq. (8) . For the uncontrolled solution, the EV is charged immediately with the maximum charging rate when it arrives home.
The 120 test days are used for performance evaluation. In each day, the charging cost is calculated as by 46.29%, 59.10%, 69.87%, and 75.04%, respectively. These results demonstrate the effectiveness of the proposed approach for this EV charging/discharging scheduling problem. We also notice that MPC with real future price (green triangles) reduces the charging cost by 86.29%. Comparing the results of MPC, we can find that the performance of MPC relies on the accuracy of a forecasting model. However, our proposed approach does not need a forecasting model.
To further investigate the performance of the proposed approach, the charging/discharging patterns over 7 consecutive days are shown in Fig. 6 . The green regions in each subfigure indicate the periods of time when the EV is not at home. In Fig. 6a , the hourly electricity price ($/kWh) is illustrated with the red line, while the hourly charging/discharging energy (kWh) is represented by the blue bar. One can observe that the proposed approach learns to charge when the electricity price is low and to discharge when the price is on-peak. These charging/discharging patterns verify the proposed approach's capability to forecast the electricity price trends. The remaining battery energy at each hour is presented in Fig. 6b . The battery is well-charged when the EV leaves home. These results demonstrate that the proposed approach can reduce the charging cost as well as satisfy user's driving demand.
3) Discussion of Range Anxiety: In the real-world scenario, different users may have a different preference towards the cost-saving objective and the range anxiety reducing objective. The effect of the anxiety coefficient τ on these two objectives is demonstrated in Fig. 7 where the coefficient increases from 0 to 0.01 with a step of 0.001. In Fig. 7 , the range anxiety and charging cost are averaged over the 120 test days. The blue line with circle marks represents the average range anxiety, while the red line with square marks is the curve for average charging cost. The negative value of the charging cost indicates that the EV earns money by selling electricity to the utility. We can observe that large anxiety coefficient leads to small range anxiety but large charging cost. This figure demonstrates that the coefficient can balance the trade-off between the range anxiety and the charging cost. Specifically, if the user only needs to drive for a short distance, the coefficient can be set to a small value. Consequently, the proposed approach tries to reduce the charging cost. On the contrary, if the user wants to reduce the range anxiety, this coefficient can be set to a high value.
In order to further demonstrate the effect of the anxiety coefficient τ , the daily charging cost and the battery SOC when the EV leaves home are presented in Fig. 8 . This figure shows the results over 120 test days with two different τ . When τ is set to 0.002, the proposed approach can achieve a lower charging cost, but the battery is about half charged. On the contrary, when τ is set to 0.008, the battery is almost fully charged, but the charging cost increases. These results demonstrate that the proposed approach can adaptively adjust to user's different preferences by setting different anxiety coefficient.
C. Case Study II
In this case study, we conduct extensive experiments to analyze the effect of the battery cost on the EV charging/discharging scheduling. In the experiments, the battery cost is set to [400, 300, 200, 100, 80, 60, 40, 20] $/kWh, respectively. The slope m k = −0.015. Fig. 9 shows the cumulative charging cost, vehicle-to-grid (V2G) cost, and battery degradation cost over the 120 test days under different battery costs. The blue line with square marks illustrates the cost associated with charging the EV. The red line with triangle marks shows the V2G cost where the negative values indicate the EV discharges energy back to the grid and thereby make money. The black line with star marks shows the battery degradation cost. We can observe that the proposed model determines to discharge energy back to the grid to make money when the battery cost is less than 100 $/kWh. The smaller the battery cost is, the more energy the EV discharges back to the grid. As the battery cost increases up to 100 $/kWh, the V2G stops being attractive and the proposed model determines to only charge the EV. In conclusion, the battery degradation cost plays an important role in determining the EV charging/discharging schedules, and the proposed model can well adjust to the scenarios with different battery degradation costs.
D. Discussion of Neural Network Structures and Hyperparameters
The reason we choose LSTM network to extract features from the electricity prices is that it has strong ability to model the time dependencies of time-series data [38] , [39] and has achieved promising results in smart grid applications [40] , [41] . We further clarify the importance of the LSTM network by conducting an experiment where the LSTM network is removed. In other words, the electricity prices are directly concatenated with the battery SOC. Then, these concatenated features are fed into the Q network. Without the LSTM network, the accumulated charging cost over the 120 test days is 27.71 $. However, the accumulated charging cost of our original model with the LSTM network is 17.02 $. The LSTM network contributes to a 38.59% reduction in the charging cost. The reason we choose a three-layer fully-connected neural network for the Q network is that it can uniformly approximate continuous functions [29] , and its effectiveness for deep reinforcement learning (RL) has been validated in [23] . In the fully-connected neural network, the number of the input units is 129, which equals to the dimension of its input. The number of the output units is 7, which equals to the number of feasible actions for the EV charging scheduling. For the number of hidden units, there is an empirically-derived rule-of-thumb, i.e., the optimal number of the hidden units is usually between the number of input units and the number of the output units. In our original model, the number of hidden units is 64, and the accumulated charging cost over the 120 test days is 17.02 $. We also conduct experiments with another two numbers of hidden units, 32 and 128. Their accumulated charging cost are 17.29 $ and 17.13 $, respectively. We can see that the performance is insensitive to the number of hidden units when this number is chosen between the number of input units and the number of the output units.
The discounted factor γ balances the importance between the immediate reward and future rewards. When γ = 0, the learned policy is "myopic" in being concerned only with maximizing immediate reward. As γ approaches 1, the future rewards are taken into consideration more strongly, and the learned policy becomes more farsighted. In our original model, γ = 0.99, which is the same as that used in [23] . For our original model, the accumulated charging cost over the 120 test days is 17.02 $. We also conduct experiments with another two γ values, 0.5 and 0.8. Their accumulated charging cost are 36.92 $ and 24.65 $, respectively. We can observe that the performance is sensitive to the discounted factor γ . γ should be close to 1 such that the learned policy is farsighted.
Since GPU is used to train the neural network, the batch size is generally determined by the following criteria [50] :
• It is common for power of 2 batch size to offer better runtime. Typical power of 2 batch sizes range from 32 to 256.
• Since all examples in the batch will be processed in parallel in the GPU, the amount of memory usage will scale with the batch size. For many hardware setups, this is the limiting factor in batch size. Bengio states that batch size = 32 is a good default value [45] . In our model, the batch size is set as 32 accordingly. During the training process, the number of training epochs can be determined by early stopping [45] . Specifically, we set the number of epochs to a large number and stop the training when the cumulative rewards does not improve.
In our proposed approach, the probability ε is annealed linearly from 1.0 to 0.1, and fixed at 0.1 thereafter. This kind of design is consistent with that in [23] and is commonly used by reinforcement learning researchers to balance the trade-off between exploration and exploitation [37] .
V. CONCLUSION
In this paper, we formulate the EV charging/discharging scheduling problem as a MDP with unknown transition probability from the user's perspective. In the problem formulation, the randomness of both the electricity price and the commuting behavior are considered. We propose a deep RL based approach to determine an optimal strategy for this real-time scheduling problem. The proposed approach is a model-free approach which does not need any system model information. In the proposed approach, a representation network is applied to extract features from the electricity prices. Then, a Q network is implemented to approximate the optimal actionvalue function based on these features. Finally, the action that maximizes this function is selected for the scheduling problem. The parameters of these two networks are updated by gradient descent during the training process. Experimental results show that the proposed approach outperforms various benchmark solutions. In addition, the proposed approach can adaptively adjust to different users' preferences towards the cost-saving objective and the range anxiety reducing objective.
