N −3 and N ≥ 4. We also establish radial symmetry for related and more general problems in R N and R N \ {0}.
INTRODUCTION
Due to the celebrated articles [31, 15, 16] , the Alexandroff-Serrin Moving Plane Method (MPM) has been established as a powerful tool to obtain symmetry properties of solutions to elliptic equations in bounded or unbounded domains. See for instance the papers [6, 2, 20, 23, 24, 8, 32, 26, 9, 10] . The survey article [27] and the monographs [14, 7] provide further material on this subject. In the case of unbounded domains in R N , asymptotics of the solution at infinity are essential to provide a starting point for the MPM. In many papers, this problem was settled by obtaining precise estimates of the solutions involving terms of higher order, which required a lot of effort. See [22, 21, 23, 33, 35] . Our aim is to bypass these technicalities and to develop a simplified approach. At the same time, we will obtain new symmetry results for solutions of semilinear problems associated to the Laplacian on R N especially for 1 Universidad de La Frontera, Departamento de Ingeniería Matemática, Temuco, Chile, email:
homogeneous non-linearities as they appear in the Hénon equation
where ≥ 0 and q > 0. Without further ado, let us state our main results, leaving all background information to the next section. Throughout this paper we will use the following numbers: We consider solutions to the following two problems: Note that assumption (1.3) is indispensible when proving symmetry using the MPM or rearrangement tools.
Definition. We say that u is radially symmetric and radially decreasing with respect to a point x 0 ∈ R N if there is a function U ∈ C 1 (0, +∞) such that u(x) = U (|x − x 0 |) for all x ∈ R N \ {x 0 }, and U (r) < 0 for r > 0. The main result of our paper is Theorem 1.1. Assume that f satisfies the conditions (1.2), (1.3) and      f (r, u) = r − u q (1 + O((r −2 + u 2 ) ε/2 )), f r (r, u) = − r − −1 u q (1 + O((r −2 + u 2 ) ε/2 )), f u (r, u) = qr − u q−1 (1 + O((r −2 + u 2 ) ε/2 )), as r −2 + u 2 → 0, (1.4) where ≥ 0, q > 0, and ε ∈ (0, 1], and let u be a solution of (P) or (P) 0 . Furthermore, assume that one of the following conditions (i) or (ii) is satisfied: (i) ∈ [0, 2), q > q 1 ( ), q = q 2 ( ); additionally, if q ≥ N +2 N −2 , then also (1.5) u(x) ≤ c|x| −γ for some c > 0, and if N ≥ 4, then either > 0 and q ≤ q S , or = 0 and q < q S .
(ii) ∈ (2, N ) and q ∈ (0, q 1 ( )). Then u is radially symmetric and radially decreasing w.r.t. some point x 0 ∈ R N . Moreover, if > 0, or if u is a solution of (P) 0 , then x 0 = 0.
The proof of Theorem 1.1 is based on the MPM. A new ingredient is a maximum principle for open subsets of a halfspace (see Theorem 4.2 of Section 4). It allows to reduce the effort for asymptotic estimates at infinity. To make the MPM work, we need the simple limit property for some number L > 0
Theorem 1.1 yields in particular the following result for the Hénon equation.
Corollary 1.2. Let u be a solution of (P) or (P) 0 , where f (r, u) = r − u q and , q satisfy either (i) or (ii). Then, the assertions of Theorem 1.1. hold true.
There are some situations when the conditions (1.4) can be considerably relaxed. See for instance [16, 22, 23, 24, 21, 26] . Our next two Theorems partly overlap or extend these results. The proofs are much simpler than the proof of Theorem 1.1 since merely an upper estimate for the solution is required instead of the limit property (1.6). First we consider the case that the solution u decays faster than in (1.6). 
where (i') ∈ [0, 2) and q > q 1 ( ). Furthermore, let u be a solution of (P) or (P) 0 with
Then the assertions of Theorem 1.1 hold true.
Next we consider cases where the parameters and q fall out of the ranges (i') or (ii). As we shall see in Section 3, the solutions show fast decay in the cases (iv)-(vi) below. Note however the curious fact that we do not need any asymptotic estimate for the solution in case (iii) (see Section 5).
Theorem 1.4. Assume that f satisfies the conditions (1.2), (1.3) and (1.7), and that one of the following conditions is satisfied: (iii) = 2 and q > 1; (iv) ∈ (2, N ) and q = q 1 ( ); (v) ∈ (2, N ) and q > q 1 ( ); or (vi) ≥ N and q > 0. Then, if u is a solution of problem (P) or of (P) 0 , it is radially symmetric and radially decreasing w.r.t. 0.
Remark 1.5. (a)
Our results cover a large range of values ( , q). Indeed, assume that there are positive numbers u 0 , r 0 and d 3 such that the nonlinearity f satisfies
Then, problems (P) and (P) 0 do not have positive solutions when (vii) ∈ [0, 2) and q ∈ (0, q 1 ( )], see [4] , Theorem 3.3 (ii) and Theorem 3.4 (ii); (viii) = 2 and q ∈ (0, 1), see [4] , Theorem 3.4 (ii).
(b) We will give examples of non-radial solutions to problem (P) 0 when ∈ [0, 2), N ≥ 4 and q > q S in Section 6. Therefore, it is not clear under which conditions the solutions are radial in these cases. It would be also very interesting to find non-symmetric solutions for problem (P) when ∈ [0, 2), q > q S and N ≥ 4. The figure below illustrates the different values in the ( , q)-plane for N ≥ 4 in our Theorems 1.1-1.3. The grey trapezoid is the region of nonexistence.
Now we outline the content of the paper. In section 2, we collect some preliminary material of problems (P) and (P) 0 . In section 3, we obtain below and above bounds at infinity for the solutions of our problems. Furthermore, we show that the solutions satisfy the limit property (1.6) under assumptions of Theorem 1.1. In section 4, we prove Theorem 4.2, which is a maximum principle for open subsets of a half space. Section 5 deals with the proofs of Theorems 1.1, 1.3 and 1.4, which are based on the MPM and the results of sections 3 and 4. Finally, in section 6 we give some examples of non-radial solutions to problem (P) 0 when q > q S .
PRELIMINARIES
Our work was inspired by articles of H. Zou related to the Lane-Emden equation, see [33, 34, 35] , and some progress concerning asymptotic estimates of positive solutions to elliptic equations in exterior domains. See [3, 4, 25, 29, 1, 28] and the references cited therein.
H. Zou considered the following problem:
where f is smooth with f (u) ∼ u q near u = 0 for some q > 1. A key result is Theorem A (see [35] , Theorem 1.2 and Lemma 2.1) Let u be a solution of problem (2.1), where N ≥ 3, f ∈ C 1 ([0, +∞)), f (u) > 0 for u > 0, and
for some positive numbers ε and u 0 and
Then u is radially symmetric about some point.
It follows from the proof in [35] that Theorem A also holds without the positivity assumption for f . Furthermore, radial symmetry follows also for the range
provided that u satisfies the following estimate from above at infinity,
for some C > 0. In the special case f (u) = u q , this estimate was stated in Theorem 1.1 in [33] , but the arguments used in [33, 34, 35] also carry over to the general case. H. Zou also showed (2.3) under additional conditions on the solution, see Theorem 1.2 in [34] . Finally, we also recall that Z. Guo [18] extended results in [33, 34, 35] 
and u satisfies (2.4) and
where λ is given by (2.5) and
It is natural to ask about qualitative properties of solutions when the right-hand side u q is replaced by a more general term homogeneous in u and |x|. The resulting PDE is the so-called Hénon equation,
where ∈ R and q > 0, and it appears in Geometry and Physics. It also serves as a model for many other semilinear problems, and it has been extensively studied, both in bounded and unbounded domains. See e.g. [17, 3, 4, 11, 13, 28] .
Let Ω be a domain in R N with 0 ∈ Ω, and consider the problem
For the asymptotic properties of the solutions near 0 and infinity, numbers q 1 ( ), q 2 ( ), q S , γ and L defined in section 1 play an important role. The following result refers to the subcritical case.
Theorem B (see [17] , Theorem 3.4) Let u be a solution of (2.8), < 2,
and q = q 2 ( ).
If Ω = B 1 \ {0}, then either x = 0 is a removable singularity of u, or x = 0 is a nonremovable singularity and
On the other hand, if Ω = R N \ B 1 , then either
for some constant λ > 0, or
There is also a result in the supercritical case q > N +2 N −2 . Theorem C (see [3] , Theorems 3.2, 3.3 and Remark 3.2) Let u be a solution of (2.8) . If Ω = B 1 \ {0}, < 2 and q > max{q 1 ( ),
N −2 }, and if
then either 0 is a removable singularity of u or
where V ∈ C 2 (S N −1 ) is a positive solution of (2.14)
(∆ S = Laplace-Beltrami operator on the sphere S N −1 ). Finally, if Ω = R N \ B 1 , and if and q are as above and u satisfies (2.12), then either
Note that an easy application of [3] , Theorem 6.1, shows that, if q < q S , then (2.14) has only the constant solution V (θ) ≡ L. For details, see Theorem 3.8. However, it is unclear under which conditions the estimate (2.12) holds in the case q > N +2 N −2 . The significance of the number q 2 ( ) can be best understood by looking at radial solutions for the problem (2.8) when
Assume again < 2 and q > q 1 ( ). The radial solutions have been classified in [17] , Appendix A:
2. A one-parameter family of solutions in the case q ∈ (q 1 ( ), q 2 ( )) which satisfy (2.9) and (2.10); 3. Another one-parameter family of solutions in the case q ∈ (q 2 ( ), +∞) which are C 2 and satisfy (2.11); 4. Two further types of radial solutions in the critical case q = q 2 ( ): the fast-decay solution
and the slow-decay solution
where Ψ is a strictly positive and periodic solution of the ODE
which oscillates about the value
Note that if < 2 and q ∈ [0, q 1 ( )], then problem (2.8) with Ω = R N \ {0} has no solution.
We can see that the asymptotic behavior at 0 and infinity of general solutions of (2.8) can be read off from the asymptotics of the radial ones. Moreover, if ≥ 0, then the righthand side of (2.7) has the right monotonicity behavior for a successful application of the MPM. Indeed, if Ω = R N \ {0} and if u satisfies (2.10), then radial symmetry follows from Theorem 1 and Corollary 2 in [26] . On the other hand, there is not a general symmetry result in the literature when ≥ 0 and u has slow decay (2.11). This was an important motivation for our study. 
see [21, 22] and Theorem 1.3, (iii); 2. the scalar curvature equation
when K(r) ∼ r − for large r, ( > 0), see [23] and Theorem 1.1, (i) and 1.3, (v) and (vi).
(b) We have excluded the borderline case
in Theorem 1.1, because the proof of radial symmetry would require further tools (compare with Remark 3.8). Note that the special case of the equation
has received a lot of attention during the last years, since it is related to some CaffarelliKohn-Nirenberg inequalities. See [19] and the references cited therein. Combining the MPM and appropriate Kelvin transformations, we can prove that all solutions of Problem (P) 0 for equation (2.22) are radially symmetric and radially decreasing, see Theorem 1.1 in [19] . However, this method seems not applicable to general assumptions (1.4).
Throughout this paper, we will use the following notation:
, for any function or number u.
ASYMPTOTIC ESTIMATES AT INFINITY
In this section, we obtain some estimates for the solutions of our problems at infinity. First we study a related problem in the exterior of a ball:
is measurable, locally bounded, and continuous in the second variable. We begin with some estimates from below and from above for solutions of problem (Q).
Lemma 3.1. There exists a number c 1 > 0 such that
Proof: Since f ≥ 0 and ∆(|x| 2−N ) = 0 , the assertion follows from a simple comparison argument.
N −2 and assume that
for some number µ > 0. Then, there is a number c 2 > 0 such that
Lemma 3.3. Let ∈ (2, N ) and q ∈ (0, q 1 ( )) and assume that
Then (3.4) holds. Moreover, there exists a number c 3 > 0 such that
Proof: (3.4) was proved in [1] , Theorem 4 and (3.6) was shown in [4] , Theorem 3.1.
Lemma 3.4. (see [1] , Theorem 4) Assume that f satisfies (3.5) and that either (v) or (vi) holds. Then, there is c 4 > 0 such that
Lemma 3.5. Assume that condition (iv) holds. Then, there is c 5 > 0 such that
Moreover, for every ε ∈ (0, N − 2) there exists a number c(ε) > 0 such that
Proof: In view of Lemma 3.1 and since q = q 1 (l) =
for some positive numbers C 1 and C 2 . Now (3.8) follows from [4] , Proposition 2.7. The second assertion (3.9) was proved in [1] , Theorem 4.
Next we want to show that solutions u of (P) and of (P) 0 satisfy
under condition (1.4) and either (i) or (ii). Our proofs depend on the previous asymptotic estimates of the solutions and on ideas of the papers [33, 34, 35] .
Lemma 3.6. Assume that f satisfies (1.4) and that either (i) or (ii) holds. Then, there is a constant c 6 > 0 such that
for every multi-index α with |α| ≤ 3.
Proof: By Lemma 3.2 we have that
for some positive constant C 1 . Then standard elliptic estimates show (3.11) for every multiindex α with |α| ≤ 2. Next, differentiating the PDE gives −∆u
, and applying once more Lemma 3.2, implies
for some constant C 2 > 0. This leads to (3.11) for every multi-index α with |α| = 3.
In the following, let
We will also write v(r, θ) = v(x), where (r, θ) are spherical coordinates, θ ∈ S N −1 , r = |x|, and S N −1 is the (N − 1)-unit sphere. It is then clear that estimates (3.11) imply that
for some C > 0 and for any two non-negative integers k 1 and k 2 with k 1 + k 2 ≤ 3.
Lemma 3.7. Assume that either (i) or (ii) holds. Then, we have
where v is the derivative of v w.r.t. the radius r. Furthermore, the convergence is uniform in C τ (S N −1 ) for any τ ∈ (0, 1).
Proof :
We proceed in two steps, similarly as in [33] and [35] .
Step 1 : We claim:
We first show (3.16) . By direct calculation, we find that
where ∆ θ denotes the Laplace-Beltrami operator on S N −1 . Multiplying (3.18) by r 2 v and integrating over (0, R) × S N −1 , R > 0, gives
Using integration by parts, we find that the right-hand side of (3.19) equals to
By (3.13) we find that the integrals I i , (i = 1, 2, 3), are uniformly bounded in R. Since by assumption N − 2 − 2γ = 0, it remains to show that the left-hand side J in (3.19) is uniformly bounded in R. Using our assumptions on f and (3.13), we have
for some positive constants C 1 , C 2 , independent of R. This proves (3.16). To show (3.17), we multiply (3.18) with r 3 v and integrate over (0, R) × S N −1 to obtain
Using integration by parts, we find that the right-hand side of (3.21) equals to
The third term and the last three terms are uniformly bounded in R by (3.16) and (3.13).
Since the second term is nonpositive, it remains to show that the term K on the left-hand side of (3.21) is uniformly bounded in R. Using again integration by parts, it gives
Using the assumptions on f and (3.13), and proceeding analogously as in the estimate (3.20), we confirm that the terms K i , (i = 1, 2, 3) are uniformly bounded in R. Finally, we estimate the term K 4 . By (1.4), we have
Then, using (3.13), and (3.16), it follows that
with constants C 1 , . . . , C 6 , independent of R. Hence K 4 is uniformly bounded in R. This proves (3.17).
Step 2 : We claim
Suppose by contradiction that (3.23) is not true. Then, there exists a sequence {r n } with lim n→∞ r n = +∞, and a constant c > 0 such that
By (3.13), we have for r > 0,
for some M > 0 independent of r. Hence,
In particular,
But this implies
a contradiction. Hence (3.23) holds. Furthermore, in view of (3.13), the family {rv (r, ·)}, r > 0, is equi-continuous and uniformly in C τ (S N −1 ) for every τ ∈ (0, 1). Denote by Y the limit set of {rv (r, ·)}, as r → +∞. We claim that Y = {0}. Indeed, let ω ∈ Y. Then, there exists a sequence {r n v (r n , ·)} converging to ω uniformly in C τ (S N −1 ). By the Dominated Convergence Theorem and (3.23), we have
Therefore ω(θ) ≡ 0, that is, Y = {0}. In particular, (3.14) holds. The proof of (3.15) is analogous and will be omitted.
Remark 3.8. The method used in the last proof does not work in the critical case q = q 2 ( ). This is reminiscent to the fact that problem (2.8) possesses solutions of the type (2.19) when Ω = R N \ {0}, which do not satisfy (3.10).
Theorem 3.9. Assume that one of the conditions (i) or (ii) holds. Then u satisfies either
Moreover, in the case (ii) only (3.24) is possible. Finally, the convergence is uniform in C 2,τ (S N −1 ) for any τ ∈ (0, 1).
To prove this result, we will need the uniqueness result Theorem 6.1 in [3] . For a slightly weaker result, compare also Corollary B1 and B2 of [17] .
Lemma 3.10. Let N ≥ 3, a > 0 and q > 1, and let V be a solution of
where ∆ θ denotes the Laplace-Beltrami operator on S N −1 . Furthermore, assume that
and if N ≥ 4, then also
Finally, assume that one of the inequalities (3.28), (3.29) is strict in the case N ≥ 4. Then
Proof of Theorem 3.9 : Let {r n } be a sequence with lim n→∞ r n = +∞, and let v be defined by (3.12). Setting v n (θ) := v(r n , θ), (θ ∈ S N −1 ), we have v n ∈ C 2,τ (S N −1 ) for every τ ∈ (0, 1). By the estimates (3.13) there is a subsequence {v n } converging uniformly in C 2,τ (S N −1 ) to a limit V = V (θ). Notice
Multiplying (3.18) by r 2 n , letting n → ∞, passing to a subsequence, and taking into account the assumptions (1.4) and the estimates (3.16), (3.17), and (3.31), we obtain that V satisfies the equation
Since u is positive, we have V ≥ 0. We shall show that V is constant, that is,
In case (ii) we have that q < 1 and (3.34) follows from the uniqueness of the solution of (3.32). Moreover, in view of inequality (3.6) of Lemma 3.3, only the first alternative in (3.34) is possible. Next, consider the case (i). Then q > 1, so that we may apply Lemma 3.10.
Assume first that N = 3. Then,
and (3.28) follows with strict inequality. Next, assume that N ≥ 4. We define
It is easy to see that ϕ(z) > 0 on (0, 2) and ϕ(2) = 0. Hence we have
Moreover, one of the inequalities in the chain (3.35) is strict in either one of the cases > 0 and q ≤ q S , or = 0 and q < q S . This means that (3.28) follows with strict inequality. Now the Theorem follows from Lemma 3.10.
A MAXIMUM PRINCIPLE FOR OPEN SETS IN A HALF SPACE
In this section we obtain a maximum principle for open sets contained in a halfspace. We will make use of a general comparison principle associated to elliptic operators. A version for bounded domains can be found in [30] , Theorem 10, and an extension to the case of unbounded domains has been obtained in [26] , Lemma A. We present the last result in a slightly different form. For the convenience of the reader, we include the full proof.
Let Ω be a domain in R N and assume that a ij , b i and c are locally bounded measurable functions on Ω with
Finally, if Ω is unbounded, we add the requirement that
Proof: Assume to the contrary that u(x 0 ) > 0 for some x 0 ∈ Ω. Choose δ > 0 such that u(x 0 ) − δw(x 0 ) = 0. Define u := u − δw. In view of (4.6), there exists R > |x 0 | such that
and u ≤ 0 on ∂(Ω ∩ B R ). Setting v := u/w, a short calculation then shows that
while v(x 0 ) = 0. By the Strong Maximum Principle (Theorem 7.1, (I)), this implies that we have
Next, for R > 0, we set Ω R := {x : Rx ∈ Ω} and
Since
, where D is a positive constant that does not depend on R. This also implies that u(x) ≤ Dx 1 |x| −b−1 in Ω ∩ (B 2R \ B R ). Since R was arbitrary, it follows that (4.14)
Now the assertion follows from Lemma 4.1, taking a ij = δ ij , b i = 0, (i, j = 1, . . . , N ), and c(x) = K.
MOVING PLANE METHOD AND SYMMETRY
In this section we use the Alexandroff-Serrin Moving Plane Method to show the Theorems 1.1 and 1.2. We will need the following two technical Lemmata. 
Proof : Case (i) : Assume first that q ∈ (q 1 ( ), q 2 ( )). Then N < 2γ + 2 and
Hence (5.1) and (5.2) are satisfied with a = 0. Now let q > q 2 ( ). We set
Note that a 0 ∈ (0, N/2) and (5.1) is satisfied for every a ∈ (a 0 , N/2]. Now, if N = 3, we have
Further, if N ≥ 4, then we obtain,
Moreover, one of the inequalities in the chain (5.5) is strict in either one of the cases > 0 and q ≤ q S , or = 0 and q < q S . Since D > 0 in both cases, we find a ∈ (a 0 , N/2] with |a − a 0 | small, such that both (5.1) and (5.2) hold. Case (ii) : Here we have q < q 1 ( ) < 1 and max{1, q} = 1. First, assume that max{0, q 2 ( )} < q < q 1 ( ).
then (5.1) and (5.2) are satisfied with a = 0. Next assume that q 2 ( ) > 0 and q ∈ (0, q 2 ( )]. Let a 0 again be given by (5.3). Then we have a 0 ∈ [0, N/2), and (5.1) is satisfied for every a ∈ (a 0 , N/2). Notice that there holds
Hence we can find a ∈ (a 0 , N/2) with |a − a 0 | small, such that both (5.1) and (5.2) hold.
Lemma 5.2. Assume that (1.4) and one of the conditions (i) or (ii) are satisfied. Furthermore, let u be a solution of (P) or (P) 0 . Then, in the case (i) there holds either
In the case (ii) there holds only (5.6).
Proof: Using Theorem 3.9 we have that
and the assertions follow.
Lemma 5.3. Assume that (1.7) and one of the conditions (iii)-(vi) are satisfied. Furthermore, let u be a solution of problem (P) or of (P) 0 . Then the limit property (5.7) holds.
Proof: First observe that (5.7) is trivial in the case (iii). Furthermore, if one of the conditions (v) or (vi) is satisfied, then we have by the Lemmata 3.1 and 3.4
for these x, for some positive constant C. Since N − − q(N − 2) < 0, we deduce (5.7). Finally, if (iv) is satisfied, then q = q 1 ( ) < 1 and u satisfies (3.8), so that with some positive constant C ,
and (5.7) follows again.
Now we are in a position to prove our symmetry results. Let us introduce some classical notation. For λ ∈ R, let
For x ∈ R N , let x λ denote the reflection point of x about T λ , that is,
Further, let
, and
Proof of Theorem 1.1 for Problem (P):
We proceed in 7 steps.
Step 1: Define
By the assumptions on f the functions c λ are locally bounded in Σ(λ). Furthermore, if λ ≥ 0, then we have |x| ≥ |x λ | for all x ∈ Σ(λ), so that condition (1.3) gives
Furthermore, we can find R 0 > 0, such that
Since u is positive and lim |x|→∞ u(x) = 0, we may add the following requirements for R 0 :
The last property (5.11) implies that
Moreover, since w λ < 0 and satisfies (5.8) in Σ(λ) if λ ≥ 0 and λ ∈ A, Hopf's Boundary Point Lemma (Theorem 7.1, (II)) yields
Step 2 : Next, we estimate the functions c λ (x) on the sets Ω(λ) \ B R 0 if λ ≥ 0. We claim that there is a function m : [0, +∞) → [0, +∞), with lim s→0 m(s) = 0, such that
To prove (5.14) we split into two cases. Case (i): Then we have q > 1. Using the assumptions (1.3) and (1.4) on f and defining
we obtain
is an increasing function with lim s→0 m 1 (s) = 0. Furthermore, since w λ > 0 in Ω(λ), we have that h t ≤ u. Thus, (5.15) implies that
Case (ii): Then we have q < 1. With the notation from the previous case, we obtain on 
Now (5.14) follows from (??) and (5.17) . Together with (5.8), we obtain
Step 3 : Next, we apply Theorem 4.2 to the differential inequality (5.18). By Lemma 5.1, there is a number a ∈ [0, N/2) such that (5.1) holds. We choose ε 0 > 0 small enough such that
Since u satisfies (3.4) and either (5.6) or (5.7), we may add the requirement to R 0 that
Now, using (5.18)-(5.20), we find that
where N < 2a + 2γ + 2.
Step 4 : We claim:
By (3.4) we have
for some C > 0, for every λ ≥ 0. Furthermore, note that (5.21) holds on the set Ω(λ) for every λ ≥ R 0 . Since w λ = 0 on ∂Ω(λ) and taking into account (5.23), Theorem 4.2 tells us that w λ ≤ 0 on Ω(λ), which implies that Ω(λ) = ∅ whenever λ ≥ R 0 . Hence, we have that w λ ≤ 0 on Σ(λ) for λ ≥ 0. Now, assume that there is a λ 0 ∈ [R 0 , +∞) and a point x 0 ∈ Σ(λ 0 ) with w λ 0 (x 0 ) = 0. Then, the Strong Maximum Principle (Theorem 7.1, (I)) yields w λ 0 ≡ 0 in Σ(λ 0 ). But this contradicts (5.10). Hence, we must have w λ < 0 on Σ(λ) whenever λ ≥ R 0 . This is (5.22).
Step 5 : We define (5.24) λ + := inf λ : µ ∈ A ∀µ ∈ [λ, +∞) .
By (5.22) and (5.11), we must have
which also implies that
and by continuity,
Since property (5.13) holds for all λ > λ + , it follows that
Step 6 : We distinguish two cases.
(a) Assume that λ + > 0. We claim that this implies
Suppose that this is not true. Using the Strong Maximum Principle as in Step 4, we deduce that w λ + < 0 on Σ(λ + ). Then, arguing as in Step 1, Hopf's Boundary Point Lemma tells us that
By continuity, this implies that there exists a number δ > 0 such that
where N < 2a + 2γ + 2, and (5.23) with µ in place of λ. Since
Theorem 3.2 implies that w µ ≤ 0 on the set Ω(µ) \ B R 0 . Using the Strong Maximum Principle, this implies that w µ < 0 in Σ(µ) for these µ. But this contradicts to the definition of λ + . Hence (5.29) follows, which implies
We may then repeat all the above arguments for v in place of u. This leads to the existence of a number λ − , such that
In view of the properties of u that we have already proved, we must have λ − ≤ λ + , and in particular, λ − ≤ 0. Now, if λ − < 0, then we conclude as before that
On the other hand, if λ − = 0, then we must also have λ + = 0 and
To sum up, we have proved that there is a number λ * ∈ R such that
Since properties (5.36) and (5.37) hold in every cartesian coordinate system centered at the origin, it follows that u is radially symmetric and radially decreasing w.r.t. some point x 0 .
Step 7 : It remains to prove that x 0 = 0 if > 0.
Assume that this is not the case. Then, there is a coordinate system such that (5.36) and (5.37) hold with some number λ * > 0. Putting
and using (1.4), we find on the set Σ(λ * ),
Since |x| > |x λ * |, this implies
But this is impossible when |x| is large enough. Hence, we must have w λ * < 0 on Σ(λ * ), a contradiction.
Proof of Theorem 1.4 for Problem (P):
The proof is analogous to the previous one, except with few modifications in the application of Theorem 4.2 that we detail below. First, we obtain (5.8) as before. Furthermore, we may choose R 0 > r 0 large enough such that u(x) < u 0 for |x| > R 0 . Then, applying the assumptions (1.7), we obtain
Now we again split into two cases. First assume that q ≥ 1. Since we have
it follows that
Now let q < 1. Then, we again obtain (5.16) and the assumptions (1.7) yield
Now (5.8), (5.40), and (5.41) show that there is d 3 > 0, independent of λ, such that
On the other hand, Lemma 5.3 tells us that
Hence, by choosing R 0 large enough in (5.42), we have that
Furthermore, since u decays at infinity, we also have that Proof of Theorem 1.3 for Problem (P):
In view of the properties (i') and (1.8), we obtain (5.7). We may then proceed analogously as in the proof of Theorem 1.3.
Proof of the Theorems 1.1, 1.3 and 1.4 for Problem (P) 0 : Define z(λ) := (2λ, 0, . . . , 0) for λ > 0. Henceforth, we use the notations of the proof of Theorem 1.1, except that we replace in the definition of A the sets Σ(λ) by Σ (λ) := Σ(λ) \ {z(λ)}. Observe that we must have A ⊂ [0, +∞) since lim x→0 u(x) = +∞. If λ > 0, we find a number ε(λ) ∈ (0, λ) such that w λ (x) < 0 in B ε(λ) (z(λ)) \ {z(λ)}, which means that B ε(λ) (z(λ)) ∩ Ω(λ) = ∅. Hence, w λ is regular in Ω(λ) and satisfies the differential inequality (5.21). Then, defining λ + by (5.24) we must have that λ + ≥ 0, and proceeding as before, we obtain that w λ + ≤ 0 on Σ (λ + ) and u x 1 < 0 on Σ(λ + ). Now assume that λ + > 0. Then, since w λ + < 0 in B ε(λ + ) (z(λ + )) \ {z(λ + )}, the Strong Maximum Principle yields w λ + < 0 in Σ (λ + ). But this leads again to a contradiction. Hence, we must have λ + = 0. Then, repeating the same analysis for the function v(x 1 , x ) := u(−x 1 , x ), we find that w 0 ≥ 0 on Σ(0). This means that w 0 ≡ 0, that is, u(x) = u(−x 1 , x ) for all x = (x 1 , x ) ∈ R N . Repeating again in every cartesian coordinate system centered at the origin, u is radially symmetric and radially decreasing w.r.t. 0.
EXAMPLES OF NON-RADIAL SOLUTIONS IN THE CASE q > q S
In this section we provide examples of non-radial solutions of problem (P) 0 when N ≥ 4 and q > q S . The first result concerns the Lane-Emden equation −∆u = u q and it has been obtained in [12] , Theorem 1.1. if N ≥ 12 .
These solutions take the form
where γ = 2/(q − 1) and V is a non-constant solution of (3.27) with a = γ(N − 2 − γ).
Next, we construct non-radial solutions for the Hénon equation −∆u = |x| − u q . We will use the following Lemma 6.2. (see [5] , Remark 2) Assume that N ≥ 4 and q > q S . Then there is a number ε 0 > 0, such that problem (3.27) has a non-constant solution whenever These solutions take the form (6.2) where
and V is a non-constant solution of (3.27) with (6.6) a = γ(N − 2 − γ).
Remark 6.4. Due to our assumptions on q and ε, (6.4) implies that ∈ (0, 2).
Proof of Lemma 6.3 : Let satisfy (6.4), and define γ by (6.5) and a by (6.6) Then, a satisfies (6.3) by our assumptions. Hence, Lemma 6.2 tells us that problem (3.27) has a nonconstant solution for these values of q and a. Furthermore, defining u by (6.2), a short computation shows that u is a solution of problem (P) 0 with f (|x|, u) = |x| − u q .
APPENDIX
Assume that Ω ⊂ R N is a bounded domain and a ij , b i and c are bounded measurable functions on Ω satisfying (4.1). The following results are well known: 
