ABS mthods axe direct iteration methods for solving linear systems where the i-th iterate satisfies the first i equations, and therefore a system of m equations is solved in at most m ABS steps. In this paper, using a new rank two update of the Abaifian matrix, we introduce a class of ABS-type methods for solving full row rank linear equations, where the i-th iterate solves the first 1i equations. So, termination is achieved in at most[(m + l)/2j steps. We also show how to decrease the dimension of the Abaffian matrix by choosing appropriate parameters.
INTRODUCTION
The ABS methods, introduced by Abaffy, Broyden, and Spedicato [1, 2] , are a general class of algorithms for solving linear and nonlinear algebraic systems. The basic algorithm works on a system of the form Here we suggest an approach based on ABS methods, which in any iteration, two new equations (if compatible) are satisfied. This uses a new update for the AbafRan matrix. On m linearly independent equations, this approach provides a class of algorithms that stop after at most [(m + l)/2j iterations. We have implemented a version of the new algorithms along with the Huang, modified Huang and LU decomposition algorithms, and tested the programs on various problems. Numerical results indicate the competitiveness of the proposed algorithm.
Section 2 provides an overview of the ABS methods. There we discuss a new rank two update and present a new algorithm for solving compatible systems. We also prove some 18 K. Amini, N. Mahdavi-Amiri and M.R. Peyghami [2] results about the algorithm in this section. In Section 3, we describe a modified algorithm, choosing certain parameters to compress the Abaffian appropriately. In Section 4, we discuss computational and numerical results. The algoirthm proposed in Section 3 has been implemented and tested on various problems. The results can be compared with our implementations of the Huang, modified Huang, and LU algorithms.
T H E ABS METHOD AND THE NEW RANK TWO UPDATE
The basic ABS algorithm starts with an intial vector xo 6 R n (arbitrary) and a nonsingular matrix HQ € i? n x n (Spedicato's parameter). Given that Xi is a solution of the first i equations, the ABS algorithm computes x i+ i as the solution of the first i + 1 equations by the folowing steps (see [1, 2] or [4] ):
(1) Determine Z{ (Broyden's parameter) so that zfH t ai ^ 0 and set
(2) Update the solution by It is easily observed that the ABS methods satify a new equation at each iteration. So, at most m iterations are needed to determine a solution or signify the lack of it. We now discuss an approach to satisfy two equations at a time (another approach, different in its choice of parameters, can be seen in [3] ). Here, we first motivate the idea and then present a new algorithm in the subsequent section. We consider the system (1.1) and we assume that rank(yl) = m, where m = 22 is even. REMARK [fH&i+i = 0, \WjHiC2i+4 = 1.
NOTES.
(1) HiC 2 i+i = Hi(a 2 i+i -a 2i ) = ^a 2 i + i -Hia 2i . Since ^a 2 i = 0, then H = Hi<i2i+i-So, in (2.16), H{C2i+\ may be replaced by i/ja 2 i + i.
(2) It is apparent that the system (2.16) has a solution if and only if the vectors HiC 2 i+i -Hia 2 i+i and H&i+t -Hia 2 i+4 -Hia 2 i+3 are linearly independent. By Theorem 2 below, if the a { are linearly independent then Hia 2 i+i and ^iC 2 i + 4 will also be linearly independent and (2.16) will have a solution for all i, and hence the H { and the x t are well defined for all i.
Therefore, the updating formula for Hi turns out to be 
Before we present the algorithm, we need to explain the definition of 7b ased on the value of the residuals of the two new equations being considered. We saw that 7i must be nonzero when the corresponding residuals are nonzero. We use the following strategy for the defintion of 7^. If one of the residual values is nonzero and the other is zero, we replace the equation corresponding to the zero residual by the sum of the two equations. Hence, without changing the solution of the original system, the new equation will have the same nonzero residual value as the other equation. But, if both residuals are zero, then 7J will be zero and x i+ \ will be set to X{, as expected. 
Endwhile.
(9) S t o p (xi is a solution).
R E M A R K 3 . Note t h a t the matices H { are computed by (2.17) for i = 1 , . . . , / -1, and
s a solution of the system of equations. To compute the general solution of the system, we need a matrix H with the following properties
It can easily be verified that the matrix H can be computed by a final rank one update as:
where iu;_i is an arbitrary vector satisfying wf_ l H[-ia 2 i-i -1 (note that, the a t being linearly independent, //j_ia 2 (-i is a nonzero vector, and hence (2.21) is well defined with a proper choice of wi_i). Hence the general solution of the system is given by
where s 6 R n is arbitrary. Therefore the vectors /foOj, for 2 ^ j-^ m, are linearly independent. Now we assume that the theorem is true u p t o f c , 0^f c < i -l , and then we prove it to be true for A; + 1. From (2.17), we have, for 2k + 4 < j < m, The proof of the following lemma is obvious.
LEMMA 1 . The vectors a\,..., a m are linearly independent if and only if the vectors c\,..., Cm are linearly independent.
We can now easily prove the following Theorem using Lemma 1. (For a = 1, we have a2i+2 = a,2i+\ which implies that C2J+2 = 0 and hence Hi cannot be defined from ifj_i, contradicting the assumption of the theorem.) Then, using the fact that on other rows of H{. Knowing this, we can define the Hi in such a way that exactly 2 i + 1 rows of Hi are zero. Assume that the rows / i , . . . , / 2 i + i of Hi are zero. From (2.17), it is clear that the same rows A , . . . , hi+i of H i+1 are also zero. Now, we choose the parameters Wi and uJ* so that two new rows of i/j+i will also become zero.
We note that the parameters Wi,Wi e I"" 2 *" 1 satisfy (2.16). Denoting e, = HiCj, S o , w e w o u l d like t o h a v e i n d i c e s r a n d s such t h a t r , s^ I \ , . . . , I 2 i + i , r ^ s , a n d
Let Uj = Vj -0 for j ± r, s. Then using (3. 
GK(t)-
It is clear that the solutions (3.8) and (3.9) satisfy (3.4) and (3.6) . It now remains to show that indices r and s satisfying (3.7) exist. If such indices do not exist, then it is easily deduced that the vectors e^i+x = HiC^i+i -Hia<n+\ -H{a,2i+2 and e2i+4 = HiC2i+4 -Hi<i2i+4 -H^ns are linearly dependent. This, however, implies that the vectors H t a2i+2, HiO,2i+z and Hia 2 i+4 are linearly dependent, contradicting Theorem 2.
The definitions of W{ and uJj make two new rows of H i+ \ the zero vector. Hence, while updating Hi, we can omit these rows. So, we find r and s as above and set Hi + i -P r>3 (Hi + i), where P r<s is an operator denoting the deletion of rows r and s.
On the other hand, since dim(i/o) = n-l, we can delete the zero row of Hg as follows. Since HQ is nonsingular and a,i,a,2 are linearly independent, then C2 -a. (xi is a solution) . REMARK 6. According to step (7), we have Number of multiplications where h*~ is the j-th. row of Hi-\. Hence we can compute the matrix Hi from Hi-i, as follows:
To reduce the computation time in step (9), one can avoid the division by choosing z t € R n~2i~l so that zfHia 2 i+i = 1.
COMPUTATIONAL AND NUMERICAL RESULTS
Assume that A mxn (m = 21) is a full row rank matrix. We can compute the number of multiplications as follows. The major work is performed in steps (4)-(9) in each iteration. Notice that we need O(n 2 ) multiplications only for the steps (1) and (2) of Algorithm 2. For iteration i, the number of multiplications required for steps (4)-(9) are summarised in Table 1 (the number of multiplications for steps (8) and (9) were considered using Remarks 6 and 7).
Hence, the total number of multiplications for the I iteration is:
Since I = m/2, then the total number of multiplications for the case A mxn is: to n. In fact, for square systems (m = n), the leading terms for Algorithm 2 amount to (17/12)n 3 as opposed to (3/2)n 3 for the Huang's method. Of course, when m and n are not too large, the lower order terms of the computation time will also affect the efficiency. We should point out that step 7(a) of Algorithm 2 can be alternatively performed more efficiently. The indices r and s need not to be chosen as the maximal row indices specified by M; instead, we may choose r and s as row indices of two independent rows in (ee). This can easily be done by a number of multiplications at most equal to ).
In this case, a comparison of the leading terms of Algorithm 2 and the Huang's algorithm shows that Algorithm 2 needs less work when m > (4/5)n (for m = n, the leading term for Algorithm 2 turns out to be (15/12)n 3 in contrast to (3/2)n 3 for the Huang's method).
Algorithm 2 documented in the previous section along with the Huang, modified Huang, implicit LX and LU algorithms were coded in FORTRAN and tested on various problems. The preliminary numerical results show the efficiency and reliability of Algorithm 2 when m gets close to n. In solving n by n nonsingular systems, we have seen that, while the computation time required for Algorithm 2 is less than the ones for the Huang [2, 8] , modified Huang [2, 5, 6] , implicit LX ( [2, 7] ) and LU algorithms, Algorithm 2 also gives generally more accurate solutions, especially on ill-conditioned problems.
