In this paper, we consider the 2nth-order p-Laplacian differential equation with singularity
Introduction
Generally speaking, differential equations with singularities have been considered from the very beginning of the discipline. The main reason is that singular forces are ubiquitous in applications, gravitational and electromagnetic forces being the most obvious examples. In , Taliaferro [] discussed the model equation with singularity y + q(t) y α = ,  < t < , (.) subject to
y() =  = y(),
and obtained the existence of a solution for the problem. Here α > , q ∈ C(, ) with q >  on (, ) and   t( -t)q(t) dt < ∞. We call it the equation with the strong force condition if α ≥  and we call it the equation with the weak force condition if  < α < .
Ding's work has attracted the attention of many specialists in differential equations. More recently, topological degree theory [-], the Schauder fixed point theorem [, ], the Krasnoselskii fixed point theorem in a cone [-], the Poincaré-Birkhoff twist theorem [-] , and the Leray-Schauder alternative principle [-] have been employed to investigate the existence of positive periodic solutions of singular second-order, third-order and fourth-order differential equations. In , using coincidence degree theory, Zhang
[] considered the existence of T-periodic solutions for the scalar Liénard equation
when g becomes unbounded as x →  + . The main emphasis was on the repulsive case,
i.e. when g(t, x) → +∞, as x →  + . In , Torres [] studied singular forced semilinear differential equation
By the Schauder fixed point theorem, the author has shown that the additional assumption of a weak singularity enabled new criteria for the existence of periodic solutions. 
where p ≥ , ϕ p (x) = |x| p- x for x = , and ϕ p () = ; g is continuous function defined on R  and periodic in t with g(t, ·) = g(t + T, ·), g has a singularity at x = ; σ is a constant and  ≤ σ < T; e : R → R are continuous periodic functions with e(t + T) ≡ e(t) and T  e(t) dt = . T is a positive constant; n is positive integer.
The paper is organized as follows. In Section , we introduce some technical tools and present all the auxiliary results; in Section , by applying coincidence degree theory and some new inequalities, we obtain sufficient conditions for the existence of positive periodic solutions for (.), an example is also given to illustrate our results. Our new results generalize in several aspects some recent results contained in [, , ].
Lemmas
For the sake of convenience, throughout this paper we will adopt the following notation: 
, and then ω i+ () = ω i+ (T) = . Continuing this way we get from
In order to apply coincidence degree theorem, we rewrite (.) in the form
) is a T-periodic solution to (.), then x  (t) must be a T-periodic solution to (.). Thus, the problem of finding a T-periodic solution for (.) reduces to finding one for (.).
Clearly, X and Y are both Banach spaces. Meanwhile, define
Then (.) can be converted into the abstract equation Lx = Nx. From the definition of L, one can easily see that
So L is a Fredholm operator with index zero. Let P : X → Ker L and Q : Y → Im Q ⊂ R  be defined by
where
. . , n - and j = , , are defined by the following:
From (.) and (.), it is clearly that QN and K(I -Q)N are continuous, QN( ) is bounded and then K(I -Q)N( ) is compact for any open bounded ⊂ X, which means
N is L-compact on¯ .
Existence of positive periodic solutions for (1.1)
Assume that
for all x >  and a.e
. t ∈ [, T]. Moreover, ψ ∈ C(R, R) and ψ(t + T) = ψ(t).
For the sake of convenience, we list the following assumptions which will be used repeatedly in the sequel: 
has at least a positive T-periodic solution.
Proof Consider the equation
Integrating both sides of (.) from  to T, we have
In view of (H  ), there exist positive constants D  , D  , and ξ ∈ [, T] such that
Then we have
and
Combing the above two inequalities, we obtain
Multiplying both sides of (.) by x  (t) and integrating over interval [, T], we get
Namely,
Then we get from (.) and (.) 
