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摘  要: 针对非均匀 B 样条的节点设置问题, 提出一种利用非均匀 B 样条曲面拟合离散数据的迭代算法, 通过优化
节点分布来改进拟合曲面的质量. 该算法以带参数化的三角网格曲面为输入, 在首次迭代中根据输入曲面的几何特
征将其对应的参数域划分成若干个子区域, 并使得每个子区域上累积的几何特征信息量近似相等, 子区域的重心坐
标将取为首次迭代的节点; 在随后的迭代中, 保证前次迭代生成的重心位置固定不变, 并根据前次迭代得到的曲面
拟合误差再次将区域划分成累积误差接近相等的子区域, 新增加的子区域重心的坐标选为拟加入的节点. 文中算法
自适应地在曲面形状复杂或拟合误差大的区域引入更多的控制顶点, 使得拟合曲面的质量得以逐步改进. 实验结果
表明, 该算法快速有效, 在拟合具有明显几何特征的输入数据时具有优势.   
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Abstract: Knot placement of non-uniform B-spline is studied, and an iterative surface fitting scheme is pro-
posed by exploring the degrees of freedom of knots to improve the fitting surface’s quality. Our algorithm 
takes as input triangular meshes with parameterization. In the first iteration, the parametric domain is parti-
tioned into several sub-regions with equally accumulated surface geometric information, and the coordinates 
of the centroids are chosen as the candidates of knots; in the following iteration steps, we partition the re-
gions according to the fitting errors analogously while the centroids generated by previous steps remain un-
changed. The fitting surface’s quality is progressively improved as more control points are adaptively intro-
duced into the region of the surface with more features or larger fitting error. Several experiments demon-
strate the efficacy of our method in fitting surface with distinct geometric features. 
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被用于数据拟合的样条有经典的 B 样条或 Bézier
曲面片的[1]、径向基函数[2]、T 样条[3-4]、Delaunay 





















1  相关工作 
在 B 样条曲面拟合中, 参数化和节点线位置
都影响着 终拟合曲面的形状 . 在参数化和节点
线都固定的情况下 , 控制顶点一般可通过求解一








不多数量的参数点 , 由此得到的 小二乘问题可
被稳定地求解 . 但这类方法无法根据曲面的情况
自适应地在特征多的地方设置更多的节点线 . 因
此, 不利于构造具有突出几何特征的曲面.  
B样条拟合的第 2类方法是直接将数据点的参
数化、节点线个数与位置及控制顶点的位置都作为
未知量 , 通过求解一个非线性的 优化问题来得





粒子群算法 [16]等人工智能算法求解 , 或者用迭代
的方法交替优化参数化和节点线 [17-18]. 这类全局
优化算法一般能得到较好的拟合效果 , 但大多是
针对 B 样条曲线拟合提出, 仅有部分办法被推广
到曲面拟合之上 . 全局优化算法存在各自固有的
一些缺点, 如需固定节点线数, 计算效率低, 在曲
面拟合时需要几分钟甚至几个小时不等的计算时
间, 并且一般不能保证得到全局 优解.  
为提高 B 样条拟合效率, 可通过将 小二乘
问题中参数化或节点固定, 从而使问题得到简化. 
因此, 第 3 类方法是将节点线数及位置固定而优化
参数化或固定参数化而优化节点线位置. 例如, 在






方法有利于均匀 B 样条曲面的拟合. Park 等[22]提出
了在输入数据中选取所谓的主导点 (dominate 
points)的方法, 这些主导点的参数即作为 B 样条曲




法是通过求解一个线性 小二乘问题 , 得到拟合
曲面控制顶点的位置. Wang 等[24]提出了二次误差
函数的概念 , 将传统的线性 小二乘问题转化为
非线性的 优问题求解 , 在节点数量和位置固定
的情况下, 控制顶点的位置和参数化交替优化得到.  
事实上 , 在参数化固定的情况下讨论节点线
设置的问题具有重要的意义. 例如, 某些情况下要
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观来讲 , 新加入的节点线总是穿过局部弯曲 大
的地方或者拟合误差 大的地方 , 即更多的控制
顶点将被逐步引入到几何特征多或误差大的区域, 
从而拟合曲面质量被逐步改进.  
2  B 样条曲面的最小二乘拟合 
B 样条理论是计算机辅助设计领域中的一项
经典理论, 已在各领域被广泛学习和采用. 本文假
设读者已熟悉 B 样条曲线曲面的理论, 因此, 只简
要介绍 B 样条的概念和引入必要的符号为后文讨
论做准备.  
不失一般性, 设 B 样条曲面 2 个参数分别为
, [0,1]u v∈ . 给定参数轴 u 和 v 上递增节点序列
0 1{ , , , }m pu u u += LU 和 0 1{ , , , }n qv v v += LV , p q× 阶
( ( 1) ( 1)p q− × − 次)B 样条曲面定义为  
 , ,
0 0
( , ) ( ) ( )
m n
i p j q ij
i j
u v N u N v
= =
= ∑∑S p  (1) 
其中 ( 0,1, , ; 0,1, , )ij i m j n= =L Lp 是空间中的控制
多边形, 构成控制网格. , ( )i pN u 和 , ( )j qN v 为 ,U V
定义的 p 阶和 q 阶 B 样条基函数 . 以点 ( ,0)iu 和
( ,1)iu 为端点的线段, 即为 u 向上节点 iu 对应的节
点线. 对 v 向节点线也类似定义. 节点线和节点一
一对应, 因此, 在不混淆的情况下, 节点线与节点
可互换使用.  
给定三角网格顶点 3{ , 0,1, , }iX i N= ∈ = Lx R
及对应的参数化 {( , )i is tΦ = [0,1] [0,1],∈ × 0,i = 1,  
,L }N , 若用指定阶数的 B 样条曲面式(1)去拟合




({ |0 ,0 }) ( , ) ,
k
ij i i i
i
f i m j n s t
=
= −∑≤ ≤ ≤ ≤p S x  
即等价于求解一个线性方程组问题 , 一般可通过
SVD 分解法(奇异值分解法)或 LU 分解法计算得到.  
在实际应用中 , 大多测量得到的数据都是圆
盘同胚的面片 . 因此本文假设离散点集采样源于
某三维物体表面的单连通面片上 . 在上述 小二
乘问题中, 参数化、节点向量等都影响到 终的曲
面形状 . 本文主要讨论的是在离散数据及其参数
化给定的条件下 , 如何设定有利于 小二乘拟合
的节点向量 ,  U V 的问题.  
3  自适应的节点设置方法 






依据输入数据的特点自适应地增加; 3)算法简单 , 
实现方便, 且执行效率高.  
本文算法的提出是基于以下观察给出的：对指
定次数的 B 样条子面片, 即定义在某子矩形区域
1 1[ , ] [ , ]i i j ju u v v+ +× 上的面片, 其控制顶点的自由度
是相同的, 即逼近几何形状的能力是相同的. 因此, 
对输入的数据对应几何形状越复杂的部分 , 需要
越多的 B 样条子面片才能达到较好的逼近效果; 
反之, 形状越简单的部分, 需要的子面片数越少.  




近. 每子块重心的参数坐标被用作 2 参数方向上的
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的区域 , 从而在曲面复杂的地方 , 对应更多的控
制顶点, 即有更多的自由度构造复杂的几何形状. 
本算法的基本框架如图 1 所示, 下面将会对各步
骤进行具体的说明.  
 
图 1  算法概况 
3.1  曲面拟合的初始化 
本 文 输 入 为 给 定 的 离 散 三 角 网 格 曲 面
3{ , 0,1, , }iX i N= ∈ = LRx 及其参数化 {( , )i is tΦ =  
[0,1] [0,1], 0,1, , }i N∈ × = L , 分别如图 2a, 2b 所示. 
指定拟合的 B 样条曲面的阶数为 m n× 阶, 节点向
量 为 0 #{ , , },u u= L UU 0 #{ , , },v v= L VV 其 中 # ,U  
#V 分别为 ,  U V 中非重节点个数减 1. 初始化时
# # 1,= =U V 0 0 0,u v= = # # 1u v= =U V 分别为 m 重
和 n 重节点. 下文中更新的节点向量 ,U V 元素按
升序排列, 且只有首尾节点为重节点(u 向为 m 重, 
v 向为 n 重).  
 
a 输入数据          b 参数化及弯曲度 
图 2  输入数据及曲面弯曲度的颜色表示 
3.2  根据几何特征加入节点 
3.2.1  几何特征度量  
曲率是描述曲面局部弯曲程度的重要度量 . 
对于嵌入在三维空间中的二维流形曲面, 有 2 种曲
率存在：高斯曲率和平均曲率, 它们分别为主曲率
mink 和 maxk 的乘积和平均 . 主曲率描述了曲面在
给定点处不同方向的弯曲程度的 大值和 小值. 
本文采用主曲率绝对值之和的 4 次方 min(| | +k  
4






量 , 从而得到曲面上每点的 大 小主曲率及弯
曲度. 记每个顶点 ix 对应的弯曲度为 iρ . 如图 2a, 
算法输入为 1 张人脸曲面, 其弯曲度在参数域上的
分布如图 2b 所示, 其中, 红色越深表示弯曲度越
大, 蓝色越浅, 表示弯曲度越小. 每个三角片上的
弯曲度由其对应顶点的弯曲度线性插值得到 , 由
此得到弯曲度函数 ( , ),u vρ ( , )u v ∈ [0,1] [0,1]× .  
3.2.2  节点线的设置及扰动  
如前所述 , 若将控制顶点自由度个数作为衡
量 B 样条曲面造型能力的度量, 则每个子矩形域
上固定次数的 B 样条面片造型能力是一致的. 假
设用具有 0K 个这样的面片拼成的 B 样条曲面拟合
输入的离散数据 , 则每一面片应分担的输入离散
数据的复杂度应相近, 其中曲面复杂度用 3.2.1 节
定义的弯曲度来衡量. 因此将参数域分成 0K 小块







ρ σ∫ 相等. 满足这一条件的区域划分有
多种办法 . 为避免 iΩ 的形状过于狭长 , 将弯曲度
结合每一片的形状考虑 . 设 ( , )i i iu v= % %y 为区域 iΩ
重心 , 则 iΩ 关于其重心的转动惯量的计算式为
2|| ( , ) || d
i
iu vΩ σ−∫ y . 已知对于面积给定的块 , 圆
盘的转动惯量 小. 于是, 在弯曲度的积分中添加
有关区域 iΩ 的形状度量为 
 2( , ) || ( , ) || d ,
i
i iu v u vΩτ ρ σ−∫ y  











E i K τ
=
= = ∑Ly  (2) 
注意到 , 当函数式(2)被 小化时 , 和式中的每一
项 iτ 大小应一致 , 且由于加入了形状的约束 , iΩ
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的直径不至于太大 . 事实上 , 函数式(2)为典型的
重心 Voronoi 剖分(centroidal Voronoi tessellation, 
CVT)能量函数[27]. 理论上, iΩ 的形状应趋向于正
六边形. 函数式(2) 小化可通过 Lloyd 迭代法[28]
或拟牛顿法[29]计算, 本文采用前者的方法. 将式(2)
小值的解 ( , )i i iu v= % %y 对应的参数值按升序排列
得 节 点 集 0 =%U 01 2{ , , , }Ku u u% % %L 和 0 =
%V  
01 2{ , , , }.Kv v v% % %L  这些节点为拟添加到节点序列 U, 
V 的候选点.  
根据 Schoenberg-Whitney 理论[30], 为保证
小二乘系数矩阵为非奇异的, 对 0 0,% %U V 中的节点进
行适当的局部修正和扰动, 使得 0 0,% %U V 中的点添加
到节点向量 ,U V 后, 每个基函数支集上至少包含 1
个数据的参数点. 具体修正分为如下 2 步： 
1) 合并间距过小的相邻节点. 对序列 0 ,%U  若
存在 0 ,i  使得 0 01
1
i iu u N+
− <% % , 则用
0 1iu +% 和 0iu% 的中
点代替这 2 点, 即 0 0
0 0
1





+⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭
% %
% % % %UU U
其中 N 为输入网格曲面的顶点数; 更新过的 0%U 元
素仍按升序排列. 对 0%V 也做同样的操作.  
2) 删除可能引起系数矩阵奇异的候选节点 .
对 0%U 中的每一个元素 0 1[ , ]i i iu u u +∈% , 若存在 0j , 
使 得
0 01 1[ , ] [ , ]i i j ju u v v+ +× 不 包 含 任 何 参 数 化 点
* *( , )i is t , 则 0iu% 不被添加到 U 中; 若落在每个区域
0 1[ , ] [ , ],i i j ju u v v +×% 0 1 1[ , ] [ , ],i i j ju u v v+ +×% 0, , #j = L V  
1− 上的参数点 * *( , )i is t 非空 , 则 0{ }iu= %UU U ; 除
此之外, 设 
* * * 1 1max{ | ( , ) [ , ] [ , ]},j i i j ji i is s t u u v vα + += ∈ ×  
* * * 1 1min{ | ( , ) [ , ] [ , ]},j i i j ji i is s t u u v vβ + += ∈ ×  
0, , # 1;j = −L V   
则 {(min{ } max{ }) / 2}j jα β= +UU U . 对向量 0%V 也
做同样的操作.  
图 3a中, 根据弯曲度参数域被分为 10个区域, 
对应 10 个重心 ( , )i iu v% % , 其参数作为拟插入节点的
参数. 经过修正和扰动后, 如图 3b 中所示, 终
U 向节点序列中新增的节点数为 9 个, 而V 向节
点序列中新增节点数为 6 个. 注意到, 虽然 后添






的地方分布将越密, 而本文发现采用 4 次方时得到
的效果较好. 
 
a 初始化子区域及重心      b 实际加入的节点线 
图 3  初始节点线分布 







多的节点线; 反之, 拟合误差小的地方节点线要少. 















= −∑ ∫y y  (3) 
其中 ( , )e u v 为拟合误差函数, 由输入数据各顶点的
拟合误差线性插值得到(如图 4 所示, 右边颜色条
顶端对应误差 大值, 底端对应误差 小值), 
其中前 0K 个 iΩ 的重心 0( , ), 1,...,i i iu v i K= =% %y 不变 . 
通过 优化函数式(3), 得到新重心集合 ( , ),= % %i i iu vy  
0 0 11, ,= + +Li K K K 以及对应的节点集 01 1{ ,+=
% %KuU  
0 0 12 , , }+ +% %LK K Ku u 和 0 0 0 11 1 2{ , , , }+ + +=
% % % %LK K K Kv v vV . 函
数式(3)的 小化方法基本与 小化函数式(2)一致, 
只是前 0K 个重心保持不变. 如图 4a 所示. 
 
a 新老区域重心            b 修正后节点线 
图 4  拟合误差及节点线设置 
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黑色点为第 1次迭代得到的重心, 白色点为第 2次迭
代新增的 10 个重心点. 同样地, 对 1%U 和 1%V 作修正后
合并到节点序列 ,  U V 中. 如图 4b 所示, ,  U V 方向
各添加了若干节点线. 算法迭代执行, 每次迭代中, 
之前迭代得到的重心固定不动, 直到拟合误差小于
给定的值或迭代次数达到指定的阈值.  
4  实验结果 
本文将算法用在若干个网格曲面数据中 , 以
检验算法对离散数据的拟合能力 . 本文的算法使
用 C++语言实现, 实验平台是配置 Intel i7 2.7GHz 
处理器和 4GB 内存的笔记本电脑. 用 3 3× 次的非
均匀 B 样条拟合数据, 并指定每次增加中新增加
的子区域个数为 10 个. 规定当拟合的均方根误差
小于 0.1%(相对于输入网格曲面的 小包围盒的
长边)或迭代次数为 10 次时, 算法结束. 如表 1~4
为本算法用 3 3× 次非均匀 B 样条曲面拟合人脸模
型、Moai 模型、螺丝刀手柄模型以及耳朵模型的
效果. 表 1 中, 人脸的模型采用 41 46× 个控制点. 表
2 中螺丝刀手柄模型采用了18 21× 个控制顶点. 表
3 中, 耳朵模型采用了 39 33× 个控制顶点. 表 4 中, 
Moai 模型采用了 42 57× 个控制顶点. 表 5 给出了
输入数据和拟合结果的统计, 其中 R.M.S.E 表示均  
 












   
 












   












   
 













方根误差, M.E.表示 大误差. 从表 1~5 中显示的
拟合结果和误差比较可以看出 , 本文算法在构造
细节方面具有明显优势. 此外, 文献[23]解决的问
题与本文 接近, 即通过求解 小二乘问题取得 B
样条拟合, 拟合过程中不修改参数化, 但该文只适
用于格子状数据. 用本文的算法拟合文献[23]中图
3 中的 Mask 模型(数据由文献[23]提供)我们发现本
文方法未见优势 . 例如 , 为得到 大误差控制在
10−3 的拟合曲面, 本文方法用了 500 个控制顶点,而
文献[23]用了 506 个控制顶点(如图 5 所示), 但为




a 本文方法的结果      b 文献[23]的结果 
 (20×25 个控制顶点)    (23×22 个控制顶点) 
图 5  Mask 模型 
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表 5  算法拟合数据统计 
RMSE/% ME/% 
模型 顶点数 控制顶点数 
均匀 非均匀 均匀 非均匀 
迭代次数 运行时间/s 
人脸 42 000 41×46 0.11 0.06 0.73 0.40 5 4.375 
螺丝刀柄 57 000 18×21 0.15 0.10 0.83 0.66 3 2.325 
耳朵 14 000 39×33 0.19 0.08 1.12 0.61 4 1.84 
Moai 82 000 42×57 0.08 0.05 0.56 0.40 6 8.196 
 
 








非是 佳结果. 对于输入数据特征不多, 且特征分
布较为平均的数据 , 本文算法不具明显的优势. 本
文算法优势在于可处理非格子状的数据, 且计算快, 
对于 0.1%的均方根误差阈值, 几步迭代就能达到.  
迭代过程中, 区域的划分(即节点的更新)计算
时间很短, 一般在 0.1 s 之内就可以完成. 耗时的
部分为求解 小二乘问题, 本文实验的例子中, 根
据网格大小不同, 每步迭代在几秒内都能完成. 对
高度非线性的 优化问题 , 好的初始值有利于算
法快速收敛. 因此本文的结果作为求解节点线、参
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