Introduction
High throughput technology for molecular analysis of biological systems has rapidly advanced during the last decade. However, the developments in theory and modelling the fundamental dynamical principles of living systems has not kept up with the massive increase in availability of biological data. More specifically, while the amount of gene expression data has explosively grown during the last few years, an integrated theory of gene expression and regulatory networks is not yet available, even though advances in theory of transcription factor bioinformatics [1, 2] , modelling regulatory networks [3, 4, 5] and their evolution [6, 7] have been made.
As a consequence of the divergence between availability of data and theoretical foundations, the major bottleneck for making progress in understanding biological systems is not due to scarcity of data, but due to lack of ways for harnessing the available data for theory and modelling. This constitutes a major challenge for Artificial Life research. One of the obstacles for linking biological data and mathematical or computer based models is the definition of adequate criteria to evaluate the degree of consistency between model and data, and for providing directions for refinements in modelling as well as in data acquisition.
Microarray data analysis has become an important tool which has been used for classification of biological systems [8] , for inferring regulatory patterns and structures, such as clusters of co-regulated genes [9, 10] . One of the most important long-term goals of these efforts is inferring regulatory interactions and, ultimately, entire regulatory networks [11, 12, 13] . In this contribution, we address this challenge by subjecting artificial regulatory networks to the same analysis procedures which are used in molecular biology and asking how much information about the underlying regulatory network can be retrieved by these approaches.
Systems and Methods
The transsys framework [14] provides a computer language which allows to describe regulatory gene networks by comprehensive, object-oriented programs. A program consists of factor (i.e. protein) and gene specifications. An instance represents the concentrations of the factors in a program at a specific time t. The update method computes the expression levels at time t + 1 based on the levels at time t and the information provided by the program.
A set of tools for microarray simulation and analysis with transsys has been implemented using the Python programming language [15] and the R statistics system [16] . The software is available on the website [17] .
Regulatory Network Construction
Genes can often be categorized into regulatory genes, which encode products that control gene expression (e.g. transcription factors), and structural genes, which encode products that do not function as regulators, such as proteins that form body structures or enzymes. Our method for randomly constructing transsys programs was designed to reflect this property. An example network is shown in Fig. 1 .
Network construction involves two steps. Firstly, a core regulatory network with N genes is generated. Each gene encodes a unique product and has its expression controlled by K factors which are randomly chosen and randomly designated to be an activator or a repressor. The architecture of the core network is an NK network [3, 6] . Secondly, structural genes are added. R genes of the core network are randomly chosen as regulators of a regulon. For each regulator, a number of structural genes, activated by the regulator, are generated. Each structural gene encodes a unique product. The entire regulon consists of the regulator and the structural genes which it controls. The structure of regulons in a network can be represented by a hierarchical graph which we refer to as the regulon tree, as shown in Fig. 1 . The transsys program is constructed such that in each time step t, expression of a gene g i results in synthesis of an amount of f i , the product encoded by the gene, given by
where C(f, t) denotes the concentration of factor f at time t and r 1 , . . . r K are the factors regulating g i . The regulation terms are given by reg(r k , α, β) = βC(r, t)/(α + C(r, t)) if r k is an activator −βC(r, t)/(α + C(r, t)) if r k is a repressor.
The concentration of a gene product f at time t + 1 is given by C(f, t + 1) = (1 − d)C(f, t) + synth(f, t), where d is a decay rate. The components of the core regulatory network are parameterized differently from those of the structural part. The parameters for the regulatory core are denoted by c reg , α reg , β reg and d reg . The parameters for the structural part are α struct , β struct and d struct , c = 0 for all structural genes.
Simulation of Gene Expression Measurements
Comparative approaches have become a mainstream in gene expression analysis. In these approaches, an expression measurement performed under reference conditions is compared with measurements obtained with alternate environmental conditions (see e.g. [9, 18] ). Frequently, a time series of measurements is made after changing the environment. The entire set of expression changes for a gene g is called the expression profile of g. In a subsequent step, distances are computed for all pairs of expression profiles. Finally, the resulting distance matrix used for hierarchical clustering. The result is a clustering tree in which leaves represent genes and the distance between the expression patterns of gene pairs is correlated to the length of the path connecting the genes. It is assumed that clusters in the tree (i.e. groups of genes which form subtrees) may reflect regulons. The simulation presented subsequently models this comparative approach.
For the reference measurement, a transsys instance is generated by initializing all expression levels with a random value drawn from a uniform distribution over the unit interval [0, 1]. Starting with this initial instance, 5000 updates are simulated to allow the system to converge into an attractor. The resulting transsys instance is used as the reference state. The concentration of factor f in the reference state is denoted by
Alterations of the environmental conditions result in changes of certain gene products, e.g. by photochemical transformations. In the simulation framework, a subset of genes (shown as boxes in Fig. 1 ) from the core network is designated to encode products that are subject to direct modification by the environment. An environmental impact is simulated by perturbing the concentration of each factor f encoded by this subset according to
where C e (f, 0) denotes the initial concentration in the new environment, g is a random value drawn from a Gaussian normal distribution, σ e is a control parameter that allows tuning the variance and = 0.01 is a small offset which allows alteration of factor concentrations which are zero in the reference state.
Starting with the transsys instance representing the initial conditions for an environment, network dynamics are simulated. Every ∆t = 5 time steps, a sample is taken until 20 samples are collected. For each sample, intensity values are computed assuming the additive background model
where b = 0.1 reflects the median fluorescence of an array spot with no complementary labelled product bound to it, g is a random value from a Gaussian normal distribution and σ a controls the variance of background fluorescence. Logarithmized intensity ratios r e (f, t) = log 2 (a e (f, t)/a ref (f )) are calculated for all factors not subject to direct environmental impact. Here, a ref (f ) denotes the intensity value calculated from C ref (f ) according to (2) . For each gene g, the expression intensities measured in environment e are aggregated into a 20-dimensional vector X e (g) with components x e,i (g) = r e (f, ∆t · i). X e (g) thus represents the expression profile of gene g in environment e.
Cluster Analysis and its Evaluation
Hierarchical clustering trees were constructed by common methods [9, 10] from expression profiles of all genes that encode factors which are not directly perturbed. We used data sets of expression profiles from individual environments, The regulon tree and the hierarchical clustering tree both contain an edge separating regulon 1 (regulatory gene gcntrl1 and structural genes sgene1 01, sgene1 02 and sgene1 03) from the remaining genes. Likewise, the three structural genes of regulon 2 form a cluster in both the regulon tree and the clustering tree. Thus, the corresponding edges in the regulon tree are supported by the clustering tree, amounting to 100% because there is just one clustering tree in this example. A table shows these values more comprehensively.
and additionally a set of aggregated profiles obtained by concatenating the profiles from all environments.
For hierarchical clustering, we used Euclidean distance and the Pearson-type measure described in [9] . The latter measure S(X, Y ) ∈ [−1, 1] was devised to reflect similarity of expression profile shape regardless of absolute values. As a distance measure derived from this similarity measure, we used 1 − S(X, Y ). For clustering, the average-linkage and the single-linkage algorithm were used. For each distance measure and clustering method, a consensus tree of the clustering trees obtained for the individual environments was computed with the consense program [19] .
Clustering trees were evaluated by comparing them to the regulon tree. For each edge in the regulon tree, we determined whether a consistent edge exists in the clustering tree. Consistency of two edges in different trees means that both edges imply the same split of the set of leaf nodes. The result can be visualized and processed into a table as illustrated in Fig. 2 . We refer to the percentage of clustering trees that contain a consistent edge as the cluster support of an edge in the regulon tree. Cluster support values can also be computed for clustering trees instead of regulon trees. We explore using cluster support to identify biologically significant clusters in the results presented below. 
Results and Discussion

Cluster Analysis
Networks of N = 50 regulatory genes, each having K = 2 regulatory inputs, were generated with the parameters c reg = 0.2, α reg = 1, β reg = 0.5 and d reg = 0.2. R = 8 regulons, each consisting of 3 structural genes with α struct = 1, β struct = 3 and d struct = 0.1, were attached to the regulatory core. 20 genes were chosen for direct perturbation. Expression dynamics were computed for 10 environments generated with σ e = 2. Microarray simulations were performed with array measurement noise levels ranging from σ a = 0 to σ a = 1. Table 1 shows the results of evaluating cluster analyses of expression profiles generated with such a network. With no noise in array measurement, all structural genes in a regulon have identical expression profiles with our current parameterization method. Thus, the groups of structural genes within all regulons receive 100% cluster support with all clustering methods. The expression profile of the regulatory gene in a regulon differs from the profiles of the structural genes. Even with no array noise, the association between the regulatory and the structural genes in a regulon is not detected by any clustering method for 6 out of 8 regulons. Only regulons 3 and 26 are recognized. Cluster support for regulon 3 is consistently higher with Euclidean distance whereas the Pearson-type distance detects regulon 26 more reliably.
When noise in array measurement is simulated, cluster support values for these groups become smaller than 100% and reveal a characteristic pattern. The cluster support for the structural gene groups in regulons 3 and 43 is at least 50% in all analyses conducted with σ a = 1, while the structural gene groups in all other regulons receive only 10% cluster support. Fig. 3 shows expression profiles for regulons 3, 26, 43 and 49. Regulon 3 strongly responds to the impact of environment 0, the regulon, both the regulatory gene and the structural ones, are effecively switched off. The resulting similarity in expression profiles is captured by Euclidean distance.
Individual Expression Profiles
Regulon 26 exhibits a complex expression profile in which an initial phase of downregulation is followed by transient upregulation until the system finally settles to a new state which is downregulated with respect to the reference state. This characteristic down-up-down shape is reflected in the expression profiles of both the regulator and the structural factors. Although the response of the structural genes lags behind that of the regulator, the Pearson-type distance proves to be suitable for detecting the characteristic similarity in shape.
Regulons 43 and 49 respond to the environmental impact by transient regulatory changes. The amplitude of the change in regulon 43 is substantially greater than in regulon 49. Therefore, the group of structural genes of regulon 43 can be detected with noisy measurements, whereas the structural gene groups of regulons 49, 26 and others with a small response amplitude become indistignuishable when noise is present.
Detecting Significant Clusters
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Clustering tree of aggregated profiles
which edges are biologically significant in the sense that they correspond to regulons.
To explore this approach, we have computed a clustering tree from the aggregated expression profiles and the consensus tree of the 10 clustering trees corresponding to the 10 environments, and assigned cluster support values to the edges in both trees. The results are shown in Fig. 4 . In both trees, clustering support is distributed in a characteristic pattern. Elevated cluster support is strongly correlated to consistency with the regulon tree. Interestingly, the full regulon 3 is captured by the consensus tree but not by the tree of aggregated expression profiles.
Conclusion and Outlook
Detection of a majority of regulons on the basis of noisy expression measurements proved to be unexpectedly difficult. To a substantial extent, this difficulty is due to the fact that an environmental impact does not necessarily elicit a pronounced response of a regulon. Regulons with a small and transient response cannot be distinguished on the basis of noisy expression profiles. This finding highlights the fact that coregulation may strongly depend on the conditions under which it is observed. Genes may appear unregulated or coregulated under many conditions, and yet, under other conditions, their expression profiles may strongly differ. Even the detection of simple regulons therefore critically depends on the number and choice of conditions under which gene expression is sampled.
It is possible that small and transient responses are overrepresented in the networks which we constructed. For example, one may assume that selection induces a bias towards regulons which respond with pronounced changes to many environmental challenges. This issue is most adequately addressed by using an evolutionary algorithm for regulatory network generation, which we plan to do in future analyses.
The correlation between the expression patterns of the regulator and the structural genes in a regulon proved to be difficult to detect, even with our simplistic model in which structural genes are controlled directly and exclusively by one regulator. Depending on the particular properties of the expression profiles, different distance measures may be useful to detect the corresponding regulons. Our results indicate that, as also suggested in [20] , there is no universally adequate, straightforward method to classify genes by their expression profiles. Advances in understanding the fundamental principles of regulatory networks may eventually result in the development of more generic methods of classification, and we plan to use our framework as a point of departure for research in this field. At this time, however, the choice of classification approaches should be based on the specific biological subject of research. Therefore, we also plan to extend our analysis to additional distance measures, such as mutual information [10] or jackknife correlation [21] .
Cluster support can be applied to assess biological significance of clusters. We demonstrated that elevated levels of cluster support and consistency with the regulon tree are strongly correlated. This applies for clustering trees constructed from aggregated expression profiles as well as for consensus trees. It will be interesting to explore whether this correlation extends to other methods of clustering and data analysis, and whether other generic approaches such as bootstrapping [22] can be applied to assess biological significance. Performing multiple cluster analyses and selecting the most significant clusters from each analysis may provide a component of a more generic classification method.
