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Abstract
In orderto generateplansfor agentswith multiple actuatorsor
agentteams, we must beable to representandplan using con-
current actions with interacting effects. Historically, this has
been considered a challenging task that could require a tem-
poral planner. We show that, with simple modiﬁcations, the
STRIPS action representationlanguagecan be usedto repre-
sent concurrent interacting actions. Moreover, current algo-
rithms for partial-order planning require only small modiﬁca-
tionsin orderto handlethislanguageandproducecoordinated
multiagent plans. These results open the way to partial order
planners for cooperativemultiagent systems.
1 Introduction
Inordertoconstructplansforagentteamsoragentswithmul-
tiple actuators, such as multi-armed robots, we must be able
to model the effects and interactions of multiple actions ex-
ecuted concurrently, and generate plans that take these in-
teractions into account. A viable solution to the multiagent
planning(MAP)problemmustincludeeconomicalactionde-
scriptionsthatareconvenienttospecifyandareeasilymanip-
ulable by planning algorithms, as well as planning methods
that can deal with the interactions generally associated with
concurrent actions.
Surprisingly, despite the recent interest in multiagent
applications—forinstance, inrobotics[7,10]anddistributed
AI [8]—very little research addresses the MAP problem.
2
Some authors (see, e.g., [15]) have considered the represen-
tation of concurrent actions and a number of contemporary
planners can handle concurrent noninteracting actions to a
certain degree. However, the prevailing wisdom seems to
suggest that temporal planners are required to adequately
deal with general MAP problems (see, e.g., Knoblock’s dis-
cussion of this in [11]). Certainly time plays a role in
planning—inany planner, the idea that sequences of actions
occur embodies an implicitnotionoftime. However, we dis-
agree that time in multiagent planning must be dealt with in
a more explicit fashion than in single-agent planning. The
main aim of this paper is to demonstrate that a form of the
1Copyright c
 1997, American Associationfor Artiﬁcial Intelli-
gence (www.aaai.org). All rights reserved.
2Lansky’s work is one exception, but it does not build on con-
ventional planning techniques[12].
MAP problemcan be solvedusing very simple extensionsto
existingSTRIPS representations and (single-agent)planners
like UCPOP [14]. We provide a representation for interact-
ingactionsandaMAPalgorithmthatrequiresnoexplicitrep-
resentation of time.
Thecentral issueinmultiagentplanningliesinthefact that
individual agent actions do interact. Consider the following
example: two agents must move a large set of blocks from
one room to another. While they could pick up each block
separately, a better solutionwouldbe to use an existingtable
in the following manner. First, the agents put all blocks on
the table, then they each lift one side of the table. However,
theymust liftthetablesimultaneously;otherwise,ifonlyone
side of the table is lifted, all the blocks will fall off. Having
lifted the table, they must move it to the other room. There,
they put the table down. In fact, depending on the precise
goal, it may be better for one agent to drop its side of the ta-
ble ﬁrst, causing the blocks to fall off. They might then re-
turn the table. Notice how this plan requires the agents to
coordinate in two different ways: First, they must lift the ta-
ble together so that the blocks do not fall; later, one of them
(andonlyone) must dropitsside of thetable tolet the blocks
fall. An action representation that makes such interactions
explicit and a planning algorithm that can, as result of these
interactions, prescribe that certain actions must or must not
be executed concurrently are the main features of any multi-
agent planner—temporal representations are not the central
problem. Certainly, in multiagent domains the need to ex-
plicitlymodel continuous processes or time constraints may
be more urgent. These issues, however, also arise in single-
agent planning.
Since the actions of distinct agents interact, we cannot, in
general, specify the effects ofan individual’sactions without
taking into account what other actions might be performed
by other agents at the same time. One possible solution to
this problem is to specify the effects of all joint actions di-
rectly. Morespeciﬁcally, let
A
i be theset ofactionsavailable
toagent
i(assuming
nagentslabeled
1
 
 
 
n),andletthejoint
actionspace be
A
1
 
A
2
 
 
 
 
 
A
n. We treat each element
ofthisspace as a separate action,andspecify itseffects using
ourfavoriteactionrepresentation.
3 Thisapproachhasanum-
3Our discussion will center on the STRIPS action representa-
tion, but similar considerations apply to other representations suchTo appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
ber ofdrawbacks. First, thenumberofjointactionsincreases
exponentiallywiththenumberofagents. Second, thisfailsto
exploit the fact that a number of individual actions may not
interact at all,orat least notinteract undercertainconditions.
We would like a representation of actions in multiagent set-
tings that exploits the independence of individual action ef-
fects to whatever extent possible. For instance, while the lift
actions of the two agents may interact, many other actions
will not (e.g., one agent liftingthe table and another picking
up a block). Hence, we do not need to explicitlyconsider all
combinations of these actions, and can specify certain indi-
vidual effects separately, combining the effects “as needed.”
Finally, the use of joint actions in the context of most plan-
ners forces what seems to be an excessive amount of com-
mitment. Whenever, the individualaction of some agent can
accomplish a desired effect, we must insert into our plan a
joint action, thereby committing all other agents to speciﬁc
actions to be executed concurrently, even though the actual
choices may be irrelevant. For these reasons, we desire a
more “distributed” representation of actions, as in the multi-
entity model of [13].
We are therefore faced with the following two problems:
(1) The representation problem: how do we naturally and
concisely represent the effects of actions that may be inﬂu-
enced (positively or negatively) by the concurrent perfor-
mance of other actions (or exogenous events for that mat-
ter); (2) The planningproblem: how do we plan for multiple
agents using such a representation.
In this paper, we show how the STRIPS action represen-
tation can be augmented to handle concurrent interactingac-
tions and how existing nonlinear planners can be adapted
to handle such actions. In fact, it might come as a surprise
that solving both problems requires only a small number
of changes to existing nonlinear planners, such as UCPOP
[14].
4 The main addition to the STRIPS representation for
action
a isa concurrent actionlist: thisdescribes restrictions
on the actions that can (or cannot) be executed concurrently
in order for
a to have the speciﬁed effect (indeed,
a can have
a numberofdifferentconditionaleffectsdependingonwhich
concurrent actionsare applied). Inorder tohandle thisricher
language, we must make a number of modiﬁcationsto“stan-
dard” partial-orderplanners: (a) we addequality(inequality)
constraints on action orderings to enforce concurrency (non-
concurrency) constraints;and (b)we expandthedeﬁnitionof
threats to cover concurrent actions that could prevent an in-
tended action effect.
In the following section we describe our STRIPS-style
representationforconcurrent,interactingactions. Thisisfol-
lowed by a semantics for concurrent plans in Section 3. In
Section4wedescribe thePartialOrder MultiagentPlanning
algorithm (POMP), a modiﬁed version of the UCPOP algo-
rithm that can be used to generate multiagent plans. Sec-
tion 5 concludes the paper. A longer version of this paper
[3]containsanexaminationoftheuseofdynamicBayes nets
forrepresenting(possiblyprobabilistic)actionsinmultiagent
as the situation calculus [16] and dynamic Bayesnets [6, 4].
4Moreover,otherplanningalgorithms, (e.g., [1,9]) shouldprove
amenable to extension to multiagent planning using similar ideas.
(define (operator pickup)
:params (?a1 ?x)
:pre (and (inroom ?a1 ?r1) (inroom block ?r1)
(handempty ?a1) (onfloor ?x))
:conc (not (= ?a1 ?a2)):(not (pickup ?a2 ?x))
:eff (and (not (handempty ?a1)
(not (onfloor ?x))
(holding ?a1 Block))))
Figure 1: The PickUp action
domains, as well as an extensive example.
2 Representing Concurrent Action
Weassume abasicfamiliaritywiththeSTRIPSactionrepre-
sentation: states are represented using sets (conjunctions)of
positiveliterals,and actionsare represented usingeffect lists,
summarizing the effect of the action on a state. In this paper,
we use a standard variant of STRIPS in which the domain
theoryis deﬁned usinga set
￿ of action schemata withtyped
variables.
5 This allows for a more concise descriptionof the
set of actions, and it can be exploited by least commitment
planners. Byconvention, each actionschema willhave as its
ﬁrstargument afreevariabledenotingtheactingagent(thisis
typicallynot needed insingle-agent domains). The STRIPS
representationcan be enhanced usinga more expressive lan-
guage. For instance, UCPOP [14] allows a form of univer-
salquantiﬁcationintheactiondescriptionandconditionalef-
fects. We do notdiscuss quantiﬁcationhere, butwe will con-
sider conditional effects.
We consider a simple extension of STRIPS for actions
whose effects can be inﬂuenced by the concurrent execution
of other actions. To each action description we add a (pos-
sibly empty) concurrent list: this contains a list of action
schemata, each of which may be preﬁxed by negations and
certain codesignationand non-codesignationconstraints. In-
tuitively,thislistspeciﬁes whichactionscan co-occurorcan-
not co-occur with the given action in order to produce the
effect so described. This list is treated much like a set of
preconditions,althoughit refers toconcurrentlyexecuted ac-
tionsratherthanconditionsthat must holdpriortoexecution.
An example action schema for the Pickup action is de-
scribed inFigure 1. This actioncan be executed if: the agent
andtheblockareinthesameroom;theagent’shandisempty;
the block is on the ﬂoor; and no other agent is attempting
to pickup the block concurrently. If these preconditions and
concurrencyconditionshold,thentheblockwillsuccessfully
be picked up by the agent.
Using this representation, we can represent actions whose
effects are modiﬁed by the concurrent execution of other ac-
tions. For example, suppose an agent
a
1 can pick up one
side of a table, with the effect of dumping blocks onto the
ﬂoor if no agent
a
2 picks up the other side, and with the ef-
fect of simply raising the table if
a
2 picks up the other side.
Clearly, the concurrency conditions(not (pickup ?a2
?s)) and (pickup ?a2 ?s) can be used to distinguish
5Thegeneralconceptsandnotationtofollow,apartfromspeciﬁc
multiagent extensions,draws heavilyon Weld’s excellentsurveyof
partial order planning [17].To appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
(define (operator lower)
:params (?a1 ?s1)
:prec (and (holding ?a1 ?s1) (up ?s1))
:conc (and (not (lift ?a2 ?s2)) (not (= ?a1 ?a2))
(not (= ?s1 ?s2)))
:eff (and (not (up ?s1))(down ?s1)(not (holding ?a1 ?s1))
(forall ((object ?x))
(when (ontable ?x)(up ?s2)(not (= ?s1 ?s2))
(and (not (lower ?a3 ?s2))(not (= ?a3 ?a1)))
(and (onfloor ?x)(not (ontable x))))))
Figure 2: The Lower action
the two cases; but treating them as preconditions essentially
splitstheactionintotwoseparateactionswithsimilareffects.
As in single-agent representations, we can treat such “modi-
ﬁers” using a when clause, essentially specifying the condi-
tional effects of an action. The distinctionin our case is sim-
ply that, in addition to state conditions, the antecedent of a
when clause can refer to the concurrent execution of actions
(or their negation). The syntax of concurrency constraints in
when clauses will be like that of the concurrency list; but in-
stead of treating them as preconditions, they will designate
conditionsunder which the actionhas the effect given by the
consequent. The general form of the when clause is (when
antecedent effect), where antecedent itself consists of two
parts: (conditions conc-constraints). The table lowering ac-
tion schema is described in Figure 2. Its preconditions are
that the agent is holdingside
?
s
1 of the tablewhich is raised.
It hasa non-concurrencyconditionstatingthat nootheragent
is simultaneously raising the other side of the table. (Notice
non-concurrency conditions are implicitlyuniversally quan-
tiﬁed). Itsprimaryeffect istocause
?
s
1tobe “down.” Inad-
dition,the conditionaleffect states that when there isno con-
current lower action of the other side of the table, and there
is some object on the table, that object falls to the ﬂoor.
An action description can have no when clause, one when
clause, or multiple when clauses. In the latter case, the pre-
conditions of all the when clauses must be disjoint.
6
The semantics of individual actions is, of course, differ-
ent in our multiagent setting than in the single-agent case. It
is not individual actions that transform an initial state of the
world intoa new state of the world. Rather, it is joint actions
(i.e.,
n-tuples of individual actions, possibly including no-
ops, one for each agent) that deﬁne state transitions. Given
a state
s and a joint action
a
=
h
a
1
 
 
 
 
 
a
n
i, the state
t that
results from performing
a at
s is such that all atoms in the
add lists of each
a
i are true in
t, all atoms in the delete lists
of each
a
i are false in
t, and all unmentioned atoms are un-
changed from
s. Under this semantics, an action description
can beinconsistentifsome individualaction
acauses
Qtobe
true, and another action
b causes
Q to be false. If this is the
case, it is the responsibility of the axiomatizer to recognize
the conﬂict and state the true effect if
a and
b are performed
concurrently (by imposing conditional effects with concur-
6In the case of multiple clauses, the disjointness restriction can
be relaxed if the effects are independent, much like in a Bayes net
action description [4]. We discuss the use of dynamic Bayes nets
andtheadvantagestheyoffer asanactionrepresentationmethodfor
multiagent systemsin [3].
rent action conditions) or to disallow concurrent execution
(by imposing non-concurrency conditions). We assume all
action descriptions are consistent in the sequel.
Several interesting issues arise in the speciﬁcation of ac-
tions for multiple agents. First, we assume throughout that
each agent can perform only one action at a time, so any
possible concurrent actions must be performed by distinct
agents. This allows our actions descriptions to be simpler
than they otherwise might. If we allowed a single agent
to perform certain actions concurrently, but not others, we
would have to add extra concurrency constraints that pre-
cludeactions that mightbe executable byanotheragent from
being performed by the acting agent.
Another issue that must be addressed is the precise effect
of a joint action, one of whose individual actions negates
some precondition of a concurrently executed individual ac-
tion. We make no special allowances for this, simply retain-
ingthe semantics described above. Whilethis does not com-
plicate the deﬁnition of joint actions, some such combina-
tions may not make sense. Again, we could treat these in
several ways: we can allow the speciﬁcation of such actions
and design the planner so that it excludes such combinations
when forming concurrent plans, unless an explicit concur-
rencyconditionisgiven(thismeans theaxiomatizerneednot
think about such interactions); or we can allow such combi-
nations, in general, but explicitly exclude problematic cases
by adding non-concurrency constraints.
Finally, an undesirable (though theoretically unproblem-
atic) situationcan arise if we provide “inconsistent” concur-
rency lists. For example, we may require action
a to be con-
currentwith
binordertohaveaparticulareffect, while
bmay
be required to be non-concurrent with
a (this can span a set
ofactionswithmorethantwoelements, naturally). Thissim-
ply means that we cannot really achieve the intended effect
of
a, and the planner will recognize this; but such a speciﬁ-
cation can lead tounnecessary backtracking duringthe plan-
ning process. We will generally assume that concurrency
lists are consistent.
3 Representing Concurrent Plans
Before moving on to discuss the planning process, we de-
scribeourrepresentationformultiagentplans,whichisrather
straightforward extension of standard single-agent partially
orderedplanrepresentations. A(single-agent)nonlinearplan
consists of a set of action instances, together with various
strict ordering constraints (i.e., using the relations
  and
 )
onthe orderingoftheseactions, as well as codesignationand
non-codesignationconstraints on the values of variables ap-
pearing in these actions, forcing them to have the same or
different values, respectively [17, 14]. A nonlinear plan of
this sort represents its set of possible linearizations, the set
of totallyordered plans formed from its action instances that
do not violate any of the ordering, codesignation and non-
codesignation constraints.
7 We say a nonlinear plan is con-
sistent if it has some linearization. The set of linearizations
can be seen as the “semantics” of a nonlinear plan in some
7Concurrent execution has also been considered in this context
for non-interacting actions; see [11] for a discussion.To appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
sense; a (consistent) nonlinear plan satisﬁes a goal set
G,
givenstartingstate
s, ifanylinearizationisguaranteedtosat-
isfy
G.
Aconcurrent nonlinearplanfor
nagents(labeled
1
 
 
 
 
n)
is similar: it consists of a set of action instances (with
agent arguments, though not necessarily instantiated) to-
gether witha set ofarbitraryorderingconstraintsovertheac-
tions (i.e.,
 
 
 
 
= and
 
=) and the usual codesignation and
non-codesignation constraints. Unlike single-agent nonlin-
ear plans, we allow equality and inequality ordering con-
straints so that concurrent or non-concurrent execution of a
pair of actions can be imposed. Our semantics must allow
for the concurrent execution of actions by our
n agents. To
this end we extend the notion of a linearization:
Deﬁnition Let
P be a concurrent nonlinear plan for agents
1
 
 
 
 
n. An
n-linearizationof
P is a sequence of joint ac-
tions
A
1
 
 
 
 
A
k for agents
1
 
 
 
 
n such that
1. each individual action instance in
P is a member of
some joint action
A
i;
2. no individual action occurs in
A
1
 
 
 
 
A
k other than
those in
P or individual No-op actions;
3. the codesignation and non-codesignation constraints in
P are respected; and
4. the ordering constraints in
P are respected. More pre-
cisely, for any individual action instances
a and
b in
P,
andjoint actions
A
j and
A
k inwhich
a and
boccur, any
orderingconstraints between
a and
b are true of
A
j and
A
k; that is, if
a
f
 
 
 
 
=
 
 
=
g
b, then
j
f
 
 
 
 
=
 
 
=
g
k.
In other words, the actions in
P are arranged in a set of joint
actions such that the ordering of individual actions satisﬁes
theconstraints,with“synchronization”ensuredbyno-ops. If
we have a set of
k actions (which are allowed to be executed
bydistinctagents)withnoorderingconstraints,theset oflin-
earizations includes the “short” plan with a single joint ac-
tion where all
k actions are executed concurrently by differ-
ent agents(assuming
k
 
n), a “strungout”planwhere the
k
actions are executed one at a time by a single agent, with all
others doing nothing (or where different agents take turns),
“longer” plans stretched out even further by joint no-ops, or
anything in between.
Thedeﬁnitionof
n-linearizationrequiresthatnoagentper-
form more than one action at a time. This conforms with
the assumption we made in the last section, though the deﬁ-
nition could quite easily be relaxed in this regard. Because
of no-ops, our
n-linearizations do not correspond to short-
est plans, either inthe concurrentlyor non-concurrentlyexe-
cuted senses oftheterm. However, itisa relativelyeasymat-
ter to “sweep through” a concurrent nonlinear plan and con-
structsomeshortest
n-linearization,onewiththefewestjoint
actions, or taking the least amount of “time.” Though we do
not have an explicit notion of time, the sequence of joint ac-
tions in an
n-linearization implicitly determines a time line
along which each agent must execute its individual actions.
The fact that concurrency and non-concurrency constraints
are enforced in the linearizations ensures that the plan is co-
ordinatedand synchronized. We notethat inorder toexecute
suchaplaninacoordinatedfashiontheagentswillneedsome
synchronization mechanism. This issue is not dealt with in
this paper.
4 Planning with Concurrent Actions
The POMP algorithm, a version of Weld’s POP algorithm
[17] modiﬁed to handle concurrent actions, is shown in Fig-
ure 3.
8 To keep the discussion brief, we ﬁrst describe POMP
without considering conditional effects.
We assume the existence of a function MGU
(
Q
 
R
 
B
)
which returns the most general uniﬁer of the literals
Q and
R with respect to the codesignation constraints in
B. The
algorithm has a number of input variables: the set
A con-
tains all action instances inserted into the plan so far; the set
O contains ordering constraints on elements of
A; the set
L
contains causal links; the set NC contains non-concurrency
constraints; and the set
B contains the current codesignation
constraints. The set NC does not appear in Weld’s POP al-
gorithm and contains elements of the form
A
 
=
a, where
A
is an action schema and
a is an action instance from
A. In-
tuitively, a non-concurrency constraint of this form requires
that no action instance
a
0 that matches the schema A, subject
to the (non) codesignation constraints, appear concurrently
with
a in the plan.
The agenda is a set of pairs of the form
h
Q
 
A
i, each list-
ing a precondition
Q that has not yet been achieved and the
action
A that requires it. Initially, the sets
L, NC, and
B
are empty, while
A containsthe twoﬁctitiousactions
A
0 and
A
1, where
A
0 has the initial state propositionsas its effects
and
A
1 hasthegoalstate conjunctsasitspreconditions. The
agenda initially contains all pairs
h
Q
 
A
1
i such that
Q is a
goal state conjunct. This speciﬁcation of the initialagenda is
identical to that used in POP [17]. Finally, we note that the
choose operator, which appears in the Action Selection and
Concurrent ActionSelection steps, denotesnondeterminis-
ticchoice. Again,thisdevice isjustthat usedinPOPtomake
algorithmspeciﬁcationindependentofthesearchstrategyac-
tuallyused for planning.
ManyofthestructuresandalgorithmicstepsofPOMPcor-
respond exactly to those used in POP. Rather than describe
these in detail, we focus our discussion on the elements of
POMP that differ from POP. Apart from the additional data
structure NC mentioned above, one key difference is the ad-
ditionalConcurrent Action Selection step in POMP, which
takes care oftheconcurrency requirements ofeach newlyin-
stantiated action.
One ﬁnal key distinction is the notion of a threat used in
POMP, which is more general than that used by POP. Much
like POP, given a plan
h
A
 
O
 
L
 NC
i, we say that
A
t threat-
ens the causal link
A
p
Q
 
A
c when
O
 
f
A
p
 
A
t
 
A
c
g is
consistent, and
A
t has
 
Q as an effect. Threats are handled
usingdemotion(much likein POP), or weak promotion. The
latter differs from the standard promotion technique used in
POP:itallows
A
t tobeorderedconcurrentlywith
A
c,notjust
after
A
c.
9
8A treatment of the more general UCPOP algorithm appearsin
[3], but is essentially similar.
9If we wish to excludeactionsthat negate some preconditionofTo appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
POMP(
h
A
 
O
 
L
 NC
 
B
i,agenda)
Termination: If agendais empty, return
h
A
 
O
 
L
 NC
 
B
i.
Goal Selection: Let
h
Q
 
A
n
e
e
d
i be a pair on the agenda. (
A
n
e
e
d
is an action and
Q is a conjunct from its precondition list.)
Action Selection: Let
A
a
d
d = Choose an action (newly instanti-
ated or from
A), one of whose effects uniﬁes with
Q subject to
the constraints in
B. If no such action exists, then return failure.
Let
L
0
=
L
 
f
A
a
d
d
Q
 
A
n
e
e
d
g. Form
B
0 by adding to
B any
codesignationconstraints that are neededin order to force
A
a
d
d
to have the desired effect. Let
O
0
=
O
 
f
A
a
d
d
 
A
n
e
e
d
g. If
A
a
d
d is newly instantiated, then
A
0
=
A
 
f
A
a
d
d
g and
O
0
=
O
0
 
f
A
0
 
A
a
d
d
 
A
1
g (otherwise, let
A
0
=
A).
Concurrent Action Selection: If
A
a
d
d is newly instantiated then
applythefollowingstepstoeverypositiveaction
 
c
o
n
c in
A
a
d
d’s
concurrent list: Let
A
c
o
n
c = Choose a newly instantiated action
from
￿ or an action that is already in
A and can be ordered con-
sistently concurrently with
A
a
d
d. Make sure that there is a free
agent that can perform this action concurrently with
A
a
d
d and
anyotherconcurrentlyscheduledactions. If nosuchactionexists
thenreturn failure. Let
O
0
=
O
 
f
A
c
o
n
c
=
A
n
e
e
d
g. If
A
c
o
n
c is
newlyinstantiated,then
A
0
=
A
 
f
A
a
d
d
gand
O
0
=
O
0
 
f
A
0
 
A
c
o
n
c
 
A
1
g(otherwise,let
A
0
=
A). If
a
a
d
d istheagentvari-
able in
A
a
d
d and
a
c
o
n
c is the agent variable in
A
c
o
n
c, then add
a
a
d
d
 
=
a
c
o
n
c to
B
0, aswellasallsimilar non-codesignationcon-
straints for actions
A such that
A
=
A
a
d
d
 
O.
Re-apply this step to
A
c
o
n
c, if needed.
For every negative action schema
A
:
c
o
n
c in
A
a
d
d’s concurrent
list let NC
0
= NC
 
f
A
:
c
o
n
c
 
=
A
a
d
d
g. Add to
B
0 any codesig-
nation constraints associatedwith
A
:
c
o
n
c.
Updating of Goal State: Let agenda’ = agenda
 
f
h
Q
 
A
n
e
e
d
i
g.
If
A
a
d
d is newlyinstantiated, then add
f
h
Q
j
 
A
a
d
d
i
g to agenda’
for every
Q
j thatisalogicalpreconditionof
A
a
d
d. Addtheother
preconditionsto
B
0. If additionalconcurrentactionswereadded,
add their preconditions as well.
Causal Link Protection: For every action
A
t that might threaten
a causal link
A
p
R
 
A
c perform one of
(a) Demotion: Add
A
t
 
A
p to
O
0.
(b) Weak Promotion: Add
A
t
 
A
c to
O
0. If no agent can per-
form
A
t concurrently with
A
c, add
A
t
 
A
c, instead.
If neither constraint is consistent, then return failure.
Non-concurrencyenforcement Foreveryaction
A
t thatthreatens
a non-concurrency constraint
A
 
=
A (i.e.,
A
t is an instance of
the schema
A that does not violate any constraint in
B
0) add a
consistent constraint, either
(a) Demotion: Add
A
t
 
A to
O
0.
(b) Promotion: Add
A
t
 
A to
O
0.
If neither constraint is consistent, then return failure.
Recursive Invocation: POMP(
h
A
0
 
O
0
 
L
0
 NC
0
 
B
0
i,agenda’)
Figure 3: The POMP algorithm
Apart from handling conventional threats in a different
manner, we have another form of threat in concurrent plans,
namely, NC-threats. Wesaythatactioninstance
A
t threatens
thenon-concurrency constraint
A
 
=
A
c if
O
 
f
A
t
=
A
c
g is
consistentand
A
t isaninstantiationofAthatdoesnot violate
any of the codesignation constraints. Demotion and promo-
tion can be used to handle NC-threats much like they han-
dle more conventional threats. Notice that although the set
NC contains negative (inequality) constraints, they will ul-
timately be grounded in the set of positive constraints in
O.
Followingtheapproach of[17], we donot consideran action
to be a threat if some of its variables can be consistently in-
stantiated in a manner that would remove the threat.
We can prove the following:
Theorem POMP is sound and complete.
That is, when POMP returns a plan for a particular goal and
initial state, any
n-linearization of that plan will reach the
goal state from the initial state. Moreover, if there is a plan,
POMP will generate it.
1
0 More speciﬁcally, if there exists a
sequence of joint actions that achieves all goals, POMP will
ﬁnda planwhoselinearizationsalsoensure goal satisfaction.
When we compare POMP to POP (as applied to the joint
action space) we see that POMP sometimes must make sev-
eral more choices at a particular iteration of the algorithm—
it must choose how to instantiate actions that must occur
concurrently with a newly added action, and it must choose
a threat resolution strategy for NC-threats, should the need
arise. However, POP will have an exponentially larger
branchingfactor in its action selection phase because it must
choose among the set of joint actions.
We now sketchhow POMP wouldsolve the blockmoving
problem mentioned in the introduction. In the initial state of
our planning problem, a single block
B is in on the ﬂoor in
Room1, both sides of the table are down, and the two agents
are in Room1. The goal is to have
B on the ﬂoor of Room2
andbothsides of the tabledown. The agents can pickup and
put down the block, they can lift and lower each side of the
table, and they can move the table. Precise action descrip-
tions appear in a longer version of this paper, but their intu-
itive meaning should be clear.
Suppose that InRoom
(
B
 Room2
) is the ﬁrst goal se-
lected. This can be achieved by performing
A
1
=
MoveTable
(
a
1
 Room2
) via its conditional effect (note that
a
1 is an agent variable, so there is no commitment to
which agent performs this action).
1
1 We must add both
Holding
(
a
1
 Table
)andOnTable
(
B
) totheagenda andinsert
anotherconcurrentaction(seediscussionin Section2), wemustuse
O
 
f
A
p
 
A
t
 
A
c
g in the deﬁnition of threat, and we must
changeweak promotion to standard promotion.
1
0Of course, in practice an appropriate search mechanism must
“implement” the non-deterministic choice.
1
1We do not pursue the notion of heuristics for action selection
here; but we do note that this action is a plausible candidate for se-
lection in the multi-block setting. If the goal list asserts that a num-
berofblocksshouldbeinthesecondroom,thesingleactionofmov-
ing the table will achieve all of these under the appropriate condi-
tions (i.e., all the blocks are on the table). If action selection favors
(conditional) actions that achieve more goals or subgoals, this ac-
tion will be considered before the actions needed for “one by one”To appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
the appropriate causal links. In addition, the concurrent list
(appearing in the conditionaleffect of the MoveTable action)
forces us to add the action
A
2
= MoveTable
(
a
2
 Room2
) to
the plantogetherwiththe non-codesignationconstraint
a
1
 
=
a
2. Theorderingconstraint
A
1
=
A
2 isaddedas well. When
we add
A
2, we must add itspreconditionHolding
(
a
2
 Table
)
to the agenda as well. The structure of the partially con-
structed plan might be viewed as follows:
movetable(a2,R2)
GOAL
inroom(Block, R2)
movetable(a1,R2)
2
1
A
A
C
Next, we choose the just-addedsubgoal OnTable
(
B
) from
the agenda. We add action
A
3
= PutDown
(
a
3
 
B
) to the
plan with appropriate ordering constraint
A
3
 
A
1; its pre-
conditionsare added to the agenda and a causal linkis added
to
L. In addition, we must add to NC the non-concurrency
constraint notLift
(
a
 
s
): no agent can lift any side of the ta-
ble while the block is being placed on it if the desired effect
is to be achieved. The new planis shownbelow (we use left-
to-rightorderingofactionstodenotetemporalorderingofac-
tions):
C
movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2)
putdown(a3,Block)
ontable(Block)
A1
A2
A3
Now, we choosethe subgoalHolding
(
a
1
 Table
). Thiscan
be achieved using
A
4
= Lift
(
a
1
 
s
1
), with the ordering con-
straint
A
4
 
A
1. All the preconditions are added to the
agenda, butnoconcurrencyconditionsareadded(yet!),since
wedonotyetneedtoinvoketheconditionaleffects ofthatac-
tion induced by simultaneous lifting of the other side of the
table:
C
movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2)
putdown(a1,Block)
ontable(Block)
holding(a1,Table)
movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2)
putdown(a3,Block)
ontable(Block)
A1
A2
A3
A4
lift(a1,LS)
NC
Wenownotethattheconditionaleffect of
A
4posesathreat
to the causal link
A
3
o
n
t
a
b
l
e
 
A
1; this is because liftinga sin-
transportoftheblocksbytheindividualagents. Sothischoiceisnot
as silly as it might seem in the single-block setting.
gle side of the table will dump the block from the table. In
addition,thenon-concurrencyconstraint associated with
A
3,
that no lifting be performed concurrently with
A
3, is threat-
ened by
A
4 (an NC-threat), as indicated in the plan diagram
above. The confrontationstrategy is used to handle the ﬁrst
threat, and action
A
5
= Lift
(
a
4
 
s
2
) scheduled concurrently
with
A
4.
1
2 Theconstraints
s
1
 
=
s
2and
a
4
 
=
a
1arealsoim-
posed. Thisensuresthattheundesirableeffect willnotoccur.
We resolve the NC-threat by ordering
A
3 before
A
4.
1
3 The
resultingpartially completed plan is now free of threats:
C
C movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2) ontable(Block)
holding(a1,Table)
movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2) ontable(Block)
A1
A2
A4
movetable(a1,R2)
movetable(a2,R2)
GOAL
inroom(Block, R2) ontable(Block)
holding(a1,Table)
A5
putdown(a3,Block)
3 A
lift(a1,LS)
lift(a2,RS)
Afteranumberofadditionalsteps,weobtaintheﬁnal,suc-
cessful plan represented in Figure 4. (We have ignored the
initial picking up of the block by agent
a
3). One possible
(compact)linearizationof thisplanisas follows: some agent
a
3putstheblockonthetable(action
A
3), whichisthenlifted
concurrently by two agents (
a
1 and
a
2 perform
A
4
 
A
5).
Then these agents move the table concurrently (
A
1
 
A
2) to
Room2. One of them lowers its side of the table (
A
6) result-
ingintheblockfallingtotheﬂoor. Thentheotheragent low-
ers its side as well (
A
7).
We note that this plan does not commit particular agents
to particular roles; e.g., the agent who puts the block on the
table can be the one who picks up the right side or the left
side of the table. Nor does the plan commit to the particu-
larlinearizationdescribed above(thoughanyotherlineariza-
tion requires more “time”). Recall that a linearization con-
sists of a sequence of joint actions. In the linearization de-
scribed above, we assume an agent that is involvedin no ac-
tionfromplan
P at a particularpointintime“executes” ano-
op. Notice, however, thatsuchno-opssimplyserveas formal
“placeholders” in the linearization; they do not appear in the
plan, nor do they play a role in the planningprocess.
5 Concluding Remarks
Historically, planning with interacting actions was thought
to be an inherently problematic affair. Thus, it is somewhat
surprising that only minor changes are needed to enable the
STRIPS action representation language to capture interact-
ingactions,andthatrelativelysmallmodiﬁcationstoexisting
nonlinearplanners are required togenerate concurrent plans.
Our solution involves the addition of a concurrent action
list to the standard action description, specifying which ac-
1
2Confrontation is a threat removal strategy used in the context
of conditional actions (see [17]).
1
3In anticipation of a subsequentstep, we use variable
a
2 in the
plandiagraminsteadof
a
4, sincethey will soonbeuniﬁed. To keep
things concrete, we have also replaced
s
1 and
s
2 with particular
sides of the table, LeftSide and RightSide, to make the discussion
a bit less convoluted.To appear, Proc. 14th National Conf. on AI (AAAI-97),￿ Providence, August, 1997
lower(a1,LS)
A6
C
lower(a2,RS)
A7
C movetable(a1,R2) movetable(a1,R2)
A1
movetable(a1,R2) movetable(a1,R2) movetable(a1,R2)
A1
holding(a1,Table)
holding(a1,LS)
up(a1,LS)
inroom(Block, R2) ontable(Block)
ontable(Block)
down(LS)
onfloor(Block)
up(a2,RS)
holding(a2,RS)
GOAL
down(RS)
A3
lift(a1,LS)
lift(a2,RS)
A4
A5
putdown(a3,Block)
A
movetable(a2,R2)
2 holding(a2,Table)
Figure 4: A Concurrent Nonlinear Plan
tions should or should not be scheduled concurrently with
the current action in order to achieve a desired effect. There
is a close connection between this type of speciﬁcation and
Knoblock’s approach to generating parallel execution plans
[11]. Knoblock adds a list to the action description that de-
scribes the resources used by the action: actions that re-
quire thesame resource (e.g., access to a database) cannot be
scheduled at the same time. Hence, Knoblock’sresource list
actuallycharacterizes aformofnon-concurrencyconstraints.
In fact, certain non-concurrency constraints are more natu-
rallydescribedusingsuchresourceliststhanwiththegeneral
method proposed here. Augmenting our language with such
lists is straightforward.
Apart from traditional nonlinear planners like UCPOP,
newer planning algorithms, such as Graphplan [1] or Kautz
and Selman’s stochastic planning approach [9], can also be
readily adapted to handle our multiagent representation lan-
guage. In particular, Kautz and Selman’s stochastic plan-
ner [9] can be viewed as using a one step planner as a sub-
routine. Such a planner is simple to construct whether one
uses the standard STRIPS representation or our richer lan-
guage. Once this planner exists, the algorithm behaves the
same whatever the underlyinglanguage.
The approach we have considered is suitable for a team of
agentswithacommon set ofgoals. Itassumes that somecen-
tral entity generates the plan, and that the agents have access
to a global clock or some other synchronization mechanism
(this is typically the case for a single agent with multiple ef-
fectors, and applies in certain cases to more truly distributed
systems). An important research issue is how such plans can
be generated andexecuted ina distributedfashion. Thisisan
important question, addressed to some extent in the DAI lit-
erature, butforwhichadequateanswersarestillatlarge. Cer-
tain related issues are addressed in [2, 5]. The integrationof
classical planningwiththe more challengingaspects of mul-
tiagent systems (coordination,bargaining,etc.) shouldprove
especially interesting [8].
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