A general model is proposed for constrained dynamical systems on a symplectic manifold which covers, among others, the description of Lagrangian and Hamiltonian systems with nonholonomic constraints and the canonical description of mechanical systems with a singular Lagrangian. The reduction properties of these systems in the presence of symmetry are investigated within this general framework.
they can not be integrated to relations depending on the position variables only. The prototype of nonholonomic constraints are the conditions for ''rolling without slipping.'' For the purpose of this paper, we restrict our attention to the case of systems with two-sided, time-independent nonholonomic constraints. ͑For a geometric approach to systems with one-sided constraints, which are analytically expressed by inequalities, we refer to Refs. 6, 7.͒ The classical approach to nonholonomic mechanical systems is based on the method of Lagrange multipliers ͑see, e.g., Ref.
8 for a comprehensive treatment͒. The fundamental work of Vershik and Faddeev 9, 10 has marked the beginning of a period of intensive research on nonholonomic systems within the realm of geometric mechanics: see, for instance, Refs. 11-14 for a more detailed bibliography. In particular, the relevance of these studies for the further development of control theory has recently attracted a lot of attention ͑see, e.g., Refs. 15, 16, and references therein͒. We note, in passing, that nonholonomic systems have also been treated as implicit dynamical systems by Ibort et al. 11 In spite of the difference in the ''physical'' nature of the constraints, it turns out that the geometrical models adopted for describing systems with either internal or external constraints, have many aspects in common. Indeed, in the canonical treatment of degenerate systems as well as in the Lagrangian and Hamiltonian treatment of nonholonomic systems, the search for consistent equations of motion eventually leads to a framework consisting of the following ingredients: a symplectic manifold ( P,), a smooth function H on P, a submanifold M of P, and a distribution F along M ͑i.e., a subbundle of the restricted tangent bundle TP ͉M ). Depending on the case, P hereby represents the velocity phase space TQ or the momentum phase space T*Q of the system under consideration, with underlying configuration space Q, and is either the Poincaré -Cartan 2-form on TQ, induced by a regular Lagrangian, or the canonical symplectic form on T*Q. In the case of degenerate systems, M is the ''final constraint submanifold'' generated by the appropriate constraint algorithm, and F coincides either with TM or with the tangent bundle of a larger submanifold containing M ͑the primary constraint submanifold͒. H denotes the energy function or the ͑extended͒ Hamiltonian. In the case of a nonholonomic system, M simply denotes the constraint submanifold defined by the given external constraints, and the distribution F is characterized by the property that its annihilator is the co-distribution generated by the reaction forces, induced by the constraints. The problem then consists in finding a vector field on P, generated by H, which is tangent to M and compatible, in an appropriate sense, with the distribution F.
In the present paper we will take the above ingredients as building stones for constructing a general model for constrained dynamical systems in a symplectic setting. This model can be seen, in particular, as a unifying model for the description of degenerate systems as well as of mechanical systems with nonholonomic constraints. Our main goal then is to study the geometry of such systems in the presence of symmetry. Guided by various recent treatments of nonholonomic systems with symmetry ͑cf. Refs. 17, 15, 12, 18, 19͒, we will discuss in some detail the reduction problem for general constrained Hamiltonian systems with symmetry.
The scheme of this paper is as follows. In the next section we briefly recall some aspects of the geometrical approach to singular Lagrangian systems and to systems with nonholonomic constraints. In Sec. III we then propose a general model for constrained systems and investigate the existence and uniqueness conditions for the dynamics. In Sec. IV we deal with the problem of solving the dynamics. In Sec. V, we introduce symmetry into our model and present some general reduction results. After putting forward a classification of constrained systems with symmetry, inspired on the one introduced by Bloch et al. 15 for nonholonomic systems, we describe some further reduction results for each class separately in Sec. VI. Finally, in Sec. VII we illustrate the obtained results on some particular cases.
Throughout this paper, we work in the category of smooth ͑i.e., C ϱ ) objects. For convenience, we will usually not make a notational distinction between a ͑vector͒ bundle over a manifold and the ring of its smooth sections, i.e., if F denotes a vector bundle over a manifold N ͑for instance, a subbundle of TN), then XF simply means that X:N→F is a section of F. The sole exception to this rule will be the occasional use of the notation X(N) for the ring of smooth vector fields on N.
II. EQUATIONS OF MOTION OF CONSTRAINED LAGRANGIAN SYSTEMS
Consider a smooth, finite dimensional manifold Q, with local coordinates denoted by (q A ). As is well known, the tangent bundle TQ of Q, with canonical projection Q :TQ→Q, is equipped with a dilation vector field ⌬, i.e., the so-called Liouville vector field, and a canonical type ͑1,1͒ tensor field S, called the vertical endomorphism, which determines the almost tangent structure of TQ. In the natural bundle coordinates (q A ,v A ) of TQ these objects read as
Given a Lagrangian on TQ, i.e., a smooth function L:TQ→R, one can define the corresponding Poincaré -Cartan 1-and 2-forms L and L , respectively, and the energy function E L , according to
with S* denoting the action of S on 1-forms. In geometrical terms, the equations of motion for the Lagrangian system with Lagrangian L can then be expressed by
is nondegenerate everywhere, then L is a symplectic form. In that case ͑1͒ admits a unique solution for Z, which we will denote by ⌫ L , and which is usually called the Euler-Lagrange vector field corresponding to L. In particular, ⌫ L is a second order differential equation field ͑SODE, for short͒, that is, S(⌫ L )ϭ⌬. The base integral curves q A (t) of ⌫ L ͑i.e., the projections of its integral curves onto Q) verify the EulerLagrange equations,
For later use, we recall that the symplectic form L , corresponding to a regular Lagrangian, induces two bundle isomorphisms ͑''musical mappings''͒ L :T(TQ)→T*(TQ) and
A. Singular Lagrangian systems
A Lagrangian ͑system͒ is called singular, or degenerate, if the Hessian matrix ‫ץ(‬ 2 L/‫ץ‬v A ‫ץ‬v B ) is singular. In such a case, the equation of motion ͑1͒, in general, does not have a solution, and if a solution exists, it will not be unique. If the Poincaré -Cartan 2-form L corresponding to a singular Lagrangian has constant rank and, hence, L happens to be a presymplectic form, one can apply the so-called presymplectic constraint algorithm, developed by Gotay and Nester ͑see, e.g., Refs. 2, 3͒. This algorithm generates a descending sequence of constraint submanifolds which, under the appropriate conditions, converges to a closed immersed submanifold P f of TQ ͑the ''final constraint submanifold''͒ on which there exist consistent equations of motion for the given system. More precisely, it follows by construction that the equation
admits at least one solution Z which is everywhere tangent to P f . In addition, one can always find a submanifold of P f on which there exists a unique solution Z which also verifies the SODE condition ͑cf. 
is precisely the Hamiltonian counterpart of Eq. ͑1͒.
Starting from ͑4͒, one can again apply the presymplectic constraint algorithm which, in case the given problem is consistent, leads to a nonempty final constraint submanifold M f such that the equation
admits well-defined solutions. This approach yields a global version of the classical DiracBergmann theory for constrained systems. 1 Let ''Ќ'' denote the symplectic orthogonal with respect to the canonical symplectic form Q . Then, if X is an arbitrary solution of ͑5͒, all other solutions will be of the form XϩY , with Y TM f പTM 1 Ќ . A simple argument shows that, for almost regular Lagrangians, the Lagrangian and the Hamiltonian formulations are fully equivalent ͑see Refs. 2, 3͒. In particular, the final constraint submanifolds on both sides are connected via the Legendre transformation, in the sense that the latter induces a fibration Leg f : P f →M f . Whenever Z is a projectable solution of ͑3͒, its projection onto M f yields a solution of ͑5͒ and, conversely, given a solution X of ͑5͒, any vector field Z on P f which projects onto X satisfies ͑3͒.
A geometric constraint algorithm, closely related to the Gotay-Nester approach, is the one developed by Hinds 21 ͑see also Ref. 2 for a brief discussion͒. Again starting from ͑4͒, this algorithm generates a descending sequence of constraint submanifolds. In the favorable case, the algorithm stabilizes at a final constraint submanifold which, for simplicity, we will denote again by M f . It is important to point out that, in general, this M f will be different from the final constraint submanifold obtained by the presymplectic constraint algorithm. In principle, both algorithms start to diverge from each other after the second step. This is due to the fact that in the Hinds algorithm, at each step, possibly new constraints are generated by imposing consistency conditions on the equations of motion induced on the previous constraint submanifold by a pullback procedure. In the presymplectic constraint algorithm, on the other hand, the consistency conditions are imposed on the equations obtained by taking the restriction of ͑4͒ to the successive constraint submanifolds. The equations of motion obtained through Hinds' algorithm can be written as
with f and h f denoting the pull-back to M f of 1 and h 1 , respectively. Given a solution X of this equation, it follows that XϩY is also a solution for any Y TM f പTM f Ќ . Note that ͑6͒ is an equation induced on the final constraint submanifold, i.e., it expresses an equality of 1-forms on M f , whereas ͑5͒ represents an equality of 1-forms on M 1 , restricted to points of the corresponding M f . This indeed reflects the difference in spirit between both algorithms, as described above.
Following Dirac, 1 the constraints produced in the course of the constraint analysis can be classified in two different ways. On the one hand, depending on the order of appearance, there are primary, secondary, ͑tertiary, etc.,͒ constraints. On the other hand, there is the more significant distinction between first and second class constraints. In physics, it is customary to assume that all first class constraints ͑primary, secondary,...͒ are generators of gauge transformations, i.e., transformations that do not change the physical state of the system ͑see, e.g., Refs. 22, 23͒. This property is automatically verified when applying Hinds' algorithm. In the Gotay-Nester approach, all primary first class constraints generate gauge transformations but, in general, this need not be the case for all subsequent ͑secondary,...͒ first class constraints ͑see Ref. 2 for more details͒. From a physical point of view, therefore, it may be argued that ͑6͒ is in better agreement with the ''standard'' interpretation of gauge transformations than ͑5͒.
We will now recast the equations ͑5͒ and ͑6͒ into a form which better serves our purpose. Taking an arbitrary extension H 1 :T*Q→R of the Hamiltonian h 1 :M 1 →R, it follows that ͑5͒ is formally equivalent to
where TM 1 o is the annihilator of TM 1 in T*T*Q. Locally, these conditions precisely generate the equations of motion ensuing from the classical Dirac-Bergmann constraint analysis. Likewise, taking an arbitrary extension H f of h f to T*Q, ͑6͒ can be rewritten in terms of the canonical symplectic form as follows:
where it should be emphasized again that, for the same system, the constraint submanifolds M f in ͑7͒ and ͑8͒, in general, need not be the same.
B. Nonholonomic Lagrangian systems
In this section, we start by considering a regular Lagrangian system with Lagrangian L:TQ →R, subjected to a set of nonholonomic constraints which are linear in the velocities, i.e., they can be ͑locally͒ represented by a set of independent functions of the form i ª iA (q)v A , for 1 рiрm. We can describe this nonholonomic Lagrangian system in geometrical terms as follows. The constraint equations i ϭ0 define a (nϪm)-dimensional distribution D on the n-dimensional configuration manifold Q. We denote its total space by D, which is a (2nϪm)-dimensional submanifold of TQ: the constraint submanifold. For simplicity we always assume in the sequel that Q (D)ϭQ, i.e., the constraints are ''purely kinematical'' in the sense that they do not impose restrictions on the allowable positions. The motions of the system are forced to take place on D, and this requires the introduction of some ͑unknown͒ ''reaction forces.'' In de León et al., 24 an intrinsic expression for the equations of motion was obtained, which we will describe below.
First of all, we define a distribution D v on TQ by prescribing its annihilator as a subbundle of T*TQ which, along the constraint submanifold D, represents the bundle of reaction forces. More precisely, given a set of independent 1-forms ͕ i ;1рiрm͖ on Q, which locally generate the annihilator D o of D, we put Next, it can then be shown that the equations of motion for such a nonholonomic mechanical system are given by
It should be pointed out that each solution of ͑9͒ ͑if there exists one͒ is automatically a SODE along D. This implies that, in local coordinates, the integral curves of X on D are of the form (q A (t),q A (t)), whereby the q A (t) are solutions of the system of differential equations
together with the constraint equations iA (q)q A ϭ0, and where the i are Lagrange multipliers. We will now describe a procedure which permits us to decide under what conditions ͑9͒ admits a solution and, if these conditions are fulfilled, to obtain a solution by projection of the Euler-Lagrange vector field of the corresponding unconstrained system.
Applying the isomorphism L to the co-distribution (
Ќ is equal to the number of independent constraints. We will say that the given nonholonomic system satisfies the compatibility condition if
In such a case, taking into account that dim(D x v ) Ќ ϭm, we have a direct sum decomposition,
which, in turn, gives rise to two complementary projectors, say
Moreover, one can easily show that this solution is necessarily unique. 24 The procedure just described is essentially equivalent to the classical one based on the use of Lagrange multipliers.
If the nonholonomic system does not verify the compatibility condition, that is,
Ќ ͕0͖ at some points xD, we can develop a constraint algorithm which is very similar to the one described above for singular Lagrangians ͑cf. Ref. 24͒. Under the appropriate conditions, this algorithm determines a final constraint submanifold D f on which there exist consistent equations of motion for the given constrained problem. More precisely, the algorithm guarantees the existence of well-defined solutions X of the system
͑see Ref. 24 for details͒. Again, it turns out that a solution of ͑11͒ is a SODE along D f . The previous analysis of nonholonomic systems can be further extended to the case where, in addition, the Lagrangian happens to be singular ͑see Refs. 25, 26͒. To fix the ideas, let us assume that L is almost regular, and that ker͑Leg͒ * ʚD c , where D c denotes the tangent or complete lift of D to TQ, i.e., D c is the distribution on TQ whose annihilator is given by (
The nonholonomic mechanical system (L,D) is then also said to be almost regular. Under these assumptions, the following is proved in Ref. 25 ͑using the notations of the previous subsection͒:
• D ϭLeg(D) is a submanifold of M 1 ϭLeg(TQ), and the restriction Leg ͉D :D→D is a surjective submersion whose fiber at a point xD is precisely given by Leg Ϫ1 (x).
• • Let D 1 v be the distribution on M 1 , the annihilator of which is the co-distribution obtained by taking the pull-back to M 1 of the forms generating (
is then equivalent to the system In particular, when applying the constraint algorithm to ͑12͒ we end up with the dynamical equation,
which, by construction, admits well-defined solutions Y . Finally, as in the treatment of ͑free͒ singular Lagrangian systems, discussed in the previous subsection, one can prove the formal equivalence of ͑13͒ with
where H:T*Q→R is an arbitrary extension of h 1 .
Remark II.1:
In the previous discussion we have confined ourselves to the case of linear nonholonomic constraints. Much of the above, however, applies equally well to the case of affine or even nonlinear constraints. For instance, for a regular Lagrangian system, subjected to nonlinear, nonholonomic constraints, described by a submanifold M of the tangent bundle TQ, the equations of motion are again of the form ͑9͒, with the vector subbundle D being replaced by M and (
͑see, e.g., Refs. 27, 28͒.
III. A GENERAL FRAMEWORK FOR CONSTRAINED SYSTEMS
When looking at the systems ͑7͒, ͑8͒, ͑9͒, ͑11͒ and ͑14͒, we see that, in spite of the difference in ͑physical͒ origin and interpretation, they all have a similar geometrical structure. This prompts us to introduce the following general model for constrained dynamical systems within a symplectic setting.
Consider a symplectic manifold ( P,), a smooth function H: P→R ͑the Hamiltonian͒, an embedded submanifold M of P ͑the constraint submanifold͒ and a distribution F on P along M , i.e., F is a vector subbundle of TP ͉M . We are then interested in the following problem: find a smooth section X of the restricted tangent bundle TP ͉M →M , such that
with F o the annihilator of F in T*P ͉M . In particular, X then defines a vector field on M . It is clear that ͑7͒, ͑8͒, ͑9͒, ͑11͒ and ͑14͒ belong to the class of problems described by ͑15͒. ͑We thereby ignore the technicality that in the treatment of singular Lagrangian systems, the final constraint submanifold, in principle, may be an immersed rather than an embedded submanifold.͒ In what follows we will denote by :TP→T*P,X‫ۋ‬i X and ϭ Ϫ1 :T*P→TP, the bundle isomorphisms over P induced by the symplectic form .
We now first study the problem of the existence and uniqueness of solutions of the constrained system ͑15͒. (15) .
Proof: A simple algebraic argument shows that, under the given assumptions, TP ͉M ϭF Ќ TM . Taking the symplectic complements of both sides, we find that 0ϭFപTM Ќ and, hence,
The result now readily follows from the previous Proposition. Q.E.D. Under the conditions of the Corollary, ͑15͒ is a constrained Hamiltonian system in the sense of Marle, 19 who has studied such systems in the more general setting of Poisson manifolds. Let us now check the existence and uniqueness conditions for the examples discussed in the previous section. For the nonholonomic system ͑9͒, with a regular Lagrangian, we have ( P,) ϭ(TQ, L ), M ϭD and FϭD v . The compatibility condition introduced for such a system precisely coincides with the unicity condition from Proposition 3.1. Since a simple counting of dimensions shows that rank D v ϭdim D, it follows from the above Corollary that a compatible nonholonomic system indeed admits a unique solution. For the other cases ͑7͒, ͑8͒, ͑11͒ and ͑14͒, we note that the equations of motion are obtained after applying a constraint algorithm. The latter is precisely conceived so as to guarantee the existence of a consistent solution, i.e., in these cases the existence condition of Proposition 3.1 holds by construction. The uniqueness condition, however, need not be satisfied: in general, there will be ''gauge degrees of freedom. '' Returning to the general model ͑15͒, it is important to point out that if the system admits a solution X, it need not be true, in general, that ͑the restriction of͒ H is a first integral of X. In classical mechanics, for instance, it is well known that imposing nonholonomic constraints on a conservative mechanical system may destroy the conservation of energy ͑see, e.g., Ref.
19͒. An additional assumption on the nature of the constraints therefore is needed to ensure the conservation of energy. For a Lagrangian system subject to general ͑i.e., not necessarily linear͒ nonholonomic constraints, a sufficient condition for the energy E L to be conserved is that the constraints are ''homogeneous,'' which, in geometrical terms, means that the dilation vector field ⌬ should be tangent to the constraint submanifold ͑see Refs. 27, 28, where the less appropriate denomination ''ideal constraints'' was used instead of homogeneous constraints͒. In the case of linear constraints, this condition is always fulfilled.
Remark III.3: If ͑15͒ admits no solution, then it is possible to develop a constraint algorithm which, at least in case the given problem is consistent, will lead to a final constraint submanifold M f on which there exist a well-defined dynamics. The system to be considered then reads as
which is again of the same type as ͑15͒. By construction this system now has well-defined solutions. Therefore, without loss of generality, we will henceforth always assume that the existence condition of Proposition 3.1 is satisfied
IV. SOLVING THE DYNAMICS
Given a constrained system of the form ͑15͒ for which condition ͑i͒ of Proposition 3.1 holds, we will now indicate how one can explicitly construct a ͑local͒ solution for the dynamics.
Let X H again denote the ''unconstrained'' Hamiltonian system on ( P,), corresponding to the Hamiltonian H. Take a local basis ͕ i ;1рiрm͖ of F o , and let ͕⌽ a ;1рaрs͖ be an independent set of constraint functions which locally define M . Denote by Z i the symplectic gradient of i , that is, (Z i )ϭ i . Then, F Ќ is locally generated by the vector fields Z i and, according to ͑16͒, any solution X of ͑15͒ can be written as
where the i are Lagrange multipliers which can be determined from the tangency condition:
Indeed, the existence condition for solutions of ͑15͒, in particular, implies that this system of equations can be solved for the i , i.e., on M we have
Of course, the solution for the i need not be unique. Next, let us assume that both conditions of Proposition 3.1 are satisfied, so that the system admits a unique solution. Our goal now is to construct a projection operator which allows us to deduce the constrained dynamics from the unconstrained dynamics X H .
From the assumption F Ќ പTM ϭ0 it readily follows that for each xM , dim F x Ќ рcodim T x M , i.e., mϭcorank Fрcodim M ϭs. We can now distinguish the following two cases. Assume mϭs.
A simple dimensional argument shows that
Therefore, there exist two complementary projectors P:TP ͉M →TM and Q:TP ͉M →F Ќ and it is straightforward to check that P(X H ) is a solution of ͑15͒. Using the above notations, a local expression for P is given by
where (C i j ) is the inverse of the regular matrix (C i j ), with C i j ϭZ j (⌽ i ). Hence we obtain
Assume mϽs.
In this case, we have
with two complementary projectors P :TM F Ќ →TM and Q:TM F Ќ →F Ќ . From the existence condition it easily follows that X H͉M TM F Ќ . As above, the projection P(X H ) then provides the unique solution of the constrained dynamics.
The matrices (Z i (⌽ a )) and (Z i (⌽ a );ϪX H (⌽ a )), with (1рiрm;1рaрs), both have maximal rank m. To obtain an explicit ͑local͒ description for P(X H ) we only need to select m independent rows from the matrix (Z i (⌽ a )). Without loss of generality, we may assume these to be the first m rows (1рaрm), so that we recover ͑18͒.
Remark IV.1: Recently, various authors have pointed out that the dynamics of nonholonomic systems can be conveniently described in terms of a ''pseudo-Poisson'' bracket ͑see, e.g., Refs. 18, 29, 30͒. On the other hand, in Refs. 31, 25, a unified treatment of constrained systems has also been proposed in terms of Dirac brackets. The relation between these various bracket approaches has been discussed in Cantrijn et al. 32 It is rather straightforward to see that these bracket formulations of constrained dynamics can be extended to the general model for constrained systems considered in this paper, but we will not further enter into this matter here.
In the next three sections we wish to investigate the effect of symmetry on the dynamics of constrained systems of type ͑15͒. In particular, we will describe various reduction schemes for such systems. The subsequent analysis remains close in spirit to some related treatments of nonholonomic systems with symmetry ͑see, for instance, Refs. 33, 17, 15, 27, 34, 19, 35͒.
V. SYMMETRY AND REDUCTION
Consider a constrained system of the form ͑15͒ and let there be a given symplectic action ⌽:Gϫ P→ P of a Lie group G on the symplectic manifold ( P,), such that the submanifold M , the Hamiltonian function H and the vector subbundle F are G-invariant. For simplicity we will always assume that this action is free and proper. For each gG and x P we put ⌽(g,x) ϭ⌽ g (x)ϭgx. The infinitesimal generator ͑fundamental vector field͒ corresponding to g, with g the Lie algebra of G, will be denoted by P . By assumption we thus have for all gG,
If ͑15͒ admits a solution X, it is routine to verify that ⌽ g *X will also be a solution for each gG. This still means that at each point xM , ⌽ g *X(x)ϪX(x)F x Ќ പT x M . In particular, in case ͑15͒ has a unique solution, the latter will be G-invariant.
In discussing the reduction of a G-invariant solution of ͑15͒ we will proceed in two stages. First, we will show that the above assumptions already allow us to construct a Poisson reduction. Next, upon invoking an additional hypothesis, we will establish a kind of symplectic reduction, in the sense of the one derived by Bates and Ś niatycki 17 for nonholonomic Hamiltonian systems.
(i) Poisson reduction. Since the action ⌽ is free and proper, the orbit space P ϭ P/G is a differentiable manifold and : P→ P is a principal bundle over P with structure group G, whereby denotes the natural projection. Moreover, ⌽ being a symplectic action, it is, in particular, a Poisson action with respect to the natural Poisson structure induced by on P, i.e., it leaves the corresponding Poisson tensor field ⌳ on P invariant. It is known that the orbit space P then admits a unique Poisson structure such that the projection becomes a Poisson map ͑see, e.g., Ref. 36͒. The corresponding Poisson tensor field ⌳ on P is unambiguously determined by
for all f,ḡ C ϱ ( P ) and y Ϫ1 (ȳ ). Let ¯: T*P →TP be the linear bundle map induced by ⌳ according to
for all ȳ P and ␣ ,␤ T ȳ * P .
The Hamiltonian H being G-invariant, it induces a function H on P . Moreover, M is also assumed to be G-invariant and, clearly, the G-action induced by ⌽ on M will still be free and proper. Thus, the quotient manifold M ϭM /G is a smooth submanifold of P . Finally, we note that the G-invariance of F also implies the G-invariance of
This definition is independent of the choice of x Ϫ1 (x ). We then put
which defines a generalized distribution on P along M . In principle, the bundle F Ќ need not have constant rank. Assume now that there exists a G-invariant solution X of ͑15͒. As pointed out above, this will automatically be the case if the equation admits a unique solution. Then, X is projectable onto M and its projection X verifies
for some Z F Ќ , with X H ϭ ¯( dH ). Indeed, according to ͑16͒ we can always write X in the form XϭX H ϩZ, with ZF Ќ . The symmetry assumptions already guarantee the projectability of the Hamiltonian vector field X H . Therefore, if X is G-invariant, Z is also G-invariant and its projection onto M is a section of F Ќ .
Next, we will show that under an additional condition, the reduced dynamics X can be expressed in terms of a 2-form defined on a vector subbundle of TP ͉M . The analysis closely follows the one developed in Ref. 17 ͑see also Ref. 34͒.
(
ii) Bates-Śniatycki reduction.
In what follows, we assume that there exists a G-invariant solution X of ͑15͒ such that XF. Recall that the latter assumption, in particular, implies that X(H)ϭ0.
Remark V.1: For the mechanical systems considered in Sec. II, the condition that the constrained dynamics should belong to the distribution F is not at all restrictive. Indeed, for ͑7͒ and ͑8͒ we have that every solution X automatically belongs to F since, in those cases, TM ʚF. In the case of ͑9͒ and ͑11͒, the property that XF is a consequence of the fact that X is a SODE. Finally, for ͑14͒, the condition will be satisfied if the solution Y on D f is the projection of a SODE along a submanifold of D f . It is known that one can always find such a submanifold and such a solution. 25 In the sequel, we will denote by V the subbundle of TP whose fibers are the tangent spaces to the G-orbits, i.e., V x ϭT x (Gx) or, equivalently, Vϭker T. Note that V x ʚT x M for all xM , i.e., V ͉M ʚTM . For simplicity, we will also usually write V, instead of V ͉M , when referring to its restriction to M ͑the precise meaning should be clear from the context͒.
We now define a ͑generalized͒ vector subbundle U of TP ͉M , whose fiber at xM is given by
͑19͒
In general, this bundle need not be of constant rank, i.e., it determines a generalized distribution on P along M . In the sequel, however, we will always tacitly assume that U is a genuine vector bundle over M , although much of the analysis also holds in the more general situation. 
The remainder of the proof now readily follows from the symmetry assumptions and from the previous considerations. Q.E.D. It is important to observe that, in general, the 2-form Ū may be degenerate. However, in the case of a mechanical system with linear nonholonomic constraints, for instance, one can prove that Ū is nondegenerate, such that (Ū , Ū ) becomes a symplectic vector bundle over M ͑see Ref. 17͒. The reduced dynamics is then uniquely determined by the equation mentioned in the previous Proposition.
In the next section, we will identify three distinguished classes of constrained systems with symmetry, which will be analyzed in some more detail.
VI. A CLASSIFICATION OF CONSTRAINED SYSTEMS WITH SYMMETRY
We again consider a constrained system ͑15͒ with symmetry, as described in the previous section. Recall that Vϭker T. For each infinitesimal generator P of the given group action on P, corresponding to some g, the restriction to M is precisely the infinitesimal generator M of the induced action on M . If M is a section of VപF, we will call it a horizontal symmetry of the given constrained system ͑see also Refs. 17, 15͒. The following classification, which is inspired on the one introduced by Bloch et al. 15 for mechanical systems with linear or affine nonholonomic constraints, reflects the various possible ways the subspaces V x and F x may intersect.
͑i͒
The purely kinematic case:
The case of horizontal symmetries: V x പF x ϭV x , for all xM , which is equivalent to V x ʚF x , for all xM .
͑iii͒ The general case: ͕0͖ V x പF x V x , for all xM .
A. The purely kinematic case
Suppose that V x പF x ϭ͕0͖ and T x M ϭV x ϩ(F x പT x M ), for all xM . This implies that T x M ϭV x (F x പT x M ). In other words, observing that in this case UϭFപTM , we have TM ϭV ͉M U. Since U is G-invariant, this decomposition defines a principal connection ⌫ on the principal G-bundle ͉M :M →M , with horizontal subspace U x at xM . Note, in passing, that U here represents a vector bundle of constant rank. In what follows we let X denote a fixed G-invariant solution of ͑15͒ which, moreover, belongs to F. In particular, this means that X is horizontal, i.e., XU.
Denote by h:TM →U and v:TM →V the horizontal and vertical projectors associated with the decomposition TM ϭV ͉M U. The curvature of ⌫ is the tensor field of type ͑1,2͒ on M , given by
where ͓ , ͔ denotes the Nijenhuis bracket of type ͑1,1͒ tensor fields. Taking into account that in the present case Ū ϭTM , and applying the method developed in Sec. V, we obtain on M a 2-form ͑which is now a genuine differential form on M ) and a function H such that the projection X of X verifies
It should be pointed out that the reduced 2-form in general need not be closed. We will show, however, that in case the given 2-form on P is exact, one can construct a reduced equation, equivalent to ͑20͒, but now in terms of a closed 2-form on M . Assume ϭd for some 1-form on P. Denote by Ј the 1-form on M defined by Ј ϭ j M * , where j M :M P is the canonical inclusion. By means of the given solution X of ͑15͒ we can construct a 1-form ␣ X on M as follows:
with the usual convention that, for an arbitrary p-form ␤, h*␤ is the p-form defined by the prescription h*␤(X 1 ,...,X p )ϭ␤(h(X 1 ),...,h(X p )). (20) , also satisfies the equation
͑22͒
where Ј h and ␣ X are the projections of the 1-forms h*Ј and ␣ X , respectively.
Proof: We divide the proof in three parts: ͑i͒ the -projectability of h*Ј; ͑ii͒ the -projectability of ␣ X ; ͑iii͒ the derivation of the reduced equation of motion ͑22͒. 
Thus, for XЈ vertical, i.e., XЈV, we obtain i M (dh*Ј)(XЈ)ϭ0. Suppose now that XЈ is horizontal, i.e., XЈU. Taking into account the G-invariance of Ј we deduce that
Herewith we obtain
Summarizing, we have shown that each fundamental vector field of the G-action on M is a characteristic vector field of h*Ј and, hence, the latter is a -projectable 1-form.
͑ii͒ To prove the projectability of ␣ X we first note that
where the last equality follows by a similar argument as above, taking into account that the given X is horizontal. Next, we prove that i M d␣ X ϭ0. For this it suffices to show that i M d␣ X vanishes when acting on infinitesimal generators and on horizontal lifts of vector fields on M . Using the previous property, i.e., ␣ X ( M )ϭ0, a straightforward calculation shows that for all XЈX(M ):
From this we immediately deduce that if XЈ is a fundamental vector field of the group action, i M d␣ X (XЈ)ϭ0. On the other hand, if XЈ is the horizontal lift of a vector field Y on M , i.e., XЈϭY h , we obtain, using Lemma VI.1 and the fact that the function Ј(R(X,Y h )) is G-invariant,
͑iii͒ Recall that X satisfies an equation of the form i X dϭdHϩ␤, for some ␤F o . Putting HЈϭ j M * (ϭH ͉M ) and ␤Јϭ j M * ␤, and taking into account that X is tangent to M , we can take the pull-back of this equation to M :
Since X is horizontal, i.e., hXϭX, it follows that h*(i X dЈ)ϭi X h*dЈ. Furthermore, H ͑and, hence HЈ) being G-invariant, we have h* dHЈϭdHЈ and, finally, it is also readily seen that h*␤Јϭ0. The horizontal projection of the equation of motion on M therefore becomes
In view of the definition of the 1-form ␣ X , we then obtain
All terms in this equation are projectable onto M and the reduced equation is indeed given by ͑22͒.
Q.E.D.
Proposition 6.2 describes a situation where a constrained Hamiltonian system ͑15͒ with symmetry, admits a reduction to an unconstrained system ͑22͒, but with an additional ''nonconservative force'' represented by ␣ X . It is interesting to observe that, by construction, the 1-form ␣ X satisfies i X ␣ X ϭ0.
We now briefly comment on the problem of reconstructing the dynamics on M from the reduced dynamics on M in the case where ͑15͒ admits a unique solution X. Suppose the flow of the reduced system X is known. In order to recover flow of the constrained dynamics on M , one can first lift the integral curves of X to M by means of the horizontal lift operation associated with the principal connection ⌫. The integral curves of X are then obtained by ''shifting'' these lifted curves along the fibres of ͉M . This second step can be implemented in the standard way. 37, 38 Finally, we can summarize the situation in the case of purely kinematic constraints in the following diagram:
B. The case of horizontal symmetries
The assumption now is that V x പF x ϭV x , for all xM or, equivalently, V ͉M ʚF. In particular, every infinitesimal generator of the given group action then yields a horizontal symmetry as defined at the beginning of this section. Note also that an unconstrained Hamiltonian system with symmetry can be regarded as a special subcase of this case, since we then have M ϭ P, FϭTP and, obviously, VʚTP.
For the further analysis of this case we assume, in addition, that the given symplectic action ⌽ on P is a Hamiltonian action, in the sense that it admits an Ad*-equivariant momentum map J: P→g*, such that for all g, i P ϭd͗J,͘. Let g* be a regular value of J, and suppose that the isotropy group G acts freely and properly on the level set J Ϫ1 (). It is known ͑see Refs. 37, 36͒ that under these conditions ( P ϭJ Ϫ1 ()/G , ) is a symplectic manifold, where is the 2-form defined by * ϭ j *, with :J Ϫ1 ()→ P the canonical projection and j :J Ϫ1 () P the natural inclusion. With P again denoting the infinitesimal generator of the group action on P, corresponding to an element g, it follows from the definition of the momentum mapping that P ϭX J , where J (x)ϭJ(x)() for all x P. Taking into account that, by assumption, V ͉M ʚF, we find that for any solution X of ͑15͒, along the constraint submanifold M , X͑J ͒ϭ0, i.e., the components of the momentum mapping are conserved quantities for the constrained dynamics. This is a version of Noether's theorem for constrained systems. ͑For the case of mechanical systems with nonholonomic constraints, see in this respect also Refs. 15, 39, 35.͒ Imposing a condition of clean intersection of M and J Ϫ1 (), we have that M Ј ϭM പJ Ϫ1 () is a submanifold of J Ϫ1 () which is G -invariant. Passing to the quotient we then obtain a submanifold M ϭM Ј/G of P . Next, we can define a distribution FЈ on P along M Ј by putting
and we now make the further simplifying assumption that FЈ has constant rank. It is obvious that FЈ is a G -invariant subbundle of TP ͉M Ј and, hence, it projects onto a subbundle F of TP along M . Finally, since the restriction of the Hamiltonian H to J Ϫ1 () is also G -invariant, it induces a function H on P .
Theorem VI.3: Suppose that X is a G-invariant solution of (15). Then, X induces a vector field X on M , such that
Proof: First of all, notice that XЈϭX ͉M Ј is everywhere tangent to M Ј, since both J Ϫ1 () and M are invariant submanifolds of X. Pulling back ͑15͒ to J Ϫ1 (), we find that XЈ satisfies an equation of the form
Since X is G-invariant, and taking account the other symmetry assumptions, it follows that both XЈ and ␤ are G -equivariant sections of TM Ј and FЈ o , respectively. Moreover, from the fact that we are dealing with horizontal symmetries we may deduce, in particular, that for all g (ϭthe Lie algebra of G ), ( P ) ͉M Ј is a section of FЈ. Therefore, ␤ projects onto a section of F o . Using a standard argument, it now readily follows that XЈ projects onto a vector field on M for which ͑23͒ holds.
Q.E.D. In the case of horizontal symmetries we have thus proved that, under the appropriate assumptions, the given constrained problem on ( P,) reduces to a constrained problem on ( P , ).
As far as the reconstruction of the original constrained dynamics from the reduced dynamics is concerned, we observe that, unlike in the purely kinematic case, we now first have to select an arbitrary connection on the principal G -bundle M Ј→M . This connection will enable us to subsequently lift the integral curves of the reduced system from M to M Ј. The reconstruction of the flow of X then further proceeds as in the previous case.
The following diagram illustrates the situation in the case of horizontal symmetries. Note in passing that, modulo the appropriate embeddings, one may identify M with M പ P where, as before, M ϭM /G.
C. The general case
We now consider the case where, at xM , ͕0͖ V x പF x V x . Assuming again that the given action of G on P is Hamiltonian, with momentum map J, it is no longer true that J is a conserved quantity for the constrained dynamics. However, extending a procedure developed by Bloch et al. 15 for nonholonomic mechanical systems ͑see also Ref. 40͒, we will derive an equation which describes the evolution of some components of the momentum map along the integral curves of the constrained system.
For each xM , we put
and
Recall that M is just the restriction of P to the G-invariant submanifold M . We have that g x and S x are vector subspaces of g and T x M (ʚT x P), respectively. Putting
where we use the symbol '' '' to denote the disjoint union of the respective vector spaces, we obtain two ͑''generalized''͒ vector bundles over M , with corresponding natural projections g F →M :g x ‫ۋ‬x and S F →M : M (x)‫ۋ‬x. In general, these bundles need not have constant rank. However, for the subsequent discussion we make the simplifying assumption that g F and S F are genuine vector bundles over M , the fibers of which have constant dimension ͑independent of the base point͒. The given action being a free action, the mapping g F →S F :g x ‫ۋ‬ M (x) then defines a smooth vector bundle isomorphism.
Suppose now that the symplectic form is exact, say ϭd, and that the G-action leaves invariant. In such a case there always exists a well-defined momentum mapping J: P→g* such that ͗J͑x͒,͘ϭϪ͑ x ͒͑ P ͑x͒͒, ᭙xP, ᭙g
͑see, e.g., Ref. 37͒. Herewith we can define a smooth section J (c) :M →(g F )* of the dual bundle (g F )* as follows:
We may call J (c) the ''constrained momentum map.'' In Ref. 15 , which deals with nonholonomic mechanical systems, this map was denoted by J nhc . Given a smooth section of the vector bundle g F , we can then define a smooth function J (c) on M according to
In addition, we can construct a vector field ⌶ on M by putting ⌶͑x ͒ϭ͑ ͑x ͒͒ M ͑x͒, ᭙xM .
Denoting the Lie derivative operator with respect to ⌶ as L ⌶ , we have the following interesting result. Theorem VI.4: Let X be an arbitrary solution of (15) . For any smooth section of g F we then have
Proof: Since ⌶ takes values in F, it follows from ͑15͒ that, along M ,
From the above definitions we further deduce that J (c) ϭϪi ⌶ ( j M * ), with j M :M P again denoting the inclusion map. A straightforward computation then gives
Since H is G-invariant, it follows from the definition of ⌶ that ⌶(H‫ؠ‬ j M )ϭ0. Herewith, the previous relation immediately reduces to ͑24͒ ͑with a slight abuse of notation͒.
Q.E.D. Note that for the above result we do not have to require X to be G-invariant. Equation ͑24͒ is called the momentum equation for the given constrained system. In the case of linear nonholonomic constraints we precisely recover the result established by Bloch et al. 15 Suppose again that X is a solution of ͑15͒ and let be a constant section of g F , i.e., (x) ϭ 0 g for all xM . We may then identify the corresponding vector field ⌶ with the infinitesimal generator M 0 and, clearly, J (c) ϭ(J 0) ͉M . Moreover, by construction, M 0 is a horizontal symmetry. The momentum equation ͑24͒ then leads to
i.e., we have obtained a conserved quantity of X associated with the horizontal symmetry M 0 . This is again a manifestation of Noether's theorem for constrained systems ͑cf. the previous subsection͒.
In the next section we will apply some of the previous results to the case of a singular Lagrangian system and to a Lagrangian system with linear nonholonomic constraints induced by a principal connection.
VII. APPLICATIONS A. Singular Lagrangian systems
Consider a system described by a singular Lagrangian function L:TQ→R such that L is presymplectic. We assume that a Lie group G acts freely and properly on the configuration manifold Q and that L is invariant under the lifted action of G on TQ. It then easily follows that both L and E L are also G-invariant. In addition, we know that the lifted action of G on T*Q leaves invariant the Liouville 1-form Q and, hence, also the canonical symplectic form Q ϭ Ϫd Q ͑see, e.g., Ref. 37͒. From all this, one can subsequently deduce that the Legendre mapping is G-equivariant and that the constraint submanifolds generated by the presymplectic constraint algorithm, both on the Lagrangian and on the Hamiltonian side, are G-invariant. In particular, the final constraint submanifold M f in T*Q is G-invariant.
Let us now consider the constrained equations of motion ͑7͒ where, for simplicity, we write H instead of H 1 , i.e.,
Since M f is G-invariant, it follows that V ͉M f ʚTM f ʕTM 1 ϭF and, hence, we are in the case of horizontal symmetries. Moreover, the lifted symplectic action of G on T*Q admits an equivariant momentum map J and so we can apply the reduction procedure described in subsection IV B. Given a regular value of J, it is easy to check that the reduced system then becomes
whereby we observe that
Suppose, on the other hand, we would have started from the description of the given constrained system in terms of ͑8͒, again denoting the extended Hamiltonian by H, i.e.,
Under the given assumptions, the final constraint submanifold M f , generated through Hinds' algorithm, will also be G-invariant such that V ͉M f ʚFϭTM f , i.e., we are again in the case of horizontal symmetries. Given a regular value of the momentum map J, it is easy to check that we now have
where, assuming clean intersection of M f and
follows from Theorem 6.3 that the reduced dynamics will satisfy the constrained system
We now have the following diagram:
Notice that, according to Proposition 3.1, the reduced system ͑26͒ admits a unique solution if and
is a symplectic submanifold of (T*Q) . In that case we have the direct sum decomposition
and we can construct the unique solution of ͑26͒ in the following way. Let X H denote the Hamiltonian vector field on ((T*Q) , ), corresponding to H . The reduction X of X is then obtained by first taking the restriction of X H to (M f ) , and then projecting it onto T(M f ) .
Example Passing to the quotient we find that (M f ) is a four-dimensional submanifold of J Ϫ1 ()/(T 2 ) , with induced coordinates (r 2 ,r 3 ;p r 2 , p r 3 ) and equipped with the symplectic form ͑ M f ͒ ϭdr 2 ∧dp r 2 ϩdr 3 ∧dp r 3 .
B. Nonholonomic Lagrangian systems
We again consider an action of a Lie group G on a manifold Q, and let L:TQ→R be a regular Lagrangian which is G-invariant. The lifted action of G on the symplectic manifold (TQ, L ) is then Hamiltonian. We assume that the Lagrangian system is subjected to some linear nonholonomic constraints, described by a distribution D on Q, such that the resulting nonholonomic system verifies the compatibility condition ͑cf. Sec. II B͒ and such that, in addition, the vector subbundle D of TQ, spanned by D, is G-invariant. The constrained equations then read ͑cf. ͑9͒͒
We now consider an interesting special subcase of the purely kinematic case, namely, a ͑gener-alized͒ Č aplygin system. For a system of Č aplygin type, the configuration manifold Q is a principal G-bundle :Q→Q/G, and the constraints are given by the horizontal subspaces of a principal connection ⌫ on ͑see Refs. 
