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Introduction
The last two decades have witnessed a considerable increase in theoretical and empirical work on economic growth and its determinants. In the framework of the endogenous growth theory, Romer (1986) and Lucas (1988) emphasize the central role of technological externalities created by knowledge spillovers. They act as the driving force of technological innovation and ultimately economic growth. Since geographic proximity provides an environment in which ideas can be exchanged very easily between individuals or firms, knowledge spillovers should consequently be at work in spatially concentrated areas rather than in dispersed regions (see also Jaffe/Trajtenberg/Henderson, 1993) .
Despite a widespread consensus on the benefits of agglomeration, there is a great deal of ambiguity surrounding both the nature and the exact spatial scale of these externalities.
The question which economic structure is most conducive for regional employment growth has by now been subject to a large body of empirical literature, with contradictory results (see Combes/Overman, 2004 for an overview).
1 Do externalities that work between individuals and firms become effective in a diversified economic environment (the so-called "Jacobs externalities" according to Jacobs, 1969) , or is it rather a specialized economic structure that fosters regional employment growth ("Marshall-Arrow-Romer (MAR) externalities")? What role plays local competition? In line with Schumpeter (1942) , the existence of MAR-externalities implies that local monopoly is better for growth than local competition, because the former restricts the flow of ideas to others and so allows externalities to be internalized by the innovating plant. By contrast, Porter (1990) provides an alternative theory of technological externalities in arguing that it is just the intensity of local competition that encourages innovation by forcing firms to innovate or to fail ("Porter externalities").
The seminal paper by Glaeser et al. (1992) argues that a local industry thrives if it faces a diversified surrounding economic structure and if the degree of competition is relatively strong, whereas Henderson (1997) and Henderson/Kuncoro/Turner (1995) conclude that own industry specialization is the major employment growth engine.
The question whether a specialized or a diversified economic structure fosters regional growth is of considerable importance for regional development as well as for regional policy makers. If externalities arise out of specialization, regional actors involved in that industry are likely to specialize in just that one or in a closely connected set of activities in order to fully exploit scale economies. However, if an industry is subject to Jacobs externalities, in order to thrive it depends on a diverse, and hence usually large urban environment.
Thus if own industry specialization increases regional growth, policies appear promising that aim at promoting "regional clusters" with the intention of a self-sustained growth takeoff due to local concentration. On the other side, these policies seem less appropriate if job creation is primarily fostered by a diversification of the regional economic structure. An additional aspect that should be taken into account is the influence of history. If only the 1 Since external economies are by definition shifters of an establishment's production function, a straightforward way to understand agglomeration economies is to directly test the production function. But because of the challenges associated with that approach, recent studies have begun to examine the impact of the regional economic structure on employment growth instead. The underlying idea is that agglomeration economies enhance productivity and productive regions grow more rapidly as a result.
current economic structure influences regional growth, then regional policies might become effective immediately. If history matters, the impact might be slower, but also longer lasting.
Providing additional insights into the local employment growth factors, Combes/Magnac/Robin (2004) decompose local industry employment into internal and external employment, thereby distinguishing between the growth of existing and the creation of new plants.
They simultaneously study the dynamics of both variables as embodied in a panel vector autoregressive setting for 36 different industries in 341 French labor market regions between 1984 and 1993. For each component, they allow for different dynamics and determinants.
The econometric framework permits to consider the impact of specialization, diversity, and competition on internal and external employment growth separately, whereas conventional approaches only estimate the aggregate impact on total employment. Hence, based on the simultaneous estimation of the dynamics of firm size and the number of firms more effects can be identified than are usually considered in the literature.
By building on the methodological framework of Combes/Magnac/Robin (2004) , in this paper I provide detailed evidence on the determinants of local employment growth in Western Germany. The paper entails novel results in several respects. First, a comparison with France sheds light on possible country-specific mechanisms that work in creating employment. Are there any differences in the determinants of local inequalities in employment dynamics between France and Western Germany, or does the influence of specialization, diversification, and competition hold unanimously for both countries, after all two of the economically largest EU members? Second, by explicitly looking at internal as well as external employment growth it complements the few studies on Germany by Blien/Suedekum (2005) 
where y zst = (l zst , n zst ) is a vector of internal and external employment varying over region z (z=1,. . . ,Z ), industry s (s=1,. . . ,S), and time t (t=1,. . . ,T ). x zst comprises the explanatory variables characterizing the economic structure of a region. A(L) and B(L) are matrix polynomials in the lag operator L, u zs = (u 1zs , u 2zs ) captures time-invariant area-and-industry effects, and v zst is a vector of random shocks. u zs captures all timeinvariant effects that are possibly omitted. This assumption is particularly important because, for instance, areas are considered as closed economies facing demand and supply decisions that are unaffected of what happens in the neighboring regions. Time-invariant area-and industry effects control at least for their relative location and hence more generally for physical geography. They can also be regarded as proxies for permanent (industryspecific) spatial disparities in public endowments, technology, or institutions.
Rewriting model (1) by using one of its recursive forms results in
Random shocks ε 1zst and ε 2zst are now uncorrelated and A ij (L) and B i (L) (i,j = 1, 2)
are scalar polynomials in the lag operator. Note that equation (3) includes only the lagged values of average plant size in the determination of the number of active plants. This is justified by the theoretical argument developed by Combes/Magnac/Robin (2004) that employment decisions are taken conditional on the entry decisions of plants decided beforehand and emphasizes the causality directed from the latter variable to the former one.
Equations (2) and (3) can be estimated separately using the same methodology as for static and dynamic models of panel data. If A(L) and B(L) are of degree 0, the model is static and both employment variables are explained by the current local economic structure only.
The more general dynamic model with A(L) and B(L) of higher degrees can be obtained by assuming an autoregressive structure of the error terms. Combes/Magnac/Robin (2003) discuss in detail the statistical properties and the specification search for the best econometric model, and both static as well as dynamic specifications are presented. Since they finally prefer a parsimonious specification of a dynamic model, emphasis is put here on the presentation of the dynamic panel data models as well.
2
A straightforward way to introduce dynamic elements into equations (2) and (3) is to assume that random shocks ε zst follow an autoregressive process of order 1,
where η zst is stationary and possibly autocorrelated. When ρ < 1, the process ε zst is β l x zs,t−l + u 1zs + υ 1zst .
(5)
l zs,t−l and n zs,t−l are the (current or lagged) dependent variables and x zs,t−l the (current or lagged) explanatory variables characterizing the economic structure of a region. u 1zs and u 2zs are time-invariant location and industry-specific effects, and υ 1zst and υ 2zst are the respective standard error terms.
When applying the standard within-group estimation technique used for static panel data models to dynamic models, a serious problem arises. Because the transformed endogenous variables l zs,t−1 − l zs and n zs,t−1 − n zs are correlated with the transformed error terms υ 1zst − υ 1zs and υ 2zst − υ 2zs , the within-group estimate is biased and inconsistent for T fixed (Nickell, 1981) . A solution to this problem lies in taking first differences of the original model specified in levels in order to eliminate the time-invariant effects:
2 Results of the static specifications for Western Germany are displayed in Tables A.3 and A.4 in the Appendix. The results do not differ dramatically from the dynamic outcomes. Furthermore, the specification tests give preference to the dynamic models.
where ∆l zs,t−l = l zs,t−l − l zs,t−l−1 and ∆n zs,t−l = n zs,t−l − n zs,t−l−1 .
3
It is now possible to construct instruments for the lagged dependent variables from the second and third lags of l zst and n zst , either in the form of differences or of lagged levels. One method proposed by Anderson/Hsiao (1981) and Anderson/Hsiao (1982) Arellano/Bond (1991) . They derive a GMM estimator to get consistent estimates for the unknown coefficients by using lagged levels of the dependent and the predetermined variables as well as differences of the strictly exogenous variables. This way, the number of instruments increases considerably, and the information available in the data can be exploited to a larger extent. One important precondition for the validity of the instruments in the case of the Arellano-Bond estimator is the absence of second-order autocorrelation in the first-differenced error terms. Under the assumption of serially uncorrelated υ zst , the first-differenced error terms υ zst − υ zs,t−1 follow an MA(1) process, so that the right-hand side variables lagged two and more periods are valid instruments for their specification denoted in equations (7) and (8). Furthermore, it is assumed that the right-hand side variables are weakly exogenous with respect to υ zst , i.e.
E(υ 1zst |n zst , x zst , n zs,t−1 , x zs,t−l , ...) = 0.
E(υ 2zst |l zs,t−1 , x zst , l zs,t−2 , x zs,t−l , ...) = 0.
The Arellano-Bond estimator is used as a robustness check for the direct comparison of the two regions in Section 4 and exclusively for the extended database in Section 5.
3 Since lzst and nzst are measured in logs, the left-hand sides of equations 7 and 8 are (approximately) the growth rates of average plant size and of the number of plants. 4 The respective estimation equations and the instrumental variables will be discussed in more detail in Sections 7 and 8. Since 1999 the data also contains all plants with at least one marginally employed person not obliged to pay social security contributions and not earning more than Euro 400 per month. Because of a noticeable break in the time series at that date, these employees are excluded from the analysis. 6 This assumption cannot be supported for an analysis on the level of the NUTS3-regions. Furthermore, they are on average much smaller than the zones d'emploi (762 km 2 for the districts in Western Germany) and feature a much lower employment density (29,149 employees per district). Hence, a comparison based on the labour market regions is more appropriate. 7 The data on France is available according to the Nomenclature économique de synthèse (NES), which roughly corresponds to the German WZ93. Data from the EHP is available according to the WZ93 only from
The advantage of this approach is that the results can be additionally compared with the study of Blien/Südekum/Wolf ( 
Dependent variables
The total employment dynamics in a region, y zst , are defined by the pair of variables (L zst , N zst ). Internal employment is expressed by the average size L zst = L zst /N zst of all plants located in region z and operating in industry s at time t. L zst is total employment in cell (z,s,t) and N zst is the respective number of plants. In the following a logarithmic specification is adopted with l zst = ln(L zst /N zst ) and n zst = ln(N zst ). It has the double advantage of making the distribution of these variables closer to a normal distribution and allowing for the interpretation of first differences as growth rates.
1999 onwards, giving way to observations on seven years only. Hence, I resort to earlier data classified according to the WZ73 in order to have the same time span as available as Combes/Magnac/Robin (2004) . Because the NES and the WZ73 are not compatible, it is not possible to exactly reproduce the 36 sectors. However, conducting the analysis with 64 sectors, i.e. using all information on the two-digit level of the WZ73, does not significantly change the results.
Explanatory variables
Following both the empirical literature on agglomeration economies and regional growth and Combes /Magnac/Robin (2004) , the determinants of internal and external employment dynamics can be divided into three groups. First, there are externalities that are linked to the degree of specialization. In the empirical framework followed in this study they are reflected in the autoregressive dynamics of equations (7) The usual index of specialization, which is the ratio of employment in area z and industry s over total employment in this area (L zst /L zt ) is not retained here. In logarithms, the effect of this variable would be non-parametrically identified because of the collinearity between the dependent variables ln(L zst /N zst ) and ln(N zst ) and the market size indicator ln(l zt ). An alternative sometimes adopted in the literature consists in introducing it in levels, but as
Combes (2000) shows, this makes the interpretation difficult.
Besides externalities linked to the degree of specialization, the two other groups covering the determinants of local employment dynamics are included among the explanatory variables. The second group contains three variables measuring urbanization externalities:
(1) The logarithm of total employment in area z at time t:
This frequently used variable captures global urbanization externalities that are related to the local market size, but not to the industrial composition of the area.
(2) The logarithm of the number of industries, S zt , in which at least one plant is operating in area z at time t:
(3) The opposite of the Herfindahl index of local concentration between industries:
The variable is equal to zero if local employment is concentrated in a single industry and it is equal to the logarithm of the number of industries if the distribution of local employment is uniform across sectors.
The last two indicators (2) and (3) measure the industrial diversity of an area. They correspond to Jacobs externalities which constitute the second kind of urbanization externalities.
The third group of determinants measures Porter effects by characterizing the degree of competition between plants within one industry. Contrary to urbanization externalities that are indexed by area and period, but not by industry, local competition indicators vary across area, sector, and time. The following two indicators of local competition are considered:
(1) The dispersion of local employment between plants within a sector as measured by the opposite of the logarithm of the Herfindahl index of within area-and-industry concentration:
where L it is the the size of plant i at time t, and I zst denotes the set of all plants operating in area z and industry s at time t. If employment is concentrated in a single plant, this variable is equal to zero. It is equal to the logarithm of the number of plants if the distribution of employment is uniform among plants. Given the number of plants, this variable can be interpreted as the intensity of local competition within sectors.
(2) An indicator of total absence of competition within an area and industry:
Since it directly depends on the second dependent variable, n zst , it is only included among the explanatory variables in the equation for average plant size, l zst . The correlations between the variables are reported in the Appendix. First of all, the correlation in levels between average plant size and the number of plants is relatively weak (Table A .1). Second, the larger the two dependent variables, the larger local market size, the number of active sectors, the degree of diversity between sectors, and the less likely a monopoly situation. Larger plant size goes along with less competition between plants, whereas the larger the number of plants, the larger is local competition within sectors.
These correlations seem to reflect mainly the contrast between small and large markets.
In general and in line with the French data, the number of plants is higher correlated with the explanatory variables than average plant size. The only major difference in comparison to France emerges in the negative correlation between the competition variable and average plant size. To abstract from size effects, Table A .2 reports correlations between growth rates. They are generally weaker than those in levels. A notable exception is the correlation between the number of plants and average plant size, which becomes both stronger as well as negative.
For the subsequent econometric analysis the mean within period and industry cells is subtracted from all variables, because the focus here is on characterizing spatial effects and on comparing the performance of the single regions within Western Germany. In working with the demeaned variables, the question is not why the employment growth of an industry in a given region is x %, but rather why it is y % higher (or lower) in this region compared to the national level. Let Z zst be the set of indices z for those regions where there exists a positive number of active plants in sector s at time t. Variable l zst is then replaced by
The same calculation is applied to the other variables varying over region, sector, and time, n zst , comp zst , and mono zst .
The variables capturing only region-and time-specific effects l zt , s zt , and div zt are simply detrended. For example, if Z is the set of all area indices, l zt is replaced by
Comparison between Western Germany and France
This section centers on the direct application of the French approach to the West German labor market regions. Only plants with more than 20 employees are included. First, the results of the dynamic panel data models on average plant size are discussed, to be followed by an analysis of the number of plants. 9 For both models, I resort to the 
Average plant size
For average plant size, Combes/Magnac/Robin (2004) adopt a parsimonious specification of equation (7). The estimated model explains ∆l zst by the first differences in the number of plants (n zst ) and the independent variables (x zst ), and by the differences in these variables and average plant size lagged once:
The parameters are estimated by instrumental variables using the following values of the right-hand side variables in levels as instruments:
l zs,t−3 , n zst , x zst , n zs,t−1 , x zs,t−1 , n zs,t−2 , x zs,t−2 . Tables Tables A.3 than one, it gives no evidence for an explosive growth path. Hence, specialization effects in the strict sense are not observed. There is mean reversion in the process, implying that an exogenous growth impulse persists for some time, but with slowly decreasing effects.
The impact of the number of plants, n zst , on average plant size is negative and highly significant. Obviously, opposing forces are at work than in France, where this effect is positive. In Western Germany, the number of plants in one sector and area grows more quickly than total employment, while in France, employment growth outweighs the growth in the number of plants. This difference can have various reasons. First, knowledge spillovers that are seen as the driving force for close-by plants to gain in productivity and ultimately employment growth might not be visible in Western Germany. Second, the elasticity of demand might not be large enough, which in the theoretical model is a necessary precondition for productivity shocks to be transferred to employment growth via the underlying economic structure. The direct negative effect that the larger number of plants exerts on plant size is higher than the indirect positive effect arising from the productivity gains that decrease prices (via the increase in competition) and then increase demand. This way, average plant size decreases following a positive productivity shock in the long run.
Total market size (l zt ) has a highly significant and positive influence on average plant size. Besides global urbanization externalities, Jacobs externalities measured by the degree of the local industrial diversity also matter for internal employment growth in both countries. Among the two indicators, the number of sectors within a region, s zt , is negative and significant only in the GMM results for Western Germany, whereas the concentration of employment between sectors turns out to be highly significant and positive. Obviously, plants are larger the fewer the sectors within a region and the more employment is distributed uniformly across these sectors. In terms of agglomeration forces, this results supports the view that cost and demand linkages extend similarly to all intermediate inputs in one sector, even if the number of these inputs is not necessarily large. As regards pure local externalities, technological spillovers might work across some sectors, but not all. They would rather be maximized within relatively small but evenly balanced sub-groups of similarly sized sectors.
The degree of competition between plants within a sector and region has a pronounced impact on average plant size. comp zst is negative and significant in both regions, indicating that average plant size is larger in a sector if employment is concentrated only in few plants. In spite of the fact that in France labor is employed more often by a monopolist, the existence of a monopoly within a cell (mono z st) has no statistically significant influence, while in Germany this variable is highly significant and negative. Evidently, internal employment growth is maximized if employment within one sector is concentrated among only few plants (but definitely not only on one plant), entailing a low degree of competition.
Like for France, differences between the West German sectors become evident only in terms of magnitude, but neither in sign nor significance. Table A .5 in the Appendix lists the GMM regression results for manufacturing and services. The negative impact of the number of plants is attenuated for the service sector, but still significant. In return, the degree of competition between plants has a stronger influence in services than in manufacturing. Hence, the impact of specialization, diversity, and competition on average plant size likewise extends in the same way to both the manufacturing and the service sector.
Number of plants
Like for average plant size, the specification of equation (8) adopted for the comparison with France uses one lag of the dependent variable and up to one lag of the right-hand side variables in differences to explain the growth in the number of plants, ∆n zst :
In the results reported in the first two columns of Table 3 the following set of instruments is used:
n zs,t−3 , l zs,t−1 , x zst , l zs,t−2 , x zs,t−1 , l zs,t−3 , x zs,t−2 .
Like for average plant size, Plant growth in period t − 1 has a positive and significant impact on plant growth in period t. Like for average plant size, this result backs up the importance of specialization effects, but since the coefficient is smaller than one, MAR externalities in the strict sense cannot be observed.
The impact of the lagged plant size l zs,t−1 on the number of plants is positive for Western
Germany, but negative for France. Seemingly, large average plant size promotes the number of plants in the following period, whereas it is detrimental in the case of France.
Brixy/Grotz (2007) come to basically the same result in highlighting a negative correlation between the proportion of small firms in a region and new-firm formation in Western Germany.
A positive influence can also be asserted towards the total size of the local market. Like for internal employment, global agglomeration economies that go along with increased demand for goods and services also exist in the case of external employment. In addition, a large regional demand increases the motivation of entrepreneurs to found new firms and raises the new firms' prospects of survival (Brixy/Grotz, 2007) .
In contrast to average plant size, there is no significant impact of diversification emanating from the number of sectors, whereas the degree of diversification between sectors is again positive according to the GMM results. This is consistent with the view that the number of plants would be maximized within evenly balanced sectors, although there is no evidence on the range over which technological spillovers could work.
The degree of competition between plants in one sector clearly differs in its impact on internal and external employment, because now competition fosters the growth in the number of plants rather than being seen as detrimental to market entry. This relationship corroborates the view stated by Porter (1990) that the effects of knowledge spillovers on growth are enhanced by local competition as plants need to be innovative in order to survive.
Sectoral results are reported in Table A .6 in the Appendix. As for average plant size, differences between manufacturing and services arise only with respect to the magnitude of the coefficients, but neither with respect to sign nor to significance. It is worth noting that the No inclusion of t-2 in the regressions on France. **: significant at the 1 percent level, **: significant at the 5 percent level, *: significant at the 10 percent level. Significance levels for France added by the author. Student statistics are reported in parentheses. Time dummies included but not reported.
impact of the local market size is considerably higher for the service sector than for manufacturing. Global agglomeration externalities seem to foster in a special way the number of service plants. Similar to the findings presented here, Fritsch/Falck (2007) emphasize that the process of new firm formation in the manufacturing and the service sector nearly follows the same principles, although the strength of some determinants might be more or less pronounced in certain industries.
Extending the dataset
This section goes one step beyond the direct comparison that Section 4 focused on and extends the data sample for Western Germany over all plants employing at least one person subject to social security contributions. As already mentioned in Section 3.1, the number of plants increases much more than the number of employees. 
Average plant size
After testing several GMM specifications of equation (7) for average plant size in Western Germany, the one finally adopted includes two lags of the dependent variable and up to two lags of the right-hand side variables:
The dynamic regression results of specification (13) for average plant size are reported in Table 5 . In order to facilitate the comparison with the restricted data, the GMM results from Table 2 Not surprisingly, the number of sectors, s zt , becomes nonsignificant for explaining average plant size. Otherwise, the estimates remain stable with respect to sign and significance.
The impact of most of the explanatory variables becomes even stronger in absolute terms, as is the case for the number of plants, local market size, diversity, and the existence of a monopoly.
Last, the impact of the variables remains nonsignificant with a time lag of two or more periods. This finding supports the view that is is rather the current than some historical economic environment that influences the dynamics in average plant size. This remarkably robust relationship between the underlying economic structure and internal employment is backed by separate regressions on the small plants with up to 20 employees only. Apart from the existence of a monopoly turning to insignificance as well, there are only minor changes with respect to the magnitude of the coefficients.
13
12 Specifications with more than two lags result in non-significant coefficients for most of the variables lagged three or more times. Also all the estimates for the contemporaneous variables remain stable. Results are available from the author upon request. 13 Regression results on the small plants only are available from the author upon request. 0.223*** 
Number of plants
Like for average plant size, the specification for the number of plants (equation 8) uses two lags of the dependent variable and up to two lags of the right-hand side variables:
Results for the number of plants based on the extended database are displayed in Table 6 , with a comparison of the results based on the restricted database in the last column. Again, the model yields better specification statistics when all plants are included. Since the vast majority of the newly founded plants is small and remains small in the case of survival, 14 it might well be the case that the overall results would change due to a differing impact of the underlying economic structure. On the other side, it could be argued that because of the low survival rates of new firms their inclusion does not influence the overall results in any significant way but rather constitutes "white noise". Indeed, like for average plant size, there is not much change with regard to the restricted dataset except for the magnitude of the estimates. Notably market size, diversity and competition exert a weaker influence on the change in the number of all plants. As for internal employment, separate regressions on the small plants only indicate slight differences in the magnitude, but neither in significance nor in size of the estimates as compared to the larger plants. 
Long-run effects
The results on Western Germany based both on the restricted data as well as on all plants support the view that the impact of specialization, diversity, and competition seems to be of a contemporaneous nature rather than rooted in history. However, I also check if there is a long-run impact. Given the specifications (13) and (14), the long-run effects on employment growth can be determined by computing for each independent variable the following coefficient δ * (see also Blien/Südekum/Wolf, 2006):
where δ l are the coefficients for the lagged right-hand side variables n zst (l zst ) and x zst and ρ p for the lagged dependent variable l zst (n zst ). The long-run results are reported in Table 7 , with p-values for the significance of the coefficients in parentheses. 
Conclusions
The way the economic structure in a region is set up has a decisive influence on local employment dynamics. A comparison of the results on Western Germany with those on
France makes clear that regarding the impact of specialization, diversity, and competition the same fundamental relationship holds between the economic structure and internal and external employment growth. Importantly, in spite of many differences regarding labor market policies and historical developments in the respective economies, opposing forces are at work only with respect to the influence of the number of plants on average plant size and vice versa.
By looking in depth at internal and external employment growth in Western Germany, the results contributes to a refined understanding of the way the local industrial composition is connected with the ability of a region to generate employment. Table 8 is beneficial for the growth in the number of plants. All these results hold also separately for manufacturing and services. Additionally, the long-run effects emphasize that static externalities are prevalent compared to dynamic ones. Hence, interventions that influence the local economic structure will rather have a fast impact on employment growth, but might not be long-lasting. A third important conclusion emerges from extending the dataset for Western Germany.
Including the smaller plants with less than 21 employees that after all constitute almost 90 percent of all plants does not change the results in any major way. This provides strong evidence that internal and external employment dynamics among the smaller plants are subject to the same determinants considered in the approach followed here than the employment growth among the larger plants.
Based on the results on Western Germany, important policy-recommendations can be derived. The local economic structure most conducive to employment growth would first of all be embedded in a large market. Furthermore, it would be diversified, with sectors of roughly the same size. Since the regression results show no difference in the impact of these determinants on average plant size and the number of plants, firm consolidation policies and firm creation policies would coincide in these respects. However, they would diverge diametrically when it comes to the role of competition. If internal employment is to be supported, then the role of economic policy should consist in restricting competition within a sector, whereas economic policy should support a high degree of competition if external employment dynamics are to be fostered. This potential conflict of interest is aggravated by the equally diverging and highly significant long-run results on the effect of competition.
With respect to the theoretical basis of the empirical approach undertaken in this paper, some words of caution are advisable. Underlying the analysis is the implicit assumption that each region is a closed economy, which means that local growth is related to the economic structure of the considered region only. But since spillover effects are not necessarily confined by administrative borders, one has to be careful interpreting the results on diversity and specialization as evidence for or against a particular theory of knowledge spillovers. In this spirit, further research could consist in explicitly evaluating the spatial extent to which agglomeration forces operate. In fact, Schanne/Weyh (2009) detect significant spatial correlation in firm formation rates across the German NUTS3-regions.
An additional line of research could lie in considering further explanatory variables, e.g. information on the educational level attained by the employees. Blien/Südekum/Wolf (2006) include the employment share of college educated workers in order to measure the human capital intensity of a local industry which is not related to local economic spillovers and find a significantly positive impact on overall employment growth. Additionally, since the assumption of the working of localized knowledge externalities is at the heart of the present study, a straightforward extension would be to consider the high-technology or innovative sectors separately. In this line, Audretsch/Dohse (2007) conclude that being located in an agglomeration rich in knowledge resources is more conducive to firm growth than being located in a region that is less endowed with knowledge resources. Further research on these issues could contribute to an even more refined understanding of the linkages between the underlying economic structure and regional employment growth. **: significant at the 1 percent level, **: significant at the 5 percent level, *: significant at the 10 percent level. Time dummies included but not reported.
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