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ABSTRACT
The United States health-care system is considered to be unsustainable due to its
unbearably high cost. Many of the resources are spent on acute conditions rather
than aiming at preventing them. Preventive medicine methods, therefore, are viewed
as a potential remedy since they can help reduce the occurrence of acute health
episodes. The work in this dissertation tackles two distinct problems related to the
prevention of acute disease. Specifically, we consider: (1) early detection of incorrect
or abnormal postures of the human body and (2) the prediction of hospitalization
due to heart related diseases. The solution to the former problem could be used to
prevent people from unexpected injuries or alert caregivers in the event of a fall. The
latter study could possibly help improve health outcomes and save considerable costs
due to preventable hospitalizations.
For body posture detection, we place wireless sensor nodes on different parts of
the human body and use the pairwise measurements of signal strength correspond-
ing to all sensor transmitter/receiver pairs to estimate body posture. We develop
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a composite hypothesis testing approach which uses a Generalized Likelihood Test
(GLT) as the decision rule. The GLT distinguishes between a set of probability den-
sity function (pdf) families constructed using a custom pdf interpolation technique.
The GLT is compared with the simple Likelihood Test and Multiple Support Vector
Machines. The measurements from the wireless sensor nodes are highly variable and
these methods have different degrees of adaptability to this variability. Besides, these
methods also handle multiple observations differently. Our analysis and experimental
results suggest that GLT is more accurate and suitable for the problem.
For hospitalization prediction, our objective is to explore the possibility of effec-
tively predicting heart-related hospitalizations based on the available medical history
of the patients. We extensively explored the ways of extracting information from pa-
tients’ Electronic Health Records (EHRs) and organizing the information in a uniform
way across all patients. We applied various machine learning algorithms including
Support Vector Machines, AdaBoost with Trees, and Logistic Regression adapted
to the problem at hand. We also developed a new classifier based on a variant of
the likelihood ratio test. The new classifier has a classification performance com-
petitive with those more complex alternatives, but has the additional advantage of
producing results that are more interpretable. Following this direction of increasing
interpretability, which is important in the medical setting, we designed a new method
that discovers hidden clusters and, at the same time, makes decisions. This new
method introduces an alternating clustering and classification approach with guaran-
teed convergence and explicit performance bounds. Experimental results with actual
EHRs from the Boston Medical Center demonstrate prediction rate of 82% under 30%
false alarm rate, which could lead to considerable savings when used in practice.
viii
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1Chapter 1
Motivation
1.1 Overview
The US health care system is considered costly and highly inefficient. It spends a huge
amount of resources on the treatment of acute conditions in a hospital setting rather
than focusing on prevention and keeping patients out of the hospital. In 2008, the
United States spent $2.2 trillion for health care, which is 15.2% of its GDP. 31% of this
health-care cost goes to hospital care. It easily follows that even modest reductions in
hospital care costs matter. According to a study for nationwide frequency and costs of
potentially preventable hospitalizations in year 2006 (Jiang et al., 2009), nearly $30.8
billion in-hospital care costs were preventable. This motivates our research on early
detection and hospitalization prevention for potentially acute and common diseases.
In this dissertation we focus on two problems: (1) the body posture detection problem,
and (2) the problem of predicting hospitalization due to heart related diseases. Body
posture detection has potential applications in alerting incorrect/abnormal postures
so that unexpected injuries could be avoided at an early stage. Regarding our second
problem, our focus on heart diseases is motivated by the fact that they make up a
big part of the preventable hospitalizations.
To solve these two research problems, information about peoples’ physical condi-
tion needs to be collected and analyzed. There are two evolving trends in acquiring
this information. One is the emergence of small wearable sensors, that could detect
and transmit vital signs (e.g., pulse rates) and/or many more. Another trend is the
2extensive adoption of Electronic Health Records (EHRs). These two tendencies moti-
vate our approaches to the problems. We solve posture detection with wireless sensor
networks and explore the hospitalization prediction problem by processing EHRs.
For posture detection with wireless sensor networks, we generalize this problem
into a broader framework: formation detection. Section 1.2 gives a detailed introduc-
tion on this more general problem and its various applications. The other problem
concerning hospitalization prediction is a novel problem to the best of our knowledge.
There are closely related studies (e.g., predicting re-admissions) existing in the liter-
ature. An extensive literature review is given in Section 1.3 and there we clarify the
uniqueness of our motivation and goal.
1.2 Wireless Body Area Networks and the Posture Detection
Problem
Wireless Body Area Networks (WBANs) consist of small, battery powered, wireless
sensor nodes attached (or implanted) to the human body. Interesting sensors include
pacemakers, implantable cardioverter-defibrillators (ICDs), pulse oximeters, glucose
level sensors, sensors to monitor the heart (Electrocardiography (ECG), blood pres-
sure, etc.), thermometers, or sensors to monitor body posture. Several devices incor-
porating such sensing capabilities and wireless connectivity exist today (at least as
prototypes) (Otto et al., 2006; Latre et al., 2007). The emergence of WBANs could
potentially revolutionize health monitoring and health care, allowing for instance re-
mote uninterrupted monitoring of patients in their normal living environment. Broad
applications are envisioned in medicine, military, security, and the workplace (Jovanov
et al., 2005; Torfs et al., 2007).
One particular service that is of great interest in many of these application contexts
is to detect body posture. We give a few examples. Work related back injuries are
3a frequent source of litigation. Many such injuries can be avoided if an incorrect
posture for lifting heavy packages can be detected early on and corrected by proper
training. In another example, the inhabitants of a smart home will be able to control
different functions (such as heating or cooling, lighting, etc.) merely by gesture.
Such functionality can be important for the elderly and the disabled. An additional
application involves monitoring inhabitants of assisted living facilities; body posture
reveals a lot about the “state” of an individual and could alert caregivers in case of
emergency (e.g., body falling to or lying on the stairs (Lai et al., 2010)).
The basic idea is to place WBAN devices on different parts of the body, say,
wrist, ankle, shoulder, knee, etc., and to detect the posture of the body through the
formation of the wireless sensor nodes, i.e., the relative positions of these nodes. The
premise of our work is that the formation of the wireless sensor nodes is reflected
by the Received Signal Strength Indicators (RSSI) at WBAN nodes. RSSI is the
signal strength received in a wireless environment and indicates the power level being
received by the antenna. As our experiments show, RSSI indeed reflects the formation
of the wireless sensor nodes, but in a rather complicated way. In particular, the RSSI
signatures of a formation (or posture) do not have a simple dependence on the pairwise
distances of the WBAN nodes (Ray et al., 2006; Paschalidis and Guo, 2009). Instead,
they are correlated among different WBAN pairs, do not follow a standard noise
model, and they also depend on the time and the location of the body and other subtle
aspects (e.g., the thickness of clothes). This is the reason we focus on measurement-
based methods, including probabilistic classifiers and supervised learning approaches.
The problem at hand has a wider applicability than the WBAN setting. The
techniques we develop are also applicable in detecting (and controlling) the forma-
tion of robot swarms deployed in the interior of a building. In indoor deployments,
the mapping from RSSI to distance is erratic and unpredictable, requiring the more
4sophisticated classification or hypothesis testing techniques we develop (see also (Ray
et al., 2006; Paschalidis and Guo, 2009; Li et al., 2012)).
In this dissertation, we assume that formations take values in a discrete set. We
develop a new method that constructs a pdf family for each formation by leverag-
ing a generalized joint pdf interpolation scheme; a simpler interpolation scheme was
proposed by (Bursal, 1996). We then formulate the formation detection problem as
the composite hypothesis testing problem that determines the most likely pdf fam-
ily from which RSSI measurements originate. To solve this problem we propose a
Generalized Likelihood Test (GLT). We compare this approach to two alternatives.
The first is a simple Likelihood Test (LT) applied to a standard hypothesis testing
problem which associates a single pdf (rather than a pdf family) to each formation.
LT is also widely applied to pattern detection in spatial data (Kulldorff, 1997; Kull-
dorff, 2001; Neill, 2012). The second alternative is a supervised learning approach –
the Multiple Support Vector Machine (MSVM) (Cortes and Vapnik, 1995; Duan and
Keerthi, 2005).
1.3 EHRs and Preventive Health Care Problems
As mentioned in Section 1.1, nearly $30.8 billion in-hospital costs were preventable
in year 2006 (Jiang et al., 2009). Among this cost, heart-related diseases were a big
part (more than 9 billion, or about 30% of the total preventable in-hospital cost). So
even modest reductions will result in huge savings. This motivates our research to
predict heart-related hospitalizations. To that end, we will leverage the accelerating
accumulation of patients’ EHRs and the recent developments of machine learning
techniques.
The adoption of EHRs into medical practices has existed for more than two
decades and EHRs have been used under various scenarios e.g., in reminder systems
5for preventive care in the ambulatory setting (Shea et al., 1996), in decision support
systems (Hunt et al., 1998), and in general primary care resulting in net financial
benefit (Wang et al., 2003). These early applications mainly use EHRs for real-time
recording, monitoring and alerting, which facilitate hospital care but merely scratch
the surface of what may be possible. To provide a more efficient system, we need
to explore deeper past records, estimate the trend of patients’ health conditions, so
that acute conditions could be foreseen for a large number of patients. Prediction can
lead to preventions and costly hospitalizations could be prevented by taking specific
actions such as scheduling a visit to the doctor, a more exhaustive screening, or other
mild interventions. All of these preventive actions are much cheaper than hospitaliza-
tions. To that end, the widely used machine learning methods seem to be promising
tools and we extensively explore them for our problem.
To make the system even more efficient and save doctor’s time on examining
the alerted patients, we conduct further research in this hospitalization-prediction
direction and propose a problem that requires the prediction of hospitalization and at
the same time identifies the subgroups that patients lie in. This grouping requirement
naturally arises from the medical application, where subcategories of disease with
very different physiology indeed exist, such as dysrhythmia as a type of heart disease.
By solving this joint grouping and prediction problem, we could extract common
symptoms for each group. When one patient is detected with high hospitalization risk,
the group information of this patient can also be provided to doctors as a summary
of the patient’s history. In this way, doctors would be able to quickly concentrate on
the main problem of the patient. Furthermore, and equally importantly, providing an
explanation to physicians for a hospitalization prediction, increases their confidence
in the prediction and the likelihood they will take preventive action.
6Chapter 2
Formation Detection with Wireless Sensor
Networks
As we already outlined in Chapter 1, we generalize the posture detection problem
into a more general framework of formation detection. We try to solve the problem
of detecting the formation of a set of wireless sensor nodes based on the pairwise
measurements of signal strength corresponding to all transmitter/receiver pairs. We
develop a composite hypothesis testing approach which uses a Generalized Likelihood
Test (GLT) as the decision rule. The GLT is compared with the simple Likelihood
Test (LT) and Multiple Support Vector Machines (MSVMs). Our analysis and ex-
perimental results suggest that GLT is more accurate and suitable for formation
detection. Besides the body posture detection, formation detection problem has in-
teresting applications in autonomous robot systems, which we will also elaborate in
this chapter.
The rest of the chapter is organized as follows. In Section 2.1, we survey recent
research on posture detection with WBANs and on formation detection for robot
swarms. We also discuss several applications of GLT and SVM-based methods. In
Section 2.2, we formulate our problem and introduce our notation. In Section 2.3, we
introduce the two decision rules for the hypothesis testing formulation. Section 2.4
describes the MSVM approach. In Section 2.5 and Section 2.6, we describe simula-
tion and experimental results and compare the various methods. We end with some
concluding remarks in Section 2.7.
7Notation: We use bold lower case letters for vectors and bold upper case letters
for matrices. All vectors are column vectors and we write x = (x1, · · · , xn) for
economy of space. Transpose is denoted by prime.
2.1 Related Work
Recent developments in sensor technology make wearable sensors and the resulting
body area network applicable to a variety of scenarios. Body posture detection in
particular, has been studied for different purposes and with different approaches.
One application concerns detecting a fall of the monitored individual, which is useful
in protecting senior citizens (Lai et al., 2010). Although video monitoring or alarms
with buttons could offer alternatives, they have their own limitations. The former one
raises privacy concerns while the latter one requires the senior person’s consciousness
after falling. A WBAN solution, however, does not suffer from these limitations (Lai
et al., 2010).
(Farella et al., 2006) constructs a custom-designed WBAN for posture detection.
The constructed WBAN uses accelerometers to acquire information about the pos-
ture, and then makes a classification according to a pre-set table. The accelerometers
are also used in (Foerster et al., 1999) for posture detection in ambulatory monitoring.
As shown in these previous works, it is common to use accelerometers as the main
source of relevant data ((Lai et al., 2010; Farella et al., 2006; Foerster et al., 1999)).
Accelerometers indeed provide accurate measurements for quick movements and thus
are more suitable for motion detection. However, for posture detection, they need
an inference step to “derive” posture from motion, which makes the detection more
complicated and highly dependent on the logical rules implemented in this inference
step. In Section 2.6, we conduct experiments to demonstrate the insufficiency of ac-
celerometers under certain situations. As we will see, RSSI provides complementary
8information which can be leveraged to render posture detection more accurate and
robust to measurement noise.
The work of (Quwaider and Biswas, 2008) provides a novel approach for posture
detection by using the relative proximity information (based on RSSI) between sen-
sor nodes. Compared to accelerometer-based methods, this approach is not limited
to activity intensive postures, such as walking and running, but also works for low
activity postures such as sitting and standing. This is one of the main reasons we
elect to use RSSI signals for posture detection. (Quwaider and Biswas, 2008) uses a
technique involving a Hidden Markov Model (HMM). Our approach is quite different
as it does not exploit temporal relations among measurements and this contributes to
increased robustness to measurement noise. Our rationale is that capturing temporal
relations among measurements necessitates a more sophisticated model, which in turn
requires more samples for training the model parameters and an increased computa-
tional effort. At the same time, a sophisticated model has more system parameters,
which elevates the risk of having modeling errors and increases the sensitivity to
measurement noise, either due to systematic (e.g., sensor misalignment) or random
causes.
In addition to the posture detection, detecting the formation of sensor nodes in
a wireless sensor network has found a major application in robot swarms. Recent
developments in swarm robotics introduce new applications such as navigation and
terrain exploration by self-assembled systems (Batalin and Sukhatme, 2002; Chris-
tensen et al., 2007; Nouyan et al., 2008). Self-assembled systems are attractive as
they can more easily adapt to various unforeseen changes to their environment. For
example, consider a robot swarm navigating an unknown area. The robots have to
deploy themselves and assume multiple formations to fit the various parts of the ter-
rain they are exploring (Christensen et al., 2007). To make adjustments, knowing
9their current formation is inevitably needed and thus accurate formation detection
becomes essential.
We next turn to surveying work related to the methodologies we employ. The
Support Vector Machine (SVM) is a binary classifier well known for its generally
good performance in many applications (Burges, 1998). To adapt SVM from binary
classification to multiclass classification, it is common to apply SVM between each pair
of classes and then employ a simple majority vote to make the final decision (Duan and
Keerthi, 2005). We call this extension Multiple SVM (MSVM). In addition to machine
learning, maximum likelihood-based techniques are also used for classification. In the
related but simpler problem of sensor location detection, a simple hypothesis testing
approach was introduced in (Ray et al., 2006). For the same application a more robust
approach involving composite hypothesis testing was developed in (Paschalidis and
Guo, 2009). Yet a different approach was introduced in (Li et al., 2012).
The present work essentially extends the line of work in (Ray et al., 2006; Pascha-
lidis and Guo, 2009; Li et al., 2012) to the more complex problem of formation detec-
tion. The key salient difference of our present work from the localization work in (Ray
et al., 2006; Paschalidis and Guo, 2009; Li et al., 2012) is that localization utilizes
the (marginal) pdf of measurements from a single sensor at a set of receivers whereas
formation detection needs the joint pdf of measurements from multiple sensors at a
single receiver. As we will see, this requires several innovations including appropriate
procedures for pdf estimation and interpolation. Further, our earlier work focused
on establishing GLT optimality under certain conditions and optimally placing the
multiple receivers whereas in the present paper the focus is on the formation detection
application and the pros and cons of alternative sensor modalities and classification
approaches.
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2.2 Formulation
Consider k sensors, where one of them is the receiver and the rest are transmitters,
and let C = {1, . . . , C} be a discrete set of their possible formations. In practice,
the positions of the sensors take values in a continuous space and one can argue that
formations are also continuous. However, for many applications, including the ones
discussed in the Introduction, we are interested in distinguishing between relatively
few formations which characterize the “state” of the underlying physical system (e.g.,
the body, the robot swarm).
The discretization of formations is in line with our earlier sensor localization work
(Ray et al., 2006; Paschalidis and Guo, 2009; Li et al., 2012). It makes the detec-
tion/classification problem more tractable but introduces the requirement that the
techniques to be used should be robust enough and tolerant to mild or moderate per-
turbations. As mentioned in the Introduction, such perturbations cause systematic
differences between measurements taken during the training and detection phases. To
accommodate these differences, we take every element of C to represent a “family” of
similar looking formations that can be generated from a nominal formation subject
to perturbations.
The RSSI measurements at the receiver are denoted by a column vector x ∈ Rd,
where d = k − 1. In each of the methods we will present, the formation classifier is
computed from a training set of RSSI measurements, and then we examine experi-
mentally how well the classifiers generalize to additional measurements. Two types of
methods for building the classifier will be considered next: a probabilistic hypothesis
testing approach and MSVM.
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2.3 Probabilistic Approach
In the probabilistic approach, we treat each formation as a composite hypothesis
associated with a family of pdfs in the space of the joint RSSI measurements. We
use a family of pdfs for each formation in order to improve system robustness (e.g.,
with respect to time and location). The pdfs are first estimated from the training
data, employing a technique combining a Parzen windowing scheme and Gaussianiza-
tion (Erdogmus et al., 2004). The pdf families are formed using a pdf interpolation
technique that we have generalized from (Bursal, 1996). Finally, decisions are made
according to the well-known (generalized) maximum likelihood test.
2.3.1 Multivariate density estimation
Suppose among the M samples, x1, . . . ,xm are associated with one formation in C.
Let X = [x1x2 · · ·xm]. We view the measurements x1,x2, . . . ,xm as realizations of
a random variable x = (x1, x2, . . . , xd). Here we use subscripts to denote different
samples while superscripts to denote different dimensions. We first estimate the
marginal pdfs of x denoted by pi(xi), i = 1, . . . , d, using Parzen windows.
Generally, for a set of scalar samples {x1, · · · , xN} the Parzen windows estimate
for the marginal pdf (of single dimension) is
fˆ(x) =
1
N
N∑
j=1
Kσ(x− xj), (2.1)
where the kernel function Kσ(·) is a Gaussian pdf with zero-mean and variance σ2.
The parameter σ controls the width of the kernel and is known as the kernel size. We
use the default σ value that is optimal for estimating normal densities (Bowman and
Azzalini, 1997),
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which is
σopt =
(
4σˆ5
3n
) 1
5
≈ 1.06σˆn−15
where σˆ is the standard deviations of the samples. This is a common and effective
way of selecting the kernel size. There are also many other methods for bandwidth
selection and a brief survey is included in (Jones et al., 1996). The benefit of using
Parzen windows is that the resulting pi(xi)’s are smoothed.
We then estimate the joint pdf using the Gaussianization method of (Erdogmus
et al., 2004), the basic assumption (or approximation) of which is : when we transform
the marginal distributions separately into Gaussian distributions, the joint distribu-
tion also becomes Gaussian. Specifically, we construct an element-wise Gaussianiza-
tion function h(x) = (h1(x1), h2(x2), . . . , hd(xd)), such that the marginal distributions
of z = h(x) are zero-mean Gaussian distributions. Then, we assume z is also jointly
Gaussian, thus, its pdf can be determined from the sample covariance matrix Σz.
The joint pdf of x can therefore be estimated as (Erdogmus et al., 2004):
p(x) =
gΣz(h(x))
|∇h−1(h(x))| = gΣz(h(x))
d∏
i=1
pi(xi)
g1(hi(xi))
, (2.2)
where gΣz denotes a zero-mean multivariate Gaussian density function with covariance
Σz, p
i is the i-th marginal distribution of x, and g1 denotes a zero-mean univariate
Gaussian density function with unit variance.
2.3.2 Interpolation of probability density functions
In order to construct a family of pdfs for each formation, we introduce an interpolation
technique for probability density functions.
Let each fi(x), i = 1, . . . , N , be a d-dimensional pdf with mean µi and covariance
matrix Ki. Note that these are generally non-Gaussian pdfs. We call what follows
the linear interpolation of these pdfs with a weight vector α, where the elements of
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α are nonnegative and sum to one.
It is desirable that the mean and covariance of the interpolated pdf equal
µ =
N∑
i=1
αiµi, K =
N∑
i=1
αiKi. (2.3)
Define a coordinate transformation for each i = 1, . . . , N , so that given x (the target
position, at which we are trying to evaluate the density), xi is defined by
K−1/2(x− µ) = K−1/2i (xi − µi), (2.4)
where K1/2(K1/2)′ = K. The Jacobian of each transformation is expressed as
Ji =
√
det(KiK−1). (2.5)
The interpolation formula is then
fα(x) =
N∑
i=1
αiJifi(xi). (2.6)
This interpolation not only achieves property (2.3), but also preserves the “shape”
information of the original pdfs to a large extent. For example, if the original pdfs
are Gaussian, then the interpolated pdf is also Gaussian. This cannot be achieved by,
say, a simple weighted sum of the original pdfs. The formula above was first given
in (Bursal, 1996), but formally only for cases satisfying d = N . We verify that the
general case is also true.
Corollary 1. Using the pdf interpolation procedure denoted by (2.4), (2.5), and (2.6),
the resulting pdf always satisfies (2.3).
Proof. We verify that fα(x) (cf. (2.6)) is a pdf with mean µ and variance K. First,
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we verify that fα(x) is a probability measure:
∞∫
−∞
· · ·
∞∫
−∞
fα(x)dx
1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
Jifi(xi)dx
1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
fi(xi)dx
1
i · · · dxdi
=
N∑
i=1
αi = 1.
The first equality above is obtained by directly plugging in fα(x). The second
above equality uses that Ji is the Jacobian of each transformation and Jidx
1 · · · dxd =
dx1i · · · dxdi .
Then we verify the mean:
∞∫
−∞
· · ·
∞∫
−∞
xfα(x)dx
1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
xJifi(xi)dx
1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
(K1/2K
−1/2
i (xi − µi) + µ)fi(xi)dx1i · · · dxdi
=
N∑
i=1
αi(K
1/2K
−1/2
i
∞∫
−∞
· · ·
∞∫
−∞
(xi − µi)fi(xi)dxdi · · · dxdi
+ µ
∞∫
−∞
· · ·
∞∫
−∞
fi(xi)dx
1
i · · · dxdi )
=µ
N∑
i=1
αi = µ.
The second equality above is due to (2.4). The fourth equality is due to
∫∞
−∞ · · ·
∫∞
−∞(xi−
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µi)fi(xi)dx
1
i · · · dxdi = 0, (µi is the mean of xi) and
∫∞
−∞ · · ·
∫∞
−∞ fi(xi)dx
1
i · · · dxdi = 1
(fi(xi) is a probability measure).
Lastly, we check the covariance matrix:
∞∫
−∞
· · ·
∞∫
−∞
xx′fα(x)dx1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
xx′Jifi(xi)dx1 · · · dxd
=
N∑
i=1
αi
∞∫
−∞
· · ·
∞∫
−∞
(K1/2K
−1/2
i (xi − µi) + µ)(K1/2K−1/2i (xi − µi) + µ)′fi(xi)dx1i · · · dxdi
=
N∑
i=1
αi(
∞∫
−∞
· · ·
∞∫
−∞
(K1/2K
−1/2
i (xi − µi)(xi − µi)′fi(xi)(K−1/2i )′(K1/2)′dx1i · · · dxdi
+
∞∫
−∞
· · ·
∞∫
−∞
K1/2K
−1/2
i (xi − µi)µ′fi(xi)dx1i · · · dxdi
+
∞∫
−∞
· · ·
∞∫
−∞
µ(K1/2K
−1/2
i (xi − µi))′fi(xi)dx1i · · · dxdi
+
∞∫
−∞
· · ·
∞∫
−∞
µµ′fi(xi)dx1i · · · dxdi )
=
N∑
i=1
αi(K
1/2K
−1/2
i Ki(K
−1/2
i )
′(K1/2)′ + µµ′)
=(µµ′ + K)
N∑
i=1
αi = µµ
′ + K.
The second equality above is obtained by substituting (K1/2K
−1/2
i (xi − µi) + µ)
for x, which is derived from (2.4). The third equality is obtained by expanding all
the terms in brackets and results in four terms. The first term simply calculates
the variance of xi and then scales it by some constants. This term turns out to be
K1/2K
−1/2
i Ki(K
−1/2
i )
′(K1/2)′. The second and the third term turn to be zero because
µi is the mean of xi. The fourth term is constant.
Our verification is complete.
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It worth noting that given distinct models, one can devise several (and perhaps
more sophisticated) alternatives to linear interpolation. Added sophistication, how-
ever, can substantially increase the computational overhead. Given that, as we will
see, the linear interpolation yields pretty good experimental results we elected to not
explore alternative interpolation techniques.
2.3.3 LT and GLT
We associate a hypothesis Hj to each formation j ∈ C. For each formation j, we
collect measurements from different deployments of the nodes according to j in dif-
ferent environments (e.g., rooms of a building). The idea is to capture a variety of
“modes” of the environment that can affect RSSI, as well as, sample a set of poten-
tial perturbations of sensor positions corresponding to a particular formation. For
each set of measurements, we construct a pdf f(x|Hj) as outlined in Section 2.3.1.
We interpolate as in Section 2.3.2 the pdfs corresponding to different deployments of
formation j to end up with a pdf family fα(x|Hj) characterizing this formation. As
explained earlier, the key motivation for constructing pdf families is to gain in robust-
ness with respect to small perturbations that would naturally arise in any deployment
of a formation.
The maximum likelihood test (LT) is based on just a single pdf f(x|Hj) charac-
terizing formation j. Using n observations (sets of RSSI measurements) x1, . . . ,xn,
it identifies formation HL if
L = arg max
j∈C
n∏
i=1
f(xi|Hj). (2.7)
The test we propose is a composite hypothesis test using the pdf families fα(x|Hj).
It uses the generalized likelihood test (GLT) which was shown to have desirable opti-
mality properties in (Paschalidis and Guo, 2009). Specifically, it identifies formation
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HL if
L = arg max
j∈C
max
α
n∏
i=1
fα(xi|Hj). (2.8)
2.4 Multiple Support Vector Machine
In this section we describe a classification approach using a Support Vector Machine
(SVM). An SVM is an excellent two-category classifier (Cortes and Vapnik, 1995).
We work with one pair of formations, l1 and l2, at a time. To find the support vectors,
we solve the following dual form of the soft margin problem (see (Cortes and Vapnik,
1995)):
max −1
2
M1∑
i=1
M1∑
j=1
αiαjIiIjK(xi,xj) +
M1∑
i=1
αi,
s.t.
M1∑
i=1
αiIi = 0, (2.9)
0 ≤ αi ≤ Λ,
where xi’s are the original measurements, Λ is the penalty coefficient, K(·, ·) is the
kernel function, Ii = ±1 is the label of sample i with 1 meaning formation l1 and −1
meaning formation l2, and M1 is the total number of samples associated with either
formation. Given a measurement x, the SVM categorizes it by computing
Il1l2(x) = sign(
M1∑
i=1
IiαiK(x,xi)), (2.10)
where Il1l2(x) denotes the output label. Again, 1 means formation l1 and −1 means
formation l2.
We tried several commonly used kernel functions and ended up using the Gaussian
radial basis function:
K(x1,x2) = exp(−‖x1 − x2‖
2
2σ2
). (2.11)
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For a C-class SVM, as in our case, we can apply C(C − 1)/2 pairwise SVMs, and use
a majority vote to make the final decision (Duan and Keerthi, 2005):
L = arg max
i∈C
∑
j 6=i
Iij(x). (2.12)
Formula (2.12) is for a single observation classification. With multiple observations,
we need another level of majority voting over n observations.
In summary, MSVM needs to run SVM several times to classify a given piece of
test data and each run involves more than one class of training data. On the other
hand for GLT (or LT), the calculation of the likelihood of test data for a certain
hypothesis only needs the training data of that class. Given C classes, GLT needs C
sets of models, one for each class. Each set is the outcome of interpolations. Suppose
we discretize the possible values of α in (2.8) and assume up to Γ possible values
(including the originally estimated pdfs which correspond to α being equal to a unit
vector). Then, GLT needs O(CΓ) amount of work to make a decision for each test
input. On the other hand, MSVM performs
(
C
2
)
binary classifications, which is on the
order ofO(C2). If we consider Γ as a constant with regard to C, the complexity of GLT
grows linearly in C and we have the potential of requiring much less computational
resources as C increases. In our experiments, however, due to the limitation of time
and computational resources, we only performed tests involving a 3-class problem.
For such a small C, our implementation of GLT took more time than SVM. In actual
applications, such as posture detection, we expect a larger number of classes where
the computational benefits of GLT will be evident. We actually conducted a toy
simulation experiment, where the running time of GLT ans MSVM are compared
under different C values, the experimental results support our analytical analysis
above. But the value of C has to be large (greater than 200) for GLT to take less
time than MSVM.
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Figure 2·1: Samples of points drawn from the two Gaussian distribu-
tions.
2.5 Simulations
2.5.1 Setup
We first compare the methods we discussed using simulated data. We generate points
in R2 drawn from two Gaussian distributions. Points of class 1 are drawn from a
Gaussian with mean (0, 0) and covariance equal to the identity matrix. Points of class
2 are drawn from a Gaussian with mean (1, 0) and covariance equal to the identity
matrix. Sample points drawn from these two distributions are shown in Figure 2·1.
We generated 100 training data points and 500 test data points per class. The
LT and SVM algorithms were directly applied to these data. For GLT, the training
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Figure 2·2: Average classification accuracies of different methods on
simulated data.
data were randomly split into two subsets, each with an equal number of points.
For each class we derived an empirical pdf of point locations within each one of the
two subsets. We then applied the approach of Section 2.3.2 and constructed a pdf
family for each class as the interpolation of the two empirical pdfs corresponding
to the two subsets. The GLT was applied using these two (class 1 and class 2)
pdf families. The whole process was repeated 100 times in order to eliminate any
variability due to the randomly generated data. Figure 2·2 plots the average (over
the 100 repetitions) classification accuracies achieved by the three algorithms as a
function of the number of observations used. By classification accuracy, we denote
the fraction of correctly classified test data in the test data set. The results show
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that even though all three methods perform equally well when a single observation
is used, with multiple observations probabilistic methods (LT, GLT) achieve higher
classification accuracies than SVM. GLT and LT perform similarly because samples
of each class are drawn from a single pdf and there is no systematic difference between
samples. Our next setup is aimed at highlighting the differences between GLT and
LT.
In the above setting, the means of the two classes are fixed. We set up another
simulation experiment with “uncertain” means, reflecting systematic differences be-
tween samples (e.g., due to sensor misalignment). More specifically, noise is added
into one dimension of each mean vector as follows: the mean of class 1 is set to (x1, 0)
where x1 is uniformly distributed in the interval [−5, 0], while the mean of class 2 is
set to (1, y2) with y2 uniformly distributed in the interval [0, 5]. Two training data
sets are generated under the extreme values of the means, while the test data are
generated under random mean values. We train the three classifiers as described ear-
lier. The GLT classifier uses a pdf family for each class derived as the interpolation
of the empirical pdfs built from each of the two training sets. The rationale for using
the extreme values for the means during training is that, in practice, we ought to
gather several sets of data (much more than just two) and data from the extreme
distributions are likely to be among them. For this experiment, we plot the average
classification accuracies achieved by the three algorithms in Figure 2·3. The results
essentially validate our premise that led us to develop the GLT approach. They indi-
cate that GLT is indeed more “robust” to systematic uncertainty than LT and SVM
is substantially inferior to GLT.
2.5.2 Discussion
Our simulation results show that GLT and LT perform better for multi-observation
test/classification. The intuition behind this is that in expressions (2.7) and (2.8),
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Figure 2·3: Average classification accuracies of different methods on
simulated data with uncertain means.
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the likelihoods of different observations are multiplied together so that one large like-
lihood (corresponding to high confidence) can dominate others. Ideally, if the empir-
ical pdf in LT (pdf family in GLT) is indeed the underlying density and the multiple
observations x1, . . . ,xn are i.i.d., the multiplication f(x1) · · · f(xn) (correspondingly
fα(x1) · · · fα(xn) for GLT) yields the joint density evaluated at the n observations.
As a result, (2.7) becomes the likelihood ratio test using the joint distribution which
is guaranteed to be optimal. Similarly, (2.8) becomes the GLT using the joint dis-
tribution and it also optimal under certain conditions (Paschalidis and Guo, 2009).
On the other hand, in the MSVM approach, each observation (independent of our
confidence level) simply adds one vote to a class.
In the simulation experiment with uncertain mean values, GLT outperforms LT
because GLT has the ability to appropriately shift the density to fit the test data by
making use of the free parameter in the pdf family constructed by interpolating the
two (extremal) empirical pdfs. This is a unique characteristic of GLT and it results
in GLT’s robustness with respect to system parameters (i.e., the mean values in this
case). It is worth noting that this characteristic of GLT requires the availability of the
“extremal” distributions in the training data and is also affected by the mechanism
of pdf interpolation.
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2.6 Experiments
2.6.1 Hardware
For our experiments we used the Intel Imote2 motes from Memsic Corp. to mea-
sure the RSSI. The Imote2 (2400-2483.5 MHz band) uses the Chipcon CC2420,
IEEE 802.15.4 compliant, ZigBee-ready radio frequency transceiver integrated with
an PXA271 micro-controller. Its radio can be tuned within the IEEE 802.15.4 chan-
nels, numbered from 11 (2.405 GHz) to 26 (2.480 GHz), each separated by 5 MHz.
The RF transmission power is programmable from 0 dBm (1 mW) to -25 dBm. In
order to reduce the signal variation for each posture, we tuned the RF transmission
power to -25 dBm at channel 11.
In addition to RSSI, we also measure the angle formed by the trunk of a body
and the ground using an Imote2 ITS400 sensor board which has an onboard 3-axis
accelerometer. For this measurement, we only need 1-axis information.
2.6.2 Setups
Setups 1 and 2 target body posture while Setup 3 concerns robot swarm formation.
Setup 1 We use 4 sensors (measuring only RSSI) attached to the right upper chest,
outside of left wrist, left pocket and left ankle. It is easy and convenient to attach
sensors at these 4 body areas. Among all these sensors, the right upper chest one is
used as the receiver while the rest are transmitters.
If the postures are very different (such as standing vs. bending forward), classifica-
tion is much easier and all methods (GLT, LT and MSVM) show very high accuracy.
To discern differences among the three methods we use the following three patterns
which are not quite easy to differentiate:
• standing straight with hands aligned with the body (military standing at at-
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tention);
• standing straight with the two hands loosely held together in front of the body;
• and standing straight with the two arms folded in front of the chest.
It is quite obvious that with only accelerometers, these three similar postures are not
separable.
We capture three sets of data from the sensors at different times. Each set contains
all postures. Each of the three sets has roughly 1000 observations per posture. In
each experiment, we randomly select 200 samples per posture from these three data
sets and samples from two of them are used for training, while samples from the
remaining data set are used for testing. We repeat the experiment 60 times and
report the classification accuracies in Figure 2·4.
The experimental results lead to the same conclusions as in Section 2.5. The
advantage of GLT is obvious and as more observations are used the classification
accuracy approaches 97%. We note that with GLT, it is possible to distinguish
between very closely related postures which can broaden the applicability of posture
detection.
Setup 2 In this setting, the previous four sensors are still used and attached to
the same positions. In addition, one more sensor, which measures the inclination of
the trunk of the body relative to the horizontal, is attached to the chest. We design
three postures that require both the RSSI information and the angle information to
differentiate them:
• standing straight with hands aligned with the body (military standing at at-
tention);
• bending forward to almost 90 degrees;
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Figure 2·4: Average classification accuracies of different methods on
real sensor data under Setup 1.
• and lying down flat.
In view of the body formations, the first posture is exactly the same as the third one.
However, they may imply a very different condition in a application where an elderly
resident is monitored in her home. In particular, lying on the floor may be due to
unconsciousness and is reason to alert emergency services.
The data collection here is similar to Setup 1. We collect three sets of data with
1000 observations per posture in each of the three data sets. From these, 200 samples
per posture are randomly selected each time for performing the experiment. We plot
average classification accuracies when using only accelerometer data in Figure 2·5 and
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Figure 2·5: Average classification accuracies of different methods with
only accelerometer measurements under Setup 2.
when using both RSSI and accelerometer data in Figure 2·6.
It can be seen that using accelerometer data only does not lead to high classifi-
cation accuracies. Yet, GLT outperforms LT and MSVM for n ≥ 5 in those cases.
By adding RSSI measurements we can achieve classification accuracies on the order
of 91%–94% and differentiate postures quite well. It can also be seen that GLT per-
forms better than the other two methods for smaller n and equally better with LT
than MSVM for larger n.
Setup 3 In this setting, we target a very different application: formation detection
applied to robot swarms. We consider a swarm of robots roaming within a building
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Figure 2·6: Average classification accuracies of different methods with
both RSSI and accelerometer measurements under Setup 2.
and seek to detect the formation they are in, out of a discrete repertoire of possible
formations. In our experimental setup we simply place sensors on the floor of the
building according to three different formations: rectangle, parallelogram, and linear,
which are shown in Figures 2·7 – 2·9.
The rectangular and linear formations have been considered elsewhere in the lit-
erature and are suitable for a number of different applications (Christensen et al.,
2007). The parallelogram formation can be thought of being a “transition” formation
between the rectangular and the linear. In this setup as well, our data collection
procedure is exactly the same as the one described under Setup 1. We plot results
from the three algorithms in Figure 2·10. The GLT method is again demonstrating
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Figure 2·7: Rectangle formation of robot swarm.
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Figure 2·8: Parallelogram formation of a robot swarm.
consistently better accuracies than both LT and MSVM.
While performing the various computations we observed that LT and GLT can
be vulnerable to numerical precision errors. Specifically, when likelihoods of certain
observations are small and we multiply many of them together, the result may end
up being zero if sufficient precision accuracy is not used.
To further support the comparison between GLT and MSVM, we provide another
plot showing the stability of the ranking of GLT over MSVM. Figure 2·11 shows
the percentage of random tests for which GLT performs at least as well as MSVM.
It can be seen that GLT has at least a 91.5% chance of performing equally well or
better than MSVM. The results were derived for the robot swarm application. Similar
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Figure 2·9: Linear formation of a robot swarm.
observations hold for other experiments (as in Figure 2·2-2·6 and for n greater than
5).
All of these establish the usefulness of applying GLT on a broad range of formation
detection applications. In our experimental results, the superior performance of GLT
is due to its ability to better handle multiple observations and systematic uncertainty.
For different scenarios, the main reason could be different. For example, results in
Figure 2·5 support the claim that GLT handles better multiple observations. On the
other hand, results at n = 1 in Figures 2·4 and 2·10, show that GLT produces better
predictions than LT and MSVM even when using a single sample; this is likely due
to its tolerance to systematic uncertainty.
2.7 Discussion
We considered the problem of formation detection with wireless sensor networks.
This problem has various applications in human body posture detection and robot
swarm formation detection. By using RSSI measurements between wireless devices,
the problem is formulated as a multiple-pattern classification problem. We developed
a probabilistic (hypothesis testing based) approach, the core of which includes the
construction of a pdf family representation of formation features. We further ana-
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Figure 2·10: Average classification accuracies of different formations
of robot swarms under Setup 3.
lyzed and compared this algorithm (GLT) with LT and MSVM. The simulation and
experimental results support the claim that GLT works better due to its ability to
handle multiple observations and its robustness to systematic uncertainty.
The GLT approach can also be useful in detecting novel (i.e., not previously seen)
postures. To that end, one can introduce a threshold on the value of the likelihood
and declare a new posture if that value drops below the threshold. Such a test has
similar optimality guarantees as GLT (see the analysis of movement detection in (Li
et al., 2012)). MSVM on the other hand, partitions the feature space into subregions
and is not suited to detecting novel postures.
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Chapter 3
Prediction of Hospitalization due to Heart
Diseases
3.1 Related Work
As described in Section 1.3, our objective is to explore the possibility of efficiently
predicting heart-related hospitalizations based on the available patients’ EHRs. The
tools we are going to use are the fast-developing machine learning methods.
Up to recent years, many types of machine learning techniques have been explored
for various health-care applications, including supervised learning, semi-supervised
learning and hybrid methods combining supervised with unsupervised learning. (Vaithi-
anathan et al., 2012) used multivariate logistic regression, a supervised learning
method, to predict readmissions in the 12 months following the date of discharge.
Regarding the problem of predicting the survivability of breast cancer, (Kim and
Shin, 2013) considered the mixed labeled and unlabeled data set due to the difficulty
of collecting labeled samples and used semi-supervised learning techniques. Based on
insurance claims data, (Bertsimas et al., 2008) combined spectral clustering (unsu-
pervised method) with classification trees (supervised method) to first group similar
patients into clusters and then make more accurate predictions about the near-future
health-care cost. More closely related to our objective problems are the prediction
of readmission (Agarwal, 2012; Giamouzis et al., 2011) and the prediction of either
death or hospitalization due to congestive heart failure (Smith et al., 2011; Wang
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et al., 2013; Roumani et al., 2013).
Our problem of predicting future hospitalization is not limited to patients already
admitted, thus, it examines a much larger patients set making the problem more
general and broad. Moreover, while the readmission problem has been examined
through various methods and in various applications, to our best knowledge predicting
hospitalization is a novel approach. Besides those merits, it stands earlier in the
preventions procedure and it can be built as a hospital-wide or even countrywide
system. The algorithms consider the history of a patient’s records and can calculate
the likelihood of hospitalization for every individual patient alerting the doctors to
examine carefully each case that needs to. This system’s strong advantage is that it
can serve a very wide population, while it would have been infeasible to be done by
doctors due to time constraints. The scaling aspect makes our algorithmic approach
indispensible in the prediction and prevention process.
The prediction of hospitalization is naturally formed as a supervised classification
problem. We explored five machine learning algorithms, namely Support Vector Ma-
chines (SVM), AdaBoost with Trees, Logistic Regression, Na¨ıve Bayes Event Classifier
and a variation of Likelihood Ratio Test adapted to the specific problem. Experimen-
tal results from these methods are compared with more empirical but well accepted
risk metrics, such as a heart disease risk factor that emerged out of the Framing-
ham study (D’Agostino et al., 2008). We show that even a more sophisticated use
of the features used in the Framingham risk factor, still leads to results inferior to
our approaches. This suggests that the entirety of a patient’s EHR is useful in the
prediction and this can only be achieved with a systematic algorithmic approach.
The rest of this chapter unfolds as follows. Section 3.2, provides a detailed de-
scription of the data in use, the universal assumptions for the problem design along
with the necessary preprocessing steps of the data. Section 3.3 presents the pro-
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posed methods. Specifically the methods presented are: Support Vector Machines
(SVM), AdaBoost with Trees, Logistic Regression, Nave Bayes Event Classifier and
K-Likelihood Ratio Test which is a variation of LRT designed to fit the specific med-
ical application. In Section 3.4 the experimental results are presented and discussed.
3.2 Data and Preprocessing
3.2.1 Detailed data description
The data used for the experiments come from Boston Medical Center (BMC) - the
largest safety-net hospital in New England. The study is focused on a patients set
with at least one heart-related diagnosis or procedure record in the period 01/01/2005-
12/31/2010. For each patient in the above set, we extract the medical history for the
period 01/01/2001-12/31/2010 to which we will refer as medical factors and from
which the features of the dataset will be formed. Data were available from the hos-
pital EHR and billing systems (which record admissions or visits and the primary
diagnosis/reason). The various categories of medical factors, along with the number
of factors and some examples corresponding to each, are shown in Table 3.1. Overall,
this data set contains 45,579 patients. 60% of that set forms our training set and
the remaining 40% is designated as the test set and used exclusive for evaluating the
performance of the algorithms.
In more detail, with every patient visit to the hospital, at least one record with a
medical factor and a time stamp containing the admittance date (and the discharge
date when applied) is created. In order to organize all the information available
in some uniform way for all patients, some preprocessing of the data is needed to
summarize the information over a time interval. Details will be discussed in the next
subsection. We will refer to the summarized information of the medical factors over
a specific time interval as features. We will refer to the summarized information of
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Table 3.1: Table of Medical Factors
Ontology Number
of Factors
Examples
Demographics 4 Sex, Age, Race, Zip Code
Diagnoses 22 Acute Myocardial Infarction, Cardiac Dysrhythmias,
Heart Failure, Acute Pulmonary Heart Disease, Dia-
betes Mellitus with Complications, Obesity
Procedures
CPT
3 Cardiovascular Procedures, Surgical Procedures on
the Arteries and Vein, Surgical Procedures on the
Heart and Pericardium
Procedures
ICD9
4 Operations on the Cardiovascular System, Cardiac
Stress Test and pacemaker checks, Angiocardiog-
raphy and Aortography, Diagnostic Ultrasound of
Heart
Vitals 2 Diastolic Blood Pressure, Systolic Blood Pressure
Lab Tests 4 CPK (Creatine phosphokinase), CRP Cardio (C-
reactive protein), Direct LDL (Low-density lipopro-
tein), HDL (High-density lipoprotein)
Tobacco 2 Current Cigarette Use, Ever Cigarette Use
Visits to the
Emergency
Room
1 Visits to the Emergency Room
Admissions 17 Heart Transplant or Implant of Heart Assist System,
Cardiac Valve and Other Major Cardiothoracic pro-
cedures, Coronary Bypass, Acute Myocardial Infarc-
tion, Heart Failure and Shock, Cardiac Arrest, Cir-
culatory System related admissions, Respiratory Sys-
tem related admissions
the medical factors over a specific time interval as features. Each feature related
to Diagnoses, Procedures CPT (Current Procedural Terminology), Procedures ICD9
(International Classification of Diseases 9th edition) and Visits to the Emergency
Room is an integer count of such records for a specific patient during the specific
time interval. Zero indicates absence of any record. Blood pressure and lab tests
features are continuous-valued. Missing values are replaced by the average of values
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of patients with a record at the same time interval. Features related to tobacco use
are indicators of current- or past-smoker in the specific time interval. Admission
features contain the total number of days of hospitalization over the specific time
interval the feature corresponds to. Admission records are used both to form the
Admission features (past admission records) and in order to calculate the prediction
variable (existence of admission records in the target year). We treat our problem as a
classification problem and each patient is assigned a label: 1 if there is a heart-related
hospitalization in the target year and -1 otherwise.
3.2.2 Data preprocessing
In this subsection we discuss several data organization and preprocessing choices we
make. For each patient, a target year is fixed (the year in which a hospitalization
prediction is sought) and all past patient records are organized as follows.
• Summarization of the medical factors in the history of a patient : Based on
experimentation, an effective way to summarize each patient’s medical history
with a fixed target year is to form four blocks for each medical factor with all
corresponding records summarized over one, two, three years before the target
year and all the earlier records. For the blood pressure and the tobacco use, only
information one year before the target year is kept. This makes the uniform
vector of features to be of length 212.
• Selection of the target year : As a result of the nature of the data, the two
classes are highly imbalanced. When we fix the target year of all patients to be
2010, the number of hospitalized patients is about 2% of the total number of
patients, which makes the classification problem much more challenging. Thus
in increase the number of hospitalized patient examples, if a patient had only
one hospitalization throughout 2007-2010, the year of hospitalization will be
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set as the target year. If a patient had multiple hospitalizations, a target year
between the first and the last hospitalization will be randomly selected.
• Setting the target time interval to be a year : A year has been proven to be an
appropriate time interval for prediction for our data set. We conducted trials
setting the time interval for prediction to be 1,2, 3, 6,12 and 24 months and used
a Support Vector Machine classifier - a method described later in more detail.
Setting the target time interval to one year yielded the best results. The details
of the trials are presented later in Section 3.4.1, after describing the methods
and experimental settings. Moreover, given that hospitalization occurs roughly
uniformly within a year, we take the prediction time interval to be a calendar
year.
• Removing noisy patients : Patients who have no records before the target year
are considered to be noisy examples, since they are impossible to be predicted
even by doctors and thus are removed.
After preprocessing, the samples are labeled as belonging to the hospitalized or
non-hospitalized class. The ratio between the two classes is 14:1, which is highly
imbalanced. More specifically, the number of patients from the hospitalized class
in our dataset is 3,033 which is large enough to accommodate sufficient training
and testing. This imbalance prevents us to later report a single classification error
number, because one class would dominate the other. Instead, we consider two types
of performance rates separately, namely, false alarm rates and detection rates, which
are presented later in detail. It is also worth mentioning that this disproportion of
the two classes also affects the design of our new algorithm (K-LRT) described in the
next section.
The correlation coefficient matrix of all features is shown in Figure 3·1 and 3·2.
The former one is among non-hospitalized patients and the latter one is among hos-
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Figure 3·1: Correlation coefficient matrix over pairs of features among
non-hospitalized patients.
pitalized patients. Each point (i,j) in the figure corresponds to the correlation coef-
ficient between Feature i and Feature j. It follows that the elements in the diagonal
with be fully positively correlated. There are features with zero variance (white
stripes) that are later removed from the features set. For both hospitalized class
and non-hospitalized class, most of the features are weakly correlated. Compara-
tively, the features of hospitalized class have slightly higher correlations than the
non-hospitalized class. There is moderate correlation between features that refer to
the same medical factor but in four different time blocks (around diagonal) and be-
tween few other pairs of features including: Diagnosis of Chronic Ischemic Heart
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Figure 3·2: Correlation coefficient matrix over pairs of features among
hospitalized patients.
Disease with Diagnosis of Diabetes, Diagnosis of Ischemic Heart Disease with Diag-
nosis of Old Myocardial Infarction, Diagnosis of Heart Failure with Admission due
to Heart Failure, and Operations on Cardiovascular System with Ultrasound of the
Heart.
3.3 Proposed methods
To predict whether patients are going to be hospitalized in the target year given
their medical history, we experiment with five different methods. All five are typ-
ical examples of supervised machine learning. We adapt the last one to better fit
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the specific application we examine. The first three methods fall into the category
of discriminative learning algorithms, while the latter two are generative algorithms.
Dis-criminative algorithms directly partition the input space into label regions with-
out modeling how the data are generated, while generative algorithms assume a model
that generates the data, estimate the model’s parameters and use it to make classi-
fications. Discriminative methods are likely to give higher accuracy, but generative
methods provide more interpretable models and results. This is the reason we ex-
periment with methods from both families and the trade-off between accuracy and
interpretability is observed in our results.
? Support Vector Machines (SVM). An SVM is a very efficient two-category
classifier (Cortes and Vapnik, 1995). Intuitively, the SVM algorithm attempts
to find a separating hyperplane in the feature space, so that data points from
different classes reside on different sides of the hyperplane. We can calculate
the distance for each input data point from the hyperplane. The minimum
over all data points distance is called margin. The goal of SVM is to find
the hyperplane that has the maximum margin. Along with SVM typically the
kernel trick (Cortes and Vapnik, 1995) is applied, which maps the features
from the original space into a higher dimensional space where the points are
linearly separable and a penalty coefficient (Cortes and Vapnik, 1995) is used,
which makes the classifier tolerant to a few misclassification errors that are
unavoidable in inseparable-classes cases. We use the widely used radial basis
function (RBF) (Scho¨lkopf et al., 1997) as the kernel function in our experiment
settings. The tuning parameters in the problem are the penalty coefficient and
the kernel parameter and the values used for the experiments are [0.3, 1, 3] and
[0.5, 1, 2, 7 15, 25, 35, 50, 70, 100] respectively. Optimal values of 1 and 7,
respectively, were selected by cross-validation.
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? AdaBoost with Trees. Boosting (Yoav et al., 1999) provides an effective
way of combining decisions of not necessarily strong classifiers producing highly
accurate predictions. One of the main ideas of the iterative algorithm of Ad-
aBoost is to maintain weights in the set of training data points. Starting with
equal weights, in every iteration, the algorithm generates a new base classifier
to best fit the current weighted samples. Then the weights are updated so that
the misclassified samples are assigned higher weights and impose more influence
to the training of the next base classifier. In the end a weighted combination
of the base classifiers is the prediction of the AdaBoost Algorithm. In our
study we use stumps, which are two-level Classification and Regression Trees
(CART), as the base classifier (Hastie et al., 2009). This method recursively
partitions the space into a set of rectangles and then fits a prediction within
each partition. There is an extra preprocessing step applied to the data. The
zip code values are clustered into 4 clusters using k-means algorithm (Hastie
et al., 2009) and the feature is treated as a categorical one. The number of
iterations in the Adaboost method is a model parameter which can be tuned by
cross-validation. In our case, this tuning led to setting to 100,000 the number
of Adaboost iterations.
? Logistic Regression. Logistic Regression (Bishop, 2006) is a popular classi-
fication method used in many applications. This method models the posterior
probability that a sample falls into a certain class (e.g., the positive class) as a
logistic function and the input of this logistic function is the linear combination
of the input features. Under this model, the log-likelihood ratio of the poste-
rior probabilities of the two classes is a linear function of the input features.
Therefore, the decision boundary that separates the two classes is still linear.
However, beyond the classification decision, the prediction on a certain sample
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point naturally comes with a probability value, which could be meaningful in
many applications. Thus, logistic regression is widely used.
? Na¨ıve Bayes Event Model: Nave Bayes models are generative models that
assume the features or “events” to be generated independently (na¨ıve Bayes
assumption (McCallum and Nigam, 1998)). Na¨ıve Bayes classifiers are among
the simplest models in machine learning, but despite their simplicity, they work
quite well in real applications. There are two types of na¨ıve Bayes models (Mc-
Callum and Nigam, 1998). The first one will be presented extensively in the
next method. The second one, referred to as the Na¨ıve Bayes Event Model,
works as follows. To generate a new patient from the model, a label y will be
first generated (either hospitalized or non-hospitalized class based on a prior
distribution p(y)). Then for this patient a sequence of events (xt’s) is generated
by choosing each event independently from certain multinomial conditional dis-
tributions p(x|y). An event can appear many times in a patient and the overall
probability of this newly generated patient is the product of the class prior
with the product of the probabilities of each event. In our problem, an event
is a specific combination of the medical factors. We consider only the medical
factors from the following ontologies: Diagnoses, Admissions, Emergency, Pro-
cedures CPT, Procedures ICD9 and Lab Tests. Grouping the medical factors
that belong to the same type and counting the total number of records of the
same type for one, two, three years before the target year and all the rest of the
history is an extra necessary preprocessing step we need to take for this method
specifically. Thus each patient is represented as a sequence of four events. To
make events more intuitive and to reduce the number of total possible events,
the data just formed are quantized into binary values and then the tuples of the
six binary values (one for each category) are encoded into 26 single values. We
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estimate the prior distribution of labels p(y) and the conditional distributions
p(x|y) from the training set and make predictions for the test set based on the
likelihoods calculated from these distributions.
? K-Likelihood Ratio Test: The Likelihood Ratio Test (LRT) is a Na¨ıve Bayes
classifier and, as described before, assumes that features zi are independent.
For this method as well, we quantize the data as shown in Table 3.2. In the
quantized data set, the LRT algorithm (see also (Paschalidis and Guo, 2009))
empirically estimates the distribution p(zi|y) of each feature for the hospitalized
and the non-hospitalized class. Given a new test sample z = (z1, z2, . . . , zn),
LRT calculates the two likelihoods p(z|y = −1) and p(z|y = 1) (y=-1 cor-
responds to non-hospitalized and y=1 to hospitalized) and then classifies the
sample based on the ratio p(z|y = 1)/p(z|y = −1). Due to independence, the
ratio p(z|y = 1)/p(z|y = −1) is the product of p(zi|y = 1)/p(zi|y = −1) over
i. In our variation of the method, which we will call K-LRT, instead of tak-
ing into account the ratios of the likelihoods of all features, we consider only
the K features with the largest ratios. This type of method is closely related
to the anomaly detection methods in (Paschalidis and Smaragdakis, 2009) and
(Saligrama and Zhao, 2012). The purpose of this “feature selection” is to iden-
tify the K most significant features for each individual patient. Thus, each
patient is actually treated differently. After experimentation, the best perfor-
mance is achieved by setting K=4. The prediction accuracy for K=1 is also
reported in the experimental results section.
The first four methods (SVM, AdaBoost with Trees, Logistic Regression and Na¨ıve
Bayes Event Model) are existing methods that are widely used in various applica-
tions. The K-LRT is a method we specifically designed for our problem. It is worth
mentioning that the K most significant features (in K-LRT) are with respect to the
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hospitalized class. We deliberately chose this unbalanced strategy (tilting towards the
hospitalized class) mainly because of two reasons. The first one is that the sample size
of the hospitalized class is much smaller than the non-hospitalized class (1:14). As a
result, a strong non-hospitalized signal (i.e., a small value of p(zi|y = 1)/p(zi|y = −1)
for some feature) could simply be due to underestimating the tail of the distribution
of feature i for the hospitalized class. Below is a more rigorous explanation. Sup-
pose that values zi of feature i under the non-hospitalized class (y = −1) are drawn
from a Gaussian N (µ0, σ2). Under the hospitalized class (y = 1), zi is drawn from
a Gaussian N (µ1, σ2), where µ1 > µ0. These two normal distributions, however, are
not known and have to be empirically estimated from the samples. The fact that the
non-hospitalized patients are relatively few, suggests that the tail of N (µ1, σ2) may
be underestimated. In fact we can calculate the probability that no samples are seen
in the tail as a function of the total number of samples.
Suppose that we draw N i.i.d. samples (x1, x2, . . . , xN) from N (µ1, σ2), then the
probability of drawing all samples within an interval [a, b] and thus missing the tail is
P (a ≤ x1 ≤ b, a ≤ x2 ≤ b, · · · , a ≤ xN ≤ b)
= P (a ≤ x1 ≤ b)× P (a ≤ x2 ≤ b)× · · · × P (a ≤ xN ≤ b)
=
N∏
j=1
P (a ≤ xj ≤ b)
=
N∏
j=1
(F (
b− µ1
σ2
)− F (a− µ1
σ2
))
= (F (
b− µ1
σ2
)− F (a− µ1
σ2
))N ,
where F (·) denotes the cumulative distribution function of the Gaussian distribution.
Since F ( b−µ1
σ2
)−F (a−µ1
σ2
) < 1, smaller N (fewer samples) results in a larger probability
to missing the tail (outside the range [a, b]). Therefore, in a nutshell, the K-LRT
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method is designed to rely more on large values of the hospitalized likelihood rather
than the small ones.
There’s a second reason that the K-LRT tilts towards the hospitalized class, which
is actually drawn from the results in Figure 3·3. The accuracies of 1-LRT, 4-LRT and
LRT (the latter using all features) are almost the same, which validates the proposed
method.
Table 3.2: Quantization of Features
Features Levels of
quantiza-
tion
Comments
Sex 3 0 represents missing information
Age 6 Thresholds at 40, 55, 65, 75 and 85 years old
Race 10
Zip Code 0 Removed due to its vast variation
Tobacco use 2 Indicators of current and ever cigarette use features
Diastolic
Blood Pres-
sure (DBP)
3 Level 1 if DBP < 60mmHg, Level 2 if 60mmHg ≤
DBP ≤ 90mmHg and Level 3 if DBP > 90mmHg
Systolic
Blood Pres-
sure (SBP)
3 Level 1 if SBP < 90mmHg, Level 2 if 90mmHg ≤
SBP ≤ 140mmHg and Level 3 if SBP > 140mmHg
Lab Tests 2 Existing lab record or Non-Existing lab record in the
specific time period
All other di-
mensions
7 Thresholds are set to 0.01%, 5%, 10%, 20%, 40% and
70% of the maximum value of each dimension
3.4 Experimental Results
Typically, the primary goal of learning algorithms is to maximize the prediction ac-
curacy or equivalently minimize the error rate. However, in the specific medical
application problem that we examine, the ultimate goal is to alert and assist doc-
tors in taking further actions to prevent hospitalizations before they occur, whenever
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possible. Thus our models and results should be accessible and easily explainable to
doctors and not only machine learning experts. Conclusively, we examine our models
from two aspects: prediction accuracy and interpretability.
3.4.1 Prediction accuracy
The prediction accuracy is captured in two metrics: the False Alarm Rate (the fraction
of false positives out of the negatives) and the Detection Rate (the fraction of true
positives out of the positives). For a binary classification system, the evaluation of the
performance using these two metrics is typically illustrated in the Receiver Operating
Characteristic (ROC) curve, which plots the Detection Rate versus the False Alarm
Rate at various threshold settings.
We first compare the performance of LRT using all features and K-LRTs with
different values of K. Figure 3·3 shows the prediction accuracy for LRT, 1-LRT
and 4-LRT. In Figure 3·4 a comparison of the performance of all five methods we
presented is illustrated. We also generate the ROC curve based on patients’ 10-years
risk of General Cardiovascular Disease defined in the Framingham Heart Study (FHS)
(D’Agostino et al., 2008). FHS is a famous study on heart diseases that has developed
a set of risk factors for various heart problems. The 10-years risk we are using is the
closest to our purpose. We calculate this risk value (defined as Framingham risk
factor-FRF) for every patient and make classification based on this risk factor only.
We also generate an ROC by applying AdaBoost with trees to the features involved
in FRF. The generated ROC serves as a baseline for comparison.
3.4.2 Interpretability Results
In SVM, the features are mapped through the kernel trick from the original space into
a higher dimensional space to get better prediction accuracy. However, by doing this,
the features in the new space are not interpretable. In AdaBoost with trees, while a
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Figure 3·3: Comparison of LRT, 1-LRT and 4-LRT
single tree classifier which is used as the base learner is very explainable, the weighted
summation of a large number of trees makes it relatively complicated to find the direct
attribution of each feature to the final decision. The na¨ıve Bayes Event model is in
general interpretable, but in our specific problem each patient has a relatively small
sequence of events (four) and each event is a composition of medical factors. Thus
again to find the direct attribution of each feature to the final decision is hard. LRT
itself still lacks interpretability, because we have more than 200 features for each
sample and even if some patient is identified to be hospitalized in the target year,
the reason for hospitalization is not very obvious. The most interpretable method is
K-LRT. K-LRT highlights the top K features that lead to the classification decision.
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Figure 3·4: Comparison of all methods
These features could be of help in assisting the doctors in reviewing patients’ EHR
profile.
In Table 3.3 we present the features highlighted by 1-LRT. We remind the reader
that in 1-LRT, each test patient is essentially associated with a single feature. For
all features, we count how many times they were selected as the primary feature and
we report in the table below the 10 features that were the most popular as primary.
From a medical point of view, these features are reasonably highlighted. The CPK
test is viewed as one of the most important tests for diagnosing acute myocardial
infarction (AMI) and AMI, among all heart diseases, is the most probable to lead to
hospitalization.
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Table 3.3: Top 10 significant features for LRT
Counts Feature Name
1591 Age
548 Visit to the Emergency Room, 1 year before the target year
525 Diagnosis of hematologic disease, 1 year before the target year
523 Diagnosis of heart failure, 1 year before the target year
514 Symptoms involving respiratory system and other chest symptoms,
1 year before the target year
486 Diagnosis of diabetes mellitus w/o complications, 1 year before the
target year
474 Lab test CPK, 1 year before the target year
451 Lab test CPK, 4 years before the target year and the rest of the
history
408 Diagnosis of heart failure, 2 years before the target year
356 Diagnosis of diabetes mellitus w/o complications, 2 years before the
target year
Among all the features considered for every patient, only few have significant
influence on the prediction result. As we already mentioned, linear combination of
trees lose their interpretability. However, we can calculate a variable importance
score (Hastie et al., 2009) for each feature, which will highlight the most significant
features. Table 3.4 lists the top 10 important features highlighted by the importance
score (IS).
The sets of features highlighted from the two methods have many features in
common, indicating that the results from the different methods are consistent. This
consistency supports the validity of our methods from the stability/sensitivity per-
spective as well.
To provide additional insight into the algorithms, we present five more medically
significant features highlighted by each method and two interesting features with low
significance in both methods. For 1-LRT (Table 3.5), features with low significance
are the ones with a likelihood ratio p(zi|y = 1)/p(zi|y = −1) close to 1. For Adaboost
51
Table 3.4: Top 10 significant features for AdaBoost with Trees
IS
(x10−4)
Feature Name
0.6462 Diagnosis of diabetes mellitus w/o complications, 1 year before the
target year
0.5498 Diagnosis of heart failure, 1 year before the target year
0.4139 Age
0.3187 Symptoms involving respiratory system and other chest symptoms,
1 year before the target year
0.2470 Admission due to other circulatory system diagnoses, 1 year before
0.2240 Visit to the Emergency Room, 4 years before the target year and
the rest of the history
0.1957 Operations on cardiovascular system (heart and septa OR vessels
of heart OR heart and pericardium), 4 years before the target year
and the rest of the history
0.1578 Visit to the Emergency Room, 1 year before the target year
0.1543 Symptoms involving respiratory system and other chest symptoms,
4 years before the target year and the rest of the history
0.1124 Diagnosis of heart failure, 1 year before the target year
(Table 3.6), non-significant features have a low IS.
3.5 Discussion
Based on the experimental results regarding the accuracy of our methods (Section
3.4.1), we draw the following conclusions: 1. LRT, 1-LRT and 4-LRT achieve very
similar performance (the corresponding ROC curves of the three methods are close to
each other). This indicates that using only the most significant or several significant
features with the largest likelihood ratios, is sufficient in making an accurate predic-
tion. It also suggests that our problem is close to an “anomaly detection” problem
and identifying the most anomalous feature captures most of the information that is
useful for classification. 2. From the comparison of all five methods in Figure 3·4, it
can be seen that AdaBoost is the most powerful one and performs the best except
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Table 3.5: Other significant and non-significant features with 1-LRT
Another 5 significant features in 1-LRT
Lab Test High-density lipoprotein (HDL)
Lab Test Low-density lipoprotein (LDL)
Systolic Blood Pressure
Diagnosis of Heart Failure
Diagnosis of Other Forms of Chronic Ischemic Heart Diseases
2 non-significant features in 1-LRT
Sex
Hypertensive Heart Disease, 1 year before the target year
for situations that require very low false alarm rates. Put it differently, if we fix the
false alarm rate, AdaBoost achieves the highest detection rate among all methods,
and conversely, if we fix the detection rate, AdaBoost yields the lowest false alarm
rate. On the other hand, the Na¨ıve Bayes Event classifier generally performs the
worst due to its simplicity. 3. The performance of RBF SVM, Logistic Regression,
AdaBoost with trees, and 4-LRT is quite similar in general (the corresponding ROC
curves do not differ much). However, these methods have very different assumptions
and underlying mathematical formulation. Based on this observation, we conjecture
that we have approached the limit of the prediction accuracy that could be achieved
with the available data. 4. All of our proposed methods perform better than utilizing
the FRF, except for the na¨ıve Bayes event classifier for high false alarms rates (i.e.,
the ROC curves that correspond to FRF features are worse in the sense described
above com-pared to the rest of the methods). Even applying AdaBoost with trees
(the best method so far) to the features involved in calculating the FRF, does not
seem to help a lot. This suggests that it is valuable to have and leverage a mul-
titude of patient-specific features obtained from EHRs. Using these data, however,
necessitates the use of the algorithmic approach we advocate. Based on the results
in Table 3.3 and Table 3.4, it is clear that the two sets of features highlighted by
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Table 3.6: Other significant and non-significant features with Ad-
aBoost with Trees
Another 5 significant features in AdaBoost with Trees
Lab Test High-density lipoprotein (HDL), 1 year before the tar-
get year
Angiography and Aortography procedures, 4 years before the
target year and the rest of the history
Cardiac Catheterization Procedures, 4 years before the target
year and the rest of the history
Race
Cardiac Dysrhythmias, 1 year before the target year
2 non-significant features in AdaBoost with Trees
Sex
Hypertensive Heart Disease, 1 year before the target year
the two methods have several features in common, indicating that the results from
the different methods are consistent. This consistency supports the validity of our
methods from a stability/sensitivity perspective as well.
From a medical point of view, the features listed in Table 3.3 and Table 3.4 are
reasonably high-lighted. Emergency Room (ER) visits, a diagnosis of heart failure,
and chest pain or other respiratory symptoms are often pre-cursors of a major heart
episode. The CPK test is also viewed as one of the most important tests for diagnosing
Acute Myocardial Infarction (AMI) and AMI, among all heart diseases, is the most
probable to lead to hospitalization.
What is interesting to note in Table 3.5 and Table 3.6 is that Hypertensive heart
disease is considered non-significant by both methods. This is probably due to the
fact that, once diagnosed, it is usually well-treated and the patient’s blood pressure
is well-controlled.
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3.6 Summary and Implications
Our research is a novel attempt to predict hospitalization due to heart disease using
various machine learning techniques. Our results show that with a 30% false alarm
rate, we can successfully predict 82% of the patients with heart diseases that are
going to be hospitalized in the following year. We examine methods that have high
prediction accuracy (Adaboost with trees), as well as specially designed methods
that can help doctors identify features to help them when examining patients (K-
LRT). One could choose which one to use depending on the ultimate goal and the
desirable target for detection and false alarm rates. If coupled with case management
and preventive interventions, our methods have the potential to prevent a significant
number of hospitalizations by identifying patients at greatest risk and enhancing their
outpatient care before they are hospitalized. This can lead to better patient care, but
also to potentially substantial health care cost savings. In particular, even if a small
fraction of the $30.8 billion spent annually on preventable hospitalizations can be
realized in savings, this would offer significant benefits. Our methods also produce
a set of significant features of the patients that lead to hospitalization. Most of
these features are well-known precursors of heart problems, a fact which highlights
the validity of our models and analysis. The methods are general enough and can
easily handle new predictive variables as they become available in EHRs, to refine
and potentially improve the accuracy of our predictions. Furthermore, methods of
this type can also be used in related problems such as predicting re-hospitalizations.
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Chapter 4
Joint Cluster Estimation and
Classification
As discussed in Sections 1.3 and 3.4.2, to better solve our medical prediction problem,
interpretability is a critical required component of learning models. We designed K-
LRT specifically for this purpose and it works relatively well comparing to other
methods. Following this direction, we design a new algorithm in this Chapter, which
could be applied in more general settings beyond the hospitalization prediction.
The new method is designed for a particular type of a classification problem,
where the positive class is a mixture of multiple clusters and the negative class is
drawn from a single cluster. The new method employs an alternating optimization
approach, which jointly discovers the clusters in the positive class and, at the same
time, optimizes the classifiers that separate each positive cluster from the negative
samples. The classifiers are designed under the SVM framework. Specifically, a
variation of linear SVM with an `1-regularization constraint is applied. We compare
this new method to the conventional SVM with linear kernel or RBF kernel. The new
method is also compared to two other hierarchical classifiers which naturally arise as
first clustering and then classification. The experimental results on both simulated
data and real life data demonstrate the suitability of our new method to the target
classification problem.
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4.1 Related Work
In many textbooks, machine learning problems are generally divided as supervised
and unsupervised, where classification and clustering are representatives of each cat-
egory (Hastie et al., 2009; Duda et al., 2001; Cherkassky and Mulier, 2007). The
main difference between the two is quite obvious: with labels or without labels. In
supervised learning, there will be labels associated with each sample so, there is a
clear goal (predict the labels) and evaluation criteria (Kotsiantis, 2007). On the other
hand, unsupervised learning does not have labels associated with the collected data.
However, the underlying groups do exist or at least are assumed to exist. Then vari-
ous methods are proposed to infer the hidden groups (Jain, 2010). Both supervised
learning and unsupervised learning have many applications in real life.
Although the two subfields are clearly divided and mostly develop on their own,
there are many situations/methods that combine them together (Kyriakopoulou,
2008). One particular setting could be embedding clustering into the classification
framework. An initial clustering step is incorporated before the classification process
for various purposes, such as down-sampling (Sun et al., 2004), or dimensionality
reduction (Dhillon et al., 2003). The purpose of clustering here is more related to
decreasing the sample/dimension size so that learning algorithms could easily han-
dle it, rather than discovering hidden clusters in the data. Our problem follows this
frame of embedding clustering into classification but in a new way. Classification is
still the target while there are hidden clusters involved in the classes, thus impact-
ing the classification. Take medical diagnosis as an example. When doctors try to
examine a disease by lab tests, clearly the decision is binary as either having the
disease or not. However, the patients naturally arise from different groups with dif-
ferent ages, different sexes or different races. For the same test readings, the final
diagnosis could be different, even opposite. From a learning perspective, if the hid-
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den groups are not predefined and we would like to learn an optimal group partition
in the process of training classifiers, the problem could be viewed as a combination
of clustering and classification. The common supervised learning methods can cer-
tainly make classifications without considering the hidden clusters, but the question
is whether the hidden clusters are useful in assisting classification and lead to better
decisions. Furthermore, with the identified hidden groups, the classification model
could supply more interpretability in addition to the classification labels. To the
medical applications and also many other problems, interpretability has an essential
role in persuading domain experts outside the machine learning community to trust
the learning outputs and then to use the outputs of the classification models. That
is the main motivation of our research in this Chapter.
In the literature, there are generally two types of assumptions about hidden clus-
ters in a classification problem, implicit or explicit. The implicit approach is more
prevalent, which is implied in piecewise linear techniques (Pele et al., 2013; Dai et al.,
2006; Toussaint and Vijayakumar, 2005; Yujian et al., 2011). The purpose of piecewise
linear classifier is to approximate nonlinear boundaries with a union of local linear
classifiers. Therefore samples are implicitly assumed to lie in local regions/clusters
and classified by the local classifiers there. A more obvious assumption of hidden clus-
ters (even though still implicit) is in feature space partitioning methods. Tree-based
methods (Breiman et al., 1984) partition the whole feature space into sub-regions and
each sub-region can be viewed as a cluster. Different from the greedy approach tree
methods took, (Wang and Saligrama, 2012) utilize an iterative way of partitioning the
feature space and train classifiers inside each sub-region. All these methods do not
have clustering as their goal and clusters are simply a byproduct in their classification
models.
An explicit assumption of clusters within a classification problem is proposed in
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(Gu and Han, 2013; He et al., 2006), where training samples are first put into clusters
and then separate classifiers are trained. They both do clustering once and (He et al.,
2006) trains classifiers in parallel while (Gu and Han, 2013) trains classifiers jointly.
Due to the sequential procedure, the clustering does not take label information into
account and thus these methods’ advantage mostly lie in boosting the speed of model
training. The goal in our problem requires clusters identification at the same time
of classification. The hidden clusters are assumed to exist in a specific manner,
which is also drawn from the medical applications. The unique character of our
problem is that the two classes are asymmetric in the sense that only the positive
samples are assumed to have hidden clusters. A concrete example can be drawn again
from medical diagnosis, where the positive class represents the unhealthy people and
the negative class represents the opposite. It is very intuitive that people get sick
for various reasons (viewed as different clusters) while the healthy people should be
healthy in every aspect (thus forming only one cluster). A similar asymmetric setting
is also proposed in (Zhao and Shrivastava, 2013) where the data are assumed to
be imbalanced and the larger class contains hidden clusters. Their solution is to
solely cluster the larger class and train classifiers with copies of the samples from the
other class. We design two methods along this direction which serve as our baseline
for comparison. From all the literature, the most similar problem is mentioned in
(Filipovych et al., 2012), also with a medical application. There, they try to maximize
the margin between hidden clusters and, thus, are generally suitable for cases with
only two hidden clusters. Besides, they use mixed integer programming to represent
the cluster tags, which makes the problem intractable.
To tackle the proposed problem, we designed a new algorithm which performs
joint clustering and classification. As described earlier in this section, there are other
methods making this joint clustering and classification under a different setting. They
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combine the two tasks (clustering and classification) in two ways: sequential or iter-
ative. Sequential ways partition data samples into clusters once and will not go back
to recluster the samples no matter what results the classification step provides (Gu
and Han, 2013; Zhao and Shrivastava, 2013). This hierarchical manner has a sim-
pler structure and less computational cost, but it does not bring the available label
information to the partitioning problem. The formed clusters are still unsupervised
and could be hard to justify. Our baseline methods (following (Zhao and Shrivastava,
2013)) are designed in this way for comparisons. An alternative way is an iterative
approach, where the algorithm alternates between clustering and classification (Wang
and Saligrama, 2012). We follow this direction in solving our problem, because it al-
lows the label information to guide the clustering process and thus forms clusters that
are suitable for the classification task.
4.2 Problem Definition
We consider a classification problem that has multiple hidden clusters in the positive
class, while the negative class is assumed to be drawn from a single distribution. For
different clusters in the positive class, we assume that the discriminative dimensions,
with respect to the negative class, are different and sparse. We could think of these
clusters as “local opponents” to the whole negative set (demonstrated in Fig. 4·1) and
therefore, the “local boundary” (classifier) could naturally be assumed to be different
and lying in a lower-dimensional subspace of the feature vector. In summary, the
classification problem satisfies the following assumptions:
a. The negative class samples are assumed to be iid and drawn from a single cluster
with distribution P0.
b. The positive class samples belong to L clusters, with distributions P 11 , · · · , PL1 .
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c. Different positive clusters have different features that separate them from the
negative samples.
A simplified hypothesis testing example of our asymmetric classification problem is
as follows:
H0 : x ∼ N(0, ID),
H1 : x ∼ N(µl, ID) for samples from cluster l, l ∈ {1, 2, . . . , L},
where ID is a D dimensional identity matrix and we assume |µl|  D. This hypothesis
testing model is an simple example that well demonstrates the characteristics of the
target problem.
Figure 4·1: Positive clusters as “local opponents”.
4.3 Alternating Clustering and Classification
In this section, we propose our solution to approach the problem we formulated in
Section 4.2. Since there are hidden clusters in the positive class, our goal would be
more than just finding a classifier but also identifying the hidden clusters. Different
from common clustering methods, the ultimate goal of unveiling hidden clusters is
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to enable better classification. Therefore, the classifier needs to play a role in the
clustering process.
To that end, we design a novel alternating optimization approach. Under this
approach, samples will be partitioned into clusters and for each cluster, there will be
a corresponding classifier. The intention of this alternating optimization approach
is to leverage the class information to guide clustering in a meaningful way such
that the clusters would then help classifications. The class information (indicated by
the classifiers) could twist the clustering by changing the weights of each dimension
and thus the distance between samples. On the other hand, when we divide the
samples into clusters, each cluster is more concentrated in a local region of the feature
space and we could impose further regularization to obtain classifiers with better
generalization under a limited sample size.
The alternating optimization approach contains two major modules. One module
is the classifier estimation for a given cluster and samples in it. The other major
module is to re-cluster samples given all the estimated classifiers. Note that in our
assumptions, only positive samples belong to different clusters. So in the re-clustering
module, only positive samples are partitioned. But we need samples from both classes
to train a classifier. Therefore, we make copies of all the negative samples into each
cluster and use them to train the classifiers. In the following part of this section,
we first show the details of the two major modules and then present the overall
alternating optimization algorithm containing them.
4.3.1 Classifier Estimation Module
For the classifiers of each cluster, we design our method based on a popular and
well studied method named Support Vector Machines. An SVM is a very efficient
two-category classifier (Cortes and Vapnik, 1995). Intuitively, the SVM algorithm
attempts to find a separating hyperplane in the feature space, so that data points
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from different classes reside on different sides of that hyperplane. We can calculate the
distance of each input data point from the hyperplane. The minimum over all these
distances is called the margin. The goal of SVM is to find the hyperplane that has
the maximum margin. In many cases, data points are not linearly separable. To that
end, one can make the classifier tolerant to some misclassification errors and leverage
kernel functions to “elevate” the features into a higher dimensional space where linear
separability is possible (Cortes and Vapnik, 1995). Therefore, besides the canonical
linear kernel SVM, we also employ the widely used Radial Basis Function (RBF)
kernel SVM (Scho¨lkopf et al., 1997) in our experiments. The linear SVM and RBF
SVM will serve as the baseline methods that our new algorithm will be compared
with.
In our new algorithm, we make a special variation of the linear SVM to adapt
to the local sparsity property of the data. We call this variation Sparse Linear SVM
(SLSVM). Aligned with idea of making the SVM classifier sparse, there are many
ways to formulate the problem as reviewed in (Go´mez-Verdejo et al., 2011). We
applied one of the most natural ways of the sparsity relaxation, which is introducing
an `1-norm constraint to the optimization.
Again, we let D be the dimension of the data and L the number of clusters in the
positive samples. Let βl = (β1, β2, . . . , βD) denote the linear classifier for cluster l, Nl
the number of samples in cluster l, withN+l having positive labels, N
−
l having negative
labels and N+l + N
−
l = Nl. Usually, in the formula of SVMs, the negative samples
and the positive samples are not explicitly separated but expressed in a uniform
format. In our SLSVM formulation, we explicitly list positive samples and negative
samples for the ease of certain technical argument that follows later. Let (x+i , y
+
i ),
i ∈ {1, . . . , N+l } be the positive samples in cluster l and (x−j , y−j ), j ∈ {1, . . . , N−l } be
the negative samples. Define ξli and ζ
l
j as the slack variables for positive sample i and
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negative sample j. K is a constant that controls the sparsity constraint. λ+ (λ−) is
the the penalty for positive (negative) samples. The positive sample size is usually
smaller than the negative sample size because the positive population is divided into
clusters. The setting of λ+ and λ− should reflect this difference in sample sizes. At
the end, let the optimal value be Ol; our SLSVM formulation is shown in (4.1).
Ol = min
βl,βl0
1
2
||βl||2 + λ+
N+l∑
i=1
ξli + λ
−
N−l∑
j=1
ζ lj
s.t.
D∑
d=1
|βld| ≤ K,
ξli, ζ
l
j ≥ 0,
ξli ≥ 1− y+i βl0 −
D∑
d=1
y+i β
l
dx
+
i,d, ∀i ∈ {1, . . . , N+l },
ζ li ≥ 1− y−j βl0 −
D∑
d=1
y−j β
l
dx
−
j,d, ∀j ∈ {1, . . . , N−l },
where y+i = 1, ∀i ∈ {1, . . . , N+l } and y−j = −1 ∀j ∈ {1, . . . , N−l }.
(4.1)
The constraint
D∑
d=1
|βld| ≤ K is special for SLSVM. Without it, (4.1) would be just
a normal linear SVM. Under the local sparsity assumption about the data, applying
SLSVM (4.1) gives a better bound of prediction accuracy for the same sample size,
or equivalently applying SLSVM (4.1) requires less samples to guarantee the same
prediction accuracy. We prove this claim by deriving a new bound for SLSVM and
compare it with the existing bound for the original linear SVM.
In the bounds, the Vapnik-Chervonenkis (VC) dimension (Vapnik, 1998) is used.
Intuitively, if we fit a set of training samples with a more complex model, there is a
higher chance of overfitting and the resulting model is less likely to generalize well
to the test samples. The VC-dimension is a mathematical way of quantizing the
complexity of a model (or a family of functions). The family of linear classifiers in a
D dimensional space has VC-dimension D + 1 (Vapnik, 1998).
We now show the theoretical bounds for linear SVM and SLSVM. Let RN(g)
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denote the training error rate of classifier g on N training samples randomly drawn
from an underlying distribution P . Let R(g) denote the expected test error of g with
respect to P . Then we have Theorem 1 for linear SVM.
Theorem 1. (Bousquet et al., 2004) If function family G has VC-dimension D + 1,
with probability at least 1− δ,
∀g ∈ G, R(g) ≤ RN(g) + 2
√
2
(D + 1) log 2eN
D+1
+ log 2
δ
N
. (4.2)
Theorem 1 bounds the test error as a function of N , D and δ, where log denotes
the natural logarithm. This theorem is a direct application of the theories in (Vapnik,
1998). If the difference between R(g) and RN(g) is bounded to be no larger than ,
a required sample size could be deducted by solving the inequality
 ≤ 2
√
2
(D + 1) log 2eN
D+1
+ log 2
δ
N
, (4.3)
thus, obtaining Corollary 2. We explicitly present the corollary for linear SVM.
Corollary 2. For training a linear SVM g in the D dimensional space, if the sample
size N satisfies
N ≥ 8
2
(
(D + 1) log
2eN
D + 1
+ log
2
δ
)
,
with probability no smaller than 1− δ, R(g)−RN(g) ≤ .
Next, a new theoretical bound about SLSVM is derived. As described above, the
complexity (VC-dimension) of a linear classifier is determined by the dimension of
it. In SLSVM, the `1 constraint
D∑
d=1
|βld| ≤ K controls the dimension of the classifier
through the value of K. By changing K from 0 to ∞, the possible family of linear
classifier has dimension from 0 to D. Therefore, we could always select the largest
value of K such that the linear classifier is in a subspace of Q dimension. A similar
procedure is also presented in (Campi and Care`, 2013). Under this procedure for
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SLSVM, with Q < D, R(g) and RN(g) defined as before, we have the following
Theorem 2.
Theorem 2. For a Sparse Linear SVM (SLSVM) g, lying in a Q dimensional sub-
space of the original D dimensional space, if the sample size N satisfies
N ≥ 8
2
(
(Q+ 1) log
2eN
Q+ 1
+Q log
eD
Q
+ log
2
δ
)
, (4.4)
with probability no smaller than 1− δ, R(g)−RN(g) ≤ .
Proof. From Theorem 1, we get
P
R(g)−RN(g) ≤ 2
√
2
(D + 1) log 2eN
D+1
+ log 2
δ
N
 ≥ 1− δ. (4.5)
Let  = 2
√
2
(D+1) log 2eN
D+1
N
+ log 2
δ
and solve for δ. We obtain
δ = 2 exp
(
(D + 1) log
2eN
D + 1
− N
2
8
)
, (4.6)
and
P (R(g)−RN(g) ≥ ) ≤ 2 exp
(
(D + 1) log
2eN
D + 1
− N
2
8
)
. (4.7)
If we let g in a Q dimensional space, we have
P (R(g)−RN(g) ≥ ) ≤ 2 exp
(
(Q+ 1) log
2eN
Q+ 1
− N
2
8
)
. (4.8)
However, the g in Theorem 2 is reduced to Q dimensional subspace from a D dimen-
sional space by the `1 constraint but we do not know which Q dimensions are in the
result. There could be
(
n
k
)
possible choices and therefore, we need to apply the union
bound (Boole’s inequality) for a g obtained through SLSVM.
P (R(g)−RN(g) ≥ ) ≤
(
D
Q
)
2 exp
(
(Q+ 1) log
2eN
Q+ 1
− N
2
8
)
. (4.9)
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Plugging in the inequality
(
D
Q
) ≤ ( eD
Q
)Q = exp(Q log eD
Q
), we get
P (R(g)−RN(g) ≥ ) ≤ 2 exp
(
Q log
eD
Q
+ (Q+ 1) log
2eN
Q+ 1
− N
2
8
)
. (4.10)
Let δ in (0, 1) and
2 exp
(
Q log
eD
Q
+ (Q+ 1) log
2eN
Q+ 1
− N
2
8
)
≤ δ (4.11)
or equivalently
N ≥ 8
2
(
(Q+ 1) log
2eN
Q+ 1
+Q log
eD
Q
+ log
2
δ
)
, (4.12)
we get P (R(g)−RN(g) ≥ ) ≤ δ, which is equivalent to Theorem 2.
By looking at Corollary 2 and Theorem 2, it is easy to observe that the required
sample size N is a linear function of D or Q. Therefore, when Q D, we could get a
much smaller requirement of N for the same bound on R(g)−RN(g). Pay attention
to the constant factor 8
2
in these theorems. Since the trained model is desired to
generalize well and thus require  to be small, this constant factor could be very large
and this magnifies the difference caused by D and Q even further. Now we move from
the bound of R(g) − RN(g) to the bound of R(g). Generally speaking, with a more
complex model (D > Q), the training error RN(g) is going to be smaller. But under
the local sparsity assumption we made, RN(g) from SLSVM should be close to the
result from linear SVM and thus the two bounds on R(g)−RN(g) become equivalent
to bounds on R(g). Therefore, we could safely make the claim that the SLSVM gives
a better result guarantee for the same sample size in our local clusters.
4.3.2 Cluster Identification Module
As described in the previous subsection, the classifiers are estimated given all samples
of each cluster. Initially, the positive samples are randomly assigned into one cluster
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and negative samples are copied into every cluster. After that, the classifiers of each
cluster could be estimated. The content of this subsection is to recluster the positive
samples given all estimated classifiers. Note again that only positive samples are
generated from multiple clusters and thus the re-clustering procedure is solely about
the positive samples.
In our re-clustering algorithm, we add more flexibility about the features that
determine the clusters. Specifically, the re-clustering algorithm does not have to use
all of the features but could concentrate on only a subset of them. This flexibility
allows us to add prior knowledge about the clusters so that the identified clusters
bear more intuitive explanations. We name the set of features used for re-clustering
as C and C ⊆ {1, 2, . . . , D}.
Let N+ be the total number of positive samples which is related to the N+l ’s
through equation N+ =
L∑
l=1
N+l . Let N
− be the total number of negative samples and
N−l = N
− for all l ∈ {1, 2, . . . , L}. The re-clustering algorithm is shown in Fig 4·2.
For all l ∈ {1, . . . , L} and i ∈ {1, . . . , N+}.
1. calculate projection ali from positive sample i onto the classifier for cluster l
with only desired dimensions C. ali =< x+i,C,βlC > ;
2. update cluster assignment of sample i from l(i) to
l∗(i) = arg max
l
ali,
subject to
< x+i,·,β
l∗(i) > +β
l∗(i)
0 ≥ < x+i,·,βl(i) > +βl(i)0 . (4.13)
Figure 4·2: Re-clustering procedure given classifiers
After re-clustering, positive samples are assigned to the cluster that has the max-
imum projection < xi,C, βlC >. In this re-clustering module we need to impose an
important extra constraint (4.13) to guarantee the global convergence of the whole
alternating process. Intuitively, the terms in (4.13) are associated with the slack
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variables in (4.1) and imposing this constraint will guarantee that the alternating
process moves in a monotonic direction such that the costs from slack variables are
non-increasing. The detailed proof of convergence will be presented later.
Different from typical clustering methods, such as k-means clustering (Lloyd,
1982), our re-clustering method does not need to assume any cluster centers to do the
clustering. The reason is that we have label information for our samples and the goal
of clustering is to assist classification. Therefore, our re-clustering method intends to
put samples into the right cluster such that the samples lie as far away as possible
from the classification boundaries. The identified clusters could be either centered or
divergent.
4.3.3 Alternating Clustering and Classification
After describing the two major components of our new algorithm, the whole process
of Alternating Clustering and Classification (ACC) is show in Fig 4·3. Basically,
1. Initialization:
Randomly assign positive class sample i to cluster l(i). i ∈ {1, . . . , N+} and
l(i) ∈ {1, . . . , L}.
2. Classification Step:
Train an SLSVM classifier for each cluster of positive samples combined with
all negative samples. Each classifier is the outcome of a quadratic optimization
(4.1) problem, that provides βl and Ol.
3. Clustering Step:
Re-cluster the positive samples based on the classifiers βl and update l(i)’s.
4. Stopping criterion:
Stop when no l(i) is changed or
∑
lO
l (the sum of the objective values in
training classifiers) is not decreasing. Otherwise, go back to Step 2.
Figure 4·3: Alternating Clustering and Classification Training
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the whole ACC process starts with a random initialization step then alternates be-
tween classifier training and re-clustering positive samples until the stopping criteria
is satisfied. The ACC algorithm is for model training in this classification problem.
There is also a test phase for new samples, which is quite straightforward. Given
a new sample, its projections on each classifier βl will be calculated and these pro-
jections are also on the feature set C. Then the sample will be assigned to the cluster
with the largest projection value and the corresponding classifier will be applied to
predict the sample’s class label. We show this testing procedure in Fig. 4·4 for clarity.
For each test sample x,
1. Assign it to cluster l∗ = arg max
l
< xC,β
l
C >.
2. Classify x with βl
∗
.
Figure 4·4: Alternating Clustering and Classification Testing
Comparing the testing procedure with the ACC algorithm for model training, one
obvious difference is that in the training phase, only positive samples are clustered
but when testing, all news samples are scattered into clusters. The intuition behind
the training phase has already been explained; the data are genuinely asymmetric.
During the testing phase, new samples are partitioned in the same way as the positive
samples treated in the training phase. The logic behind it is as follows. If the test
sample is coming from the positive class, then clustering it in the same way as positive
training samples is consistent. If the test samples is actually from the negative class,
it should not matter which cluster to put it into. Because all negative samples are
copied into every cluster. Therefore, the testing procedure is justified. The test
procedure is relatively simple and straightforward compared with the training phase.
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Now we show the convergence of ACC (training) by Theorem 3.
Theorem 3. For any value of set C, the ACC process converges.
Proof. At each alternating cycle, for each cluster l (l ∈ {1, . . . , L}), we train a SLSVM
with positive samples of that cluster combined with all negative samples. The output
contains the optimal solution of optimization problem (4.1) Ol and the corresponding
optimizer βl, βl0. We use the sum of the objective functions in optimization problems
(4.1) across different clusters (l’s) to prove the convergence. Explicitly, we let
T=
L∑
l=1
Ol
=
L∑
l=1
(1
2
||βl||2 + λ+
N+l∑
i=1
ξli + λ
−
N−l∑
j=1
ζ lj)
=
L∑
l=1
(1
2
||βl||2 + λ−
N−l∑
j=1
ζ lj) +
L∑
l=1
(λ+
N+l∑
i=1
ξli)
=
L∑
l=1
(1
2
||βl||2 + λ−
N−l∑
j=1
ζ li) + λ
+
N+∑
i=1
ξ
l(i)
i .
(4.14)
Here again, ξli represents the slack variables associated with cluster l, l(i) maps sample
i to cluster l(i). Since we only cluster the positive samples, we have N−l ≡ N− for all
l, and
L∑
l=1
N+l = N
+. Now, let us consider the change of value T at each step of the
ACC procedure.
First, we consider the re-clustering step given SLSVMs. During the re-clustering
step, the classifier and slack variables for negative samples in T are not touched. The
only changing part is λ+
N+∑
i=1
ξ
l(i)
i . When we change positive sample i from cluster l(i)
to l∗(i), we simply assign value ξl(i)i to ξ
l∗(i)
i before we update the slack variables from
the next training of SLSVMs. Therefore, the value of T is not changed through the
re-clustering phase.
Next, we continue to consider the classification step. Before we do any optimiza-
tion to re-train SLSVM classifiers, we rewrite T with updated cluster labels l∗(i)’s.
T=
L∑
l=1
(1
2
||βl||2 + λ−
N−l∑
j=1
ζ lj) + λ
+
N+∑
i=1
ξ
l∗(i)
i
=
L∑
l=1
(1
2
||βl||2 + λ+ ∑
l∗(i)=l
ξli + λ
−
N−l∑
j=1
ζ lj)
(4.15)
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At this point, since the classifiers are not retrained yet, βl’s and ζ
l
j’s remain un-
changed. When positive sample i is switched from l(i) to l∗(i) through re-clustering,
due to the constraint
< x+i,·,β
l∗(i) > +β
l∗(i)
0 ≥ < x+i,·,βl(i) > +βl(i)0 (4.16)
and y+i = 1, we have
ξ
l(i)
i ≥ 1− y+i βl(i)0 −
D∑
d=1
y+i β
l(i)
d x
+
i,d ≥ 1− y+i βl
∗(i)
0 −
D∑
d=1
y+i β
l∗(i)
d x
+
i,d (4.17)
The first inequality is because ξ
l(i)
i comes from (4.1) and satisfies the constraint there.
The second inequality is simply expanding (4.16). In the re-clustering step, we assign
ξ
l(i)
i to ξ
l∗(i)
i . Thus, we have
ξ
l∗(i)
i ≥ 1− y+i βl
∗(i)
0 −
D∑
d=1
y+i β
l∗(i)
d f
+
i,d (4.18)
That being said, the newly assigned slack variable ξ
l∗(i)
i satisfies the constraints in
optimizing SLSVM for the cluster l∗(i). More explicitly, for each SLSVM, the current
values βl, βl0, ξ
l
i (where l
∗(i) = l) and ζ lj is a feasible point of optimizations (4.1)
because they satisfy all the constraints. Then, after the re-training of SLSVMs, the
optimal values, Ol’s, of the optimization problem (4.1) should be non-increasing.
Thus, the value of T , as the summation of Ol’s, should be non-increasing through
the classification step. Combining with the fact that the value of T is unchanged in
the cluster step, we draw the conclusion that T is non-increasing in every iteration
cycle of ACC. Therefore, every alternating cycle will monotonically decrease value T
until T is not changed and the ACC procedure stops. Thus, we prove that the ACC
procedure is guaranteed to converge.
After showing the convergence of the training process of ACC, we examine the
resulting model as a whole and analyze its complexity. As clearly shown in the test
process (Figure 4·4), the entire ACC algorithm consists of L functions for clustering on
a subset C of features and a D-dimensional classifier for each of the resulting clusters.
Let the dimensionality of C be DC (obviously DC ≤ D), and the whole family of
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possible algorithms from ACC be H. We have the following theorem bounding the
VC-dimension of H.
Theorem 4. The VC-dimension of the class (4·4) composed with L DC-dimensional
functions for clustering and L D-dimensional linear classifiers, with one classifier for
each cluster and DC ≤ D, is bounded by (L+ 1)L · log e (L+1)L2 · (D + 1).
Proof. The proof is based on Lemma 2 of (Sontag, 1998). Given the L functions
for clustering, named g1, g2, . . . , gL, the final cluster of a sample is determined by
the maximum of g1 to gL. This clustering process could be viewed as the output of
(L−1)L/2 comparisons between pairs of gi and gj, where 1 ≤ i < j ≤ L. The pairwise
comparison could be further transformed into a boolean function (i.e. sign(gi − gj)).
Then together with the L classifiers for each cluster, we have totally (L + 1)L/2
boolean functions to make the final classification. Among all these boolean functions,
the maximum VC-dimension is D + 1, due to DC ≤ D. Therefore, by Lemma 2 of
(Sontag, 1998), the VC-dimension of this family composed by (L + 1)L/2 boolean
functions is bounded by 2( (L+1)L
2
) · log e (L+1)L
2
· (D + 1), or equivalently (L + 1)L ·
log e (L+1)L
2
· (D + 1).
From Theorem 4, we draw the observation that the VC-dimension of ACC grows
linearly with the dimension of data samples and polynomially (between quadratic
and cubic) with the number of clusters. Since the local classifier is trained under
an `1 constraint, they would be likely with lower dimension. At the same time, the
clustering functions also lie in a lower dimensional space C, the bound in Theorem 4
would be tighter in practice.
At the end of this section, it is worth mentioning that the parameter tuning of
this new ACC algorithm should be in a synchronized way. Meaning, the values λ+
and λ− should be fixed across all clusters to guarantee the convergence.
4.3.4 Other Hierarchical Methods
To demonstrate the superiority of our new ACC algorithm, we compare it with the
conventional SVMs with linear kernel and RBF kernel. The conventional SVM has
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been described in Section 4.3.1. In this section we introduce two new hierarchical
methods which would also be compared to the ACC. The two methods naturally
arise from our assumptions of the data.
Since we assume that only the positive class contains clusters, during the model
training phase, we could first cluster the positive samples and then copy negative
samples into each cluster and at last optimize classifiers (linear SVMs) for each cluster.
It is similar to ACC but only clusters once. For clustering the positive samples, we
adopt the widely used k-means method (Lloyd, 1982). In summary, the training
phase consists of k-means clustering for positive class and training linear SVMs for
each cluster. The test phase would be exactly the same as ACC (shown in Fig. 4·4).
We name this algorithm Cluster Then Linear SVM (CT-LSVM).
The other hierarchical method that ACC is compared with is very similar to CT-
LSVM but instead of training a linear SVM, the sparsity constraint is applied as in
ACC and thus sparse linear SVMs are trained. This method is named Cluster Then
Sparse Linear SVM (CT-SLSVM).
Notice that the main difference between CT-LSVM, CT-SLSVM and ACC is that
ACC has an alternating procedure while there other two do not. With only one
time clustering, CT-LSVM and CT-SLSVM still make unsupervised clusters without
making use of the negative samples. On the other hand, as described in earlier
sections, ACC is taking class information and classifiers under consideration so that
the clusters also help the classification. This is the reason ACC could provide a
higher prediction accuracy, which will be demonstrated in the later sections through
simulations and experiments. It is worth emphasizing that the prediction accuracy
is only one aspect for ACC, the other important aspect would be the clusters it
discovers, which provide a capability to interpret the results.
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4.4 Simulations
In this section, we validate our concept and the efficiency of ACC by experiment-
ing on the synthetic data. The synthetic data are designed according to the model
assumptions and we restate the assumptions here for the readers’ convenience:
a. The negative class samples are assumed to be iid and drawn from a single cluster
with distribution P0.
b. The positive class samples belong to several clusters, P 11 , · · · , PL1 .
c. Different positive clusters have different features that separate them from the
negative samples.
4.4.1 Settings of Simulation Data
Let D = 5 and the negative class is simply D dimensional normally distributed, with
0 mean and identity covariance matrix ID. For the positive class, there are 4 clusters
(L = 4) and let C = {1, 2, 3, 4}, meaning the first 4 dimensions are for clustering.
The remaining one dimension is elevated by 0.3 in mean from the standard normal
distribution. For each positive cluster, there’s one dimension of C elevated to be
mean 3, standard deviation 4 ∼ N (3, 4) and the rest three cluster dimensions are
still standard normally distributed. In this synthetic data, imbalanced clusters are
created to make the problem even harder and also make it represent a broader range
of problems. In the training phase, 560 samples are generated, including 280 negative
samples and 40 samples for each of the first 3 positive clusters and 160 samples for
the last positive cluster. 4200 samples are generated for testing in a similar way.
4.4.2 Settings of Tuning Parameters
We compare our new ACC algorithm to SVMs (with linear kernel and RBF kernel)
and the two hierarchical methods, CT-LSVM and CT-SLSVM, through 50 repetitions
75
of simulations. The model parameters for all these methods are tuned through 3-fold
cross validation with only training data. The tuning parameters for ACC is λ− in
(100, 10, 1, 0, 0.1) and λ+ is fixed to be Lλ−. We did some preliminary experiments
to tune K and fix it to be 3 to save on computational cost. L is explicitly varied in
(2, 3, 4, 5, 6) and results for each of them are presented to demonstrate the effect of
the number of clusters in the ACC. The penalty costs of linear SVMs and RBF SVMs
are also tuned among (100, 10, 1, 0, 0.1). Besides, the kernel width of RBF SVM
is tuned among (10, 3, 1, 0.3, 0.1). For CT-LSVM and CT-SLSVM, the number of
clusters in k-means clustering is set to the true number of cluster (equal to 4). The
linear SVM in CT-LSVM uses the same setting as simple linear SVM and the sparse
linear SVM in CT-SLSVM uses the same setting as in ACC.
4.4.3 Prediction Accuracies
The average prediction accuracies are shown in Table 4.1. We use Area Under the
ROC Curve (AUC) as the criteria for accuracies, because it blends the tradeoff be-
tween false positives and false negatives. Across 50 repetitions, the average (avg.)
accuracies (AUCs) are reported together with their standard deviations (std.). In
the third column of Table 4.1, the percentage of repetitions that each method out-
performs RBF SVM is also presented while RBF SVM would serve as the baseline
method.
The results in Table 4.1 support the following observations:
• Different L’s give different results and with larger L’s (even larger than the true
number of clusters), the prediction accuracies become a little better.
• Under-valued L has a bigger impact on the performance than over-valued L’s in
terms of average AUC. This is quite intuitive and also provides a rule of thumb
of setting the L value in real applications.
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Table 4.1: Average Prediction Accuracies (AUC) on Synthetic Data
Settings avg. AUC std. AUC Percentage of AUC > RBF SVM
L = 2 79.62% 1.80% 80
L = 3 80.80% 2.02% 84
L = 4 81.25% 1.68% 86
L = 5 81.59% 1.91% 86
L = 6 81.95% 1.78% 90
Lin. SVM 74.50% 1.34% 22
RBF SVM 77.24% 3.40% -
CT-LSVM (k=4) 77.41% 2.51% 48
CT-SLSVM (k=4) 77.07% 2.81% 46
• At various L’s, the ACC algorithm performs better than SVMs (both linear and
RBF kernel) and the two hierarchical methods.
4.4.4 Cluster Detection
The classification accuracy is only one aspect of our jointly clustering and classification
method. There’s also another important aspect of the simulation, which is identifying
the underlying clusters. Since ACC performs the best at L = 6, we examine the details
of the clusters identified by ACC for each repetition of the experiment. Specifically, we
examine the mean vectors of each cluster. If the clusters are correctly identified, each
mean vector has only one value obviously elevated from 0 (e.g., > 1) and the elevated
features should cover the four features of the true underlying clusters. Due to the
imbalance of clusters, the big cluster might be divided into sub-clusters before small
clusters are identified and thus make the total number of clusters greater than 4. But
with all four individual features identified, all the clusters are actually identified. By
using this criteria, we mathematically test whether clusters are correctly identified
in each repetition of experiment. It turns out that in 86% (43 out of 50) of the
repetitions, ACC correctly identified the clusters and thus proves the power of the
ACC method.
In the next section, we provide more experimental results on a real data set.
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4.5 Experimental Results
4.5.1 Data description and Preprocessing
The data used for the experiments come from Boston Medical Center (BMC), which
has been described in Section 3.2. In summary, we collect 10 years’ (2001-2010)
records on a patients set with at least one heart-related diagnosis or procedure record
in the period 01/01/2005- 12/31/2010. The medical factors we extract are listed in
Table 3.1. Overall, the data set contains 45,579 patients. Different from Section 3.2
40% of the patients are randomly selected in this section to save computational time
and the rest 60% are used for the test. This random splitting is repeated 10 times.
The preprocessing of the records are the same as Section 3.2.2 which includes
steps: Summarization of the medical factors in the history of a patient, Selection
of the target year, Setting the target time interval to be a year and Removing noisy
patients. The only difference is that the class labels required by ACC are: 1 (Positive
Class) if there is a heart-related hospitalization in the target year or -1 (Negative
Class) otherwise.
4.5.2 Prediction Accuracies
In this section, we compare our new algorithm to Linear SVM (Cortes and Vapnik,
1995) and RBF SVM (Scho¨lkopf et al., 1997). We use the data in the previous section
and randomly select 40% of for training and the rest for testing. We repeat 10 times
and report the average prediction accuracy, which is AUC. Again, we use 3-fold cross
validation (with only training data) for parameter tuning. The tuning parameters
are in the same settings as in the simulation section: For ACC, λ− in (100, 10, 1,
0,1) and λ+ is fixed to be Lλ−. We did some preliminary experiments to tune K
and fix it to be 6 in the paper. L explicitly varies in (2, 3, 4, 5, 6) and we show
results for each of them. The penalty costs of the Linear SVM and RBF SVM are
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also tuned among (100, 10, 1, 0,1). Besides, the kernel width of RBF SVM is tuned
among (10, 3, 1, 0.3, 0.1). For CT-LSVM and CT-SLSVM, the number of clusters
in k-means clustering is varied from 2 and 6. The linear SVM in CT-LSVM uses the
same setting as simple linear SVM and the sparse linear SVM in CT-SLSVM uses
the same setting as in ACC. In Table 4.2, only the results under k = 2 are presented
because the AUCs there are the largest.
One important point for this experiment is that the clustering features/dimensions
are not the whole set of features. As described in the data description section, the
patients are selected based on heart diagnosis and procedures, while the whole feature
set also includes factors that are heart related (e.g. diabetes). So it is quite natural to
let the clustering based only on heart diagnosis features instead of all features. From
the experimental results, we could find out that this intuition leads us to meaningful
clusters.
Table 4.2 shows the comparison between ACC, Linear/RBF SVMs, CT-LSVM
and CT-SLSVM. Again, results under various values of L are shown to demonstrate
the effect of the number of clusters.
Table 4.2: Average Prediction Accuracy (AUC) under various scenario
Settings avg. AUC std. AUC # of times (out of 10)
AUC > RBF SVM
L = 2 75.03% 1.55% 10
L = 3 75.99% 0.60% 10
L = 4 75.32% 0.71% 10
L = 5 74.86% 0.86% 9
L = 6 73.66% 1.21% 6
Lin. SVM 72.83% 0.51% 3
RBF SVM 73.35% 1.07% -
CT-LSVM (k=2) 71.31% 0.37% 0
CT-SLSVM (k=2) 71.97% 0.84% 1
From the comparison of results in Table 4.2, we conclude that with 3 clusters the
performance is the best, simply because it has the highest average accuracy as well
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as lowest variation. We further check the details of the clusters in one repetition of
the experiment by presenting the mean values of the clustering features (xC) of each
cluster, as shown in Fig. 4·5.
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Figure 4·5: Average Feature Values of Each Cluster under L = 3
4.5.3 Cluster Detection
In Fig. 4·5, the x axis is the index of features the clustering is based on, i.e., xC, which
contains 48 features in total. Note that in the preprocessing step, we summarize each
medical factor into 4 periods. Thus, these 48 features are actually representing 12
medical factors. The first 20 features of xC are diagnosis of ischemic heart diseases.
The rest 28 features are called “Other Forms of Heart Diseases” in the BMC database
which include endocarditis, myocarditis, cardiac dysrhythmias etc. The y axis is the
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average value of each feature. It is obvious that the 3 clusters have very different
peaks, meaning they represent different subgroups of patients.
- Cluster 1 is an extreme situation that no heart related diagnosis exists before
the target year. Recall that the C is only a subset of all features. Therefore, the
patients in cluster 1 could still have other records for the features other than C.
- Cluster 2 has a peak around the 25th-28th features and the 37th-40th features,
which represent cardiac dysrhythmias and heart failure.
- Cluster 3 has higher values on features about ischemic heart diseases, with an
obvious peak at the 17th-20th features, corresponding to other forms of chronic
ischemic heart disease (mainly consisting of coronary atherosclerosis).
Fig. 4·5 is drawn from a single run of the experiments and serves as a representa-
tive of all the experimental results. The clusters of each repetition demonstrate this
concentration on either ischemic heart diseases, or heart failure and cardiac dysrhyth-
mias, or none of them.
We further visualize the hospitalized patients in the training set by projecting
them on two selected feature-dimensions as shown in Fig. 4·6. This visualization
provides a clearer demonstration of the clusters. Since the feature values are discrete
and different samples could overlap with each other, a small uniform noise ([-0.1, 0.1])
is added to each dimension of each sample in Fig. 4·6. It is quite obvious that cluster
2 and cluster 3 samples are well separated. Samples from cluster 1 are all around the
(0, 0) corner and are covered by the other two clusters.
In Table 4.2, we see that more clusters could be set for ACC, with a little decrease
in prediction accuracy but still better than the baseline methods. Fig. 4·7 is similar
to Fig. 4·5 except with 5 clusters (L = 5). This time, the diseases of each cluster are
more concentrated. Cluster 2 has peak at cardiac dysrhythmias; cluster 3 is mostly
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Figure 4·6: hospitalized patients in the training set
on heart failure; cluster 4 concentrates on other diseases of endocardium and peri-
cardium; cluster 5 is generally about other forms of chronic ischemic heart diseases;
and cluster 1 is none of the previous. Under this setting, each cluster focuses on a
smaller set of patients and thus share more medical characters. It would be easier for
doctors to understand patients’ complications and give better treatment quickly.
In summary, the experimental results demonstrate that our new method is not
only better in predicting hospitalizations in the future due to heart diseases but at
the same time identifies the subgroups of patients with different categories of heart
diseases, which in addition helps us understand and interpret the results better.
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Figure 4·7: Average Feature Values of Each Cluster under L = 5
4.6 Conclusion
In this section, we formulated a general classification problem from our hospitalization-
prediction application. The uniqueness of this classification problem lies in the asym-
metry nature of two classes, where only the positive class contains multiple clusters.
By jointly optimizing the classifier and identifying the clusters, we obtain a better
classification accuracy and at the same time, use the identified clusters to help us gain
more insight about the results. Therefore, we design a new method that alternates
between clustering and classification named ACC. This new method has guaranteed
convergence and a better generalization bound due to the introduction of `1 con-
straints. We test our new method with synthetic data and also on a medical dataset
from Boston Medical Center (BMC) and compare the results to SVMs with linear
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kernel and RBF kernel and two other hierarchical classifiers that naturally arise. The
experimental results demonstrate the superiority of ACC over the other methods in
terms of prediction accuracy. In addition, the ACC also identifies intuitively mean-
ingful clusters and, thus, makes itself even more promising.
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Chapter 5
Summary and Future Work
We start this chapter by summarizing our current progress and contributions in Sec-
tion 5.1. Then we propose possible future work in Section 5.2.
5.1 Summary
In this thesis, we considered two problems as examples of personalized health care:
formation detection with wireless sensor networks and predicting hospitalization due
to heart diseases.
For formation detection, we developed a method of combining a pdf interpolation
scheme and GLT, and compared this method with LT and MSVM by simulations but
also by actual experiments involving actual sensor nodes. We conducted the testing
for both a single observation (RSSI measurements at a certain time) and multiple
observations (a sequence of measurements). The results show that our pdf family
construction coupled with GLT has several potential advantages compared to the two
alternatives:
• it results in better handling of multiple observations;
• is robust to measurement uncertainty;
• and is computationally more efficient for multi-class classification, when the
number of classes is large.
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Measurement uncertainty, in particular, is due to both changes in the environment
where measurements are taken, and, most importantly, due to systematic changes in
the measurement process, e.g., misalignment of the sensors between the training and
the formation detection phases.
For predicting hospitalization due to heart diseases, we start this novel research
by navigating the EHR database and then extracting relevant EHRs from patients’
history. We attempt different ways of forming these EHRs for prediction and settle
down to the current structure due to its superior performance. After all the prepro-
cessing, five types of machine learning methods are proposed and applied initially,
to get the prediction accuracies. These accuracies are compared between each other
and also to the performance of using the Framingham Risk Factor (FRF). From the
comparisons we draw our conclusions:
• our current best result presents a 82% detection under 30% false alarm which
could potentially save huge costs in practice;
• our proposed methods perform consistently better than those utilizing FRF
which suggests the appropriateness of our features and algorithms;
• we designed a special variation of likelihood ratio test that provides us inter-
pretability to the predictions.
It is worth mentioning that the highly unbalanced classes required us to take
particular care for training the machine learning models. Otherwise, the predictor
will be naively pointing to no-hospitalization all the time.
Continuing on the direction of boosting interpretability, we abstract a general
problem from this medical application of hospitalization prediction. The general
problem is still a binary classification problem but assumes hidden clusters in one of
the two classes. The goal becomes to make predictions and at the same time detect
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hidden clusters. To achieve the objective, we design a new algorithm, that alternates
between training classifiers and conducting clustering. Comparing to other baseline
methods, the new algorithm
• jointly identifies clusters, as well as, makes classifications,
• has convergence guarantees and better generalization bounds,
• and also has better prediction accuracies comparing to other baseline methods.
5.2 Future Work
Continuing with the hospitalization prediction problem, we already abstract a new
problem from this application. However, this is only one aspect of this sophisticated
data set. One important specialty about medical records is their interpretation. Ob-
served diagnosis usually indicates bad conditions of human body. But the opposite
side is more complicated. Without any visit/records to the hospital, the condition
of human body is uncertain instead of firmly healthy. Exploring this effect could
generate interesting questions. Another aspect of medical data is the missing data.
People may not go to the same hospital all the time, so that patients’ visits could
be missed in the database. How to handle this missing data problem under medical
settings is also challenging.
In terms solving the problems, we propose methods that can be characterized as
machine learning and classification. There could be other ways which also potentially
fit the goals. For example, the visits of patients naturally form time series and there
are many control models specifically designed to handle this type of problems, such
as Markov decision processes. The result from these models could be compared with
our existing results and thus build a rich literature about hospitalization prediction.
Our work can also be extended to other types of preventable hospitalizations,
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such as those due to diabetes or bacterial pneumonia. The systems approach to the
problem is to build models to prevent unnecessary hospitalizations. Thus, predicting
hospitalizations is only the first step. Our long-term goal is to complete the model
by making it able to determine the actionable cases and offer suggestions that will
be subject to the physician’s medical knowledge and expertise. A financial feasibility
analysis could accompany our study. The end is not close, but we have made a solid
first step.
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