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Introduction
In this paper we design an algorithm to generate all storientations of a given biconnected plane graph. Given a graph G and its designated edge e = (s, t), an st-orientation of G is an orientation D of edges of G such that 1. D has no directed cycle, 2. s has no incoming edge, 3 . t has no outgoing edge, and 4. each of other vertices has at least one incoming edge and at least one outgoing edge.
See examples in Fig. 1 
(b).
Many graph algorithms use an st-orientation. For instance, graph drawing algorithms [3] , [4] , [17] , [19] , [22] , routing algorithms [1] , [13] and partitioning algorithms [14] .
Given a biconnected graph G and its two vertices s and t, one can find an st-orientation of G in O(m + n) time [5] , [6] , [22] . Note that if G is not biconnected then G may have no st-orientation.
Generating all objects with some property without duplications has many applications, including unbiased statistical analysis [12] . A lot of algorithms to solve these problems are known [2] , [11] , [12] , [15] , [23] . See textbooks [8] - [10] , [20] , [21] .
To solve these all-graph-generation problems some types of algorithms are known.
Classical method algorithms [8] first generate all the graphs with a given property allowing duplications, but output each graph exactly once when the graph has generated for the first time. Thus this method requires quite a huge space to store a list of graphs that have already been output. Furthermore, checking whether each graph has already been output requires a lot of time.
Orderly method algorithms [8] need not store the list, since they output a graph only if it is a "canonical" representative of each isomorphism class. Reverse search method algorithms [2] also need not store the list. The idea is to implicitly define a connected graph H such that the vertices of H correspond to the graphs with the given property, and the edges of H correspond to some relation between the graphs. By traversing an implicitly defined spanning tree of H, one can find all the vertices of H, which correspond to all the graphs with the given property.
For some problems we can define a tree (not a general graph) as the graph H of the reverse search method. Then we do not need to find a spanning tree of H, since H itself is a tree. Based on this idea we have designed simple but efficient generating algorithms [11] , [15] .
In this paper we design an algorithm to generate all st-orientations. Given a biconnected plane graph G with a designated edge (s, t) on the outer face of G, our algorithm generates all st-orientations of G without duplications. For instance, G in Fig. 1(a) has seven st-orientations shown in Fig. 1(b) . The algorithm generates all st-orientations in O(n) time for each.
The rest of the paper is organized as follows. Section 2 gives some definitions. Section 3 presents our algorithm to generate all st-orientations of a given biconnected plane graph. Finally Sect. 4 is a conclusion. Fig. 1 (a) A biconnected plane graph G with a designated edge e = (s, t), and (b)the st-orientations of G.
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Preliminaries
In this section we give some definitions.
A graph G = (V, E) consists of a set V of vertices and a set E of edges. If G has an edge e = (u, v) then we say u and v are adjacent and e joins u and v, and e is incident to u. An edge that joins a vertex and itself is called a self loop. A set of two or more edges having identical ends is a multi-edge.
A drawing of a graph is plane if it has no two edges intersect geometrically except at a vertex to which they are both incident. A plane drawing of a graph divides the plane into connected regions called f aces. The unbounded face is called the outer face, and other faces are called inner faces. We regard the contour of a face as the clockwise sequence of the vertices and edges on the boundary of the face. A graph is planar if it has a plane drawing. A plane graph is a planar graph with a fixed plane drawing.
A plane graph can be represented by an array of adjacency lists, one for each vertex. The neighbour vertices of a vertex v are stored in clockwise order in the adjacency list of v. If G has an edge (x, y) then x appears in the adjency list of y, and y appears in the adjency list of x. We connect the two information each other so that we can trace the contour of each face.
A sequence
If G has a path between every distinct two vertices, then G is connected. If the deletion of a vertex v results in a disconnected graph, then v is a cut vertex. If G has no cut vertex then G is biconnected.
Each cut vertex of a plane graph can be found as follows. Trace the contour of each face. If some vertex, say x, appears on the contour of a face twice, then x is a cut vertex. See Fig. 2 .
Let G\e be the graph derived from G by the deletion of edge e. Also let G/e be the graph derived from G by the contraction of edge e, where the contraction of e means (1) delete e, (2) then identify its ends, (3) then replace each multi-edge by an edge if multi-edges appear.
An orientation D of a graph G is an assignment of a direction to each edge of G. If an edge e = (x, y) has assigned a direction from x to y then e is an outgoing edge of x and incoming edge of y. A sequence Given a graph G and its designated edge (s, t), an storientation of G is an orientation D of G such that 1. D has no directed cycle, 2. s has no incoming edge, 3. t has no outgoing edge, and 4. each of other vertices has at least one incoming edge and at least one outgoing edge.
If G has a self loop, then any orientation contains a directed cycle so G has no st-orientation. If G is biconnected then, for any edge (s, t), G has an st-orientation [5] , [6] , [22] . If G is not biconnected then G has no st−orientation.
Algorithm
appears on the outer face, then we can apply the algorithm.
We always draw G so that s is the lowest vertex, t is the highest vertex, and (s, t) is the right most edge. See Fig. 3 .
Basic Idea
The basic idea is as follows. It is known [7] every storientation of G is derived by slightly extending an storientation of either G\ f or G/ f for some edge f . Also every st-orientation of G\ f and G/ f generates a distinct storientation of G. Thus if we can generate all st-orientations of G\ f and G/ f , then we can generate all st-orientations of G.
Let G be a biconnected plane graph and (s, t) and f = (s, x) are two edges on the outer face. See Fig. 4 . Let F c be the inner face of G having edge (s, x) on its contour, and y the succeeding vertex of x on the contour of F c . Let O(G) be the set of all st-orientations of G. Now we have the following lemma. More general result is shown in Lemma 8.1 in [7] Lemma. 3.1: Given a biconnected plane graph G having Fig. 3 A drawing of graph G. two edges (s, t) and f = (s, x) on the outer face, the following holds.
|O(G)| = |O(G\ f )| + |O(G/ f )| Moreover there is a one to one mapping between O(G) and O(G\ f ) ∪ O(G/ f ).
Proof.
For each st-orientation D of G\ f we can construct an st-orientation D of G as follows. (1) add the edge (s, x) on the outer face and (2) orient it from s to x. See Fig. 5(a) . Also for each st-orientation D of G/ f we can construct an st-orientation D of G in the same manner. See Fig. 5(b) . Note that each st-orientation constructed from an st−orientation G\ f has an edge directed from y to x, and each st-orientation constructed from an st−orientation G/ f has a directed edge from x to y. Thus they are distinct st-orientations of G. 
Algorithm
G has an st−orientation if and only if G is biconnected [5] , [6] , [22] .
Now we introduce a technique to check whether G\ f or G/ f is biconnected or not, efficiently. We need several definitions. Let G be a biconnected plane graph with edge (s, t) on the outer face.
The left path of G is the path from s to t on the contour of the outer face excluding (s, t), and we denote it as LMP(G), and call it the leftmost path of G. For each inner face F, let C(F) be the set of common subpaths of the contour of F and LMP(G). Note that a common subpath may be just a vertex. If |C(F)| = k then F is a k-left touch face. If F is a k-left touch face with k ≥ 2 then F is a span face. See Fig. 6 . F 1 and F 2 are 2-left touch faces, and F 3 is a 1-left touch face. Thus F 1 and F 2 are span faces.
Let G be a biconnected plane graph having two edges (s, t) and f = (s, x) on the outer face. G is a D-obstacle if the deletion of f does not result in biconnected. G is a C-obstacle if the contraction of f does not result in biconnected. We have the following lemmas. Let F c be the inner face of G having edge (s, x) on its contour.
Lemma. 3.2: G is a D-obstacle if and only if (i) the de-
gree of x is two, or (ii) F c is a span face. Proof. If the degree of x is two then f is not deletable, since G\ f has a cut vertex. If F c is a span face then G\ f has a cut vertex. See Fig. 7 . Conversely, if G\ f has a cut vertex, say z, then z must appear twice on a face of G\ f . If the face is an inner face of G\ f , then G also has a cut vertex, a contradiction. Thus the face is the outer face of G\ f and z is on the outer face of G\ f . So this happen only when the degree of x is two or F c is a span face.
Lemma. 3.3:
G is a C-obstacle if and only if G has a span 
Data Structure
In this section we design a data structure for the algorithm. Using this data structure, one can check whether G is a Dobstacle or not, and G is a C-obstacle or not in O(1) time.
A plane graph can be represented by an array of adjacency lists as explained in Sect. 2. See Fig. 9 . We can trace the contour of each face.
For each vertex v on the outer face, we maintain the list S F(v) of the span faces having v on the contour. We store these faces in clockwise order arround v. For G\ f we maintain the data structure as follows. Each vertex v of G on F c except x and s becomes an outer vertex in G\ f , and some face having v on its contour may become a span face. Thus we update C(F) for every face that has v on its contour, and construct S F(v) for the vertex v if it is needed. If a span face F of G with C(F) = 2 in G is C(F) = 1 in G\ f , then it is not a span face anymore in G\ f . We can check and update it in O(|F c |) time, where |F c | is the number of edges on the contour of F c excluding f .
For G/ f we maintain the data structure as follows. Since two vertices x and s become one vertex, we merge S F(x) and S F(s) in O(1) time.
Each vertex newly appears on the outer face exactly once. Thus, the construction of S F(v) is needed exactly once for each vertex v for each construction of an storientation of G.
Thus, the algorithm runs O(m) = O(n) time to generate each st-orientation of G, since m ≤ 3n − 6 holds for plane graphs. See Fig. 10 .
Conclusion
In this paper we have shown, given a biconnected plane graph G with designated edge (s, t) on the outer face of G, one can find all st-orientations of G in O(n) time for each.
Note that our algorithm only works if (s, t) is on the outer face of a plane graph G. To design algorithms which work for (1) general location of s and t or (2) non-plane graph G is remained as open.
