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1. Introduction
Completely positive trace-preserving (CPTP) super-operators are very important in the field of
quantum information processing as they are the most general quantum operations one can apply to
a quantum system [1,2]. Because CPTP super-operators are a special case of positive trace-preserving
(PTP) super-operators, it is interesting to knowwhich properties of CPTP super-operators are inherited
fromPTP super-operators andwhich are unique. In this paperwe examinewhat form the fixed space of
PTP and CPTP super-operators can take; so, naturally, we are considering only super-operators whose
input and output spaces are the same. We show that the fixed space of PTP and CPTP super-operators
have a specific common structure. However, there are PTP super-operators (the transpose operation,
for example) such that no CPTP super-operator has the same fixed space as they do.
The study of the fixed space of CPTP super-operators is important in determining the computational
power of closed timelike curves [3]. The characterization of the fixed space may also be useful in
analyzing the experimental magic state distillation [4], a specific approach to experimental quantum
computation. Positive but not completely positive trace-preserving super-operators are not as well
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studied as CPTP super-operators, yet they are still of importance in the quantum information theory
as, for example, they are used to detect entanglement between two quantum systems [5].
Let L(X ) denote the space of all linear operators thatmapX to itself. The complete characterization
of the fixed space of CPTP super-operators is known [6]:
Theorem1. Let beaCPTP super-operator actingon L(V). There exist spacesY1, . . . ,Yn andZ1, . . . ,Zn,
and, for all i ∈ [1 .. n], a density operator ρi acting on Zi of rank dimZi such that⊕ni=1 Yi ⊗ Zi ⊆ V and
the fixed space of  is
⊕n
i=1 L(Yi) ⊗ ρi .
In this paper we try to obtain a similar characterization of the fixed space of PTP super-operators.
While we do not obtain a complete characterization, we show many interesting properties that the
fixed space of PTP super-operators and the projection onto it must satisfy. As a result, these properties
easily provide an alternative proof of Theorem 1.
In Section2we introducenotationanddefinenecessary concepts. In Section3westate the twomain
lemmas (Lemma 3 and Lemma 4) of the paper which regard the fixed space of PTP super-operators,
and we prove them in Sections 4 and 5, respectively. Section 6 considers a special case of Lemma 4
in which we can completely describe the structure of the fixed space. In Section 7 we consider CPTP
super-operators and we show how Lemmas 3 and 4 imply Theorem 1. And in Section 8 we conclude
with a discussion of open problems and connections between the results of this paper and results in
the theory of conditional expectations in operator algebras.
2. Notation and preliminaries
We use scripted capital letters V , W , X , Y , Z to denote complex Euclidean spaces, and Y ⊆ X
denotes that Y is a subspace of X . Let X denote the projector to X . For Y ⊆ X , we define X\Y to be
the complementary subspace of Y into X . Let L(X ,Y) be the set of all linear operators that map X to
Y , and let L(X ) be short for L(X ,X ). The set L(X ,Y) forms a vector space itself. We define T(X ) to be
the set of all linear super-operators that map L(X ) to L(X ). For  ∈ T(X ), we say that M ⊆ L(X ) is
invariant under  if [M] ⊆ M, and we say thatμ ∈ L(X ) is a fixed point of  , or, simply, is fixed, if
(μ) = μ. The fixed space of  is the space of its fixed points.
Let⊗ denote the tensor product and let⊕ denote the direct sum. We define the direct sum of two
super-operators  ∈ T(X ) and  ∈ T(Y), where X and Y are orthogonal spaces, to be the super-
operator ⊕ ∈ T(X ⊕Y) that maps everyμ ∈ L(X ⊕Y) to(XμX )+(YμY). Let IL(X )
denote the identity super-operator on L(X ).
Let I denote the imaginary unit. For a complex number a, let a∗ denote its complex conjugate. For
a linear operator A, let A∗ denote its complex conjugate transpose. When we write x ∈ X , we think of
x as a column vector, and, thus, x∗ is a row vector. For a super-operator  ∈ T(X ), the adjoint of  is
defined to be the unique super-operator ∗ ∈ T(X ) that satisfies Tr(A∗1(A2)) = Tr((∗(A1))∗A2)
for all A1, A2 ∈ L(X ).
We say that A ∈ L(X ) is Hermitian if A = A∗. All eigenvalues of a Hermitian operator are known
to be real. We say that a Hermitian operator A is positive semi-definite if all its eigenvalues are non-
negative, and we write A  0. An operator A ∈ L(X ) is positive semi-definite if and only if all its
central minors are non-negative, or, equivalently, if and only if x∗Ax  0 for all x ∈ X . Thus, one can
easily show that, if A ∈ L(X ) is positive semi-definite and there exists x ∈ X such that x∗Ax = 0, then
Ax = 0.
A super-operator ∈ T(X ) is Hermiticity-preserving if it maps Hermitian operators to Hermitian
operators, or, equivalently, if (μ∗) = ((μ))∗ for all μ ∈ L(X ). A Hermiticity-preserving super-
operator is positive if it maps positive semi-definite operators to positive semi-definite operators. A
positive super-operator  ∈ T(X ) is completely positive if  ⊗ IL(Y) ∈ T(X ⊗ Y) is positive for all
Y . That is,  is completely positive if it remains positive when we suppose that it acts on a part of a
larger system.
We use [a .. b] to denote the set {a, a+1, . . . , b}, where a, b ∈ N. Let {x1, . . . , xn} be an orthonor-
mal basis ofX . Choi matrix J() of super-operator ∈ T(X ) is n2 dimensional squarematrix defined
1706 A. Rosmanis / Linear Algebra and its Applications 437 (2012) 1704–1721
as J()(i,j),(k,l) = x∗i (xjx∗l )xk , where i, j, k, l ∈ [1 .. n]. It is known that  is completely positive if
and only if J() is positive semi-definite (this condition is basis-independent).
Let D(X ) be the set of all positive semi-definite operators in L(X ) having trace 1. We call elements
of D(X ) density operators. The support of ρ ∈ D(X ) is the space spanned by the eigenvectors of
ρ corresponding to non-zero eigenvalues. We say that a super-operator ∈ T(X ) is trace-preserving
if Tr(μ) = Trμ for all μ ∈ L(X ).
3. Main results
Let V be a complex Euclidean space and let  ∈ T(V) be a PTP super-operator. We are interested
what are characteristics of the fixed space of  . Since we are interested only in the fixed space, the
following theorem will be very useful.
Theorem 2. Let  ∈ T(V) be a PTP super-operator. There exists a PTP super-operator  ∈ T(V) such
that, for all μ ∈ L(V), (μ) is a fixed point of  and every fixed point of  is also a fixed point of .
This theorem is basically provedbyAaronsonandWatrous [3], except that they considerCPTP rather
thanPTP super-operators and. Theproof is basedon the fact that thenaturalmatrix representation
of has spectral norm at most 1. That, in turn, was proved by Terhal and DiVincenzo [7], and one can
see that their proof requires only positivity of  , not complete positivity.
In essence, is a projection onto the fixed space of . Thus, because the only thing about a super-
operator we are interested in is its fixed space, it is enough to consider only projections, that is,
super-operators  ∈ T(V) such that ((μ)) = (μ) for all μ ∈ L(V) (or 2 = , for short). Let
us restrict the class of super-operators we need to consider even further. Let X⊥ ⊂ V be the space
of all vectors y ∈ V such that (μ)y = 0 for all μ ∈ L(V), and let X = V\X⊥. For every non-zero
vector x ∈ X , there existsμ ∈ L(V) such that (μ)x 	= 0. Also note that [L(V)] ⊆ L(X ). Therefore,
since 2 = , we can restrict our attention to the action of  on the space L(X ). The following two
lemmas characterize this action.
Lemma3. The spaceX can be divided into orthogonal subspacesX1, . . . ,Xl such that, for everyXi, there is
a density operator ρi ∈ D(Xi) of full rank (i.e., rank dimXi) satisfying(μ) = Tr(μ)ρi for allμ ∈ L(Xi).
Moreover, (μ) = 0 for all μ ∈ L(Xi,Xj) whenever dimXi 	= dimXj .
As thenext lemmawill show, evena stronger result holds:(μ) = 0 for allμ ∈ L(Xi,Xj)whenever
ρi and ρj have different eigenspectra. For convenience, let Y and Z denote, respectively, Xi and Xj and
let ρ and σ denote, respectively, ρi and ρj . Suppose there exists θ ∈ L(Z,Y) ⊕ L(Y,Z) such that
(θ) 	= 0. Since 2 = , (θ) is a fixed point of . So are Hermitian operators (θ + θ∗) and
(Iθ − Iθ∗), and, because (θ) 	= 0, at least one of them is non-zero. Therefore, we can restrict our
attention to Hermitian fixed points of .
Lemma 4. Let Y and Z be two m-dimensional orthogonal subspaces of X such that (μ) = Tr(μ)ρ for
all μ ∈ L(Y) and (μ) = Tr(μ)σ for all μ ∈ L(Z), where ρ ∈ D(Y) and σ ∈ D(Z) both have rank
m. Suppose there exists a Hermitian operator ξ ∈ L(Z,Y) ⊕ L(Y,Z) fixed by  such that ξ 	= 0. Then,
let
YξZ = c
m∑
k=1
rkykz
∗
k
be a singular value decomposition of YξZ , where c > 0, (r1, . . . , rm) is a probability vector, and{y1, . . . , ym} and {z1, . . . , zm} are orthonormal bases of Y and Z , respectively. We have
ρ =
m∑
k=1
rkyky
∗
k and σ =
m∑
k=1
rkzkz
∗
k ;
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(yiz
∗
i + ziy∗i ) =
m∑
k=1
rk(ykz
∗
k + zky∗k ) = ξ/c for all i ∈ [1 ..m];
(yiz
∗
j + ziy∗j ) = 0 for all i, j ∈ [1 ..m] such that i 	= j.
Note that in the last equality we consider(yiz
∗
j + ziy∗j ), not a Hermitian operator(yiz∗j + zjy∗i ).
Due to Theorem 2, Lemmas 3 and 4 tell a lot about the fixed space of  , an arbitrarily chosen PTP
super-operator. In the next two sections we prove these lemmas.
4. Decomposition of L(X ) into invariant subspaces
Let  ∈ T(X ) be a PTP super-operator satisfying 2 = . Let us assume that, for every non-zero
vector ψ ∈ X , there exists μ ∈ D(X ) such that (μ)ψ 	= 0. (Note: equivalently we could have
assumed that there exists μ ∈ L(X ) satisfying this property, because every such μ can be expressed
as a linear combination of density operators.)
In this section we will prove Lemma 3. Let us first lay the groundwork for the proof. The following
two lemmas hold for any positive super-operator  ∈ T(X ) (see Appendix A).
Lemma 5. Suppose x, y, z ∈ X satisfy z∗(xx∗)z = 0 and z∗(yy∗)z = 0. Then (xy∗)z = 0.
Lemma 6. Suppose x ∈ X and Z ⊆ X satisfy Z(xx∗)Z = 0. Then Z(xy∗)Z = 0 for all
y ∈ X .
Brouwer’s fixed point theorem (see [8]) implies that, for any Y ⊆ X , if L(Y) is invariant (under),
then there is a fixed point ρ ∈ D(Y).
Lemma 7. Let ρ ∈ D(X ) be fixed and let Y ⊆ X be the support of ρ . Then L(Y) is invariant.
Proof. Let n = dimX and r = rank ρ . There is an orthonormal basis {x1, . . . , xn} of X such that
ρ = ∑ri=1 λixix∗i , where λi > 0 for all i ∈ [1 .. r]. Consider an arbitrary k ∈ [r + 1 .. n]. We have
both
x∗k(ρ)xk =
r∑
i=1
λix
∗
k(xix
∗
i )xk and x
∗
k(ρ)xk = x∗kρxk = 0.
Thus, x∗k(xix
∗
i )xk = 0 for all i ∈ [1 .. r]. Lemma5 then implies that(xix∗j )xk = 0 and x∗k(xix∗j ) = 0
for all i, j ∈ [1 .. r], and, therefore, L(span{x1, . . . , xr}) is invariant. 
Lemma 8. Suppose Y ⊆ X and Z ⊆ Y are two subspaces such that both L(Y) and L(Z) are invariant,
and let Z⊥ = Y\Z . Then L(Z⊥) is also invariant.
Proof. First, letY⊥ = X\Y , thereforeZ⊥ = X\(Y⊥⊕Z). It is enough to prove that L(Y⊥) is invariant
because then Lemma 5 would imply that L(Y⊥ ⊕ Z) is invariant as well and an analogous proof that
considersY⊥⊕Z instead ofY would prove that L(Z⊥) is invariant. Second—without loss of generality,
assume thatY 	= X—to prove that L(Y⊥) is invariant, it is enough to prove that there exists a subspace
W ⊆ Y⊥ of dimension at least 1 such that L(W) is invariant because eitherW = Y⊥ or we replace Y
by Y ⊕W and repeat the proof.
Let n = dimX and l = dimY < n. Choose an arbitrary x ∈ Y⊥. Due to initial assumptions, there
existsμ ∈ D(X ) such that(μ)x 	= 0. Letρ = (μ),which isafixedpoint.Becauseρ ispositive semi-
definite andρx 	= 0,Y⊥ρY⊥ is positive semi-definite and non-zero. There exist orthonormal bases
{y1, . . . , yl} and {yl+1, . . . , yn} ofY andY⊥, respectively, such thatYρY is diagonal in {y1, . . . , yl}
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andY⊥ρY⊥ is diagonal in {yl+1, . . . , yn}. Letm = n+1−rank(Y⊥ρY⊥) ∈ [l+1 .. n]. Therefore,
ρ =
l∑
i=1
γiyiy
∗
i +
n∑
j=m
ζjyjy
∗
j +
l∑
i=1
n∑
j=m
(βi,jyiy
∗
j + β∗i,jyjy∗i ),
where γi  0, ζj > 0, and βi,j ∈ C for all i ∈ [1 .. l] and j ∈ [m .. n].
For all k ∈ [l + 1 .. n], L(Y) being invariant implies that y∗k(yiy∗i )yk = 0 for all i ∈ [1 .. l], and
thus Lemma 6 implies that y∗k(yiy
∗
j )yk = 0 whenever i or j (or both) is in [1 .. l]. Therefore, because
 is trace-preserving, we have
m−1∑
k=1
y∗k(yiy
∗
i )yk =
n∑
k=1
y∗k(yiy
∗
i )yk = Tr((yiy∗i )) = 1
and
m−1∑
k=1
y∗k(yiy
∗
j )yk =
n∑
k=1
y∗k(yiy
∗
j )yk = Tr((yiy∗j )) = 0
for all i ∈ [1 .. l] and j ∈ [m .. n]. Hence, on the one hand we have
m−1∑
k=1
y∗k(ρ)yk =
l∑
i=1
γi
m−1∑
k=1
y∗k(yiy
∗
i )yk +
n∑
j=m
ζj
m−1∑
k=1
y∗k(yjy
∗
j )yk
+
l∑
i=1
n∑
j=m
⎛
⎝βi,j
m−1∑
k=1
y∗k(yiy
∗
j )yk + β∗i,j
m−1∑
k=1
y∗k(yjy
∗
i )yk
⎞
⎠
=
l∑
i=1
γi +
n∑
j=m
ζj
m−1∑
k=1
y∗k(yjy
∗
j )yk,
while on the other hand, because ρ is fixed, we have
m−1∑
k=1
y∗k(ρ)yk =
m−1∑
k=1
y∗kρyk =
l∑
k=1
γk.
This means that, since ζj > 0 and (yjy
∗
j ) is positive semi-definite, y
∗
k(yjy
∗
j )yk = 0 for all j ∈
[m .. n] and k ∈ [1 ..m − 1]. Finally, chooseW = span{ym, . . . , yn} ⊆ Y⊥, and L(W) is invariant by
Lemma 5. 
Now we are ready to prove Lemma 3.
Lemma3. The spaceX can be divided into orthogonal subspacesX1, . . . ,Xl such that, for everyXi, there is
a density operator ρi ∈ D(Xi) of full rank (i.e., rank dimXi) satisfying(μ) = Tr(μ)ρi for allμ ∈ L(Xi).
Moreover, (μ) = 0 for all μ ∈ L(Xi,Xj) whenever dimXi 	= dimXj .
Proof. Let us first prove the following lemma whose repetitive application will give us the first part
of Lemma 3.
Lemma 9. Let Y be a subspace of X such that L(Y) is invariant, and let ρ ∈ D(Y) be a (not necessarily
unique) fixed point of  such that the rank of any other fixed point in D(Y) is at least the rank of ρ . Let
Z ⊆ Y be the support of ρ . Then (μ) = Tr(μ)ρ for all μ ∈ L(Z).
Proof. Because ρ is fixed, Lemma 7 implies that L(Z) is invariant. All fixed points in D(Y) has rank at
least r = rank ρ = dimZ , therefore all fixedpoints inD(Z)must have rank exactly r. However, if there
exists a fixed pointσ ∈ D(Z) such thatσ 	= ρ , then there existsα > 0 such that ξα = (1+α)ρ−ασ
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is inD(Z) and it has rank strictly less than r. This is due to the fact that the vector of sorted eigenvalues
of ξα is continuous in α (see [9, Theorem 8.1]). However, we assumed that ρ is a fixed point having
the minimum rank, therefore ρ is the only fixed point in D(Z) and, thus, up to scalars, in L(Z). Finally,
2 =  implies that (μ) ∝ ρ for all μ ∈ L(Z), and the lemma follows from  being trace-
preserving. 
Consider the following algorithm:
1. Set Y := X and i := 1.
2. Choose ρi to be a fixed point in D(Y) having the minimum rank among all such points.
3. Set Xi to be the support of ρi.
4. Set Y := Y\Xi.
5. If Y 	= {0}, increase i and go back to Step 2.
Given that ρi is fixed, Lemma 7 assures that L(Xi) is invariant. Thus, L(Y) is always invariant due to
Lemma 8. That further implies that, unless Y = {0}, D(Y) contains a fixed point. Therefore all steps
of the algorithm are valid. Lemma 9 implies that subspaces X1, . . . ,Xl and fixed points ρ1, . . . , ρl ,
output by the algorithm, satisfy the first part of the theorem.
Regarding the second part: let Xi and Xj be orthogonal subspaces of X of dimension ni and nj ,
respectively, satisfying ni < nj , and let ρi ∈ D(Xi) and ρj ∈ D(Xj) be operators of full rank (i.e., ni
and nj , respectively) such that (μ) = Tr(μ)ρi for every μ ∈ L(Xi) and (μ) = Tr(μ)ρj for every
μ ∈ L(Xj). Because L(Xi) and L(Xj) are invariant, Lemmas 5 and 6 imply that L(Xi,Xj) ⊕ L(Xj,Xi) is
also invariant. Thus, all fixed points in D(Xi ⊕ Xj) can be written as
ξβ,θ := βρi + (1 − β)ρj + θ + θ∗,
where β ∈ [0, 1] and θ ∈ L(Xi,Xj) ⊕ L(Xj,Xi). Note that, unless β = 1 and, thus, θ + θ∗ = 0,
the rank of ξβ,θ is at least nj . Suppose the contrary: there is an operator μ ∈ L(Xi,Xj) such that θ =
(μ) ∈ L(Xi,Xj)⊕ L(Xj,Xi) is non-zero. Without loss of generality, we assume θ + θ∗ 	= 0. Because
2 = , θ is a fixed point; so is θ∗. Thus, for all α, ξ1/2,αθ is also a fixed point. There exists α0 > 0
such that ξ1/2,αθ ∈ D(Xi⊕Xj) for allα ∈ [0, α0] and the rank of ξ1/2,α0θ is strictly less that ni+nj . Let
Y be the support of ξ1/2,α0θ and let Y⊥ = (Xi ⊕Xj)\Y . We have dimY ∈ [nj .. ni + nj − 1] and, thus,
dimY⊥ ∈ [1 .. ni]. Lemma 7 implies that L(Y) is invariant, and Lemma 8 further implies that L(Y⊥) is
invariant too. BecauseXj 	⊆ Y , we haveY⊥ 	⊆ Xi. Hence, there is a fixed point in ξβ,θ ′ ∈ D(Y⊥), where
β 	= 1. Because β 	= 1, we know that rank ξβ,θ ′  nj , but clearly rank ξβ,θ ′  dim Y⊥  ni < nj ,
which is a contradiction. 
Lemma 3 tells a lot about the structure of the super-operator . However, it does not address how
 acts on L(Xi,Xj) in the case when dimXi = dimXj . We will explore this action in the next section.
5. Non-negativity of central minors
In this section we prove Lemma 4. The main tool we use in the proof is the fact that positive super-
operators map positive semi-definite operators to positive semi-definite operators and that all central
minors of a positive semi-definite operator are non-negative. (If one was interested only in the case of
complete positivity, one could use an even stronger statement that all diagonal minors of the Choi ma-
trix of a completely positive super-operator are non-negative.) As in the previous section, let ∈ T(X )
be a PTP super-operator satisfying 2 = .
Lemma 4. Let Y and Z be two m-dimensional orthogonal subspaces of X such that (μ) = Tr(μ)ρ for
all μ ∈ L(Y) and (μ) = Tr(μ)σ for all μ ∈ L(Z), where ρ ∈ D(Y) and σ ∈ D(Z) both have rank m.
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Suppose there exists a Hermitian operator ξ ∈ L(Z,Y) ⊕ L(Y,Z) fixed by  such that ξ 	= 0. Then, let
YξZ = c
m∑
k=1
rkykz
∗
k
be a singular value decomposition of YξZ , where c > 0, (r1, . . . , rm) is a probability vector, and{y1, . . . , ym} and {z1, . . . , zm} are orthonormal bases of Y and Z , respectively. We have
ρ =
m∑
k=1
rkyky
∗
k and σ =
m∑
k=1
rkzkz
∗
k ; (1)
(yiz
∗
i + ziy∗i ) =
m∑
k=1
rk(ykz
∗
k + zky∗k ) = ξ/c for all i ∈ [1 ..m]; (2)
(yiz
∗
j + ziy∗j ) = 0 for all i, j ∈ [1 ..m] such that i 	= j. (3)
Proof. Note that, since L(Y) and L(Z) are invariant under, Lemma 6 implies that L(Z,Y)⊕ L(Y,Z)
is invariant under  as well. Let ξ ′ = ξ/c = ∑mi=1 ri(yiz∗i + ziy∗i ). For all i, j, k, l ∈ [1 ..m], let
u
k,l
i,j = y∗k(yiz∗j )zl , vk,li,j = y∗k(ziy∗j )zl , and wk,li,j = uk,li,j + vk,li,j . Because ξ ′ is a fixed point, linearity
implies that
m∑
i=1
riw
k,k
i,i =
m∑
i=1
riy
∗
k
(
yiz
∗
i + ziy∗i
)
zk = y∗k(ξ ′)zk = y∗kξ ′zk = rk (4)
for all k ∈ [1 ..m]. And, if we sum the real part of (4) over all k, we get that
m∑
i=1
ri
m∑
k=1
(wk,ki,i ) = 1. (5)
Let ρk,l = y∗kρyl and σ k,l = z∗kσ zl for all k, l ∈ [1 ..m]. All ρk,k and σ k,k are strictly positive as
both ρ and σ have full rank. Let Ai = ((yi + zi)(y∗i + z∗i )) = ρ +σ +(yiz∗i + ziy∗i )  0. Therefore,
for all i, k ∈ [1 ..m], we have
∣∣∣∣∣∣
y∗kAiyk y
∗
kAizk
z∗kAiyk z
∗
kAizk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
ρk,k w
k,k
i,i
w
k,k ∗
i,i σ
k,k
∣∣∣∣∣∣ = ρ
k,kσ k,k − |wk,ki,i |2  0
and, thus,(wk,ki,i )
√
ρk,kσ k,k with equality if and only ifw
k,k
i,i =
√
ρk,kσ k,k. Because both (
√
ρ1,1, . . . ,√
ρm,m) and (
√
σ 1,1, . . . ,
√
σm,m) areunit vectors, their innerproduct is 1 if andonly if they are equal,
and strictly less that 1 otherwise. Hence,
m∑
k=1
(wk,ki,i ) 
m∑
k=1
√
ρk,kσ k,k  1 (6)
for all i ∈ [1 ..m]. Therefore, in order for (5) to hold, we need that, for all i such that ri 	= 0, both
inequalities in (6) are equalities, which is the case if and only ifw
k,k
i,i = ρk,k = σ k,k for all k ∈ [1 ..m].
From (4) we get that
rk =
m∑
i=1
riw
k,k
i,i =
∑
i, ri 	=0
riρ
k,k = ρk,k > 0.
Therefore w
k,k
i,i = ρk,k = σ k,k = rk > 0 for all i, k ∈ [1 ..m].
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For all i, k, l ∈ [1 ..m] such that k 	= l, we have
∣∣∣∣∣∣∣∣∣
y∗l Aiyl y
∗
l Aiyk y
∗
l Aizl
y∗kAiyl y
∗
kAiyk y
∗
kAizl
z∗l Aiyl z
∗
l Aiyk z
∗
l Aizl
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
ρ l,l ρ l,k w
l,l
i,i
ρk,l ρk,k w
k,l
i,i
w
l,l ∗
i,i w
k,l ∗
i,i σ
l,l
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
rl ρ
k,l ∗ rl
ρk,l rk w
k,l
i,i
rl w
k,l ∗
i,i rl
∣∣∣∣∣∣∣∣∣∣∣
= −rl(ρk,l − wk,li,i )(ρk,l ∗ − wk,l ∗i,i ) = −rl|ρ l,k − wl,ki,i |2  0,
and, thus, y∗kAizl = wk,li,i = ρk,l . By symmetry, σ k,l = z∗kAiyl = (y∗l Aizk)∗ = ρ l,k ∗ = ρk,l . Let us use
the fact that ξ ′ is a fixed point again: on the one hand,
m∑
i=1
riw
k,l
i,i =
m∑
i=1
riy
∗
k
(
yiz
∗
i + ziy∗i
)
zl = y∗k(ξ ′)zl = y∗kξ ′zl = 0,
while, on the other,
m∑
i=1
riw
k,l
i,i =
m∑
i=1
riρ
k,l = ρk,l.
Hence, ρk,l = σ k,l = wk,li,i = 0 for all i, k, l ∈ [1 ..m] such that k 	= l. This proves equality (1) of the
lemma, and equality (2) comes from the fact that z∗k
(
yiz
∗
i + ziy∗i
)
yl = (y∗l 
(
yiz
∗
i + ziy∗i
)
zk)
∗ =
w
l,k ∗
i,i = δ(k, l) rk .
To prove equality (3), let us start by proving the following claim:
Claim 10. For all i, j, k ∈ [1 ..m] such that i 	= j, we have uk,ki,j + vk,k ∗j,i = 0.
Proof. Suppose the contrary, and let α = (uk,ki,j + vk,k ∗j,i )/rk 	= 0. Let
Bki,j = ((yj+α∗yi+zj)(y∗j +αy∗i +z∗j )) = (1+αα∗)ρ+σ +ξ ′+α∗(yiz∗j )+α(zjy∗i )  0.
We have∣∣∣∣∣∣
y∗kB
k
i,jyk y
∗
kB
k
i,jzk
z∗kB
k
i,jyk z
∗
kB
k
i,jzk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
(1 + αα∗)rk rk + α∗uk,ki,j + α vk,kj,i
rk + α uk,k ∗i,j + α∗vk,k ∗j,i rk
∣∣∣∣∣∣
= αα∗r2k − rk(α∗uk,ki,j + α vk,kj,i + α uk,k ∗i,j + α∗vk,k ∗j,i ) −
∣∣∣α∗uk,ki,j + α vk,kj,i
∣∣∣2
=
∣∣∣α rk − (uk,ki,j + vk,k ∗j,i )
∣∣∣2 − ∣∣∣uk,ki,j + vk,k ∗j,i
∣∣∣2 − ∣∣∣α∗uk,ki,j + α vk,kj,i
∣∣∣2  0. (7)
Because of our choice of α, the first term of (7) vanishes and, thus, the other two terms must be 0,
which is a contradiction. 
For all i, j ∈ [1 ..m] such that i 	= j and an arbitrary complex number β on the unit circle (i.e.,
ββ∗ = 1), let
C
β
i,j = ((yi + β yj + zi + β zj)(y∗i + β∗y∗j + z∗i + β∗z∗j ))
= 2ρ + 2σ + 2ξ ′ + β (yjz∗i + zjy∗i ) + β∗(yiz∗j + ziy∗j )  0.
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We have∣∣∣∣∣∣
y∗kC
β
i,jyk y
∗
kC
β
i,jzk
z∗kC
β
i,jyk z
∗
kC
β
i,jzk
∣∣∣∣∣∣
=
∣∣∣∣∣∣
2rk 2rk + β (uk,kj,i + vk,kj,i ) + β∗(uk,ki,j + vk,ki,j )
2rk + β∗(uk,k ∗j,i + vk,k ∗j,i ) + β (uk,k ∗i,j + vk,k ∗i,j ) 2rk
∣∣∣∣∣∣
=
∣∣∣∣∣∣
2rk 2rk+β (uk,kj,i −uk,k ∗i,j )+β∗(uk,ki,j −uk,k ∗j,i )
2rk + β∗(uk,k ∗j,i − uk,ki,j ) + β (uk,k ∗i,j − uk,kj,i ) 2rk
∣∣∣∣∣∣
= −
∣∣∣β (uk,kj,i − uk,k ∗i,j ) + β∗(uk,ki,j − uk,k ∗j,i )
∣∣∣2  0,
where the second equality is due to Claim 10. Because we can choose β arbitrarily, we have u
k,k
i,j −
u
k,k ∗
j,i = 0. Claim 10 then implies wk,ki,j = uk,ki,j + vk,ki,j = 0. This means that y∗l Cβi,jzl = 2rl for all
l ∈ [1 ..m]. Therefore, for all i, j, k, l ∈ [1 ..m] such that i 	= j and k 	= l, we have
∣∣∣∣∣∣∣∣∣
y∗l C
β
i,jyl y
∗
l C
β
i,jyk y
∗
l C
β
i,jzl
y∗kC
β
i,jyl y
∗
kC
β
i,jyk y
∗
kC
β
i,jzl
z∗l C
β
i,jyl z
∗
l C
β
i,jyk z
∗
l C
β
i,jzl
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
2rl 0 2rl
0 2rk β (u
k,l
j,i + vk,lj,i ) + β∗(uk,li,j + vk,li,j )
2rl β
∗(uk,l ∗j,i + vk,l ∗j,i ) + β (uk,l ∗i,j + vk,l ∗i,j ) 2rl
∣∣∣∣∣∣∣∣∣
= −2rl
∣∣∣β (uk,lj,i + vk,lj,i ) + β∗(uk,li,j + vk,li,j )
∣∣∣2  0.
Again, because β is arbitrary, we have w
k,l
i,j = uk,li,j + vk,li,j = 0. Since wk,li,j = 0 for all k, l ∈ [1 ..m]
(including k = l), we have (yiz∗j + ziy∗j ) = 0 for all i, j ∈ [1 ..m] such that i 	= j. 
For all i, j ∈ [1 ..m], Lemma 4 states what is the (operator) value of(yiz∗j + ziy∗j ). However, there
is still some ambiguity in what values (yiz
∗
j ) can take. In Section 6 we show that, in the special case
when all the eigenvalues of ρ are distinct, (yiz
∗
j ) can take finite number of different values, and we
present all of them.
The general case is still unsolved. The two main tools at our disposal are the fact that every point
in the image of  is also the fixed point of  and the fact that  is positive. Results in Section 6 are
obtained using both of them, and, if we want to solve the general case, we will most likely also have to
use them both. However, the proof of Lemma 4 uses only the latter fact, that is, the positivity of . It
is not clear how far we can get by using this fact alone, yet, it is still enough for proving the following
two lemmas, which will be used in the next section. Let us use the same assumptions and notation as
in Lemma 4 and its proof.
Lemma 11. For all i, k ∈ [1 ..m], uk,ki,i  0 and vk,ki,i  0.
Proof. We already know that u
k,k
i,i + vk,ki,i = wk,ki,i = rk > 0. For an arbitrary complex number β on
the unit circle, let
D
β
i = ((yi + β zi)(y∗i + β∗z∗i )) = ρ + σ + β∗(yiz∗i ) + β (ziy∗i )  0.
A. Rosmanis / Linear Algebra and its Applications 437 (2012) 1704–1721 1713
We have∣∣∣∣∣∣
y∗kD
β
i yk y
∗
kD
β
i zk
z∗kD
β
i yk z
∗
kD
β
i zk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
rk β
∗uk,ki,i + β vk,ki,i
β u
k,k ∗
i,i + β∗vk,k ∗i,i rk
∣∣∣∣∣∣
= r2k − |uk,ki,i + β2(rk − uk,ki,i )|2  0,
which implies that the complex numbers u
k,k
i,i and rk − uk,ki,i must have the same phase (unless either
of them is 0). Since rk > 0, this phase must be 0. 
Lemma 12. If u
k,k
i,i 	= vk,ki,i or uk,kj,j 	= vk,kj,j , then uk,ki,j = 0.
Proof. Let us assume that u
k,k
j,j 	= vk,kj,j and uk,ki,j 	= 0; the other case is analogous. Because of Lemma
11, both u
k,k
j,j and v
k,k
j,j are non negative, and they sum up to rk . Therefore, for any small θ > 0, we have
∣∣∣e−Iθuk,ki,i + eIθvk,ki,i
∣∣∣2 = (uk,ki,i )2 + 2uk,ki,i vk,ki,i cos(2θ) + (vk,ki,i )2 = r2k + O(θ2).
Let α be a small complex number such that the imaginary part of αe−Iθuk,ki,j has the opposite sign as
u
k,k
j,j − vk,kj,j , namely, (αe−Iθuk,ki,j )(uk,kj,j − vk,kj,j ) < 0. For
E
α,θ
i,j = ((yj + α yi + eIθ zj)(y∗j + α∗y∗i + e−Iθ z∗j ))
= (1 + αα∗)ρ + σ + e−Iθ(yjz∗j ) + eIθ(zjy∗j ) + αe−Iθ(yiz∗j ) + α∗eIθ(zjy∗i )  0,
we have∣∣∣∣∣∣
y∗kE
α,θ
i,j yk y
∗
kE
α,θ
i,j zk
z∗kE
α,θ
i,j yk z
∗
kE
α,θ
i,j zk
∣∣∣∣∣∣
=
∣∣∣∣∣∣
(1+αα∗)rk e−Iθuk,kj,j +eIθvk,kj,j +αe−Iθuk,ki,j −α∗eIθuk,k ∗i,j
eIθu
k,k
j,j + e−Iθvk,kj,j + α∗eIθuk,k ∗i,j − αe−Iθuk,ki,j rk
∣∣∣∣∣∣
=r2k−
(∣∣∣e−Iθuk,kj,j +eIθvk,kj,j
∣∣∣2 +(αe−Iθuk,ki,j −α∗eIθuk,k ∗i,j )(uk,kj,j −vk,kj,j )(eIθ − e−Iθ )
)
+ O(α2)
= 4(αe−Iθuk,ki,j )(uk,kj,j − vk,kj,j )θ + O(α2) + O(θ2)  0.
Since α and θ can be chosen to be arbitrarily small, this is a contradiction. 
6. Case of distinct eigenvalues
As in Lemma 4, let be a PTP super-operator such that2 = , letY andZ be twom-dimensional
orthogonal spaces such that (μ) = Tr(μ)ρ for all μ ∈ L(Y) and (μ) = Tr(μ)σ for all μ ∈ L(Z),
where ρ ∈ D(Y) and σ ∈ D(Z) both have rankm, let ξ ∈ L(Z,Y)⊕ L(Y,Z) be a Hermitian operator
fixed by  such that ξ 	= 0, and let
YξZ = c
m∑
k=1
rkykz
∗
k
be the singular value decomposition of YξZ . In this section we consider a special case of Lemma
4, the case when all the eigenvalues of ρ are distinct (this implies that all the eigenvalues of σ are
distinct as well). We will show that in this case:
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Lemma 13. We have (yiz
∗
j ) = 0 for all i, j ∈ [1 ..m] such that i 	= j and either
(yiz
∗
i ) =
1
2
m∑
k=1
rk(ykz
∗
k + zky∗k ) (8)
for all i ∈ [1 ..m] or there exists a disjoint partition of the set [1 ..m] into sets S0 and S1 such that, for all
b ∈ {0, 1} and i ∈ Sb,
(yiz
∗
i ) =
∑
k∈Sb
rkykz
∗
k +
∑
k∈S1−b
rkzky
∗
k . (9)
Note: we allow S0 or S1 to be empty.
Proof. Because all the eigenvalues ofρ and σ are distinct—and this is the only placewherewe use this
assumption—spectral decompositions of ρ and σ are unique. Note that, for any Hermitian operator
χ ∈ L(Y ⊕ Z) fixed by , Lemma 4 shows that the singular value decomposition of YχZ implies
spectral decompositions of both ρ and σ . This means that y1, . . . , ym and z1, . . . , zm must be, up to
their phases, left singular and right singular vectors ofYχZ , respectively. Since the singular values
of YχZ determines the eigenvalues of ρ and σ , the following holds:
Claim 14. For any Hermitian operatorχ ∈ L(Y⊕Z) fixed by, we have y∗kχzl = 0 for all k, l ∈ [1 ..m]
such that k 	= l and |y∗kχzk|/rk = |y∗l χzl|/rl for all k, l ∈ [1 ..m].
As before, for all i, j, k, l ∈ [1 ..m], let uk,li,j = y∗k(yiz∗j )zl and vk,li,j = y∗k(ziy∗j )zl . Due to Claim 14,
for k 	= l, we have
u
k,l
i,j + vk,lj,i = y∗k(yiz∗j + zjy∗i )zl = 0 and Iuk,li,j − Ivk,lj,i = y∗k(Iyiz∗j − Izjy∗i )zl = 0,
which imply u
k,l
i,j = 0 and vk,lj,i = 0.
For all i, k ∈ [1 ..m], let αki = uk,ki,i /rk . Since rk = uk,ki,i + vk,ki,i , we have vk,ki,i = rk(1 − αki ), and
Lemma 11 implies that αki ∈ [0, 1]. We have
(yiz
∗
i ) =
m∑
k=1
αki rkykz
∗
k +
m∑
k=1
(1 − αki )rkzky∗k
and, therefore,
y∗k(Iyiz∗i − Iziy∗i )zk = I(2αki − 1)rk.
Claim 14 then implies that |2αki − 1| = |2αli − 1| for all k, l ∈ [1 ..m]. Thus, either αki = αli or
αki = 1 − αli . Notice that, if there exists k ∈ [1 ..m] such that αki = 1/2, then αki = 1/2 for all
k ∈ [1 ..m]. Let us say that i ∈ [1 ..m] is good if αki 	= 1/2 for all k ∈ [1 ..m], and bad otherwise (that
is, αki = 1/2 for all k).
If all i ∈ [1 ..m] are bad, then we have
(yiz
∗
j ) = ((yiz∗j )) ∝
m∑
k=1
rk(ykz
∗
k + zky∗k ).
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However, Claim 10 states that y∗k(yiz∗j )zk + (y∗k(zjy∗i )zk)∗ = 0, which implies (yiz∗j ) = 0.
Therefore,
(yiz
∗
j ) = δ(i, j)
1
2
m∑
k=1
rk(ykz
∗
k + zky∗k )
for all i, j ∈ [1 ..m].
Now let us assume that there exists at least one good i. For each good i, because exactly one of
αki = αli and αki = 1 − αli holds for any k, l ∈ [1 ..m], we can partition all the indices in [1 ..m] into
two sets S0i and S
1
i such that α
k
i = αli whenever k, l ∈ S0i or k, l ∈ S1i , and αki = 1−αli otherwise. Note
that, due to symmetry, it does not matter which set in the partition we call S0i and which S
1
i . Suppose
there exist good i and j 	= i. Then, for all k ∈ [1 ..m] and β ∈ C, we have
y∗k(Iyiz∗i − Iziy∗i + βyjz∗j + β∗zjy∗j )zk = (I(2αki − 1) + βαkj + β∗(1 − αkj ))rk.
Let k, l ∈ [1 ..m] be such that k 	= l. Claim 14 implies that
|I(2αki − 1) + βαkj + β∗(1 − αkj )| = |I(2αli − 1) + βαlj + β∗(1 − αlj)|.
If αki = αli and αkj = 1 − αlj , then
|I(2αki − 1) + βαkj + β∗(1 − αkj )| = |I(2αki − 1) + β(1 − αkj ) + β∗αkj |,
which clearly cannot hold for all β . Thus, either both αki = αli and αkj = αlj or both αki = 1 − αli and
αkj = 1 − αlj . This means that we can choose S0i = S0j and S1i = S1j (the only other alternative would
be S0i = S1j and S1i = S0j , which does not change anything as the sets S0i and S1i have symmetric roles),
and thus we can drop lower indices form S0 and S1. Therefore, there is a unique γi ∈ [0, 1] for every
good i such that, for all good j and all k ∈ [1 ..m], we haveαkj = γj whenever j, k ∈ S0 or j, k ∈ S1, and
αkj = 1−γj otherwise.We can drop the requirement that jmust be good by simply defining γi = 1/2
for all bad i.
Suppose i is good and, without loss of generality, i ∈ S0. Then
(yiz
∗
i ) =
∑
k∈S0
γirkykz
∗
k +
∑
k∈S1
(1 − γi)rkykz∗k +
∑
k∈S0
(1 − γi)rkzky∗k +
∑
k∈S1
γirkzky
∗
k .
Hence, because 2 = , we have
γiri = y∗i (yiz∗i )zi
= y∗i ((yiz∗i ))zi
= ∑
k∈S0
γirkα
i
kri +
∑
k∈S1
(1 − γi)rkαikri +
∑
k∈S0
(1 − γi)rk(1 − αik)ri +
∑
k∈S1
γirk(1 − αik)ri
=
⎛
⎝∑
k∈S0
γirkγk +
∑
k∈S1
(1 − γi)rk(1 − γk) +
∑
k∈S0
(1 − γi)rk(1 − γk) +
∑
k∈S1
γirkγk
⎞
⎠ ri.
For each b ∈ {0, 1}, let Rb = ∑k∈Sb rb and b = ∑k∈Sb γbrb. Because R0 + R1 = 1, we have
(R0 + R1)γi = γi0 + (1 − γi)(R1 − 1) + (1 − γi)(R0 − 0) + γi1.
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Hence,
(1 − 2γi)(R0 − 0 + R1 − 1) = 0.
Because i is good and b ∈ [0, Rb] for both b, 1 − 2γi 	= 0 and therefore we must have R0 = 0 and
R1 = 1. This means that γi = 1 for all i ∈ [1 ..m]. Finally, Lemma 12 implies that (yiz∗j ) = 0 for
all i, j ∈ [1 ..m] such that i 	= j. 
Let us prove an even stronger result. Given two orthogonal m-dimensional spaces X1 and X2 such
that, for both i ∈ {1, 2}, there exists ρi ∈ D(Xi) that has distinct, strictly positive eigenvalues and that
satisfies (μ) = Tr(μ)ρi for all μ ∈ L(Xi), Lemma 13 specifies how  can act on L(X1,X2). That is,
either  maps all μ ∈ L(X1,X2) to 0, or its action follows Eq. (8) or (9). Now, suppose we have three
such spaces X1, X2, and X3. Is it possible that the action of on L(X1,X2) follows (8) while the action
on L(X2,X3) follows (9)? The following theorem shows that the answer is no. Even more, it shows
that, first, the action of  on L(X1,X2) and L(X2,X3) (if it is non-zero) determines the action of  on
L(X1,X3) and, second, if the action on L(X1,X2) and L(X2,X3) follows Eq. (9), then the partition of[1 ..m] into sets S0 and S1 must be the same in both cases.
Theorem15. Let be a PTP super-operator such that2 = , letX1, . . . ,Xl bem-dimensionalmutually
orthogonal spaces, and, for all i ∈ [1 .. l], let ρi ∈ D(Xi) be such that rank ρi = m, all the eigenvalues of
ρi are distinct, and (μ) = Tr(μ)ρi for all μ ∈ L(Xi). Then we have:
1. For any i, j, k ∈ [1 .. l], if [L(Xi,Xj)] 	= 0 and [L(Xj,Xk)] 	= 0, then [L(Xi,Xk)] 	= 0.
2. Suppose that [L(Xi,Xj)] 	= 0 for all i, j ∈ [1 .. l]. Then we can choose phases of eigenvectors
xi,1, . . . , xi,m of ρi for all i ∈ [1 .. l] so that either
(xi,gx
∗
j,h) = δ(g, h)
1
2
m∑
k=1
rk(xi,kx
∗
j,k + xj,kx∗i,k) (10)
for all i, j ∈ [1 .. l] and g, h ∈ [1 ..m] or there exists a disjoint partition of the set [1 ..m] into sets
S0 and S1 such that, for all b ∈ {0, 1} and g ∈ Sb,
(xi,gx
∗
j,h) = δ(g, h)
⎛
⎝∑
k∈Sb
rkxi,kx
∗
j,k +
∑
k∈S1−b
rkxj,kx
∗
i,k
⎞
⎠ (11)
for all i, j ∈ [1 .. l] and h ∈ [1 ..m], where r1, . . . , rm are the eigenvalues of ρ1, . . . , ρl (they all
have the same eigenspectrum).
Proof. Without loss of generality, we assume that l = 3 as the result for larger l follows by induction.
Let us first consider the first statement of the theorem. Suppose that there exist μ12 ∈ L(X1,X2) ⊕
L(X2,X1) and μ23 ∈ L(X2,X3) ⊕ L(X3,X2) such that (μ12) 	= 0 and (μ23) 	= 0. Without loss of
generality, we assume that both μ12 and μ23 are Hermitian. We can choose right singular vectors of
X1(μ12)X2 and left singular vectors of X2(μ23)X3 so that their phases coincide (they must
be equal up to their phases as the spectral decomposition of ρ2 is unique). This means that, due to
Lemma 13, for each i ∈ {1, 2, 3}, we can choose phases of eigenvectors xi,1, . . . , xi,m of ρi so that, for
each pair (i, j) ∈ {(1, 2), (2, 3)}, exactly one of the following two cases holds:
1. for all g, h ∈ [1 ..m]:
(xi,gx
∗
j,h) = δ(g, h)
1
2
m∑
k=1
rk(xi,kx
∗
j,k + xj,kx∗i,k);
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2. there exists a disjoint partition of the set [1 ..m] into sets S0ij and S1ij such that, for all b ∈ {0, 1}
and g ∈ Sbij ,
(xi,gx
∗
j,h) = δ(g, h)
⎛
⎜⎜⎝
∑
k∈Sbij
rkxi,kx
∗
j,k +
∑
k∈S1−bij
rkxj,kx
∗
i,k
⎞
⎟⎟⎠
for all h ∈ [1 ..m].
For q ∈ [1 ..m], let Aq = ((x1,q + x2,q + x3,q)(x∗1,q + x∗2,q + x∗3,q))  0 and Bq = ((x1,q +
Ix2,q + x3,q)(x∗1,q − Ix∗2,q + x∗3,q))  0. For any (i, j) ∈ {(1, 2), (2, 3)}, regardless of whether Case 1
or Case 2 holds, we have x∗i,kAqxj,k = x∗i,k(xi,qx∗j,q + xj,qx∗i,q)xj,k = rk for all k ∈ [1 ..m]. Thus,
∣∣∣∣∣∣∣∣∣
x∗1,kAqx1,k x
∗
1,kAqx2,k x
∗
1,kAqx3,k
x∗2,kAqx1,k x
∗
2,kAqx2,k x
∗
2,kAqx3,k
x∗3,kAqx1,k x
∗
3,kAqx2,k x
∗
3,kAqx3,k
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
rk rk x
∗
1,kAqx3,k
rk rk rk
(x∗1,kAqx3,k)
∗ rk rk
∣∣∣∣∣∣∣∣∣
= −rk∣∣rk − x∗1,kAqx3,k
∣∣2  0,
which implies x∗1,kAqx3,k = rk for all k, q ∈ [1 ..m]. Because the spectral decomposition ofX1AqX3
determines the eigenvectors of ρ1 and ρ3, we get that
(x1,qx
∗
3,q + x3,qx∗1,q) =
m∑
k=1
rk(x1,kx
∗
3,k + x3,kx∗1,k)
for all q ∈ [1 ..m]. Thus, Case 1 or Case 2 must also hold for (i, j) = (1, 3).
If Case 1 holds for two pairs, say, (1, 2) and (1, 3), and Case 2 for the third pair, then one can easily
show that Bq is not positive semi-definite (by considering the same central minor as of Aq above),
which is a contradiction. Similarly, if Case 1 holds for one pair, say, (1, 2), and Case 2 for the other two
pairs, then Bq is also not positive semi-definite. Hence, Case 1must hold for all (1, 2), (1, 3), and (2, 3)
or Case 2 must hold for all (1, 2), (1, 3), and (2, 3).
It is left to show that, if Case 2 holds, then the partition of [1 ..m] into sets S0 and S1 must be the
same for all three pairs (1, 2), (1, 3), and (2, 3). Suppose the contrary:without loss of generality, there
exists k, q ∈ [1 ..m] such that q ∈ S012, k ∈ S012, q ∈ S023, and k ∈ S123. We have∣∣∣∣∣∣∣∣∣
x∗1,kBqx1,k x
∗
1,kBqx2,k x
∗
1,kBqx3,k
x∗2,kBqx1,k x
∗
2,kBqx2,k x
∗
2,kBqx3,k
x∗3,kBqx1,k x
∗
3,kBqx2,k x
∗
3,kBqx3,k
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
rk −Irk rk
Irk rk −Irk
rk Irk rk
∣∣∣∣∣∣∣∣∣
= −4rk  0,
which is a contradiction. 
One can see that every super-operator  that acts on the space
⊕l
i=1 Xi as described by equation
(10) or (11) is positive and trace-preserving and satisfies2 = . Therefore, if all the density operators
ρi given in Lemma 3 have distinct eigenvalues, Theorem 15 completely characterizes how  can act
on X , and therefore completely characterizes the fixed space of .
7. CPTP projections
In this sectionwe investigatehowmuchmorewecansayabout thefixedspaceof a super-operator
if we assume complete-positivity of instead of assuming just positivity. As CPTP super-operators are
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the special case of PTP super-operators, all the results shown above applies to them too. In particular,
let us consider Lemma 4.
Let  be CPTP super-operator satisfying 2 = . We know that its Choi matrix J() is positive
semi-definite. Thus, its central minor∣∣∣∣∣∣
z∗k(yiy∗i )zk z∗k(yiz∗j )yl
y∗l (zjy∗i )zk y∗l (zjz∗j )yl
∣∣∣∣∣∣
must benon-negative,where yi, yl, zk, zl are (not necessarily distinct) vectors of any orthonormal basis
of X . In particular, if z∗k(yiy∗i )zk = 0, then z∗k(yiz∗j )yl = 0. Therefore, if we have two orthogonal
spacesY andZ such that L(Y) and L(Z) are invariant under, then, not onlywe can say that L(Y,Z)⊕
L(Z,Y) is invariant (as it is the case for all positive super-operators), but we can also say that both
L(Y,Z) and L(Z,Y) are invariant. Hence, Lemma 4 in the case of CPTP super-operators becomes:
Lemma 16. Let Y andZ be two m-dimensional orthogonal subspaces of X such that(μ) = Tr(μ)ρ for
all μ ∈ L(Y) and (μ) = Tr(μ)σ for all μ ∈ L(Z), where ρ ∈ D(Y) and σ ∈ D(Z) both have rank m.
Suppose there exists an operator ξ ∈ L(Z,Y) fixed by  such that ξ 	= 0. Then, let
ξ = c
m∑
k=1
rkykz
∗
k
be the singular value decomposition of ξ , where c > 0, (r1, . . . , rm) is a probability vector, and {y1, . . . ,
ym} and {z1, . . . , zm} are orthonormal bases of Y and Z , respectively. We have
ρ=
m∑
k=1
rkyky
∗
k, σ=
m∑
k=1
rkzkz
∗
k , and (yiz
∗
j )=δ(i, j)
m∑
k=1
rkykz
∗
k=ξ/c for all i, j ∈ [1 ..m].
Notice that Lemma 16 completely characterizes how  acts on space L(Y ⊕ Z). Now, consider
the statement of Lemma 3. Lemma 16 shows that there may be an operator μ ∈ L(Xi,Xj) such that
(μ) 	= 0 only if ρi and ρj have the same eigenspectrum. Suppose eigenspectra of ρi, ρj , and ρk
are equal, and there are operators μij ∈ L(Xi,Xj) and μjk ∈ L(Xj,Xk) such that (μij) 	= 0 and
(μjk) 	= 0. Unless all the eigenvalues of qj are distinct, Lemma 16 applied to the pair Xi and Xj and
the pair Xj and Xk does not necessarily give the same basis of Xj . However, one can show that we can
change basis of Xj and Xk obtained in the second application of the lemma so that the lemma still
holds and basis of Xj obtained in both applications agree. Then we can easily use complete-positivity
of (in fact, positivity would be enough) to specify its action on L(Xi,Xk). This gives us the following
lemma.
Lemma 17. Let X1, . . . ,Xl be m-dimensional mutually orthogonal subspaces of X and, for all i ∈ [1 .. l],
let ρi ∈ D(Xi) be such that rank ρi = m and (μ) = Tr(μ)ρi for all μ ∈ L(Xi). Then:
1. For any i, j, k ∈ [1 .. l], if [L(Xi,Xj)] 	= 0 and [L(Xj,Xk)] 	= 0, then [L(Xi,Xk)] 	= 0.
2. If [L(Xi,Xj)] 	= 0 for all i, j ∈ [1 .. l], then there exist a probability vector (r1, . . . , rm) and an
orthonormal basis {xi,1, . . . , xi,m} of each Xi such that
(xi,gx
∗
j,h) = δ(g, h)
m∑
k=1
rkxi,kx
∗
j,k (12)
for all i, j ∈ [1 .. l] and g, h ∈ [1 ..m].
Consider the statement of Lemma 17. There exist two spaces Y andZ of dimension l andm, respec-
tively, such thatY⊗Z = ⊕li=1 Xi and xi,j = yi⊗zj for all i ∈ [1 .. l] and j ∈ [1 ..m],where {y1, . . . , yl}
and {z1, . . . , zm} are orthonormal bases of Y and Z , respectively. Let ρ = ∑mk=1 rkzkz∗k ∈ D(Z), and
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let 
ρ
L(Z) be the super-operator that, for allμ ∈ L(Z), mapsμ to Tr(μ)ρ . Then, we can rewrite (12) as
(yiy
∗
j ⊗ zgz∗h ) = Tr(zgz∗h )
m∑
k=1
rk(yiy
∗
j ⊗ zkz∗k ) = IL(Y)(yiy∗j ) ⊗ ρL(Z)(zgz∗h ).
Hence, Lemmas 3 and 17 together imply:
Theorem 18. Let ∈ T(V) be a CPTP super-operator satisfying2 = . Then there is a unique subspace
X ⊆ V such that [L(V)] ⊆ L(X ) and the following holds. There exist spaces Y1, . . . ,Yn,Z1, . . . ,Zn
and, for all i ∈ [1 .. n], density operators ρi ∈ D(Zi) of rank dimZi such that
X =
n⊕
i=1
Yi ⊗ Zi
and  restricted to the subspace L(X ) is
L(X ) =
n⊕
i=1
IL(Yi) ⊗ ρiL(Zi). (13)
From Theorem 18, it is easy to see that the fixed space of  is
⊕n
i=1 L(Yi) ⊗ ρi. That together with
Theorem 2 implies Theorem 1.
8. Discussion
For a positive trace-preserving super-operator, in the general case, we still do not have a complete
characterization of its fixed space. However, Lemmas 3 and 4 together with Theorem 2 tell a lot about
the structure of the fixed space. These lemmas allow us to obtain a complete characterization of the
fixed space in two special cases: one, when we assume that all the density operators ρi given by
Lemma 3 have distinct eigenvalues, and other, when we assume the complete positivity. In these two
cases, the structure of super-operator  must be very similar as shown by Theorem 15 and Lemma
17, respectively. If we assume both of these assumptions simultaneously, then we can see that  still
can have any structure admitted by Lemma 17. That is, for CPTP , the structure of its fixed space
does not depend on whether or not all the density operators ρi given by Lemma 3 have distinct
eigenvalues.
I conjecture that it is also so if we only assume positivity instead of complete positivity, namely, I
conjecture thatwe candrop from the statement of Theorem15 the requirement that all the eigenvalues
of ρi are distinct. The proof of such a result would most likely be based on Lemma 4 and would use
both the fact that every point in the image of  is also the fixed point of  and the fact that  is
positive—just like the proof of Lemma 13 does.
The reason why the special case when all the eigenvalues of operators ρi are distinct is easier is
because in this case the spectral decomposition of ρi is unique. When some of the eigenvalues appear
multiple times, the spectral decomposition is unique up to the choice of orthonormal basis for each
eigenspace. Similarly as in the proof of Lemma 13, we can show that no operator in the image of 
can map a vector from the eigenspace corresponding to one eigenvalue to a vector overlapping the
eigenspace corresponding to a different eigenvalue. Therefore, it might be useful to consider each
eigenspace separately, in particular, to consider the case when all the eigenvalues of ρi are the same.
So far, it is not clear what happens in this case, and it is an open problem for future research.
The theory of conditional expectations in operator algebras considers positive trace-preserving
projectionswhose fixed space forms an operator algebra and their generalization for von Neumann al-
gebras (see [10]). Theseprojections are called conditional expectations, and theymapoperator algebras
to their subalgebras. The main difference between conditional expectations and the super-operators
considered in this paper is that the fixed space of the latter does not necessarily form an algebra.
Nevertheless, there are still some connections worth noting.
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Suppose  ∈ T(X ) is a CPTP projection and X is the support of its fixed space. Even though the
fixed space of  does not necessarily form an algebra, [6] shows that the fixed space of the adjoint
super-operator ∗ forms an algebra (this fact is not true for all positive but not completely positive
). One can also show that ∗ is a projection, however, ∗ is not necessarily trace-preserving and,
thus, not necessarily a conditional expectation.
Another difference is that, unlike for the super-operators considered in this paper, the algebra that
is the domain of a conditional expectation cannot necessarily be written as L(X ) for some Euclidean
space X . Let us consider the case when it can. Theorem 1 states that, given a CPTP super-operator, its
fixed space must have a certain structure. In fact, the opposite direction is also true: given any space
of operators having the structure described in Theorem 1, there is a CPTP projection that has this
space as its fixed space. In particular, for any complex Euclidean space X and any its decomposition
X = ⊕ni=1 Yi ⊗ Zi, there exists a CPTP projection  ∈ T(X ) such that the fixed space of  is⊕n
i=1 L(Yi) ⊗ IZi , where IZi is the identity operator on Zi. Since
⊕n
i=1 L(Yi) ⊗ IZi is an arbitrary
subalgebra of L(X ), the uniqueness of conditional expectations (see [10]) implies that the conditional
expectations that have L(X ) as the algebra of their domain are not only positive, but also completely
positive.
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Appendix A. Proofs of Lemmas 5 and 6
Lemma 5. Suppose x, y, z ∈ X satisfy z∗(xx∗)z = 0 and z∗(yy∗)z = 0. Then (xy∗)z = 0.
Proof. Let β = z∗(xy∗)z, and, thus, z∗(yx∗)z = β∗. We have
z∗((x − βy)(x∗ − β∗y∗))z = −β∗z∗(xy∗)z − βz∗(yx∗)z = −2|β|2  0,
which implies β = 0, i.e., z∗(xy∗)z = 0 and z∗(yx∗)z = 0. Hence,
z∗((x + y)(x∗ + y∗))z = 0 and z∗((x − Iy)(x∗ + Iy∗))z = 0.
Thus, because ((x + y)(x∗ + y∗)) and ((x − Iy)(x∗ + Iy∗)) are positive semi-definite, we have
0 = ((x + y)(x∗ + y∗))z = (xy∗)z + (yx∗)z
and
0 = ((x − Iy)(x∗ + Iy∗))z = I((xy∗)z − (yx∗)z),
which implies (xy∗)z = 0. 
Lemma6. Suppose x ∈ X andZ ⊆ X satisfyZ(xx∗)Z = 0. ThenZ(xy∗)Z = 0 for all y ∈ X .
Proof. Choose an arbitrary y ∈ X . We need to prove that u∗(xy∗)v = 0 for all u, v ∈ Z . The
following lemma is the core of the proof:
Lemma 19. For all z ∈ Z , z∗(xy∗)z = 0.
Proof. Note that z∗(xx∗)z = 0. Let α = z∗(yy∗)z  0 and β = z∗(xy∗)z, and, thus, z∗(yx∗)z
= β∗. If α = 0, then z∗(xy∗)z = 0 due to Lemma 5, therefore let us assume that α > 0. Now,
z∗((αx − βy)(αx∗ − β∗y∗))z = −α|β|2  0
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implies β = 0. 
By applying Lemma 19 to all z ∈ {u, v, u+ v, u+ Iv} and using linearity, we get that u∗(xy∗)v±
v∗(xy∗)u = 0. Hence, u∗(xy∗)v = 0. 
References
[1] M.A. Nielsen, I.L. Chuang, Quantum Computation and Quantum Information, Cambridge University Press, Cambridge, England,
2000.
[2] P. Kaye, R. Laflamme, M. Mosca, An Introduction to Quantum Computing, Oxford University Press, Oxford, England, 2007.
[3] S. Aaronson, J. Watrous, Closed timelike curves make quantum and classical computing equivalent, Proc. Roy. Soc. A 465 (2102)
(2009) 631–647.
[4] A.M. Souza, J. Zhang, C.A. Ryan, R. Laflamme, Experimental magic state distillation for fault-tolerant quantum computing, Nat.
Commun. 2 (2011), 169.
[5] M. Piani, J. Watrous, All entangled states are useful for channel discrimination, Phys. Rev. Lett. 102 (2009), 250501.
[6] R. Blume-Kohout, H.K. Ng, D. Poulin, L. Viola, Information-preserving structures: a general framework for quantum zero-error
information, Phys. Rev. A 82 (2010), 062306.
[7] B. Terhal, D. DiVincenzo, On the problem of equilibration and the computation of correlation functions on a quantum computer,
Phys. Rev. A 61 (2000), 022301.
[8] A. Granas, J. Dugundji, Fixed Point Theory, Springer, New York, 2003.
[9] J. Watrous, Theory of Quantum Information, Lecture Notes, University of Waterloo, 2008. Available from:
http://www.cs.uwaterloo.ca/∼watrous/quant-info/.
[10] H. Umegaki, Conditional expectation in an operator algebra, Tohoku Math. J. 6 (2–3) (1954) 177–181.
