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One of the defining properties of an open quantum system is the variation of its purity in time.
We derive speed limits on the rate of purity change for systems coupled to a Markovian environment.
Our speed limits are based on Liouville space where density matrices are represented as vectors.
This approach leads to speed limits that are always tighter compared to their parallel speed limits
in Hilbert space. These bounds depend solely on the generators of the nonunitary dynamics and are
independent of the particular states of the systems. Thus, they are perfectly suited to investigate
dephasing, thermalization, and decorrelation processes of arbitrary states. We show that our speed
limits can be attained and are therefore tight. As an application of our results we study correlation
loss, and the speed of classical and quantum correlation erasure in multi-particle system.
Determining the maximal rate of evolution of an open
system is of crucial importance in quantum physics. Any
quantum system unavoidably is coupled to external de-
grees of freedom (the environment) that lead to loss of
phase coherence and/or to thermalization [1]. In most
applications, the main challenge is to minimize and slow
down the effect of the environment. In quantum com-
puting [2] and coherent control [3], it is vital to achieve
low dephasing rates in order to obtain the target trans-
formation. On the other hand, in cooling and pure state
preparation it is desirable to speed up the influence of the
surroundings. In addition, in quantum thermodynamics,
a bound on the rate of thermalization of a heat engine
with its reservoirs will limit its cycle time and therefore
impose a restriction on the maximal power output [4].
An interaction with the environment is associated with
changes of the system’s purity P = trρ2 [1], where ρ is
the density operator of the system. Despite the ability
of the purity to quantify the impact of the environment
on the system, to the best of our knowledge no general
result on the maximal rate of purity variation has been
obtained so far within the basic Markovian formalism of
open quantum systems.
Bounds on the rate of quantum evolution are useful
to assess if a process can be completed in a given time,
without having to explicitly solve the equations of mo-
tion [5–10]. Quantum speed limits, have been studied in
[11–24]. Their evaluation is of importance in essentially
all areas of quantum physics where the determination of
the minimal time of a process is of interest [25–29]. When
speaking about speed limits of some quantity G (e.g. pu-
rity, entropy, or angle between states) it is important to
distinguish between a bound on the instantaneous rate
of change
∣∣dG
dt
∣∣ and a bound on the cumulative change
|G(tf )−G(ti)| carried out over a time interval [ti, tf ].
The two are related via
|G(tf )−G(ti)| =
∣∣∣∣∫ tf
ti
dG
dt
dt
∣∣∣∣ ≤ ∫ tf
ti
∣∣∣∣dGdt
∣∣∣∣ dt. (1)
∗ raam@mail.huji.ac.il
There is, however, an important difference between in-
stantaneous and cumulative speed limits. Instantaneous
speed limits often use the state of the system ρ to eval-
uate
∣∣dG
dt
∣∣. In quantum metrology where the optimal
state for phase estimation is needed [17, 18], the state
dependence is very useful. Other well known speed lim-
its such as the Mandelstam-Tamm bound [11], and the
Margolus-Levitin bound [12] are state dependent. For
open systems state dependent speed limits see [30, 31].
However for the purpose of bounding cumulative changes,
state dependence speed limit cannot be used. If the in-
tegrand in the right hand side of (1) depends on the
state it means that ρ(t) must be known in order to cal-
culate the bound. However if ρ(t) is available, it pos-
sible to calculate G(tf ) − G(ti) exactly and directly.
Thus, for the speed limit to be useful, we impose the
restriction that the bound on the rate of change must be
state-independent (see [22, 32, 33] for state-independent
bounds) and must be expressed solely in terms of the
generators of motion (e.g. Hamiltonian and Lindblad
operators [1]) .
Our aim in this paper is to provide a cumulative state-
independent speed limits for the purity change. After
presenting a purity speed limit in the standard Hilbert
space of density matrices, we use Liouville space (space
of density ”vectors”) to obtain a speed limit which is al-
ways tighter. Furthermore the Liouville space speed limit
overcomes some intrinsic limitations of the Hilbert space
speed limit. Next, we considerably improve our results
by introducing the purity deviation. Finally, we employ
our formalism to derive speed limits for multi-particle
dephasing channels and for decorrelating channels. Al-
though our speed limits are state-independent and cumu-
lative, we show that in both cases the speed limits can
be attained and are therefore tight.
I. PURITY SPEED LIMIT IN HILBERT SPACE
We begin by deriving a simple yet limited, purity speed
limit in the density matrix formulation. We consider a
possibly driven N -level quantum system with Hamilto-
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2nian H. The effect of the environment on the dynamics
of the system in the weak coupling limit is described by a
Markovian master equation of the Lindblad-type for the
density matrix of the system[1],
dtρ = i[H, ρ] + Lt(ρ) = i[H, ρ]
+ eiφ(t)(
∑
k
AkρA
†
k − {
1
2
A†kAk, ρ}) (2)
where the operators Ak ∈ CN×N describe the interaction
with the environment. For Markovian systems φ(t) = 0,
however (2) also describes some non-Markovian systems
([34–36]). Our results are valid for general φ(t). Mas-
ter equations of the form (2) are the tool of choice to
investigate the dynamics of systems weakly coupled to a
reservoir in quantum optics and solid state physics [1].
From (2) it follows that dt ln tr(ρ
2) =
2tr(ρLt(ρ))/tr(ρ
2). Integrating over time and using
the triangle inequality, we have∣∣∣∣ln P(tf )P(ti)
∣∣∣∣ ≤ ∫ 2 |tr(ρLt(ρ))|tr(ρ2) dt. (3)
Next, we exploit the fact that P(t) = tr(ρ2) = ‖ρ‖22,
where ‖·‖2 denotes the standard Hilbert-Schmidt (HS)
norm. An upper bound to (3) can be derived with
the help of elementary matrix algebra [37, 38]. Com-
bining the Cauchy-Schwarz inequality, |tr(ρLt(ρ))| ≤
‖ρ‖2 ‖Lt(ρ)‖2, the triangle inequality together with the
submultiplicativity property of the norm and the mas-
ter equation , we find ‖ρ‖2 ‖Lt(ρ)‖2 ≤ 2
∑
k ‖Ak‖22 ‖ρ‖22.
Inserting this expression into (3), we obtain a ”norm in-
tegral” inequality of type (1) for the logarithm of the
purity
|− lnP(tf ) + lnP(ti)| ≤ 4
∫ tf
ti
∑
k
‖Ak‖22 dt, (4)
By using |tr(ρLt(ρ))| ≤ ‖ρ‖2 ‖Lt(ρ)‖2 ≤ ‖Lt(ρ)‖2 one
can also get a speed limit for P rather than for − lnP
but it will be less tight than (4). Equation (4) provides
a speed limit to the variation of the second order Re´nyi
entropy − lnP [39] in terms of the Hilbert-Schmidt norm
of the Lindblad operators. Its practical usefulness stems
from the fact that the operatorsAk can be experimentally
determined in large variety of quantum systems [40–45].
As we shall see this simple bound is not very tight and
scales badly with the number of levels. Fortunately, this
can be remedied by using Liouville space.
II. PURITY SPEED LIMIT IN LIOUVILLE
SPACE
Quantum dynamics is traditionally described in
Hilbert space. However, for open quantum systems, it is
sometimes convenient to introduce an alternative space
where density operators are represented by vectors, and
time evolution is generated by superoperators that op-
erate on vectors just from the left (as in Schro¨dinger
equation). This space is referred to as Liouville space
[46]. We denote the ”density vector” by |ρ〉 ∈ C1×N2 .
It is obtained by reshaping the density matrix ρ into a
larger single vector with index α ∈ {1, 2, ....N2}. The
vector |ρ〉 is not normalized to unity in general. The
norm squared is equal to the purity, P = tr(ρ2) =
〈ρ |ρ 〉 where 〈ρ| = |ρ〉†, as usual. From the identity
idtρα =
∑
β [i∂(dtρα)/∂ρβ ]ρβ =
∑
βHαβρβ it follows
that in Liouville space the equation of motion (2) takes
a Schro¨dinger-like form,
i∂t |ρ〉 = H |ρ〉 , (5)
when using the common matrix to vector index mapping
α = (row−1)N+column, the Hamiltonian superoperator
H ∈ CN2×N2 is given by [38, 47]
H = −i(H ⊗ I − I ⊗Ht)
+ i
∑
k(Ak ⊗A∗k)− 12I ⊗ (A†kAk)t − 12A†kAk ⊗ I (6)
The superoperator H is non-Hermitian for open quan-
tum systems. The skew Hermitian part (H − H†)/2
is responsible for purity changes and stems uniquely
from the Lindblad operators Ak of the master equa-
tion (2). To derive a purity speed limit in Liouville
space we use (5), and obtain the equality, ∂t ln 〈ρ |ρ 〉 =
−i 〈ρ ∣∣H−H†∣∣ ρ〉 / 〈ρ |ρ 〉. Integrating this expression
over time and using the triangle inequality, we get,∣∣∣∣ln P(tf )P(ti)
∣∣∣∣ ≤ ∫ tf
ti
∣∣〈ρ ∣∣H−H†∣∣ ρ〉∣∣
〈ρ |ρ 〉 dt. (7)
The integrand may be further bounded by the spectral
(or operator) norm∣∣〈ρ ∣∣H−H†∣∣ ρ〉∣∣
〈ρ |ρ 〉 ≤
∥∥H−H†∥∥
sp
. (8)
For skew Hermitian operators like H−H† with eigenval-
ues λi, the spectral norm is equal to max|λi| [37]. Com-
bining (7) and (8), we eventually obtain a cumulative
speed limit for the second order Re´yni entropy of the
form (1):
|− lnP(tf ) + lnP(ti)| ≤
∫ tf
ti
∥∥H−H†∥∥
sp
dt. (9)
Here as well, instead of a speed limit for − lnP it is pos-
sible to get a less tighter speed limit for P. We point out
that the norm
∥∥H−H†∥∥
sp
can be directly determined
from the measurable Lindblad operators Ak using (6).
III. SUPERIORITY OF THE LIOUVILLE SPACE
BOUND
Next, we show that the Liouville space speed limit is
always tighter compared to the Hilbert space bound (4).
3From (6) and the triangle inequality∥∥H−H†∥∥
sp
≤∑k ‖Ak ⊗A∗k‖sp + ∥∥∥A†k ⊗Atk∥∥∥
sp
+
∥∥∥I ⊗ [(A†kAk)t∥∥∥
sp
+
∥∥∥A†kAk ⊗ I∥∥∥
sp
Using ‖A⊗B‖sp = ‖A‖sp ‖B‖sp and submutiplicativity
of the spectral norm we get∥∥H−H†∥∥
sp
≤ 4 ‖Ak‖2sp ≤ 4 ‖Ak‖22 (10)
Where the last inequality is a general relation between
the spectral norm and the HS norm [38]. Equation (10)
gives two important results. First, it proves our claim
that the Liouville space speed limit is always tighter com-
pared to the Hilbert space speed limit (4). The second
result is that by replacing 4 ‖Ak‖22 with 4 ‖Ak‖2sp in (8),
a new tighter bound in Hilbert space is obtained. On the
one hand it uses the original Lindblad operator Ak, and
on the other hand is always tighter than (4). In addition
it does not suffer from the scaling problems we discuss
next.
Scaling behavior. Let us consider M independent par-
ticles subjected to the same dynamics. Since the system
is in a product state at all times, the log-purity scales like
lnPM ∼M lnP1. The Liouville space bound (9) then ex-
hibits the correct M scaling, dPM/dt ≤ M ||H − H†||sp,
where H is the single particle super Hamiltonian. In
contrast, the Hilbert space bound (4) is, dPM/dt ≤
M2M−1||A||22, and the left hand side lead to an exponen-
tial overestimation of the speed limit. In addition, for
a single particle N -level dephasing channel with eigen-
values λj(A) = exp(iϕj), we find that the purity speed
in Liouville space is limited by max|λi − λj |2 ≤ 4, while
the HS norm that appears in Hilbert space speed limit is
equal to 4N . Hence the Hilbert space bound (4) dramat-
ically overestimating the purity value for large N . Note
that the scaling problems are resolved if the HS norm is
replaced by the spectral norm (equation (10) shows why
this is legitimate to do).
IV. PURITY DEVIATION
In what follows we introduce the purity deviation. It
has two main advantages over the regular purity. The
first is that it enables to get a speed limit which is even
tighter than (9). The second advantage is that it provides
information that is sometimes more useful than the pu-
rity. Essentially it quantifies the distance between two
different solution of the system as a function of time.
The is very useful in studying relaxation to steady state
dynamics. Let |ρs〉 be a specific solution of the quantum
evolution i∂t |ρs〉 = H |ρs〉. We define the deviation vec-
tor as |ρD〉 = |ρ〉 − |ρs〉, and the corresponding purity
deviation as PD = 〈ρD |ρD 〉. The purity deviation has
a simple geometrical meaning as the square of the Eu-
clidean distance, tr[(ρ − ρs)2], between the states ρ and
FIG. 1. Purity bounds for a qubit dephasing channel with
Hρ = σx and A = σz in a pure state at ti = 0. The bound
(12) (curve i) based on the purity deviation bound (11) is
tighter than the purity bound in Liouville space (9) (curve ii),
and the corresponding bound in Hilbert space (4) (curve iii).
The bound (12) clearly delimits the region of allowed purities
(blue lines obtained for various random initial conditions) and
is thus tight.
ρs (the regular purity is the distance to the origin ρs = 0).
By taking the time derivative of PD and repeating the
previous derivation, we find∣∣∣∣ln PD(tf )PD(ti)
∣∣∣∣ ≤ ∫ tf
ti
∥∥H−H†∥∥
sp
dt, (11)
where the purity P has now been replaced by the purity
deviation PD. While (11) is valid for all vectors |ρs〉
that solves 5, it becomes particularly useful when |ρs〉 is
given by the steady state, i∂t |ρs〉 = 0. The benefit of the
replacement P → PD is that only the part of the purity
that changes in time is taken into account. The purity
deviation bound (11) has the remarkable property that
it may be tight at all times for purely dephasing qubit
channels and for the erasure of classical correlations (see
below).
V. APPLICATIONS
(a) Dephasing channel. To illustrate the strength of
the purity deviation bound even for the simplest sce-
narios, we first apply it to a pure dephasing of a two-
level qubit. The system is described by H = σz and one
nonzero Lindblad operator that satisfies [A,A†] = 0 and
[A,H] = 0 [2, 48]. Without loss of generality, we assume
that the operator A is traceless [1]. In this situation, the
Hilbert space bound (4) takes a minimal value that is
exactly two times larger than the tighter Liouville space
bound (9). For instance, for A = σz and an initial den-
sity matrix of the form ρ(ti) = {{a, b}, {b∗, 1 − a}}, we
find | lnP(tf )/P(ti)| ≤ 2(tf − ti) in Hilbert space and
| ln[P(tf )/P(ti)]| ≤ tf − ti in Liouville space. Remark-
ably, the purity deviation bound (11) is tight at all times
4in this case: we choose ρs to be the steady state given
by the fully mixed state ρs = {{a, 0}, {0, 1 − a}} (there
may be several steady states, and one may choose one
of them,depending on the initial state), and obtain the
equality | ln[PD(tf )/PD(ti)]| = | ln[2b2e−tf /(2b2e−ti)]| =
tf−ti which is exactly equal to the right hand side of (11).
As will be shown later, the purity deviation can lead to
a tight speed limit even in multi-particle scenarios with
quantum correlations.
In general, the purity deviation leads to a better bound
on the purity change for a general dephasing channel in a
N -level system. Choosing ρs to be the fully mixed state
(which always corresponds to a steady state in dephasing
dynamics) yields tr[(ρ− ρs)2] = tr[ρ2]− 1/N . Using this
in Eq. (11), we obtain,
P(tf ) ≥ 1
N
+
(
P(ti)− 1
N
)
exp
[
−
∫ tf
ti
∥∥H−H†∥∥
sp
dt
]
.
(12)
This equation, valid for any dephasing channel, is always
better compared to Eq. (9). Figure 1 shows the purity
(blue lines) for pure random initial states in a simple one
qubit dephasing channel. The purity bound (12) derived
from the purity deviation bound (11) is significantly bet-
ter than the other two bounds, and tightly delimits the
regime of allowed purity values.
(b) Quantum correlation erasure in N -particle system.
Quantum correlations are subject of intense study in
quantum information theory as well as in the collective
dynamics of multi-particle systems. In quantum infor-
mation quantum correlations are a resource that can be
exploited for computational speedup. It is of interest to
evaluate how fast this information dissipates away (either
intentionally or unintentionally). Consider a chain of M
qubits that are not in a product state. This state may
contain both quantum and classical correlations between
the different particles. In this example we study the
speed limit for erasing quantum correlation while leaving
the classical correlations (in the basis of interest) intact.
As shown next, this happens naturally in the presence of
dephasing. Let, {|0〉 , |1〉}⊗M be the some basis of interest
(e.g. the energy basis) in which the erasure takes place.
Given some initial density matrix of the whole N -particle
system in this basis ρi, the corresponding state with no
quantum correlation is ρf = Diagonal(ρi). To quantify
the speed at which we approach the quantum correlation
free state ρf we use the standard Hilbert Schmidt norm
R(t) = tr[(ρ(t)− ρf )2]. (13)
This quantity has the structure of purity deviation since
both ρ(t) and ρf are valid solution of the equation of
motion. In order to remove quantum correlation a de-
phasing operation is needed. This dephasing can be
achieved by two different means. Either by local de-
phasing on each particle or by global dephasing opera-
tors. We start from local dephasing by applying M Lind-
blad terms of the form A1 =
√
γlocalσz ⊗ I ⊗ I.., A2 =√
γlocalI⊗σz⊗I⊗I.. and so on. From (6) one can verify
FIG. 2. Normalized purity deviation R(t)/R(0) (see example
(c)) of five qubit particles with nearest neighbor interaction
and local dephasing channels. The black-dashed (solid-blue)
lines are numerical result for random initial states and weak
(strong) interactions. The red line shows the purity deviation
speed limit we derived. It is observed that the results hardly
depend on the number of particles.
that
∥∥H−H†∥∥ = 2M |γlocal| and that the maximal rate
is achieved for a GHZ ([49]) pure states: 1√
2
(|a, b, c, ...〉+
|1− a, 1− b, 1− c, ...〉) where a, b, c ∈ {0, 1}. Using (11),
the speed limit for local erasure of quantum correlation
is
R(t) ≥ R(0)e−γlocalMt (14)
where the speed limit is tight for GHZ states. Next
we consider a global dephasing operator of the form
{A(k)m,n}Mk=1 = √γglobalδm,kδn,k. Using (6) one can ver-
ify that H−H† has M singular values that are equal to
zero and the rest are equal to |γglobal| and therefore
R(t) = R(0)e−γglobalt (15)
Remarkably, the bound yields an exact tight result for
any initial state (since all the modes (coherences) decay
at the same rate). These two different erasure processes
not only show the difference between local and global
erasure but also demonstrate that the speed limits we
derived based on Liouville apace and the purity deviation,
can be tight for arbitrarily large and entangled system.
(c) Interacting particles. To demonstrate that our
bound is also applicable for systems with strongly in-
teracting particles, we consider the case of local dephas-
ing for each particle in a chain of M interacting particles.
This is exactly the scenario in recent studies of heat trans-
port in ion chains [50, 51]. Since the fully mixed state is
a solution for any type of interaction we obtain that (14)
holds where this time R(t) = tr(ρ − ρI) where ρI is the
density matrix of the fully mixed M-particle state.
In Fig. 2 we plot R(t)/R(0) for five interacting parti-
cles with time-dependent nearest neighbor interaction of
the form Vi,i+1 = V0 cos(t)σ
i
x ⊗ σi+1x . The Hamiltonian
5particle ′i′ is Hi = σz and the local dephasing operator
of each particle is Ai = σz. The red line is our bound on
R(t)/R(0), the black-dashed lines are numerical results
for random initial condition with V0 = 0.1, and the solid-
blue lines are numerical results with strong interaction
V0 = 10.
(d) Erasing classical and quantum correlations by re-
setting a subsystem. The creation of quantum correla-
tions between different systems [2] is a key ingredient
in quantum information. Recently, however, there is a
growing interest in the converse problem of correlation
erasure. That is, the removal of correlations between two
(or more) systems, while leaving the local information
(the reduced density operators) intact [52–57]. The prob-
lem of quantum state decorrelation (also called quantum
decoupling or disentanglement) plays an important role
in quantum state merging [58], the computing of channel
capacities [59], quantum cryptography [60], as well as in
the study of thermalization [61]. Experimental realiza-
tions of decorrelation have been reported in [62, 63]. We
shall use our approach to determine the maximal rate of
correlation erasure. This example serves two purposes.
The first is to show an application of our theory to quan-
tum information. The second purpose is to show that
even in cases where the purity deviation cannot be ex-
plicitly related to the standard purity, it can still carry
valuable information that does not appear in the stan-
dard purity.
Consider two systems A and B that are initially
correlated (correlations may be classical and/or quan-
tum). The joint density matrix is denoted by ρAB and
the respective reduced density matrices are ρA(B) =
trB(A)ρAB . We wish to decorrelate A from B by coupling
it weakly to a Markovian reservoir (we assume that there
is no interaction between A and B during the decorrela-
tion process). The corresponding quantum decorrelator
generates the transformation,
ρAB → ρA ⊗ ρ0, (16)
where ρ0 is some predetermined state that is independent
of ρAB . Ideally, one would wish the final state to be
ρA⊗ρB for any ρAB . However, this operation was shown
to be nonlinear in general [52]. In cases where ρB is
known, one may choose ρ0 = ρB . However, this would
lead to a decorrelator that is tuned to a specific ρB .
We use the standard L2 norm to define the distance
between the initial correlated state ρAB and the final
decorrelated state ρA ⊗ ρ0,
Rdec = tr[(ρAB − ρA ⊗ ρ0)2]. (17)
If ρ0 = ρB this measure is very similar to the geometric
discord introduced in [64]; However, Rdec describes the
distance to a state where system A has neither quantum
nor classical correlation to system B. Demanding that
ρA ⊗ ρ0 is a solution of the equation of motion Equation
(17) takes the form of a purity deviation. Next we show
that the one-partite Lindblad operator Ldec = 1A ⊗ LB ,
where LB has a single stationary state ρ0, achieves the
decorrelating transformation given in (16). After show-
ing that, we shall apply our purity deviation speed limit
to understand how fast Rdec decreases and A becomes
decorrelated from B.
Consider the Lindblad equation of motion that de-
scribes an interaction with a bath in the Markovian limit
∂tρAB = L[ρAB ] (18)
where the Lindblad form of L is given in (2). To leave
system A intact we choose the form:
Ldec = 1A ⊗ LB , (19)
LB [ρ0] = 0, (20)
where ρ0 is the only zero state of LB : LB [ρ] = 0 ⇐⇒
ρ = ρ0. Since the Lindblad operator has a tensor product
form we can write the evolution as:
ρAB(t) = e
Ldect[ρAB(0)] = IN×N ⊗ etLB [ρAB(0)]. (21)
The only steady state of KB = e
tLB is ρ0 and therefore
we can write:
lim
t→∞KB [σ] = tr(σ)ρ0 (22)
where we considered the slightly more general case where
the initial trace is different from one (the Lindblad map
conserves the trace). To show how Ldec operates on a
general density matrix we decompose the initial density
matrix in the following way:
ρAB =
1
N2
[IN2×N2 +
NZ∑
i=1
rA,iZi ⊗ IN×N+
NZ∑
i=1
rB,iIN×N ⊗ Zi +
NZ∑
i,j=1
tijZi ⊗ Zj ], (23)
where Nz = N
2−N+1, and Zi are traceless orthonormal
basis operators for N ×N Hermitian traceless matrices.
rA and rB determine the reduced density matrices:
trBρAB =
1
N
[IN×N +
∑
rA,iZi] = ρA. (24)
Next we use (22), and apply limt→∞K to the initial state
(23) and get
ρAB(t→∞) = 1
N
[IN×N⊗ρ0+
∑
rA,iZi⊗ρ0] = ρA⊗ρ0,
(25)
which show that Ldec realizes the decorrelating transfor-
mation ρAB → ρA ⊗ ρ0. An immediate conclusion from
this result follows: even when removing the correlation
is not the objective, it occurs naturally when the dynam-
ics is generated by a one-party (local) single-steady-state
Markovian map.
6FIG. 3. (Black) Correlation distance (17) as a function of
time for the initial correlated state ρAB = (λ/2)I2×2 + (1 −
λ)
∣∣Ψ+〉 〈Ψ+∣∣, for different values of λ. The derived decorre-
lation speed (26) (gray area) delimits the regime of accessible
correlation values as a function of time. The erasure of clas-
sical correlations (curve i) (λ = 1) occurs here faster than
the erasure of quantum correlations (curve ii) (λ = 0). The
decorrelation speed is tight as it is attained in this case by
the classical correlated state.
Now that we have established ρAB → ρA⊗ρ0 we read-
ily apply (11), and get that the norm integral needed to
change the decorrelation purity from Rdec,i to Rdec,f in
time T is, ∣∣∣∣ln Rdec,fRdec,i
∣∣∣∣ ≤ ∫ T
0
∥∥∥HB −H†B∥∥∥ dt, (26)
where HB is the Liouville space representation of LB .
We illustrate the usefulness of (26) by considering the
initial state ρAB = (λ/2)I2×2 + (1− λ) |Ψ+〉 〈Ψ+| where
I2×2 is the unit operator, |Ψ+〉 the usual Bell state and
0 ≤ λ ≤ 1. The reduced density operators are simply
ρA = ρB =
1
2I2×2. The quantum discord of the joint
state is monotonically increasing from zero to one as α
changes from zero to one [65]. We take the quantum
decorrelator Ldec as the sum of the Lindblad operators
I2×2 ⊗ σ± where σ± are the raising and lowering opera-
tors in spin space. This is equivalent to infinite temper-
ature bath (or in practice, a bath whose temperature is
much larger than the gap of the system). Figure 2 shows
the relative decorrelation distance, Rdec(t)/Rdec(0), as
a function of time for different values of the parameter
λ. Interestingly, in this case, classical correlations (blue)
are erased faster than quantum correlations (red). In
fact the classical case constitutes an example where the
decorrelation speed bound (26) is tight.
Finally we point that the decorrelation process de-
scribed here is quite different from simply replacing sys-
tem B with a new system that is in a state ρ0 (that is
not correlated to system A). In this case nothing is ac-
complished since system A is still fully correlated to the
old system B. However, the Lindblad dynamics we use
to decorrelate describes weak coupling to the environ-
ment. Thus, in the dynamics above the correlation is
spread over the vast number of degrees of freedom in the
bath. Consequently it is effectively lost and cannot be
retrieved. The slightest noise will make it impossible to
get the correlations back by time reversal.
Conclusions. The Liouville space approach was used to
derive a global state-independent quantum speed limit for
purity changes that is much tighter than the speed limit
obtained by using the standard Hilbert space approach.
Furthermore, by introducing the purity deviation with
respect to the steady-state of the system, an even more
accurate speed limit was obtained. Remarkably, the pu-
rity deviation bound can be attained, and therefore con-
stitutes a tight speed limit. We point out that the same
techniques can be applied to the von Neumann entropy
and other Re´nyi entropies. To demonstrate the utility
of our results to quantum information theory and its ap-
plications, we derived speed limits for multi-particle de-
phasing processes (including inter-particle interactions)
and for classical and quantum correlation erasure. Due
to its versatility and its compact-easy to use form, we ex-
pect the purity speed limit to become a useful tool in the
investigation of the dynamics of open quantum systems,
from coherent control and unitary gates implementation
to quantum thermodynamics.
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