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Abstract 
Apostolopoulos, T. and G. Dassios, A parallel algorithm for solving the inverse scattering moment problem, 
Journal of Computational and Applied Mathematics 42 (1992) 63-77. 
A plane incident wave impinges upon an unknown acoustically soft scatterer. It is assumed that the scatterer 
has a polynomial boundary, it is star-shaped and its characteristic dimension is much less than the wavelength 
of the incident field. An analytic procedure is proposed to reduce the shape reconstruction process to the 
evaluation of certain expansion coefficients and the solution of a linear algebraic system. Then, a parallel 
numerical algorithm is constructed which recovers the exact shape of the scatterer from the knowledge of a 
finite number of generalized low-frequency moments generated by the leading low-frequency approximation. 
The efficiency of the proposed algorithm, as well as the detailed parametric influence on the performance of 
the algorithm are extensively investigated. 
Keywords: Inverse scattering, low frequency, parallel algorithms. 
1. Introduction 
In a recent paper [9] an analytic method was proposed that recovers the polynomial 
boundary of a star-shaped three-dimensional body from the knowledge of a finite number of 
generalized low-frequency moments. The scatterer is assumed to be acoustically soft and the 
wavelength of the excitation field is much larger than its characteristic dimension. This is an 
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inverse scattering problem in which the unknown geometry of the scattering region is recovered 
from the particular way it disturbs the propagation of a time-harmonic incident wave. In the 
last decade a lot of effort has been devoted to produce algorithms that solve inverse problems 
of this nature. The methods proposed by Colton and Monk [ll], by Angel1 et al. [2] and by 
I@& et al. [14] are probably the most efficient known to the authors. Apart from the 
limitation imposed by the assumption of low frequency, which demands some a priori informa- 
tion about the size of the scatterer, the inversion method [9] seems to be very efficient as well, 
because it involves nothing more than the evaluation of some expansion coefficients and the 
solution of some linear algebraic systems. It is this particular simplicity of the inversion 
algorithm, as well as the independence of its computational parts that suggested to us the 
possibility of constructing a parallel algorithm in order to numerically implement the method 
proposed in [9]. 
The Low-Frequency Moment Inverse Scattering, hereafter referred to as IDFMIS, proposed 
in [91Y sprang out of efforts to obtain unknown geometrical characteristics of scatterers which 
are restricted to special classes of geometries, such as ellipsoids [1,3,12], or more general bodies 
approximated by low-degree polynomial surfaces 1131. LOFMIS provides a partial answer to the 
conjecture stated at the end of [13], namely, that the surface of the scatterer can be obtained 
from the low-frequency moments generated by the leading low-frequency approximation (static 
field) of the solution. 
The inverse scattering problem is intrinsically highly complex and requires a great deal of 
numerical computations. In addition, many practical applications of inverse scattering (radar, 
sonar, tomography and so on) are subjected to real time requirements. Consequently, the need 
for fast computation is imposed by the usefulness as well as the importance of the particular 
applications. It seems that the use of parallel algorithms in parallel (multiprocessor) computers, 
or in distributed environment [7] furnishes the answer to the time restrictions implicit in 
applications. These technological advances guide us to develop new solution algorithms which 
will fit better in the parallel environment. It will be shown that the LOFMIS algorithm can be 
easily decomposed and is therefore suitable for computational parallelization. 
It is important to make a distinction between parallel and distributed systems. Roughly 
speaking, parallel computing systems consist of a number of processors located within a small 
distance of each other which can communicate (with or without common memory) reliably and 
in a predictable way. In distributed computing systems, involving a computer network, whether 
local or wide area, communication delays may be unpredictable 14-61 and communication links 
may be unreliable. In addition, the topology of the network may change due to failures of 
communication links, or due to addition or removal of processors. Although, the two systems 
have different characteristics, from an application point of view, they may be considered at a 
first glance as systems composed from a rather small number of processors usually fairly 
powerful, loosely coupled, so that each processor may perform its own computations. We will 
follow this approach throughout this paper. 
In the work at hand, we propose a parallel implementation of the LOFMIS algorithm for the 
solution of inverse scattering problems. Furthermore, we examine the performance of the 
algorithm. In this way, we can have useful information concerning the influence of various 
parameters in the actual performance of the algorithm. The performance improvement due to 
Parahelization is studied and a deeper understanding of the issue is achieved. The problem of 
choosing the number of processors in order to improve efficiency is also examined. 
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Section 2 is devoted to a brief statement of the inverse scattering problem and to the 
presentation of the main steps of the LOFMIS method. The solution algorithm is described, 
investigated and analyzed in Section 3, while Section 4 provides a concluding discussion and 
relevant remarks. 
2. The LBFMIS method 
Let S be a smooth closed and bounded surface in lR3 and V its exterior. The surface S forms 
the scatterer, which disturbs the propagation of a plane incident wave, of wave number 
k = 2rr/h, where h is the wave length, assumed to be much less than the characteristic 
dimension of the scatterer (i.e., the radius of the smallest sphere that circumscribes S). If the 
harmonic time dependence exp{ - iwt} is suppressed throughout and we denote by 
‘;u( t) = eikmr + u(r) (1) 
the total field, then the direct scattering probkiil for an acoustically soft scatterer seeks the 
function 9%) which solves the Helmholtz equation 
(A + k*)?P(r) = 0, in V, (2) 
satisfies the boundary condition 
IV(r) =0, on S, (3) 
arrd the Sommerfeld radiation condition 
u,(r) - iku(r) = O(r-*), Y + 00, (4) 
uniformly over directions. 
The scattered field u has the asymptotic expansion 
1 
u(r)=g(& L)G +0 7 , 
( 1 
r+m, (9 
where the normalized scattering amplitude g(;, k) describes the response of the scatterer i,n 
the direction of observation f when it is excited by a plane wave propagating in the direction k. 
The caret on a vector indicates unit length. 
The solution of the direct problem (l)-(4) satisfies the representation formula 
1 
Ijr(r) = eik-r - - I 
eik IF-r’1 a*( r’) 
-ds(r'), r E I/, 
47r Jr-r’1 h(r’) 
which yields the corresponding representation for the scattering amplitude 
k , aw9 
g(3, k) = &$ik”’ wds(r’), 
(6) 
The low-frequency treatment of this problem reduces the above e::terior boundary value 
problem to an infinite sequence of exterior boundary value problems tar Laplace’s equation 
which can be solved iteratively. Specifically, the total field assumes the expansion 
( k) 
!P(r)= i $-LJr), 
n=O l 
(8) 
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where the nth-order low-frequency approximation @n is written as 
@Jr) = El(r) + K(r)) 
with 
while U,, solves the boundary value problem 
AU,(r) = 0, in V, 
VJr) = -Pn( r), on S, 
(11) 
(12) 
1 
l&(r)=0 - ( 1 , r--,00. r 
The scattering amplitude is then expressed via the low-frequency approximations @,,, 
n = 0, 1,2,. . . , as follows [13]: 
g(r^, i)= 2 “k,‘:” i (a)( -l)p+lM$$(3), 
n=O l p=o 
I\ 
(1 1 4 
where the generalized moments 
~$%S2-+[fB, n, K=o, 1,2 ,..., (15) 
are real functions defined on the unit sphere S2 with values 
In fact, every low-frequency approximation GK of the total field generates an infinite set of 
moments 
with respect to the surface measure induced by the normal derivative of QK on the surface S. 
We will refer to the generalized low-frequency moment of order n, generated by the low- 
frequency approximation aK as the (n I K j-moment. 
The inverse scattering problem of interest is now stated as follows. Given the (n 1 &-moments 
M(“) find the surface S K ’ . 
A partial answer to this question was given in [13] where it was shown that the (0 1 O&moment 
yields the electrostatic capacky, the (1 IO&moment provides the center of mass, and the 
(2 IO)-moment specifies the principal axes of the scatterer. In other words, some knowledge of 
the volume, the position and the orientation of the scatterer can be obtained if the (n I O)-mo- 
ments, with n = 0, 1, 2, are known. 
Assume the unknown surface S to be star-shaped with respect to the origin and let it be 
defined by the pth-degree poljinomial 
n=O i+j+k=n 
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Since the origin lies in the interior of the surface S it follows that c&,~ # 0. Therefore, it can 
always be assumed that cuEOO = 1. If Y stands for the radial spherical coordinate, then (17) can 
be written as 
( 
XP + . .. +rP (yppoog + l . s 
r 
and a representation of S in terms of the surface spherical harmonics 
Ynm( F) = Pnm(cOs e)eim4, 
2” 
+aopop~ = 0, 
r 
where n=O, 1,2 ,... and m= -n, -n+l,..., n - 1, n, assumes the finite expansion 
Y:(i) + r i pr;fu,“(r^) + r* 
I 
i GY2m(r^) + P;*y,o(r^) 
m=-1 m= -2 1 
+ . . l +rP 
[ 
i pFprd”(F) + pi2 p;“,_,,,r,“_,(;) + l l l =o. 
m= -I) m= --(p-2) 1 
The unknown coefficients 
P” kn, n = 1, 2,. . . ,p, k=n, n-2, n-4 ,..., m= -k ,..., -l,O, l,..., k, 
are linearly related to the also unknown coefficients (Yck via the expansion coefficients 
2r lUiykk 
C,“‘ijk = , // r ri+j+kYnm(e, 4) sin 8 de d4 0 J 
of the monomials xiyjzkr-(i+j+k), i, j, k 2 0. 
In other words, the connection between the a’s and the F’s can be expressed via a change of 
bases type relation of the form 
ft=cx!, (23) 
where the vectors (Y and /3 define the set of Cartesian and the set of spherical coefficients (Yzk 
and @km, respectively, while the invertible matrix c involves the expansion coefficients C~ijk 
alone. 
For the convenience of the reader, an outline of the LOFMIS method is provided in the 
sequel. 
Since S is star-shaped, it assumes the polar representation 
r=f(F)+, iES*, 
which transforms the generalized moments (16) into 
@n)(f) = &/,(p l r’)“f”(f’)F,(i’) ds(3’), 3~ S*, (25) 
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with PA a function on the unit sphere that inctqorates both the normal derivative of Qk and 
the normal derivative and the Jacobian of the transformation (24). The weighting function Fk 
depends, of course? on the unknown surface S, but we will not need to evaluate its values 
explicitly. 
Successive applications of the operator B + n(n + 1) lead to the followinz formulae: 
n(n - 1) * l l (n - 2k)(n - 2k - l)(i=?)~-2k-2 
= [B + (n - 2k)(n - 2ic + l)] [ B + (n - 2k + 2)(n - 2k + 3)] l l l 
l ==[B+(n-2)(n-l)][B+n(n+l)](i=i’)”, 
for every k = 0, 1,2, . . . , [ in]- 1, where 
1 a 
B=-- 
sin 8 W 
denotes the Beltrami operator. 
Formula (26), applied to (25) yields 
j--i=~~)n-2kf “(3’) ds(i’) 
B+(n-2k+2)(n - 2k + 3) B + (n - 2k + 4)(n - 2k + 5) 
= (n-2k+l)(n-2k+2) (n-2k+3)(n-2k+4) me. 
B+(n-2)(n-1) B+n(n+l) 
I . . 
(n-3)(n-2) 
(26) 
(27) 
where we have reserved the symbol F(3) for F,(i). 
In view of the following formula, which expresses monomials in terms of Legendre polynomi- 
als. 
(F.;pp 52n =- 
2nl+lP( 0 
iv) + 
(2n + 1)(2n + 3) 
P*(3+‘) 
9 - 2n(2n - 2) 
+ (2n + 1)(2n f 3)(2n + 5) “(‘. “I + . l m ’
(i-iy+*= &P,(W)+ (2 
12 
+;);; 
n 
,,)P3(i.i)) 
11 l 2n(2n - 2) 
t (2n + 3)(2n -I- 5)(2n -I- 7) p5(fa “’ + ’ . . ’ 
as well as the addition theorem 
(29 
(30) 
n 
P,(iv) = c ( 
n-m)! 
~m(f)y,mo, 
m=_ n (n+m)! . (31) 
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relation (28) provides the expansions 
B + (n -- 2k f 2)(n - 2k + 3) B+n(n + 1) 
l ” (n - 2k + l)(n - 2k + 2) (n - 1)n M’n’(r^) 
1 
= 
n-2k+l A’*n’ (n - 
9(n - 2k)(n -2k-2) 
+ (n-2k+l)(n-2k+3)(n-2k+5) 
for n = even and k = 1, 2,. . . , in, and 
B + (n - 2k + 2)(n - 2k + 3) B+n(n+l) 
am- (n - 2k + l)(n - 2k + 2) (n - 1)n Mr’(3) 
3 1 (1 -m)! 
= 
n-2k+2,=_, 
C (1 +m)! Y,“tPJATn 
7(n -2k-1) 3 
c 
(3 -m)! 
-I- (n - 2k + 2)(n -2k+4) m=_3 (3+m)! 
Y,“(t)A;“,, 
’ 
ll(pl - 2k - l)(n - 2k - 3) 5 (5 -m)! 
+ (n - 2k + 2)(n - 2k + 4)(n - 2k + 6) ,~= _5 (5 + m)! y’(‘)A’n Jr a * l ’ c 
for n = odd and k = 1, 2, . . . , i(n - 1). 
The expressions 
AF,n = / 
Y,‘“of”(i’)F(i’) ds(i’), 
S” 
k=O, 1,2 ,..., m= -k ,..., -l,O, l,..., k, n=O, 1,2 ,..., (34) 
define the spherical moments of the unknown function f with respect to the also unknown 
function F. 
Expansions (32), (33) can be used to evaluate the spherical moments Ar,n and then the 
N(p) = ;p( p2 + 6p + 11) (35) 
coefficients pkm, can be obtained as follows. 
The N(p) equations that connect the N(p) unknowns pkm, are obtained by projecting 
equation (20) on the directions specified by 
f 2”(3)F(i), A = 0, 1, 2,. . ., N(p) - 1, 
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to end up with the system 
i Kv~2h+, + i Ev;I,u+* + zfG,2h+* 
m= -1 m= -2 I 
+ . . . + i rpl;*n+,+ pi2 GApm-*,**+p+ l l - I = -A&A, (36) m= -p m= -(p-2) 
for h=O, 1,2 ,..., N(p)-1. 
Specifically, in order to reconstruct a sUrface of degree p we need the low-frequency 
moments up to the order 
2(N(p)-1)+p=$(p3+6p2+14p-6). 
In particular, for an ellipsoid (p = 2) we need 
JVF’( F), n=O, 1,2 ,..., 18, 
while for a 4th-degree surface we need 
h!fC’( ;), n=O, 1,2 ,..., 70, 
and for a N&h-degree surface we need 
A@)(;), n=O, 1,2 ,..., 578. 
Therefore, the LOFMIS method is summarized in the following steps. 
(37) 
Step 1. Given the (n IO)-moments A@)(?), evaluate the expansion coefi’icients AF,n from the 
expressions (32) and (33). 
Step 2. Substitute the values of A&, obtained from Step 1, into the linear system (36), and 
solve it to obtain the coefficients pkm,. 
Step 3. Substitute the values of pkm,, obtained from Step 2, into (20) and transform (20), via 
(231, to its Cartesian form in order to recover the polynomial that determines the surface S of 
the scatterer. 
This !ast step is not necessary but it helps to identify the equation of the surface. 
3. Analysis of the algorithm 
Based on the analytical problem presented in the preceding section we can now describe the 
solution algorithm. It involves the following five computational steps. 
Step I. ComptAte the expansion coefficients of the function 
B+n(n + 1) 
(n _ l)n WYW? 
and use the relations (32), (33) for k = 1 to calculate the elements Ar, of the matrix A. 
Step II. Compute the coordinates of the vector d appearing on the right-hand side of (361, 
i.e., -Ai,2A, again from (32) and (33). 
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step 111. Compute the expansion coefficients cFiik from (22) and then construct the matrix 
C appearing in (23). 
Step IV. Compute the matrix 
D=A-C. (38) 
Step V. Compute the solution of the nonhomogeneous linear system 
D.a=d (39 
to obtain the vector ty of Cartesian coefficients &, which yields equation (17) o! the surface S. 
The solution procedure involves a matrix multiplication (Step IV) and the soluion of a linear 
system (Step V). The performance of these steps will be examined separately, a:; a function of 
the size of the matrices, using known results. Note that the size of the matrices is determined 
by the degree p of the unknown surface. In order to estimate the performance of the first three 
steps of the solution procedure, using any specific algorithm, we need to have the computation 
costs for the calculation of each constant A& and c~ijk. The factors that affect these 
computation costs are the degree p of the unknown surface, the values n and m and the 
method used for the integration. In the sequel, we will ignore the dependence of the 
computation costs on the parameters n and m adopting the worst case possible, that is, we will 
consider that the computation costs for every n, m are independent of the specific values n and 
m and they are equal to the maximum computation cost. This assumption up to a certain point 
is a real one, because of the recurrence relations connecting the Legendre polynomials. Let 
a(p) and c(p) be the computation costs for the evaluation of each of the coefficients AT,,, 
CTijk, respectively. The influence of the computational methods used for integration is incorpo- 
rated in the computation costs. 
The solution algorithm can be described as a directed acyclic graph [S]. Let X(W, T) be a 
directed acyclic graph where W is the set of nodes and T is the set of directed arcs. Each node 
represents an operation and the associated computation cost. Each arc represents a data 
dependency, that is the arc (i, j) E T indicates that the operation corresponding to node j uses 
the results of the operation corresponding to node i. Let us also define as input nodes those 
that represent the functions in the left-hand side of (32), (33) and ~‘y~z%-(‘+~+k! Based on the 
above definitions the proposed algorithm has the representation sketched in Fig. 1. 
P’ is the procedure for the evaluation of some A& while PC is the procedure for the 
evaluation of a particular coefficient Cnnfijk. PA xc stands for the procedure of matrix multiplica- 
tion and P,,, represents the procedure for the solution of a linear system. The costs of the last 
two procedures depend on the methods used and on the number of processors available. With 
the directed graph we have specified what operations are to be performed on what operands as 
well as the imposed precedence constraints. In a distributed environment, we have to examine 
the problem of specifying which processor performs what operation and at what time [10,161. 
This general problem will not be considered here, but we will face the problem of choosing the 
appropriate number of processors for practical problems according to the problem size and to 
the communication environment. 
The time complexity T,(X) of the solution algorithm described by the graph X is the 
minimum of the execution time when we use C processors. The time unit is defined as the time 
needed by an elementary operation such as a floating-point multiplication. Since the solution 
algorithm is not specified by a single graph X but by a family of graphs, one for each problem 
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Fig. 1. Graph representation of the solution algorithm. 
size, we adopt the notation Tc( p) instead of T,(X) where p is the degree of the polynomial 
describing the unknown surface. It is clear that the parameter p determines the size of the 
problem, that is, number of moments, number of A& and so on. 
In order to evaluate the performance of a parallel algorithm we have to study the following 
measures [7]. 
(3 Speedup of the algorithm SJ p). T”lne speedup of the algorithm is defined as 
Td P) 
S,(p)= q---$7 
5 
\ 
(40: , 
and describes the speed advantage of the parallel algorithm. Ideally, we have S,(p) = C, the 
number of processors. 
(ii) Eficiency of the algorithm E,(p). ‘IIle efficiency of the algorithm is defined as 
and measures the Fraction of time that a processor is usefully used. Ideally, EJ p) = 1. 
(iii> Cormzmication penahy C&(p). The communication penalty is defined as the ratio 
cp,( P) = 
TF”‘( p) 
T,(P) 
= 1+ Dc(p) 
T,(P) ’ 
(41) 
(42) 
where Tp”’ f p) is the time required by the algorithm to solve the problem when we use C 
processors and T,(p) is the time which is devoted just to computation under the same 
assumptions. The time D,(p) needed for communication when there are @ processors is 
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defined as communication complexity. Ideally, CP,( p) = 1. Assuming that each communication 
entity (packet) requires one time unit to be transmitted on every communication link, commu- 
nication complexity expresses the number of communication entities transmitted. 
Obviously, the communication aspects of a parallel algorithm depend on the network 
topology. In the sequel, we will consider the least-powerful network topology, that is the linear 
array topology. The reason for this assumption is that the objective of this study is to examine 
the possible benefits from the use of a rather small number of computers which are connected 
via a general-purpose computer network, without adding cemplex software. In addition, we 
want to investigate the performance of the algorithm in the worst-possible case. Finally, in 
order to proceed we should consider the relation between the time units for communication 
and computation in order to have a common time unit. Let R be the ratio of the time unit for 
communication and the time unit for computation. The computation time depends on the 
hardware used by the processing elements of the distributed system. The communication time 
unit depends on the type of the network and the network details. For each specific environment 
the ratio R is supposed to be known. In addition, for each specific application the parameter p 
is also known. Expressing the environment constant R in terms of the parameter p we 
conclude that 
R=8(pP), ~30. (43) 
The parameter p depends on the environment characteristics as well as on the application 
characteristics. 
Let us define the quantities T?(p), Tylt (p), TE”( p) as the time required for the 
computation of the coefficients, A&, ,,,l,k Pa. for the multiplication of the matrices A and C and 
for the solution of the linear system, respectively, when there are C processors and the 
unknown surface is of degree p. A similar definition holds for the communication time 
D,“““(p), Dp( p). Obviously, it holds true that 
T,(p) = T?“(p) + TFlt( p) + T;“(p), (44) 
D,(p)=D,mu”(p)+D~(p). (45) 
We do nat face the general problem of choosing the number of processors so as to achieve 
maximum speedup, or minimum communication penalty. Instead, we will analyze the following 
cases concerning the number of processors which are of practical interest, namely C = O(p) 
and C = O( p2). These choices, for practical values of p, lead to a number of computers which 
is reasonable for a distributed environment. On the other hand, these choices are motivated by 
the structure of the matrices A and C. More precisely, the matrices A and C have the 
following structure: 
where Cii is a i( i + l)( i + 2) by $( i + l)( i + 2) square matrix and Aii is a +<i + l)(i + 2) by 
$( j + l)( j + 2) matrix. 
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Let the computational costs a(p), c( p) be 
a(p) = 0( pkJ), 
c(p) = O( p”‘). 
Using C = O(p) processors, we obtain 
T$$,( P) = e( p”) l ma+4 A, c(P% 
because using O(p) processors a number of $( p + l)( p 
and/or x,9= 1 a( v + l)*(v + 2)* elements with cost c(p) 
p) = 0( ~~1.1 Combining (47)-(49) we conclude that 
T$;,( p) = 0( pki5), 
where 
k = max(k,, kJ. 
(47) 
(48) 
(49 
t 2)N( p) elements with cost a(p) 
have to be computed. (Note that 
(50) 
(51) 
Similarly, we can calculate that when we use C = O( p*) processors, we obtain 
T$&( p) = O( p”) 
l m=(a( P)9 C(P)), (52) 
because in this case each processor has to compute i(p + l)*(p + 2)* elements with cost a(p) 
and/or c(p). Finally, we have 
T,‘“,;z,( p) = 0( pk+“). (53) 
Regarding Tg’$( p) agd Tc$,(p) we have [7] 
T$!;( P) = q P’), (54) 
Tt$,( P) = e( P”), (55) 
because the elementary matrices Aii and Cjj have maximum dimension $(p + l)(p + 2), and 
when we use O(p) processors, then O(p) matrices Aii are handled by the same processor. On 
the other hand, when we use O( p*) processors, then O(1) matrices -4, are in the same 
processor. 
For the last step of the algorithm, that is, for the solution of the linear system, any 
established me;hod, such as Gaussian elimination or iterative schemes, can be used. Using the 
Gaussian elimination method we have [15] 
= 0( PS), 
= O( p’). 
(56) 
(57) 
From (441, (50), (53) and (54)--(57) we conclude that 
TorP,( P) = o(ma( P”, pkt5)), 
T&2,( P) = o(m=( p’, pkff)). 
(58) 
(59) 
T. Apostolopoulos, G. Dassios / Parallel algorithm for inverse scattering 75 
Concerning the communication complexity, assuming a linear array network, we have 
&$(P) = O(P) l o( P”) - q P”), 
and finally 
D;;$]( p) = o( gp+6). 
(60) 
(61 
\ 
/ 
In (60) the first term expresses the communication complexity per element, the second term 
refers to the ratio of the communication and computation units of time and the third term 
furnishes the number of e!ements. Similarly, we obtain the expression 
&$,(P) = o( P’) l O(P) l q P”), (62) 
and finally 
Dg2J p) = o( ppf6). 
(63) 
From [7] we have 
$4) . o(pp) = 0(pp+‘O), 
MC P)" 
D&3>(P) = 0 p4 
i I l o( p”) = o( pp+P). (65) 
Thus finally, we conclude 
D O(p) = 0( pp+lO), (66) 
D (s(g) = O( Pp+8) l (67) 
In order to calculate the performance measures we have to compute the time which is 
needed for the sequential execution T,(p). We have 
T,(P) =N(p)2a(p) + i k(u)@ + Q2(u + 2)2 + Ok) + O(N(P)~), 
v=l 
(68) 
where the first term is the cost for the computation of the matrix A, the second term is the cost 
for the computation of the matrix C, the third term is the cost for the multiplication operation 
A l C and the fourth term is the cost for the solution of the linear system. From (OS), (471, (48) 
we obtain 
T,(p) = O(max(p’, pkl+6, P’Q+~)). 
Assuming k I - k, > 1 we have that 
T1( P) = O(m=(p’, P~+~}), 
where k is defined in (51). 
(69 
(70) 
If we ignore communication costs, the speedup and the efficiency of the algorithm are given 
by 
%(p)( Pd = O(P), (71) 
Eocp>(Y) = O(l), (72) 
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&p)(P) = q P’)9 (73) 
Eo(p’,( P) = W)= (74) 
From (71)-(74) we conclude that the LOFMIS algorithm is suitable for parallelization. But, in 
order to implement a parallel algorithm efficiently we need to achieve a small communication 
penalty. From (421, (58) and (66) it follows that 
1 
p+lO 
cp,(,,( P) = 1+ 0 p 
P’ l m=( p3, P”) I =l+O(p p + 5 - max(3.k) ) . 
Similarly, we have 
CP,(,Z,( p) = 1 + o( ppt4-m=t3*k}). (76) 
From (79, (76) we observe that the existence of an efficient parallelization depends on the 
parameters p and k. More precisely, in order to achieve efficient parallelization the following 
conditions have to be fulfilled: 
p < k - 5 and k 3 5 if we use O(p) processors, (77) 
p<k-4andk>41fweuseO(y2)processors. (78) 
Thus, we conclude that indeed the proposed algorithm can be implemented in parallel 
efficiently, for practical values of the parameters k and p. 
Finally, we will examine the case when an iterative scheme is used for the solution of the 
linear system. In this case a subset of the unknowns is assigned to a particular processor. Let 
N(p)/C be the number of unknowns assigned to each of the C processors. Suppose that the 
jth processor, j = 1,. . . , c, updates the jth s&set of the unknowns which has N(p)/C 
elements, with knowledge of the values of the rest of the unknowns from the previous step. 
After the update, the jth processor has to communicate the N(p)/C values to all other 
processorsz so that the next iteration can proceed. Using the above described scheme, the 
computation tine is estimated to be 
. number of iterations. 
So, the speedup is 0(C), which is the same as the speedup achieved by Gauss elimination (see 
(711, (73)). Assuming as previously that the network is a linear array, we have 
Lp( p) = 0( p”) -0 
(N(p) 1 
- l C 
C 
l number of iterations. 
So, the ratio of communication time per iteration and the computation time per iteration is 
6(C.pP-3), and the communication penalty is 
C&(p) = 1+ 8(c.pp-3). w 
In order to have efficient parallelization we must have that 
Cp,( P) = O(1). (82) 
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Thus, from (81), (82) we obtain an upper bound for the number of processors that can be used 
in the parallel algorith?. The order of magnitude should be given by 
c = O(p3-p). (83) 
From (83) we see that efficient iterative schemes for the parallel solution of the linear system 
should be restricted by p < 2. Consequently, the choices C = O(p) and C = O(p2) provide 
efficient iterative schemes. 
4. Concluding remarks 
In this paper a parallel algorithm for the inverse scattering problem is proposed based on the 
LOFMIS method presented in [9]. Furthermore, the proposed algorithm is analyzed in detail 
and performance measures are evaluated. It is proved that choosing the number of processors 
to be of the order of O(p) or O(p2) yields efficient implementations using either Gaussian 
elimination or iterative schemes for the solution of the linear system arising in the LOFMIS 
algorithm. In addition, a few restrictions are provided concerning the system parameters. 
Parallelism is more effective for large values of p and k, and therefore, is more useful for 
problems of practical interest. It is asserted that the improvement due to the parallelism, using 
a number of O(p) or O(p2) processors, suffices even for the most demanding practical 
applications. A series of tests for various shapes of practical interest confirms this assertion. 
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