Parameter uncertainty in hydrologic modeling is commonly evaluated, but assessing the impact of spatial input data uncertainty in spatially descriptive 'distributed' models is not common. This study compares the significance of uncertainty in spatial input data and model parameters on the output uncertainty of a distributed hydrology and sediment transport model, HYdrology Simulation using Time-ARea method (HYSTAR). The Shuffled Complex Evolution Metropolis (SCEM-UA) algorithm was used to quantify parameter uncertainty of the model. Errors in elevation and land cover layers were simulated using the Sequential Gaussian/Indicator Simulation (SGS/SIS) techniques and then incorporated into the model to evaluate their impact on the outputs relative to those of the parameter uncertainty. This study demonstrated that parameter uncertainty had a greater impact on model output than did errors in the spatial input data. In addition, errors in elevation data had a greater impact on model output than did errors in land cover data. Thus, for the HYSTAR distributed hydrologic model, accuracy and reliability can be improved more effectively by refining parameters rather than further improving the accuracy of spatial input data and by emphasizing the topographic data over the land cover data.
INTRODUCTION
Mathematical models simulate watershed (catchment) hydrology based on the assumptions, relationships, parameters, boundary conditions, and descriptive spatial data that define the physical characteristics of the watershed.
The spatial features of the landscape are commonly represented by averaging conditions or parameters to a single 'lumped' value. A 'distributed' watershed model considers a spatially descriptive representation of the landscape and is commonly implemented as a grid structure with separate parameters and data values for each cell. For any model, input data and parameters contain uncertainty because they represent characteristics of a complex and dynamic system that the model depicts at specific temporal and spatial scales. Errors are inherent in the system description when single deterministic values are used to describe a system that is highly nonlinear, heterogeneous, and stochastic. Thus, input data, model algorithms, equations, data used for calibration, and temporal and spatial scale are all contributing sources of model output error in watershed modeling (Shirmohammadi et al. ) .
A distributed model requires many parameters and extensive input data to effectively reflect landscape heterogeneity of a watershed in simulating hydrologic processes.
Thus, a distributed model tends to be over-parameterized with the potential for propagating more error to model outputs due to the spatially detailed input data. A number of tools have been developed and used in uncertainty analysis of distributed models. The Generalized Likelihood Uncertainty Estimator (GLUE) provides a framework and software tools that have been used in assessing uncertainty in distributed parameter models (Beven ) . Another tool that has been applied to watershed models is the 
).
Effects of errors in spatial input data on model results have been rarely reported even though errors in some publicly available geographic information system (GIS) data (or geospatial layers) are explicitly defined. In particular, the vertical error of digital elevation models (DEMs) and classification error in land use data may add a great amount of uncertainty in modeling results (Miller et al. ; Wu et al. ) . The impacts of the errors have not been compared to each other, and their relative significance compared to that of parameter uncertainty is unknown. The scarcity of studies can be attributed to the limited number of techniques available for modeling errors in spatially correlated variables and the computational challenges of multi-dimensional uncertainty analysis. Although sequential simulation including sequential Gaussian/indicator simulation (SGS/SIS) techniques has been widely used to generate realizations of a spatially distributed variable in geostatistical simulation, its application to uncertainty analysis of a watershed model is seldom found in the literature (Hengl et al. ) .
The objective of this study was to examine and compare for a distributed hydrologic model the relative contributions of spatial data error and parameter uncertainty on model output uncertainty. We used the HYdrology Simulation using Time-ARea method (HYSTAR) model (Her & Heat- wole a, b) as the platform for the analysis, and examined spatial data error in elevation and land cover data inputs to the model. The overall goal is to demonstrate and evaluate techniques for uncertainty analysis with distributed models and to provide specific direction for improving the efficiency and accuracy of implementation of the HYSTAR model, which may also provide inference for application to other distributed hydrologic models.
METHODOLOGY The HYSTAR model and base application
The distributed, continuous hydrology and sediment transport model, HYSTAR, was applied in predicting runoff and sediment load for the 329 ha ORD subwatershed of Fourteen parameters for hydrology and sediment simulation (Table 1) The formal likelihood function for the SCEM-UA algorithm was utilized to assess the posterior probability distribution of parameters, which are regarded as their uncertainty. The likelihood is calculated as:
N is the length of the data and e is a vector of errors with zero expectation and constant variance (σ e ) (Vrugt et al.
)
. It is assumed that the errors are distributed normally and are independent (Feyen et al. ) .
A value vector of the fourteen parameters for hydrology and sediment transport simulations of HYSTAR was found through calibrating the model to observed data (Table 1) .
The same rainfall events, simulation conditions, and objective function as those used in the calibration were applied in the uncertainty analysis (Her & Heatwole a, b) . SGS and SIS were utilized to simulate spatially correlated errors and produce multiple realizations of the DEM and NLCD, respectively. Elevation errors were simulated using SGS for randomly selected cells, with the total area corresponding to 30% of the watershed. For the NLCD dataset, classification errors were simulated using SIS for randomly selected cells. The total target area was initially set to 50% of the watershed. In cases where different land cover classes were simulated for a cell, the class with higher probability was assigned to the cell. Thus, in the induced error grids, the land cover class was altered in around 30% of the area. A total of 100 'disturbed' datasets with induced errors were generated for the DEM and NLCD.
RESULTS

Parameter uncertainty
The watershed is presented in Figure 5 , and model output uncertainty measures are summarized in Table 2 .
In Figure 5 3.5 Mg (9% of the calibrated sediment load) for monthly runoff and sediment loads, respectively. When a smaller significance level is applied, the width of uncertainty band will be increased. For example, an average width of the CI for the monthly runoff increased to 2.9 m 3 /s (7.9%) at a level of significance of 0.01.
Impact of GIS data uncertainty on model outputs
The original DEM and resulting slope map along with one of the DEMs with SGS induced error are shown in Figure 6 . (Figure 7(c) ). Figure 7(b) shows differences between elevations of the original and the average of disturbed DEMs range from 6.90 to À4.20 m, and are mainly distributed along stream-lines on relatively shallow areas.
The differences between elevations of the original and the disturbed DEMs range from 9.90 to À8.37 m (Table 3) , which are within the reported error ranges (USGS a), and the spatially averaged standard deviation of the errors is 1.24 m. In Table 3 , the ranges of errors for every elevation class show that variations of the error are symmetric and greater in the mid-classes of elevation, 90-120 m. On the other hand, the minimum, maximum, and mean statistics of the error for the classes indicate that the SGS algorithm produced biased errors for lower and higher elevations.
The errors tend to be positive and negative on lower and higher elevations respectively, while the overall average error, 0.04 m (median error is 0.00), is close to zero (Figure 7(b) ). In other words, the disturbed DEMs overestimated and underestimated elevation on low and high elevation areas, respectively. It implies that, as desired, the correlation between error and elevation was considered in the algorithm.
Land cover maps disturbed by SIS are presented in Figure 8 . The original land cover map (USEPA ) is given in Figure 1 . As seen in Figure 8 , land cover classes became more fragmented in the disturbed maps, and small patches surrounded by larger ones shrunk or disappeared.
Area statistics for land use classes of the disturbed land use map are provided and compared with the original in Runoff and sediment load were simulated using the combination of disturbed DEMs and NLCDs. For the sake of efficiency in analysis, the 100 realizations for each DEM and NLCD were combined one-to-one to create 100 realizations that have errors in both DEM and NLCD. As seen in Table 5 , the runoff and sediment load simulated with the disturbed DEM and NLCD are not greatly different from those of the disturbed DEM alone.
The patterns of the discrepancy between the simulated runoff and sediment load and the variation statistics are also very close to each other. The implication is that the impact of the DEM error on the runoff and sediment load simulation is much greater than that of the NLCD error. In addition, as seen in Figure 9 , the slopes and coefficients of determination (R 2 ) of the linear regression equations are close to one, meaning the simulated errors of the GIS layers do not significantly influence the runoff and sediment transport simulation.
DISCUSSION
The results of this study indicate that the runoff simulation of a spatially distributed hydrologic model is affected more by parameter uncertainty than by uncertainty in GIS layers (Tables 2 and 5 ). Parameters, particularly critical parameters such as CNF and CSO, have a strong influence on hydrologic components in specific directions (increasing/ decreasing runoff volume or sediment load). On the other hand, elevation and land use data errors generated using In this study, we also found that errors in elevation data are more influential on the hydrologic modeling outputs than are errors in land use data ( There are many methods and sampling algorithms developed for parameter uncertainty analysis, and the SCEM-UA algorithm was selected for this study because of its proven applicability to a distributed hydrologic model . Although this study did not intend to compare different methods of estimating parameter uncertainty, the GLUE method was also applied as another way to derive the posterior parameter distributions for the purpose of comparison. From the comparison, we observed that the GLUE method provided different uncertainty measures depending on a cut-off value used to identify 'behavioral' parameter sets (Beven ) . While the results of the analysis with GLUE are not presented here, we found that the GLUE method led to the same conclusion that parameter uncertainty has a greater impact on model outputs than uncertainty in spatial data (Her ) .
CONCLUSIONS
This study compared the significance of parameter and spatial input data uncertainty on predictions of a two-dimensional continuous hydrology model, HYSTAR. Posterior distributions of the parameters were derived using the SCEM-UA algorithm, and errors in the elevation and land cover spatial data grids were simulated using SGS and SIS to assess the impact of these errors on hydrology and sediment transport predictions of the model. The study showed that the impact of parameter uncertainty was much greater than the impact of GIS data errors on model output. The average ranges of runoff and sediment loads simulated with parameter sets sampled from the posterior distributions are one to four times greater than the averages of the base simulation, signifying greater significance of parameter uncertainty on model predictions. On the other hand, average variations of runoff and sediment loads simulated with erroradded spatial input data layers were only 10-20% of the base simulation. Therefore, the accuracy and reliability of a distributed model will be more efficiently improved by refining the parameters than by exploring the better quality of the GIS input data. This conclusion is not to say that the accuracy of the layers is not important to the model, but should be interpreted that the spatial input layers are accurate enough to provide acceptable levels of errors in this distributed model application. In addition, the impact of the topographic data error on the model output was greater than that of the land cover data error. Thus, improving the topographic data should be emphasized over the land cover data for better accuracy in the model results.
