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We show that the Aretakis instability of compact extremal horizons persists in the planar case
of interest to holography and discuss its connection with the emergence of “semi-local quantum
criticality” in the field theory dual. In particular, the spatially localized power-law decay of this
critical phase corresponds to spatially localized power-law growth of stress-energy on the horizon.
For near-extremal black holes these phenomena occur transiently over times of order the inverse
temperature. The boundary critical phase is characterized by an emergent temporal conformal
symmetry, and the bulk instability seems to be essential to preserving the symmetry in the presence
of interactions. We work primarily in the solvable example of charged scalar perturbations of five-
dimensional (near-)extremal planar Reissner-Nordström anti-de Sitter spacetime and argue that the
conclusions hold more generally.
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31. INTRODUCTION
With the advent of holographic duality, the problem of black hole stability (and instability) is attaining an in-
creasingly wide importance in physics. Aside from its continuing relevance to astrophysics and quantum gravity,
black hole perturbation theory has gained new life as a means of defining and exploring certain non-gravitational
field theories. Notably, the “AdS/CMT correspondence” [1] aims to engineer models that describe laboratory
phenomena such as strange metallicity [2–4]. In the new science of black holes, establishing gravitational sta-
bility can help qualify a field theory for laboratory relevance, while finding an instability can point to a new
discovery in fields as far-flung as astrophysics and condensed matter.
A very interesting development occurred in 2010 when the mathematician Aretakis discovered a rather subtle
instability of the extremal Reissner Nordström (RN) spacetime [5–7]. He considered massless scalar perturba-
tions and managed to prove that the field and all its derivatives decay everywhere outside the event horizon.
However, he showed that something unusual happens precisely on the horizon: while the field decays, the first
radial derivative does not. Furthermore, the second derivative grows linearly in time, and higher derivatives
grow at higher polynomial rates:
(∂r)
nΦ|H > Cvn−1. (1.1)
Here Φ is the scalar field, v is ingoing time (equal to affine time on the future degenerate horizon H), r is
the areal radius, C is some constant, and n ≥ 2 derivatives are taken. The original result (1.1) held only for
initial data that was non-zero on the event horizon, but it soon became clear that the instability persists for
data supported arbitrarily far away [8–10], although sometimes with different rates [11]. The result was also
extended to near-extremal black holes, where the growth occurs transiently (for a time of order the inverse
temperature) near the horizon [8, 12–14]. Although the precise power laws differ from example to example, this
typical behavior of successive derivatives growing one power of v faster has now been seen in a wide variety of
perturbation problems involving (near-)extremal black holes, and is known as the Aretakis instability.
This development is especially intriguing for holography, as many of the interesting phenomena driving the
AdS/CMT correspondence occur in the low-temperature (extremal) limit. However, these holographic models
generally contain planar black holes (so that the dual theory can live in Minkowski space), while the Aretakis
instability has thus far only been exhibited for compact horizons. Intuitively, it is not clear that the instability
will persist in the non-compact case, as one might imagine that the perturbation will spread out and decay.
Furthermore, general proofs of the instability [6, 7, 9, 15–17] rely in an essential way on the assumption of
compact horizon cross-sections. However, our recent work identifying the instability with AdS2-factored near-
horizon geometries [18] suggests that it will remain, since extremal planar black holes do possess such limits.
In this paper we will show that the instability does in fact persist for certain planar horizons and argue that
it persists generically. In fact, it is closely related to a phenomenon already understood in the condensed matter
[19–21] and AdS/CMT literature [4, 22], termed semi-local quantum criticality. We mainly consider the well-
studied model of a charged scalar field perturbing a planar Reissner-Nordström black hole in five-dimensional
Anti-de Sitter space (pRN-AdS5), which defines a finite-density field theory on 3+1 dimensional Minkowski
space. We denote the three Cartesian directions by ~y and use an ingoing time coordinate V that labels ingoing
null geodesics by their time t in the boundary theory (in particular, V → t at the boundary r → ∞). The
model is characterized by two scales, which can be taken to be the temperature T and the chemical potential
µ. In the low-temperature limit T  µ, we may consider the regime
1/µ V − V ′  1/T, 1/µ |~y − ~y′|  V − V ′, (1.2)
where we set ~ = kb = c = 1. The first assumption is sufficient to see the critical behavior and Aretakis
growth, while the second allows for a particularly transparent mathematical expression that we focus on in this
introduction.
We impose Dirichlet boundary conditions and consider initial data supported near the boundary r →∞. The
field response is encoded by the boundary-to-bulk propagator G∂B, defined in Eq. (3.9) below. Restricting to
a regime of parameter space where there are no exponential instabilities, we show that this propagator may be
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FIG. 1. The quantum critical behavior of the dual theory (left) is associated with growth of bulk stress-energy on the
horizon (right). We use a dimensionless temperature σ = piµT/(3
√
6), boundary time τ = µt/
√
6, and bulk advanced
time v = µV/
√
6. We choose parameters in the range (4.25). The left panel shows the boundary retarded two-point
function, which decays like 1/τ in the quantum critical regime (1.2) before exponentially approaching equilibrium when
τ & σ. The right panel shows the scalar stress energy component Trr ∼ |∂rΦ|2 on the horizon, which grows linearly in v
before similarly decaying. In the extremal limit, the power-law behaviors persist forever.
approximated in the regime (1.2) by
G∂B ≈ A`−3/2 e
−y/ξ
(µy)4
(
y
ξ
)3/2{Z(r)(µV )−1, r  1/V (far-zone)[
µV (1 +
√
6(r/r0 − 1)V µ)
]−1/2
, |r − r0|  r0 (near-zone)
, (1.3)
where the function Z(r) and numerical constant A may be inferred from Eqs. (4.38) and (4.50) below.1 The
“correlation length” ξ ∼ 1/µ is a length scale set by near-horizon physics; the precise formula is ξ = √6ξˆ/µ
using Eq. (4.34) below.
Equation (1.3) provides a late-time approximation valid all the way from the boundary r =∞ to the horizon
r = r0. Examining these limiting values will reveal the semi-local quantum critical behavior and the Aretakis
instability, respectively. At the boundary, the dual two-point function is defined by peeling off the leading power
of r [Eq. (3.10) below], giving
G∂∂ = 〈O(t, ~y)O(0, 0)〉 ≈ Bµ−5 e
−y/ξ
y4
(
y
ξ
)3/2
1
t
, (1.4)
where B is a dimensionless constant (equal to 36
√
6 times the quantity Cf given in Eq. (4.51) below) and where
by ≈ we refer to the regime (1.2). This is the semi-local critical behavior: there is a finite correlation length ξ
in space, but an infinite correlation length in time (1/t decay).
On the other hand, from the near-zone expression in (1.3) we see the Aretakis instability on the horizon,
(r0∂r)
nG∂B|r=r0 ≈ `−3/2An
e−y/ξ
(µy)4
(
y
ξ
)3/2
(µV )n−1/2, (1.5)
where An is an overall numerical factor depending on the number of derivatives. We see that each derivative
has its own version of semi-local criticality, with derivative-dependent exponent such that n ≥ 1 entails growth.
In particular, the stress-energy of the field will grow linearly in time.
The critical behavior and Aretakis growth can both be understood in terms of scaling symmetry. In Eq. (1.3),
the far-region scales as λ under V → λ−1V , while the near-region scales as λ1/2 under V → λ−1V and
1 Alternatively one may refer to Eqs. (5.12) and (5.16) at early times.
5r− r0 → λ(r− r0). The former scaling accounts for the quantum critical behavior (1.4), while the latter scaling
accounts for the Aretakis growth (1.5). This second scaling is familiar from near-horizon limits, and indeed the
Aretakis instability can indeed be generally understood as self-similarity under the flow to late times near the
horizon that yields the near-horizon geometry [23]. We discuss these scalings in more detail in Sec. 6 below.
The critical behavior and Aretakis growth last forever for an extremal black hole, but in the near-extremal
case they are cut off at a time of order 1/T , after which perturbations decay exponentially. We have been able
to analytically exhibit this behavior using techniques developed in [13] (Sec. 5 below). Fig. 1 illustrates these
features.
We thus see that the semi-local critical behavior in the dual theory is intimately related to the Aretakis
instability in the bulk. Indeed, we may say that the Aretakis instability is semi-local critical behavior on the
horizon, with growth (e.g. of stress-energy) rather than decay. What does this growth mean for the dual
theory? One important point is that, organizing the instability in terms of the scaling symmetry, it follows
straightforwardly that all scalar invariants decay [23–25]. This makes the Aretakis growth of the “weak null”
type visible only to infalling observers. Thus identifying a CFT dual description will be quite challenging,
as the dual description of infalling observers is generally mysterious. In particular, we argue in Sec. 6 that
the symmetry also ensures that dual correlation functions all decay, independently of the type of interactions
included. We give some discussion of the potential holographic meaning of the instability, but in general leave
this question to future work.
While we have worked with a particular spacetime, we expect the Aretakis instability to be present for
generic planar event horizons. In fact, in a certain sense we expect the instability to be stronger than in
compact-horizon spacetimes. A universal formulation [26] of the Aretakis effect is that, quite generally, fields
near extremal horizons take the form V −hf(V (r−r0)) for some exponent h satisfying Re[h] ≥ 1/2. For compact
horizons, each angular mode of the field has its own exponent, and the late-time behavior is dominated by the
one with the smallest real part. Depending on the details, this could be a quite large value of h, requiring several
derivatives to see any growth. However, for non-compact horizons, there is instead a continuum of values, with
the minimum h = 1/2 generically making some contribution. (This arises in the example we study and also for
many other models considered in the AdS/CMT context [1].2) We therefore conclude that, like the example
in this paper, the Aretakis instability of non-compact extremal horizons will generically require only a single
derivative for growth.
The remainder of this paper is organized as follows. Sec. 2 presents parameter, gauge, and coordinate
definitions used to describe the background solution in simple holographic terms. In Sec. 3 we decompose a
charged, massive scalar perturbation into a sum over Fourier modes to formulate the perturbation equation as a
radial ODE for a given mode. In Sec. 4 we review the zero-temperature, low-frequency solutions and study the
associated late-time behavior of perturbations. We then consider nearly-extremal black holes in Sec. 5, showing
how the power-law behavior manifests in a coherent sum of quasinormal modes. Finally, in Sec. 6 we discuss
interactions and argue that dual correlators will not display growth.
2. BACKGROUND CONFIGURATION
A Maxwell field coupled to AdS gravity in five dimensions has bulk action
S =
∫ (
R+
12
`2
− 1
4
F 2
)√−g d5x, (2.1)
2 The correlation length ξ is the spatial wavelength associated with the minimal value h = 1/2 and sets the typical distance scale
above which the h = 1/2 behavior is dominant. However, the h = 1/2 behavior is present at all spatial distances, and growth of
a single derivative always occurs for sufficiently low temperatures at any spatial point.
6where we now set G = 1 in addition to ~ = kB = c = 1. The AdS length ` is related to the cosmological constant
Λc by `2 = −6/Λc. We consider the planar charged black hole RN-AdS5 solution [27], which may be written
ds2 = −Ndt2 +N−1dr2 + (r2/`2)d~y2, N =
(r2 − r20)
(
r4 + r2r20 − 2r40(1− 3σ)
)
r4`2
, (2.2)
A =
r0
√
6(1− 3σ)
`2
(1− (r0/r)2)dt. (2.3)
The boundary is r → ∞ and the event horizon is at r = r0. The solution contains three parameters (r0, σ, `),
but one can be removed by a diffeomorphism. The relevant physical scales for the boundary theory are the
temperature T and chemical potential µ [1, 28], given by
T =
r0
`2
3
pi
σ µ =
r0
`2
√
6(1− 3σ). (2.4)
The dimensionless boundary theory quantity is the ratio,
T
µ
=
3
pi
σ√
6(1− 3σ) . (2.5)
Notice that T/µ ∝ σ in the extremal limit σ → 0.
We now remove r0 by introducing dimensionless coordinates defined by
z =
r0
r
, τ =
t
`2/r0
, x =
y
`2/r0
. (2.6)
Eq. (2.2) becomes
ds2 =
`2
z2
(−fdτ2 + dz2/f + d~x2), A =
√
6(1− 3σ)(1− z2)dτ, (2.7)
where
f = 1− 3z4 + 2z6. (2.8)
The event horizon is at z = 1 and the boundary is at z = 0. These coordinates and gauge are not regular on
the horizon. A set of regular coordinates and gauge are given by
dv = dτ − dz
f
, A′ = A+ d
(
−f−1
√
6(1− 3σ)(1− z2)
)
. (2.9)
We fix the integration constant so that v = τ on the boundary z = 0. The solution now becomes
ds2 =
`2
z2
(−fdv2 − 2dvdz + d~x2), A′ =
√
6(1− 3σ)(1− z2)dv. (2.10)
These coordinates are convenient for calculations, while the original coordinates are convenient for the holo-
graphic dictionary (2.4). Note that the dimensional ingoing coordinate V used in the introduction which reduces
to the boundary time t is related to v by
V =
`2v
r0
.
This coordinate labels null geodesics emanating inward from the boundary at time t.
73. CHARGED SCALAR PERTURBATION
As a perturbation, we take a massive charged scalar Φ satisfying
(D2 −m2)Φ = 0, D = ∇− iqA. (3.1)
The mass m and charge q are at this stage classical inverse length scales, as we set G = c = 1 but not ~ = 1.
The field Φ, as determined from suitable initial/boundary data or a compact source and boundary data, may
be constructed from the retarded two-point function G satisfying
(D2 −m2)G = δ5, (3.2)
where δ5 is the invariant delta distribution δ5(xµ, xµ′) = δ5(xµ− xµ′)/√−g. We set t′ = 0 and x′ = 0 using the
background symmetries.3 Working in frequency space for the non-radial directions,
G =
∫
dωd3k
(2pi)4
e−iωτ+i~k·~xg(ω, k; z, z′). (3.3)
We refer to g(z, z′) as the “transfer function” for each mode. The transfer function obeys the inhomogenous
radial equation
g′′ +
(
f ′
f
− 3
z
)
g′ +
(
(ω + `qAτ )
2
f2
−
~k2
f
− `
2m2
z2f
)
g =
z3
`3f
δ(z − z′), (3.4)
where prime denotes differentiation with respect to z. Notice that the mass and charge appear only in the
dimensionless combinations `q and `m. We denote the homogeneous solutions by R,
R′′ +
(
f ′
f
− 3
z
)
R′ +
(
(ω + `qAτ )
2
f2
−
~k2
f
− `
2m2
z2f
)
R = 0. (3.5)
Near the boundary z = 0, the general solution is a linear combination of z∆+ and z∆− , where
∆± = 2±
√
4 + `2m2. (3.6)
We define solutions R± distinguished by having a single behavior on the boundary (with unit normalization),
R± ∼ z∆± , z → 0. (3.7)
Near the horizon the general solution is a linear combination of ingoing and outgoing waves, with the precise
asymptotics differing in the extremal and non-extremal cases (see Secs. 4 and 5 below). We denote the solution
with pure ingoing waves at the horizon by Rin.
We construct the transfer function from these two homogeneous solutions by
g(z, z′) =
Rin(z>)R
+(z<)
W
, (3.8)
where z< = min(z, z′), z> = max(z, z′) and W = `3z−3f(z)(R+∂zRin − Rin∂zR+) is a constant. This corre-
sponds to choosing the retarded Green function with “Dirichlet” conditions at the boundary.
3 In what follows we will also use ingoing time, but the difference t′ − v′ is zero at radial infinity where take the source point in
the final calculation.
8A. Boundary behavior
Above we have treated classical propagation of fields in the bulk spacetime. With holography in mind, it is
convenient to define propagators where one or both points is taken the boundary, with the leading behavior
z∆+ peeled off. In particular, we introduce the bulk-boundary propagator as
G∂B(τ, x, z) := `
3/2 lim
z′→0
(z′)−∆+G (3.9)
and the boundary-boundary propagator as
G∂∂(τ, x) := `
3 lim
z→0
lim
z′→0
(zz′)−∆+G (3.10)
= `3/2 lim
z→0
(z)
−∆+G∂B. (3.11)
As it stands, these are just useful devices for keeping track of sources and fields near the boundary in classical
propagation of fields. However, G∂∂ is intrinsically 3+1-dimensional and hence is a natural candidate for a
propagator in a dual theory. Indeed, we find in Sec. 4 F below that G∂∂ does agree (at least in the regime we
consider) with the retarded two-point function for the dual operator as normally defined [29].
4. EXTREMAL CASE
We begin with the precisely extremal case σ = 0. The radial equation (3.5) can be solved for ω  1 using
the method of matched asymptotic expansions [28]. The regions of interest are
near-region: 1− z  1 (4.1)
far-region: 1− z  ω (4.2)
overlap region: ω  1− z  1. (4.3)
A. Near-region
The near equation is Eq. (3.5) with ω → 0 fixing ω/(1 − z). On general grounds [26] this must produce the
equation for a massive, charged scalar on AdS2, and indeed we find
((1− z)2R′)′ +
((
ω
12(1− z) + eˆ
)2
− mˆ2
)
R = 0, (4.4)
where the effective mass mˆ and charge eˆ are
eˆ = `q/
√
6, mˆ2 =
1
12
(k2 + `2m2). (4.5)
Following [26], it is convenient to discuss three different solutions,4
R±̂near = (−iω/6)−h±Mieˆ,h±−1/2
(
− iω
6(1− z)
)
, Rinnear = Wieˆ,h+−1/2
(
− iω
6(1− z)
)
, (4.6)
where we introduce
h± = 1/2± ν, ν =
√
1/4 + mˆ2 − eˆ2. (4.7)
4 The headgear on the ± is intentional; this distinguishes the solutions R±̂ (defined based on overlap region behavior) from R±
(defined based on AdS5 boundary behavior). The notation R±near would mean the near limit of the full solution R±. Note that
there are some subtleties at certain discrete values of h±, which are described in detail in Sec. 3 of Ref. [26]. In the present work,
these cases are measure-zero and can be ignored.
9These are the scaling dimensions of AdS2 holography. In particular, as z → 1 (the AdS2 boundary or overlap
region) the solutions behave as a linear combination of (1 − z)−h+ and (1 − z)−h− . The solutions R±̂near have
just one overlap behavior and are normalized to unity,
R±̂near ∼ (1− z)−h± , z → 1. (4.8)
The “in” solution has only ingoing waves at the horizon and may be written as the linear combination
Rinnear = A+R
±̂
near +A−R
±̂
near, (4.9)
with
A± =
Γ(1− 2h±)
Γ(1− h± − ieˆ) (−iω/6)
h± . (4.10)
B. Far-region
The far equation is Eq. (3.5) with ω → 0 fixing z. For general dimensions this equation has no analytic
solution. However, in the special case of five dimensions considered here, Ren [30, 31] has found a remarkable
change of variables that reveals the solutions to be
R±far =
(1− z2)ν−1/2z∆±
(2z2 + 1)ν−1/2+∆±/2 2
F1
(
∆± − 1
2
+ ν − q`√
3
,
∆± − 1
2
+ ν +
q`√
3
; ∆± − 1; 3z
2
2z2 + 1
)
. (4.11)
These are normalized to unity on the boundary,
R±far ∼ z∆± , z → 0. (4.12)
The + solution of interest for Dirichlet conditions has overlap region behavior given by
R+far ∼ B+(1− z)−h+ +B−(1− z)−h− , z → 1, (4.13)
where
B± =
(2/3)−1/2∓ν3−∆+/2Γ(∆+ − 1)Γ(±2ν)
Γ
(
∆+−1
2 ± ν + q`/
√
3
)
Γ
(
∆+−1
2 ± ν − q`/
√
3
) . (4.14)
It is the normalization-independent ratio N = B+/B− that will affect physical quantities.
C. Matching and Wronskian
To compute the transfer function in all limits of interest, we require R+ and Rin in both regions as well as
their Wronskian. We have R+ in the far-region in (4.11); matching to the near-region gives
R+near = B+R
+̂
near +B−R
−̂
near. (4.15)
On the other hand, we have Rin in the near-region in (4.6); matching to the far-region gives
Rinfar = C+R
+
far + C−R
−
far, (4.16)
where
C+ =
A+D− −A−D+
B+D− −B−D+ , C− = C+|B↔D, (4.17)
10
with
D± = B±|∆+→∆− . (4.18)
The Wronskian is obtained from Eq. (13.14.25) of [32],
W = 12A−B− (S−N) (2h+ − 1), (4.19)
where
S :=
A+
A−
, N :=
B+
B−
. (4.20)
Note that S is (up to normalization) just the IR CFT retarded propagator defined in the Son/Starinets pre-
scription [29] and that 12ν(B+D− −B−D+) = ∆+ − 2. Explicitly,
S = G(−2iω)2h+−1, G := 121−2h+ Γ(1− 2h+)Γ(h+ − ieˆ)
Γ(1− 2h−)Γ(h− − ieˆ) . (4.21)
D. Parameter range with no poles
Poles in the transfer function at frequencies ω∗(k) are excitations or “modes” of the theory, which correspond
to instabilities if the imaginary part of the frequency is positive. For the scalar theory we consider, it has been
shown that poles for ω  1 always correspond to instabilities [28, 33]. We will restrict to the parameter range
where there are no poles at all for σ = 0 and ω  1 [34], which can be determined from Ren’s analytical results
[30] as follows.
The pole condition is W = 0,5 which from (4.19) is equivalently6
(−2iω)2ν = N/G, (4.22)
where the RHS is independent of ω. Plugging in for the effective mass and charge, we have
ν(k) =
1√
12
√
3 + k2 + `2(m2 − 2q2). (4.23)
If there is a range of k such that ν is imaginary, it follows from (4.22) (using the detailed form of N and G)
that there are always an infinite number of unstable poles.7 We therefore restrict to the parameter range where
ν can never become imaginary,
`2(m2 − 2q2) ≥ −3. (4.24)
This is equivalent to the conditions8
m2`2 > −3, q2`2 ≤ `
2m2 + 3
2
. (4.25)
There is always a range of k such that ν is real, in which case ω2ν is parametrically small and poles oc-
cur only near zeros of N/G. Noting (4.14), such zeroes can arise only at poles of the gamma functions
Γ
(
(∆+ − 1)/2 + ν ± q`/
√
3
)
, but it is easy to show that the argument is always positive given (4.24). Thus
Eqs. (4.25) are the complete conditions for the absence of poles, and in particular guarantee that
ν > 0 (no poles for σ = 0, ω  1). (4.26)
5 Occasionally these can be “false poles”, canceled by other features of the transfer function. We have checked that in our case the
remaining factors in the transfer function are all finite.
6 The validity of this simplified form of the pole condition is contingent on A−, B−, and G taking finite non-zero values. This the
condition holds for a mode parameter set {k, q,m, `} of full measure.
7 The condition ν2 ≥ 0 is the AdS2 Breitenlohner-Freedman (BF) bound; this kind of instability is associated with violation of
the effective (k-dependent) near-horizon BF bound. Note, however, that violation of the near-horizon BF bound does not always
entail instability; in fact, stable violation occurs for the Kerr spacetime and gives rise to observable power-law tails of gravitational
waves [23, 35, 36].
8 The first condition in (4.25) is the range where Dirichlet boundary conditions are required for decoupled AdS2 dynamics. However,
in the present problem the effective boundary conditions for AdS2 are not Dirichlet, but instead mixed conditions set by the ratio
N determining the choice of boundary conditions for AdS5.
11
E. Near-region tail
Taking z in the near-zone and z′ in the far-zone defines the “near-far” transfer function by
gnf(z, z′) =
Rinnear(z)R
+
far(z
′)
W
. (4.27)
To compute the inverse transform we change to horizon-adapted coordinates and gauge,
Gnear∂B (v, x, z) =
1
`3/2
∫
dωd3k
(2pi)4
e−iωv+i~k·~x exp
(
− iω
12(1− z) + ieˆ ln(1− z)
)
Rinnear(z)
W
. (4.28)
In the above we have invoked the gauge change given in (2.9) and also that e−iωt = e−iω(v−r∗) for which the
quantity r∗ = −
∫
dz/f ∼ 112 (z − 1)−1 + 736 ln(1 − z) as z → 1. The gauge and coordinate transformation are
both trivial on the boundary. We have also taken the z′ point to the boundary using the definition (3.9). As the
frequency-domain near-zone approximation was valid at ω  1, the inverse transform Gnear∂B (v) (4.28) is valid
at late times v  1.9 That is, Eq. (4.28) provides the late-time approximation to G∂B when the bulk point is
near the horizon.
We restrict to a parameter range (Sec. 4D) where ν is always real and positive. In this case S  N and
S can be dropped from the Wronskian W (4.19). The frequency integral can then be done using Eq. (9) in
Sec. 5.20 of Ref. [37], giving10
Gnear∂B =
1
`3/2
∫
d3k
(2pi)3
−Γ(h+ − ieˆ)
2Γ(2h+)Γ(h− − ieˆ)B+ (6v)
−h+−ieˆ(1 + 6(1− z)v)−h++ieˆ. (4.29)
The typical Aretakis behavior has now emerged at the level of the integrand, as it must on general grounds [26].
To confirm that it remains present in the Green function requires some analysis of the integral.11 Using the fact
that the ~k-dependence is through k2 = ~k · ~k alone, we may write this in terms of x = |~x · ~x| 12 as
Gnear∂B = −
1
(2pi)2 x
1
`3/2
(6v)−ieˆ(1 + 6(1− z)v)ieˆ
(2/3)−1/2Γ(∆+ − 1)3−∆+/2 × I, (4.30)
where the integral I is given by
I =
∫ ∞
0
sin(kx)
k
F(k2)dk (4.31)
=
1
2i
∫ ∞
−∞
eikx
k
F(k2)dk (4.32)
with
F(k2) := k2
Γ(h+ − ieˆ)(6v)−h+(1 + 6(1− z)v)−h+
Γ(2h+)Γ(h− − ieˆ)(2/3)−νΓ(2ν) Γ
(
∆+ − 1
2
+ ν +
q`√
3
)
Γ
(
∆+ − 1
2
+ ν − q`√
3
)
. (4.33)
We compute the integral by deforming the contour in (4.47) as in Fig 2. The integrand is holomorphic
everywhere except for branch points at the critical momentum values
k = ±i/ξˆ, ξˆ = (3 + `2m2 − 2`2q2)−1/2 , (4.34)
9 Here we assume that all other non-analytic points of the transfer function have negative imaginary parts, so that ω = 0 dominates
at late times. Note that only the leading non-analytic behavior near ω = 0 will contribute.
10 The inverse transform may be understood either in the sense of Fourier or Laplace. Since we consider the retarded Green function,
which vanishes for v − v′ < 0, the transforms differ by at most a distribution at v = v′, which does not contribute at late times.
11 A useful example to keep in mind is the extremal planar BTZ black hole (i.e., extremal BTZ unwrapped along the azimuthal
direction), which is just a patch of AdS3. The instability will be present for each momentum mode (by the general analysis of
[26]), but must disappear when the integral is done because AdS3 is (linearly) stable.
12
Re(k)
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FIG. 2. Illustration of the integral contour utilized in the evaluation of (4.29). The branch cuts extending from the
purely imaginary branch points at ±kc where ν = 0 are indicated in blue.
at which ν = 0 and h± = 1/2. We regard ξˆ as a dimensionless correlation length, following [22]. The branch
cuts and integration contour are shown in Fig. 2. The arc and keyhole contributions vanish,12 leaving just the
branch cut difference along ρ = ik,
I =
1
2i
∫ ∞
1/ξˆ
e−ρx
ρ
(
F(−ρ2)−F(−ρ2)|ν→−ν
)
dρ. (4.35)
This integral is now in a form convenient for numerical analysis. We may proceed analytically by noting that,
on account of the exponential factor e−x/ξˆ, for large x the main contribution comes from near 1/ξˆ,
F(ρ2) ∼ −2i
√
2ξˆ−5/2(6v)−1/2(1+6(1−z)v)−1/2Γ
(
∆+ − 1
2
+
q`√
3
)
Γ
(
∆+ − 1
2
− q`√
3
)√
ρ− 1/ξˆ, ρ→ 1/ξˆ.
(4.36)
Noting that this expression flips sign under ν → −ν, the integral (4.35) at large values of x is given by13
I ∼ −
√
2pi Γ
(
∆+ − 1
2
+
q`√
3
)
Γ
(
∆+ − 1
2
− q`√
3
) (
1
xξˆ
)3/2
(6v)−1/2(1 + 6(1− z)v)−1/2e−x/ξˆ, x→∞.
(4.37)
The late-time, large-x, near-zone bulk-boundary Green function is therefore
Gnear∂B ∼
C
`3/2x
(
1
xξˆ
)3/2
(6v)−1/2−ieˆ(1 + 6(1− z)v)−1/2+ieˆe−x/ξˆ, x→∞, (4.38)
where
C :=
3(∆+−1)/2
2pi3/2
Γ
(
∆+−1
2 +
q√`
3
)
Γ
(
∆+−1
2 − q√`3
)
Γ(∆+ − 1) . (4.39)
12 Parametrizing the arc in polar form k = Reiθ, we see that |Ff | ∼ NR2v−1/2−R(1 + 6(1 − z)v)−1/2−R as R → ∞ for some
constant N , satisfying the conditions of Jordan’s lemma. (The ratio of Γ functions in (4.33) is order unity.) Similarly, by writing
δeiθ = k− i/ξˆ, the keyhole contribution from the circle of radius δ about k = i/ξˆ (where ν = 0) is seen to be suppressed as δ → 0
on account of the element dk = δeiθidθ. As the line element multiplies a function of δ with a smooth limit to δ = 0, if follows
that this portion of the integral vanishes linearly in the key-hole radius δ.
13 Here we have made use of the gamma function type integral
∫∞
0 e
−az√zdz = √pi/(2a3/2) for a > 0.
13
Notice that the v−1/2 decay at large x is equal to the decay of the mode at the critical momentum kc = i/ξˆ.
Restoring dimensional factors gives Eq. (1.3) of the introduction.
Equation (4.38) shows explicitly that the Aretakis instability exists for a source (or initial data) localized
near the boundary and evaluation point at large transverse distance x from the support of the source. However,
these assumptions are only for convenience; the instability persists for initial data extending into the bulk and
for any point x on the horizon. Allowing the data to extend into the bulk amounts to carrying around the factor
R+far(z
′), which is ω-independent and hence does not affect the analysis.14 Including finite values of x means we
must deal with the full integral over k-space. However, in the form (4.35) the integral is absolutely convergent,
so we may bring z-derivatives inside, where they pull down powers of v. The contribution from ρ ∼ 1/ξ will
grow after only a single z-derivative [see Eq. (4.36)], so we expect the integral to grow in time. We have verified
this fact numerically: the instability indeed persists at the single z-derivative level at any x.
F. Far-region tail
For the inverse transform in the far-region we work in the original coordinates and gauge. The far-far transfer
function is given by
gff :=
(
S(ω)R+far(z>) +R
−
far(z>)
)
R+far(z<)
2∆+ − 4 , (4.40)
where
S(ω) :=
C+(ω)
C−(ω)
= −D−G(−2iω)
2h+−1 −D+
B−G(−2iω)2h+−1 −B+ . (4.41)
The quantity S is the small-ω approximation to the dual two-point function in the Son/Starinets prescription;
Equation (4.41) may be compared with Eq. (54) of Ref. [28]. Recall also from Eq. (4.21) that S = G(−2iω)2h+−1
is the “IR two-point function”. In Eqs. (4.40) and (4.41), all of the ω-dependence is explicit.
Notice that gff takes the form
gff ∼ D−G
(2∆+ − 4)B+ (−2iω)
2h+−1R+far(z>)R
+
far(z<) + (terms smooth in ω), ω → 0. (4.42)
The smooth terms do not contribute at late times. We define the “far” propagator in the time domain to include
only the late-time behavior,
Gfar∂B(τ, x, z) =
1
`3/2
∫
dωd3k
(2pi)4
e−iωτ+i~k·~x
D−G
(2∆+ − 4)B+ (−2iω)
2h+−1R+far(z). (4.43)
For convenience we have also taken z′ to the boundary, using the definition (3.9). Equation (4.43) provides the
late-time approximation to G∂B when the bulk point is away from the horizon.
The inverse transform in time is trivial,
Gfar∂B(τ, x, z) =
1
`3/24(∆+ − 2)
∫
d3k
(2pi)3
ei
~k·~x D−G
B+Γ(1− 2h+) (τ/2)
−2h+R+far(z), (4.44)
but as in the near-zone case a complicated k integral remains. Paralleling the discussion of Sec. 4E, we write
Gfar∂B =
Γ(∆− − 1)3 12 (∆+−∆−)
(2pi)2x`3/2Γ(∆+ − 1)(∆+ − 2) × If , (4.45)
14 The analysis may require modification if the data extends all the way to the horizon, where R+ is not regular.
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where the integral If is given by
If =
∫ ∞
0
sin(kx)
k
Ff (k
2)dk (4.46)
=
1
2i
∫ ∞
−∞
eikx
k
Ff (k
2)dk (4.47)
with
Ff (k
2) := R+far(z)k
2 9
−2νΓ(h+ − ieˆ)Γ(−2ν)Γ( 12 (∆+ − 1) + ν + q`/
√
3)Γ( 12 (∆+ − 1) + ν − q`/
√
3)
Γ(h− − ieˆ)Γ(2ν)2Γ( 12 (∆− − 1)− ν + q`
√
3)Γ( 12 (∆− − 1)− ν − q`/
√
3)τ2h
. (4.48)
We use the same integration contour as above (Fig. 2). The arc and keyhole contributions again vanish,15
leaving just the branch cut difference
If =
1
2i
∫ ∞
1/ξˆ
e−ρx
ρ
(
Ff (−ρ2)−Ff (−ρ2)|ν→−ν
)
dρ. (4.49)
in terms of ρ = ik. The integral is now in a form convenient for numerical analysis. As before, we may proceed
analytically by noting that the large-x contribution is dominated by ν ≈ 0. The end result is
Gfar∂B ∼
Cf
`3/2x
(
1
ξˆx
)3/2
τ−1e−x/ξˆR+far(z)|h=1/2, x→∞, (4.50)
where
Cf =
1
2
√
2pi3/2
3
1
2 (∆+−∆−)Γ(∆− − 1)Γ(∆+−12 + q√`3 )Γ(
∆+−1
2 − q√`3 )
(∆+ − 2)Γ(∆+ − 1)Γ(∆−−12 + q√`3 )Γ(
∆−−1
2 − q√`3 )
. (4.51)
5. NEAR-EXTREMAL CASE
We now consider the near-extremal case σ  1, where the Aretakis behavior occurs transiently. Following
[13, 14, 36], we will be able to analytically exhibit the transition from power-law growth to exponential decay
by performing a sum over quasinormal modes. The relevant modes form an infinite chain descending from near
the origin ω = 0 with imaginary parts separated by σ. Though each mode decays exponentially, as σ → 0, all
values of n become important and the modes sum coherently. The coherent sum reveals a power-law decay at
times t  1/σ with transient semi-local critical features which become permanent in the extremal limit. This
can be interpreted as a line of near-extremal poles coalescing into an extremal branch cut.
The near-extremal calculation is also done with matched asymptotic expansions, using the same regimes (4.1).
The analysis of the far and overlap regions is identical to the extremal case; the only new behavior emerges at
1− z ∼ σ in the near-region. The near-region radial equation is now given by σ → 0 with ω ∼ 1− z ∼ σ,
(
(1− z) (1− z + σ)R′near
)′
+
(
(ω/12 + eˆ(1− z))2
(1− z)(1− z + σ) − mˆ
2
)
Rnear = 0, (5.1)
where eˆ and mˆ2 are the effective AdS2 charge and mass parameters given in (4.5). Here and below, we use an
underline to denote near-extremal quantities that reduce to corresponding non-underlined quantities as σ → 0.
15 To show the applicability of Jordan’s Lemma, we again parametrize the arc in polar form and use Stirling’s approximation to
derive that |Ff | ' NR2t−2R9−2R as R→∞. Similarly, the keyhole contribution (where ν = 0) is easily seen to be suppressed
on account of the element dk = δeiθidθ for a radius-δ circle about kc (δeiθ = k − kc) as δ → 0 and the presence of the factor
Γ(−2ν)/Γ(2ν)2 ∝ √δ. These δ-suppressed terms multiply a smooth function of δ and therefore the key-hole integral vanishes as
δ3/2.
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The solution with pure ingoing waves at the horizon is [38]
Rinnear =
(
1− z
σ
)− iω12σ (
1 +
1− z
σ
) iω
12σ−ieˆ
2F1
(
h+ − ieˆ, 1− h+ − ieˆ; 1− iω
6σ
;−1− z
σ
)
. (5.2)
The confluence identity Wa,b(z) = limc→∞ 2F1 (b− a− 1/2, 1/2− b− a; c; 1− c/z) e−z/2za may be used to see
that (5.2) properly reduces to the last equation in (4.6).
The overlap region behavior is
Rinnear ∼ A+(1− z)−h+ +A−(1− z)−h− , z → 1, (5.3)
where
A± =
Γ
(
1− iω/(6σ)
)
Γ(1− 2h±)
Γ(1− h± − ieˆ)Γ(1− h± − iω/(6σ) + ieˆ)σ
h±−ieˆ. (5.4)
We also introduce the ratio
S =
A+
A−
, (5.5)
which can be obtained from S in (4.20) by noting that
S→ S under (−2iω)2h+−1 → Γ(h+ − iω/(6σ) + ieˆ)
Γ(h− − iω/(6σ) + ieˆ)σ
h+−h− . (5.6)
We again consider the parameter regime (Sec. 4D) where ν > 0. This guarantees that there are no small-ω
poles at σ = 0 (which would correspond to instabilities), but new, stable poles appear in the near-extremal case
for ω ∼ σ. The Wronskian is given by (4.19) with A± → A± (S → S) and the pole condition W = 0 becomes
S = N, which can be stated explicitly as
Γ(1− h− − iω/(6σ) + ieˆ)
Γ(1− h+ − iω/(6σ) + ieˆ)σ
2ν = (constant independent of ω and σ). (5.7)
In the ν > 0 parameter range considered here the quantity σ2ν is parametrically small, and this equation can
only be satisfied if one approaches a pole of the gamma function in the numerator as σ → 0. The solutions are
thus
ωn = 6σ (eˆ− i(h+ + n)) +O(σ2ν), n = 0, 1, 2, . . . . (5.8)
Notice that the modes are arbitrarily long-lived in the limit σ → 0, since Im[ωn] → 0. Such modes were first
studied in Refs. [39, 40]; some common names are “zero-damped modes” and “near-horizon modes”.
A. Near-region ring-up
We now provide near-extremal versions of the results of Sec. 4E. The near-region bulk-boundary retarded
Green function is given by Eq. (4.28) with Rinnear → Rinnear and similar replacements in the Wronskian W (see
text above Eq. (5.7)). Noting that S  N can be dropped in the ν > 0 parameter range considered here, we
find
GnearB∂ (v, x, z) =
1
`3/2
∫
dωd3k
(2pi)4
e−iωv+i~k·~x
1
12(1− 2h+)A−B+ 2
F1
(
h+ − ieˆ, 1− h+ − ieˆ; 1− iω
6σ
;−1− z
σ
)
.
(5.9)
In the extremal case (4.28), we were able to perform the complete frequency integral analytically. In the near-
extremal case, we shall content ourselves with the portion due to quasinormal modes (poles in the complex-ω
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plane), which is expected to dominate at late times. The mode spectrum was given previously in (5.8); computing
the residues resolves the ω-integral of Eq. (5.9) into a discrete sum:
GnearB∂ (v, x, z) =
−1
`3/2
∫
d3k
(2pi)3
ei
~k·~x
(
σh++ieˆe−(h++ieˆ)6σv
Γ(h+ − ieˆ)
2Γ(2h+)B+
×
∞∑
n=0
(−1)ne−6nσv
n!Γ(h− − ieˆ− n) 2F1(h+ − ieˆ, 1− h+ − ieˆ, 1− h+ − ieˆ− n,−(1− z)/σ)
)
.
(5.10)
Remarkably, this sum can be performed in closed form [13]. Using the series definition of the hypergeometric
function [32] and commuting the order of summation, the result is seen to be
GnearB∂ (v, x, z) =
−1
`3/2
∫
d3k
(2pi)3
ei
~k·~x e
−(h++ieˆ)6σvΓ(h+ − ieˆ)
2Γ(2h+)Γ(h− − ieˆ)B+
(
1− e−6σv
σ
)−h+−ieˆ (
1 +
1− z
σ
(
1− e−6σv) )−h++ieˆ.
(5.11)
Equation (5.11) provides the late-time (v ∼ 1/σ) approximation to G∂B when the bulk point is near the horizon.
Notice that (5.11) may be obtained from the extremal version, (4.29), simply by sending v → (1− e−6σv)/(6σ)
and then multiplying by e−(h++ieˆ)6σv inside the integral. We may therefore determine the large-x approximation
by performing the same substitution in the large-x extremal result (4.38), giving
GnearB∂ ∼
C
`3/2x
(
1
xξˆ
)3/2
e−(1/2+ieˆ)6σv
(
1− e−6σv
σ
)−1/2−ieˆ(
1+(1−z)
(
1− e−6σv
σ
))−1/2+ieˆ
e−x/ξˆ, x→∞,
(5.12)
where C was given previously in Eq. (4.39). Equation (5.12) reduces to the extremal result (4.38) as σ → 0,
which physically corresponds to early times v  1/σ. However, since we have made a late-time approximation
v  1 in deriving Eq. (5.12), the regime where the Aretakis behavior (4.38) emerges is in fact intermediate
times 1 v  1/σ.
B. Far-region ring-down
The far-far transfer function has the same form as the extremal version (4.40),
gff =
(
S(ω)R+far(z>) +R
−
far(z>)
)
R+far(z<)
2∆+ − 4 , (5.13)
where now
S =
D−S−D+
B−(N −S) , (5.14)
which can be obtained from (4.41) using the transformation of (−2iω)2h+−1 given in (5.6).
In the extremal case, we kept only the leading non-analytic behavior of gff as ω → 0. We defined GfarB∂ to
be the inverse transform of this piece only, meaning it displays only the leading power-law behavior at late
times. In the near-extremal case, gff is analytic at ω = 0 (there is no power-law tail), but a series of poles (5.8)
appears on the negative imaginary axis. We similarly define Gfar∂B to be just the pole contribution to the inverse
transform,
Gfar∂B(τ, x, z) =
1
`3/24(∆+ − 2)
∫
d3k
(2pi)3
ei
~k·~x(12σ)2h+
D−G
B+
e−(h++ieˆ)6στR+far(z)
∞∑
n=0
(−1)ne−6σnτ
n!Γ(1− 2h+ − n)
=
1
`3/24(∆+ − 2)
∫
d3k
(2pi)3
ei
~k·~x(12σ)2h+
D−G
B+Γ(1− 2h+)e
−(h++ieˆ)6στ (1− e−6στ )−2h+R+far(z),
(5.15)
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FIG. 3. Radial derivative of the quasinormal mode-summed near-horizon bulk-boundary Green function GnearB∂ (5.11)
normalized by its maximum value attained on the horizon. The transient Aretakis behavior, corresponding in this case
to
√
v growth, occurs in the regime vσ  1 before the exponential decay of the lowest-lying quasinormal mode takes
over.
where G was given previously in (4.21).
Equation (5.15) provides the late-time approximation to G∂B when the bulk point is a finite distance outside
the horizon. Notice that it may be obtained from extremal version (4.44) by sending τ → (1 − e−6στ )/(6σ)
and multiplying by e−(h++ieˆ)6στ inside the integral. We may therefore determine the large-x approximation by
performing the same substitution in the large-x extremal result (4.50), giving
GfarB∂ ∼ Cf
6σ
x4`3/2
(
x
ξˆ
)3/2
e−(1/2+ieˆ)6στ (1− e−6στ )−1e−x/ξˆR+far(z)|h=1/2, x→∞. (5.16)
Equation (5.16) reduces to the extremal result (4.50) as σ → 0, which physically corresponds to early times
v  1/σ. However, since we have made a late-time approximation v  1 in deriving Eq. (5.16), the regime
where the power-law behavior (4.50) emerges is in fact intermediate times 1 v  1/σ.
6. WHAT IS THE CFT DUAL?
Our main motivation in this paper has been to explore the holographic implications of the Aretakis instability.
We have now demonstrated that the instability persists in a setting of relevance to holography, but we have
not identified a dual description in terms of field theory degrees of freedom. Finding a precise dual description
seems quite challenging, as the physical effects of the instability involve an infalling observer, who measures
large stress-energies as she crosses the horizon. However, the Aretakis instability provides a good target within
the general goal of finding the dual description of deep-bulk phenomena, since we would naturally expect it to
correspond to something large in the field theory. If we could identify a field-theory quantity that grows with
time, this could provide a first tentative entry in the long-sought deep-bulk regime of the holographic dictionary.
To address this question we must go beyond the free scalar theory. There is no boundary growth in the free
theory—the field and all its derivatives decay everywhere outside the horizon—and a free scalar is not expected
to enjoy a complete duality, anyway. However, we may hope that by adding some interactions, we can capture
enough features of a full duality to see whatever is dual to the Aretakis growth. In particular, we might imagine
a scattering experiment that probes the near-horizon growth and brings the information back to the boundary.
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This could plausibly manifest as growth of boundary correlators, or at least as some other distinctive late-time
behavior.
Unfortunately, this story is at best only partially true. While the Aretakis instability does seem to influence
late-time behavior of boundary correlators, we find no sign of any kind of growth. In fact, the instability seems
to enforce a boundary conformal symmetry, which in turn enables a simple argument suggesting that all n-point
correlators decay in time at any order in the 1/N expansion. Thus there is no obvious CFT dual description of
the Aretakis growth in the standard perturbative holographic dictionary. However, our argument is only meant
to be suggestive, and leaves out many details. It therefore remains possible that some kind of anomaly will arise
in a more careful calculation.
A. Temporal conformal symmetry
To make the argument we return to the notation of the introduction and again set the charge eˆ of the field
to zero. Recall that the dual two-point function was seen to decay linearly in time in a certain regime (1.2) of
large spatial and temporal separation. We noted that this behavior is captured by the scaling behavior
〈O1O2〉 → λ〈O1O2〉 under ti → λ−1ti. (6.1)
Here On = O(tn, ~yn) means the dual operator evaluated at the 4D boundary point n. The two-point function
can only depend on the time difference δt12 = t2 − t1, but for simplicity we rescale both points separately.
The scaling (6.1) implies the linear decay 〈O1O2〉 ∼ 1/δt21 of the correlator, which is of course how we arrived
at it in the first place. But we may see the decay directly by regarding ti → λ−1ti as defining a flow to late
times as λ → 0; Eq. (6.1) states that 〈O1O2〉 vanishes linearly in λ. (For simplicity we set T = 0 so that the
flow may proceed to arbitrarily late times without breaking out of the regime of validity (1.2). This is really
just shorthand for working in the regime (1.2).) This approach will generalize to higher-point correlators, whose
precise form will be more difficult to construct. For example, we will argue below that the tree-level (leading in
1/N) four-point correlator dual to Φ4 theory satisfies
〈O1O2O3O4〉 → λ2〈O1O2O3O4〉 under ti → λ−1ti (6.2)
when all space and time differences δtij = tj−ti and δyij = |~yj−~yi| (with i 6= j) are in the large-separation regime
(1.2). This provides a sense in which the correlator decays in time: 〈O1O2O3O4〉 vanishes quadratically in λ under
the flow ti → λ−1ti. While Eq. (6.2) is consistent with simple power laws such as 〈O1O2O3O4〉 ∼ 1/(δt12δt34), it
permits far more general behavior. It would be very interesting to compute the precise form of 〈O1O2O3O4〉, but
for the present we shall content ourselves with arguing for the scaling (6.2).
We can view the properties (6.1) and (6.2) as a symmetry under the rescalings
t→ λ−1t, O→ λ−1/2O, (6.3)
which we will refer to as a temporal conformal transformation. Equations (6.1) and (6.2) state that the leading
two- and four-point functions enjoy temporal conformal symmetry in the large-separation regime. We will argue
that, in fact, all n-point correlators continue to enjoy the emergent symmetry at any order in 1/N and in any
interacting theory. This provides a sense in which all holographic correlators decay in time.
B. Four-point function in ΛΦ4 theory
Let us imagine adding a ΛΦ4 interaction to our scalar theory and computing a four-point function. We will
begin with a connected retarded four-point function at tree-level (leading order in “1/N ”), given by the integral
〈O1O2O3O4〉 = Λ
∫ √−gdV dRd3~y G1∂BG2∂BG3B∂G4B∂ . (6.4)
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Here Gn∂B = G∂B(Vn, ~yn;V, r, ~y) is the boundary-to-bulk retarded propagator from the 4D boundary point n to
the 5D spacetime integration point. (Similarly, GnB∂ means retarded propagation from bulk integration point to
boundary spacetime point, a propagator we have not studied in the text.) We do not make precise the meaning
of 〈O1O2O3O4〉, simply regarding (6.4) as its tree-level definition from holography (we refer to the boundary-limit
dictionary [41, 42]). We work formally, without worrying about convergence.
By symmetry, 〈O1O2O3O4〉 can only depend on time and space differences δt12 = t2 − t1 and δy12 = |~y2 − ~y1|
(and all other combinations of spacetime points). We will consider the case where all such differences are in
the regime (1.2), which we refer to as the large-separation regime. The range of integration of the bulk point
is unrestricted, but based on the physical picture of propagation (where 〈O1O2O3O4〉 involves propagation to an
interaction point and then back away from it), we expect the integral to be dominated by large separations
in each leg, i.e., large values of V − Vn and |~y − ~yn|. We will therefore replace the propagators with their
large-separation approximations (1.3) in Eq. (6.4).16 This will entail splitting up the radial integral into near
and far regions. We will see that the near-region dominates and provides the expected scaling (6.2).
Now we send ti → λ−1ti in the four-point function (6.4). Noting that the boundary time t agrees with the
bulk coordinate V on the boundary [see Eq. (2.9)], we have
〈O1
(
t1
λ
)
O2
(
t2
λ
)
O3
(
t3
λ
)
O4
(
t4
λ
)〉 = Λ∫ √−gdV dRd3~y G1∂B (V − V1λ , R)G2∂B (V − V2λ , R)
×G3B∂
(
V3
λ − V,R
)
G4B∂
(
V4
λ − V,R
)
, (6.5)
where we use the dimensionless radial coordinate
R :=
r − r0
r0
. (6.6)
We have now written out the dependence on V and R explicitly, but we still suppress the transverse spatial
coordinates ~y and ~yn.
Letting λ → 0 enacts a flow to late times where the Aretakis growth appears.17 (Recall that we set T = 0
for simplicity, considering the precisely extremal case where the growth persists indefinitely.) We therefore
consider λ to be small and seek the leading-in-λ behavior of (6.5). Dropping the middle factors for notational
convenience, we have
〈O1
(
t1
λ
)
. . .O4
(
t4
λ
)〉 = Λ∫ √−gdV dRd3~y G1∂B (V − V1λ , R) . . . G4B∂ (V4λ − V,R) ,
= Λ
∫ √−gλ−1dV¯ dRd3~y G1∂B ( V¯−V¯1λ , R) . . . G4B∂ ( V¯4−V¯λ , R) ,
= Λ
∫
λ−1dV¯ d3~y
(∫ λp
0
√−gdRG1∂B
(
V¯−V¯1
λ , R
)
. . . G4B∂
(
V¯4−V¯
λ , R
)
+
∫ ∞
λp
√−gdRG1∂B
(
V¯−V¯1
λ , R
)
. . . G4B∂
(
V¯4−V¯
λ , R
))
,
= Λ
∫
λ−1dV¯ d3~y
(∫ λp−1
0
√−gλdR¯G1∂B
(
V¯−V¯1
λ , λR¯
)
. . . G4B∂
(
V¯4−V¯
λ , λR¯
)
+
∫ ∞
λp
√−gdRG1∂B
(
V¯−V¯1
λ , R
)
. . . G4B∂
(
V¯4−V¯
λ , R
))
. (6.7)
We have introduced R¯ = R/λ and V¯ = λV . We have also split the integral up at R = λp. Although we make
no explicit approximation yet, we choose 0 < p < 1 so that the split will be in the region of overlap λ R 1.
16 This substitution will actually cause the integral to diverge, since a late-time power-law decay 1/tp looks like a divergence at early
times. So, strictly speaking we impose a cutoff that restricts the integral to the regime of validity of the late-time approximation.
A more rigorous argument would contain a proof that the neglected portion is in fact subleading as boundary space and time
separations become large.
17 Strictly speaking, we should also let ~yn become large to enter in the regime where the full symmetry emerges. However, these
Euclidean spatial directions do not play an important role in the argument, so we leave this flow implicit, simply assuming that
all space differences are in the regime (1.2).
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As λ → 0 we enter the large-δV regime of the Green function. We are also assuming that only large δy is
important, which means that we may use the approximation (1.3). This expression has the following scaling
behavior:
R 1/δV (far-zone) : G∂B → λ G∂B under δV → λ−1δV. (6.8a)
R 1 (near-zone) : G∂B →
√
λG∂B under δV → λ−1δV, R→ λR. (6.8b)
Although we do not study GB∂ in detail, it is straightforward to establish that the same properties hold, where
the rescaling of R refers to the bulk point. Using these properties in Eq. (6.7) reveals that
〈O1
(
t1
λ
)
. . .O4
(
t4
λ
)〉 ≈ Λ ∫ λ−1dV¯ d3~y(∫ λp−1
0
√−gλdR¯
[√
λG1near∂B
(
V¯ − V¯1, R¯
)
. . .
√
λG4nearB∂
(
V¯4 − V¯ , R¯
) ]
+
∫ ∞
λp
√−gdR
[
λG1far∂B
(
V¯ − V¯1, R
)
. . . λG4farB∂
(
V¯4 − V¯ , R
) ])
, (6.9)
≈ Λ
∫
dV¯ d3~y
(
λ2
∫ ∞
0
√−gdR¯G1near∂B . . . G4nearB∂ + λ3
∫ ∞
0
√−gdRG1far∂B . . . G4farB∂
)
, (6.10)
= λ2
Λr30
`3
∫
dV¯ dR¯d3~y G1near∂B . . . G
4near
B∂ +O(λ
3). (6.11)
In Eq. (6.9) we have replaced the Green functions with their large-separation approximations (with near and far
referring to the bottom and top lines of (1.3), respectively). In Eq. (6.10) we note that the range of integration
can be made infinite since the integrals separately converge.18). In the last line we replace
√−g = (r/`)3 with
its leading-in-λ behavior and note that the far integral is subleading. Equation (6.11) shows that the leading,
λ2 piece of the four-point function is fixed entirely from near-zone quantities and hence scales like (6.2) under
further rescalings of time. This gives (6.2) the status of an emergent conformal symmetry (6.3) in the regime
(1.2).
C. General argument and discussion
Above we argued that the leading (tree-level) four-point function in Φ4 theory possesses an emergent conformal
symmetry in the large-separation regime, ensuring its decay in time. The key element is the split of the radial
integral into near and far regimes, where powers of λ can be counted. The relevant counting is:
• λ0 for each near-region vertex
• λ−1 for each far-region vertex
• λ1/2 for each boundary-near propagator (GnearB∂ or Gnear∂B )
• λ for each boundary-far propagator (GfarB∂ or Gfar∂B)
The two integrals of Eq. (6.9) are represented pictorially in the left panel of Fig. 4. The near integral is shown
in black, while the far integral is shown in gray. The counting above works as follows: The near integral receives
λ0 for the integration point and (λ1/2)4 = λ2 for the propagators, for a total of λ2. The far integral receives
λ−1 for the far-region point and λ4 for the propagators, for a total of λ3. The near-region therefore dominates,
giving the expected λ2.
For more general processes, the bulk-bulk propagator GBB will appear as well. In the large-separation regime
this will have four different approximations (Gff , Gfn, Gnf , and Gnn), depending on whether each radial point
is in the near (n) or far (f) region. Frequency-domain analysis makes clear that each approximation will have a
18 The overlap region behavior of of G∂B is 1/
√
R (see Eq. (1.3)). We are assuming that the same behavior also occurs for GB∂ .
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FIG. 4. Diagrammatic representation of near-far splits in radial integrals for holographic correlators. On the left, we
show the leading dual four-point function of Φ4 theory, which is a tree-level diagram in the bulk. On the right, we show
the first 1/N correction to the dual propagator of Φ3 theory, which is a loop correction in the bulk. The dominant
contribution always comes from the graph with all vertices in the near-horizon region, shown here in the darkest color.
scaling symmetry, where time is always rescaled (δV → λ−1δV ) and radius is also rescaled (R → λR) for the
near point(s) only. The scaling is a power of λ1/2 for each far point: Gnn will be invariant, Gfn and Gnf will
scale by λ1/2, and Gff will scale as λ. The latter two scalings are reflected in Eqs. (6.8) in the limit where the
far point is taken to the boundary.
In a given diagram, each radial integral may be split into near and far-regions, which will again receive
contributions as described above. Combining this counting with the above scalings for the propagators gives
the general counting as:
• λ−1 for each dot in the far-region bulk (each far-region vertex)
• λ1/2 for each line crossing the overlap region (near-far or far-near propagator)
• λ for each line in the far-region (far-far propagator)
Dots and lines in the near-region (i.e., near-region vertices and near-near propagators) are given no λ (i.e., λ0).
For example, the right panel of Fig. 4 shows a 1/N correction to the dual two-point function in a Φ3 theory.
There are two integration points, whose three combinations are represented by different shades of gray. The
far-far combination (lightest color) receives λ−1 for each of its two far-region vertices and λ for each of its four
far-far propagators, for a total of λ2. The far-near/near-far combination (intermediate color) receives λ−1 for
its single far-region vertex, λ for its single far-far propagator, and λ1/2 for each of its three near-far propagators,
for a total of λ3/2. Finally, the near-near combination (darkest color) receives λ1/2 for each of its two near-far
propagators, for a total of λ. This integral dominates, and the loop correction scales like λ. This is the same
scaling as the tree-level propagator (6.1) and respects the conformal symmetry (6.3).
For a general diagram, it is clear that the contribution with all vertices in the near-region will always dominate
in the same way. For an n-point correlator 〈O1 . . .On〉 at any order in the 1/N expansion, this dominant
contribution contains n propagators connecting the boundary to the near-region (each assigned λ1/2) as well
as an arbitrary number of near-horizon vertices and near-near propagators (all of which receive λ0). Thus the
n-point correlator scales as λn/2 in the large-separation regime, precisely as required by the symmetry (6.3).
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These arguments hold for local non-derivative interactions in a scalar theory. However, the arguments rely in
essence only on symmetry, so we anticipate that similar arguments could be made in theories with additional
fields and other local interactions.
It is interesting to note the key role played by the Aretakis instability in enforcing the conformal symmetry.
To illustrate, suppose that the near-region were somehow missing from the spacetime—that is, suppose that
the large-separation approximation was uniformly given by the 1/t behavior of the far-region. In this case only
the lightest-colored integrals would exist in the diagrams of Fig. 4. This would make the leading Φ4 four-point
function (left panel) scale as λ3 instead of the λ2 expected by symmetry. Similarly, the 1/N correction to the
Φ3 two-point function (right panel) would scale as λ2 instead of the expected λ. In general, the conformal
symmetry would be broken. A naive expectation might be that instabilities tend to break symmetries, but here
we have one that enforces them!
We now return to the motivating question: What is the CFT dual to the Aretakis instability? We have argued
that dual correlation functions all decay, so there is no obvious boundary signature. However, our explorations
have revealed that the deep-bulk instability is intimately related to the emergent temporal conformal symmetry
of the dual theory. Could one consider the symmetry itself as somehow dual to the instability? It is not clear
exactly what this would mean, but it would certainly be interesting, as it would map a large effect in the
gravitational theory—unbounded stress-energy measured by infalling observers—to a bounded effect in the field
theory. Of course, another possibility is that there is no dual description at all: perhaps this phenomenon is
just too deep in the bulk to be captured by holography.19 This idea could be tested more sharply by studying
the instability (or lack thereof) in a setting where the duality is believed to be complete.
We are forced to conclude that the holographic meaning of the Aretakis instability remains a mystery.
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