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a b s t r a c t
We study the polynomial identities of regular algebras, introduced in [A. Regev, T. Seeman,
Z2-graded tensor products of P.I. algebras, J. Algebra 291 (2005) 274–296]. For example,
a finite-dimensional algebra is regular if it has a basis whose multiplication table satisfies
some commutation relations. The matrix algebra Mn(F) over the field F is regular, which
is closely related toMn(F) being Zn-graded. We study the polynomial identities of various
types of tensor products of such algebras. In particular, using the theory of Hopf algebras,
we prove a far reaching extension of the A⊗ B theorem for Z2-graded PI algebras.
© 2008 Elsevier B.V. All rights reserved.
1. Regular algebras
We consider a decomposition of an associative algebra A as a direct sum of subspaces:
A = A1 ⊕ · · · ⊕ Ar . (1)
In most cases here the decomposition is indexed by a finite (additive) abelian group G:
A =
⊕
g∈G
Ag , (2)
and furthermore, this is a G-grading on A: for g, h ∈ G AgAh ⊆ Ag+h.
Definition 1.1 ([1, Definition 2.3]). Call the decomposition (1) ‘‘regular’’ if it satisfies the following two conditions.
(1) Given n indices 1 ≤ i1, . . . , in ≤ r , there exist elements xij ∈ Aij , 1 ≤ j ≤ n such that xi1 · · · xin 6= 0, and
(2) Given 1 ≤ i, j ≤ r , there exist θ (A)i,j ∈ F \ {0} = F∗ such that for any xi ∈ Ai and yj ∈ Aj
xiyj = θ (A)i,j yjxi. (3)
Then
MA := (θ (A)i,j )1≤i,j≤r (4)
is the matrix of the commutation relations of the regular decomposition (1).
∗ Corresponding author.
E-mail addresses: yuri@math.mun.ca (Y. Bahturin), amitai.regev@weizmann.ac.il (A. Regev).
0022-4049/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2008.12.010
1644 Y. Bahturin, A. Regev / Journal of Pure and Applied Algebra 213 (2009) 1643–1650
In the case
A =
⊕
g∈G
Ag ,
we write (3) as: agah = β(g, h)ahag for some function β : G× G→ F∗ and
MA = (β(g, h))g,h∈G. (5)
Since also ahag = β(h, g)agah, hence β(h, g) = (β(g, h))−1, namely β is skew-symmetric. Let ag1 ∈ Ag1 , ag2 ∈ Ag2 , then
ag1ag2 ∈ Ag1+g2 . Let ah ∈ Ah and compare ag1ag2ah with ahag1ag2 . By the associativity of the regular algebra A,
β(g1 + g2, h) = β(g1, h)β(g2, h) and similarly β(g, h1 + h2) = β(g, h1)β(g, h2).
We say that β is a bicharacter.
The matrix MA = (β(g, h))g,h∈G has two equal columns if β(g, h1) = β(g, h2) for all g ∈ G. By skew symmetry, in that
caseMA also has two equal rows, and of course det(MA) = 0. In that case we can replace in (2) the two summands Ah1 and
Ah2 by the single summand Ah1 ⊕ Ah2 , and the new decomposition is still regular — but with a smaller matrix, hence we
say that the decomposition (2) is not minimal, and det(MA) = 0 in that case. Similarly for the decomposition (1) and the
matrix (4).
Example 1.2. Let F be a field; F [x] the commutative polynomials over F ;Mk(F) the k× kmatrices over F . Let G = G0 ⊕ G1
denote the infinite-dimensional Grassmann (i.e. exterior) algebra, Mk(G) the k × k matrices over G. Let Mp,q ⊂ Mp+q(G)
denote the subalgebra with G0-elements in the p × p and q × q diagonal blocks, and with G1-elements in the off diagonal
blocks. Note that
Mp,p ∼= M1,1 ⊗Mp(F). (6)
We show below that with the appropriate decompositions, F [x],Mn(F),Mn(G) andMp,p are regular for all n and p.
Since in the problems we deal with in the paper a PI algebra A can be replaced by A′ provided A and A′ are PI equivalent,
and since A and F ′ ⊗ A are PI equivalent for any extension field F ′ of F , we can assume that for any n, F contains a primitive
nth root of unity.
1. Let G = Zn, and let
F [x] =
n−1⊕
i=0
Ai where Ai = xiF [xn], 0 ≤ i ≤ n− 1. (7)
This is a Zn-grading, and the commutative algebra F [x] with that grading is regular. Since F [x] is commutative, the matrix
of the commutation relations here isMF [x] = Jn, the n× nmatrix with all entries equal 1.
2. Let A = Mn(F), the n× nmatrices over F . Note first that with respect to the decomposition
Mn(F) =
n⊕
i,j=1
F · ei,j,
Mn(F) is not regular, where ei,j are the matrix units.
However,Mn(F) is regular —with respect to the following Zn×Zn-grading. Let ξ be a primitive nth root of 1 and assume
that ξ ∈ F . Let Xa = diag(ξ n−1, ξ n−2, . . . , ξ , 1) and Xb = en,1 +∑n−1i=1 ei,i+1. Then
Mn(F) =
n−1⊕
i,j=0
Ai,j where Ai,j = F · (X iaX jb). (8)
We verify that this is a Zn × Zn-grading. The relation XaXb = ξXbXa implies that
(X iaX
j
b)(X
k
aX
`
b ) = ξ jkX i+ka X j+`b . (9)
Since Xna = Xnb = I , (9) implies that (8) is indeed a Zn × Zn-grading. Also (9) implies that
(X iaX
j
b)(X
k
aX
`
b ) = ξ jk−i`(XkaX`b )(X iaX jb) namely β((i, j), (k, `)) = ξ jk−i`. (10)
Denote G = Zn × Zn, then β : G× G→ F∗ and β satisfies
(bicharacter:) β(g + g ′, h) = β(g, h)β(g ′, h) and β(g, h+ h′) = β(g, h)β(g, h′),
(skew symmetry:) β(g, h) = β−1(h, g).
Together with the fact that any product of the matrices Xa and Xb is non-zero, this implies that Mn(F) is regular — with
respect to the decomposition (8). In the notations of [1], (10) yields the n2 × n2 matrix
MMn(F) = (ξ jk−i`)0≤i,j,k,`≤n−1. (11)
Note: that matrix has row indices (i, j) and column indices (k, `), with 0 ≤ i, j, k, ` ≤ n− 1.
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For some intriguing properties of MMn(F) see [2]. In fact, in [2] we proved the following decomposition of the matrix
MMn(F), a decomposition which is of interest on its own.
Theorem 1.3 (Theorem 2.2, [2]). Let V (x) = (xj−1i )1≤i,j≤n denote the n × n Vandermonde matrix, and let ξ be a primitive nth
root of unity. Let σ ∈ Sn2 denote the permutation given by σ(i, j) = (j, i). It induces the corresponding row permutation on
n2 × n2 matrices, which we also denote by σ . Then
MMn(F) = σ(V (ξ)⊗ V (ξ−1)).
This theorem implies, in [2], the following proposition.
Proposition 1.4. det(MMn(F)) = n(n2).
Thus det(MMn(F)) 6= 0, which implies that the decomposition (8) is minimal.
3. The infinite-dimensional Grassmann algebra E is regular: as usual, E = E0 ⊕ E1 with the well-known commutation
relations, whose matrix is
ME =
(
1 1
1 −1
)
.
The algebraMn(G) is treated in Corollary 2.2, andMp,p — in Corollary 2.4.
The next theorem shows that the matrixMA of the commutation relations determines the multilinear polynomial identities
of the regular algebra A.
Theorem 1.5 ([1, Theorem 3.1]). Let A, B be algebras with regular decompositions A = ⊕ri=1 Ai and B = ⊕ri=1 Bi and with
corresponding skeleton matrices MA and MB. Assume that MB = P−1MAP where P is a permutation matrix. Then A and B satisfy
the same multilinear identities (hence are PI equivalent when char(F) = 0).
2. Ordinary tensor products
Proposition 2.1. Let
A =
r⊕
i=1
Ai be regular with MA = (θi,j)1≤i,j≤r . (12)
Similarly let
B =
s⊕
k=1
Bk be regular with MB = (ηk,`)1≤k,`≤s. (13)
Then the ordinary tensor product A⊗ B is regular for the decomposition
A⊗ B =
r⊕
i=1
s⊕
k=1
(Ai ⊗ Bk). (14)
It has the matrix of commutation relations
MA⊗B = MA ⊗MB.
Moreover, if the above decompositions (12) and (13) are minimal, then the decomposition (14) is minimal.
Proof. 1. Let (i1, k1), . . . , (it , kt) be given, with all 1 ≤ ij ≤ r and 1 ≤ k` ≤ s. There are elements aij ∈ Aij and bk` ∈ Bk`
such that ai1 · · · ait 6= 0 and bk1 · · · bkt 6= 0. Then aij ⊗ bk` ∈ Aij ⊗ Bk` and
(ai1 ⊗ bk1) · · · (ait ⊗ bkt ) = (ai1 · · · ait )⊗ (bk1 · · · bkt ) 6= 0.
2. It is given that for aij ∈ Aij , j = 1, 2, ai1ai2 = θAi1,i2ai2ai1 , and similarly for bkj ∈ Bkj , bk1bk2 = ηBk1,k2bk2bk1 . Then
(ai1 ⊗ bk1)(ai2 ⊗ bk2) = θAi1,i2ηBk1,k2(ai2 ⊗ bk1)(ai2 ⊗ bk1).
Finally, we verify minimality. Note: if Dr is an r × r matrix and Ds is an s × s matrix, then det(Dr ⊗ Ds) = (det(Dr))s ·
(det(Ds))r . Now if (12) and (13) are minimal, then det(MA), det(MB) 6= 0, hence det(MA⊗B) = det(MA ⊗MB) 6= 0. 
Corollary 2.2. The algebra Mn(G) = Mn(F)⊗ G is regular for the decomposition
Mn(G) = Mn(F)⊗ (G0 ⊕ G1) =
(
n−1⊕
i,j=0
(Ai,j ⊗ G0)
)
⊕
(
n−1⊕
i,j=0
(Ai,j ⊗ G1)
)
(15)
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where Ai,j = F · (X iaX jb), see (8). Here
MMn(G) = MMn(F)⊗G = MMn(F) ⊗MG,
so by Example 1.2.3
MMn(G) =
(
MMn(F) MMn(F)
MMn(F) −MMn(F)
)
.
As an application we have the following example, comparing G⊗ G andM1,1.
Example 2.3. The algebrasM1,1 and G⊗ G. Let
I =
(
1 0
0 1
)
, Xa =
(−1 0
0 1
)
, Xb =
(
0 1
1 0
)
, and XaXb =
(
0 −1
1 0
)
.
Thus
M1,1 =
(
G0 G1
G1 G0
)
= G0I ⊕ G0Xa ⊕ G1Xb ⊕ G1(XaXb)
which already shows thatM1,1 is regular. This decomposition – in that order – yields the following matrix of commutation
relations:
MM1,1 =
1 1 1 11 1 −1 −11 −1 −1 1
1 −1 1 −1
 .
On the other hand the decomposition G = G0 ⊕ G1 implies that
MG =
(
1 1
1 −1
)
hence by Proposition 2.1 MG⊗G = MG ⊗MG =
1 1 1 11 −1 1 −11 1 −1 −1
1 −1 −1 1
 .
If we apply the row and column transposition (1, 3) onMG⊗G we obtainMM1,1 . Hence by Theorem 1.5, G⊗G andM1,1 satisfy
the same multilinear identities. Note that this theorem was proved in [3] by different methods.
Corollary 2.4. The algebra Mp,p ∼= M1,1 ⊗Mp(F) is regular, with corresponding minimal decomposition.
2.1. Some remarks
1. A minimal regular decomposition of a regular algebra A, and the corresponding matrix MA, are not unique. For
example, the well-known isomorphism Mk(F) ⊗ M`(F) ∼= Mk`(F) yields different decompositions: that of Mk`(F) given
by Example 1.2.2, and that ofMk(F)⊗M`(F) given by Example 1.2.2 and by Proposition 2.1. The corresponding matrices are
different. For example, when k = ` = 2, the matrix MM4(F) involves the imaginary number i, while MM2(F) ⊗ MM2(F) only
involves±1.
2. By Proposition 1.4
det(MMn(F)) = n(n2),
hence
det((MMk`(F))) = (k`)((k`)2).
Also,
det((MMk`(F))⊗ (MMk`(F))) = (det((MMk(F))))`2(det((MM`(F))))k2
= (k(k2))`2(`(`2))k2 = ((k`)((k`)2)).
Thus, the different matrices still have the same determinant.
Conjecture 2.5. 1. A regular decomposition of an algebra A is minimal if and only if the determinant of the corresponding matrix
MA is non-zero.
2. Given a regular algebra, the number of summands in a minimal decomposition, as well as the determinant of the
corresponding matrix, are invariants, namely are independent of the particular decomposition.
Problem. Characterize the matrices MA, where A is an algebra having a minimal regular decomposition, with MA the
corresponding matrix. Also, characterize such algebras A.
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3. Twisted tensor products
Definition 3.1. Let A = ⊕g∈G Ag and B = ⊕h∈G Bh be two regular algebras graded by the same abelian group G. Given a map
α : G×G→ F∗ we can define an algebra A⊗α B = ⊕g,h∈G(Ag ⊗α Bh)where as vector spaces, A⊗α B = A⊗B. Multiplication
is defined as follows: Let agi ∈ Agi and bhi ∈ Bhi , i = 1, 2, then
(ag1 ⊗α bh1)(ag2 ⊗α bh2) = α(h1, g2)(ag1ag2 ⊗α bh1bh2). (16)
A function α as above is called a (multiplicative) bicharacter if α(g1g2, h) = α(g1, h)α(g2, h) and α(g, h1h2) =
α(g, h1)α(g, h2).
A bicharacter β is called skew-symmetric if β(g2, g1) = β(g1, g2)−1.
An easy claim is as follows.
Proposition 3.2. The α-tensor product is an associative operation on the class of G-graded algebras if and only if for any
g, g ′, h ∈ G one has
α(gg ′, h) = α(e, e)α(g, h)α(g ′, h), where e ∈ G is the identity element.
If we set α¯(g, h) = α(g, h)/α(e, e) then α¯ is a bicharacter and
A⊗α¯ B ∼= A⊗α B
for any G-graded A and B.
So in our considerations of α-tensor products wemay always assume that α : G×G→ F∗ is a bicharacter. In the results
about PI equivalence wewill restrict ourselves to the case of β-tensor products where the bicharacter β is skew-symmetric.
But the generalization of the A⊗B Theorem [4] holds valid for α-tensor products where α is a general bicharacter. Moreover,
for this latter result in Section 4 we choose even more general setting of comodule algebras over bialgebras.
Example 3.3. Let A = F [x] =⊕n−1i=0 Ai as in Example 1.2.1, with Ai = xiF [xn]. Let ξ be a primitive nth root of 1 and define
β(i, j) = ξ ij, so β is bilinear. We consider the algebra A⊗β A and show that it is multilinear-PI equivalent toMn(F). Now
A⊗β A =
n−1⊕
i,j=1
Ai,j where Ai,j = Ai⊗β Aj = (xiF [xn])⊗β(xjF [xn]).
If ai,j ∈ Ai,j and ak,` ∈ Ak,` then it follows that
ai,jak,` = ξ jk−i`ak,`ai,j.
Comparing with (10) we see that MA = MMn(F) hence, by Theorem 1.5 Mn(F) and A⊗β A satisfy the same multilinear
identities.
Proposition 3.4. Let G be a finite abelian (additive) group, β : G× G→ F∗ skew-symmetric and bilinear. Let A = ⊕g∈G Ag and
B = ⊕h∈G Bh be two regular algebras — with that same β . Then A⊗β B is regular for the decomposition
A⊗β B =
⊕
k∈G
Ck where Ck =
⊕
g+h=k
(Ag ⊗β Bh),
and with the same β .
Proof. The proof follows from the equation
(ag2 ⊗β bh2)(ag1 ⊗β bh1) =
β(h2, g1)β(g2, g1)β(h2, h1)
β(h1, g2)
(ag1 ⊗β bh1)(ag2 ⊗β bh2)
= β(h2, g1)β(g2, g1)β(h2, h1)β(g2, h1)(ag1 ⊗β bh1)(ag2 ⊗β bh2)
= β(g2 + h2, g1 + h1)(ag1 ⊗β bh1)(ag2 ⊗β bh2). 
The following corollary is an analogue of the isomorphism E⊗¯r ∼= E proved in [1, Proof of 6.3(1)], where E = G and ⊗¯ is the
Z2-graded tensor product.
Corollary 3.5. Consider the regular algebraMn(F) of Example 1.2.2. Here G = Zn×Zn andβ : G×G→ F∗ is given by (10). Thus
Mn(F)⊗β Mn(F) is again Zn×Zn-graded and regular with that same β . In particular, Mn(F)⊗β Mn(F) is multilinear equivalent
to Mn(F). Moreover, applying Proposition 3.4 successively, deduce that for any number r of factors,
(Mn(F))⊗
β r = (· · · ((Mn(F)⊗β Mn(F))⊗β Mn(F) · · · ⊗β Mn(F)))
is multilinear equivalent to Mn(F).
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4. A generalized A⊗α B theorem
Applying the theory of Hopf algebras we now prove a far reaching extension of the A⊗ B Theorem [4] and its Z2-version
in [1].
First we formulate a particular case of our theorem (see Corollary 4.4). This result is close to [1]; it was also announced
by Plamen Koshlukov [5].
Theorem 4.1. Let α : G× G→ F∗ be a bicharacter on a finite abelian group G, F a field, A, B two G-graded algebras. If A and B
are PIalgebras then their α-tensor product A⊗α B is a PIalgebra.
To formulate our new result we need to introduce some notions from the theory of Hopf algebras.
The notion of a G-graded algebra, where G is a group, is a particular case of the notion of an H-comodule algebra where
H is a bialgebra. Specifically, suppose that H is a bialgebra over a field F with linear map coproduct ∆ : H → H ⊗ H and
counit ε : H → F , satisfying the axioms of coassociativity
(∆⊗ idH) ◦∆ = (idH ⊗∆) ◦∆,
counit axiom
(ε ⊗ idH) ◦∆ = idH = (idH ⊗ ε) ◦∆
and such that∆ and ε are algebra homomorphisms. For example, the group algebra H = F [G] of a group G over a field F is
a bialgebra with the coproduct and counit defined on the elements g ∈ G by ∆(g) = g ⊗ g and ε(g) = 1. The enveloping
algebra of a Lie algebra U(g) is a bialgebra with∆(x) = x⊗ 1+ 1⊗ x and ε(x) = 0 where x ∈ g.
These two latter algebras are cocommutative in the sense that each tensor∆(a) is symmetric and even Hopf algebras, that
is, there is an antihomomorphism S : H → H , called the antipode, such that
(S ⊗ idH) ◦∆ = u ◦ ε = (idH ⊗ S) ◦∆.
Here u : F → H is the unit map of H defined by u(λ) = λ · 1H , for any λ ∈ F . In the case of F [G]we have S(g) = g−1 and in
the case of U(g)we have S(x) = −x, g, x as before.
A vector space A over F is called a (right) H-comodule if there is a vector space homomorphism ρ : A→ A⊗H satisfying
(ρ ⊗ idH) ◦ ρ = (idA ⊗∆) ◦ ρ and (idA ⊗ ε) ◦ ρ = idA. (17)
An algebra Awhich is a comodule over a bialgebra H is called an H-comodule algebra if the comodule map ρ : A→ A⊗ H
is an algebra homomorphism.
For example, if H = F [G] then A is an H-comodule algebra if and only if A is a G-graded algebra. The comodule map on a
G-graded algebra A =⊕g∈G Ag is defined by ρ(a) = a⊗ g if a ∈ Ag . The grading on an F [G]-module algebra is defined by
Ag = {a | ρ(a) = a⊗ g}, for any g ∈ G.
Another example is a differential algebra A over a field F of characteristic zero, with a locally finite derivation d : A→ A.
This is a comodule algebra over the polynomial algebra H = F [x]which is the enveloping algebra for a one-dimensional Lie
algebra spanned by x. If we choose a basis ofH in the form of divided powers x(n) = xn/n!, n = 0, 1 . . ., then theH-comodule
structure on A can be given by
ρ(a) =
∞∑
n=o
dn(a)⊗ x(n).
This is well defined because by our hypothesis there is N such that dN(a) = 0. This example easily extends to the case of
algebras with the set of several locally finite pairwise commuting derivations.
Now let us recall the definition [6] of a bicharacter on a bialgebra H as a linear function α : H ⊗ H → F satisfying the
following condition:
α(a, 1) = ε(a) = α(a, 1), α(a, bc) =
∑
a
α(a1, b)α(a2, c), α(ab, c) =
∑
c
α(a, c1)α(b, c2) (18)
for all a, b, c ∈ H . Here we use Sweedler’s notation∆(a) =∑a a1⊗ a2. Usually it is required that α is convolution invertible,
that is, there exists another function γ : H ⊗ H → F such that
α(a1 ⊗ b1)γ (a2 ⊗ b2) = ε(a)ε(b) = γ (a1 ⊗ b1)α(a2 ⊗ b2)
for any a, b ∈ H . Notice that there is similar notation for the structure comodule map ρ : A → A ⊗ H . Here we write
ρ(a) =∑a a0 ⊗ a1. Here all a0 are in Awhile a1’s are in H .
It is quite easy to check that the bicharacters onH = F [G],G a group, are just the extensions of bicharacters onG as defined
before. In the case of the enveloping algebra U(g) of an abelian Lie algebra g, any bicharacter is the natural extension of a
bilinear map α : g× g→ F .
Now we can define the α-tensor product C = A⊗α B of two H-comodule algebras A and B where H is a cocommutative
bialgebra, all vector spaces over the same field F . As a vector space, this is just C = A ⊗ B. Now the product is defined
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as follows. Suppose we want to compute (a ⊗ b)(c ⊗ d) where a, c ∈ A, b, d ∈ B. We compute ρ(b) = ∑b b0 ⊗ b1 and
ρ(c) =∑c c0 ⊗ c1. Then we compute all the scalars α(b1, c1) and finally write
(a⊗α b)(c⊗α d) =
∑
b,c
α(b1, c1)(ac0)⊗α(b0d). (19)
In the case of H = F [G] we have the previous definition (16). In the case of F [x]-algebras A, B with derivation d such that
d2(A) = 0 and d2(B) = 0 we would have ρ(c) = c ⊗ 1+ d(c)⊗ x, for c ∈ A, and ρ(b) = b⊗ 1+ d(b)⊗ x, for b ∈ B, and
then
(a⊗α b)(c⊗α d) = (ac)⊗ (bd)+ α(x, x)(ad(c))⊗ (d(b)d),
follows because by definition, α(1, x) = α(x, 1) = ε(x) = 0.
Now the following is the direct analogue of the A⊗ B Theorem [4].
Theorem 4.2. Let A and B be H-comodule algebras where H is a bialgebra of dimension d. Suppose A and B are PIalgebras with
sequences of codimensions {cn(A)} and {cn(B)} (see [7]). Then the following is true for all sufficiently large n:
d2ncn(A)cn(B) ≥ cn(A⊗α B). (20)
Proof. We fix a basis {e1, . . . , ed} and introduce the structure constants for the operations in H as follows
eiej =
d∑
k=1
ζ kij ek and ∆(ei) =
d∑
j,k=1
δ
jk
i (ej ⊗ ek).
We will need the following observation.
Lemma 4.3. Let C be an H-comodule algebra, c ∈ C. Suppose ρ(c) =∑dk=1 c(k) ⊗ ek. Then
(c(i))(j) =
d∑
k=1
δ
ij
k c
(k).
Additionally, c =∑dk=1 ε(ek)a(k).
Proof. We apply the first of the two comodule axiom (17). We obtain
(ρ ⊗ idH)ρ(c) = (ρ ⊗ 1)
d∑
i=1
c(i) ⊗ ei =
d∑
i,j=1
(c(i))(j) ⊗ ej ⊗ ei. (21)
(idC ⊗∆)ρ(a) = (1⊗∆)
d∑
i=1
c(i) ⊗ ei =
d∑
k,m,l=1
c(k) ⊗ (δmlk em)⊗ el. (22)
The coefficient of ei ⊗ ej on the right-hand side of (21) equals (c(i))(j) while on the right-hand side of (22) the respective
coefficient is
∑d
k=1 c(k)δ
ij
k . This proves the first claim in the Lemma. The second claim is obvious from the comodule
axioms. 
Now given any elements a1, . . . , an ∈ A and b1, . . . , bn ∈ B, σ ∈ Sn we have to compute the products
(aσ(1)⊗α bσ(1)) · · · (aσ(n)⊗α bσ(n)).
To simplify the notation, we assume that σ = id and start with the first nontrivial case n = 2. In this case using (19) we
obtain
(a1⊗α b1)(a2⊗α b2) =
d∑
k1,k2,l1,l2=1
ε(ek1)α(el1 , ek2)ε(el2)(a
(k1)
1 a
(k2)
2 )⊗ (b(l1)1 b(l2)2 ). (23)
In the case of n = 3 we use (23) to obtain the following, where we apply Lemma 4.3,
(a1⊗α b1)(a2⊗α b2)(a3⊗α b3)
=
(
d∑
k1,k2,l1,l2=1
ε(ek1)α(el1 , ek2)ε(el2)(a
(k1)
1 a
(k2)
2 )⊗ (b(l1)1 b(l2)2 )
)
(a3⊗α b3)
=
d∑
k1,k2,k3,l1,l2,l3,t=1
ε(ek1)α(el1 , ek2)ε(el2)α(eu, ek3)(δ
l1s
t ζ
u
sl2)ε(el3)(a
(k1)
1 a
(k2)
2 a
(k3)
3 )⊗ (b(t)1 b(l2)2 b(l3)3 ).
Notice that the coefficients arising in the computation do not depend on the elements a1, . . . , an and b1, . . . , bn but
rather on the structure of the bialgebra H and the cocycle α. Using induction by nwe now are able to write the result of the
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computation as follows. To simplify the notation, we write k¯ = (k1, . . . , kn) and l¯ = (l1, . . . , ln). Then we have
(aσ(1)⊗α bσ(1)) · · · (aσ(n)⊗α bσ(n)) =
∑
k¯,l¯
pi(k¯, l¯)
(
a(k1)σ (1) · · · a(kn)σ (n)
)
⊗α
(
b(l1)σ (1) · · · b(ln)σ (n)
)
, (24)
for some coefficients pi(k¯, l¯), which do not depend on a1, . . . , an and b1, . . . , bn, as noted above. After this computation
the general pattern of Regev’s proof works pretty well. If we want to estimate the codimension of identities in A⊗α B
then we consider the polynomial f (x) = ∑ γαxσ(1) · · · xσ(n) with n! unknown coefficients {γσ | σ ∈ Sn} and substitute
x1 = a1⊗α b1, . . . , xn = an⊗α bn, use the fact that there are u(n) polynomials P1(x1, . . . , xn), . . . , Pu(n)(x1, . . . , xn) and
v(n) polynomials Q1(x1, . . . , xn), . . . ,Qv(n)(x1, . . . , xn) such that
a
(kσ(1))
σ (1) · · · a(kσ(n))σ (n) =
u(n)∑
i=1
ρ(σ , i)Pi(a
(k1)
1 , . . . , a
(kn)
n ).
Similarly,
b
(lσ(1))
σ (1) · · · b(lσ(n))σ (n) =
v(n)∑
j=1
τ(σ , j)Qj(b
(l1)
1 , . . . , b
(ln)
n ).
As a result, we have that each term a
(kσ(1))
σ (1) · · · a(kσ(n))σ (n) is a linear combination of the elements of A⊗α B of the form
Pi(a
(k1)
1 , . . . , a
(kn)
n )⊗α Qj(b(l1)1 , . . . , b(ln)n )
with coefficients which do not depend on a1⊗α b1, . . . , an⊗α bn but only on the structure of bialgebra H . The number of
these terms equals d2ncn(A)cn(B), d = dimH . So the rank of the system of equations for {γσ | σ ∈ Sn} does not exceed
d2ncn(A)cn(B). Every solution of the system provides a multilinear identity of A⊗α B. As a result, cn(A⊗α B)/led2ncn(A)cn(B),
as claimed. 
An immediate corollary is
Corollary 4.4. Let A and B be H-comodule algebras where H is a finite-dimensional bialgebra. Suppose A and B are PIalgebras.
Then A⊗α B also is a PIalgebra.
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