



Razvoj naprave za zaznavanje in
obve²£anje o posegih v gozdovih
Magistrsko delo




Izjavljam, da sem magistrsko delo izdelal samostojno pod vodstvom mentorja
prof. dr. Dejana Kriºaja. Izkazano pomo£ drugih sodelavcev sem v celoti
navedel v zahvali.
V Cerknem, dne 9.5.2016 Ciril Mo£nik
iv
Zahvala
Zahvaljujem se mentorju prof. dr. Dejanu Kriºaju za vso pomo£ in vzpodbudo
pri izdelavi magistrskega dela in izr. prof. dr. Simonu Dobri²ku za pregled dela
in koristne nasvete.





1.1 Razpoznavanje govora in zvokov . . . . . . . . . . . . . . . . . . . 6
1.2 Uporabljena metoda . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 MFCC  mel frekven£ni kepstralni koecienti . . . . . . . . . . . . 8
1.4 DSP procesorji . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Elektronsko vezje 17
2.1 Napajalnik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 eZDSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 GSM modem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 ZigBee omreºje . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Avdio kodek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Razpoznavanje zvo£nih vzorcev 25
3.1 Vektorska kvantizacija . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Kodna knjiga . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Programska oprema 29
4.1 Razvoj programske kode v okolju Matlab . . . . . . . . . . . . . . 30
vii
viii Vsebina
4.2 Programska koda za DSP procesor . . . . . . . . . . . . . . . . . 30
4.2.1 Inicializacija . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Glavna programska zanka . . . . . . . . . . . . . . . . . . 32
4.2.3 Zajem zvoka iz okolice, izena£evalnik . . . . . . . . . . . . 32
4.2.4 Oknenje s Hammingovim oknom, FFT, Mel ltriranje in
diskretna kosinusna transformacija . . . . . . . . . . . . . 33
4.2.5 Primerjava s kodnimi knjigami . . . . . . . . . . . . . . . . 35
4.2.6 Dimenzije vektorjev in matrik v procesu dolo£anja MFCC
zna£ilk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5 Rezultati 37
5.1 Rezultati testiranja v okolju Matlab . . . . . . . . . . . . . . . . . 37
5.1.1 Generiranje posameznih kodnih knjig . . . . . . . . . . . . 37
5.1.2 Generiranje skupne kodne knjige . . . . . . . . . . . . . . 39
5.1.3 Potek testiranja prepoznavanja . . . . . . . . . . . . . . . 40
5.1.4 Rezultati testiranja uspe²nosti prepoznavanja . . . . . . . 43
5.1.4.1 Ve£ kodnih knjig in osnovna VQ metoda . . . . . 46
5.1.4.2 Ve£ kodnih knjig in metoda VQ z metodo delitve
kodnega vektorja z Walshevimi funkcijami . . . . 50
5.1.4.3 Skupna kodna knjiga . . . . . . . . . . . . . . . . 53
5.1.4.4 Primerjava rezultatov testiranja . . . . . . . . . . 53
5.2 Rezultati testiranja DSP programske opreme in celotne naprave . 55





Zapis ²tevil v formatu Q15 in Q31 . . . . . . . . . . . . . . . . . . 67
A.2
Krivulje ROC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.3
Na£rt vezja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
x Vsebina
Seznam slik
1.1 Pretvorba signala v MFCC zna£ilke . . . . . . . . . . . . . . . . . 8
1.2 Odziv FIR ltra . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Okvirji vzor£enega signala . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Primerjava pravokotnega in Hammingovega okna . . . . . . . . . 11
1.5 Razmerje linearno frekven£no obmo£je - Mel obmo£je . . . . . . . 12
1.6 Mel uteºnostni ltri . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.7 Mel ltriranje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.8 Prikaz signalov med postopkom ra£unanja mel zna£ilk (vhodni
zvo£ni signal, oknenje, frekven£ni spekter in mel spekter) . . . . . 13
1.9 Spektra vhodnega zvo£nega vzorca . . . . . . . . . . . . . . . . . 14
1.10 Spekter MFCC zna£ilk . . . . . . . . . . . . . . . . . . . . . . . . 14
1.11 TMS320C5505 funkcionalen na£rt . . . . . . . . . . . . . . . . . . 16
2.1 Blok shema vezja . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Samostojno delovanje naprave . . . . . . . . . . . . . . . . . . . . 18
2.3 Delovanje naprave v lokalnem omreºju . . . . . . . . . . . . . . . 18
2.4 Tiskano vezje s perifernimi moduli . . . . . . . . . . . . . . . . . . 19
2.5 eZDSP razvojni modul . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6 Avdio kodek TLV320AIC3204 . . . . . . . . . . . . . . . . . . . . 22
xi
xii Seznam slik
2.7 Obdelava signala v vezju avdio kodeka . . . . . . . . . . . . . . . 23
2.8 Decimacijski lter . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1 Generiranje kodne knjige . . . . . . . . . . . . . . . . . . . . . . . 28
4.1 Testiranje kode v okolju Matlab . . . . . . . . . . . . . . . . . . . 29
4.2 Diagram poteka DSP . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1 Spektrogram zvo£nih vzorcev . . . . . . . . . . . . . . . . . . . . 38
5.2 Spektrogram MFCC zna£ilk vzorcev . . . . . . . . . . . . . . . . . 38
5.3 Razli£ne vrednosti parametra ε . . . . . . . . . . . . . . . . . . . 39
5.4 Tabela izra£una meje za uspe²no prepoznavo: M = 64, dim(x) =
12, t = 2s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.5 Tabela prepoznav: M = 64, dim(x) = 12, t = 2s . . . . . . . . . . 45
5.6 Krivulja ROC za kodno knjigo cs_run_03 . . . . . . . . . . . . . 46
5.7 Krivulja ROC za kodno knjigo cs_run_05 . . . . . . . . . . . . . 47
5.8 Krivulja ROC za kodno knjigo cs_run_09 . . . . . . . . . . . . . 47
5.9 Krivulja ROC za kodno knjigo cs_run_18 . . . . . . . . . . . . . 48
5.10 Krivulja ROC za posamezne kodne knjige . . . . . . . . . . . . . 49
5.11 Krivulja ROC z uporabo ve£ kodnih knjig hkrati . . . . . . . . . . 49
5.12 VQ + Walsh krivulja ROC za kodno knjigo cs_run_03 . . . . . . 50
5.13 VQ + Walsh krivulja ROC za kodno knjigo cs_run_05 . . . . . . 51
5.14 VQ + Walsh krivulja ROC za kodno knjigo cs_run_09 . . . . . . 51
5.15 VQ + Walsh krivulja ROC za kodno knjigo cs_run_18 . . . . . . 52
5.16 VQ + Walsh Krivulja ROC za posamezne kodne knjige . . . . . . 52
5.17 VQ + Walsh krivulja ROC z uporabo ve£ kodnih knjig hkrati . . 53
Seznam slik xiii
5.18 ROC krivulja klasikatorja z uporabno skupne kodne knjige . . . 54
A.1 Na£rt vezja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
xiv Seznam slik
Seznam tabel
5.1 Skupine zvokov . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Testni vzorci . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3 Najmanj²e potrebno ²tevilo kodnih knjig. . . . . . . . . . . . . . . 55
5.4 Razlika rezultatov posameznih ra£unskih operacij v okolju Matlab
in pri izvajanju v DSP procesorju . . . . . . . . . . . . . . . . . . 56
5.5 Primerjava prepoznavanje Matlab  DSP procesor, zvo£ni vzorec
v pomnilniku . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.6 Primerjava prepoznavanje Matlab  DSP procesor, zvo£ni vzorec
predvajan prek zvo£nika . . . . . . . . . . . . . . . . . . . . . . . 57
5.7 Rezultati testiranja na posnetih zvo£nih vzorcih predvajanih prek
zvo£nika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.8 Testiranje prepoznavanja motornih ºag v naravi . . . . . . . . . . 59
5.9 Rezultati testiranja zvo£nih vzorcev za generiranje kodnih knjig . 59
5.10 Poraba naprave v razli£nih reºimih delovanja . . . . . . . . . . . . 60
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MFCC Mel frequency cepstral coecients - mel frekven£ne kepstralne zna£ilke
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DCT digital cosinus transform - digitalna kosinusna transformacija
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Povzetek
Magistrsko delo je nastalo kot zaklju£ek podiplomskega magistrskega ²tudija
na Fakulteti za elektrotehniko Univerze v Ljubljani. Idejo za razvoj naprave, ki bi
s spremljanjem zvo£nega dogajanja v gozdu opozarjala na nedovoljene posege, je
dal moj mentor prof. dr. Dejan Kriºaj ºe med podiplomskim ²tudijem. Naprava
bi v komercialni izvedbi tako omogo£ila, da lahko lastnik gozdne parcele ukrepa
takoj ob povzro£eni ²kodi v gozdu, kar bi precejo poenostavilo odkrivanje storilcev
in izterjavo ²kode.
V uvodnih poglavjih je podan kratek pregled razvoja obdelave zvo£nih signa-
lov in uporabljene metode za prepoznavo zvoka iz okolice. Sledi glavni del, kjer
sta opisana elektri£no vezje naprave in razvoj pripadajo£e programske opreme
tako v Matlab okolju kot v C++ jeziku za DSP procesor. Zaklju£ni del naloge
predstavi rezultate testiranja v okolju Matlab, v laboratorijskem okolju s pred-
vajanjem zvo£nih vzorcev prek zvo£nika in v naravnem okolju. V zaklju£ku so
predlagane potrebne izbolj²ave in spremembe za komercialno uporabo naprave.
Klju£ne besede: digitalna obdelava signalov, mel frekven£ne kepstralne kom-




This master's thesis is a result of completion of post-graduate master's degree
studies at the Faculty of Electrical Engineering, at University of Ljubljana. The
idea to develop a device that would monitor audio events in the forest and warn
in case of illegal activities, gave my mentor prof. dr. Dejan Kriºaj, during the
post-graduate studies. The device in its commercial form enables owner to take
neccesary immediate actions upon suspicious activities in forest, which would
simplify the detection of oenders.
The introductory chapter gives a brief overview of the development of digi-
tal signal processing and the methods for environment sound recognition. Next
chapters describe electric circuit device and related software development in both
the Matlab environment as in C++ language for DSP processor. The nal part of
the thesis presents the results of testing, in Matlab in a laboratory environment
where the audio was played through the speaker and in a natural environment.
Finally improvements and changes needed before the marketing of the device are
proposed.
Key words: digital signal processing, mel frequency cepstral coecients, vector




Digitalno procesiranje zvoka ima ºe zelo dolgo zgodovino, od uporabe za zapis
glasbe na zgo²£enke do novej²ega primera izlo£evanja zvokov okolice pri mobil-
nih telefonskih aparatih. Najobseºnej²e je prav gotovo podro£je prepoznavanja
govora predvsem za namen identikacije, pretvorbe govora v tekst ali uporabe
govornih ukazov za upravljanje naprav. Na tem podro£ju je bila razvita mnoºica
metod in algoritmov, ki so poenostavili in pove£ali hitrost dela z zvo£nimi vzorci.
Miniaturizacija in razvoj na podro£ju integriranih vezij sta prinesla zmogljive
in poceni procesorje (DSP) namenjene digitalni obdelavi signalov, ki so omogo-
£ili uporabo obseºnih ra£unskih metod v realnem £asu. Hkrati z napredkom na
podro£ju razpoznave govora so za£eli uporabljati te metode tudi na podro£ju
prepoznave zvokov iz okolice, glasbe itd. V dana²njem £asu se tako sre£ujemo
z uporabo metod za obdelavo zvoka iz okolice na zelo razli£nih podro£jih, pri
prepoznavi pti£jih vrst, prepre£evanju kriminala v mestih, varnej²i voºnji, obve-
²£anju o gozdnih poºarih, £e na²tejemo le nekatere. Uporaba elektronskih naprav
z DSP procesorji v na²tetih primerih olaj²a delo, hitreje posreduje podatke, po-
cení uporabo in je zanesljivej²a od £loveka.
V naslednjih poglavjih je opisana naprava za opozarjanje na nelegalno se£njo
v gozdovih. Predvsem lastniki gozdnih posesti v odro£nej²ih predelih se namre£
redno sre£ujejo z nelegalno se£njo, kar jim povzro£a znatno ²kodo. Naprava je
prilagojena za ve£dnevno samostojne delovanje v zunanjem okolju z moºnostjo
sprejemanja ukazov prek omreºja GSM. Med delovanjem naprava spremlja zvoke
v okolici in v primeru prepoznave zvoka motorne ºage v bliºini posreduje opozorilo
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lastniku gozdne parcele v obliki SMS sporo£ila.
Osrednji del naprave je zmogljiv DSP procesor z majhno porabo, ki skrbi za
zajem in obdelavo podatkov ter komunikacijo z uporabnikom. Ostali sestavni
deli so ²e GSM modem, zunanji pomnilnik in napajalno vezje in kot moºnost
ZigBee vmesnik za povezovanje ve£ naprav v lokalno omreºje. Zaradi delovanja
v zunanjem okolju, je ohi²je odporno na vremenske pogoje, vir napajanja pa
zadostuje za nekajdnevno delovanje.
1.1 Razpoznavanje govora in zvokov
Hkrati z razvojem ra£unalnikov se je razvijala tudi znanost o razpoznavanju go-
vora in zvokov. Od skromnih za£etkov v petdesetih letih, ko je ra£unalnik lahko
razpoznal posamezne ²tevilke od ni£ do devet istega govorca, se je v sedemde-
setih letih razvoj pospe²il predvsem na ra£un nanciranja s strani ameri²kega
obrambnega ministrstva. Osemdeseta leta so prinesla velik preskok, ki je zasluga
uporabe statisti£ne metode imenovane prikriti modeli Markova. Zaradi stalnega
razvoja in izbolj²av je metoda Markova do danes ostala zelo priljubljena na po-
dro£ju razpoznavanja govora. Naslednje desetletje je bilo v znamenju vse ve£je
ra£unske mo£i procesorjev in njihove dostopnosti, osebni ra£unalnik je postal ce-
novno dosegljiv in s tem se je podro£je uporabe razpoznavanja govora selilo tudi
v vsakodnevno uporabo. Pojavile so se prve aplikacije za govorno upravljanje z
ra£unalni²kim operacijskim sistemom in programi. Na za£etku novega stoletja
se je tako uspe²nost prepoznave govora ustalila pri 80-ih odstotkih in tam ostala
skoraj do konca prvega desetletja, ko je pri²lo do novega napredka z uvedbo goo-
glove govorne aplikacije, ki je postopek prepoznavanja govora prenesla na svoje
podatkovne centre v oblaku. Tam je na razpolago velika baza podatkov z vzorci
£love²kega govora; s tem se metoda izogne dvema ovirama: koli£ini podatkov, ki
je na voljo za primerjavo, in sposobnosti uspe²nega procesiranja.
e je bila pozornost v za£etku usmerjena predvsem v uspe²no prepoznavanje £lo-
ve²kega govora ter snemanje, predvajanje in obdelavo glasbe, se je s prihodom
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zmogljive strojne in programske opreme za£elo delo tudi na podro£ju razpoznava-
nja zvokov iz okolice (RZO), delno z namenom odstranjevanja le teh kot mote£e
komponente pri prepoznavanju govora, predvsem pa zaradi moºnosti uporabe na
drugih podro£jih, kot so preu£evanje ºivalski vrst, varnost v naseljih, robotska
vozila. Metode RZO so tako vsaj na za£etku temeljile na metodah, ki so imele
svojo izvorno uporabo v prepoznavanju govora. Pri uporabi za RZO so se te
metode izkazale za manj uspe²ne predvsem zaradi nestacionarnosti, pomanjkanja
ponavljajo£ih se gradnikov v zvoku, kot so na primer fonemi v govoru, v pri-
merjavi z glasbo pa zaradi odsotnost ritma ali melodije. Novej²e raziskave na
podro£ju RZO se tako osredoto£ajo na analizo z vidika nestacionarnosti zvokov
[6]. Evidentno morajo biti metode robustne in prilagodljive glede na mnoºico
razli£nih kategorij zvoka iz okolice.
Stacionarne tehnike za RZO lahko temeljijo na psihoakusti£nih lastnostih zvoka,
kot so jakost, vi²ina tona in barva, na matemati£nih lastnostih, kot so ²tevilo
prehodov skozi ni£lo, energija signala v dolo£enem kratkem intervalu in spremi-
njanje spektra signala. Melovi kepstralni frekven£ni koecienti (MFCC), ki sem
jih uporabil v nalogi, so ena od metod stacionarne enalize. Nestacionarne tehnike
za RZO poleg lastnosti signala v frekven£nem prostoru upo²tevajo tudi £asovni
prostor.
1.2 Uporabljena metoda
Za namen razpoznavanja zvoka iz okolice v nalogi je bil uporabljen postopek gene-
riranja MFCC zna£ilk iz zvo£nega vzorca in primerjave le teh s kodnimi knjigami
v pomnilniku [8] [10] [11]. Omenjena metoda je bila izbrana zaradi omejene ra£un-
ske zmogljivost in razpoloºljivega pomnilnika za programsko kodo na razvojnem
modulu eZDSP. Kodne knjige so generirane z uporabo LBG algoritma vektorske
kvantizacije, z razli£nim ²tevilom in dimenzijo vektorjev z namenom testiranja
najbolj²e kombinacije parametrov. Zvo£ni vzorci za generiranje kodnih knjig
so omejeni na 10 sekund, testni zvo£ni vzorci pa na eno in dve sekundi. LBG
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algoritem je bil uporabljen v osnovni obliki in v modicirani obliki z uporabo
Walshevih funkcij, ki obetajo manj²o srednjo kvadratno napako [4]. Preizku²ena
sta bila tudi primera z uporabo enotne kodne knjige za vse zvo£ne vzorce in s
posameznimi kodnimi knjigami. V zadnjem primeru je bil zaradi podvajanja na
podlagi rezultatov poiskan najmanj²i nabor kodnih knjig, ki ²e zagotavlja enak
rezultat kot poln nabor kodnih knjig.
1.3 MFCC  mel frekven£ni kepstralni koecienti
Za uspe²no izvajanje RZO je potrebno generirati opis signala, ki bo vseboval do-
volj parametrov potrebnih za razpoznavanje. Med najbolj raz²irjenimi je metoda
generiranja MFCC zna£ilk.
Slika 1.1: Pretvorba signala v MFCC zna£ilke
Pri tej metodi (slika: 1.1) vhodni avdio signal iz mikrofona najprej frekven£no
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omejimo z nizkoprepustnim ltrom, da prepre£imo prekrivanje vzorcev zaradi
omejene frekvence vzor£enja. Ker imajo niºje frekvence v frekven£nem spektru
signala ve£jo energijo, moramo vzor£eni signal tudi frekven£no izena£iti z ustre-
znim frekven£nim izena£evalnikom. Spekter zvoka, ki ga ºelimo prepoznavati v
na²em primeru, ima ve£ energije v niºjem delu spektra, zato moramo oja£ati po-
dro£je vi²jih frekvenc. Izena£evalnik realiziramo kot FIR lter prvega reda; na
sliki 1.2 je prikazan odziv ltra. Po ltriranju izvr²imo na vzor£enem signalu ²e
kratko£asovno diskretno Fourierjevo transformacijo. To je diskretna Fourierjeva
transformacija (DFT) na kraj²ih izsekih vzor£enega signala, ki jih predhodno
oknimo. Trajanje takega okvirja je obi£ajno 10 do 25 ms, v na²em primeru je
izbrana dolºina okvirja N = 256 vzorcev, kraj²a dolºina okvirja nam prinese
niºjo frekven£no lo£ljivost, dalj²a dolºina okvirja vi²jo. Izbrano ²tevilo vzorcev
v okvirju je kompromis med frekven£no lo£ljivostjo in ra£unsko zahtevnost. Pri
frekvenci vzor£enja fs = 16 kHz je trajanje vzorca: tv = N/fs = 16 ms.
Slika 1.2: Odziv FIR ltra
Dolºina prekrivanja vzorcev je enaka polovi£ni dolºini okvirja. S prekrivanjem
okvirjev doseºemo, da informacija, ki je vsebovana na robovih okvirjev in bi se
med procesiranjem izgubila, ostane, ker so robovi okvirja vsebovani v naslednjem
okvirju. Matemati£no pomeni okvirjanje vzor£enega signala mnoºenje s pravo-
kotnim oknom. Pravokotno okno ima slabo zadu²ene stranske snope, kar lahko
privede do spektralnega pu²£anja. Energija posamezne frekven£ne komponente se
tako seli v druge dele spektra. Zato posamezne okvirje oknimo s Hammingovim
oknom: w(n) = 0, 54 − 0, 46 · cos(2π n
N
) , ki ima mnogo bolj zadu²ene stranske
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Slika 1.3: Okvirji vzor£enega signala
snope. Primerjava obeh oken je na sliki 1.4.
Mo£nostni spekter signala v posameznem okvirju dobimo z izra£unom abso-
lutnih vrednosti posameznih frekven£nih odzivov. Te vrednosti bi ºe lahko bile
zna£ilke za nadaljno obdelavo v prepoznavanju zvoka. Veliki koli£ini podatkov, ki
v na²em primeru pomeni dolgotrajno in kompleksno obdelavo, se lahko izognemo
z uporabo metode melodi£nih frekven£nih ltrov, ki posnemajo zna£ilno ob£utlji-
vost £love²kega u²esa. love²ko uho ni za vse frekvence enako ob£utljivo, ampak
je manj ob£utljivo pri vi²jih frekvencah, njegova ob£utljivost je torej nelinearna.
Mel lestvica je tako skoraj linearna do frekvence 1 kHz in logaritemska za vi²je
frekvence.




love²ko uho oziroma poslu²alec zaznava zvok znotraj dolo£enega frekven£-
nega pasu kot enako glasnega, ne glede na to ali znotraj tega pasu spreminjamo
frekven£no ²irino pri enaki jakosti in centralni frekvenci. Takoj, ko so v zvoku
prisotne frekven£ne komponente izven tega pasu, se ob£utek glasnosti spremeni.
Na podlagi te lastnosti je nastala omenjena mel lestvica, ki podaja vi²ine posa-
meznih tonov, ki jih £love²ko uho zaznava kot tone z enakim razmakom. Ena£ba
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Slika 1.4: Primerjava pravokotnega in Hammingovega okna
1.1 tako podaja razmerje med skalo denirano v Hz in skalo v mel (melodi£nih)
enotah; potek je razvide s slike 1.5.
Frekven£ne pasove modeliramo kot trikotne uteºnostne ltre, katerih centralne
vrednosti ustrezajo neenakomerni frekven£ni ob£utljivosti £love²kega u²esa, ozi-
roma posameznim mel vrednostim (slika 1.6).
Izhod posameznega mel ltra je tako vsota ltriranih mo£nostnih komponent
(slika 1.7).
Izhodne vrednosti iz mel ltrov ²e logaritmiramo zato, da dodatno zmanj²amo
dinamiko, poleg tega ima uho logaritemski odziv in je hkrati manj odzivno na
majhne spremembe pri vi²ji jakosti zvoka kot pri niºji. Slika 1.8 prikazuje izsek
signala na razli£nih stopnjah obdelave. Kon£na operacija pri ra£unanju MFCC
zna£ilk je inverzna Fourierjeva transformacija (IFT). Ker je logaritem mo£no-
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Slika 1.5: Razmerje linearno frekven£no obmo£je - Mel obmo£je
Slika 1.6: Mel uteºnostni ltri
stnega spektra realen in simetri£en, se IFT poenostavi v diskretno kosinusno
transformacijo (DCT), s katero preidemo nazaj v £asovni prostor. Dodatna pred-
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Slika 1.7: Mel ltriranje
Slika 1.8: Prikaz signalov med postopkom ra£unanja mel zna£ilk (vhodni zvo£ni
signal, oknenje, frekven£ni spekter in mel spekter)
nost DCT transformacije je, da so zna£ilke v sosednjih izsekih manj korelirane.
Na sliki 1.9a je prikazan mo£nostni spekter vhodnega signala, na sliki 1.9b loga-
ritem mo£nostnega spektra ltriranega z mel ltri in na sliki 1.10 spekter MFCC
zna£ilk.
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(a) Mo£nostni spekter zvo£nega vzorca (b) Log ltriranega mo£nostnega spektra
Slika 1.9: Spektra vhodnega zvo£nega vzorca
Slika 1.10: Spekter MFCC zna£ilk
1.4 DSP procesorji
Digitalni signalni procesorji (DSP) so se pojavili na za£etku osemdesetih let kot
namenski procesorji za obdelavo signalov. Njihov razvoj od takrat strmo nara-
²£a in v zadnjih letih so DSP jedra postala obi£ajna tudi v zmogljivej²ih splo²no
namenskih procesorjih. e od za£etka sta bili arhitektura in zgradba DSP pro-
cesorjev pogojeni s so£asnimi DSP algoritmi, tako lahko skozi razvoj DSP-jev
spremljamo razvoj matemati£nih algoritmov za obdelavo signalov. Lep primer je
FIR lter, njegova osnovna matemati£na operacija je zmnoºi in pri²tej (MAC).
Pred pojavom prvih DSP procesorjev so procesorji to nalogo re²evali z nizom
pomi£nih in se²tevalnih operacij. Prvi komercialno dostopni DSP je to re²il s
specializirano MAC strojno enoto, ki je isto nalogo opravila v enem samem stroj-
1.4 DSP procesorji 15
nem ciklu. Takih namenskih enot, ki hitro izvr²ujejo posamezne operacije, je v
modernih DSP procesorjih navadno ve£, kar omogo£a paralelno delovanje in s tem
obdelavo signalov v realnem £asu. Tudi spominska struktura se navadno razlikuje
od obi£ajnih procesorjev, tako sta programski del in podatkovni del lo£ena (har-
wardska arhitektura), vse z namenom hitrej²ega delovanja. Predvsem pri cenej²ih
DSP procesorjih se uporablja format zapisa ²tevil s ksno vejico. Procesor z za-
pisom ²tevil v obliki plavajo£e vejice ima veliko prednosti pri programiranju in
numeri£nih izra£unih, poleg tega ne pozna napake prelitja ²tevila. Tak procesor
ima dve pomembni pomanjkljivosti: draºjo izdelavo in s tem vi²jo ceno ter ener-
gijsko potratnost. Zaradi tega je ²tevilo DSP procesorjev s ksno vejico mnogo
ve£je, predvsem zaradi zahtev po cenenosti in energijski var£nosti.
V tej nalogi je bil uporabljen 16 bitni DSP procesor s ksno vejico TMS320C5505
podjetja Texas Instruments. Njegove glavne zna£ilnosti so:
 zelo nizka poraba
 frekvenca DSP do 150 MHz
 FFT koprocesor
 dve 17 X 17 bitni MAC enoti
 128k ROM, 256k SARAM in 64k DARAM
Na sliki 1.11 je prikazan funkcionalen na£rt procesorja, kjer vidimo poleg ostalega
tudi veliko izbiro komunikacijskih kanalov in moºnosti povezovanja z zunanjimi
napravami.
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Slika 1.11: TMS320C5505 funkcionalen na£rt
2 Elektronsko vezje
Glavni cilj naloge je razvoj naprave za prepoznavanje dolo£enega zvoka iz okolice
in obve²£anje uporabnika o uspe²ni prepoznavi prek GSM omreºja. Naprava mora
omogo£iti tudi moºnost povezovanja ve£ enakih naprav v lokalno omreºje ZigBee.
Zaºeljena je £im dalj²a avtonomija in moºnost delovanja v razli£nih vremenskih
pogojih. Na podlagi teh zahtev je bil izdelan blokovni na£rt naprave (slika 2.1).
Slika 2.1: Blok shema vezja
Naprava je predvidena za samostojno delovanje in za delovanje v lokalnem
17
18 Elektronsko vezje
omreºju ve£ povezanih naprav ZigBee (sliki 2.2 in 2.3).
Slika 2.2: Samostojno delovanje naprave
Slika 2.3: Delovanje naprave v lokalnem omreºju
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Zaradi zmanj²anja stro²kov razvoja prototipa je bila dana prednost razvojni
opremi eZDSP, ki na ²estslojnem tiskanem vezju majhnih dimenzij zdruºuje vse
potrebne komponente za digitalno obdelavo zvoka. Dodatno je bilo razvito nosilno
tiskano vezje za priklop modula, z dodatnimi perifernimi enotami in napajalnikom
za generiranje potrebnih napajalnih napetosti (slika 2.4).
Slika 2.4: Tiskano vezje s perifernimi moduli
Nosilni modul sestavljajo periferne enote:
 napajalno vezje za pretvorbo 6 V ali 12 V napetosti iz gel akumulatorja
 modul GSM
 vezje za pretvorbo napetostnih nivojev
 modul ZigBee
 EEPROM
 pomnilni²ka kartica SD
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Iz priloge A.3 je razviden na£rt vezja nosilnega modula. Vezje je izdelano
na dvostranskem tiskanem vezju FR4, mehansko obdelanem tako, da omogo£a
montaºo v ohi²je s stopnjo IP64 za²£ite pred vremenskimi vplivi (popolnoma
za²£iteno pred vdorom prahu in za²£iteno pred pr²enjem vode).
2.1 Napajalnik
Napajalno vezje je predvideno za uporabo 6 V ali 12 V zaprtih svin£enih gel aku-
mulatorjev. Stikalni napajalnik LM22670 zagotavlja napajalno napetost 3,3 V za
napajanje modemov in spominske kartice. Z linearnim regulatorjem TLV70018
dobimo iz napetosti 3,3 V ²e napetost 1,8 V potrebno za pretvornik napeto-
stnih nivojev. Dodaten linearni regulator LD29080 z majhnim padcem napetosti
pa napaja napaja 5 voltni eZDSP modul. 3,3 V napajalna napetost ima poleg
obi£ajnega elektrolitskega kondenzatorja z visoko kapacitivnostjo ²e dodaten ele-
ktrolitski kondenzator, ki sluºi kot zaloga energije v obdobju, ko je GSM modem
v oddajnem na£inu in je za kratek £as potrebno zagotoviti vi²jo mo£.
2.2 eZDSP
Razvojni modul eZDSP vsebuje vse potrebne elemente za razvoj aplikacij za
razpoznavanje zvoka iz okolice. Procesor DSP, avdio kodek, napajalno vezje,
mikrofonski priklju£ek in povezava USB z razvojnim okoljem in veliko primeri
uporabe sestavljajo cenovno zelo ugoden razvojni komplet (slika 2.5 ). V fazi
razvoja naprave so taki razvojni kompleti zelo dobrodo²li, saj se z njim izognemo
razvoju ustreznega tiskanega vezja, kar lahko predstavlja velik stro²ek. Robni
konektor modula, prek katerega so dostopne glavne komunikacijske linije DSP
procesorja (SPI, RX/TX, SD), sluºi za priklop na nosilni modul s perifernimi
enotami. Razvojni modul je dobro podprt s programsko opremo, razvojno okolje
pa je za uporabo na tem modulu brezpla£no. Na voljo je tudi veliko primerov
programske kode za DSP procesor in avdio kodek.
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Slika 2.5: eZDSP razvojni modul
2.3 GSM modem
Za povezovanje v omreºje GSM je uporabljen modem proizvajalca ENFORA v
kompaktni izvedbi z nosilcem kartice GSM in antenskim konektorjem. Modem
je skladen z omreºjima 850/1900 in 900/1800. Komunikacija z njim poteka prek
serijskega vmesnika s prenosom od 300 b/s do 115200 kb/s v obi£ajnem formatu
8N1 ali po izbiri. Napajalna napetost je lahko v obmo£ju od 3,3 V do 4,5 V.
Pri priklapljanju moramo paziti na napetostni nivo priklju£kov za serijsko komu-
nikacijo, ki delujejo z 1,8 V logiko; to pomeni, da rabimo za povezavo na DSP
procesor pretvornike nivojev 3,3 V ⇔ 1,8 V, isto velja tudi za splo²no namenske
priklju£ke.
2.4 ZigBee omreºje
Brezºi£no omreºje ZigBee, ki sledi standardu IEEE 802.15.4, je v zadnjih letih
postalo zelo priljubljeno, nekaj zaradi svoje enostavnosti, ²e ve£ pa na ra£un
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pospe²enega uvajanja pametnih hi² in tako imenovanega okolja interneta stvari.
Omogo£a povezljivost v zvezdasto ali drevesno strukturo omreºja in kljub majhni
izhodni mo£i dosega zunaj zgradb razdalje do 100 m. V napravo je lahko vgrajen
ZigBee modem TG-ETRX2 proizvajalca Telegesis, z ustreznim vmesnikom pa
lahko uporabimo tudi druge modeme. Napajalna napetost je 3,3 V, maksimalna
mo£ na oddaji pa 2 mW oziroma 6 mW v boost na£inu. Na vezju si deli serijski
kanal skupaj z GSM modemom, kar pomeni, da so£asno delovanje ni moºno.
Na£in delovanja (GSM ali ZigBee modem) lahko po potrebi izbiramo programsko.
2.5 Avdio kodek
Vezje za zajem in kodiranje avdio signala z mikrofona se nahaja na eZDSP mo-
dulu, sestavljeno je iz integriranega vezja TLV320AIC3204 proizvajalca Texas
Instruments, oscilatorja, vhoda za mikrofon in izhoda za slu²alke ter nekaj do-
datnih pasivnih komponent. Njegova poenostavljena blokovna shema in zna£ilen
primer uporabe sta na slikah 2.6a in 2.6b.
(a) Poenostavljena blok shema vezja kodeka
(b) Zna£ilen primer uporabe vezja
Slika 2.6: Avdio kodek TLV320AIC3204
V na²em primeru je bil kondenzatorski mikrofon zaradi zmanj²anja ²uma upo-
rabljen v diferencialni vezavi, za kar smo uporabili analogna vhoda v integrirano
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vezje kodeka. Vezje za nastavitev vhodne impedance (ICNT) na sliki 2.7 omo-
go£a izbiro vhodne impedance z vrednostmi 10 kΩ, 20 kΩ ali 40 kΩ. V nasle-
dnji stopnji je oja£evalnik z nastavljivim oja£anjem (PGA) od 6 do 53,5 dB za
diferencialen vhod. Digitalna kontrola glasnosti (DVC) pride v po²tev pri mul-
timedijskih aplikacijah, tako kot blok za natan£no nastavitev glasnosti (DGA).
Stopnja (FIR/IIR) nudi niz registrsko nastavljivih ltrov. Mikrofon se napaja
direktno iz vezja kodeka, kar omogo£a nastavitev razli£nih napajalnih napeto-
sti. Analogno digitalen konverter (ADC) omogo£a frekvence vzor£enja od 8 kHz
do 192 kHz, v na²em primeru je bila uporabljena frekvenca vzor£enja 16 kHz.
Vezje kodeka omogo£a tudi uporabo ve£ razli£nih ltrov in avtomatske kontrole
oja£anja (AGC), ki odpravijo potrebo po predhodni analogni ltraciji signala.
Slika 2.7: Obdelava signala v vezju avdio kodeka
Filtri oziroma funkcije, ki jih lahko uporabimo z nastavljanjem registrov, so:
 lter prvega reda IIR
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 niz treh ali petih bikvadratnih ltrov
 lter nastavljivega reda FIR, najve£ 20 ali 25
 avtomatska kontrola oja£anja (AGC)
 decimacijski lter
Rekursivni ltri drugega reda (ali bikvadratni ltri) v vezju kodeka imajo





223 − 2D1z−1 −D2z−2
(2.1)
Koecienti ltra: N0, N1, N2, D1inD2 so shranjeni, v obliki 24 bitnega pred-
zna£enega ²tevila, v treh osembitnih registrih v A/D pretvorniku. Koeciente
dolo£imo z vpisom vrednosti v registre pred A/D pretvarjanjem, med A/D pre-
tvorbo teh vrednosti ne moremo spreminjati. Privzeta vrednost koecientov ob
resetu je: N0 = 223, N1 = N2 = D1 = D2 = 0. V fazi razvoja prototipa je bil
uporabljen samo prednastavljen decimacijski lter s karakteristiko na sliki 2.8.
Slika 2.8: Decimacijski lter
3 Razpoznavanje zvo£nih vzorcev
Zna£ilke MFCC opisane v poglavju 1.3 podajajo zna£ilnosti posameznega zvoka iz
okolice, za ustrezno prepoznavanje pa potrebujemo metodo, ki bo na podlagi teh
zna£ilk dolo£ila pripadnost zvoka. Izbrana je bila metoda vektorske kvantizacije,
ki je ra£unsko enostavnej²a kot primerljive metode, obenem pa zagotavlja dobre
rezultate prepoznavanja. To je zelo pomembno z vidika var£evanja z energijo
zaradi akumulatorsko napajane naprave.
3.1 Vektorska kvantizacija
Vektorska kvantizacija (VQ) je proces preslikave vektorjev iz obseºnega vektor-
skega prostora v kon£no ²tevilo obmo£ij v vektorskem prostoru. Vsako tako
obmo£je je denirano s centralnim vektorjem ali centroidom, zbir vseh central-
nih kodnih vektorjev imenujemo kodna knjiga in je speci£na za posamezen vir
zvoka iz okolice. Osnovni algoritem za izra£un kodnih vektorjev je algoritem
LBG (Linde-Buzo-Gray), ki je opisan v naslednjem poglavju. Ta algoritem ima
osnovno pomanjkljivost, da pri danem za£etnem kodnem vektorju vedno konver-
gira k najbliºjemu lokalnemu minimumu. Zato je bil testiran ²e modiciran LBG
algoritem z uporabo Walshevih funkcij.
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3.2 Kodna knjiga
Za izra£un vektorjev kodne knjige rabimo mnoºico vektorjev (v na²em primeru
so to MFCC zna£ilke), ki je dovolj velika, da z njo zajamemo vse statisti£ne
posebnosti izvora. Predpostavimo, da imamo mnoºico MFCC vektorjev velikosti
N, ki smo jih dobili iz na²ih zvo£nih vzorcev.
V = {x1,x2,x3, ...,xN} (3.1)
Vektorji xn so dimenzije k, ta je enaka ²tevilu MFCC zna£ilk.
xn = {xn,1, xn,2, xn,3, ..., xn,k}, n = 1, 2, 3, ..., N (3.2)
tevilo kodnih vektorjev cn, n = 1, 2, 3, ...M lahko prosto izberemo, seveda pa
ve£je ²tevilo kodnih vektorjev pomeni dalj²e operacije ra£unanja in ne nujno tudi
sorazmerno bolj²ih rezultatov. Dimenzija kodnih vektorjev je enaka dimenziji
vektorja xn, torej
cn = {cn,1, cn,2, cn,3, ..., cn,k}, n = 1, 2, 3, ...,M (3.3)
Ta nabor kodnih vektorjev predstavlja na²o kodno knjigo. Kodni vektorji de-
nirajo obmo£ja Sn = {S1, S2, S3, ..., SM} tako, da za vsak vektor xn velja, da je







‖xn − P (xn)‖2 (3.4)
Kodna knjiga mora izpolnjevati dva pogoja. Prvi pogoj je da mora obmo£je
kodnega vektorja vsebovati vse vektorje iz mnoºice N, ki so mu bliºje kakor ostalim
vektorjem iz kodne knjige.
Sm = {x : ‖x− cm‖2 ≤ ‖x− cn‖2 ∀ n = 1, 2, 3, ..., N}, (3.5)
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Za izra£un kodnih vektorjev iz na²e mnoºice vzorcev je bil primarno upora-
bljen LBG (Linde-Buzo-Gray) postopek in nato za primerjavo ²e KEVRW (Ke-
kre's Error Vector Rotation using Walsh Sequence) algoritem [4]. Slednji je izpe-
ljan iz LBG algoritma le, da za izra£un novih kodnih vektorjev v vsakem koraku
uporabimo Walshevo funkcijo pomnoºeno z vrednostjo ε.
Izra£un kodnih vektorjev z LBG algoritmom:
1. izra£unamo prvi kodni vektor kot centroid celotne mnoºice vektorjev iz
na²ih vzorcev
2. podvojimo velikost kodne knjige tako, da razdelimo vsak kodni vektor na
dva vektorja po pravilu
y+n = yn(1 + ε), y
−
n = yn(1− ε) (3.7)
3. za vsak vektor izra£unamo pripadnost kodnemu vektorju
4. posodobimo vsak kodni vektor, da je enak centroidu njegovega obmo£ja
5. ponavljamo koraka 3 in 4, dokler razdalja do centroida ne pade pod dolo£eno
vrednost
6. ponavljamo koraka 2 do 4, dokler ni generirana kodna knjiga velikosti M
Na sliki 3.1 je prikazano zaporedje generiranja kodne knjige s ²tirimi kodnimi
vektorji v mnoºici dvodimenzionalnih vektorjev.
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Slika 3.1: Generiranje kodne knjige
4 Programska oprema
Razvoj programske opreme je bil zastavljen tako, da bo programska oprema naj-
prej razvita in preizku²ena v okolju Matlab. Ko bodo rezultati testiranja zado-
voljivi in izbrana najbolj²a re²itev, bo na podlagi Matlabove kode razvita c koda
za DSP procesor na modulu eZDSP (slika 2.5). V okolju Matlab se izra£una tudi
kodne knjige za na² nabor vzorcev zvoka iz okolice, matriko mel lterskih koeci-
entov, koeciente Hammingovega okna in DCT matriko. Po pretvorbi v ustrezen
format koeciente prenesemo v trajni pomnilnik procesorja. Slika 4.1 prikazuje
potek testiranja kode.
Slika 4.1: Testiranje kode v okolju Matlab
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4.1 Razvoj programske kode v okolju Matlab
Razvojno okolje Matlab omogo£a, da lahko hitro razvijemo in preizkusimo nov
algoritem za DSP aplikacijo. Mnogo rutin za aplikacije s podro£ja digitalne obde-
lave signalov ºe vsebujejo orodjarne v Matlabu, tako se lahko osredoto£imo samo
na na² problem. V nasprotju z delom na razvojnem modulu odpade zamudno
prevajanje programske kode in na²e re²itve lahko takoj preizkusimo. Razvojna
okolja za procesorje navadno ne ponujajo tak²nih moºnosti razhro²£evanja kot
Matlab orodje.
Prvi korak pri razvoju kode v okolju Matlab je zagotoviti zadostno ²tevilo vzorcev
ciljnega zvoka iz okolja, ki smo ga nameravali prepoznavati, to je zvoka motorne
ºage med delom v gozdu. Del zvo£nih vzorcev je bil pridobljen iz virov na in-
ternetu [1], del pa je bil posnet v naravi. Vsi zvo£ni vzorci so bili po snemanju
obdelani s programsko opremo AUDACITY, kjer je bila dolºina vzorca skraj²ana
na deset sekund in po potrebi frekven£no omejena. Za vsak vzorec so bile izra£u-
nane MFCC zna£ilke [5] in nato s postopkom VQ in modiciranim VQ postopkom
²e kodna knjiga.
4.2 Programska koda za DSP procesor
Programska oprema, ki se izvaja na DSP procesorju, je bila razvita v jeziku C++
v razvojnem okolju Code Composer Studio. Okolje je za razvojni modul eZDSP
brezpla£no brez omejitev in omogo£a vse, kar se od sodobnega razvojnega okolja
pri£akuje. Poenostavljen diagram poteka je prikazan na sliki 4.2.
4.2.1 Inicializacija
V procesu inicailizacije najprej nastavimo za£etne parametre procesorja in av-
dio kodeka. S temi nastavitvami omogo£imo komunikacijo med procesorjem in
perifernimi napravami. Potek inicializacije:
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Slika 4.2: Diagram poteka DSP
32 Programska oprema
 omogo£imo urni impulz do vseh perifernih delov znotraj DSP procesorja
 omogo£imo delovanje avdio kodeka
 nastavimo komunikacijski kanal I2C
 inicializiramo avdio kodek z osnovnimi nastavitvami in omogo£imo komu-
nikacijo I2C s procesorjem
 nastavimo avdio kodek za zajem podatkov s 16 bitno lo£ljivostjo in vzor£no
frekvenco 16 kHz
 nastavimo vhod avdio kodeka
4.2.2 Glavna programska zanka
Glavna programska zanka se izvaja vsaki dve minuti ob nastopu prekinitve ure
realnega £asa. Takoj na za£etku izvajanja se zajame zvok iz okolice v trajanju
ene sekunde. Za ta vzorec se izra£unajo MFCC zna£ilke in primerjajo s kodno
besedo. V primeru pozitivne razpoznave se ponovi analiza zvoka in v primeru
dveh zaporednih prepoznav se inicializira modem in po²lje SMS obvestilo. Po
poslanem SMS sporo£ilu ostane sistem pripravljen za sprejem ukazov prek mo-
dema, po preteku tega £asa pa se vrne v normalno delovanje spremljanja zvoka
v okolici. Ves sistem je v stanju zmanj²ane porabe med dvema obdelavama in v
no£nem £asu.
4.2.3 Zajem zvoka iz okolice, izena£evalnik
Zvok iz okolice se vzor£i dve sekundi, podatki prve sekunde se ne shranjujejo,
ampak se za£no shranjevati ²ele podatki naslednje sekunde vzor£enja. V 16 bi-
tnem formatu se shranijo kot vektor v pomnilnik procesorja RAM.
Naslednji korak je izena£evanje signala s ltrom FIR. Za razvoj aplikacij za digi-
talno obdelavo signalov na DSP procesorju TMS320C55xx je na voljo knjiºnica
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s 50 splo²no namenskimi funkcijami za digitalno obdelavo signalov [2]. Tako za
ltriranje s FIR ltrom uporabimo funkcijo: ushort oag = r (DATA *x, DATA
*h, DATA *r, DATA *dbuer, ushort nx,ushort nh).
Za primer je spodnja razlaga pomena posameznih parametrov funkcije:
ushort oag → zastavica za prelitje
DATA *x → kazalec na vhodni vektor nx elementov v Q15 formatu
DATA *h → kazalec na vektor komponent ltra, v zaporedju h0, h1, h3, h4, h5
DATA *r → kazalec na izhodni vektor, lahko je enak vhodnemu vektorju
DATA *dbuer → pomnilnik zakasnitve
ushort → ²tevilo vzorcev nx
ushort → velikost ltra nh
Rezultat ltriranja se po koncu operacije prepi²e £ez vhodni vektor.
4.2.4 Oknenje s Hammingovim oknom, FFT, Mel ltriranje in dis-
kretna kosinusna transformacija
Vse ²tiri operacije bomo izvajali zaporedoma na okvirjih vektorja dolgih 256
vzorcev. Okvirji se medsebojno prekrivajo za polovi£no ²irino ali 128 vzorcev.
Programska zanka ima obliko:
for i=1:n (²tevila okvirjev)
mnoºimo z vektorjem Hammingovega okna
izra£unamo magnitudo FFT (funkcija: rt32 iz knjiºnice)
for j=1:m (²tevilo mel ltrov)
mnoºimo z mel ltrom in se²tejmo
end
logaritmiramo
mnoºimo z DCT matriko ⇒ MFCC vektor
end
Funkcija mnoºenja v knjiºnici DSP kot vhodne in izhodne podatke uporablja
vektorje v Q31 formatu (ve£ o Q15 in Q31 formatu v prilogi A.1), kar pomeni da
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moramo na² vektor, ki je v Q15 formatu mnoºiti z 216, da ga pretvorimo v Q31
format. V binarnem zapisu to pomeni pomik levo za 16 mest in zapis v nov 32
bitni vektor v pomnilnik. Koeciente Hammingovega okna smo ºe predhodno
izra£unali in pretvorili v Q31 format v okolju matlab in se nahajajo v pomnilniku
procesorja ROM. Sledi Fourierjeva transformacija in izra£un njene absolutne
vrednosti. Funkcija rt32 nam zaradi simetri£nosti transformacije vrne samo
prvo polovico vrednosti, ki so hkrati skalirane, da ne pride do prelitja. Za
izra£un absolutne vrednosti transformacije najprej premaknemo elemente levo,
da kompenziramo skaliranje, nato sledi mnoºenje vsakega £lena samega s sabo,
se²tevanje in korenjenje. Korenjenje ²tevil v Q31 formatu izvajamo v rutini za
korenjenje nepredzna£enih dolgih celih ²tevil. Da rezultat korenjenja pretvorimo
v Q31 format, ga mnoºimo s konstanto SQRT31:
M31  ²tevilo v Q31 formatu
N  decimalno ²tevilo

































Koecienti mel ltra so v pomnilniku procesorja shranjeni v Q15 formatu,
kar pomeni, da jih moramo pred mnoºenjem z vzorcem pretvoriti v Q31 format
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s pomikanjem v levo za 16 mest. Po mnoºenju se²tejemo komponente vektorja
posameznega mnoºenja in logaritmiramo vsoto.
Zadnja operacija nad vhodnim vektorjem je diskretna kosinusna transformacija
(DCT). Matriko DCT smo izra£unali v okolju Matlab in jih pretvorjene v Q31
format shranili v pomnilnik procesorja. Produkti posameznega vektorja iz DCT
matrike in vhodnega vektorja so iskane MFCC zna£ilke za ta okvir vhodnega
signala. Ker zahtevajo razli£ne funkcije iz knjiºnice vhodne spremenljivke v raz-
li£nih formatih (Q15 ali Q31), je potrebno veliko pretvarjanja med formati in
stalna pozornost, da ne pride do prelitja spremenljivk ali da med pretvarjanjem
ne izgubimo preve£ natan£nosti.
4.2.5 Primerjava s kodnimi knjigami
Po izra£unu zna£ilk MFCC za vse okvirje vzete iz na²ega vhodnega signala na-
redimo primerjavo vzorca s kodnimi knjigami. Za vsak vektor iz matrike MFCC
zna£ilk izra£unamo evklidsko razdaljo do posameznih vektorjev kodne knjige. Is-
kana vrednost, ki nam pove, ali zvok, ki smo ga obdelali, pripada s kodno knjigo
opredeljenim vzorcem, je srednja vrednost minimalnih razdalj. V primeru, da
gre za pozitivno prepoznavo, torej je vsota manj²a od neke dolo£ene vrednosti,
se izvr²ijo podprogrami obve²£anja, v nasprotnem primeru nadaljujemo z analizo
zvoka iz okolice v rednih £asovnih presledkih.
4.2.6 Dimenzije vektorjev in matrik v procesu dolo£anja MFCC zna-
£ilk
Za laºjo predstavo je tu podan potek ra£unskih operacij prepoznave z dimenzi-
jami vektorjev in matrik, ki nastopajo v tem procesu.
Vektor vzor£enih vrednost s razdelimo na N = round(dim(S)
128









Vektor okvirja iz na²ega vzorca mnoºimo z vektorjem komponent Hammingovega
okna, mnoºimo istoleºne elemente med sabo.∣∣∣1, 256∣∣∣× ∣∣∣1, 256∣∣∣ = ∣∣∣1, 256∣∣∣
Rezultat transforma FFT je vektor enake dimenzije.
FFT(
∣∣∣1, 256∣∣∣)→ ∣∣∣1, 256∣∣∣
Filtriranje z mel ltrom s ²tiridesetimi koecienti. Koecienti mel ltra so zapi-
sani v matriki 40× 256. ∣∣∣40, 256∣∣∣× ∣∣∣1, 256∣∣∣T = ∣∣∣1, 40∣∣∣
Koecienti diskretne kosinusne transformacije se nahajajo v matriki 13× 40.∣∣∣13, 40∣∣∣× ∣∣∣1, 40∣∣∣T = ∣∣∣1, 13∣∣∣
Rezultat je vektor MFCC zna£ilk dimenzije 13 za trenutni okvir iz vzor£enega
signala.
5 Rezultati
Testiranje uspe²nosti re²itve za prepoznavo dolo£enega zvoka iz okolice je pote-
kalo v dveh stopnjah. Najprej je bila v okolju Matlab razvita programska oprema,
s katero so bile testirane posamezne razli£ice izbrane metode prepoznavanja. Te-
stirani so bili naslednji parametri:
 enotna kodna knjiga, ve£ posameznih kodnih knjig
 dolºina kodne knjige: 64, 32 in 16 vektorjev
 £as trajanja testnega zvo£nega vzorca: 1s in 2s
 dimenzija vektorja MFCC zna£ilk: 12 bitov, 6 bitov
Na podlagi rezultatov testiranja je bila izbrana kombinacija spremenljivk z
najbolj²im rezultatom, ki je sluºila za razvoj programske opreme za DSP procesor.
5.1 Rezultati testiranja v okolju Matlab
5.1.1 Generiranje posameznih kodnih knjig
Za izra£un posamezne kodne knjige so bili uporabljeni 10-sekundni zvo£ni po-
snetki delovanja razli£nih motornih ºag v razli£nih pogojih. Na sliki 5.1 je pri-




(a) CS-run-01.wav (b) CS-run-02.wav
(c) CS-run-03.wav (d) CS-run-04.wav
Slika 5.1: Spektrogram zvo£nih vzorcev
(a) MFCC-CS-run-01.wav (b) MFCC-CS-run-02.wav
(c) MFCC-CS-run-03.wav (d) MFCC-CS-run-04.wav
















zdruºeni v skupno matriko. Matrika je sluºila za izra£un skupne kodne knjige,
po postopku opisanem v poglavju 3.2. Tako generirana skupna kodna knjiga ima
prednosti, da zavzame v pomnilniku procesorja precej manj prostora in da se
proces primerjave s kodno knjigo izvr²i samo enkrat.
5.1.3 Potek testiranja prepoznavanja
Za testiranje uspe²nosti prepoznavanja je bilo izbranih 22 razli£nih zvo£nih zapi-
sov delovanja motorne ºage dolºine dveh sekund in 29 zvo£nih posnetkov drugih
zvo£nih virov, ki so sluºili za dolo£anje meje pozitivnega prepoznavanja zvoka
motorne ºage. Zvo£ni vzorci so bili razporejeni v posamezne skupine (tabela:
5.1) glede na vir zvoka.





avto na cesti 3
zvoki v gozdu 5
govor 3
hrup 3
Tabela 5.1: Skupine zvokov
 motorna ºaga: uporabljeni so zvoki motorne ºage med polnim delovanjem
 motorno kolo: zvo£na skupina ve£jih motornih koles s ²tiritaktnimi motorji
 moped: pri manj²ih motornih kolesih se obi£ajno uporablja dvotakten mo-
tor, torej enak kot pri motornih ºagah
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 dizelski motor: traktorji, ki se veliko uporabljajo za delo v gozdu, so ve£i-
noma opremljeni z dizelskimi motorji
 avto in avtomobilska cesta: v gozdnih parcelah, ki leºijo blizu avtomobilskih
cest, je ta zvo£na skupina prevladujo£a
 zvoki v gozdu: v to skupino je uvr²£eno petje ptic, ogla²anje vran, ²um
vetra
 govor: vzorci govora iz naravnega okolja
 hrup: pok, brnenje, razbijanje
Vzorec Zvo£na skupina Vzorec Zvo£na skupina
cs_01 motorna ºaga cs_02 motorna ºaga
cs_03 motorna ºaga cs_04 motorna ºaga
cs_05 motorna ºaga cs_06 motorna ºaga
cs_07 motorna ºaga cs_08 motorna ºaga
cs_09 motorna ºaga cs_10 motorna ºaga
cs_11 motorna ºaga cs_12 motorna ºaga
cs_13 motorna ºaga cs_14 motorna ºaga
cs_15 motorna ºaga cs_16 motorna ºaga
cs_17 motorna ºaga cs_18 motorna ºaga
cs_19 motorna ºaga cs_20 motorna ºaga
cs_21 motorna ºaga cs_22 motorna ºaga
mc_01 motorno kolo mc_02 motorno kolo
mc_03 motorno kolo mc_04 motorno kolo
mc_05 motorno kolo mo_01 moped
mo_02 moped mo_03 moped
mo_04 moped mo_05 moped
dm_01 dizelski motor dm_02 dizelski motor
dm_03 dizelski motor dm_04 dizelski motor
42 Rezultati
Vzorec Zvo£na skupina Vzorec Zvo£na skupina
dm_05 dizelski motor ac_01 avto na cesti
ac_02 avto na cesti ac_03 avto na cesti
fo_01 zvoki v gozdu fo_02 zvoki v gozdu
fo_03 zvoki v gozdu fo_04 zvoki v gozdu
fo_05 zvoki v gozdu go_01 govor
go_02 govor go_03 govor
bu_01 hrup bu_02 hrup
bu_03 hrup
Tabela 5.2: Testni vzorci
Mejna vrednost pozitivne prepoznave zvoka iz okolja je bila dolo£ena na na-
slednji na£in:
1. Zvo£ni vzorec, na podlagi katerega je bila dolo£ena zvo£na knjiga, razdelimo
na deset okvirjev dolgih eno sekundo.
2. Za vsak posamezen okvir izra£unamo srednjo evklidsko razdaljo za to kodno
knjigo: Ecsn .






4. Za vse testne vzorce, ki ne pripadajo zvo£ni skupini motorne ºage, poi²£emo
evklidsko razdaljo Es.
5. Meja pozitivne prepoznave je dolo£ena kot:
RK = Ecs + 0, 95(min(Es)− Ecs).
Srednja vrednost minimalnih evklidskih razdalj posameznih vektorjev mora
biti torej manj²a ali enaka mejni vrednosti za pozitivno razpoznavo zvo£nega
vzorca, da lahko govorimo o pozitivni prepoznavi zvoka.





min(‖cm − xk‖) ≤ RK (5.1)
RK ,mejna vrednost pozitivne prepoznave za kodno knjigo K
cmε{c1, c2, ..., cM}, vektorji kodne knjige
xnε{x1,x2, ...,xN},MFCC zna£ilke testnega zvo£nega vzorca
N, ²tevilo testnih vzorcev
Vsaka kodna knjiga je bila izra£unana za velikostM = 64,M = 32 in M = 16
vektorjev kodne knjige. Dimenzija teh vektorjev je bila dim(x) = 12 ali dim(x) =
6, uspe²nost prepoznavanja pa je bila testirana z zvo£nimi vzorci dolºine t =
2s in t = 1s. Skupno je bilo torej izpeljanih 12 razli£nih testov.
5.1.4 Rezultati testiranja uspe²nosti prepoznavanja
Rezultati so bili izvoºeni iz Matlaba v excellovo preglednico, kjer so bili doda-
tno obdelani. Primer tabele za izra£un meje uspe²ne prepoznave je prikazan na
sliki 5.4, na sliki 5.5 pa je primer uspe²no uvr²£enih testnih zvo£nih vzorcev po
posameznih kodnih knjigah; ti so ozna£eni zeleno. Na podlagi teh podatkov so
bile izdelane ROC krivulje, kjer smo spreminjali prag pozitivne uvrstitve oziroma
pripadnosti dolo£enemu razredu. Razlaga krivulj ROC je podana v prilogi A.2.
V okviru na²ega klasikatorja (v na²em primeru gre za diskretni klasikator, ki
vra£a napoved ali testni primer pripada vzorcu razredu motornih ºag ali ne),



















































5.1.4.1 Ve£ kodnih knjig in osnovna VQ metoda
Na ROC grah (slike 5.6, 5.7, 5.8, 5.9) so prikazane krivulje uvrstitve za nekatere
kodne knjige za razli£ne parametre. Oznake v legendi za posamezno krivuljo
pomenijo (od leve proti desni): ²tevilo vektorjev v kodni knjigi, dolºino £asovnega
vzorca in dimenzijo vektorjev. Zaradi omejitev strojne opreme je bila dolºina
programske kode, kamor so spadale tudi kodne tabele, omejena na 64 kB. Zaradi
tega je bilo potrebno izbrati tako kombinacijo parametrov, ki bo dala najbolj²e
rezultate ob najmanj²i porabi razpoloºljivega programskega prostora. Na podlagi
krivulj ROC je bila kot najustreznej²a izbrana kombinacija kodne knjige s 16
vektorji in dimenzijo vektorja 12, trajanje vzor£enega signala je bilo omejeno na
eno sekundo.
Slika 5.6: Krivulja ROC za kodno knjigo cs_run_03
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Slika 5.7: Krivulja ROC za kodno knjigo cs_run_05
Slika 5.8: Krivulja ROC za kodno knjigo cs_run_09
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Slika 5.9: Krivulja ROC za kodno knjigo cs_run_18
Na² namen je bil uporabiti v kon£ni aplikaciji ve£ kodnih knjig, ki skupaj
dajo najbolj²e rezultate. Na ROC grafu slika 5.10 je razvidna uspe²nost klasika-
torja za vsako posamezno kodno knjigo. Na podlagi ROC krivulj so bile izbrane
kodne knjige CS_run_03, CS_run_09 in CS_run_18. Da bi izbolj²ali raz-
merja pravilno uvr²£enih pozitivnih primerov v primerjavi z napa£no uvr²£enimi
negativnimi primeri za na² nabor testnih primerov, je bil klasikator nadgrajen
z raz²irjenim naborom kodnih knjig. Tako sta bili v nabor kodnih knjig doda-
tno uvr²£eni kodni knjigi CS_run_01 in CS_run_12, namesto kodne knjige
CS_run_09 pa je bila uporabljena kodna knjiga CS_run_05. ROC graf raz-
merja TPR in FPR (slika 5.11 ) prikazuje krivulji klasikatojev za oba nabora
kodnih knjig, iz katerih je razvidno, da z obseºnej²im naborom petih kodnih knjig
doseºemo ºe natan£nost prek 90 odstotkov.
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Slika 5.10: Krivulja ROC za posamezne kodne knjige
Slika 5.11: Krivulja ROC z uporabo ve£ kodnih knjig hkrati
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5.1.4.2 Ve£ kodnih knjig in metoda VQ z metodo delitve kodnega
vektorja z Walshevimi funkcijami
Kot je opisano v prej²njem poglavju, smo tudi v tem primeru naredili primer-
javo klasikatorjev z razli£nimi parametri kodnih knjig. Krivulje klasikatorjev
za nekaj primerov kodnih knjig so prikazane na slikah 5.12, 5.13, 5.14 in 5.15.
Zaradi primerjave smo tudi v tem primeru izbrali enake parametre za nastavitev
kodne knjige, sliki 5.16 in 5.17 tako prikazujeta klasikatorje za posamezne kodne
knjige in za izbrano kombinacijo kodnih knjig. Iz ROC karakteristik klasikatorja
vidimo, da nadgradnja VQ metode z Walshevimi funkcijami ne prinese bistvenih
izbolj²av. Rezultat je malenkost bolj²i pri uporabi samo treh kodnih knjig, pri
uporabi petih kodnih knjig pa je rezultat slab²i.
Slika 5.12: VQ + Walsh krivulja ROC za kodno knjigo cs_run_03
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Slika 5.13: VQ + Walsh krivulja ROC za kodno knjigo cs_run_05
Slika 5.14: VQ + Walsh krivulja ROC za kodno knjigo cs_run_09
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Slika 5.15: VQ + Walsh krivulja ROC za kodno knjigo cs_run_18
Slika 5.16: VQ + Walsh Krivulja ROC za posamezne kodne knjige
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Slika 5.17: VQ + Walsh krivulja ROC z uporabo ve£ kodnih knjig hkrati
5.1.4.3 Skupna kodna knjiga
ROC krivulja klasikatorja z uporabo skupne kodne knjige za vse zvo£ne vzorce
je na sliki 5.18. Ta klasikator je v primerjavi s klasikatorjem, ki uporablja
ve£ kodnih knjig, precej slab²i v primeru, da ºelimo nizko razmerje FPR. Pred-
nost uporabe skupne kodne knjige je v £asu potrebnem za klasikacijo, ki je za
mnogokratnik ²tevila kodnih knjig kraj²i kot pri uporabi ve£ kodnih knjig.
5.1.4.4 Primerjava rezultatov testiranja
Kon£na primerjava med testnimi rezultati nam pokaºe, da VQ metoda z uporabo
Walshevih funkcij za izra£un novih kodnih vektorjev v VQ iteraciji ne izbolj²a pre-
poznavanje testnih vzorcev. Tudi uporaba skupne kodne knjige da precej slab²e
rezultate v primerjavi z uporabo ve£ kodnih knjig. Za uspe²no uporabo metode
ve£ kodnih knjig v DSP procesorju moramo zmanj²ati obseg ²tevila kodnih knjig
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Slika 5.18: ROC krivulja klasikatorja z uporabno skupne kodne knjige
na velikost, ki jo ²e lahko v celoti shranimo v razpoloºljiv pomnilnik. To pomeni,
da je potrebno izbrati kodno knjigo z najmanj²im ²tevilom kodnih vektorjev in
najmanj²o dimenzijo vektorjev in izlo£iti vse kodne knjige, ki prepoznajo iste
zvo£ne vzorce. Tabela 5.3 podaja najmanj²e potrebno ²tevilo kodnih knjig za
razli£ne kombinacije parametrov. Tako je bila pri metodi z uporabo ve£ kodnih
knjig najmanj²a poraba prostora 32 × 16 × 12 × 5 = 4 kB, z uporabo skupne
kodne knjige pa ta zna²a 32 × 32 × 12 = 1, 5 kB, vendar pri manj²em ²tevilu
prepoznanih vzorcev.
Na podlagi testiranja, je bila kot najprimernej²a izbrana kombina-
cija s 16 vektorji z dimenzijo 12 v kodni knjigi in trajanjem vzorca
eno sekundo. ROC krivulja klasikatorja s petimi kodnimi knjigami,
cs_run_01, cs_run_03, cs_run_05, cs_run_12 in cs_run_18, izra£unanimi
z uporabo klasi£nega LBG algoritma je potrdila, da je to za nabor testnih vzorcev
izbira z zadovoljivimi rezultati.
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Parametri kodne knjige Prepoznanih vzorcev min ²t. kodnih knjig
M=64, dim(x)=12, t=2 s 20 6
M=32, dim(x)=12, t=2 s 20 6
M=16, dim(x)=12, t=2 s 20 6
M=64, dim(x)=6, t=2 s 20 5
M=32, dim(x)=6, t=2 s 20 7
M=16, dim(x)=6, t=2 s 19 5
M=64, dim(x)=12, t=1 s 20 6
M=32, dim(x)=12, t=1 s 20 5
M=16, dim(x)=12, t=1 s 20 5
M=64, dim(x)=6, t=1 s 19 8
M=32, dim(x)=6, t=1 s 20 9
M=16, dim(x)=6, t=1 s 19 8
Tabela 5.3: Najmanj²e potrebno ²tevilo kodnih knjig.
5.2 Rezultati testiranja DSP programske opreme in celotne
naprave
Programska oprema za DSP procesor je bila zasnovana na podlagi Matlab kode.
Kodne knjige, matrika mel ltrov, matrika oknjenja s Hammingovim oknom in
matrika DCT transformacije so izra£unane v okolju Matlab in po pretvorbi v
Q15 ali Q31 format vpisane v pomnilnik DSP procesorja. Kot testni zvo£ni vzo-
rec je bil izbran zvo£ni zapis cs_19, ki je bil za testiranje ujemanja rezultatov
pretvorjen v Q15 zapis in vpisan v pomnilnik procesorja. Po preverjanju ustre-
zne natan£nosti izra£unov v programski opremi je bilo testirano razpoznavanje
vzorcev predvajanih prek zvo£nika in razpoznavanje zvoka v naravi. Na koncu je
bila naprava ²e trajnostno testirana, z namenom ugotavljanja £asa delovanja do
menjave akumulatorja.
Najprej je bilo testirano ujemanje vmesnih rezultatov pri izvajanju kode v oko-
56 Rezultati
lju Matlab in C kode v procesorju DSP. Celoten postopek razpoznavanja je bil
razdeljen na zaklju£ene enote, znotraj katerih se vr²i posamezna stopnja obde-
lave vzor£enega signala (ltriranje, oknenje, FFT...). Izhodni rezultati ra£unskih
operacij v teh enotah so bili primerjani z rezultati v okolju Matlab, ujemanje
pa mora biti v okviru natan£nosti, ki jo pri£akujemo. V tabeli 5.4 je prikazana
primerjava rezultatov obdelave signala po posameznih stopnjah v okolju Matlab
in z DSP procesorjem. S testom je bilo preverjeno pravilno delovanje C kode v
DSP procesorju.
Srednja vrednost razlike Standardni odklon









Filtriranje -0,1424 0,1295 4, 1 · 10−6 3, 5 · 10−6
Oknenje -0,1577 0,1516 5, 5 · 10−6 5, 7 · 10−6
abs(FFT ) 0,0008 0,5508 1, 4 · 10−5 9, 5 · 10−6
MEL ltriranje 0,0003 0,0043 1, 6 · 10−6 1, 8 · 10−6
log10 -0,2670 -1,4618 6, 7 · 10−4 4, 5 · 10−4
DCT -2,9729 3,0841 2, 1 · 10−3 1, 6 · 10−3
MFCC -3,7174 3,8689 3, 3 · 10−3 2, 6 · 10−3
Tabela 5.4: Razlika rezultatov posameznih ra£unskih operacij v okolju Matlab
in pri izvajanju v DSP procesorju
Drugi test je primerjal rezultate prepoznavanja zvo£nega vzorca iz pomnilnika
procesorja. Rezultati so v tabeli 5.5.
Zadnji primerjalni test je preveril rezultate prepoznavanja zvo£nega vzorca
predvajanega prek zvo£nika, rezultati so v tabeli 5.6. Vidimo, da je razlika med
rezultati ve£ja, kar je pri£akovano, glede na to, da je zvo£ni vzorec predvajan
prek zvo£nika, vendar je v ve£ini primerov v okviru ±10 %.
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Kodna tabela Matlab DSP Razlika
cs_run_01 0,3713 0,3708 0,0005
cs_run_03 0,4649 0,4634 0,0015
cs_run_05 0,2760 0,2761 0,0001
cs_run_12 0,3409 0,3401 0,0008
cs_run_18 0,5019 0,5007 0,0012
Tabela 5.5: Primerjava prepoznavanje Matlab  DSP procesor, zvo£ni vzorec v
pomnilniku
Matlab DSP Razlika
cs_run_01 0,3713 0,3935 0,0222
cs_run_03 0,4649 0,4864 0,0215
cs_run_05 0,2760 0,2542 0,0218
cs_run_12 0,3409 0,4369 0,0960
cs_run_18 0,5019 0,4766 0,0253
Tabela 5.6: Primerjava prepoznavanje Matlab  DSP procesor, zvo£ni vzorec
predvajan prek zvo£nika
Kon£no testiranje programske opreme in celotne naprave za prepoznavanje
zvoka motorne ºage v okolici je bilo izvedeno na celotni mnoºici zvo£nih vzorcev
(zvok motorne ºage in ostali zvoki) in v naravnem okolju med delovanjem treh
razli£nih tipov motornih ºag. Zvo£ni vzorci, ki so bili pravilno uvr²£eni kot zvok
motorne ºage, so ozna£eni s TP, oziroma s TN, £e so bili pravilno uvr²£eni kot
zvok, ki ne pripada motorni ºagi. Zvo£ni vzorci, ki niso bili pravilno uvr²£eni,
imajo oznako FN oziroma FP. Rezultati testiranja na zvo£nih vzorcih predvajanih
prek zvo£nika so prikazani v tabeli 5.7. Prepoznavanja zvoka motorne ºage je bilo
uspe²no v 15-ih od 22-ih vzorcev ali 68 %.
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Testni zvok Zvo£na skupina Rezultat Testni zvok Zvo£na skupina Rezultat
cs_01 motorna ºaga TP cs_02 motorna ºaga FN
cs_03 motorna ºaga TP cs_04 motorna ºaga TP
cs_05 motorna ºaga FN cs_06 motorna ºaga FN
cs_07 motorna ºaga TP cs_08 motorna ºaga FN
cs_09 motorna ºaga FN cs_10 motorna ºaga TP
cs_11 motorna ºaga FN cs_12 motorna ºaga TP
cs_13 motorna ºaga TP cs_14 motorna ºaga TP
cs_15 motorna ºaga TP cs_16 motorna ºaga FN
cs_17 motorna ºaga TP cs_18 motorna ºaga TP
cs_19 motorna ºaga TP cs_20 motorna ºaga TP
cs_21 motorna ºaga TP cs_22 motorna ºaga TP
Drugi zvoki
mc_01 motorno kolo TN mc_02 motorno kolo TN
mc_03 motorno kolo TN mc_04 motorno kolo TN
mc_05 motorno kolo TN mo_01 moped TN
mo_02 moped FP mo_03 moped TN
mo_04 moped TN mo_05 moped TN
dm_01 dizelski motor TN dm_02 dizelski motor TN
dm_03 dizelski motor TN dm_04 dizelski motor FP
dm_05 dizelski motor TN ac_01 avto na cesti TN
ac_02 avto na cesti TN ac_03 avto na cesti TN
fo_01 zvoki v gozdu TN fo_02 zvoki v gozdu TN
fo_03 zvoki v gozdu TN fo_04 zvoki v gozdu TN
fo_05 zvoki v gozdu TN go_01 govor TN
go_02 govor TN go_03 govor TN
bu_01 hrup TN bu_02 hrup TN
bu_03 hrup TN
Tabela 5.7: Rezultati testiranja na posnetih zvo£nih vzorcih predvajanih prek
zvo£nika
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V tabeli 5.8 so prikazani rezultati testiranja v naravnem okolju. Testiranje
se je izvajalo na razli£ni oddaljenosti motornih ºag, med obratovanjem s polno
mo£jo in v prostem teku.
10 m 75 m
Oznaka motorne ºage Polna mo£ Prosti tek Polna mo£ Prosti tek
STIHL 039 TP TP TP FN
STIHL 170 TP TP FN FN
HUSQVARNA 285 CD TP TP TP FN
Tabela 5.8: Testiranje prepoznavanja motornih ºag v naravi
Za primerjavo je bilo opravljeno ²e testiranje zvo£nih vzorcev, ki so sluºili za
generiranje kodnih tabel (cs_run_01 ... cs_run_18), rezultati so v tabeli 5.9.
Od 18 vzorcev je bilo pravilno prepoznanih 15 ali 83 %.
Testni zvok Zvo£na skupina Rezultat Testni zvok Zvo£na skupina Rezultat
cs_run_01 motorna ºaga TP cs_run_02 motorna ºaga TP
cs_run_03 motorna ºaga TP cs_run_04 motorna ºaga TP
cs_run_05 motorna ºaga TP cs_run_06 motorna ºaga FN
cs_run_07 motorna ºaga TP cs_run_08 motorna ºaga FN
cs_run_09 motorna ºaga FN cs_run_10 motorna ºaga TP
cs_run_11 motorna ºaga TP cs_run_12 motorna ºaga TP
cs_run_13 motorna ºaga TP cs_run_14 motorna ºaga TP
cs_run_15 motorna ºaga TP cs_run_16 motorna ºaga TP
cs_run_17 motorna ºaga TP cs_run_18 motorna ºaga TP
Tabela 5.9: Rezultati testiranja zvo£nih vzorcev za generiranje kodnih knjig
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5.3 Avtonomija naprave
Za izra£un avtonomije naprave je bil predviden 6 V, 1,3 Ah akumulator zaprte
izvedbe. Cikel delovanja je sestavljen iz zajema zvoka iz okolice v trajanju 2 s,
£asa obdelave zvo£nega vzorca 20 s in stanja mirovanja, ki traja 2 minuti. Poraba
v primeru po²iljanja sporo£il SMS ni bila upo²tevana. Poraba je navedena v tabeli
2.6.
Reºim dela Tok [mA]
Zajem zvoka in obdelava 35,0
Po²iljanje SMS-a 200,0 - 1200,0
Mirovanje 12,0
Tabela 5.10: Poraba naprave v razli£nih reºimih delovanja
Trajanje delovanja naprave je tako enako:
t =
AKUkapaciteta · (Stopnj praznjenja)







1, 3 Ah · 0, 85
0, 035 A · 20
120




= 139 h (5.3)
139 h delovanja pomeni okvirno pet dni in pol avtonomije z nekaj rezerve.
Ker je to rezultat prototipne naprave, ki ima ²e kar nekaj moºnosti za zniºanje
porabe, je to povsem zadovoljiva ²tevilka.
6 Zaklju£ek
V prej²njih poglavjih opisana naprava za obve²£anje o posegih v gozdovih je bila
izdelana in preizku²ena na predhodno posnetih zvo£nih vzorcih in v naravi. Ce-
lotna naprava se nahaja v vodotesnem ohi²ju, da jo lahko uporabljamo v naravi
v vseh vremenskih razmerah. Razvoj strojne opreme je bil mo£no olaj²an z upo-
rabo razvojnega kompleta podjetja Texas Instruments in knjiºnice za digitalno
obdelavo signalov. Programska oprema je bila najprej razvita v programskem
okolju Matlab in je sluºila kot podlaga za razvoj programske opreme za DSP pro-
cesor v jeziku C++. Poseben poudarek pri razvoju je bil usmerjen na natan£nost
ra£unanja s ²tevili s ksno decimalno vejico.
Uporabljena metoda za prepoznavo zvokov iz okolice je bila razvita predvsem za
uporabo na podro£ju razpoznave govora in kot taka mogo£e ni najbolj primerna
za uporabo pri prepoznavanju tako speci£nega zvoka, kot je v na²em primeru
zvok motorne ºage. Kljub temu rezultati testiranja kaºejo, da dosegamo dokaj
visoko stopnjo prepoznavanja. Rezultati testov v laboratorijskem okolju s pred-
vajanjem zvoka so pokazali pomanjkljivost omejenega nabora kodnih knjig, zato
dolo£eno ²tevilo vzorcev zvoka motornih ºag ni bilo prepoznanih. eprav pomnil-
nik procesorja omogo£a dalj²o programsko kodo in je dovolj prostora tudi za ve£
kodnih knjig, je, ºal, razvojni DSP kit omejen na 64kB pomnilnika, iz katerega
se ob zagonu naloºijo programska koda in kodne knjige v pomnilnik procesorja.
Rezultati testiranja v naravi so ravno tako vzpodbudni. Med delovanjem s polno
mo£jo na dalj²i razdalji sicer ni bil prepoznan zvok motorne ºage MS170, ki pa je
ena najmanj²ih motornih ºag na trgu in temu ustrezno ti²ja. Ker so bili testi na
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dalj²i razdalji izvajani v izrazito neugodnem okolju (naprava je bila postavljena za
manj²o zgradbo, ki je zapirala direktno pot zvoku) lahko pri£akujemo v gozdnem
okolju enake ali bolj²e rezultate.
Za komercialno uporabo bi bilo potrebno razviti novo samostojno tiskano
vezje manj²ih dimenzij v namenskem ohi²ju. Uspe²nost prepoznavanja bi lahko
dodatno izbolj²ali z uporabo ve£ kodnih knjig, ki bi zajele tudi zvo£ne vzorce,
ki jih sedaj ²e ne prepoznamo uspe²no. as delovanja naprave brez menjave
akumulatorja je zadovoljiv, bi se pa precej pove£al ob optimizaciji napajalnika.
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Zapis ²tevil v formatu Q15 in Q31
Velika ve£ina sistemov za obdelavo signalov uporablja celo²tevilsko aritmetiko.
Celo²tevilski procesorji in strojna oprema so cenej²i, var£nej²i in hitrej²i ve£inoma
zaradi zmanj²ane velikosti zapisa podatkov, kjer zadostuje ºe 16 bitov, medtem
ko je za zapis s plavajo£o vejico potrebnih 32 bitov. V tej nalogi sta bila v
programski opremi za DSP procesor uporabljena celo²tevilska formata Q31 in
Q15, oziroma natan£neje Q1.31 in Q1.15 . Primarna naloga formata Q je omogo£iti
uporabo decimalnega ²tevila na celo²tevilski strojni opremi. V formatu Q15 je
tako najvi²ji bit rezerviran za predznak ²tevila, ostalih 15 bitov pa predstavlja
decimalno ²tevilo v obmo£ju −1 ≤ R < 1, podobno velja za Q31 format zapisa,
le da je tu decimalno ²tevilo zapisano z 31 biti. Primer pretvorbe decimalnega
²tevila v Q31 format:
R = 0, 123456789
Q31MSB = 0
Q3130−1 = round(R · 231)




Vsaka pretvorba med decimalnim in celo²tevil£nim zapisom vna²a napako, ki
se v DSP sistemih izraºa kot ²um. Isto velja tudi za pretvarjanje med formatoma
Q31 in Q15. Pri uporabi tega zapisa moramo biti tudi stalno pozorni na moºnost
prelitja pri ra£unskih operacijah. Obi£ajno se temu izognemo z uporabo skali-
ranja, ki omeji najvi²je vrednosti, da med ra£unskimi operacijami ne povzro£ijo
prelitja. Direktna posledica skaliranja je zmanj²ano razmerje signal/²um [3].
A.2
Krivulje ROC
Graf ROC je metoda prikazovanja, organiziranja in izbire klasikatorjev na pod-
lagi njihove u£inkovitosti [13]. V na²em primeru uporabljamo enostaven diskretni
klasikator, ki napove razvrstitev primera v enega od dveh razredov. Zvo£ni vzo-
rec je lahko pozitiven, predstavlja zvok motorne ºage, ali negativen, predstavlja
drug zvok. Imamo torej ²tiri moºnosti,
 klasikator je pravilno uvrstil pozitiven primer,
 klasikator je napa£no uvrstil pozitiven primer,
 klasikator je pravilno uvrstil negativen primer,
 klasikator je napa£no uvrstil negativen primer,




P TP - pravilno uvr²£en pozitivni FP - napa£no uvr²£en pozitivni
N FN - napa£no uvr²£en negativni TN - pravilno uvr²£en negativni
Tabela A.1: Moºni izidi klasikatorja
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Iz tabele A.1 izhajata metriki, ki smo ju uporabili v ROC grah. TPR = TP
P
je razmerje med pravilno uvr²£enimi pozitivnimi primeri in vsemi pozitivnimi
primeri, FPR = FP
P
pa je razmerje med napa£no uvr²£enimi negativnimi primeri
in vsemi negativnimi primeri. Natančnost = TP
TP+FP
je razmerje med vsemi pra-
vilno uvr²£enimi pozitivnimi primeri in vsemi primeri.
ROC graf tako prikazuje razmerje med deleºem pravilno uvr²£enih pozitivnih
primerov in deleºem napa£no uvr²£enih negativnih primerov. Diskretni klasi-
kator za vsak primer podaja samo eno to£ko v grafu, zato moramo za ve£ to£k
spreminjati prag odlo£itve klasikatorja.
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