Agent-Based System for Mobile Service Adaptation Using Online Machine Learning and Mobile Cloud Computing Paradigm by Nawrocki, Piotr et al.
Computing and Informatics, Vol. 38, 2019, 790–816, doi: 10.31577/cai 2019 4 790
AGENT-BASED SYSTEM FOR MOBILE SERVICE
ADAPTATION USING ONLINE MACHINE LEARNING
AND MOBILE CLOUD COMPUTING PARADIGM
Piotr Nawrocki, Bart lomiej Śnieżyński
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Abstract. An important aspect of modern computer systems is their ability to
adapt. This is particularly important in the context of the use of mobile de-
vices, which have limited resources and are able to work longer and more efficiently
through adaptation. One possibility for the adaptation of mobile service execution
is the use of the Mobile Cloud Computing (MCC) paradigm, which allows such
services to run in computational clouds and only return the result to the mobile
device. At the same time, the importance of machine learning used to optimize
various computer systems is increasing. The novel concept proposed by the au-
thors extends the MCC paradigm to add the ability to run services on a PC (e.g.
at home). The solution proposed utilizes agent-based concepts in order to create
a system that operates in a heterogeneous environment. Machine learning algo-
rithms are used to optimize the performance of mobile services online on mobile
devices. This guarantees scalability and privacy. As a result, the solution makes it
possible to reduce service execution time and power consumption by mobile devices.
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In order to evaluate the proposed concept, an agent-based system for mobile service
adaptation was implemented and experiments were performed. The solution devel-
oped demonstrates that extending the MCC paradigm with the simultaneous use of
machine learning and agent-based concepts allows for the effective adaptation and
optimization of mobile services.
Keywords: Agent-based system, machine learning, adaptation, mobile service, mo-
bile cloud computing
1 INTRODUCTION
The immense popularity of mobile devices, mainly smartphones, has brought about
a rapid development of mobile services. At the same time, this development of
mobile devices, including the availability of various sensors, has caused that the
services offered are becoming still smarter. They can adapt to the context in which
they are located and are able to learn some of their users’ behavioral patterns.
The user can obtain certain hints and context-based information from the device
(location, time, network communication method, light level, pulse, etc.) and from
the knowledge acquired in the learning process. The user may use this information
for a great variety of purposes, e.g. determining the best route or evaluating his/her
health. However, some mobile services overload the mobile device, especially in the
context of energy consumption. In such a situation, the Mobile Cloud Computing
(MCC) paradigm can be used. This paradigm makes it possible to execute these
services (or elements) in the cloud. Utilizing cloud resources allows service-oriented
computations (which would otherwise be resource-intensive) to be performed faster
using cloud infrastructure, and the results are sent to the mobile device. The ability
to change the location where the service is run makes it possible to optimize the
execution time of the service, also taking into account the energy consumption of
the mobile device. In MCC, in order to decide whether the mobile service should
run on the mobile device or in the cloud in the case in question, machine learning
algorithms can be used. An analysis of existing MCC solutions has shown that
the concept of using machine learning to optimize such systems has not yet been
thoroughly investigated. There are a few articles dealing with this topic such as [1]
and [2], also including the work conducted by the authors of this article: [3, 4]
and [5]. In addition, there are no comprehensive studies discussing the possibility
of extending the MCC paradigm to service-oriented computations on local PCs,
which has been demonstrated in a novel way by the authors of this article. Such
an extension allows the operating costs of a system to be decreased, but the system
becomes more complex. In this case, the use of machine learning is even more
justified.
A distributed system, like the one considered in this paper, is a natural envi-
ronment for agent-based solutions. If the environment is complex, it is very difficult
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to design all system details a priori. To overcome this problem, one can apply
a learning algorithm which makes it possible to adapt agents to the environment. In
multi-agent systems, most applications use reinforcement learning [6, 7, 8]. However,
in a complex environment (where the state-space is large), reinforcement learning
needs time to reach satisfactory performance and the knowledge learned is very
difficult to analyze. These problems suggest that other solutions, like supervised
learning, should be sought. It appears that this method can be also applied to
multi-agent systems and it yields results faster and in a human-readable form [9].
The main novelty of the solution proposed in this paper is the application of
the agent-based framework with agents which learn autonomously on a mobile de-
vice. This makes it possible to achieve scalable learning, because no computations
are performed on the data collected from mobile devices. It also protects privacy,
because the information collected about task execution is processed locally instead
of being sent to a server. An agent adapts the mobile service execution strategy
on-line. Mobile services may be executed on a computational cloud, a local PC
(personal computer) or a mobile device. The experiments are performed in a real
environment.
The structure of the article is as follows: Section 2 presents the analysis of
research in the field of agent-based systems in the context of mobile devices, Section 3
presents the concept of agent-based system for mobile service adaptation, Section 4
describes the implementation of this system, Section 5 introduces the results of the
experiments conducted and Section 6 contains conclusions.
2 RELATED WORK
Nowadays, an increase in the importance of agent-based systems can be noticed, es-
pecially when they are used as parts of heterogeneous environments. This approach
to developing systems facilitates communication between their elements located in
different places. Benefits of agent-based systems are that they are composed of intel-
ligent elements which are capable of learning and adapting. These elements are able
to communicate with one another and share experiences, which further helps the
evolution of the system to adapt to the current state of the environment. For this
reason, agent-based systems are among the best platforms for building intelligent
adaptive systems.
2.1 Learning Agents
The development of a complex, heterogeneous system is very difficult. It is practi-
cally impossible to foresee and design optimal behavior for all situations that may
arise. Therefore the agents must adapt to the situations they encounter. One of the
most commonly used adaptation mechanisms that may be applied for this purpose
is agents learning optimal behaviors.
The most common technique used for learning strategies in agent-based systems
is reinforcement learning [6, 7, 8]. The learning agent model assumes that the agent
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interacts with the environment in discrete steps, sets its state s by observing the
environment, executes actions and receives a reward r ∈ R. The reward is high if
its actions are good, and low if they are bad. The agent has to learn which ac-
tion should be executed in a given state. The formal model of learning is based
on a Markov process. Reinforcement learning algorithms are simple and computa-
tionally inexpensive. However, the process of learning requires a lot of trials and
without complex extensions it is inefficient in large state spaces [10]. This is a result
of the curse of dimensionality, a well-known problem in dynamic programming [11],
on which reinforcement learning is based. Another disadvantage of reinforcement
learning is the unreadability of the knowledge generated because the knowledge
learned is represented in a low-level manner (e.g. Q-value tables). Limitations of
reinforcement learning can be overcome by adding extensions to the basic algorithm.
One of the most impressive results has been achieved by combining reinforcement
learning and neural networks [12]. The Deep Q-Network developed as a result of
this approach allows the processing of large-dimensional spaces and even image pro-
cessing. However, it should be noted that such learning exhibits high computational
complexity. Therefore, currently it cannot be implemented on mobile devices.
Evolutionary computation, which is a second popular method of adaptation used
in agent-based systems, relies on using multiple agent generations to improve perfor-
mance [6]. This approach is computationally expensive, because many populations
of agents have to be maintained. As a result, it is not an appropriate choice for
mobile devices. Therefore this type of adaptation is not considered here.
There are few works on supervised learning applications in multi-agent systems.
In [13], rule induction is used in a multi-agent system for vehicle routing problems.
However, in that work the learning is done offline. First, rules are generated by the
AQ (algorithm quasi-optimal) algorithm (the same as used in this work) from global
traffic data. Next, agents use these rules to predict traffic. An extension of that
approach is [14]. Agents use a hybrid learning algorithm, which is executed online.
Rule induction is used to decrease the size of the search space for reinforcement
learning. Another approach is applied in [15, 16], where Airiau et al. add learning
capabilities to the Belief-Desire-Intention model. Decision tree learning is used to
support plan applicability testing. In [17], the C4.5 algorithm is used by agent to
build a model of teammates.
2.2 Mobile Cloud Computing
The development of technology, including the increase in processing power, the
ongoing miniaturization, and improving availability of various sensors, means that
mobile devices, including smartphones, have better technical parameters and more
computing power each year, which results in a broader range of applications. The
development of mobile devices has improved our ability to determine the context of
the device and its user. Information on the context has enabled the development of
solutions that are capable of learning how they should operate in order to optimize
the use of mobile device resources and also meet user expectations as best as possible.
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A large number of existing solutions only utilize the resources of mobile de-
vices and information about context [18]. Devices learn how to best perform ser-
vices based on the experience acquired. However, these solutions do not enable
a permanent reduction in mobile device resource consumption or a significant in-
crease in the execution speed of mobile services. This is why another idea – the
Mobile Cloud Computing paradigm – is becoming increasingly popular. In this
concept, cloud computing is used for the purpose of offloading mobile services to
the cloud in order to increase operating speed and reduce the load on mobile de-
vices. There are many solutions using the MCC paradigm such as Adaptive Code
Offloading for Mobile Cloud Applications, AIOLOS, AlfredO (An Architecture for
Flexible Interaction with Electronic Devices), CACTSE (Cloudlet Aided Coopera-
tive Terminal Service Environment), COMET (Code Offload by Migrating Execution
Transparently), COSMOS (Clouddb for Seamless Mobile Services), Cuckoo, Elijah,
EMCO, IC-Cloud (Computation Offloading to an Intermittently-Connected Cloud),
MALMOS (Machine Learning-based Mobile Offloading Scheduler), MAUI (Mobile
Assistance Using Infrastructure), Mirroring Mobile Device, Mobile Cloud Execu-
tion Framework, Mobility Prediction Based on Machine Learning, MOCHA (Mobile
Cloud Hybrid Architecture), Replicated Application Framework, ThinkAir, VMCC
(Virtualization in Mobile Cloud Computing), MpOS (Multiplatform Offloading Sys-
tem), VCLA (Virtual Cloud Learning Automata), Service-Oriented Context-Aware
Recommender System, Mobile Multimedia Processing System and Service-Oriented
Mobile Processing System (SMPS). However, only a few solutions (MALMOS, IC-
Cloud, VCLA, Service-Oriented Context-Aware Recommender System, Mobile Mul-
timedia Processing System and SMPS) utilize machine learning in order to determine
the optimal location for executing the service (the mobile device or the cloud)
The architecture proposed in the MALMOS solution [1] enables decisions to
be made, with the application of machine learning technologies, when to offload
applications from the mobile device to the cloud. For the offloading, the solution
uses the DPartner environment (Java-based on-demand offloading framework). In
order to properly teach the system where it should run applications so that they
launch faster, the solution uses an online training mechanism. This solution only
determines the optimal location for executing the application/service and completely
fails to address the important aspect of energy consumption during the launching
of the application and transferring the data to the cloud and also the amount of
energy used by the online learning mechanism.
Another solution, IC-Cloud [2], uses machine learning to estimate task execu-
tion times for the mobile device and for the cloud. These are used to determine
the location where the task is to be executed. The time estimation system uses two
components simultaneously: the offline component, which prepares the execution
model for each task for a specific device prior to the launch of the application, and
the online component, which utilizes the online training mechanism with machine
learning algorithms on an ongoing basis. In addition, the solution also estimates the
quality of network connection based on historical data and on radio signal strength.
This solution requires the prior offline setup of the task execution model for each mo-
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bile device separately, which may make broader application of the solution difficult.
Neither of the solutions (MALMOS, IC-Cloud) are being developed any longer.
The idea of using MCC to optimize the operation of mobile devices is still
valid and important [19]. In [20], the authors propose the MpOS system (Multi-
platform Offloading System), which allows offloading for mobile applications (An-
droid/Windows Phone) using the MCC and cloudlet concepts. The decision when
to offload tasks is made by the Dynamic Decision System (DDS) on the basis of
predefined simple metrics such as RTT (round-trip time) or the type of network
connection. At the same time, the authors investigate the impact of various types
of serialization methods on the performance of the offloading process itself. The
DDS system does not take into account the specificity of individual mobile applica-
tions nor their requirements related to the use of the processor or energy consump-
tion.
Another article [21] presents an extension of the MCC concept using the cloud
learning automata algorithm (VCLA). Some mobile devices are selected using Learn-
ing Automata (LA) as ad hoc virtual cloud elements and used to perform calcula-
tions. This complements the MCC concept when there is no connection to the
cloud. The results of tests conducted using the QualNet 4.5 simulator have shown
that the use of VCLA makes it possible to optimize the choice of the number of
remote devices (in an ad hoc virtual cloud) on which the calculations are carried
out. However, no experiments were conducted in a real-life testing environment
which would take into account, among other things, the actual energy consumption
of mobile devices.
Recently, the Deep Neural Network (DNN) mechanism has been commonly used
in mobile applications, for example for speech recognition purposes (Apple Siri).
The use of DNNs in the MCC often involves transferring large amounts of data
between the mobile device and the cloud. In [22], the authors study the possibility
of offloading only part of the DNN calculation to the cloud. The decision what
calculations to send to the cloud takes into account the energy consumption of
mobile devices and limited cloud resources. Test results demonstrated an increase
in calculation speed and a reduction in the energy consumption of the mobile device.
However, the authors only conducted simulation experiments without testing their
solution under real-life conditions.
Another article dealing with certain aspects of energy consumption by mobile
devices in the context of MCC is [23]. The authors propose an agent-based MCC
framework using the Dynamic Programming After Filtering (DPAF) algorithm to
enable the optimization of the offloading strategy, taking into account the energy
consumption of mobile devices. The experiments conducted demonstrated the use-
fulness of the framework developed in reducing energy consumption. However, they
were only performed in a simulation environment without verifying the solution
developed in real-life mobile devices.
An important aspect of using the MCC concept to optimize the operation of
mobile devices is security. In [24], the authors propose a secure and efficient offload-
ing scheme which employs a combination of regular rekeying and random padding.
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However, in the research conducted, the aspect of optimizing the operation of ser-
vices/applications on mobile devices was not addressed and the experiments were
only performed in a simulation environment.
The other solutions developed by the authors of this article such as the Service-
Oriented Context-Aware Recommender System – SoCaRS [25], Mobile Multimedia
Processing System – MMPS [4] and SMPS [3] make it possible to optimize (in terms
of execution time and the energy used) the location where services are executed
(locally or in the cloud) using MCC and machine learning algorithms.
MCC studies have been further developed in work related to Mobile Edge Com-
puting (MEC) [26, 27] in which cloud resources are complemented by edge devices
(servers) located close to the infrastructure which enables wireless transmission.
This concept is used primarily in cellular networks (including 5G). Most often, sys-
tems using MEC implement optimizations on the infrastructure side and use MCC
on the device and mobile application side. In MEC research, machine learning
algorithms are sometimes used to optimize the use of resources [28, 29].
In [28], a novel post-decision state (PDS) based learning algorithm was used
to optimize the operation of MEC. This enabled a significant improvement in edge
computing performance with regard to energy aspects. The research conducted only
concerned the optimization of operation and energy consumption by edge devices
and did not take into account aspects related to the optimization of mobile device
operation. Moreover, the authors’ experiments were only conducted in a simulation
environment.
In [29], the authors propose solutions for offloading in the MEC environment
in the context of IoT applications (IoT-Q-L). For this purpose, they use learning
agents and the Q-learning algorithm which improves the offloading of computing
tasks and reduces energy consumption. Experiments confirming the possibility of
optimizing task offloading were only performed in a simulation environment. An-
other article [30] proposes a multi-agent based flexible IoT edge computing system
(F-IoT-EC) which makes it possible to optimize operation and reduce the amount
of energy consumed. The system uses a rule-based engine with a fixed rule set. The
tests were carried out in a simulation environment.
2.3 Agent-Based Platforms for Mobile Devices
In order to choose a framework for our system, we have analyzed the agent-based
platforms available on mobile devices.
In [31], authors describe the JADE-LEAP platform as an agent-based technology
for use in connection with mobile devices. JADE-LEAP is a modified version of the
JADE platform that can be run on both PCs and servers, but also on mobile devices
using the Java environment (e.g., on Android mobile devices). JADE is a Java
framework designed for developing agent-based applications that are compliant with
FIPA (Foundation of Intelligent Physical Agents) specifications [32]. JADE-LEAP
message exchanges are ACL standard compliant. The exchange of messages is done
asynchronously. Each agent has its own message queue, to which data are sent from
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the other agents. The main limitation of JADE-LEAP is the inability to run more
than one agent in a separate container on the mobile device and the fact that the
main container cannot be created on the mobile device. The JADE-LEAP design
requires it always to be located on a PC.
In [33], authors present an agent-based software development platform called
JaCaMo. JaCaMo’s operating environment can be defined as a designed and pro-
grammed set of computing units called artifacts, collected in workspaces that can
be distributed across the network. Agents can communicate with each other and
use artifacts. In order for the agents to use artifacts, each of them should provide
an appropriate interface composed of a set of operations and properties, where op-
erations are actions that allow agents to interact with the environment. Properties
define the state of a given artifact, which can be read and modified by the agent
through corresponding operations.
In [34], the author describe the µ2 platform, which is an environment used
to build applications that use an effective communicating µ-agent. The platform
provides a comprehensive network support. Applications developed for desktop
can be (in most cases) launched on mobile devices. The main component of the
µ2 platform are agents and their roles. In contrast to conventional agent-based
solutions, the µ2 platform is strongly focused on efficiency and the minimization
of performance problems. Application development is therefore primarily about
implementing roles and modeling agent organizations. Java provides the basis for
working in the µ2 platform environment (the alternative is using Clojure). Jetlang
is used as an internal messaging mechanism between agents. XStream is used to
serialize objects over the network in XML. Netty is used for establishing connections,
agent discovery and agent communication over the network.
2.4 Mobile Service Adaptation
In Sections 2.2 and 2.3, the authors primarily analyzed various existing solutions
which enable service adaptation using, among others, machine learning and the
MCC paradigm. The result of this analysis is the comparison of existing solutions,
which is presented in Table 1.
As we can see, some systems are rule-based with manually created rules and
mostly apply machine learning to train the model that is used for service adaptation.
The latter solution is better because it makes it possible to adapt the system to
changing conditions by executing the machine learning algorithm again. Considering
all possible mobile devices, tasks and conditions would result in a very complex set
of rules.
Analyzing this table, it can also be observed that many state-of-the-art solutions
are tested in simulation environments. It should be noted that simulations of wireless
networks are simplified and do not account for all the technical problems which occur
in the real world [35].
Only a few systems use agents. However, agents are often used on the modeling
level rather than at the implementation stage (SoCaRS, MMPS, SMPS, IoT-Q-L,
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DPAF). Moreover, there is one type of the agent defined in these systems, and that is
an abstract entity which encapsulates learning and decision algorithms. It interacts
with environment rather than with other agents. Also importantly, these systems
are developed in a standard way, without using an agent-based framework, and
certain advantages of applying an agent-based methodology (like interoperability or
the ability to operate in heterogeneous environments) are not exploited. The only
solution known to the authors which employs a multi-agent system in this domain
is F-IoT-EC. However, it is implemented in the cloud and on the edge rather than
on mobile devices and no machine learning algorithm is used.
Solutions Env Energy Time ML/Rules Agents Tests
MALMOS MCC no yes ML no real
IC-Cloud MCC no yes ML no real
MpOS MCC no yes Rules no real
VCLA MCC no yes ML no simulation
DNN MCC yes yes ML no simulation
DPAF MCC yes yes Rules one simulation
SoCaRS MCC yes yes ML one real
MMPS MCC no yes ML one real
SMPS MCC yes yes ML no real
PDS MEC yes yes ML no simulation
IoT-Q-L MEC yes yes ML one simulation
F-IoT-EC MEC yes yes Rules multi simulation
Table 1. Comparison of existing service adaptation solutions
Several important elements of our research constitute contributions to the area
of MCC. The important aspect is that solution performance has been tested in a real-
life environment. Additionally, the experience gained by the authors in developing
their solutions (SoCaRS, MMPS, SMPS) has allowed them to develop the concept
of an agent-based system for mobile service adaptation. However, in contrast to
previous research, the authors used an agent-based platform for mobile devices (µ2)
to optimize the performance of mobile services. As a result, a genuine multi-agent
system with learning agents was built. The final contribution is that the solution
developed extends (in comparison to previous work) the ability to perform services
on local PCs, which makes the environment more complex and heterogeneous. Cur-
rently, it consists of mobile devices, the mobile cloud and the PCs accessible via
a local Wi-Fi network.
In summary, when compared with the solutions analyzed, the solution developed
by the authors is the only one that uses a multi-agent system, takes into account
time and energy consumption, applies ML (Machine Learning) online and has been
tested in a real-life environment.
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3 AGENT-BASED SYSTEM FOR MOBILE SERVICE ADAPTATION
The purpose of the research was to develop, implement and test the concept of
an agent-based system for mobile service adaptation using online machine learning
and the MCC paradigm. The system developed should allow adaptation in order to
select the optimal place of service execution from the point of view of execution time
and power consumption by a mobile device. The system keeps track of the service
being performed on a current basis and selects the place of its execution using the
machine learning concept on the basis of defined parameters.
The concept of system architecture (Figure 1) assumes that agents perform the
services commissioned on a mobile device, on a PC and in the cloud. The operation
of the system is based on interaction between agents in a heterogeneous environment.
The management agent containing the service adaptation module is located on the
mobile device. At the same time, there are agents responsible for launching the
mobile service on the mobile device (locally), on the PC and in the cloud. By using
this approach, it is possible to define a common way of exchanging messages and

















Figure 1. Concept of system architecture
The Service Adaptation Module (Figure 2) consists of four main elements:
• The Manager whose task is to receive a service request, collect training data,
cooperate with the Learning Module and return a response that represents the
location selected.
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• The Learning Module, which builds the knowledge model K from training data.
K is used to select the service execution location.
• Training data – examples representing requests, locations of their execution and
results of their execution as described by attributes Attr collected during service
execution.
• Knowledge (K) – models allowing the prediction of request execution results in
a given location.
The Manager receives the service request and possible locations from the Man-
agement Agent, describes them with Attr, creating a problem, and passes it to the
Learning Module. The Learning Module applies K and returns a response repre-
senting the predicted outcome. The Manager’s task is to select the best location
based on such predictions. It also collects data from the execution of services and
stores them in T (Training Data). It is also responsible for passing T to the Learning
Module when necessary to build new knowledge K. The structure of knowledge is
closely related to the type of machine learning algorithm used. Model examples in-














Figure 2. Service Adaptation Module architecture
More formally, the Service Adaptation Module may be defined as the following
tuple:
SAM = (A,K, T, L) (1)
where A is a set of attributes that are used to describe tasks and the context, K is
generated knowledge, T is training data, which is a set of examples, and L is a set of
possible execution locations.
Input data for the module is a pair x = (t, c) representing the task t which
should be executed in the context c. The aim of the module is to return a location
l ∈ L = {l1, l2, . . . lns}, which corresponds to engaging one of ns services. The
processing module describes x with observation attributes O = {o1, o2, . . . on} ⊂ A,
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which yields xO = (o1(x), o2(x), . . . on(x)), i.e. a description of the problem. Next,
using the knowledge stored in K, it solves the problem by selecting l ∈ L, which has
the minimum predicted cost. If K is empty, l is randomized.
The decision about execution location l is then applied and the task is run
using the corresponding service (i.e. locally or in the mobile cloud). After the
execution, the module obtains the execution result r(x, l), which is described by
Res = {r1, r2, . . . rm} ⊂ A attributes. For example, the four following attributes
may be used: whether execution was successful es(x, l), power consumption b(x, l),
calculation time ct(x, l) and user’s dissatisfaction dis(x, l), which may be measured
by observing if the user overrode the module’s decision. Therefore, the set of all
attributes used to describe the input data is the sum of O and Res
A = O ∪ Res . (2)
The module stores these results together with xO and location l in T . Therefore the
complete training example t stored in T has the form
t = (o1(x), o2(x), . . . on(x), r1(x, l), r2(x, l), . . . rm(x, l), l). (3)
The models {Mri} to predict Res values are constructed using supervised learn-
ing algorithms and stored in K. These models influence the decision selected. There
are |Res| models stored in K. Every model Mri : X,L → [0, 1] calculates the nor-
malized ri value for given x and l.
Using predictions of the ri value returned by the learned model: Mri(x, l), the





wi ∗Mri(x, l) (4)
where wi are weights of the result ri. The weights represent user’s preferences and
are also related to the specificity of application which executes services. In case of
an interactive application, the execution time may be more important and its weight
may be higher. If mobile services are executed in a background process, the weight
of battery usage may have higher value. In the production version of the system,
weights can be modified by the user in the settings.
The module selects the location l∗ ∈ L for which execution is predicted to be
successful and the expense is predicted to be the lowest:
l∗ =
{
arg minl∈L{e(x, l)|Mes(x, l) = 1}, Mes ∈ K,
arg minl∈L{e(x, l)}, Mes /∈ K.
(5)
The full algorithm of the Service Adaptation Module is presented in Figure 3.
At the beginning, K and T are set to empty (lines 1–2). Next, algorithm waits
for the task (line 4). If there is no learned knowledge, the decision is randomized
(lines 5–6). Else there is some knowledge, therefore expenses are calculated for all
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possible locations (line 8). Next, the best location is selected (line 9). To provide
exploration, l∗ is replaced by a random location with ε probability (line 10). The task
is executed in the selected service (line 12). Results of the execution are observed
(line 13) and the example is stored in T (line 14). After processing a given number
of tasks (line 15), Learning Module is called to generate new knowledge from T and
the learned knowledge is stored in K (line 16).
1: K := ∅;
2: T := ∅;
3: while module is working do
4: wait for x = (t, c);
5: if K = ∅ then
6: l := random decision;
7: else
8: calculate e(x, l) according to Equation (4) for all l ∈ L applying
models from K to predict ri;
9: l∗ := best location according to Equation (5);
10: replace l∗ by a random location with ε probability;
11: end if
12: execute task at the service determined by l∗;
13: observe execution results;
14: store example t (see Equation (3)) in the T ;
15: if it is learning time (e.g. every 100 steps) then
16: learn K from T ;
17: end if
18: end while
Figure 3. Algorithm of the Service Adaptation Module allowing the adaptation of mobile
service using machine learning
4 IMPLEMENTATION
The µ2 platform was used for implementation because it is lightweight and allows
the easy building of agents working in a heterogeneous environment. Each agent
operating within the µ2 platform must be on the same network (e.g. the same Wi-
Fi network). For this reason, it is not possible to establish direct communication
between an agent operating on a mobile device and an agent operating in the public
cloud. Exchanges of messages between agents are accomplished using the TCP
(Transmission Control Protocol).
The most important agent in the system is the ManagementAgent, which re-
ceives requests for service execution. The ManagementAgent selects the optimal
location for the service and then passes the service’s startup parameters to one of
the service agents:
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• AndroidProviderAgent – the agent responsible for the execution of the service
commissioned on the mobile device;
• AWSProviderAgent – the agent responsible for the execution of the service com-
missioned in the computing cloud;
• PCProviderAgent – the agent responsible for the execution of the service com-
missioned on the desktop device.
The communication between agents is based on exchanging MicroMessage mes-
sages. The message includes information about the sender and Intent (data). In the
Agent-based System for MCC Service Adaptation, the Intent object is composed
of:
• the data needed for service execution;
• information about the time when service execution started;
• battery status information at the start of service execution;
• information about the type of service executed;
• the result of service execution.
The detection of active agents is accomplished through a polling mechanism –
Heartbeat. The XML configuration file defines the frequency with which an agent
should query the presence of other agents.
At the time of receiving the service request, the ManagementAgent selects
where to execute the service, then creates a MicroMessage message with the data
necessary to execute it and the information described above. The Management-
Agent sends the message to the recipient who should execute the service via the
send(MicroMessage message) function. If the service should be executed by all
agents available, then the sendGlobalBroadcast(MicroMessage message) function is
used.
The Mobile application was written for Android mobile devices in accordance
with API 17. During the implementation work, the following technologies and tools
were used:
• Java language version 1.7;
• Gradle for building and managing application dependencies;
• Power Tutor for measuring the energy consumption of mobile device;
• WEKA (Waikato Environment for Knowledge Analysis) – a library providing
machine learning algorithms;
• Tess4J – Java interface for the Tesseract library for text recognition (Optical
Character Recognition – OCR);
• iText – a library for creating PDF documents;
• AWS (Amazon Web Services) Android SDK – a library for communicating be-
tween a mobile device and the AWS computing cloud;
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• µ2 – a platform for multi-agent systems.
WEKA was selected as the machine learning library because it has been ported
to the Android system used in the development and it provides a broad range of
algorithms, thus enabling comparisons between different solutions. In the production
version of the system, it may be replaced by a more modern machine learning library
like TensorFlow.
The Amazon AWS cloud has been used in the Agent-based System for MCC
Service Adaptation. For service execution, the AWS Lambda solution is used, which
is based on the IaaS (Infrastructure as a Service) model. AWS Lambda enables
the implementation of features that can be remotely invoked by web applications,
desktop applications and mobile applications. Due to the limitations related to µ2
platform operation in a local area network, it was not possible to run the agent in
the AWS Lambda cloud computing environment.
Two AWS Lambda functions have been created for MCC Service Adaptation:
the OCR and convertingPNGToPDF functions. The OCR service uses the Tess4J
API for Tesseract library operations. The same mechanism was used to implement
the service on a desktop. For the OCR service using the Tesseract library, it was
not possible to use the same source code as for the mobile app where the dedicated
tess-two library was used, which is a modified version of the Tesseract library that
can run on Android mobile devices. The same source code (using the iText library)
was used for the conversion of the image file to PDF. The AWS Lambda cloud
computing environment in which the functions are executed is a Java-based one.
The maximum memory for the functions was set at 512 MB and the timeout was
set to five minutes.
The desktop application within the Agent-based System for MCC Service Adap-
tation uses the µ2 environment and Java. The most important part of the application
is the agent that works on the desktop device. The agent communicates with the
Management Agent on the mobile device through the network. As with other agents
operating within the framework of the system, it receives the service request, ex-
ecutes it on the desktop device and then sends the result of its execution to the
Management Agent.
In order to objectively compare the services offered by cloud computing and the
desktop application, we have decided to run the desktop application under conditions
that are as close as possible to those in the cloud computing environment. For this
purpose, the Docker tool is used to place the program and all its dependencies, such
as additional libraries, in a lightweight, portable and virtual container that can be
run on a Linux server. In order to run a container on a Docker, an image must
be created with boot parameters that install the appropriate libraries and other
dependencies.
In order to map the AWS Lambda environment on a PC, a desktop application
is started via Docker using a docker-lambda image. It has the same software and
libraries installed, the same file structure and permissions, and the same environ-
mental variables as the AWS Lambda environment. The image makes it possible to
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run AWS Lambda functions in the Node.JS and Python environments. Currently,
the Java environment is not yet fully supported, but it is possible to launch Java
programs manually.
5 PERFORMANCE EVALUATION
A series of experiments were conducted to verify the operation of the Agent-based
System for MCC Service Adaptation. As test services, text recognition (OCR) and
PNG transformation to PDF format were selected due to the complexity of the
service and its demand for mobile device hardware resources.
Eight graphic files with varying sizes, resolutions, and amounts of text contained
in them were selected to test the service with different input parameters. Each of the
experiments was designed to perform a defined set of services under certain condi-
tions. The tests included service execution, time measurements, energy consumption
measurements by the mobile device while the service was being executed, and the
recording of results. Observed attributes were O = {tt, s, res, con, sig}. They corre-
spond to task type, file size, number of pixels in the picture, connection type and
network connection signal strength, respectively. Execution results observed were
Res = {ct, b} (calculation time and battery usage). Result expenses were calculated
according to the following formula:
e(x, l) = wctct(x, l) + wbb(x, l) (6)
where:
• wct – weight of service execution time;
• wb – weight of device energy consumption.
In experiments, sets of service requests were executed as consecutive rounds.
During the first round, the location is selected in a random way. During each
subsequent round, the Service Adaptation Module is trained on the data collected
from previous rounds 1 . . . r − 1. To ensure exploration, the location is randomly
selected with a probability of 10% even if knowledge is not empty.
After each service execution, the results are recorded in Training Data. After
each round, the Service Adaptation Module builds new knowledge using one of the
following algorithms provided by the WEKA library: J48, RandomForest, KStar,
MultilayerPerceptron and SimpleLogistic. For the J48, RandomForest and KStar
algorithms, numerical values of parameters are discretized into 6 compartments of
equal frequency.
Every experiment consists of 8 rounds, repeated 10 times. The measurement
involves total service execution time and total energy consumption of the mobile
device during the round in question. The results are presented as charts representing
average values and standard deviations of these measures over ten repetitions for
each of the rounds.
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The experiment was carried out using a mobile device – LG G2 (CPU1 –
2.26 GHz, memory – 2 GB), router – Wi-Fi TP-Link TL-WR842N (802.11bgn),
cloud – AWS Lambda platform and PC (CPU – Intel Core i5-3320M 2.6 GHz, mem-
ory – 8 GB).
5.1 Initial Tests
Initially, we measured values for cases when all tasks were executed on the mobile
device. These values are 364 806 ms for average execution time and 399 556 mJ
for average battery power consumption. Similarly, for executing all requests in
the cloud we get an average execution time of 340 714 ms and an average battery
power consumption of 408 212 mJ. It means that execution in the cloud is faster,
but requires somewhat more energy because of data transmission. There are no
results related to the execution of all tasks on the desktop device since the solution
implemented does not enable the execution of tasks on a PC when the mobile device
uses HSDPA (High-Speed Downlink Packet Access). In the scenario simulated, the
user can only use the desktop device at home.
5.2 Energy Optimization
The experiment was aimed at comparing the effectiveness of machine learning algo-
rithms in optimizing the power consumption of the mobile device. For comparison,
we selected five classification algorithms: J48, RandomForest, MultilayerPerceptron,
logistic regression and k -NN (k-Nearest Neighbors). The set of service requests con-
sists of 16 individual OCR service requests with various input data. Eight of them
are executed using the Wi-Fi connection, and eight using HSDPA.
Coefficient values are: the cost of service execution time wct at 0.1 and the cost
of device energy consumption wb at 0.9. Figure 4 shows the average results for each
round together with standard deviations.
The logistic regression algorithm was the worst from the point of view of opti-
mization. The results obtained by this algorithm in the rounds where location was
selected were worse than in the first round where the choice of execution location
was random.
The k -NN algorithm enabled a significant optimization of energy consumption,
but it was susceptible to overfitting. Initially, the algorithm was getting better with
each round until the fifth one, after which it started to oscillate. The statistical
significance of the improvement between the first and last rounds (d) was checked
using t-Student test. The p-value equals to 0.1196, which means that d is not
statistically significant.
Three other algorithms (J48, Random Forest and MultilayerPerceptron) enabled
similar levels of optimization. For each of them, a significant reduction in energy
consumption could be observed in the early rounds. After the fifth round had been
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Figure 4. Optimizing energy consumption for coefficients wct = 0.1 and wb = 0.9
completed, the process of reducing energy consumption slowed down, but oscillations
were smaller. Results of the t-Student test for these classifiers (p-value) are as
follows:
• for J48: 0.0245, which means that d is statistically significant;
• for RandomForest: 0.0004, which means that d is statistically significant;
• for MultilayerPerceptron: ≤ 0.0001, which means that d is statistically signifi-
cant.
The experiment also examined the level of optimization in execution time with
the same cost factors. The results are shown in Figure 5.
As in the case of energy consumption optimization, the logistic regression algo-
rithm exhibited the worst results because no improvement could be observed. The
k -NN and MultilayerPerceptron algorithms made it possible to decrease execution
time. However, it should be noted that oscillations appeared after several rounds.
The best results were obtained by the J48 and RandomForest algorithms, which re-
duced execution time with small standard deviations in each round and oscillations
were small. The results of the t-Student test (p-value) are as follows:
• for logistic regression algorithm: 0.3501, which means that d is not statistically
significant;
• for k -NN: 0.0190, which means that d is statistically significant;
• for MultilayerPerceptron: 0.0024, which means that d is statistically significant;
• for J48: ≤ 0.0001, which means that d is statistically significant;
• for RandomForest: ≤ 0.0001, which means that d is statistically significant.
























Figure 5. Optimizing execution time for coefficients wct = 0.1 and wb = 0.9
5.3 Time Execution Optimization
The experiment methodology was analogous to the one described above. The exper-
iment was designed to compare machine learning algorithms for selecting the service
execution location in order to optimize execution time. For comparison, the three
best algorithms were selected: J48, RandomForest and MultilayerPerceptron. The
set of service requests is defined in the same way as in the previous experiment. The
coefficients are: the cost of service execution time wct at 0.9 and the energy con-
sumption of the device wb at 0.1. Average results together with standard deviations
are shown in Figure 6.
The J48 and RandomForest algorithms exhibited similar results. Between the
second and fourth rounds, the improvement was almost linear. From round four
onwards, the reduction in execution time was no longer present, and then in rounds
from five to eight the execution time increased slightly. Standard deviations for
these two algorithms were significantly higher than for the MultilayerPerceptron al-
gorithm. The MultilayerPerceptron algorithm behaved similarly to the other two,
with the difference that from the second to fourth rounds it enabled better opti-
mization of execution time, and from the fifth round onwards the service execution
time for the MultilayerPerceptron algorithm oscillated around the same level and
standard deviations were small. The results of the t-Student test (p-value) are as
follows:
• for J48: 0.0002, which means that d is statistically significant;
• for RandomForest: ≤ 0.0001, which means that d is statistically significant;
• for MultilayerPerceptron: 0.0033, which means that d is statistically significant.




















Figure 6. Optimizing execution time for coefficients wct = 0.9 and wb = 0.1
The experiment also examines the level of energy consumption optimization on



























Figure 7. Optimizing energy consumption for coefficients wct = 0.9 and wb = 0.1
In the fourth round, energy consumption by the mobile device was the lowest
for the Random Forest algorithm. However, from the fourth round onwards there
was an increase in energy consumption by the device and a significant increase
in standard deviation could be observed in rounds six and seven. The significant
increase in standard deviation was related, among others, to the specificity of the
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HSDPA wireless transmission technology used in the tests, which does not allow to
guarantee the quality of the network connection (including delay and bandwidth).
The J48 and MultilayerPerceptron algorithms proved better in the end and they
also had lower standard deviations. The results of the t-Student test (p-value) are
as follows:
• for J48: 0.0002, which means that d is statistically significant;
• for RandomForest: 0.1757, which means that d is not statistically significant;
• for MultilayerPerceptron: 0.0013, which means that d is statistically significant.
5.4 Time and Energy Optimization
The experiment methodology was analogous to the previous experiments. The ex-
periment aimed at comparing machine learning algorithms for selecting service ex-
ecution location in order to optimize both mobile device execution time and energy
consumption. The same algorithms were compared as in the previous experiments:
J48, Random Forest and MultilayerPerceptron. The values of coefficients were as
follows: service execution time cost wct at 0.5 and device energy consumption cost





















Figure 8. Optimizing execution time for coefficients wct = 0.5 and wb = 0.5
The J48 algorithm enabled the optimization of both mobile device execution
time and energy consumption. In the case of energy consumption, until the fourth
round of the algorithm a significant reduction in energy consumption was noted.
From the fifth round onwards, the process slowed down, but continued. A similar
situation occurred with the optimization of execution time, with the difference that


























Figure 9. Optimizing energy consumption for coefficients wct = 0.5 and wb = 0.5
from round four to six there was an increase in execution time but from round six to
eight the execution time decreased again. The Random Forest algorithm behaved
in the same manner with respect to both measurements. Until the fourth round,
there was a significant improvement in both parameters, and from the fourth to
the eighth rounds the values of the parameters oscillated around the same level. In
addition, the algorithm was characterized by the fact that the standard deviation
value over all rounds remained at a similar, low level. The MultilayerPerceptron
algorithm also optimized both the execution time and energy consumption of the
mobile device well. In both cases, the reduction was considerable until the fourth
round. From round four to round eight, the values of the metrics oscillated. The
feature that distinguished this algorithm from the others was also the low value
of standard deviation for all rounds. The results of the t-Student test for energy
consumption optimization (p-value) are as follows:
• for J48: 0.0039, which means that d is statistically significant;
• for RandomForest: 0.0059, which means that d is statistically significant;
• for MultilayerPerceptron: 0.0105, which means that d is statistically significant.
The results of the t-Student test for execution time optimization (p-value) are
as follows:
• for J48: 0.0002, which means that d is statistically significant;
• for RandomForest: 0.0002, which means that d is statistically significant;
• for MultilayerPerceptron: 0.0053, which means that d is statistically significant.
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5.5 Analysis of Results
As we can see, the J48, RandomForest and MultilayerPerceptron algorithms are
useful for service adaptation, while k -NN and SimpleLogistic yield poor results.
It should be noted that a careful choice of parameters with values different from
default ones might improve their results, but the first three algorithms listed work
well without such tuning.
The best optimization results were achieved by the J48 algorithm. It exhibited
the lowest energy consumption or execution time in the last round in three out of
six cases. This learning algorithm is relatively simple and has a low computational
complexity. What is also important, the knowledge learned has a form of a decision
tree, so it may potentially be analyzed by a human. Thus it appears to be the best
choice for mobile cloud computing and service adaptation.
To determine which algorithms yielded the fastest improvements, the results in
round three were compared. The fastest learning algorithm was Random Forest,
since it won in three out of six cases. Unfortunately, this learning algorithm is more
complex and needs more resources. The models learned are also difficult to analyze
in this case.
All algorithms yielded rapid improvements in performance in the first three
rounds. The reason for this is that during these rounds, various new examples were
added to the training set. During later rounds, the examples added were more
frequently similar to the previous ones and as a result, progress was much slower:
results were sometimes even worse than in earlier rounds or they oscillated.
6 CONCLUSIONS
In this paper, we have proposed an agent-based solution for mobile service adapta-
tion using machine learning. This approach enables online, autonomous adaptation
on a mobile device. Through the use of machine learning algorithms as well as the
Mobile Cloud Computing concept, various mobile services and applications may be-
come smarter, faster and more energy efficient. The local execution of the learning
algorithm allows for scalability because each device learns on its own. This solution
also ensures privacy protection as no usage data are being sent.
We have also shown that it is possible to add one more location to execute
computation, a PC computer that may by located at home or at work and used
instead of the cloud. Such solution makes task-related communication much faster,
because only local area network may be used. Increased complexity of the system
did not influence the adaptation capability. Application of the multi-agent platform
helped to design and implement PC-mobile devices cooperation.
Experimental results obtained in a real-life environment demonstrate that the
application of this approach brings improvements in energy consumption and exe-
cution time that are statistically significant. The best results are obtained by the
J48 algorithm. This algorithm creates models in a form of decision tree. Therefore
these models can be analyzed what may be important in some applications.
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In future research we would like to address, among other things, the use of
localization data and the building of user models. The first improvement would
make it possible to take into account user needs specific to his/her location, e.g. the
ability to recharge the device while at home. On the other hand, building a user
model would enable a faster start. Instead of an empty knowledge set, an initial
knowledge base matching the owner profile could be used. We would also like to
incorporate other metrics such as the quality of the result and its cost in the cost
function (Equation (6)). We will be also investigating possibilities to use agent-
based platform on a cloud by extending the functionality of the µ2 platform with
the possibility of unicast communication.
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