Abstract-Although most of the theoretical and implementation aspects of wavelet based algorithms in texture characterization are well studied and understood, many issues related to the choice of filter bank in texture processing remain unresolved. The impact of the wavelet basis has been mentioned in a few of the recently published papers, whereas other more detailed investigations have considered only the choice of the wavelet basis in image coding. For example, regularity, number of vanishing moments and a shift variance degree have been used for the filter evaluation in image coding, but the utility of all these metrics in texture analysis has not yet been established. Therefore, the scope of this paper was to investigate whether the properties of decomposition filters play an important role in texture description, and which feature is dominant in the selection of an optimal filter bank. We performed classification experiments with 23 Brodatz textures. Our investigation shows that the selection of the decomposition filters has a significant influence on the result of texture characterization. Finally, the paper ranks 19 orthogonal and biorthogonal filters, and establishes the most relevant criteria for choice of decomposition filters in wavelet-based texture characterization algorithms.
I. INTRODUCTION

W
AVELET transform has found application in numerous signal and image processing tasks. One such example is the numerical description of texture via the discrete wavelet transform. Following Mallat's initial proposal [1] , many researchers have examined the utility of various wavelet representations in texture analysis [2] - [7] . Although theoretical and implementation aspects of the wavelet-based algorithms are well studied and understood, many issues related to the choice of filter bank in texture processing remain unresolved. Previous investigations have mostly considered the application of the wavelet transform in image coding. For example, regularity and number of vanishing moments have been used for filter evaluation in image coding, but despite all the efforts their importance is still an open question [8] - [12] . One reliable filter evaluation was obtained by taking into account a shift-variance degree of the decomposition filters [11] . Also, it is well known that in image compression biorthogonal linear phase filters have advantages over nontrivial orthogonal filters [8] , [11] . However, the utility of all these criteria in predicting the texture characterization performance has not yet been established. The impact of the wavelet basis has been only partially addressed in recently published papers. For example, based on their experiments, Chang and Kuo have suggested that the filter selection does not have much influence on the texture classification [2] . On the other hand, experiments performed by Unser in [3] , imply that the choice of a filter bank in the wavelet texture characterization could be an important issue, possibly affecting the quality of the description. In other papers, the choice of an optimal wavelet filter bank for texture characterization was equated to the selection of FIR filters with good frequency localization, and as shorter impulse response as possible. This approach has been justified with high classification accuracy achieved in all experiments and practical applications [5] , [6] , [13] . The scope of this paper is to investigate whether the properties of decomposition filters (regularity, vanishing moments, degree of shift variance, linear phase, etc.) play an important role in texture description. As it was done for image coding applications in the well known work of Villasenor et al. [11] , we are going to establish the most important criteria for choice of decomposition filters in wavelet-based texture description. This paper is organized as follows. Section II presents the basic concepts of the wavelet transform. Sections III and IV theoretically analyze main properties of the DWT filter banks: shift variance, regularity, and number of vanishing moments. Section V describes the methodology of texture feature extraction and classification. Filter design is briefly explained in Section VI. Experimental results, discussion and conclusions are given in Sections VII and VIII.
II. REVIEW OF THE WAVELET TRANSFORM
The wavelet transform performs the decomposition of a signal onto the family of functions , generated from a prototype mother wavelet by dilation and translation. The mother wavelet has to satisfy , which implies at least some oscillations. The mother wavelet is constructed from the so-called scaling function as follows: (1) where and , are coefficients for lowpass (LP) and highpass (HP) filters, respectively. In the case of the discrete wavelet transform (DWT), filter coefficients can be used for DWT computation instead of the explicit forms for and 1057-7149/00$10.00 © 2000 IEEE . Starting from the original signal , discrete approximation and detail can be computed as (2) where . This can be understood as passing of the signal through a pair of LP and HP filters and , , and downsampling with a factor two. The reconstruction of the signal from its wavelet coefficients is simply:
It is well known in the subband filtering community that linear phase (symmetry) and orthogonality of the wavelet transform are incompatible. However, symmetry of the decomposition filters can be achieved, by relaxing the orthogonality condition and introducing biorthogonal bases where the scaling function and the wavelet used for decomposition are different from those used for synthesis. In such a scheme, instead of two filters and , we have four filters , , , . Hence, (2) and (3) have to be rewritten as (4) (5) where and . The simplest way to compute two-dimensional (2-D) DWT is to apply one-dimensional (1-D) transforms over image rows and columns separately. Thus, the image decomposition is obtained with the separable filtering along the abscissa and ordinate, using the same algorithm as in 1-D case. This transform decomposes images with an overall scale factor four, providing at each level one low-resolution subimage and three wavelet coefficient subimages.
III. SHIFT VARIANCE OF THE WAVELET TRANSFORM
In a shift invariant system, if input produces output , then input will produce output . Except for the trivial Haar filters, the strict shift invariance of the wavelet transform is not achievable. This is a consequence of the downsampling operation, since the downsampler with the factor is periodically shift variant with a time-scale change. In such a system, if produces , then will produce . Shift variance of the wavelet transform is considered as the major drawback for the application in texture analysis. To examine the impact of shift variance on texture description, we will analyze the impulse response (IR) of the wavelet filter bank for various shifts of an input . At the first decomposition level, the approximation is formed as the convolution , followed by the downsampling with the factor two. Therefore, the approximation signal will be composed only of even or odd filter coefficients, depending on whether is even or odd. In the next iteration, the approximation is formed by convolving with , and again decimating the result by two. Since iterations of LP branch can be expressed as FIR filter (6) the signal approximation at the th decomposition level , for various shifts , can be expressed as samples of the compactly supported piecewise constant function (7) It is obvious from (7) that at the th decomposition level different impulse responses exist. When the analysis is performed with symmetric filters, the number of distinct impulse responses is reduced to for even length filters, and to for odd length filters. Also, impulse response for the particular location , depends on . Fig. 1 plots all possible impulse responses in the three-level decomposition system, for four representative FIR filters. It is obvious that the biorthogonal filter plotted in Fig. 1(b) exhibits much larger degree of shift variance than other two biorthogonal filters [ Fig. 1(a) and (c)]. As a result of symmetry biorthogonal families have four distinct responses for even-, and five distinct impulse responses for odd-length filters. Hence, the nonsymmetric Daubechies family [plotted in Fig. 1(d) ] has the highest degree of shift variance due to eight different impulse responses. This nicely illustrates an enormous variety in the degree of impulse response shift variance depending on the choice of decomposition filters.
IV. REGULARITY AND NUMBER OF VANISHING MOMENTS
Another measure of the filter quality can be established by using the regularity criterion. In the time domain the regularity of a function is closely related to its differentiability. Hence, the regularity, , is sometimes defined as the maximum value of such that (8) where is the Fourier spectrum of the function . This implies that is -times continuously differentiable, where . The decay of determines the regularity, i.e., smoothness of the scaling function and associated wavelet. A finer analysis of regularity is obtained using Lipschitz (Hölder) In order to achieve some degree of regularity, the lowpass filter must have at least one zero at . Arbitrarily high regularity can be achieved by choosing the sufficient length of the filter and maximizing the number of zeros at . The divisibility of filter by also means that the associated wavelet will have vanishing moments (10) If has vanishing moments, then the wavelet coefficients of a function have high compression potential, resulting in the efficient representation where many coefficients are negligibly small [10] .
V. TEXTURE CLASSIFICATION-METHODOLOGY
Our experiments were performed on a set of 23 Brodatz textures, digitized with pixels and 256 gray levels. Fig. 2 illustrates some textures from our experimental set. For training and classification, from each texture 100 samples of size were chosen. The estimation of texture quality is performed with 1) four-level DWT resulting in feature vectors with 13 energies and 2) two-level DWT, resulting in feature vectors with seven energies. As texture measures we have used subband energies (11) where denotes an image obtained in the subband , with the resolution . The highpass condition implies that the mean values in channels are zero, hence this approach is statistically justified representing the texture description in terms of channel variances [3] . Finally, due to condition , to obtain the variance in the last lowpass channel, the mean of the decomposed image in that channel is removed.
The classification of an unknown texture (described by the feature vector ) into one of possible classes, is performed by calculating the distance function , between and all the textures. The texture is assigned to class if
. As a distance function we have used simplified Mahalanobis distance (12) where and are mean and variance of feature and class , and is the number of features. This is a useful measure of similarity when features are independent of each other (the covariance matrix for class is diagonal), or in the case is diagonally dominant (which stands for the orthogonal transforms). Also, can be computed recursively, enabling the fast implementation [2] .
VI. FILTER DESIGN
The most important constraints in the wavelet filter design are perfect reconstruction (PR) and finite impulse response. Also, depending on the application, orthogonality, linear phase, or certain degree of regularity could be additionally imposed on the filter bank. In the case of real FIR filters, some of these requirements are mutually exclusive. For example, linear phase requirement precludes the use of nontrivial orthogonal filters, implying the selection of biorthogonal families. The design of the perfect reconstruction orthogonal and biorthogonal filters is well studied in the wavelet literature [9] , [14] . The most often used design procedures are based on 1) spectral factorization and 2) lattice structures.
This section describes a spectral factorization design techniques for orthogonal and biorthogonal families with a certain degree of regularity. These filters will be used for determination of an optimal filter bank later in the work.
To achieve a certain degree of regularity, LP filter must have at least one zero at . If is an FIR filter of degree , having zeros at , then i.e.
where is a real polynomial in of degree . Numerous wavelet solutions are based on (13). Since is a symmetric polynomial, simple trigonometric manipulations lead to (14) where denotes the polynomial in terms of . Placing (14) into the power complementary equation (15) gives (16) This equation has a solution of the form (17) where is an odd polynomial such that . Starting from this equation, different choices for and lead to different wavelet solutions.
One advantage of biorthogonal over orthonormal bases is that decomposition and reconstruction filters can be symmetric. If the filter corresponding to the frequency response has an odd number of taps and is symmetric, then can be written as (18) where is a polynomial. It then follows that the dual frequency response can be of the same form
Hence, in the design of biorthogonal filters PR condition expressed through the power complementary equation of dual filters and , as
can be rewritten in the following way:
Hence, biorthogonal bases are much easier to construct than orthonormal bases; once is fixed, instead of spectral factorization needed for construction of the orthonormal filters we need to solve only linear equations to find satisfying (21 22) where is an odd polynomial. Moreover, to achieve the symmetry in both filters, has to be even, ( ). As we will show, if texture characterization is performed through the energies calculated at the outputs of cascaded filters, a certain attention should be paid to the number of vanishing moments of , since this determines flatness of the filter at . If we assume an input signal , with the Fourier transform , lowpass filtering followed by the decimation will result in the sequence with the following Fourier transform:
The second term in (23) represents aliasing due to the lower sampling rate in . In the same manner, three successive lowpass filtering/decimation steps will lead to 7 "aliasing terms" (24) Consequently, in this scheme the product plays an important role. If the lowpass decomposition filter is not ideal, it will "leak" into the highpass region. This contributes to the aliasing terms in (24) leading to significant classification errors. If is ideal lowpass filter, the replica of at , and replicas of at are canceled and equals one only for , while it is zero for all the other frequencies. Therefore, in nonideal case, a similar effect can be achieved by imposing that has at least one zero at which cancels the maximum of in concatenation.
VII. EXPERIMENTS AND RESULTS
Texture classification experiments have been performed with: Haar filters, Daubechies filters and eight different biorthogonal filter pairs. We used Daubechies family of compactly supported wavelets with extremal phase and highest number of vanishing moments for their support width (Daub1) and Daubechies family of most regular compactly supported wavelets for their support width. (Daub 2). The filter coefficients can be found in [9, p. 195] . Coefficients are normalized so that their sum is equal to 1, and the highpass filter is obtained as
. From biorthogonal families we have selected spline filters (biort1 1.3, 1.5, 2.2, 2.4, 3.1, 3.3 and 3.5, where the underlying scaling function is a B-spline) and spline filters with less dissimilar lengths (biort2 4.4). Filter coefficients can be found in [9, pp. 277-279] Coefficients are normalized so that their sum is equal to 1. The lowpass decomposition filter is denoted with , its dual is denoted with , and the corresponding highpass filters are obtained as and . In addition, for a given biorthogonal pair ( , ) the classification is also performed by exchanging the roles of the filters and . The first thing to be noticed is extremely high accuracy of the four-level decomposition: by using all 13 energies and all the way down to nine dominant energies, correct classification rate approached 100% in all filter families. Hence, in classification with the complete feature vector the selection of the wavelet basis has no impact on the algorithm. However, in many practical applications, in order to reduce the computational complexity of image processing operations, it is necessary to reduce the length of the feature vector or decrease number of decomposition levels. Hence, for classification with a feature vector of length , we used only subbands having the largest amount of the signal energy (classification scheme proposed by Chang and Kuo in [2] ). Our results show that in classification with smaller number of energies, or in classification with smaller number of decomposition levels, filter selection has a significant influence on the performance. Filter ranking and percentages of correct classifications with the feature vectors containing only eight, seven, six, and five largest energies, are given in Table I . Table I also presents the classification results for complete feature vector (seven energies) from the two-level DWT.
Generally, even-length biorthogonal filters perform better than odd-length. This can be explained knowing that symmetric even length filters have significantly less shift variance than odd length filters. This is also the cause for the weak performance of Daubechies families, since as nonsymmetric filters they exhibit the largest degree of shift variance. Together with the nonlinear phase, the significant shift variance makes these families unsuitable for texture analysis. Hence, we conclude that shift variance degree of the decomposition filters is much more important than the regularity, since some of best performing pairs have poor regularity. An excellent example is Haar basis that performs surprisingly well in all the experiments, due to its shift invariance. Another nice example is the biort1 1.3 family, where filter is considerably more regular than ( , versus ), but it also exhibits shift variance [ Fig. 1(a) ], comparing to which is Haar filter (and therefore is shift invariant). Hence, the combination ( , ) always performs better than ( , ).
Classification results show that the number of vanishing moments of the lowpass filter is another important criteria (as predicted by the analysis in Section VI). Hence, we conclude that filters with the lowers shift variance and with a reasonable number of vanishing moments represent an optimal selection for the wavelet based texture characterization.
By comparing the families having the same number of vanishing moments for LP and HP filters we have achieved higher classification rates by putting the more regular filter into the LP channel. This especially stands for biort1 3. families where the scaling function is the second-order B-spline, hence the regularity of filter is . Therefore, we conclude that when the family does not exhibit a significant degree of shift variance, regularity of LP filter is more important than regularity of HP filter. Moreover, it appears that regularity, vanishing moments, and overall quality of a filter in the HP channel do not have much influence on the classification. To substantiate this statement, we have included biort1 3.1 and 3.3 families where the scaling function is not square integrable (i.e., discontinuous), and the underlying filter has extremely week impulse response [ Fig. 1(b) ]. Hence, by placing this filter into LP channel, which is recursively decomposed, all the undesirable properties [9] are passed on the texture measures, resulting in weak performance. On the contrary, when the roles of the filters are reversed we obtained one of the best performing decomposition schemes.
A. Effect of Linear Phase
Although the quality of the amplitude response is one of the major criteria for the filter evaluation in this application, the phase response is also of the vital importance. Based on the low ranking of Daubechies filters, we conclude that the phase linearity (symmetry) of the decomposition filters is also an important condition. This is primarily due to the lower shift variance of the linear phase filters. Namely, when the decomposition is performed with symmetric filters, at the th decomposition level, instead of distinct impulse responses, we have impulse responses (for even length filters) and impulse responses (for odd length filters). Another reason for the lower classification accuracy of nonsymmetric filters is degradation of the signal due to the nonlinear phase. At this point we have to remember that in the particular texture characterization system, input signals (i.e., textured images) are represented by the sum of the squared values of the filter outputs in each subband. Hence, even when the frequency response magnitude is constant, a nonlinear phase can have a major effect on the shape of the output signals, causing the decrease in the discrimination ability.
B. Experiments with Noisy Data
The classification accuracy in the noisy environment was tested by adding white noise to textures samples of all Brodatz images. Then, the "noisy" samples were classified using the same class prototypes as in the previous experiment. Our experiments were performed with different SNR values (from 5 dB to 25 dB). According to our results, when the SNR is 20 dB and smaller, additional criteria (other than shift variance) should be considered for filter evaluation. Hence, Table II presents filter ranking and classification results obtained with five to nine largest energies, for the SNR dB. Moreover, our experiments demonstrate that regardless of the filter selection, the performance of the wavelet transform significantly decreases when the SNR was lower than 15 dB. This is consistent with the results presented in [2] .
Performance of the filter bank (with the LP filter and HP filter ) in the presence of noise can be analyzed in terms of two factors: orthogonality of filters and , and their "similarity" to the ideal halfband filters and . Filter coefficients and decay too slowly to be useful, and in all practical applications we prefer to use filters , with much faster decaying coefficients. This means that in the spectral domain corresponding 2 periodic functions and are smoother than , , but they also have support larger than [ ] and , respectively. Consequently, signals at the filter outputs are not truly bandlimited with the respect to and after downsampling we could expect a certain amount of aliasing. Since most natural images have energy concentrated within [ ], aliasing becomes negligible, regardless of the decomposition filters. By adding the white noise whose spectrum is uniform all over the interval [ ] we introduce a significant amount of aliasing. In that case, spectral characteristics and attenuation of decomposition filters around the cutoff frequency become crucial-the closer to the ideal filters they are, the less aliasing we can expect. Therefore, the number of vanishing moments for the lowpass filter becomes even more important in the classification of noisy data. Haar filters are the perfect example-they were ranked among the first seven filers in the previous experiment, but in classification of "noisy" samples, due to the poor frequency localization and only one vanishing moment, they were among the lowest ranked families.
Orthogonality of the decomposition filters also plays an important role in the presence of noise, due to the following reasons. First, an important property of orthogonal expansions is a conservation of energy [14] . Second, orthogonality guaranties the symmetry between the frequency responses of LP and HP channels, i.e., the magnitude response of the highpass filter is just a modulated version of the lowpass filters magnitude response. Since the white noise has flat spectrum, these two properties guarantee that each channel of the filter bank will have the same amount of the noise energy, and all the features will be "corrupted" in the same manner. In that case, when using largest energies in classification, we also use the best possible description, since the relative degradation of features is smallest in the channels with the dominant energy of a signal. This is not true in the biorthogonal systems, since they do not preserve the energy between the input and channel signals, and there is no "mirror" symmetry between the frequency responses of decomposition filters. Hence, in the biorthogonal system, we do not have the control over the noise distribution within the channels, and it is very likely that some of the features used in classification will contain larger amount of the noise energy. This again, has the greater impact on the classification, than the case when all the features are equally distorted.
We also conclude that in classification of noisy data impulse response properties of decomposition filters still play an important role, since the filters with the high degree of shift variance, such as biort 3.1, biort 1.3, and biort 1.5, again have the lowest classification rate (ranks 15-19 in Table II ). However, this time regularity of the lowpass filter does not contribute to the classification accuracy. Moreover, according to our classification results, it appears that (together with other important properties) regularity of the highpass channel has an influence on the overall performance. For example, biorthogonal families 3.5, 3.3, and 2.4 (with very regular highpass channel) were ranked as number 13, 15, and 9, in the experiment without noise, while in the presence of noise their classification performance has significantly improved and they were ranked as number 2, 4, and 5, respectively.
VIII. CONCLUSION
The scope of this paper was to investigate which properties of decomposition filters in the critically sampled wavelet filter bank have the major impact to the overall performance. As the result of our experiments, we have presented the ranking of 19 filter pairs, and we have come to the following conclusions: 1) even length biorthogonal filters are more suitable for texture analysis; 2) degree of the impulse response shift variance is more important than the regularity; 3) reasonable number of vanishing moments for the lowpass decomposition filter is desirable; 4) regularity of the LP filter is more important than regularity of the HP filter; 5) in case of biorthogonal filters, a "better" filter should be placed in the lowpass channel, whereas its biorthogonal pair should be modulated and placed in the HP channel; 6) for the analysis of noisy samples, shift variance of the impulse response is still important criterion; 7) orthogonal filters should be used, as well as filters which ensure the aliasing cancellation. Although our results have been obtained by applying traditional pyramidal wavelet decomposition, they also hold for the tree-structured decomposition, or any nonperfect reconstruction system. Moreover, since many nonseparable filter families can be designed by applying the frequency transformations to 1-D solutions, our conclusions can be used for the filter selection in multidimensional nonseparable decomposition systems. It should be noted that our results can be only partially applied for filter selection in the wavelet frame decomposition. Due to the absence of decimation operation, this decomposition is shift invariant. Hence this issue becomes irrelevant in the frame representation. Finally, our results can be combined with the work of Villasenor et al. [11] in image coding, in the design of a more general system for texture description and synthesis.
