**Core tip:** Assisted diagnosis using artificial intelligence and recent developments in computer hardware have enabled the narrower area of machine learning to equip the endoscopists with potentially powerful tools for computer assisted diagnosis systems. The success depends on various factors; optimizing algorithms, image database quality and size and comparison with existing systems.

INTRODUCTION
============

Gastrointestinal (GI) endoscopy is a cornerstone for diagnosis and treatment of diseases in the GI tract. About 2.8 million luminal GI cancers (esophageal, stomach, colorectal) are detected globally every year, and many of these might be prevented through improved endoscopic performance and systematic high-quality screening in high incidence areas\[[@B1]\]. These cancers represent a substantial health challenge for society with a mortality rate of about 65%\[[@B2]\], and colorectal cancer is the third most common cause of cancer mortality among both women and men\[[@B3]\]. Despite substantial technical improvements in endoscopes over the last 10-15 years, a major limitation of endoscopic examinations is operator variation. This variation depends on operator skill, perceptual factors, personality characteristics, knowledge, and attitude\[[@B4]\]. This translates into a substantial inter-observer variation in the detection and assessment of mucosal lesions\[[@B5],[@B6]\], leading to an average polyp miss-rate of 20% in the colon\[[@B7]\]. All of these factors can to some extent be alleviated by substantial educational efforts, but they cannot be eliminated entirely\[[@B8]\]. Thus, developing an automated computer-based support system for the detection and characterization of mucosal lesions would be an important contribution to eliminating the current variation in endoscopists' performance.

Artificial intelligence (AI) is the area of computer science that aims to create intelligent machines that mimic human behavior, and assisted diagnosis using AI has been a holy grail in the field of medicine for many years. Such machines have long been the realm of fiction, but recent developments in computer hardware have enabled the narrower field of machine learning to develop potentially highly accurate computer assisted diagnosis (CAD) systems. At its most basic, machine learning is the practice of using algorithms to parse data, learn from the data, and then make a prediction, and in the medical domain such systems are used to detect or classify a disease. Research and development of such systems is currently under way in many medical domains like retina scans, various cancer screening systems, and skin cancer detection\[[@B9]-[@B11]\]. However, there exist methodological issues that need to be addressed both for creating and improving automated diagnosis algorithms.

MACHINE LEARNING IN ENDOSCOPY
=============================

Automated detection of anomalies in the GI tract have been proposed for diseases such as Barrett's esophagus, gastric cancer, angiectasia, celiac disease, and polyp detection and characterization, and a number of methods and algorithms have been tested in recent years\[[@B12]-[@B18]\]. The methods and algorithms range from simpler traditional machine learning methods to more recently developed deep learning approaches\[[@B19],[@B20]\].

An example of a simple system is a search-based system using various global features in the images\[[@B21]\]. It extracts (complex) image features like color histograms and textures and feeds these features into a classifier for determining whether an object is present or not. For example, such a system might determine the presence of an object by calculating the distance of the feature vector from the vectors in the model. An important advantage of systems based on simple methods is that they can be easier to understand and their results can be easier to explain to medical personnel\[[@B22]-[@B24]\].

The current state-of-the-art and the most commonly used methods are based on deep neural networks. These networks work as an interconnected group of nodes, akin to the vast network of neurons in the human brain\[[@B25]\]. Such networks typically consist of an input and an output layer, as well as multiple hidden convolutional, pooling, fully connected, and normalization layers. Typically, each input image will pass through the layers in order to classify an object with probabilistic values between 0 and 1. There exist several variations of deep neural networks. For image and video analysis, convolutional neural networks (CNNs) are the most common. CNNs can be used to perform either segmentation (the exact marking of a finding in the image\[[@B26]\]) or classification (a more global point of view on the image, such as a general statement like "this image contains a polyp"\[[@B22],[@B27],[@B28]\]). Another promising method for image analysis is generative adversarial networks (GANs). GANs consist of two neural networks competing with each other in a zero-sum game framework during the training phase. The generator network generates new data instances using an inverse convolutional network by upsampling random noise to an image. The other network, the discriminator, takes the generated image and the training set and checks for authenticity. This means that the discriminator decides whether the data belong to or are classified in the actual training dataset or not. GANs can also be defined as conditional GANs that have an image as input instead of random noise and that transform this image into another image. This can be used to create, for example, segmentation masks. An example of a GAN-based method is described by Pogorelov et al\[[@B22],[@B29]\]. The approach presented in their papers uses conditional GANs with a normal image from the colon as input, and the algorithm segments the finding in the image. This noise segmentation is then cleaned in a post-processing step that leads to a clear segmentation. Many of these approaches have yielded promising results regarding detection accuracy, with some achieving numbers above 90%, but many run too slowly to be used in a clinically useful system providing real-time feedback. Some comparisons of different approaches are given by Pogorelov et al\[[@B22],[@B26]\] and Riegler et al\[[@B30]\].

IMAGE DATABASE QUALITY
======================

A sufficient amount of data is vital in machine learning, and the creation of algorithms usually relies on large databases. This is especially true for deep learning, which is currently the standard for image analysis\[[@B31]\]. However, the quality of the database is also essential, and it is crucial that all the images and videos are annotated correctly. The computer learns from analyzing the given data, and thus erroneous learning will lead to incorrect diagnoses. Therefore, when collecting data and making a dataset the recommendations below should be followed

There are variations between observers, and to reduce this bias the ground truth assessment should involve at least three observers\[[@B32]\]. However, the required agreement between the observers and the degree of confidence is not known and requires further studies. The goal regarding the diagnostic thresholds for such a technique is to reach more than 90% positive predictive value for correct classification of the lesions\[[@B33]\].

A potential problem in machine learning is overfitting. Many of the datasets show obvious examples of medical findings, and the similarity of the different images often results in overfitting. Thus, overfitting occurs when the learning algorithm learns the data too well and therefore also captures the noise of the data, *e.g*., when the model or the algorithm fits the data too well, or if the model or algorithm shows low bias but high variance. Therefore, too many similar samples should be avoided in order to avoid such "overtraining". A diverse dataset is therefore recommended to better enable correct disease detection in new data.

Many datasets are limited in size, and many assess their systems using too few samples. Many argue that the dataset should be as large as possible\[[@B34]\], but others show that machine learning can also work on smaller datasets using transfer learning\[[@B30],[@B35]\], which has recently found frequent use in the context of medical image problems\[[@B36],[@B37]\]. Note that there is no "one size fits all" answer. The amount of required training data is dependent on many different aspects of the experiment, but a general rule of thumb is to have around 1000 images per class for deep learning applications. In the Kvasir dataset\[[@B38]\], at least 1000 images per class are provided for different findings.

One general problem is that several of the existing datasets are cumbersome to use in terms of permission, for example, several of the listed sets in Table [1](#T1){ref-type="table"}\[[@B38]-[@B44]\] are restricted. To enable subsequent comparisons, it is best is to use an open dataset.

###### 

Some existing image datasets for gastrointestinal endoscopy

  **Dataset**                         **Findings**                                                                                                 **Frames**         **Usage**
  ----------------------------------- ------------------------------------------------------------------------------------------------------------ ------------------ ---------------
  CVC-356\[[@B39]\]                   Polyps                                                                                                       1706               ©, by request
  CVC-612\[[@B40]\]                   Polyps                                                                                                       1962               ©, by request
  CVC-12k\[[@B41]\]                   Polyps                                                                                                       11954              ©, by request
  Kvasir\[[@B38]\]                    Polyps, esophagitis, ulcerative colitis, Z-line, pylorus, cecum, dyed polyp, dyed resection margins, stool   8000               Open academic
  Nerthus\[[@B41]\]                   Stool - categorization of bowel cleanliness                                                                  1350               Open academic
  GIANA'17\[[@B42]\]                  Angiectasia                                                                                                  600                ©, by request
  ASU-Mayo polyp database\[[@B43]\]   Polyps                                                                                                       18781              ©, by request
  CVC-ClinicDB                        Polyps                                                                                                       612                ©, by request
  ETIS-Larib Polyp DB                 Polyps                                                                                                       1500               ©, by request
  KID\[[@B44]\]                       Angiectasia, bleeding, inflammations, polyps                                                                 2500 + 47 videos   Open academic

The most important take-away message is that clean and complete data are one of the most important parts of a good detection system. This means that spending the time to create a high-quality database is very important and is directly connected to the quality of the following steps.

SYSTEM ASSESSMENT
=================

Comparing published research is challenging, and an increasing number of research communities are targeting this problem by creating public available datasets and encouraging reproducible experiments. In order to enable full comparisons, not only the same datasets should be used, but the datasets should also be split between training and test sets in an equal way. Furthermore, the more information the better, and one should use as many of the common metrics as possible as described by Pogorelov et al\[[@B38]\]. For detection accuracy, the raw numbers for true positives, true negatives, false positives, and false negatives are important, and metrics based on these like sensitivity (recall), precision, specificity, accuracy, Matthews correlation coefficient, and F1 score should be calculated. Finally, a metric for processing speed in terms of time per image or frame should be included, and although this depends on the hardware that is used, it gives an indication as to whether the system can run in real time.

We must also emphasize that there is a difference in how anomaly detection is defined. In the area of computer science, detection per frame or image is the standard, but in the medical domain, reporting a detection per instance (at least once in a sequence of frames of the same finding) is common. If possible, one should include both definitions.

CONCLUSION
==========

Researchers have sought for many years to develop efficient AI tools to assist in medical diagnosis. Enabled by recent hardware developments, several research groups are now working on machine learning-based medical systems and have obtained promising results. Thus, we have observed a rapid increase in publications related to AI in GI endoscopy over the last two years. However, as described above, there are still large variations in the tested datasets, and insufficient metrics are being used. In order to enable full comparisons between methods, the same datasets should be utilized, and as many of the common metrics as possible should be used\[[@B38]\]. Another limitation is that the lesion characterization systems rely on advanced endoscopic functionality like narrow-band imaging, endocytoscopy, or volumetric laser endomicroscopy, to which most endoscopy units do not have access, especially in low-income countries\[[@B45]\]. Still, it is not proven that these techniques improve endoscopy performance, and validation in live endoscopies is still required. Therefore, there is still a long road ahead before such systems can be put into practice, and much research, development, and clinical testing still needs to be performed. To produce the best possible and the most comparable results, the recommendations given here should be followed.
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