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Dans cette thèse, nous proposons des méthodes de volumes finis centrées mul
tidimensionnelles pour résoudre des systèmes de lois de conservation hyperbo
liques. Les systèmes hyperboliques jouent un rôle important clans la modélisation
de plusieurs phénomènes physiques surtout en aérodynamique et en magnétohy
ciroclynarnique. De façon particulière nous nous intéressons aux équations de la
magnétohydrodynamique idéale (IVIHD) ces équations décrivent plusieurs phé
nomènes en physique et en astrophysique comme la physique solaire, l’évolution
du plasma clans un milieu magnétique, les jets astrophysiques, etc. ; le champ
magnétique clans la solution analytique des équations de la i\/IHD est solénoïdal,
et donc satisfait l’équation de iVlaxwell V B = O. L’accumulation des erreurs
numériques telles que les erreurs de troncature et d’arroncli conduit souvent à
des solutions numériques qui ne satisfont pas la propriété physique du champ
magnétique et peuvent entraîner des instabilités numériques, ou des ondes non
physiques. Pour remédier à cette situation, nous proposons une méthode de trai
tement de la divergence qui sera jumelée à nos schémas centrés de base en deux
et trois dimensions spatiales (avec des cellules duales soit cartésiennes soit en
diamants), pour garantir une solution numérique physiquement adlrnissible. Nous
validons nOs méthodes numériques en considérant plusieurs problèmes classiques
et en comparant nos résultats numériques avec certains résultats récents de la
littérature.
Mots clés Méthodes de volumes finis centrées. magnétohydrodynamique idéale,
aérodynamique, méthode de tr9nsport sous contrainte.
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SUMMARY
In this thesis we consider central finite volume schemes for solving multicli
mensional systems of hyperbolic equations. Several physical phenomena are des
cribed using hyperbolic equations, especially in aerodynamics ancl magnetohy
clroclynamics. In particular, we will be interested in icleal magnetohyclroclynamics
(‘IVIHD I?) problems. The MHD equations describe several phenomena in Physics
and Astrophysics sucli a.s the solar physics, the flow of the plasma (ionizeci ftuid)
in a magnetic domain, etc. The magnetic field in the analytic solution of the
MHD equations is solenoidal anci thus satisfies Maxwell’s equation V B = O;
due to the accumulation of numerical errors such as the rotmcl-off errors anci the
truncation errors, the numerical solution usually fails to satisfy the solenoiclal
property of the magnetic fielci, anci thus instahilities or non-physical waves may
arise. To enforce the clivergence-free physical requirernent on the magnetic fielci
in the numerical solution, we construct new constraineci-transport-type methocis
that apply to both two ancÏ three-cÏimensional central schemes, involving Carte
sian or cliamoncl-shapecÏ dual cells, anci treat the magnetic fielci components of
the numerical solution. We valiclate our numerical methocls by solving several
classical icleal MHD problems ancl comparing our numerical resuÏts with the cor
responcling ones appearing in the recent literature.
Keyworcls Central fuite volume methocis, icleal magnetohycÏroclynamics, ae
rocÏynamics, coustraineci transport. ru thocl.
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INTRODUCTION
Le but de ce travail est de construire des méthodes de volumes finis cen
trées (ou ‘centrales”, ‘central schernes” en anglais) à la fois précises et robustes
pour résouctre numériquement des problèmes en aérodyllarnique et en magnétohy
cirodynamique (MHD) idéale. Les modèles mathématiques que nous considérons
constituent des systèmes hyperboliques multidimensionnels avec flux convexes (en
aérodynamique) ou non convexes (en magnétohydrodynamique). Dans cette intro
cluction, nous allons expliquer pourquoi il est important d’étudier les équations de
la magnétohydrodynamique. Nous allons illustrer les difficultés qui interviennent
en résolvant numériquement des problèmes de 1VIHD, et la nécessité d’avoir des ou
tils numériques efficaces et performants pour résoudre des problèmes de la MHD
idéale.
MOTIVATION
Dans un contexte physique, le plasma est un gaz ionisé à charge électrique
neutre qui est constitué d’ions, de neutrons et d’électrons [301, [31], [5Ï La cly
namique des fluides astrophysique est une branche de l’astronomie physique qui
étudie l’évolution du plasma clans les étoiles, les galaxies. les méchas interstellaires
et inter—galacticues. Les équations de la Ml-ID idéale modélisent la clynamicue des
plasmas. Ces équations décrivent le comportement d’un plasma, composé de gaz
obéissant aux lois des gaz parfaits, conducteurs et compressibles. Les équations
de la SMHD (shallow water MHD) sont obtenues en supposant que le fluide est à
densité constante et qu’il est en équilibre hyclrostaticjue clans la direction verticale.
Les équations de la MI-ID idéale sont utilisées pour modéliser les phénomènes des
jets astrophysiques et de la tachocline solaire.
Un jet astrophysique consiste en plusieurs écoileinents supersonic1ues alignés. Ces
2
jets paraissent lors de la formation de nouvelles étoiles et sont riches en informa
tions sur leurs sources et la manière dont elles ont pris naissance. La physique
des jets est très compliquée et les équations de la MHD permettent d’étudier le
comportement qualitatif des jets. On trouve dans la littérature plusieurs exemples
de modèles astrophysiques formulés à l’aide des équations de la MHD idéale.
Les équations de la MHD interviennent aussi dans la modélisation de la tacho
dine solaire. L’intérieur du soleil est constitué du noyau, de la zone radiative et
d’une zone convective. Les zones radiative et convective sont séparées par la ta








FIGuRE 0.1. Intérieur du soleil (www.stargazers.gsfc.nasa.gov)
taches solaires. La dynamique de la tachocline solaire se modélise par des modèles
de la dynamique des fluides soumis à des champs magnétiques. Gilman f30, 31
a introduit, à partir des équations de la MHD idéale, un nouveau modèle connu
sous le nom des équations de la $MHD qui décrit la dynamique d’un plasma à
densité constante dans un champ magnétique et en équilibre hydrostatique dans







Dans ce travail, nous nous intéressons aux schémas numériques centrés pour ré-
souche des systèmes hyperboliques multidimensionnels. Ces schémas numériques
nécessitent un maillage original et un maillage dual décalé pour éviter la résolu
tion des problèmes de Riemann sur les interfaces des ceiltiles, un processus fort
coûteux en temps de calcul. De plus, ces schémas numériques ont la propriété
d’être précis du second ordre dans l’espace et dans le temps.
De façon plus particulière, nous nous intéressons aux problèmes de magnéto
hydrodynamique idéale; les schémas numériques centrés (comme pour la plupart
des autres schémas numériques) ne sont généralement pas capables de résoudre
correctement les problèmes de la magnétohydrodynamique idéale et génèrent des
solutions numériques cmi ne satisfont pas certaines conditions physiques fonda—
mentales ; clans ce cas des oscillations, des ondes non physiques, des instabilités
ou même des pressions ou densités négatives peuvent apparaître. Ceci s’explique
principalement par l’accumulation des erreurs numériques, telles que les erreurs
de troncature et d’arrondi. ce cmi conduit à un champ magnétique à divergence
non nulle. Ces phénomènes continuent à apparaître nième en utilisant des sché
mas numériques d’ordre de précision élevé ou en raffinant le maillage. L’origine
de ce problème est due à la structure complexe des équations cmi modélisent le
phénomène de la magnétohydrodynamique, et à la contrainte de divergence nulle
(champ solénoïdal) que doit satisfaire le champ magnétique. En fait le système des
équations de la magnétohydrodynamique ne tient pas compte explicitement de la
contrainte V B O que doit satisfaire en tout temps le champ magnétique alors
que ceci est physicyuement sous-entendu à partir de la loi de Biot-Savart, et. des
équations de Maxwell et de Faraday. Plusieurs approches o;ït été proposées pour
remédier à cette situation : certaines consistent à traiter le champ magnétique
clans la solution numériclue à la suite de chaque pas de temps. d’autres consistent
à reformuler le système des équations de la MHD et l’écrire sous une forme non
conservative en introduisant une nouvelle formulation pour le phénomène ou en
utilisant une approche de type multiplicateur de Lagrange. Une autre manière
d’aborder ce problème consiste à appliquer la décomposition d’un champ vecto
riel en la somme d’un champ irrotationnel et. d’un champ solénoïclal (théorème
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de Helmholtz) et d’en retrancher la partie physiquement non significative; c’est
une approche intéressante mais extrêmement coûteuse en temps de calcul car elle
nécessite la résolution d’une équation de Poisson après chaque pas de temps. Dans
ce travail, en se fondant sur la méthode du transport sous contrainte originale
ment proposée par Evans et Hawley pour les méthodes de différences finies, nous
allons présenter une nouvelle méthode de traitement de la divergence qui s’ap
plique clans le cadre des schémas de type volumes finis centrés et qtu maintient
la formulation conservatrice des équations de la magnétohydrodynamique idéale.
CONTENU DE LA THÈSE
Le premier chapitre sera consacré à la présentation des schémas numériques
que nous allons utiliser pour résoudre des systèmes de lois de conservation hyper
boliques en différentes dimensions spatiales. Nous présentons ensuite un nouveau
schéma numérique de type central pour résoudre des systèmes hyperboliques en
trois dimensions spatiales les cellules du maillage original sont cartésiennes alors
que celles du maillage chiai décalé sont. en diamants (cieux pyramides qui se par
tagent la même base).
Au second chapitre nous présentons les équations qui modélisent le phénomène de
la iriagnétohyclroclynamique idéale, nous discutons la propriété physicue que sa
tisfait le champ magnétique clans la solution exacte de ces équations. Par la suite,
nous présentons un bref aperçu de chacune des méthodes numériques déjà propo
sées pour traiter le champ magnétique clans la solution numérique pour satisfaire
la contrainte physique. Finalement, nous présentons nos approches numériques
qui s’appliquent dans le cadre des schémas centrés, avec des cellules originales
cartésiennes et des cellules duales cartésiennes ou en diamants, pour maintenir
la contrainte physique clans chacun de ces cas nous formulons les écluations et
l’algorithme convenable et nous prouvons analytiquement que la solution générée
à la suite du traitement du champ magnétique satisfait la contrainte physique.
Les articles que nous avons publiés ou soumis pour publication clans les jour
naux scientifiques au cours de ce travail constituent la seconde partie de cette
thèse.
Notre premier article est présenté au chapitre 3. Dans cet article nous avons
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adapté le schéma numérique central biclimensionnel, dont les cellules originales
sont cartésiennes et les cellules duales sont en diamants, pour résoudre les équa
tions de la MHD idéale. Pour satisfaire la contrainte physique du champ magné
tique solénoïdal, nous avons construit une méthode de traitement systématique
de la divergence du champ magnétique, que nous appelons la méthode CTCS. La
présentation du schéma numérique de base ainsi que celle de la méthode CTCS
constituent la matière de cet article. Les résultats numériques que nous avons ob
tenus pour certains problèmes de 1VIHD idéale sont présentés à la fin de l’article
(chapitre 3). Cet article a été accepté au mois d’octobre 2004 et il est disponible
depuis le mois de décembre 2004 dans le Journal of Computational Physics, Vo
lume 204, pages 737-759.
Nous présentons au chapitre 4 le compte-rendu que nous avons soumis pour publi
cation dans le livre des Proceedings de la conférence : ‘Tenth International Confe
rence on Hyperbolic Problems : Theory, Numerics, Applications’ qui a eu lieu à
Osaka au Japon, au mois de septembre 2004. Dans ce travail, nous présentons
une nouvelle approche pour résoudre les problèmes de magnétohydrodynamique
idéale biclimensionnels avec les schémas numériques centrés dont les celltiles ori
ginales et duales sont purement cartésiennes.
La matière considérée dans ce proceeding sera présentée de façon plus élaborée
au chapitre 5, notre second article. Malgré le fait que le schéma numérique de
base, et pour certains problèmes de magnétohydrodynamique idéale, soit capable
de générer une solution numérique relativement acceptable et que la divergence
du champ magnétique dans cette solution numérique reste petite, nous avons
construit la version CTCS de traitement de divergence qui s’applique avec le
schéma numérique de base. Ensuite, nous avons appliqué cette nouvelle méthode
et nous avons résolu plusieurs problèmes de MHD idéale; nous avons comparé
nos résultats numériques avec ceux obtenus à partir du schéma à cellules duales
en diamant présenté au chapitre 3. La niéthode numérique que nous avons consi
dérée dans ce second article se caractérise par sa simplicité de mise en oeuvre,
sa robustesse, et entraîne une réduction du temps de calcul (environ 20-25%) si
l’on compare à la version avec cellule duale en diamant. Cette article est soumis
à “SIAM Journal on Scientific Computing”.
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Notre dernier article constitue le chapitre 6 de cette thèse; clans cet article nous
présentons un nouveau schéma numérique central tridimensionnel, dont les cel
itiles originales sont cartésiennes et les cellules duales sont en diamants. Nous nous
intéressons aussi à la version tridimensionnelle purement cartésienne des schémas
centrés (cellules originales et duales cartésiennes). Pour chacun de ces schémas
nous construisons la version CTCS de traitement de divergence correspondante
nécessaire pour résoudre des problèmes de MHD idéale. Nous présentons des va
lidations numériques de nos schémas ainsi que des comparaisons quantitatives
des résultats obtenus à partir des cieux versions du schémas. Cet article a été ac






Au début des années 90, Nessyahu et Tacimor [461 ont présenté un nouveau
schéma numérique centré pour résoudre les lois de conservation hyperboliques en
une chmensioll spatiale leur méthode est basée sur le schéma de Lax-FriecÏrichs et
fait appel à un maillage décalé pour éviter la résolution des problèmes de Riemaim
intervenant aux interfaces des cellules et ceci clans le but d’accélérer les calculs
de plus la méthode est non oscillatoire grâce à l’utilisation des limiteurs de pentes.
et elle est précise d’ordre cieux. Par la suite. Arminjon et al. [1, 2, 3, 4, 5, 91 ont
présenté plusieurs extensions en deux et trois dimensions spatiales sur des géomé
tries cartésiennes ou non structurées (maillages triangulaires oti tétraéciriques).
Dans ce chapitre, nous allons présenter une brève description du schéma original
unidimensionnel de Nessyahu et Tacïmor [461, ainsi qu’un aperçu sur certaines
extensions bi- et tridimensionnelles que nous allons utiliser au cours de nos ap
plications numériques. Finalement nous présentons une nouvelle extension tricli
mensionnelle faisant appel à un maillage original cartésien et à un maillage décalé
dont, les cellules duales sont. en diamants.
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1.1.1. Rappel du schéma de Nessyahu-Tadmor
Le schéma de Nessyahu et Tadmor j46] est basé sur la méthode de Lax
Friedrichs et permet de résoudre les lois de conservation hyperboliques unidimen
sionnelles de la forme
u + f(u) = O, x e IR, t e (O, oo)
u(x, t = O) = uo(x) (1.1.1)
tout en évitant la résolution des problèmes de Riemann aux extrémités des in
tervalles du maillage. On rappelle que le schéma de Lax-Friedrichs (LF) fait
évoluer une fonction constante par morceaux sur les cellules (les intervalles
= (zj_112, x+12 centrés aux “noeuds” x) définie, sur la cellule C comme une
valeur approximative de l’intégrale de la solution exacte n(x, t) sur
1 fXj4/ - -u(x,t)dx. (1.1.2)
X
La version originale du schéma de Lax-friedrichs s’écrit sous la forme
= (u1 + u) — À(f(u1) — f(u)), avec = At/(2x). (1.1.3)
C’est l’utilisation de la version décalée du schéma LF et de deux maillages décalés
FIGuRE 1.1. Géométrie du schéma central de Lax-friedrichs
l’un par rapport à l’autre (fig.1.1) qui permet d’éviter de résoudre les problèmes
de Riemann qui interviennent notamment, dans toute méthode de type “Volumes
Finis”, aux interfaces des cellules; on effectue pour cela deux pas de temps succes
sifs au cours du premier pas, on suppose connues les valeurs {n} sur les cellules
originales G et on définit des valeurs intermédiaires {uj’12} sur les cellules duales
1I
y, i+I/2 Ti+i X
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= { <:i; < x±ï} par
rt1/2 = + u) - c(u+) f Qu.7)), \ (1.1.4)
La solution sur le maillage original est obtenue lors du second pas de temps et se
calcule de la façon suivante
n+2
= (1/2 +u42) - (f(12) - f(ul/2)). (1.1.5)
Le schéma ilumérique de Lax-Friedrichs est précis d’ordre un clans l’espace et
dans le temps. Nessyahu et Tacl;nor [46], ont. considéré la version décalée du
schéma de Lax-friedrichs et ont considéré à la suite de van Leer [3J ou [4] une
approximation de la solution exacte linéaire par morceaux sur les cellules du
maillage; ceci augmente l’ordre de précision spatiale du schéma d’une unité; les
interpolations linéaires sont obtenues facilement en utilisant des développements
de Taylor dii premier ordre
u(x, t’) u + , [x_l2, IL+1/2], (1.1.6)
où à’ doit satisfaire la condition
6 a
—— —u(x. t)I=1, + O(\r)
pour obtenir l’ordre cieux par rapport à c.
On définit comme étant une approximation numériclue de la valeur moyenne
de la solution du problème de Riemann généralisé sur {. ij+ij, obtenue de la ma
nière suivante.
On intègre l’équation (1.1.1) sur le domaine i±1/2 = [i .+l] x [t tri-l-I] et on
applique la formule de Green pour obtenir
f (‘u d — fQu) cÏt) = 0. (1.1.7)
1/2
Cette intégrale se décompose sur chacun des côtés de i+1/2 et prend la forme
fxr+1 t’i+1/2
J n(xtfl+’)cb—J u(x,t) cLr+J u(r,t)dx
- tf f(u(x+y,t)) dL
- L f(n(x,t)) ut). (1.1.8)
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En définissant la valeur numérique de la solution à t = t1 sur la cellule D+1i2
par:
di. (1.1.9)
on est conduit au schéma.
= 1
u(.T.t) dx + f112 (x.t) dx)
1
- tf (n(x1,t)) Ut
- f f(u(x,t)) Ut) (1.1.10)
Pour les intégrales spatiales, on remplace n(x, t) par son approximation linéaire
par morceaux, la première intégrale de l’équation (1.1.10) devient : AxQu/2 +
6/8). On utilise la règle du point médian pour approximer les intégrales tempo
relles clans l’équation (1.1.10)
f(u(x, t)) dt tf(n(x t1+l/2)) (1.i.11)
pour cela, on calcule
n(x,t) ± u(x.t) (1.1.12)




Les approximations numériques du gradient génèrent souvent des oscillations clans
la solution ; pour éviter de telles situations, on utilise pour calculer des limiteurs
de pente (de type MUSCL de van Leer [67j). Le premier pas de temps du schéma
prend la forme suivante
—




S — Ai ( . . )
La solution aux noeuds du maillage original est obtenue lors du second pas de
temps
,i+1 n+1 n+1 n+1 n±3/2 — çç n+3/2tL_1/2 U1/2
+




Ceci achève la présentation du schéma numérique de Nessyahu et Tadmor pour
les lois de conservations hyperboliques en une dimension spatiale.
Le défaut de ce schéma central consiste en une restriction sur la condition de
stabilité CFL qui ne doit pas dépasser la valeur 0.5. Pour mieux comprendre
cette restriction sur la condition CFL nous allons considéré la loi de conservation
unidimensionnelle n1 + f(n) = u et nous comparons la géométrie du schéma
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FIGURE 1.2. Géométrie des schémas numériques de type Godunov
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FIGuRE 1.3. Géométrie de la version centrée du schéma de Lax-friedrichs
Comme nous avons déjà vu, le fait d’alterner à chaque pas de temps entre des
cellules originales et des cellules duales nous évite de résoudre les problèmes de
12
Riemann qui interviennent aux interfaces des cellules. Malgré le fait que la condi
tion de stabilité CFL des schémas centrés soit inférieure à celle des autres schémas
(par exemple les méthodes de type Godunov, Upwind et autres) l’expérience a
montré que ces schémas restent quand même compétitifs et avantageux.
1.1.2. Extension du schéma “NT” en 2D avec des cellules duales en
diamants
Plusieurs extensions bidimensionnelles du schéma dc Nessya.hu et Tadmor ont
déjà été proposées par Arminjon et ses collaborateurs [1, 2, 3, 4, 5, 9, 63] (pour
des maillages cartésiens ou non structurés) et plus tard par Jiang-Tadmor [35]
dans le but de résoudre les lois de conservation hyperboliques bidimensionnelles
dans R2 x (O, oc), (1.I.17)
V(x,y,t = O) =
Dans cette thèse on va s’intéresser en particulier à deux extensions bidimension
nelles. Dans les deux cas on considère un maillage original cartésien où les cellules
C sont des carrés de côtés parallèles aux axes. Les cellules du maillage dual dé
calé seront soit des cellules ‘diamants” (carrés obliques, Fig.I.4), soit des cellules
cartésiennes décalées (Figs.1.4 et 1.5). On considère un domaine rectangulaire dis
crétisé uniformément suivant un réseau de cellules carrées; les cellules du maillage
décalé sont les carrés centrés aux milieux des interfaces des cellules originales et
qui ont subi une rotation de 450 comme le montre la figure 1.4.
FIGURE 1.4. Les cellules cartésiennes en bleus sont centrées aux
noeuds ‘o’, les cellules duales sont représentées en rouge et en vert
La description complète du schéma se trouve dans [9] avec des applications
numériques pour des lois de conservation scalaire, et pour les équations d’Euler.
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Nous donnons ci-dessous un bref aperçu de la méthode numérique. Nous considé
rons l’équation (1.I.17) avec = (7, ) où ï et sont des “fonctions de
flux” dans un domaine rectangulaire Q du plan (x, y), et avec la condition initiale
= O) =
Soient G et G±y deux cellules cartésiennes centrées aux points aj = (xi, y)
et = (r+1, yj) et telles que la ligne passant par ces deux points soit parallèle
à l’axe des abscisses (Fig.1.5). La cellule duale Di/2, est le carré dont deux de
ces quatres sommets sont les points et a+i, et qui admet comme diagonale








FIGuRE 1.5. Deux cellules cartésiennes G+i3
duale D+112,
et la cellule
On intègre d’abord l’équation (1.1.17) sur le domaine D+i/2, X [t’, t’’]
n±1
—
— L D,1123 n + n) du dt,
f -+U1dAdt=— -+V•FdAdt.








= (nt. n) est le vecteur unitaire normal à la frontière de la cellule duale
3D+112. Le membre de gauche de l’équation (1.1.19) définit la valeur moyenne
U,12 dc la solution sur la cellule duale
ff Vt1, y, t1) dA, (1.1.20)D+i723
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Â(D+;/2,) représente l’aire de la cellule duale D+l/2. On écrit la première
intégrale du membre de droite de l’équation (1.1.19) comme une somme de cieux
intégrales sur les sous-domaines D+l/2. n C (le triangle a1jTB) et le sous
domaine D+l/9 n (le triangle a+iT3)
ff (,y,t)cL4=
+ ff y, t) dA. (1.1.21)D+ii2,3
En utilisant la règle du point médian (appliquée au centre du triangle), on peut
approxirner l’équation (1.1.21) avec une précision d’ordre deux
tî —*
— Ax
J] U(.x,y.t) dA nC,)D+tp
+ V(x±1 — , y, t)A(D,112. n C+) (1.1.22)
où A(D+l/2, n C) A(D+i/2.5 n c+1,) A(D+ï/2)/2 = 1i2/4 (h = Ai =
Ay)
Pour calculer les valeurs de U (x, y, t) apparaissant clans le membre de droite de
(1.1.22), on considère des fonctions linéaires par morceaux y, t) définies
sur les cellules du maillage et qui sont obtenues par interpolation linéaire (de type
i\1USCL de van Leer [671) an voisinage des noeuds Ceci garantit le second
ordre de précision et préserve la monotonie du schéma
V (i, y, LT1) V +
___
n + YYjflj (1.1.23)
où
liin tiri
+ e(Ax), + O(Ay))
représente le gradient limité de
L’équation (1.1.23) permet. de calculer les approximations suivantes
U(ct..t) u + +
u + u — — ‘ + L/m) i+1,j \ i+1,j;x i+1,j;y
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En tenant compte de (1.1.23), on réécrit (1.1.22) sous sa forme filiale
fL+l/2,,
(x,y,t)dA + + - j;x). (1.1.24)
De nouveau, on applique la règle du point médian pour évaluer l’intégrale du
flux par rapport au temps pour garantir une précision d’ordre cieux. On peut
approximer le deuxième terme clii membre de droite de l’équation (1.1.19) de la
façon suivante
L (7n + n) du dit
.
(7(V(x y, t’/2))n + (V(, y, t2))n9) du. (1.1.25)
Pour évaluer l’équation (1.1.25), il fant prédire les valeurs de et de sur les
interfaces de la cellule D+i/9 à l’instant intermédiaire Par exemple. on
peut prédire ces valeurs au milieu tin segment {a,B] (Fig.[1.5j) en utilisant




U(Ct. t) — V. (1.1.26)
On réécrit l’équation (1.1.26) en termes des matrices jacobie;ines sous la forme
suivante
t) - (Aii(ai t))
+ (1.1.27)
De façon analogue, on peut approximer n+1/2 n±i/2T
F( U2) est alors mie approximation du flux au milieu du segment a3
à l’instant intermédiaire t1/2 obtenue à partir de l’équation (1.1.26). Dans le
cas d’un maillage uniforme, mie cellule duale D+l/2 est un carré dont les côtés
forment un angle de 15° avec les axes; ainsi les vecteurs unitaires perpendiculaires
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à la frontière dD+l/2, sont
rr r(1_1), -*7:=—(1,l). n2= —(ll) W4 ,1)
On peut approxirner l’intégrale du flux de la façon suivante en notant
i±1/2,j
(1 <cj <4) les arêtes de
t”-1 4 —
f nx,q+ny,q) duf (In+n) du — f (f t ) dÉi+1/2,3




+ (f t U (a t’2)) + (U(at’/2)))
__
‘V 1
+ (— f (U(at”’2)) + g tU(at,t’/2)))
{RHs} (1.1.28)
en tenant pour cela compte du fait ciue la cellule duale est un carré dont la lon
gueur de l’arête est Ï(aT) = t(a3) h\//2. Les équations (1.1.19), (1.1.21)
et (1.1.28) permettent d’obtenir l’expression du premier pas de temps clans la
direction de l’axe des abscisses (sur les cellules duales de la forme D+ii2,)
1 —* — 1 —-Vn+1 — — LI tiiii ‘i+1/2,j — (U + U+1,) + i+1.jr)
At 7n+1/2 — n+1/2— [(— g ) + (7n+1/2 — n+1/2ci. a
J’ J’
ri+l/2 n+1/2(71/2 + g
± ) + (- f + + n1/2)] (1.1.29)
-J
De façon similaire nous pouvons formuler l’expression du premier pas de temps
claiis la direction de l’axe des ordonnées (sur les cellules duales de la forme Dij±y/2)
et celle du second pas de temps qui va donner la solution sur le maillage original
(les cellules Une étude détaillée de ce schéma se trouve clans [9j.
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1.1.3. Extension du schéma “NT” en 2D avec des cellules duales
cartésiennes
En 1995, Arminjon et al. (1.1.17) ont présenté une extension bidimensionnelle
[21 du schéma centré de Nessyahu et Tadmor pour résoudre les lois de conservation
hyperboliques bidimensionnelles. Les cellules du maillage original ainsi que celles
du maillage décalé sont cartésiennes uniformes. Nous allons donner par la suite
un bref aperçu du schéma numérique. Les cellules {C } du maillage original sont
les carrés centrés aux noeuds (xi, yj) et telles que x+i — X = Yj+1
—
= h. Les
cellules duales D+l/2,i+l/2 du maillage décalé sont identiques aux cellules
mais elles sont centrées aux noeuds (r+l/2,y+l/2).
FIGuRE 1.6. Quatre cellules cartésiennes du maillage original (en
bleu) sont nécessaires pour calculer la solution sur la cellule duale
(en jaune) du maillage décalé
Supposons que la solution U soit connue sur les cellules à l’instant tv’.
A l’instant on calcule la solution sur les cellules duales du maillage décalé
et ceci pour éviter la résolution des problèmes de Riemann sur les interfaces des
cellules. En intégrant l’équation (1.1.17) sur le domaine D+i/2,+l/2 x [t’,t’]
on obtient
f V(x,yt’) = f V(x,y,t)
Ct+l t
— / / V F(U(x.y,t)) ds dt. (1.i.30)
Jn JDi+’/2,j+l/2
Le terme de gauche de l’équation (1.i.30) définit la solution à l’instant sur la
cellule duale D+l/2+l/2. La première intégrale du membre de droite de l’équation
(1.I.30) sera approximée avec une précision d’ordre deux en utilisant la règle du
1$
point médian ainsi clu’une interpolation linéaire de type MUSCL de van Leer [671.
La seconde intégrale du membre de droite de l’équation (Ï.1.30) sera calculée en
appliquant tout d’abord la formule de Green et ensuite sera approximée avec une
précision d’ordre cieux en utilisant la règle du point médian. L’expression générale
de la solution numérique U’/9+l/2 a hnstant t1 est donnée par la formule
suivante (cf. [2J)
+ ‘+i.+i + +
- j;x) -4 [L2 - j/2]
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[ n+1/2 - n±1/2]
1 (lim 1m t n+1/2 — n+1/2
+1j;y — i+I.j+1:x) [i±l,j+l Pi+1.j
ù (V) (/A + O(Ax), /Ay + O(Ay)) représente le gradient
limité de la solution numérique.
1.2. ScHÉMAS NUMÉRIQUES CENTRÉS EN TROIS DIIVIENSIONS SPA
TIALES
Dans cette section nous allons présenter cieux schémas numériques pour ré
soucire des systèmes hyperboliques en trois dimensions spatiales de la forme
avec les données initiales (1.2.1)
z, t O) y, z),
où
= (, ..‘tL, () = (J h)
= ((Ii f)T (g’ g)T (hi hT)
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Les deux schémas utilisent un maillage original cartésien uniforme dont les cellules
sont des cubes centrés aux noeuds du maillage. Les cellules duales du maillage
décalé sont soit des diamants ou simplement des cubes décalés.
1.2.1. Schéma numérique central en trois dimensions spatiales avec
cellules duales en diamants
Nons proposons un nouveau schéma numérique tridimensionnel pour résoudre
des systèmes hyperboliques de la forme (1.2.1). On considère un domaine ayant la
forme d’un parallélépipède discrétisé par des cubes ayant h pour longueur d’arête.
Comme en une et en deux dimensions, le schéma tridimensionnel nécessite un
maillage décalé. On propose alors les cellules «diamants» obtenue en joignant les
centres de deux dilbes adjacents aux quatre sommets de leur face commune comme
le montre la figure Fig.1.Z. Ce schéma numérique peut être considéré comme
extension directe du schéma bidimensionnel [1 présenté à la section 1.1.2. Les
cellules cartésiennes du maillage original sont les dilbes Gi,j,k [xi—112, xi+l/21 X
[Yj—1/2, Yj+1/21 x [Zk_1/2, zk+1/21), centrés aux noeuds les cellules duales sont
obtenues à partir de deux cellules cartésiennes voisines C,jk et G+I,,k (Fig.1.8)
et ceci en joignant leur centre respectif aux quatres sommets de la face commune
des deux cellules cartésiennes. Tout comme pour la version bidimensionnelle, il




FIGURE 1.7. Profil dii maillage cartésien et du maillage dual en diamant
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1.2.1.1. Premier pas de temps suivant t’axe des x
Nous supposons que la solution soit connue sur les cellules cartésiennes du
maillage original à l’instant t’. Soient et Ci+1,,k deux cellules cartésiennes
centrées aux noeuds = (xi, y, zk) et a+1,,k = (Xi+l, y, Zk) respectivement
et telles que la ligne soit parallèle à l’axe des x. Soit Di+1/2,j,k la





FIGuRE 1.8. Deux cellules cartésiennes C+y,,k (les cubes en
bleu) et la cellule duale D+i/2,I,k (diamant en rouge)
l’équation (1.2.1) sur le domaine D+i/2,J,k X [t’, t’]
r+1 r —* —*
+ ,l / V. F(U(x,y,z,t)) dVdt.
Jt JDj+l/2,j,k
On applique par la suite le théorème de divergence; on obtient
V(.x,y,z,t’) dV=f V(x,y,z,t72) dV
D+i /2 ,j,k
f (V(x, y, z, t’2)) dA dt. (1.2.2)8Dj+l/2J,k
représente la normale extérieure à la frontière 8Dj+1/2,j,k de la cellule duale.
Le terme de gauche de l’équation (1.2.2) définit la valeur moyenne de la solution
à l’instant t’2 sur la cellule duale Dj+i/2jk
f V(x,y,z,t’) dV,Dj+1/2J,k
fn+l r —*










où V(D+l/2ik) = h3/3 représente le volume de la cellule D+l/2,i,k. La première
intégrale du terme de droite de l’équation (1.2.2) se décompose, sur un maillage
uniforme (Ax = Ay = Az = k), en une somme de deux termes
f V(x,y,z,t) dV = f (x,y,z,t)Di+l/2knC,jk
+1 V(x,y,z,tr) dV (1.2.4)




+V(D+i/2,,k fl Ci1,j,k) U (xi — , y, Z,
V(D+l/2,j,k n = V(D+l/2k n C+1,j,k) = est le volume de chacune des
deux pyramides qui constituent la cellule duale.
Moyennant une interpolation linéaire (par exemple de type IVIU$CL de van Leer
[67]) on peut, pour approximer l’équation (1.2.4) avec une précision d’ordre deux,
illtrodÏuire




VUk t + O(Ax), + O(Ay), j,k;z + O(Az)) (1.2.6)
est le gradient limité [67] de l’interpolant linéaire y, z, ta).
L’équation (1.2.4) prend sa forme finale
î ) k




Pour évaluer le second terme du membre de droite de l’équation (1.2.2), on utilise
tout d’abord la règle du point médian pour approximer l’intégrale temporelle du
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t f y, z, t/2)) . dA. (1.2.8)
Pour le calcul de l’intégrale du flux à travers les faces de la cellule duale D+1/2,,k
on aura besoin des notations ci-dessous
(1) Pour des cellules cartésiennes C,J,k anci C+i,,k
• ci = y, Zk) et c (x+i, yj, zk) représentent les centres des cieux
cellules adjacentes et G+y,,k suivant l’axe des abscisses.
• L’interface commune des cieux cellules adjacentes Cjj,k et C+1,,k sera
notée (ahccl). Les composantes des quatre sommets en termes de i, j,
k et k sont
a (x +k/2,y — k/2,zk — Ïi/2)
b: (xj + h/2,y +k/2,zk — k/2)
C: (i +k/2,y +k/2,zk +k/2)
d: (x + k/2. y — h/2, zk + k/2)
(2) Pour la cellule diamant (D+1/2,j,k)
• 71 représente le triangle c1cd
= + ] est la normale extérieure au triangle ‘
e (r + k/3, yj, zc + k/3) est le centre du triangle 7’
• 2 représente le triangle c1ad
9 1 . .n = — .; ] est la normale exteneure au triangle I
e(x + k/3, y — k/3, Zk) est le centre du triangle 12
• I représente le triangle c1cb
+ est la normale extérieure au triangle
+ k/3, y + k/3, zk) est le centre du triangle T
• I représente le triangle c1ab
4 1 “ . . 4[— z — k] est la normale exterieure au triangle I
e?(x + k/3, y. Zk — k/3) est le centre du triangle T/1
T, représente le triangle ccd
23
[7 + k] est la normale extérieure au triangle ‘
— Ïi/3, y, Zk + h/3) est le centre du triangle T,
• T, représente le triangle crad
[7
— 7] est la normale extérieure au triangle
— h/3, y — k/3, zk) est le centre du triangle V
• V représente le triangle crbc
[7 + 7] est la normale extérieure au triangle
— k/3, y + k/3, zk) est le centre du triangle V
• T4 représente le triangle crab
= [7 — 7] est la normale extérieure au triangle ‘
— k/3, y, Zk — k/3) est le centre clii triangle V
Comme clans l’équation (1.2.8), l’intégration par rapport au temps du flux est
approximée par la règle de qlladlrature du point médian; ceci nécessite des pré
dictions des valeurs de V et de 7(V) au temps n+1/2• On calcule des approxi
mations aux centres (e)k=1,..,4 et (e)c=i,..1 des faces (?k)k_l4 et (T)1,4
de la cellule duale. La valeur de la solution au point e sera considérée comme
valeur moyenne sur le triangle T pour k = 1, .., 4, s E {l, r].. Moyennant un dé
veloppement de Taylor du premier ordre par rapport au temps, on calcule les
approximations suivantes
1 2 ‘ AtU s=Ï,rk=1,...4.
où t) est défini par (1.2.10). En tenant compte de (1.2.1), on obtient
1 9 “ ‘S ) ‘S S- U8(e,t) - -(À(U5(e,t))U +3(U(c,t’))U
+ c(V5(,t))V) s = t,r k = 1 4 (129)
A. B et G représentent les matrices jacohiennes des fonctions flux (7, 7, 7).
On prend 7(V12) pour valeur approximative du flux au centre de l’interface
de la cellule. On utilise une interpolation linéaire pour approxirner U(r, y, z)
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autour des points c pour s = 1, r.
-3 -3 — Jt,S \ Vhirn Ye — Yc ‘ jtirnUb(ek U +
Ax c





L’équation (1.2.10) permet de calculer les approximations suivantes
—* 1 —* —4 — —* 1 —* —*Ut(e.t») U» + _(Ut»l + Ulm) UT(e,t») U + + u’)‘-‘C1 3 CX C1Z
—5 —* 1 — — —5 —* 1 — —sUt(e,t») Un + — Utm) UT(e,th1) U + U”c,-;yJC1 3 cj;x c1;y
—5 — 1 — —* —5 — 1 — —-sUt(e.tn) + + um U-(e,t») U + +L’
—5 —s 1 —+ —s —* —* 1 — —*
(U
— Utn» U1(e,t) U + t—U’’» — U’Ut(e.t») u + c;x c,-;z)
-4-5
On se sert- dc ces équations pour calculer F (U (c, tn+2)) à l’instant intermé
diaire n/2 (moyennant (1.2.9)). L’intégrale du flux à travers les faces de la
cellule duale se calcule de la façon suivante
4




+ F t U (ek t2 kr’ )) A(T)]. (1.2.11)
Ici Â(1) — A(Tk) h2 — A(T) représente l’aire du triangle T dans le cas d’un




+1/2[{7(VT±1/2) + (V1/2)} + {7(1/2) + a (us, )}CI
{ 7(V»+h/2 n±l/2}





+ {7(V1/2{-7(’ )+g( - )+g(U3
-4 -4 -4 -4
{(V1/2) - h (U2) + { f (U’2) - (V1/2) i]. (1.2.12)e1 et J
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— U,J,k;x)] — t[RHs]. (1.2.13)
Ainsi, la valeur moyenne de la solution, à l’instant sur la cellule diamant
D+1/2,J,k dont l’axe CICT est parallèle à l’axe des abscisses, prend la forme finale
1 —+ —* 1 — —*u’ —-(Un +u +_(Utm Uhimi+1/2,j,k
— 2 ‘ i,j,k i+1,j,k) i,j,k;x i+1,j,k;x
— t[RHs]. (1.2.14)
Premier pas de temps snivant l’axe des y et des z
Pour couvrir tollt le domaine de calcul, il faut calculer la solution numérique
sur des cellules diamants dans la direction de l’axe des y et des z ({Dj,j+1/2,k} et
{ Ces cellules sont obtenues à partir des cellules cartésiennes —
Gi,j,k et Gi,j,k — Cj,j,k+j comme le montre la figure Fig.1.9. La procédure est
identique à celle présentée dans la section précédente (pour des cellules duales




FIGURE 1.9. Cellilles cartésiennes nécessaires pour générer la so
lution sur les cellules duales D,+1/2,k et
servir de données initiales pour évaluer la solution à l’instant t sur les cellules




1.2.1.2. Second pas temporel
Dans cette section on va calculer la solution à l’instant t2 sur les cellules
cartésiennes centrées aux points (xi, y, zk) du maillage original, et ceci en
considérant comme données initiales la solution numérique obtenue à l’instant





FIGuRE 1.10. Reconstruction de la cellule cartésienne originale
6i,j,k à partir de six cellules duales
L’approche est similaire à celle déjà appliquée pour le calcul dc {UJj2k}.
On intègre l’équation (1.2.1) sur le domaine Cjk x [t’1,t2] et on applique
ensuite le théorème de divergence; on obtient
où V(C,,k) = h3 est le volume de la cellule Le premier terme du membre
de droite de l’équation (1.2.15) se décompose en une somme de six intégrales, sur
les intersections des six cellules duales adjacentes avec la cellule Ci,j,k; on procède
le long des trois axes du système spatial de la façon suivante
Le long de t’axe des x
On considère des cellules duales Da and Db centrées aux points a(x+i/2, Zk)
et b(xl/2, y1, Zk) respectivement. On applique la règle du point médian pour
V(Cj,j,k)k =f V(.x,y,z,t’) dV
r+2 t
—] J F(U(x,y,z,t’))JidAdt+1 aC3,k (1.2.15)
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approxirner les intégrales suivantes
J y, Z, t’) dV V(C,jk fl Da)Va(i + 2h/5, y, Zk,C,3, k nD
(1.2.16)
f (x, y, z, t’) dV V(Cjjk n Db)b(x — 2h/5, yj, z,C,.,kflDb
On utilise les données à l’instant tr1 aux points a et b (centres des diamants
Da et Db) pour approximer, moyeillallt un développement de Taylor, la solution






Ub(x — 2h/5,y,zk,”’) U’ +
Le tonçj de t’axe des y
On considère des cellules duales D et Dd centrées aux points c(x, Yj+1/2 Zk)
et d(x, Yj—1/2, z) respectivement. On applique la règle du point médian pour
approximer les intégrales suivantes
f (x, y. z, t’) dV V(Ck n y + 2h/5, zC, j. k nD
(1.2.18)
f y, z, t’) dV V(Cj,j,k n Dd)Vd(x, y — 2h/5, ze,C j. k nD,
On utilise les cloimées à l’instant aux points e et d (centres des diamants
D et Dd) pour approximer. moyennant un développement de Taylor, la solution
aux points (xi, yj + 2h/5, z1)
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Le tong de t ‘axe des z
On considère des cellules diamants D et Df centrées aux points e(x1. yj, Zk+1/2)
et f(x1, y, zj1/2) respectivement. On applique la règle du point médian pour ap
proxirner les intégrales suivantes
J (x,y,z,t’) dV V(Cl,,k flDe)e(Xi,Yj,ZkCjkflDe
(1.2.20)
f (x, y, z, t’) dV V(Cl,,k fl Df)Uf(X, y, zk — 2h/5,C,,kflDf
On utilise les données à l’instant aux points e et f (centres des diamants
D et Df) pour approximer, moyennant un développement en série de Taylor, la
solution aux points (xi, yj, z1 + 2h/5)
1:





En utilisant les équations (1.2.16) à (1.2.21), on peut approximer la première
intégrale du membre de droite de l’équation (1.2.15) de la façon suivante
f (x,y,z,t’) dV ‘[{n+1 +V+1+n+1 ++1+Czjk 6
‘S
,S 1 .‘ ‘S
+ + - + -
+ - + }]. (1.2.22)
Lintégrale par rapport au temps du flux dans l’équation (1.2.15) sera approximée
avec une précision d’ordre cieux en appliquant la règle du point médian
+2
J f (V(x,y,z,t)).dAdi
Ai J (V(x, y, z. t312)) dA. (1.2.23)k
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On a besoin des approximations de V et du flux sur la frontière 8C.3.k du
cube 0j à l’instant intermédiaire tn+3/2 en tenant compte de l’équation (1.2.1),




U (x, y, z, n+3/2) U (x, y, z, t+l) + U(x, y, z, tni+l)
- At - -
=U(x,y,z,t’)—-[A(U)+B(U)
+ C(V)](XY,t,+). (1.2.24)
Soient S, r = 1, .., 6 les six faces (carrées) du cube G3.k. On note par V3/2
l’approximation de V sur S. L’intégrale du flux devient
f (V(x,y,z,t3/2)) dA / (V( 3/2))r=1 .
-
—r 3 /.) —* * 3 5)
A(S)Lj(UT’j- f(U’ j
+ (V32) - (V3/2)
± (V32) - (V32)]
(1.2.25)
où A(S) = À($r)r=1,.,,6 J?2 aire du carré S,. et
a est le centre de 7. b est le centre de 82. 52
c est le centre de 8:3. n s3 = j . d est le centre de 5, n s4 = —j
‘S
S’eestlecentredeS5, ns= k, festlecentrede86, n56=—k
Ainsi, la solution à l’instant t2 prend la forme
[v+’ + V’ + V + V’ + V’ + V’}
+ — V + V’ — +
- V + V}) - At{k2 RHS}] (1.2.26)
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ou sous une forme simplifiée
1
= + u’ + u’ + u’ + u’ + un’)
1 —. —*. —*. —*.
+( U+ U+ U
—* -*. At
— u + u) — .-RHS. (1.2.27)
Pour compléter la description du schéma numérique, il faut montrer comment
calculer les valeurs de sur les interfaces des cellules cartésiennes à l’instant
t’3/2. Pour cela, on considère par exemple le carré $ centré au point a(x +
h/2, yj, Zk). Pour préserver le second ordre spatial du schéma, on considère les




FIGURE 1.11. La surface S du cube Gi,j,k
On calcule une approximation de la solution en chacun des quatre points
moyennant un développement de Taylor du premier degré à l’instant t’ de la
façon suivante
V, ,V
U’ 32+1 — tzm





Les approximations à l’instant t312, et en chacun des cluatre sommets de la face
S sont calculées de la façon suivante
— - [A’))T +± — ± / ;i
—* 3 ) — —— - [A(u”I’))ug +
Ainsi on peut approximer le flux nmnérique à l’instant intermédiaire t”32 à
travers la face $ de la façon suivante











+ (3/2) + (3/2)].
(1.2.28)
En appliquant la même procédure sur chacune des faces 3r r = 2, .., 6, on obtient
les approximations suivantes
7(n±3/2) [(fl±3/2) + (fl±3/2) ± (fl3/2) + (fl+3/2)]
u /) [F (U 3/2) + ( + f() + u n±3/2]
( 312)
1 /±3/2) + F (fl+3/2) + (2) +
(3/2) [fl±3/2)
+ V(Vfl±3/2)
+ (3/2) + (Vfl3/2)]
(V3/2) 1 [(±3/2) + (3/2) + V(3/2) +
avec
(Xi+1/2 Yj + h/4, 2k),
(ii_1/2, + h/4. 2k),
(x + h/4, Yj+1/2, 2k),
(xi ± Ïi/4, Yj-1/2: 2k),
(x + h/4. p. Zk+1/2),
= (d+i/2, Yj. 2k + h/1)
= (xi_1/2. 1Jj. Zk + h/4)
c = (xi, Yj±1/2• 2k + h/4)
d = (.rc Yj-l/2. 2k’ + k/4)
= (xi. y ± k/4, Zk+1/2)
(x + h/4, 2k_1/2), f = (x,. y1 + h/4, Zk_1/2).
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1.2.2. Schéma numérique central en trois dimensions spatiales avec
cellules duales cartésiennes
Dans cette section nous présentons un second schéma numérique centré tri
dimensionnel que nous allons utiliser pour résoudre des systèmes hyperboliques
en 3D. Les cellules du maillage original ainsi que celles du maillage décalé sont
cartésiennes. Les cellules du maillage original sont les cubes centrés aux
noeuds (xi, y, Zk); les cellules duales Di+/2,+1/2,k+1/2 sont les cubes centrés aux
noeuds (Zj+l/2, Yj+1/2, Zk+/2). Lors du passage des cellules originales (à l’instant
t’ ) aux cellules duales à (l’instant t) on évite la résolution des problèmes de
Riernann sur les interfaces des cellules. Nous supposons que la solution numérique
z
‘r — — —




FIGuRE 1.12. Les cellules originales Cj,j,k sont les cubes repré
sentés en bleu centrés aux points (.x, y, zk) les cellules duales
Vj,j,k Dj+1/2,j+1/2,k+1/2 sont les cubes décalés représentés en
jaune et centrés aux points (.Xi+l/2, Yj+1/2, Zk+1/2)
du système différentiel
(1.2.29)
est donnée sur les cellules à l’instant t7. On veut calculer la solution sur
les cellules duales du maillage décalé à l’instant t’. Nous allons considérer pour
les cellules duales Dj+1/2,j+i/2,k+1/2 la notation plus courte Vj,jk. On intègre
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l’équation (1.2.29) sur le domaine Vii,,, x [t”, t*9; ceci donne
J V(x, y, z, t”) dv = J V(x, y, z,
+1
— J J V. 1(V(x, y. z. t)) dV dt. (1.2.30)t4 V,*
Le terme de gauche de l’équation (1.2.30) définit la solution à l’instant t”
sur la cellule duale Vji,,,. Pour calculer la première intégrale du membre de
droite de l’équation (1.2.30), on divise le domaine d’intégration en huit sous-
domaines (intersections de la cellule duale avec les cellules originales). Soient
8 = 1,..,4 les quatre cellules du maillage original centrées aux points
(z1. y, z,j, (x÷i, y, zk), (xI+i, yi+i, z,,), (z4, z,,) respectivement. De même,
soient {C2j, s = 1. ... 4 les quatre cellules centrées aux points (z, yg, z,,..i),
(z4+1, y1, z,,÷i), (x4+i, Yj+i, z,i), and (z4, yj+i, z,.÷i). II s’agit d’apprœdmer Pinté
grale suivante:
V(x,y,z,t”)cw= E J V(z,y.z,r)dv (1.2.31)re{u4 ni VjskflCr,
avec une précision d’ordre deux. En utilisant l’interpolation linéaire MUSCL de
van Leer 1671, on calcule le polynôme d’interpolation du premier degré au voisi
nagedeV7,, delafaçonsuivante:
y, z, t”) V,,,+ ‘iVfl,.,÷ Vr7,, (1.2.32)
où (VI?)i4 (Vm/& + O(Ax), Vm/Ay + O(Ay), V?m/Az + O(Az)) est
un gradient limité. On applique la règle du point médian pour apprœdmer avec
une précision d’ordre deux chacune des huit intégrales dans (1.2.31); par exemple
enprenantr=d,s=1 onobtient:
J V(x, y, z, t”) dV V(x4 + h/4, y1 + h/4. z + h/4, t”)V(V4,, n C)Vj,hflCg1
{V144 + V7ir, + + (1.2.33)
où V(Vjj,,,nCr,s) = h3/8. r E {u, d},s = 1, .., 4, est le volume du cube Vjjj,nCr,..
De façon similaire on calcule chacune des intégrales de la sommation dans (1.2.31)
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pour obtenir finalement
î h3 t ‘y
J U dV — { + U+l,,k + U±1.5+l,k ± U,+1.kV,j,k 8
+U,,k+1 + U+1,i,k+1 + U+1,+1,k+1 + U,j+1k+1}
1 —. —.
+ + U71k.,)







‘ i,j+1,k;x i,j±1.k:y i.j+1.k;z
-*. -*:
_i_( TT1’ — (TtLrn
I i.j.k+1;r I i.j.k±1:y ‘ i.j.k+1:z
— -÷. -÷‘
c(_TTtim _ —
‘s i+1,j,k+1;x I ‘-‘ i+1,j,k+1;y i+1,j,k+1;
-÷. -+-
+t
TTtn — TT1’’ — TTt
‘s i+1.j+1,k+1;x i+i,j+1.k+1;y i+1,j+1,k+1;z
- 1,k+1;y - i,k+l;z) } }.
L’équation précédente sera écrite de façon simplifiée sous la forme
—* t 1 —* — —>
U dV + U+1,,k + + U±1. +
+ ±1,j±1 + i+1.j+1.k+1 + ij+1,k±1} + RHS}. (1.2.31)
Maintenant, on veut approximer la seconde intégrale du membre de droite de
l’équation (1.2.30) par application du théorème de Green on obtient
rt,s+1 î —* —
/ / V.F(U(c,y,z,t))dVd
.J JD3
ît;+1 î —* —*
= / / F(U(,y,z.t)). n cM dL. (1.2.35)
Jin JdVijk
est le vecteur unitaire normal à 8Vjjk. L’intégrale par rapport au temps clans
(1.2.35) sera approxiinée avec une précision d’ordre cieux en utilisant la règle du
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At / V((1, y, z, t’2)). UA. (1.2.36)
On décompose 1’intégrale du flux sur 0Vj.j,k en six intégrales sur chacune des





Si est le carré centré au point (Xj+l/2, y, Zk+1/2), avec = —i
$2 est le carré centré au point (ci, Yj+1/2. Zk*I/2), avec n2 7
$3 est le carré centré au point (X÷l/2, Yj+1, Zk+1/2), avec n3 = j
$4 est le carré centré au point (xi, Yj+1/2 Zd+1/2). avec = —7
$5 est le carré centré au point (x+l/2. Yj±1/2, Zk), avec s = —
$6 est le carré centré au point (x+y,2, Y3+1/2, Zk+1), avec 6 k.
En prenant r = 1 par exemple, l’intégrale du flux à travers la surface S sera
approximée avec une précision d’ordre deux de la façon suivante
J ((:c.y. t1/2))1iSS1
h2 + + n+1/2
+ (1.2.38)
On évalue le flux ri+1/2 à l’instant n+l/2 à partir de n+1/2 (n+1/2 =
en utilisant un développement de Taylor du premier ordre ainsi que
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la loi de conservation (1.2.29)
1111+1/2 11” +
V» — .1». (1.2.39)
Ainsi, l’intégrale du flux sera approedmée avec une précision d’ordre deux; on
l’écrit sous la forme suivante:
,ln+1/2 ln+1/2 1+1/2 111+1/2
i+1j,k + .‘ i+1j+1,k + .‘ i+1j,k+1 + . s+1j+1,k+1
—+n+1/2 -in+1/2 —*n+1/2 —4n+1/2-Fj 9 ij+1,k + S i+1j+1,k + 9 iJ+1,k+1 + 9 i+1j+1,k+1
,ln+1/2 ln+1/2 ln+1/2 ln+1/2
UI ij,k + J £J+Lk + J ij.k+1 + J ij+1,k+1
jj’n+1/2 imn+1/2 tn+1/2 j’n+1/2
‘ ij,k + ‘ 1+1,5k + “ij+1.k + ‘ i+1j+1,k
,tn+1/2 tn+1/2 tn+1/2+j
‘ ij,k+1 + ‘i+lJ.k+l + ‘ ij+1,k+1 + ‘ i+1j+1.k+1
(1.2.40)
En utilisant les équations (1.2.30), (1.2.34) et (1.2.40), on écrit l’expression g&
nérale du premier pas du schéma numérique évalué sur la cellule duale Vçj.k à
l’instant t”1 de la façon suivante:
-ti 1—t —t -t -t
= { + Ui+lj,k + U+i+ij + UiJ+1,k
+ + V++ + 111+1j+1,k+1
+ Vij÷i.k+i} + RHSt’& — RHS,k. (1.2.41)
La solution sur les cellules du maillage original sera obtenue à l’instant tt2 . par
application de l’opérateur de l’équation (1.2.41) à la solution de l’instant t”1.
Ceci complète la description des schémas numériques que nous allons utiliser pour
résoudre les problèmes d’aérodynamique et de magnétohydrodynamique.
En deux et trois dimensions spatiale la condition de stabilité des schémas
numériques centrés est 1/4. Les tests numérique que nous allons considérer sont
effectués avec la CFL=0.85/4;
Chapitre 2
MAGNÉTOHYDRODYNAMIQUE IDÉALE,
CONTRAINTE PHYSIQUE ET TRAITEMENT
NUMÉRIQUE
Dans ce chapitre, nous formulons les équations de la magnétohydrodynamique
idéale (MHD) en se basant sur les équations de la dynamique des fluides com
pressibles et sur les équations de Maxwell. Les écluat ions de la MHD idéale clé
crivent la propagation du ‘plasma (un fluide ionisé et. conducteur d’électricité)
clans un milieu magnétisé. La relation complexe entre la dynamique des fluides
et l’électromagnétisme est due à la dépendance réciproque entre l’évolution du
plasma et l’intensité du champ magnétique. En effet le champ magnétique affecte
l’écoulement du plasma; l’évolution du plasma affecte le champ magnétique. Le
système d’équations qui modélise ce phénomène forme un système hyperbolique
à huit équations de lois de conservation. D’autre part. le fait que les monopôles
magnétiques n’existent pas (au moins expérimentalement) est modélisé par la
contrainte de champ magnétique à divergence nulle, d’où l’équation de Maxwell.
Par suite de l’accumulation des erreurs de troncature et d’arrondi, la solution nu
mérique du système de la magnétohydrodynamique enfreint souvent la contrainte
physique de divergence nulle du champ magnétique ce qui peut engendrer des
oncles non physiques, une pression ou une densité négative, ou même des instabi
lités [18, 26, 64]. Plusieurs approches ont étés proposées pour remédier à cette
situation en corrigeait les composantes du champ magnétique clans la solution
numérique à la suite de chaque itération. Nous allons présenter un bref aperçu de
chacune de ces approches et par la suite nous présentons une nouvelle méthode
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(CTC$) qui sera jumelée aux schémas numériques centrés ou ‘de type cen
tral’ pour traiter les composantes du champ magnétique de manière à satisfaire
la contrainte physique de divergence nulle; nous allons présenter les versiolls bi-
et tridimensionnelles de notre méthode “CTCS” de traitement du champ magné
tique (pour les schéma.s numériques centrés à cellules duales cartésiennes ou en
diamants) et nous allons démontrer de façon analytique formelle que notre nou
velle approche, et sous certaines conditions physiques, satisfait la contrainte de
champ magnétique à divergence nulle avec une précision de l’ordre de l’erreur de
troncature.
2.1. EQUATIONS DE LA MHD IDÉALE







p = ( - i)(E - pv2 - Bl2). (2.1.2)
La contrainte physique à laquelle doit répondre le champ magnétique est $
V•B=O. (2.1.3)
Dans ces équations. p désigne la densité macroscopiclue du plasma, y = (vT, v. v)
représente sa vitesse de propagation, 8 est l’énergie totale, B = (B, B,, B-) est
le champ magnétidue. p est la pression thermiciue. 1B12/2 est la pression magné
tique, c/c, est la constante relative aux gaz parfaits. La pression totale est
p + B2/2. Ces équations modélisent la dynamique d’un fluide conducteur
d’électricité et. constituent une combinaison des équations de la dynamique des
gaz et des équations de Maxwell. Dans ce chapitre nous donnons une présentation
générale sur la formulation de ces équations ainsi que sur la structure hyperbolique
du système. Une description complète de ces équat3ns se trouve clans [34, 40j
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une présentation détaillée sur la structure hyperbolique en différentes dimensions
spatiales se trouve dans [24, 53]. L’équation (2.1.3) représente la contrainte phy
sique que doit respecter le champ magnétique. Nous allons voir plus tard que la
solution numérique enfreint souvent cette contrainte et qu’un traitement. parti
culier du champ magnétique est nécessaire pour obtenir une solution numérique
physiquement acceptable.
2.1.1. Formulation des équations de la MHD idéale
Les écluations de la magnétohydrodynamique idéale décrivent la dynamique
du plasma généralement constitué de neutrons, d’électrons, et d’ions (souvent des
protons) et dont la charge globale est nulle. On désigne par E le champ électrique,
et par J la densité du courant. En un point de l’espace et à un instant donné,
le fluide est décrit par huit variables d’états qui peuvent être soit les variables
primitives ou physicues, soit les variables dites conservatives. Ces variables sont.
fonctions des coordonnées de l’espace (r. y, z) et du temps t. Un système de huit
écluations modélise la dynamique complète du plasma en décrivant l’évolution
temporelle de chacune des variables prinhitives ou conservatives.
Le plasma que nous utilisons vérifie une version modifiée des écyuations de Max
\Tell
3B + V x (B x y) — V2B. (2.1.4)
V•B — 0, (2.1.5)
VxB = J. (2.1.6)
Le plasma étant très bon conducteur, la conductivité électrique u prend la valeur
u oc; ceci caractérise la MHD idéale. Nous allons par la suite combiner ces
équations de Maxwell avec les équations de la dynamique des fluides. La première
équation exprime la conservation de la masse et elle est donnée par
8tp+V (pv) 0. (2.1.7)
Cette équation. en fait, est la même loi de conservation de la muasse quon retrouve
dans les écluations cl’Euler pour la clynanuique des fluides neutres.
La loi de conservation de l’impulsion est formulée en fonction de la force de
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Lorentz de la façon suivante
at(pv)+V. (pv®v+pI) J x B. (2.1.8)
En tenant compte de l’équation 2.1.6, on réécrit la force de Lorentz sous la forme
JxB = (VxB)xB
= _V(B2)+B.VB
= _V(B2) + V• (B ® B).
L’équation de conservation de l’impulsion prend ainsi sa forme finale (forme
conservative)
3(pv) + V. + (p+ B2)I_ B 0 B) = 0. (2.1.9)
L’énergie totale du système est la somme de l’énergie cinétique, l’énergie ther
mique et la densité d’énergie du champ magnétique




En tenant compte de (2.1.10), la loi de conservation de l’énergie s’écrit sous la
forme ([34, 401)
88+V• (v(8+P+ B2) _B(v.B)) = 0. (2.1.11)
Pour la MHD idéale, (u = oc), l’éciuation de Maxwell (2.1.4) sera écrite sous
forme conservative de la façon suivante
8B+V(v®B—BØv) = 0. (2.1.12)
L’équation (2.1.12) est connue sous le nom de l’équation d’induction. Les équa
tions (2.1.7), (2.1.9), (2.1.11), (2.1.12) constituent un système de huit équations
qui décrit l’évolution des variables conservatives p, pv, B et 6.
L’équation d’état
p = (- 1)(6 - pv2 - B2) (2.1.13)
complète le système et permet d’évaluer la pression.
Nous allons voir clans la section suivante que la solution analytique citi système
41
(2.1.1) satisfait la contrainte physique V ‘ B = O, V x q Q, &V t > O et qu’en
général la solution numérique du même système enfreint cette contrainte. ce qui
entraîne de l’instabilité numérique et pourra donner lieu à des ondes non phy
siques. Comme le schéma numérique de hase ne tient pas compte explicitement
de cet.te contrainte. il va falloir jumeler au schéma numérique de hase une mé
thode qui va corriger progressivement les composantes du champ magnét.icjue de
manière à satisfaire cette contrainte.
En une dimension spatiale, la contrainte physique clti champ magnétique V•B O
s’écrit sous la forme aB O; (la condition initiale du système vérifie cette condi
tion donc B(x, t O) = constante V x E Q). L’équation relative à dans le sys
tème de la MHD idéale (2.1.1) est 8t3:,, + O = O; on en déduit que la composante
B demeure invariable dans le temps et l’espace (3(x, t) t = O)V x E
Q, V t > O). Ainsi le système unidimensiormel de la MHD idéale se réduit à un
système de f lois de conservation et prend la forme suivante
p PV:r






pe v(pe + fl) — B(v ‘ B)
— uB
v1B — vB
avec = p + B2/2. Les valeurs propres de la matrice jacobienne soiit données
([34, 40, 24, 53, 19, 55]) par
J\1=v—Cf, J\9=vr—ca.
/\3V1C5, /\4=r’a..








P V\ P] P J
et a
=
Les valeurs propres dc la matrice jacobienne représentent la vi
tesse de propagation des ondes; sur le plan numérique, ces valeurs propres sont
nécessaires pour contrôler la taille du pas de temps t = — t7 et garantir la
stabilité du schéma numérique moyennant la condition CFL.
La solution du système (2.1.14) admet les sept ondes suivantes
)4,1,7 Ondes rapides,
11V3,5 Ondes lentes,
y26 Ondes de Alfvén
W4 Onde d’entropie
Une étude complète dc la structure hyperbolique du système se trouve dans
[40, 34, 55, 24, 53]; les vecteurs propres à droite de la matrice jacobienne
constituent une base de l’espace des solutions et permettent de diagonaliser la
matrice jacobienne (permettent d’écrire la matrice A sous la forme A = R . A L
11V2 11V4 M[ 11V6 WT
FIGuRE 2.1. Profil des sept ondes dans la solution du système
magnétohydrodynamique unidimensionnel
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où R est la matrice des vecteurs propres à droite. L = R1 la matrice des vecteurs
propres à gauche et A est la matrice diagonale des valeurs propres).
2.2. LA CONTRAINTE V B = O
Les monopôles magnétiques n’ont jamais existé ni dans la nature ni en la
boratoire. On rappelle qu’un monopôle magnétique correspond à une particule
magnétisée ayant un seul pôle (pôle sud ou pôle nord mais pas les deux en même
temps); une manière d’éviter l’apparition de tels monopôles consiste à imposer
au champ magnétique une contrainte de divergence nulle V B 0 140, 34]. Le
système (2.1.1) simule le phénomène de la magnétohydrodynamique idéale. La
solution analytique de ce système satisfait la contrainte physique de divergence
nulle du champ magnétique. Dans la pratique on ne peut que considérer des situa
tions dans lesquelles le champ magnétique est à divergence nulle, c’est-à-dire la
condition initiale du modèle magnétohydrodynamique est telle que V . B0 = 0.
La loi de Faraday
B+Vx(vxB)=0
garantit qu’avec une telle condition initiale, le champ magnétique dans la solution
analytique du système serait, en tout temps, à divergence nulle. En effet, en
appliquant l’opérateur dlivergence aux cieux membres de l’éciuation, on obtient
6B + V x (B x y) = 0,
V.aB+V.vx(Bxv)rrro
d’où V . B = constante=V
. •
Souvent le schéma numérique de hase ne tient pas compte eXl)licitement de la
conséquence de la loi die Faraday en raison de l’accumulation des erreurs du
schéma, la solution numérique enfreint souvent cette contrainte physique. Brack
biil et Barnes [18j ont montré ciue la divergence non nulle du champ magnétique
entraîne généralement des oncles non physiques, des densités et des pressions né
gatives aux voisinages des chocs intenses, ou des instabilités numériques. Plusieurs
approches ont déjà été proposées afin de remédier à cette situation et se classent
n trois groupes. Dans la suite, nous allons donner un bref aperçu de chacune
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de ces approches. A la fin de ce chapitre nous présentons une méthode qui sera
jumelée à notre schéma numérique de hase (ou tout autre schéma numériclue de
type central) et qui garantira une solution numérique physiquement acceptable.
2.2.1. Formulation à 8 ondes
Brackbill et Barnes [1$] ont proposé une formulation non conservative pour
réduire les erreurs numériques associées à la divergence non nulle du champ ma
gnétique pour la magnétohydrodynamique idéale. Cette même formulation non
conservative pour les équations relatives à Fimpulsion. à l’énergie et à l’induction
sera utilisée plus tard par PoweIl [50j
3(pu)+V. (Pu®u+(p+(Bt2);_B®B) = —(V.B)B
at+v.(u+p+IB2)_B(u.B)) = —(V.B)B.v
atB+V(u®B-B®u) = (VB)v
Cette formulation diffère de la formulation conservative par le terme source du
membre de droite, proportionnel à V•B qui, analytiquement, doit rester nul mais
devient non nul numériquement. Poweli proposa. un solveur de Riemann à huit
oncles pour résoudre ce nouveau système. La raison pour laquelle la contrainte
physique est satisfaite s’explique par le fait cjue la V B petite mais non nulle gé
nérée jar la solution numéricjue ne saccumule pas en un point cm maillage, mais
se 1)ropage plutôt à l’extérieur du domaine avec le flot. Pour plusieurs problèmes,
la méthode de la forniulation à huit ondes fonctionne bien et l’erreur en V . B
reste petite. Cependant pour des problèmes faisant intervenir des chocs intenses,
le terme source peut produire des ondes non physiques; ces erreurs demeurent
même si le maillage est raffiié. Ce phénomène est expliqué dans [64] et il est
illustré par plusieurs tests numériques.
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2.2.2. Méthode de projection
Cette méthode est proposée par Brackhill et Barries [18]. Elle consiste à corri
ger le champ magnétique de la solution obtenue à partir d’un schéma numérique
de hase. Si on note par Bt le champ magnétique obtenu à partir du schéma
de base au cours du (n + 1)ème pas de temps, la méthode consiste à considérer
le champ magnétique, à divergence nulle, projection du champ B*. En effet, en
appliquant le théorème de HelmhoÏtz, on décompose le champ magnétique en une
somme d’un rotationnel et d’un gradient de la façon suivante
Bt V x A + V. (2.2.1)
La partie physiquement significative dans B* se trouve dans V x A. Par applica
tion de l’opérateur divergence aux deux membres de (2.2.1) on obtient l’équation
de Poisson
= V Bt. (2.2.2)
En résolvant l’équation (2.2.2) (par application d’un solveur d’équations de Pois
son). on calcule et on corrige B* en retranchant la partie à divergence non
nulle (V) ceci permet d’obtenir le champ magnétique au temps t1
= B*
— V. (2.2.3)
Le champ magnétique sera à divergence numérique nulle si le laplacien de l’équa
tion (2.2.2) est discrétisé en deux étapes comme divergence d’un gradient en uti
lisant les mêmes opérateurs de différence que ceux utilisés pour calculer V Bt
et V dans les équations (2.2.2)-(2.2.3).
2.2.3. Méthode du transport sous contrainte
Cette méthode proposée originalement par Evans et Hawley [26] à été généra
lisée par la suite par Dai et Woodward [20], [221, [21], Ryu et al. [56], Balsara et
Spicer [16]. Ils ont tous proposé des extensions de la méthode du transport sous
contrainte (en anglais constrainecÏ transport ‘CT”), en l’adaptant à leurs sché
mas numériques de bases, pour traiter la divergence du champ magnétique dans
la solution numérique. Téth [64] a résumé les dlifférentes versions de la méthode
‘CT” et a proposé ensuite sa propre version.
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Nous présentons tout d’abord la méthode du transport sous contrainte dans le
cadre d’une formulation cartésienne bidimensionnelle uniforme. Nous adoptons
les notations proposées par Tôth [641 B représente le champ magnétique au
centre d’une cellule et b représente la valeur du champ magnétique au milieu
d’une arête (2D) ou au centre d’une face (3D) d’une cellule.
2.2.3.1. Approche par différences finies
La méthode du transport sous contrainte (CT) proposée par Evans et Hawley
[26J s’applique dans le cadre des méthodes de différences finies et fait appel à
un maillage décalé pour satisfaire la contrainte V b = O. En deux dimensions
spatiales, les composantes b1 et h du champ magnétique sur maillage décalé
sont calculées aux points (xi+l/2, yj) et (xi, Yj+1/2) respectivement. On note par
Q = (—y x B + J) (avec = (O, O, Ï)) la composante suivant l’ce
des z du champ électrique. La méthode CT consiste à évaluer tout d’abord Q
aux points (xj+1/2. Yj+1/2). Par la suite, on discrétise l’équation d’induction
8B+VxE=O (2.2.4)





FIGuRE 22. Champ magnétique décalé.
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Sous cette formulation, Evans et Hawley ont pu démontrer que la divergence





ne change pas au cours du temps, c’est-à-dire que si la contrainte V b’ O
était respectée à l’instant tv’, alors l’équation V bn+l O sera vérifiée avec une
précision de l’ordre de l’erreur de troncature.
2.2.3.2. Méthode du transport avec interpotation pour tes schrnas de type vo-
turnes finis
En se basant sur la méthode du transport sotis contrainte cÏ’Evans et Hawley
[26J. Dai et Woodwarcl [20, 22] ont présenté une adaptation de la méthode (CT)
pour l’utiliser avec des méthodes du type de Goclunov. On suppose que le champ
magnéticue B’ soit à divergence nulle: on note par B* le champ magnétique dans
la solution numérique U’ obtenue à partir du schéma numérique de base. En
utilisant des interpolations spatiales et temporelles, on calcule les composantes du
champ magnétique aux coins des cellules à l’instant t’”2 de la façon suivante
1
B1/1/9 = (B7 + + + B11
+ + + + (2.2.7)
D’une façon analogue, ou calcule les composantes du champ de vitesse Vj±i/2j+l/2
à l’instant t’’12. Ensuite on calcule le champ électrique aux coins des cellules
—n+i/2 —n+i/2
E+l/2,+l/2 _vi+l/2,i+i/2 X B+l/2+l/2. (2.2.8)
La composante Q suivant l’axe des z du champ électrique (Q = f (O, 0, 1)), est
utilisée pour traiter les composantes du champ magnétique décalé b sur les faces
des cellules moyennant les équations (2.2.5). Par la suite on calcule le champ
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magnétique B aux centres des cellules de la façon suivante
n+1 i jn-j-1




Bn+1 — Uy ,j+1/2 t ii—1/2
y
— 2
Le champ magnétique ainsi traité satisfait la contrainte V B’’ O si à l’instant
précédent la condition V B7 = O était satisfaite [20, 22, 641.
2.2.3.3. Méthodes CT sans champ magnétique décalé
Dai et Woodward (DW) [20],[22j, Balsara et Spicer (BS) [16]. et Ryu et al.
(RMJA) [56], ont tous considéré le champ magnétique décalé b comme étant
une variable primaire dans le processus du traitement de la divergence du champ
magnétique B dans la solution numérique. En fait, b n’est utilisé que pour éva
luer B au centre des cellules. Téth [64] a montré que pour les schémas de type
volumes finis, les différentes versions de la méthode CT peuvent être reformulées
en fonction de la solution numérique obtenue aux centres des cellules du maillage
et sans faire appel à un champ magnétique décalé b évalué sur les faces de ces
cellules. En effet, toutes les versions de la méthode du transport sous contrainte
telles que proposées par Dai et Woodward, Balsara et Spicer, etc..., consistent en
une cliscrétisation coilservative similaire à la formulation ci-dessous
—
— Atfyi,i+1/2 — f2,J—i/2
X ,J — A
+ At
i+1/2,j — J1i-I/2,j
où les flux numériques se calculent de la façon suivante





— n+1/2 — — n+1/2




Les interpolations spatiales et temporelles se calculent moyennant des discrétisa
tions équivalentes à celles de l’équation (2.2.7). On note ici la nécessité de la forme
symétrique clans le calcul du flux numérique ainsi que clans les interpolations et
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les cliscrétisations qui a pour effet de générer un champ magnétique physiquement
admissible à divergence nulle.
Dans le cadre de la méthode du transport sous contrainte, Tôth [641 a proposé une
nouvelle approche qui consiste à utiliser une discrétisation en différences centrées
de l’équatioll d’induction et sans faire appel aux composantes du champ magné
tique décalé sur les faces des cellules. Pour assurer une précision du second ordre
par rapport au temps, la règle du point médian sera appliquée pour le calcul de
l’intégrale temporelle en considérant le champ électrique au temps intermédiaire
fn+l/2 Pour les équations de la MHD idéale, le champ électrique sera calculé de
la façon suivante
( n ( n+1 *)
E — —(y x = — ‘. (2.2.10)
‘j 2
B* étant le champ magnétique dans la solution numérique U’’ obtenue à l’ins
tant t’ à partir du schéma numérique de base; (généralement on a V .11* 0).
La cliscrétisation de l’équation d’induction (2.1.12) moyennant des différences cen











‘ ‘ — y’j 2x
avec Q E (0,0, 1). Téth [641 a démontré que le champ magnétique obtenu
à partir des équations (2.2.11) satisfait la contrainte V B’’ O si à l’instant
précédent l’équation V W O était satisfaite (ceci à condition que l’opérateur
de divergence soit discrétisé avec des différences centrées).
Pour satisfaire la contrainte physique, l’équivalent de cette approche clans le cadre
des méthodes du transport sous contrainte pour les schémas de types volumes finis
faisant eux-mêmes appel à un champ magnétique décalé. utilise un flux calculé
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de la façon suivante
(y x B)2 + (y x B)12
f+1/2.j +
2
- (y x B)’12 + (y x B)2
f,+112
— 2
Ainsi la méthode proposée par Tôth peut être reformulée en terme de méthode de
transport sous contrainte avec champ magnétique décalé. Le fait de ne pas faire
appel à un champ magnétique décalé b pour traiter les composantes de B* réduit
le temps de calcul et facilite la mise en oeuvre de la méthode. Dans la suite de
ce chapitre nous présentons notre propre extension de la méthode du transport.
sous contrainte qui sera jttmelée à nos schémas numériques centrés: notre nouvelle
méthode sera nommée ‘CTCS’ (Constraineci Transport for Central Schemes). La
CTCS ne fait pas appel à un champ magnétique décalé pour satisfaire la contrainte
physique de divergence nulle, et elle conserve le second ordre de precision du
schéma numérique de base.
2.24. Méthode du transport sous contrainte pour des schémas cen
trés du type Nessyahu et Tadmor
Les schémas mtmériclues centrés que nous utilisons pour résoudre les pro
blèmes de magnétohydrodynamique nécessitent un maillage original cartésien et
un maillage dual décalé dont les cellules sont cartésiennes ou en diamants. Comme
ces schémas numériques alternent d’un maillage original à un maillage dual, au
cune des différentes versions de la méthode de transport sous contrainte déjà
proposées dans la littérature ne pourra être appliquée directement.. Dans cett.e
section nous allons présenter une généralisatioll de la méthode du transport sous
contrainte (version volumes finis) pour des schémas numériques centrés en cieux
ou trois dimensions spatiales avec des cellules duales cartésiennes ou en diamants.
La méthode CTCS potir traiter les composantes du champ magnétique sera ap
pliquée à la suite de chaque pas de temps du schéma numérique de hase et va
maintenir une divergence nulle du champ magnétique avec une précision de l’ordre
de l’erreur de troncature si la condition initiale est telle que V = 0. La
méthode CTCS utilise la solution numérique U’ obtenue à l’instant t” (U” est
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telle que V B” = O) ainsi que la solution U+l obtenue à l’instant suivant t’1
sur les cellules du maillage décalés (généralement U+1 n’est pas physiquement
admissible autrement dit V B* O).
2.2.4.1. Approche CTG$ pour tes schémas centrés 2D avec cellules duales en
diamants [121
Dans cette section nous nous intéressons au schéma numérique central pré
senté à la section 1.1.2 dont les cellules du maillage original sont cartésiennes
et celle du maillage décalé sont en diamants. Nous supposons que la solution
numérique du système magnétohydrodynamique soit connue à l’instant t’’ sur
les cellules cartésiennes C’j, = [x.i/2, x+l/2] x [yj_1/2 Yj+1/2] et qu’elle vérifie la
contrainte du champ magnétique à divergence nulle. Nous appliquons le schéma
numérique de base pour calculer la solution à l’instant t’1 sur les cellules duales
en diamants D+l/2, et D,,+112 (voir la section 1.1.2). On désigne par B+l/2 le
champ magnétique dans la solution numérique Uj2 obtenue sur les cellules de
la forme D+l/2, (généralement la contrainte V
.
O n’est pas satisfaite et
un traitement particulier des composantes de est nécessaire). L’approche
que nous allons proposer pour calculer les composantes de B’ à l’instant t’’
fait appel uniquement à la solution U’’ ainsi qu’aux composantes de U’’ et ne
nécessite aucun décalage additionnel des composantes du champ magnétique sur
les faces des cellules. On discrétise l’équation d’induction à l’aide de différences
centrées sur les cellules citi maillage décalé (stir les cellules D+l/2, uniquement)
de la façon suivante (Fig.2.3)
n+i/2














Pour garantir un champ magnétique à divergence nulle ainsi qu’une précision
d’ordre cieux, la composante Q du champ électrique E suivant l’axe des z sera








FIGURE 2.4. Deux cellules cartésiennes et G+,j et la cellule
duale D+119
= —(y x B)% = _ [t+i x B*)+i/2,+
(y x B) +(v x B)]
(2.2.13)
Nous allons démontrer qu’avec cette discrétisation de l’équation d’induction (à
partir des équations (2.2.12)), et si le champ magnétique B” est à divergence
nulle (moyennant une discrétisation en différences centrées de l’opérateur de diver
gence), le champ magnétique B’ vérifiera la contrainte VB’ = O moyennant
la même discrétisat.ion de l’opérateur dc divergence en des différences centrées car
les termes à l’instant Itn+l/2 vont se simplifier complètement.
Supposons qu’en tout point (X,yj) du maillage original, le champ magnétique
BIZ dans la solution numérique U satisfasse l’égalité suivante
aBn aBn








FIGURE 2.3. Cellules du maillage original et dual nécessaires pour
le traitement du champ magnétique B1/21
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Lobjectif est de démontrer que le champ magnétique à l’instant t’ (sur les
cellules D+l/2) obtenu à partir de la procédure de traitement de divergence
CTCS est à divergence nulle, c’est-à-dire qu’il satisfait l’équation suivante
2n±1 12n±1









Les deux équations clans (2.2.12) permettent de calculer les termes suivants
n+1/2Dfl DU Ç)
— Q
n+1 — +1.j + x i±2.j A 4i±3/2,j±1 i+3/2.j1
‘x i+3/2.j 2 — 2A
n±1/2 n+1/2





















En introduisant les équations (2.2.16)-(2.2.1Z) clans (2.2.15), on calcule une ap
proximation de B’’ i+1/2,j avec une précision du second ordre; en groupant
convenablement les t ermes on obtient
V B’ i±1/2,j 4 (V W + V W
+ * AtQn+1/2 — Qn+l/2 — At(Qn+1/2 — Qn+l/2
2A:r 2Ay i±3/2,j+1 i+3/2,j1” 2Ay i1/2,j+1 i_1/2,j1
+ [;3i+1 - Q11) - - (2.2.18)
ce qui donne après simplification et en tenant compte que partout. sur le maillage
original on a V . Bt’ O
V = %(V + V Wj+,) 0. • (2.2.19)
Il est intéressant de noter cine l’équation (2.2.19) reste vraie même si le maillage
n’est pas uniforme car les ?Qn+1/211 clans l’équation (2.2.18) vont toujours se
simplifier. Donc si la solution à l’instant t’ est à divergence ntille (par une cils
crétisation de l’opérateur “V.” avec des différences centrées), la méthode CTCS
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garantit que la divergence du champ magnéticïue calculé à l’instant t1 sera nulle
avec une précision de l’ordre de l’erreur de troncature.
De façon aialogue on traite le champ magnétique obtenu à l’instant tr sur
les celitiles duales D+112 (dans la direction de l’axe des ordonnées) obtenues à
partir des cellules cartésielliles et C+1.
On applique ensuite le schéma numérique de base et on calcule à partir des don
nées stir les cellules duales à l’instant t’ la solution stir le maillage cartésien
à l’instant t’2. On discrétise l’équation d’induction sur les cellules cartésiennes









— At z,ji (2.2.20)
2y
Bn+2 — B’I_l/2,j + BIi+i/2,j + +
y ‘.3— 4
ç)n+3/2 — Qn±3/2
+ At ‘‘ . (2.2.21)
2Âx
Pour s’assurer d’avoir un champ magnéticue à divergence nulle et. de maintenir
une précision d’ordre deux, le champ électrique E (et par la suite Q) doit être
calculé à l’instant n+3/2 de la façon suivante (Fig.2.5)
—(y x B)32 _ [v2 x
(y x B)/2J + (y X B)7/9J ± (y x B)1/2 + (y x B)1/2]
(2.2.22)
La figure 2.5 montre une cellule cartésieirne Cj.j et quatre cellules chiales néces
saires pour calculer le champ électrique E7312.
Pour compléter la présentation de la méthode CTCS, on doit démontrer qu’en
tout point (xj. y) du maillage, le champ magnétique à l’instant t2 est à diver
gence nulle, c’est-à-dire que le membre de droite de l’équation
pn+2 . Jz?n+2 B2 . . — B2




FIGURE 2.5. Cellules nécessaires pour le traitement du champ ma
guétique
cst identiquement uul avec uue précisiou de l’ordre de l’erreur de troncature.
La figure 2.6 montre les cellules originales (cartésiennes) et duales (en diamants)
nécessaires pour le calcul de la divergence du champ magnétique sur la cellule
G (la cellule au centre du graphique) du maillage cartésien. En utilisant les
équations (2.2.20), (2.2.21) et (2.2.22), on calcule les termes du membre de droite
de l’équation (2.2.23); on obtient
pn+2 —
“x +1,j —
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En introduisant les équation (2.2.24)-(2.2.25) dans (2.2.23) et en groupant conve
nablement les termes. on obtient
V B2 0+ [V B12 + V B11/2 + V B112 + V• B1/2]
Si le champ magnétique à l’instant t’ est à divergence nulle, la méthode CTCS
garantit ainsi un champ magnétique calculé à l’instant t2 ayant une divergence
nulle avec une précision de l’ordre de l’erreur de troncature.
Donc la méthode du transport sous contrainte “CTCS” adaptée pour les schémas
centrés avec cellules duales en diamants garantit que la contrainte physique sera
satisfaite stir les cellules cartésiennes du maillage original et sur les cellules duales
en diamants à condition que la condition initiale clii système magnétohvdroclvna
mique soit à divergence nulle (V BIç) = 0).
2.2.4.2. Approche CTGS pour schémas centrés 2D avec ceÏÏutes duales ccirté
siennes
Dans cette section nous présentons une extension de la méthode CTCS qui
s’applique clans le cadre des schémas centrés dont les cellules originales et duales
sont cartésiennes (voir la section 1.1.3). On suppose qu’a l’instant t le champ
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magnétique clans la solution numérique U[ soit à divergence nulle
— 3fl1 B — 3n:y
O = V B. + ‘. (2.2.26)
i\/Ioyennant le schéma numérique de base on calcule la solution U 2j+1/2
l’instant t1 sur le maillage décalé. On note par B* le champ magnéticue clans la
solution numérique U9+1/2 ainsi obtenu. Généralement, le champ magnétique
enfreint la contraint.e physique et un traitement supplémentaire est nécessaire.
Pour cela on calcule le champ électrique au temps n+l/2 sur les cellules duales
en utilisant lapproxiination suivante
—(y x B)1’1/.2 _ [v’ x Bt)l/oJ±l/2
+
(y x B) + (y x B)1 + (y x B)11 + (y x B)1]
(2.2.27)
Par la suite, on cliscrétise l’équation cl’incÏuction sur les cellules cartésiennes du
maillage dual à l’aide de différences centrées pour conserver le second ordre de
précision clii schéma numérique de hase. et on calcule les composantes 31 et





















Pour clémomrer que le champ magnéticue obtenu à partir des équations (2.2.28)
et (2.2.29) est à divergence nulle, on discrétise V.B?’/2j+l/2 sur les cellules duales













i+1/2,’j+3/2 i+1/2,j—1/2 o. (2.2.30)
Ensuite, on calcule explicitement chacun des termes du membre de droite de
l’équation (2.2.30) en utilisant les équations (2.2.28), (2.2.29) et (2.2.27); on ob
tient
nx n;x n;x





+3/2,j+3/2 — Q3/2,1/2 (2.2.31)
2/y
n+l;x — +
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En introduisant les équations (2.2.31)-(2.2.34) dans (2.2.30) et en groupant coilve
nablement les termes dans (2.2.27). on obtient
V. = (V B1 + V + V + V
Si à l’instant précédent, le champ magnétique W’ satisfaisait la contrainte phy
sique, alors le champ magilétique obtenu par application de la procédure
CTCS vérifiera à son tour cette même contrainte.
2.2.4.3. Approche CTCS pour des schémas centrés 3D avec cellules duales
cartésiennes
Dans cette section, nous allons généraliser notre méthode CTC$ de traItement
de divergence pour des problèmes dc magnétohydrodynamique en trois dimensions
spatiales. Nous supposons qu’à l’instant t’2 la solution est donnée sur les cellules
z
I y
FIGuRE 2.8. Cellules du maillage original nécessaires pour traiter
la cellule duale (en jaune)
Gijk du maillage originale et qu’elle satisfasse la contrainte physique de divergence
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z z
FIGuRE 2.9. Intersection d’une cellule duale (cube en pointillé)
avec deux couches de quatre cellules originales (cubes en trait plein)
nulle
BnX — BnX —
0 — V B’1




,j,k—1 (2 2 35
2Az
On applique le schéma numérique de base et on calcule la solution à l’instant tH
sur les cellules duales Ul2+l/2k+l,2. On note par B* le champ magnétique dans
la solution U’’. Généralement W ne satisfait pas la contrainte V B* = O et un
traitement particulier est nécessaire.
On calcule le champ électrique à l’instant t’’2 sur les cellules duales en utilisant




i+1/2,j+1/2,k+1/2 — —v X )i+1/2,j+1/2,k+1/2
=
_ [(vn+1 x B*)i+I/2j+I/2k+1/2 + {(v x B),k + (y x B)+l,,k
+ (y X B)+lJ+lk + (y x B)+lk + (y x B),k+l + (y x B)+l,,k+i
+ (y x B)l,+l,k+l + (y x B)i+lk+l}]. (2.2.36)
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On considère les notations suivantes du champ électrique
Q’ 32Q3
—
= et V z E = aQ’ — aQ3
Q3
i+1/2.j+1/2.k+1/2
Ensuite, on discrétise l’équation d’induction
OB+VxE=O
sur le maillage décalé et on calcule les composantes dti champ magnétique à
l’instant t’ de la façon suivante
= + + +








1/’,j+1/2,k+1/2 = + + +
+ 3n n;y n;•y n.y









= + ±1j,k + + j±1.k










Pour compléter la description de la procédure CTC$. on doit démontrer que le
champ magnétique ainsi obtenu satisfait bien la contrainte physique de divergence
nulle c’est-à-dire que la cliscrétisation de la divergence
n+1;x n+1;x










est identiquement mille. On calcule explicitement chacun des termes de l’équa
tion (2.2.40) en utilisant la procédure CTCS (les équations (2.2.37)-(2.2.39) et
(2.2.36)); on obtient:
+ Bi2,.k + +
B
n;x I
i+1.j,k+1 i+2,j,k+1 i+2,j+1,k+i i+1,j+1,k+1
Qn+l/23





= (Bk + B;.k + +










= + + + B2h.









Bi+1/,J_1/2,k+1/2 + + +
+ 3ny n;y



















= + + +
+ + + 3i+1,j+1,k + j+1,k)
Qn+1/2.2 — Qn+1/22








En introduisant ensuite les équations (2.2.41)-(2.2.42) ainsi obtenues dans (2.2.40),
on réécrit (2.2.40) sous la forme
t7 C Q
V j+1/2j+1/2k+1/2 — 1 + 2
8 est. obtenu en groupant les composantes du champ magnétique à l’instant
S est obtenu en groupant les composantes du champ électrique à l’instant
tT1+l/2. Le but est de démontrer que 8 = 82 = 0. En tenant compte de l’équation
suivante
pn;x pflX pn;y — pfly pllZ — 3n;z
V B — i+1,j,k — i—1,j,k i,j+1,k i,j—1,k ‘‘i,j,k+1 i,j,k—1 2 2 43
— 2Ax 2Ay 2Az
et des équations correspondantes pour les points voisins impliqués dans notre
calcul de eu groupant convenablement les composantes du champ magnétique
à l’instant t clans 8 et en tenant compte des édluation similaires à (2.2.43), on
parvient à écrire S sous la forme
= {V . + V + V B+1+1 + V B+lk
+ V B+1 + V B71±1 + V Bl.+l.k+l + V
On voit donc ciue Si sera nulle si à l’instant t’ la divergence chu champ magnétique
est nulle.
Ensuite on calcule 82; en tenant compte du fait que Ax Ay = Az h, on
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obtient
— (Qfl+1/2.3 çrt+i/23 [Qfl+1/22 çn+l/2.2
i+3/2,j+3/2,k+i/2 — i+3/2,j1/2,k+1/2) + i+3/2,j+1/2,k+3/2 — i+3/2,j+1/2,k1/2
(Qfl+1/2.3 ç-)n+Ï/23 tpn+l/2.2 Qn+1/22+ V i—1/2.j+3/2,k+1/2 — —1/2,j—1/2.k±1/2) — t i—1/2.j+1/2.k+3/2 — i—1/2.j±1/2.k—1/2
f (Qfl+1/2.1 çn+l/2.Ï (Ç)fl+l/2.J Qrl+l/23+ f t i+1/2.j±3/2.k+3/2 — +1/2,j±3/2,k—1/2) + t i±3/2.j±3/2,k±/2 i—1/2:j+3/2.k+1/2
(ç)n±l/2.l ri±1/2.1 fQn1/2.3 Qn±1/2.3+ t i+1/2,j—1/2,k3/2 “+1/2,j—1/2,k—1/2) — i+3/2,j—1/2,k+1/2 — i—1/2,j—1/2k+1/2
+ J
fQfl+l/22 Q?1+l/2.2 (Qn+1/21 Qfl+l/2l
f t i+3/2,j+1/2.k+3/2 i_1/2,j+i/2,k+3/2) + +1/2,j+3/2,k+3/2 — i+1/2,j—i/2,k+3/2
+
tQn+1/22 Qfl+1/22 (Qn+1/2.1 Qfl+1/2.1
t i+3/2,j+1/2,/—1/2 i—1/2,j+1/2,k—1/2) — t i+1/2:j+3/2,k1/2 — i+1/2,j—1/2,k--1/2
=0
ca.r on peut. vérifier qtie les termes impliqués s’annulent. mutuellement cieux à
deux. Ainsi, le champ magnéticue B’ calculé en utilisant la procédure CTCS
satisfait la contrainte physique de divergence nulle; ceci complète la présentation
de la méthode CTCS triclimensiollnelle pour des schémas numériques centrés avec
cellules duales cartésiennes.
2.2.4.4. Approche CTGS pour des schémas centrés 3D avec cellules duales en
diamants
Dans cette section, nous présentons l’extension tridimensionnelle de la mé
thocle CTCS pour des schémas numériques centrés avec cellules duales cri chamant
(voir la section 1.2.1). Soit U” la solution numérique à l’instant t” donnée sur
les cellules cartésieniles CVk. et soit la solution à l’instant t”’ obtenue.
par application du schéma numériclue de hase. sur les cellules duales centrées aux
points (r+l/9, Vi, Zk). On 5U))O5C ciue la contrainte Physiclue du champ magné
tique à divergence nulle soit. satisfaite à l’instant t’ (V B’ = 0). Soit
le champ magnétique obtenu à partir du schéma numérique de base à l’instant
généralement, B+y/23/. ne satisfait pas la contrainte physique de divergence
nulle et. un traitement supplémentaire est nécessaire. Comme clans les sections
précédentes, on cherche à calculer le champ magnéticue Bj’2 sur les cellules
duales à l’instant t1 (lui soit tl que V = 0.
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On considère les notations suivantes citi champ électrique
n+ 1/2
Q’ — 8Q2




On calcule le champ électrique à l’instant tn+l/2 sur les cellules citiales en utilisant
les données numériques connues aux instants t et sur les deux maillages
(sur les cellules et D1+l/2,j,k), de la façon suivante
— —‘v x B””2i+l/2,j,k — )i+1/2,j,k
=
_ [v’ x B*)j+,/2,i,e + {(v x + (y X B)lk}]. (2.2.44)
On discrétise ensuite l’équation d’induction sur les cellules duales D1+,/2,,k et






— 2” i,i,k i+i,j,k
n+1/2,3 n+1/2,3 n+1/2,2 — n+1/2,2





— 2 “ î,j,k i+1,j.k
n+l/2,1 n+i/2,1 n+1/2,3 — iz+1/2,3





3n+1;z — 1 tBnz 3n;z
i+1/2,j,k — t i,j,k + i+1,j,k







Avec ce choix du champ électrique et cette discrétisation de l’équation d’induction,
et en appliquant la même approche qu’à la section précédente, on peut démontrer
que
V 41/2,j,k = B + V
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Ainsi, si le champ magnétique à l’instant t est à divergence nulle, alors la
contrainte physique V = O sera satisfaite sur toutes les cellules duales
du type {D+l/2,,k}. De la même façon, on traite le champ magiétique sur les
cellules duales du type {D,j+l/2,k} et {D.J,k+/2} à l’instant t’.
Après avoir calculé la solution à l’instant t’ sur les cellules duales {D+1/2,k},
{DJ+1/2k} et {D,k+l/2} et appliqué la procédure CTCS de traitement de di
vergence, on applique le schéma numérique de base pour calculer la solution à
l’instant t sur les cellules cartésiennes du maillage original. On note le
champ magnétique dans la soliltion Ut obtenue à partir du schéma numérique
de base; généralement BI,k ne satisfait pas la contrainte physique de divergence
nulle et un traitement additionnel est nécessaire.
On calcule en premier le champ électrique à l’instant tIi+3/2 sur les cellules
de la façon suivante (voir Fig.2.1O)
E2 — (
‘n+3/2
i,j,k — — X )i,j,k
= _ [tv x Bt)1k + {(v x B)2Ik + (y x B)’/2k
+ (y x B)I/2k + (y x B)l/2k
+ (V x B)12 + (V x B)+112}]. (2.2.48)
X
y
FIGuRE 2.10. Six cellules en diamants et une cellule cartésienne
sont nécessaires pour caldiller le champ électrique E2
On discrétise ellsuite l’équation d’induction sur les cellules du maillage original
centrées aux noeuds (xi, yj, zk) et on calcule les composantes du champ magnétique
z
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de la façon suivante
-







(1j,k + Bl/k + j-i2,k + j+2,k + B112 + B1/2)







= -1/’2,j,k + 1/2jk + i/2k + B2 + kLl/2 +




i,j+1,k — i.j—1.k (2.2.51)
2Ax 2Ay
Pour compléter la présentation de la méthode CTCS pour les schémas numériques
tridimensionnels centrés avec des cellules duales en diamants, on doit démontrer
que si le champ magnétique Bn1 est à divergence nulle alors B2 l’est aussi.
Autrement dit, il faut démontrer que la cliscrétisation de la divergence
r,n+2;x ,-n+2;x rri+2;y nn+2;y nn+2;z n+2;z
V B2 °i+1,j,k — -0i—1,jjc 0i,j+1,k — 0,3—1,k 0i,j,/+1






est identiquement nulle. Pour cela, en utilisant les équations (2.2.48)—(2.2.51)
on calcule explicitement chacun des termes du membre de droite de l’équation
(2.2.52); on obtient:
— (B1x 3n+1x Bn+i;x
i±1,j,k
— 6” i+1/2,j,k i+3/2,j,k I i+1.j—1/2,k
+ I n+1;x
i+1,j+1/2,k i+1.j,k—1/2 i+1,j,k+Y/2







- t-3/2,j,k + +
Bn±1;x r-fl:i+ i—1.j+1/2k + i—Ijk—1/2 + i—ljk+1/9








— 6 i—1/2,j+1,k i+i/2j+1,k ,j+1/2,k
3n+1;y n-f-l;y 3n+1;t
j±3/2.k i.j+1k—1/2 i.j±I.k-41/2






- i/,j-1,k + + j-32.k
3n+1;y
+ ij—1/2k + ij_1 k_1/2 i,j1,k+1/2
Qn+3/2.1 — Qn+3/2.1 Qn+3/2.3 —
— i,j—1,k+1 ii—1k—1 + At
i±1,j—1k i—l,j—l,k
2Az 2Ax
= + B3k+l + j-1/2,k+1
+ + +
Qn+3/22 Qn+3/22 Qfl43/2.1 QÏ+3/2l
— At z+1,j,k+1 — i—1,j,k+1 + At
i,j+1,k+l ij—ï,k+1
2A.x 2Ay
= + + j-i/2,k-1
+ B,9kl + B3/ +
0n+3/2.2 0n+3/2.2 Qn-r3/2.l 0n+3/2.i




En introduisant les équations (2.2.53)-(2.2.54) dans (2.2.52), on obtient.
V•B =81+82
où 81 est obtenu en considérant les composantes du champ magnétique à l’instant
on peut grouper convenablement les termes dans Si pour l’écrire sous la
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forme
Si = B19 + V + V BTl/9
+ V B112 + V B_19 + V . B12)
où V Bn+l est cliscrétisé de la façon suivantei—1/2,j,k
= 0
grâce à une annulation mutuelle des termes. Ainsi, si le champ magnétique à Fins-
tant t’’ est à divergence nulle, le terme S s’annule et on obtient V . = 0.
Ceci complète la présentation de notre méthode de traitement du champ magné
tique pour les sdhénias centrés tridimensionnels avec cellules duales en diamants.
Cett.e procédure CTCS de traitement de divergence que nous avons présentée
conserve le second ordre de précision du schéma numérique de base car la dis
crétisation de l’équation d’induction est faite avec des différences centrées et des
règles de quadrature du second ordre.
V B’i—i/2,j,k —








52 est obtenu en groupant les composantes du champ électrique à l’instant n+3/2
potir un maillage uniforme ( Ai = Ay Az = k), 52 s’écrit sous la forme
At (flfl+3/2,3 (—n+3/2,3 s (()fl+3/2.2 n+3/2.2
i+1,j+1,k — +1,j—1,k) + tLj+1,j,k+1 — i+1,j,k—1
+‘3
-n+3/2,3 ‘ — (Qfl+3/2.2 — Qn+3/22
i—1,j+1,k — i—l j—1 k) —1,jk+i i—1,j,k—1
(Qn+3/2,1 Qn+3/21 (pn+3/2.3 Qn+3/23
i.j1,k+l i,j+i,k—1) i+i,j+[,k i—ij+1,k
(Qn+3/2.1 pn±3/21 ‘ (Qn±3/2 3 0n±3/2.3
+Uj.j1,k+1 i.j—i.k—1) — i+1.j— t.k — “i—1.j—1,k
(Ç)r+3/2.2 Qfl+3/2.2 (ç)n+3/2.l 0n-3-3/2.1
— U i—i,j.k+1) + ,j+1k+ 1 i.j—ik+1
((—)n+3/2.2 n+3/2.2 rnn+3/2l n-f-3/2.1
+j+1,j,k_1
— i—i.j,k—1) — \i.j+1.k—l — i,j—1,k—1
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Chapitre 3
CENTRAL FINITE VOLUME METHODS WITH
CONSTRAINED TRANSPORT DIVERGENCE
TREATMENT FOR IDEAL MHD
P. Arminjon anci R. Tourna
Two anci three-cÏimensional finite volume extensions of the Lax-frieclrichs (LF)
anci Nessyahu-TacÏmor (NT) one-dimensional clifference schemes were previousïy
presentecÏ allcÏ successfiilÏv appÏiecÏ to several prohiems for nonlinear hyperholic
systems, auJ in particular to typical test cases for both inviscid auJ viscous com
pressible ftows. These central’ schemes hy-pass the resolutiou, at the ceil inter
faces. of die Riemann problems. thanks to the use of the staggered Lax-frieclrichs
sciieme which serves as the base scherne on which high orcler fuite volume me
thocis can be constructed using van Leer’s MU$CL-type limiteci reconstruction
principle. For this purpose two dual gricis are usecÏ at alternate tirne steps. These
methocis are extended here to several problems in one- anci multi-climensional
icÏeal compressible magnetohycÏrocÏynamics using a modifiecÏ version of the flrst
author’s central rnethocls with oblique (cliamonci shapeci) dual cells. In two cli—
mensions the system lias eight equations anci solving die corresponcling Riemann
problem is an elahorate ancl t.irne-consuming process. Central methocis lead to
significant computing time recluctions, anci the numerical experiments presented
here suggest the accuracy is quite satisfactory. In orcler to satisfy the physical
constraint V B = O, we have constructeci a strategy (CTC$”) inspirecl from
the ConstTained TranspoTt methoci of Evans and Hawley. The validity of ouï base
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scheme ailci oiir CTCS approacli is clearly confirmed by the resiits.




3.1.1. Some previous work on multidimensional central schemes
Many problems in applieci mathematics, physics anci the engineering sciences
cari he formulateci mathematically with the help of an icÏealizecl model baseci on
hyperbolic partial clifferential eqilations and more specifically hyperbolic systems
of conservation laws [221 or, in the case of systems with a sotirce term, hyperbolic
systems of balance laws [43]. In the past thirty years or so, anci following the
first funclamental papers of Goclunov [231, Lax ancÏ Wendroff [34], an enormous
amount of work lias appeareci on the subject of numerical methocis for these
prohiems anci in partictilar for the clevelopment of non-oscillatory, high-orcler
“shock-capturing’ methocis for conservation laws anci their rnany applications,
particularly for compressible flows and aerodynamics [26]; see the expository
works [24, 47, 25, 22, 31, 35, 46, 42]. We apologize in acîvance to the many
important contributors whose name coulci not be explicitly mentioned in this pa
per. With the appearance of finite volume methods, ha.sed on GocÏunov’s principle
of integrating t.he PDE on t.he discrete celis [23], anci upwincl methocis (inchiding
Gocïunov’s inethoci, as well as the methocis of Murman-Cole [25], Steger-Warming
[25], users haci the choice het.ween many options anci in particular between up
wincl schemes, including those hasecÏ on Riemann’s solvers , ancÏ central schemes
with the addition of some kind of artificial viscosity to stabilize the scherne anci
avoici oscillations near cliscontintuties [261.
In another approach the Nessyahn-Taclmor one climensional finite dlifference scheme
(“NT”) [37] lcd to the aciclitional option of a Goclunov-type scheme without the
recluirernent to soive the Riemarin probiems at the ccli interfaces, thanks to the
use of a staggered form of the Lax-Frieciriclis scheme as a base scheme. comple
menteci bv van Leer’s “MUSCL”-type limiteci reconstructions for higher accuracy
[50, 511. This scheme. which uses two alternate. dual grids at alternate time steps,
was recently extencÏed to miiltidimensional frite volume versions for Cart esian
grids [2, 28] as well as unstrtictured triangular [1] [3] anci tetrahedral grids [7, 10].
More recently, we constructed [9] moclifieci versions of the above schemes which
avoid the time predictor step typicaÏ of the original Nessyahu-Tadmor scheme
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fbrmulation, anci therefore leaci to time reductions of about 40%7o.
Another approach to improve these schemes consists in applying Runge-Kutta
methocis for the integration with respect to time [38] where so-called ‘central
Runge-Kutta schemes” have been proposed anci successfully tested. In the case
of Cartesian gricis. we also presented [6, 8, 10] a moclffied scheme introducing
new oblique dual ceils (“cliamoncl celis”) instead of the dual celis with sicles parai-
lei to the coorclinates axes originally considereci in [21 for the second grid. These
cliamonci ceils were in fact the direct analogue of the quacirilateral dual ceils intro
duced in the two-dimensional finite volume extension of the NT scheme cÏescribed
in [1, 31 for unstructureci trianguiar grids. They have also been considereci, in
clependently, by Katsaounis anci Levy [30]; combinecl with the use of standard
limiters, they lead to second order accuracy ancl monotonicity preservation, in
the case of continuous initial data.
They often leaci to better L’ and L errors, improvecl resolution of oblique
shocks, and to higher orciers of accuracy (see[8]). They also tend to prevent the
crossing of ciiscontinuities in the normal direction.
Instead of mocflfying the dual cells to improve the accuracy, another approach
consisting of moclifying the numerical flux hy using an improvecl quadrature for-
ulula for the fluxes across the ceil bounclaries has recently been proposecl by Lie
ancl Noelle [36]. Their scheme is less sensitive to grici orientation effects ancl
leacis to an improveci preservation of symmetries as cornparecl with the original
two-dirnensional fuite volume extensions of the NT scheme considereci in [81
3.1.2. Previous work on numerical MHD
111e adaptation of shock capturing nurnerical inethods to the equations of
Magnetohydrodynamics (I\/IHD) has been a very dynamic and continuous process
since the early eighties; without attempting to be complete, let us mention the
early work of Brackbill and Barnes [15], who proposecl a “projection scheme”
to satisfy the div = O constraint, involvillg the solution of a Poisson equa
tion. Since Magnetohyclroclynamics plays an important role in astrophysical flows,
which are highly compressible, it was soon observecl that Goclunov-type methocls
might be a usefuÏ approach to solve these problems : Brio ancl Wu [16] applieci
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Roe’s method to the one-cÏimensional I\’IHD equations. Zachary anci Colella [52
useci the Engquist-Osher flux solver for one-ciimensional icieal MHD. winch was
then extencleci to nuilti-climensional icleal MHD in Zachary et al. [531•
Dai anci WoocÏwarti [171 present.ed a nonlinear approximate Riemann solver speci
fically clesigneci for MHD probiems, anti extencleti the piecewise paraholic method
to multi-dimensiona.1 i\IHD prohlems [19]. Thev also macle important contribu
tions in [1$] with a second order accurate clifference scherne for multi-climensional
MHD using an approximate IVIHD Riemann soiver, anti an approach to maintain
the cÏivergence-free condition exactly.
Poweli [41] anci Poweil et al. [40, 39] cieveloped a Roe-type Riemann solver anti,
using a non conservative form of the MHD equations, an upwind scheme for MI-ID
equations, the ‘18-wave Riemann solver methoci” (where t.he eighth wave is asso
ciatecï with propagation of tliv) whicli proveci to he numerically robust. Finally,
Ryu anti Joncs [44]. Barmin et al. [14] Tôth anti Odstri1 [49] Balsara [13] aIl
applieti TVD-type methocis to the MHD equations
3.1.3. Contents of the paper
In this paper we extend central Nessyahu-Tadmor-type one-thmensional or
multidimensional limite volume schemes to the resolution of sorne problems in ideal
(inviscici anti nom-resistive) compressible IVlagnetohytirodynamics. The system of
governing ecÏuatioms features eight nonlinear hyperbolic conservation equations
for mass, linear momentum, energy anti the three components of the magnetic
‘S ‘S
fleld vector B. Even in the case where B only ciepemds oïl one space variable,
the system stiil lias eight equations but can be retiuceti to seven equations tlianks
to the physicai constraint V . B = O. The suhject of how one shoulci best try
to satisfy this constraint for multi-chmemsional problems lias heem tïiscussed in
several important papers [48, 15, 39, 41, 40, 17, 18, 19].
The Jacobian matrix in this case is thus a 7 x 7 mat.rix of whicb 5 of the 7 eigen
values may coincicie [161. Moreover. the svstem of MHD equations is nonconvex
[20]. This gives rise to a wave structure which is suhstantially more complicateti
than that ol the Euler equations for compressible ftow. In particular so-calleci
compounci waves may appear, which consist of a shocli anti, tlirectlv attacheci,
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a rarefaction wave. The solution of the corresponding Riemann problem, exact
or approximate. is a complicateci anci time-consuming process. We expect the
introduction of our Riemann solver-free central methods to lead to significant
computing time reductions in two or three space dimensions.
i)In one dimension, we present an adaptation of the Nessyahu-Taclmor scheme
to two variants of the MHD-shock tube prohiem 1161 which leads to fairly good
resuits, ancÏ. cornparecl with a method baseci on Riemann solvers, is also likely to
bring about significant computing time reductions, as was the case for the Euler
ancÏ Navier-Stokes equations [2, 3, 4j.
ii) We also stuciieci, in two spatial climensions,the 2D Riemann problem with conti
nuation bouncÏary conditions originally considered without the Inagnetic fielci by
[451 and later, in an MHD context, by Dai-Woodward [181. We then solve the
Orszag-Tang MHD turbulence problem which describes the evohition of a com
pressible vortex system. The problem involves the interaction hetween several
shock waves traveling at varions speecl regimes. We apply our new Constrained
Transport method to numerically enforce the physical constraint on the magnetic
fie ici.
The organization of the paper is as follows. In section 2 we descrihe the inathema
tical formulation of miiltidirnensional MHD prohiems. Section 3 presents a short
review of the one-dimensionai Nessyahu-Tadmor finite clifference scheme. Section
4 gives a complete description of our two-chmensional finite volume extension of
the N.T. scherne using cliamond staggered dual cells. In section 5 we present the
physical constraint on the magnetic fieid and describe several methods to satisfy
the clivergence-free property of the magnetic heM. We then introduce our method
for enforcing the V B O constraint. Que anci two climensiona.1 numerical resuhs
are presenteci in section 6.
3.2. IDEAL MHD EQUATIONS
When a conclucting ftuici moves in a magnetic fleici, electric fielcis are induceci
in it ancl electric currents fiow. Due t.o the magnetic fielcl, tue ctirrents may inocÏify
the fiow. Conversely, the ctirrents thernselves inoclify the magllet.ic fielci [271. and
even if the components of B ciily cÏepend on one variable, say i, the magnetic
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forces exerteci on the ions colïstituting the “plasma11 i.e. the fluici (gas) in motion
are three dimensional, thus giving rise to a three climensional flow. The complex
interaction between magiletic anci fluid clynamic phenomella is well describecÏ by
a set of eight equations which are t one mass conservation law, three momentum
conservatioll laws, one energy conservation law anci Faraclay’s (three dimensional)





where p, u, p, B ailci e are the mass density, three-component velocity fielci vector,
thermal pressure, three-component inagiletic fielcÏ vector ailci the specific total
energy; p is the permeability of the vacuurn anci I is the (3 x 3) identity matrix.
This system of equations is completeci bv tlie equation ofstatep (‘y—l)pE, where
‘y is the ratio of specific heats anci c cÏenotes the specific internal energy. It is
usual to non-climeilsionalize the icleal MHD equations, by settiiig reference scales
for the length L or the free-stream clensity p, ancl scaling the current magiletic
field with /7ij , which results in the removal of p, from the above system. In this
papel, no scaling is applied so the permeability term of the vacuum is kept.








flux pu + ll
flUy puxuy + 11xy
V = P71z P’Ux’Uz + ll,








pUye + Hxy + fIyy + Uzllyz
—A
o
where A u x B, e is the specific total energy, fl, fl anci are the cliago
nal elernents of the total pressure tensor. ancl fI are tire off-diagonal





In tire case of one climensional MHD. the cÏivergence-free constraint recÏuces tire
clifferentiai system (3.2.2) to the form V + O with seven equations by free
zing the value of tire x— component of tire magnetic field, giving rise to tire vectors
U = (p. pux, flUy, pu’z,pe, B, B) and (flux, flU + Hxxfl’UxUy +Rxy, flUxUz +
11xz, fluxe + Uxfl + Uyfl + ufL, A, _Ay). The resulting system allows three
kincis of waves [32, 27, 18, 20] fast rvaves, Alfven waves anci slow waves. These
rvaves have propagation speeds denoted respectively by C, C, auJ C8 which are
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the eigenvalues of thc differential system, given by
= [(c + C + C) + + C + C)2 - 4GC] (3.2.4)
Ca = pB/(47r) (3.2.5)
with C0 = C = + B)/(4ir). For a complete presentation of
the eigensystem, the intcrested reader is referred to [27, 321. We recail that
eigenvalues are used in the CFL condition to determine the time step.
3.3. ONE-DIMENsI0NAL CENTRAL SCHEMES




and the (first order accurate) Lax-Fricdrichs scheme [33] written in its staggered
form as
1/2 + n) - (f(n1) - f(u)). (3.3.2)
p / p
1/2 X+ I X
FIG. 3.1. The resolution of Riemann problems at cdl interfaces is
avoidcd when alternating from original to staggered grid
To obtain a second order accurate scheme, Nessyahu and Tadmor [37] introdu
ced van Leer’s MU$CL-type [50] piecewise linear reconstruction of the piecewise
constant solution obtained at the previous step (i.e., at time t)
u(.x, t) L(x, t) = z4 + (x — x E [xi_112, .xy2] (3.3.3)
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\rhere
= (u)’ Ïiu(, + O(A;2) (3.3.4)
approximates the siope to first-order accuracv; this leads to seconci-order spatial
accuracy. Seconci-order accuracy with respect to tirne is then obtaineci if we apply
the midpoint mie for the time integral of the fttix [3Ï Nessyahu and Taclmors
formula 1] gives the solution on the staggereci grid (i.e. at nodes c1+l/2)
+ u) + ((uY - (+)‘) - À(f(u’2) f(u112)) (335)
n+1/2 . .where n is an approximate value clefinecl by an mtermedhate prechctor step
at time t1/2. The solution at the nodes of the original gricl {x} ancÏ time t+2
is obtaineci in a similar way.
3.4. Two DIMENSIONAL CARTEsIAN DIAMOND-STAGGERED SCHEME







with the initial condition V(x, y, O) = (x. y). System (3.1.1) is assumed to be
hyperbolic in the sense that any linear combination of the ‘n x n jacobian matrices
A(). B()
— 8f — 37
A(U)=—, B(U)=—
3(1 3(1
bas n real eigeuvalues and n linearly inclepenclent might ancï left eigenvect.ors. As
is well known, both the one-dimensional Lax-friedrichs ancl Nessyahu-Tadrnor
schemes use alternate space gricÏs. In two dimensions. we shah proceed in a si
iniÏar manner starting from the original Cartesian grici with ceils C at time t’,
altemnating to the cliamond dual ceil D+i/2 at time t’. anci returning back to





FIG. 3.2. Original data grid ‘o’, square celis in blue and two dual
oblique celis in red
Notations
We consider for our computatiorial dornain a uniform rectangular grid with M2
squares; the extension to arbitrary rectangular grids is straightforward, except for
the initialization, which requires numerical integration, alld the programming part
of the resolution, where we have to procced as in the case of a fully unstructured
grid. Let x = = h = x112 — x112 denote the mesli size, = (xi, yj)
(ih, jh), O < j, < M, denote thc nodes of the first grid. For any arbitrary node
we consider the corresponding finite volume cdl C,j for the first grid to be
the square centered at a,1 with edges obtained by joining the centroids of the











FIG. 3.3. Dual oblique cdl D112,j; case when the line through
the centroids of the adjacent Cartesian cells is parallel to the x-axis
The diamond dual ceils D+112, arc obtained by first considering two suc
cessive nodes and a+i, of the original grid; let {TB] denote the common
interface of the Cartesiail celis; the midpoint of [TB] is m. As eau be seen from
Fig.3.2 there are two cases for the dual diamond celis, depending on whether the
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axis joining the two nodes of the original gfid used to define the diamond oeil is
parallel to the x—axis or the y—axis. fle dual ceil (in the x-direction) is defined
W be the quadrilateral ajTaj4+iB as in Fig.3.3. fle dual oeil D1112 is obtai
ned when the edge ajjajj+1 is parallel W the y — axis.
Let V(a,r) and V(m,r) denote the average values in
the first and second grid at time t” sud tt1, respectively. Performing the first
urne step gives Vjj%,, while the cdl values {Vj.2} are obtained at the end of
the second time-step.
3.4.1. Ffrst time step, in the x-direction
We consider here two adjacent nodes a sud a÷i, where a€a+ is parallel
to the z — axis, sud D112 denotes the conesponding dual oeil (Fig.3.3). We
integate equation(3.4.1) on DI+j/2J x [f’, t”1]:
t t tfl+l
J J] VsAdt=-f [f (3.4.2)t” D.qj .IV’ J
Applying Green’s theorem gives
Jf V(z, y, t”1) ciA = fJ V(x,y, t”) ciA
-J f (7n+7n)dadt (3.4.3)t”
where ït = (n,n,) is the unit outward normal vector to the boundary of the
diamond oeil ôDi÷1/2J. fle left-hand side of equation (3.4.3) defines the average
value
JJ V(x. y. 1) dA (3.4.4)
where A(D.,.i1) denotes the area of the dual oeil. We split the first integal of
the right-hand side of equation (3.4.3) into two integrals
JJ V(x, y,t”) dA = JJ V(x, y, t”) ciA
+ JJ V(x. y, t”) ciA (3.4.5)
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where D+112,nC, is the triangle D+l/2,flC+l, is the triangle a+i,TB.
Equation (3.4.5) is approximateci to second-order [51 accuracy by
ffD +1/
V(x, y, t) dA + y, t)A(D+112, n
2.j
+ U(:c+i — y, t)A(D+112, n C+1,). (3.4.6)
The term Â(D+l/2J n = h2/4 is tire area of the triangle a1,TB.
Appiying van Leer’s (MUSCL) [50j piecewise hnear interpolauts defineci at a nocte
by
y—y]/i7n (347)y, ffl) + + ij;y
-+
will guarantee seconci-orcler accuracy and preserve the monotonicity. Here (V U )tim
-*




U11-flfL+, ““ + + i.j:r +i.j:x) (3.4.8)4 7.3
The integrat.ion of the fiux-integral wit.h respect to time is approxirnateci to
seconci-orcler accnracy with the help of tire midpoint mie tire second terrn of
tire right—hancÏ sicle of equation (3.4.3) is thus approximatecl by
f f (7n + iii) d dt Atf
+ y, t’/2))n] du. (3.4.9)
-*
Equation (3.4.9) requires prediction for both U anci f at tire intermecliate time
at the ccli interfaces. For example we may preclict values at the rniclpoint
of tire hue a,jB, Fig.3.4, using an explicit Euler approach and equation
(3.4.1):
iz+1/2 At
u ij(cÇ. t) + U(a, t)
















FIG. 3.4. Diamond ccli D with outward normal vectors
With the aid of the Jacobian matrices, we rewrite equation (3.4.10) as
1 2 Lt —* — S,
UB U(a[,t) —
(3.4.11)
Using equations (3.4.3), (3.4.8) and (3.4.11), the first step in the x — direction
can then be written in the form
— 1 —* —* 1 —* —*
U1/93 = (U + U) + (Ux - U,j;x)





Here we consider two Cartesian cclls C, G,+i such that the une
is parallel to the y — axis. Integrating equation (3.4.1) on the domain D,±1/2 X











FIG. 3.5. Dual cdl D,+l/2 with outward normal vectors
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A(D,j+l/2)2l/2 fL3+112 U(:r. y, t) dA
t”+1
— J (7n1 + n) d dt. (3.4.12)t’
Splitting the first integral in the right-hand sicle of equation (3.4.12) and using
piecewise linear interpolants as for the r — direction gives
f (x,y,t) dA + + - (3.4.13)+ 1/2
The flux integral is hanclled in the same way as in the case of the x-direction. The
flrst time step in the y-direction cari thus flnally be written in the form
= + + - Vi;y)
At (7R+1/2 n+l/2 n+1/2 n+1/2
+ —g+ +J + +g÷
h
+t-7 + n±2) + (4n1/2 - +i/2)34Ï4)
3.4.3. Second time step
For tire second time step. we seek an approximation of the solution on the
original celi C (sec Fig.3.6) at time tîl+2 using as initial data the solution alreacly
oht.ainecl oll dual celis at time t’. The cornputation follows an approacli sirnilar
to that of the first time step. Integrating equation (3.4.1) on the clomain x
[tfl+l, tn+2] anci appiving Green’s theorem yielcïs
= fin,
ctA
— L+1 £(ir + du d (3.4.15)
The flrst integral of the riglit hand-side of edluation (3.4.15) is cÏecomposecl into
the contribution of four integrals, anci is approximated as
y. t’) dA (n±1 +i + + n+i)































FIG. 3.6. Original square ccli C with its four adjacent oblique
dual ceils
For the flux integral. we proceed as hcfore. using the midpoint rule for thc
time integration; we need predictions for V and on the ccli interfaces at the
intermediate time t32, and we also need the foliowing normal vectors
Va = (—1,0) 1b = (0,—1) V = (1,0) Vd = (0,1)
Writing
f f (,fv+v)dudtt+1 ÛC,
f [7(V(, y, t32))v + (V(:r, y, t3/2))v] du (3.4.17)
we shah approximate the flux on the interface through the point a (Fig.3.6) as
the arithrneticai mean of the fluxes at points a and a. ((V()) +
Predictions of the flux on the ceH interfces at the intermediate
tirne may be computed using ecluation (3.4.10). The solution at time takes
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the foïlowing form
1u2 — (u1 + u’ + u’ + u’i
— 4 \ i—i/2,j i+1/2j i,j—1/2 i,j+1/2
1 —è. —+f tirn LI l7fl z lUT? limi—i/2.j.x i.j— l/2:y — / +1/2.j:r — i,j±1/2;y
At n±3/2 n+3/2 f +:3/2 n+3/2
— J a —
(n+3/2 n+3/2 (—*fl+3/2 —*n+3/2+ J C— + C ) + Y ci+ + g
3.5. THE PHYSICAL CONSTRAINT V• B = O
It is shown iii electromagnetic theory that. the magnetic fielci vector B must
be solenoidal, anci thus satisfy Maxwell’s equation V B 0.
If tire initial magnetic fielci satisfies the divergerice-free constraint (V B=0 = 0),
Faraday’s law guarantees that it remains clivergence-free for ail time; indeed,
applying the divergence operator to faraday’s law gives
+ V x (B x y) = 0. (Faraday’s law)
=V.0B+V.Vx(Bxv)=0
In a paper puhiishecl in 1980, Brackhiil anci Barries [151 show that non—zero cliver
gence of the magnetic field cari lead to non-physical waves and tire production of
negative pressures and clensities in the case of ideal IvIHD. Several methocis have
heen proposeci to satisfy the V B = O constraint Brackbill anci Barries’ projec
tion m.ethod [15], PowelÏ’s 8-wave forrnulahon methocï [41]. Evans ancÏ Hawley’s
Const’rained Transport methoci [21], Tôth’s [481 Central Difference methoci and
many other methods. In this paper, ou; approach to enforce the cUvB = O
constramt is inspireci hy Evans and Hawley’s Constraineci Transport (CT) me
thoci [21]. The different versions of the CT methocÏ are nicely presenteci in [48]
we shah now present the CI method in its original staggereci form in a finite Dif—
ference context as describeci hy Tôth [48], hefore introducing our new approach
for Central Finite Volume methods. We present tire Constraineci Transport ap
proach for a two-dimensional uniform Cartesian grid. The z-component (B) of
the magnetic field is updated hy the base scheme without modification as it Joes
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not contribute to V B. The celi-centereci magnetic field is denoted by B and
the magnet.ic field at. t.he celi interfaces is denot.ed b b.
Evans anci Hawley considereci a staggereci grid to maintain the divergence-free
constraint of the magnetic fielcl al the celi interfaces.
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FIG. 3.7. Staggered magnetic field.
(xj+l/2, y) (the ceils are being centered at points (xi, y)), and the y component
is located al (xj, YJ+1/2).
Let Q E• = —(y x B). (0,0, i)T denote the z-component of the electric fielci.
The main idea of the CI scheme is to place Q at the ceil corners. The induction
equation 6B + V x E = O is discret ized hy simple finite differences along the
edges as follows
n+1 — n +i/2,+i/2 — i+i/2,—i/2
i+1/2,j — i+1/2,j
n±1 n R±i/2,+i/2 — t—i/2,+i/2by i,j+1/2 = b t.j±1/2 + t
The divergence of b is approximated as
— bI+1i2, — b_l/2, byi,j+1/2 — byi,j1/2
Vb,] +
Hence, if V b = 0, it is easy b verify that the physical constraint V b’ = O
will he satisfied to tue accuracy of round-off errors due to perfect cancelation
of terms. The CT idea was combined with Godunov type schemes hy Dai and
Woodward. Let the superscript * denote the resuits of the Godunov-type base
scheme. For structured grids, spatial and temporal interpolation are used b ohtain
91
the celi corner-centereci magnetic fielci as follows
= + + + B11
+ + B1 + + B11)
with a similar formula for the velocit.y fielci The z-component of the





i+1/2,j+1/2 — i+l/2i+l/2 X i+1/2,j+1/2)
Once Q is obtairied we update the b—field centered at ccli interfaces accorchng
to (3.5.1) and the components of the ceil-centereci magnetic field B1 are ap
proximateci as folÏows
jn+1 jn+1





— U i.j+1/2 + Uy i.j—1/2
y
— 2
3.5.1. Constrained Transport for Central Schemes (CTCS)
Since the numerical schernes we use invoive dual staggereci cells the CT ap
proach cannot be applieci directly. Here we propose an adaptation of the Constrai
ned Transport approach to maintain the chvergence-free property of the magnetic
fielcÏ. Suppose that the solution at tirne t is given on the original Cartesian grid
ancl is such that V B = O i.e.
8B
fl—V7 ‘. — Iu V i_J
X y
rn — p71




Performing a first time step, we obtain the solution (at tinie thl+’) on the dual
staggereci gricl. Let B* clenote the magnet.ic field part of this solution on the
staggereci celis (D1÷ip—type) in t.he x-direction, b enforce the V = O
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constramt, we first compute the z-cornponent of the electric heM (Q = E• k) as
EH/2 — n+i/2
i+Ï/2,j — —(y x B)119
ir
—— (v’ X B) +1/9 +
(y x B) + (y x B)i1
(3.5.5)
2[ 2 j
We then cliscretize the induction equation using central clifferences anci update
the magnetic fielci at time t1 as follows
n+1/2 — Qfl+l/2
n+ii +
— AtQi+1/2i+1 i+1/2,j—1 (356)‘— i+i/2,j = 2 2Ay




We shah prove that if V W O on the original grici. the magnetic fielci B at




hi+h/2,j+l — , i+1/2,j—l
= 0. (3.5.8)
2Ax 2Ay
Using equations (3.5.6)-(3.5.7) we compute the following quantifies
Qfl+Ï/2 — Q7i+l/2























which we then substitute into equation (3.5.8) we obtain
1
V . (V + V. O. • (3.5.9)
We upclate the magnetic fielci at time on the D,+i/2 ceÏÏs in a similar
manner; using the base scheme we perforrn (with the upclated magnetic field
components) a second time step to obtain the solution on the original Cartesian
grici. Then we upcÏate the magnetic fielci ohtained at time t2 which is also
93
denoted by B. The z-component of the electric field is then cornputed in a way
spccially designed to satisfy the divergence-frec property of the magnetic field,
from
f3/2
—(y x B)312 = — t(vfl+2 x B* + X
2[
\n+1 +(vxB)’+ (y X B)’/2 + (V X ,+112jj. (3.5.10)
We discretize the induction equation on the Cartesian grid
3fl+2
= + Bfl+l / + 3fl+l1/2
Qn+3/2 —
+ B1+1/2} — At
i,j+1 t,j-1
(3.5.11)











FIG. 3.8. We use the numerical data given on the original Cartesian
cdl and those on the four staggcred dual cells to approxirnate the
value of the z-component Ç of the elcctric field at time tn+3/2








We easily prove that the therewith updated magnetic field satisfies the divergence
free constraillt
if the physical constraint wa.s satisfied at the previous time.
3.6. NuMERIcAL RESULTS
In this section, we present several numerical experiments we have performed
for both one anci two- clirnensional problems.
3.6.1. 1-dimerisional test problems
For the first set of numerical tests in one climensional space, we have chosen
the shock tube problem [441. We consicler the interval [-1,11 of the x—axis, let
5/3. B = 2 and consider the initial data for the Riemann problem at x 0, U
[0.989112, —0.013123. 0.026933, 0.010037, 4.024421, 2.002600, 0.971588] ancl U
[1.08,1.2,0.01,0.5.3.6,2.0,0.95] with U = This first test
case feattires seven cliscontintiities. \/Ve have consiclerecl a grici with 1000 mesh
points. The solution is computecÏ at time t 0.25. We compareci our numerical
results with those obtaineci by Ryu and Jones [44]. Fig.3.9,3.10 show a very gooci
agreement between the numerical ancÎ reference solutions (which were obtaineci
[44] with 10 000 rnesh points) when the MC limiter is applied with 9 2. The
agreement is not quite 50 goocl when we use the minmod limiter.
Next we have consicÏerecl a Riemann problem with a compouncl wave, which
consists of a shock and, directly attachecl, a rarefaction wave[16j we recall that
compoind waves cannot arise in solutions of the Euler equations of gas dynamics.
\Ve consicler the Riemann problem set at x O in the iuterval [-1,1], along with
the initial data U1 [1, 0,0,0, \R,0, 1], Ur [0.125.0.0,0,—’,0,0.1] and
= 0.75. The solution is computed at time t = 0.25 with a CFL condition
of 0.485.
We compared our numerical results with those ohtained by Brio and Wu [16].
As with the previous test, the agreement with [161 f5 partictilarly good when the
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FIG. 3.9. First test case, minrnod limiter at left, MC-2 limiter at right
Notice that for the above two tests, the reference solutions are available from the
following web site
http : //www-ian.math.uni-magdcburg.de/anurne/testcasc/MHD/
3.6.2. 2-dimerisionaL test problems
We solved a 2D-adaptation of the one-dirnensional MHD shock tube problem.
involving a compound wavc. The computational dornain is the rectangle —1 ;
Ï, O y 1. The initial conditions feature a shock along the axis x O with thc
following data: U = [1,0,0,0, 1], UT = [0.125,O,0,O,—,O,O.1], and
= 0.75/i. The solution is computed at time t = 0.25 with a CFL condition
of 0.485. The computations were performed with an MC-O (O = 1.5) limiter.
Fig.3.13 shows a very good agreement of the numerical solution (400 data points
dotted in blue) with the reference solution of the corresponding one-dimensional
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FIG. 3.10. First test case (continued), minmod limiter at left, MC-
2 limiter at right
For our next 2D test, we shah apply our new CTCS method to satisfy thc
divergence-free constraint. We consider here the Orszag-Tang MHD turbulence
problem, which describes the evolution of a compressible vortex system, which
is a complex phenomenon involving the interactions between several shock waves
generated during the evolution of the vortex system and traveling at different pro
pagation speeds [48],[18]. The initial conditions for our example arc p(x,y) =
Po, p(’, y) = P0, u(r. y) = — sin(2ny) i + sin(2rx) j, B(x, y) = — sin(2rry) i +
sin(4irx) j, with Po = 25/(36ir) and Po = 5/(127r). I and j are unit vectors in
the x— and y— directions. Fig.3.14, 3.15 show the mass density and pressure
contours, respectively. at timc t = 0.5. Fig.3.16 shows the mass density contours,
at time t = 2. The agreement with the results of Jiang and Wu [29], who ap
plied Brackbihl and Barnes’ projection schemc [151 to enforcc the magnetic field
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FIG. 3.11. Second test case. minmod limiter at left, IVIC-2 limiter
at right
constraint, is excellent. Tue divergence values of the magnetic field on the compu
tational domain remain of the order of 10e-14 throughout the calculations, thus
confirming the efficiency of our method.
For the final two-dimensional example we consider a Riemann problem [18],
with four initial states for (p,p, u, u) given by (1,1,0.75,0.5) for .x > O and
y > 0, (2,1,0.75,0.5) for z < O and y > 0, (i,i,-0.75,0.5) for z < O and y < O and
(3,1,-0.75,-0.5) for z > O and y < 0. We consider a uniform initial magnetic field
B = (2,0, 1). The solution is computed at time t 0.8 011 a 400x400 grid.
Here again we have applied our CTC$ method to enforce the divergence-free
constraint for the magnetic field, which in this case gave divergence values within
a 10 e-14 threshold. Fig.3.18, 3.19 show the contour lines for the mass density
and the magnitude of the magnetic field, respectively.
The contour lines in Fig.3.18 are in very good agreement with those appearing
in [18].
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FIG. 3.12. Second test case (continued), minmod limiter at left,
MG-2 limiter at right
:: :: :: :: :
FIG. 3.13. The profile of the solution of the 2D shock tube problem
compared with the solution of the 0110 dimensional corresponding
problem
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In this paper, we have exteuded our Nessyahu-Tadmor-typc central finite vo
lume rnethods to one and two-dimensional problems in Magnetohydrodynamics,
400
FIG. 3.14. The mass density contour unes of the two-dimensional
Orszag-Tang MHD turbulence problem at time t = 0.5
FIG. 3.15. The pressure contour unes of the two-dimensional
Orszag-Tang MHD turbulence problem
3.7. CoNclusioN
100
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FIG. 3.16. The mass density contour unes of the two-dimensional
Orszag-Tang MHD turbulence problem at time t = 2
FIG. 3.17. Shaded gray scale mass density contour unes of the




using Cartesian grids for the ceils of the original grid, and our previously introdu
FIG. 3.18. $haded, logarithmic scaled, contour unes of the mass
density for the 2 dimensional MHD Riemann problem at time t =
FIG. 3.19. Shaded contour unes of the magnitude of the magnetic
field for the 2 dimensional MHD Riemann problem at time t = 0.8
ced diamond celis for the dual grid. The fact that the resolution of the Riemann
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problems at the ceil interfaces is hy-passed by ceiitral schemes has lcd in ail pre
vious numerical experiments performeci for scalar conservatioll equations [21, Eu
ler’s ecluatiolls [3]. anci Navier-Stokes equations [1, to very substantial computing
time reciuctions. It is therefore anticipated that they will also leaci to significant
computing time reductions in the case of MHD problems where the solution of
the Riemann problems is even more time demanding. This will be illustrated in a
forthcoming paper. Inspireci from the constrained transport method of Evans and
Hawley, we have constructed our CTCS approach to rnailltain the clivergence-free
property of the magnetic field for the two-dimensional case. This CTCS methoci
apphes indifferently to schemes with Cartesian dual ceils or oblique diamonci dual
celis. A comparison hetween the CTCS methocis for Cartesian anci for cliamouci
dual ceils will appear in [12].
Our numerical resuits show the higli potential of oui base scheme anci the CTCS
methoci, which lcd to divergence values within the range of 10e-13, 10e-14 for
the probÏems we considered is this paper. It is important to note that the CTCS
approach was also applieci hi the case of staggered schemes such that the dual
celis are Cartesian [121. In our current work. we are applying our methoci to
few more two-dimensional reference test cases appearing in the literature, as well
as several three-climensional problems.
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Chapitre 4
A CTC$ DIVERGENCE TREATMENT FOR
IDEAL MHD
R. Tourna and P. Arminjon
4.1. ABSTRACT
In this paper we extenci central fuite volume schemes to two-cÏimensionai
problems in icleal compressible rnagnetohvclroclynamics (MHD’. In 2 space cli—
mensions. the problem features 8 nonlinear hyperbolic eqtiations. and solving the
Riemaun prohiems typically generateci bv fuite volume methocis at the ccli in
terfaces is an elahorate auJ time—consuming process. Central methods. which are
hased on the staggered form of the Lax-Friedrichs ancÏ Nessyahu-Tadmor schernes,
by-pass the resolution of these Riernann problems, thus leacling to significant re
cluctions in computing times. In this paper, we attempt to show the feasibility of
these ‘Central Finite Volume methods” for l\/IHD problems. We also introcluce
our adaptation to central schemes of the constrainecÏ transport methoci to satisfy
the c[ivB = O constraint.
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4.2. INTRODUCTION
In MHD problems, the interaction between magnetic and ftuicl cÏynamic plie
nomena eau be clescribecÏ by a set of eight eqriations (conservation of mass, mo
mentum anci energy, anci FaracÏay’s law for the magnetic field B)
+ .




where p, u, p, B and e are the mass ciensitv, velocity flelcï vector, thermal pressure,
magnetic fielci vector auJ the specific total energy. I is the (3 x 3) icÏent.ity matrix.
This system of equations is completeci by the equation of state p (‘y —
where is the ratio of specific heats anci e denotes the specific internai energy. In
this paper, we extenci ouï Nessyahu-Taclrnor-type central finite volume methods
to one anci two-ciimensional problems in Magnetohyclrodynamics, rising Carte
sian gricis for both the original auJ staggereci dual cells. An important feature of
MHD prohiems is the necessitv, for the magnetic flelci, to satisfv the constraint.
cïivBzrr0. Due to the accumulation of round-off and tnmcation errors the compu
tecÏ magnetic fielci usually fails to satisfy the solenoidal constraint. As observed by
Brackhill anci Barnes this eau lead to non-physical waves, negative pressures
anci clensities anci thus to the hreakclown of the scheme.
We have constructed appropriate adaptations of Evans anci Hawley’s Constrai
neci Transport method to satisfy this constraint. Ouï ntimerical resuits compare
favourably with corresponding resuits in the recent hterature ancÏ thus show the
accuracy, robust ness anci pot eut ial of ouï methods.
4.3. Two-DIMENsIoNL CENTRAL SCHEMES
Inspireci from the staggereci Lax-friecirichs scheme, Nessyahu anci Tadmor [9j
presented their new non-oscillatory central scheme for solving one-climensional
systems of hyperholic conservations laws. Thanks to the use of two staggered
dual grids, the NT scheme by-passes the resoÏution of the Riemann problems
at t.he ccli interfaces. To achieve second-order accuracy both in tirne and space,
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Nessyahu and Tadmor considered MU$CL-type piecewise linear solutions on the
computational ceils. Later in 1995, Armilljon et al. [1, 2] presented finite volume
two-dimensional extensions of NT’s one-dimensional scheme for solving hyperbolic
systems of conservations laws
-4 -4
withF=(f,i) (4.3.1)
V = VtX, y, t) with the initial data V(, y,t = O) = Vo(x, y)
for both Cartesian and llnstructured triangular two-dimensional grids. In the
Cartesian case, the computational domain is uniformly discretized using Cartesian
ceils centered at the nodes (xj,yj). The scheme requires a dual staggered
grid whose celis Dj+1/2,j+q2 are also Cartesian ceils but centered at the nodes
(x+i/2, y+1/2). The geometry of the scheme is well described in Fig.4.1 where
the original celis G1 are the blue squares while the dual cells are represented
in yellow. We use the solution U obtained on the original grid at time t7 as
z
t_ ‘r — —
I I
—--L
FIG. 4.1. Four Cartesian celis of the original grid (blue) and a
staggered dual cdl (yellow); time is represented along the z-axis
initial data to compute U’21/2 on the staggered dual ceils at time t+’ . A
complete description of the rnethod is presented in [2]; the solution at time t’
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is upclated using equation (4.3.2)
n-I—Ï
— ( n n n n
i+i,j nI+l,j±i n.+1 n,i+1
1 —+ .
j f (( im LT itin ttrn T izrnf i.j;x — i±1.j:x) i.j+1:x i+1,j+1:
- Vi;x) + (V,j;y -
À f çn+1/2 n+Ï/2 n+1/2 çn+l/2
LJi±1,j — Ji,j j + LJi±1,+i — Ji,j±i
t n-I-1/2 n+1/2j t n-f-1/2+ [9j+i — 9,j j + L9+i,j+i —
Here, (V)ttm = (Vm/A V/Ay) is a ÏimitecÏ numerical gradient; com
ponentwise limiting is a.ppliecl in the case of vector functions. Spatial linear iII
terpolations will guarantee second-orcler accuracy in space, whule using a flrst
orcler Euler discretization to approxiniate the values of the flux functions at the
intermediate time tn+l/2 wiÏl ensure seconci-orcler accuracy in time.
1.4. THE V B O PHYSICAL CONSTRAINT AND SOME NUMERI
CAL APPROACHES TO SATISFY IT
The fact that Inagnetic monopoles do not exist neither in nature nor in labo—
ratory is modelized by a solenoidal magnetic fielci B. i.e., the Maxwell equation
V - B O. Faraclay’s law guarantees that if the initial magnetic field is solenoidal,
it remains clivergence-free at ah upcoming time. The accumulation of numerical
errors often leacis to a nurnerical solution whicli cÏoes not satisfy the physical
constraint V B = O. Since the early eighties, many recipes have heen proposeci
to treat or remove the non physical part in the magnetic flelcÏ We mention for
example, Brackbill and Barnes’ projection method [4], Powell’s 8-wave formula
tlon methoci [10], Evans and Hawley’s Constrained Transport (CT) method [7]
auJ many other methods. Tôth [12] lias summarizeci the clifferent versions of the
CT method auJ lias introcluced bis own new version. Since our numerical base
scherne uses ai; original and a staggered dual grid. none of the existing CT ap
proaches eau he applieci directly. Our own approach to treat the magnetic flelci is
inspirecl from Evans ancl Hawlev’s CT method ancl is haseci on a specific cliscreti
zation of the induction equation on hoth the original auJ staggered gricis. Before
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introducing our new CTC$ method, we give a brief review of Evans and Hawiey’s
Constrained Transport method in its original form as described in [121. In the
context of a uniform two-dimensionai Cartesian grid, the z-compollent B of the
magnetic field is updated by the base scheme without any modification as it does
not contribute to V . B. The ceii-centered magiletic ficld is denotcd by B and
the magnetic field at the ccli interfaces is denoted by b. Evans and Hawiey consi
dered a staggered grid to maintain the divergence-frec constraint of the magnetic











FIG. 4.2. Staggered magnetic fieid.
staggered magnetic field is located at (Xj+l/2, yj) (the ceils are being centered at
points (xi, y)), and the y component is iocated at (xi, Yj+1/2) as shown in Fig.4.2.
Let Q = E —(y x B) . (O. O, i)T denote the z-component of the ciectric fieid.
The main idea of the CT schcme is to piace Q at the ccli corners and theil to
discretize the induction cquatioll 8B + V x E = O using simple finite differences
along the edges as follows




n+1 A +l/2,3+l/2 —
U i,j+1/2 = U i,j+1/2 + t








Hence, if V . b?L = O, it is casy to verify that the physical constraillt V . b’ = O
wiii be satisfied to the accuracy of round-off errors due to perfect canceiation
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of terrns. The CT iclea was combineci with Goclunov-tvpe schemes by Dai and
WoodwarcÏ [61. Tôth [12j suminarizeci ail the CT approaches alreacly presented
for finite clifferences as well as for finite volumes methocis ancÏ showeci that there is
no need to nse a staggereci magnetic fielci by giving the appropriate discretization
of the induction equation for each CT version.
4.4.1. A two-dimerisional CTCS method for Cartesian staggered
dual ceil central schemes
Since the numerical schemes we nse involve an original and a dual staggered
grids, none of the CT approaches can he appliecÏ chrectly. In a previous work
[3]. we have presented a new method based on Evans ancÏ Hawley’s constrai
neci transport approa.ch for solving icleal MHD problems using central schemes
where the original celis are Cartesian while the dual staggered celis are cliarnonci
shapeci oblique celis. In this paper we present onr new constramed transport me
thoci ‘CTCS for central schemes where hoth the original anci the staggered dual
ceils are Cartesian; this CTCS methocÏ deals clirectly with the computed solution
obtaineci using the nurnerical base scheme and does not require any aciclitional
staggering for the magnetic fielci components. We suppose that the solntion at
time t is given on the original Cartesian ceils and satisfies t.he divergence-free





vanishes. Performing a first time step, we compute the solution U’9+l/2 ltsing
the base scheme at tirne t’’ on t.he staggerecÏ celis. •To satisfy the physical
constraint, we neecl to treat the magnetic fleld components of the solution. for
that purpose, we compute the electric fleld at time t’2 at nocles (Xj+1/2, Yj+1/2)




t fl+1 B’i+1/2,j±1/2 — — X )i±1/2,j+1/2 — — X )i±1/2+1/2
+




where B* denotes the magnetic fielcl obtained at time nsing the base scheme
before the divergence treatment. Next, we cliscretize the induction equation B+
V x E = O on the staggereci grid, again using central differences in orcler to
conserve the seconci-orcler spatial accuracy of the base scheme, anci upclate the
magnetic fielci component as follows
B 3’
















Here Q E• (where (0.0, 1)) clenotes the z-component of the electric fielcl;
the special cliscretization of the electric field at time ‘/2 given by (4.4.4) wiÏl
ensure seconcl-order accuracy with respect to time. With this particular cliscreti
zation of the induction equation ancl the special form of flic electric fielcl, we can
prove that the CTCS-upclatecl magnetic fielcl satisifes the physical clivergence-free
property. mdcccl, the central clifference discretization of the divergence operator
leads to
V . B1219 = (V B + V + V . + V (4.4.7)
Hence if at time t, the magnetic fielci B is solenoiclal. then flic left-hancÏ sicle of
equation (4.4.7) vanishes within the accuracy of round-off errors.
4.5. NuMERIcAL EXPERIMENTS
In this section we present two numerical experiments for solving icleal MHD
problems; we apply our CTCS divergence treatrnent to the numerical solution,
obtaineci using the base scheme, after each time step. For our first numerical
test, we consider the Orszag-Tang MHD turbulence problem, which clescribes
the evolution of a crnïipressible vortex system, a complex phenomenon involving
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the interactions between scveral shock waves generated during the evolution of
the vortex system and travelillg at different propagation speeds [6, 12]. The
initial conditions for this problem are p(x, y) = flo, p(x, y) = Po, u(x, y) =
—siny i+sinzj, B(x,y) = —siny i+sin(2x) j, with O <z,y < 2ir, Po = 25/36
anci Po = 5/3. f and j are unit vectors in the .x— and y— directions. We have
computed the numerical solution on a 400 x 400 grid. Fig.4.3 shows the mass
dellsity contours at time t = 0.5 (left) and at time t = ir (right). The divergence
values of the magnetic field on the computational domain remain of the order
of 10e-14 throughout thc calculations, thus confirming the efficiency of our me
thod. The agreement is also excellent with the resuits appearing in the literature
[6, 121.
Our second two-dimensional ideal MHD numerical experiment is a cloud-shock in
teraction problem; wc will consider a variant of the problem initially proposed by
Dai and Woodward [61, and consider the problem proposed by Rossmanith [111.
This variant consists of two constant states Ut—(3.86859, 11.2536, 0, 0, 167.345,
0, 2.Ï826Ï82, -2.1826182 ) and Ur(i, 0, 0, 0, I, 0, 0.56418958, 0.56418958) for
U = which are separated by the une x = 0.05. In the
right state a 10 times denser cloud is in hydrostatic equilibrium with the sur
rounding plasma. We have computed the solution at time t = 0.06 on a high
resolution grid (800 x 800 grid-points). Fig.4.4 (left) shows the contour unes of
the logarithm of the mass density while fig.4.4 (right) shows the energy contour
FIG. 4.3. Mass ddllsity contour hues for Orszag-Tang problem at
time t = 0.5 (left) and at time t ir (right)
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unes at the same time. The maximum absolute divergence value we observe, for
this test problem, when the CTCS method is applied, is about 10_12. Our results
are in very good agreement with those presented in [11 and confirm the ability
and potential of our methods.
4.6. C0NcLuDING REMARKS
In this paper we have presented a two-dimensional adaptation of central
schemes for solving ideal MHD problems. To satisfy the solenoidal property of
the magnetic fleld in the numerical solution we have hitroduced a new method
that treats the magnetic field components after each time step. The CTC$ me
thod we present applies for central schemes where both the original and the dual
staggered ceils are Cartesian. Both the base scheme and the CTC$ method are
easy to implement and are second-order accurate in time and space. Our nume
rical resufts satisfy the physical requirement (V B = 0) and compare very well
with the resuits appearing in the literature, thus confirming the robustness and
the potential of the methods. Three-dimensional extensions of our methods are
currently being investigated. The authors would like to thank the organizers of
the “Tenth International Conference on Hyperbolic Problems Theory, Numerics
and Applications” held in Osaka-Japan for their excellent work.
FIG. 4.4. Solution of the shock cloud interaction problem at time
t 0.06, on a 8002 grid.
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Chapitre 5
A CONSTRAINED TRANSPORT APPROACH
FOR TWO-DIMEN$IONAL CENTRAL FINITE
VOLUME METHOD$ IN IDEAL MHD
R. Tourna anci P. Arnllnj on
We propose two-clirnensional central finite volume rnethods baseci on Nessyahui
anci Tacimor’ s one-climensional non-oscillatory central scheme anci a constrairieci
transport-type methoci to soïve ideal rnagnetohvclrocÏynamic problems. The main
numerical scheme is seconci-order accurate both in space anci time anci uses an
original Cartesian grici coupleci to a Cartesian or cliamonci staggereci dual grici to
by-pass the resolution of the Riemann problems at the celi illterfaces. To treat
the non-vanishing magnetic fielci divergence we have constructeci an adaptation of
Evans anci Hawley’s constrained transport methoci specifically designeci for cen
tral schemes. Our numerical results show the robustness anci die high potential
of the scheme.




Since their first appearance in 1990, noll-oscillat.ory central schemes 1461 coilti
nuously gained in popularity for multiple reasons. Multidimensional extensions
on Cartesian or iinstructiired gricis were proposed[1,[2],[3J.[6],[18 ever since for
solving hyperbolic problems. In this paper we use a farnily of seconcÏ-order accu-
rate central schemes to solve ideal magnetohycirodynamic problems. UsuaÏly most
numerical schemes fail to satisfy the zero divergence magnetic field property of the
analytic solution. which may produce, as it is shown in[121, non-physicai waves,
instabihties, ancÏ negative dleilsities or pressures. In order to satisfy this constraint,
several approaches were alreacly proposeci siilce t.he early eighties. Brackbill anci
Barnes[12] proposecÏ the ‘projection scheme” to satisfy the V B = O constraint.
The method involves the resolution of a Poisson equation. This approach is easy ta
understancl, the non obvions part of it being the implementation of the houncÏary
conditions for the magnetic field components when non trivial physical bouncla
ries apply. Frirthermore, the resolution of Poisson’s equation at each time step is
a time-consuming proceclure which slows clown the computations. Recently this
methoci vas coupleci ta central schemes to solve icleal MHD problems [8j. Ana
ther approach ta satisfy the magnetic physical const.raint is Powell’s “eight wave
formulation”. Poweli [23j, anci Poweli et aL[22], [211 clevelaped a Roc-type Rie-
manu solver, using a nonconservative form of the MHD eqilations and an upwincl
scherne, far salving icleal 1VIHD prableins (where the eighth wave is associatecl
with the propagation of cliv). This methoci which praveci ta be nllmerically ra
bust, failecÏ in some cases ancl generated wrang jump conditions, especially across
strang shocks[26], Anather interesting appraach ta ensure a soÏenoiclal magnetic
fielci is the canstrained transport methad (CT) proposeci by Evans ancl Hawle
[161 which was first. presenteci for finite difference sdheines. In its original form,
the Ci appraach consists in using a staggereci magnetic field (usually abtained
with linear interpolation), anci ensures a zera-clivergence magnetic field when the
divergence operator is cliscretizecÏ with the staggereci magiletic fielcl companents.
Several extensions of this method were later presented by Dai and Woadward[15j,
Balsara and Spicer [101, Ryu et al. [251, and Ziegler[29j. Tôth[26] has presentedi an
adlaptatiolr af the constrainedi transport methadl ta centered clifference schemes;
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he also showeci that the staggered magnetic fielcÏ cari be avoided anci the CT ap
proach cari he sirnplv written without any staggering of the magnetic field. Now
for central schemes. which rest on the use of two dual staggereci gricÏs. direct use
of this approach was flot, possible: in [1, we have present.ed a new constrained
transport approach for central schemes (CTCS) in the case of diamonci dual
cefls. Contrary to[29], we manageci to build onr new CTCS approach in a for
mulation which does not require any staggering of the collocation points of the
magnetic fielci. The nnmerical experiments we presentecÏ in[7Ï compare very well
with those appearing in the literature. thus confirming the high potential anci the
robustness of the methoci. In this paper, we extenci this proceclure to the case
of Cartesian dual celi central schemes, anci apply this to several more challen
ging new test cases. We also present a comparison between resuits obtained using
our previous CTCS methoci (in[Zj) and those we obtain using the new methoci
consiclereci in this paper.
5.2. IDEAL MAGNETOHYDRODYNAMIC EQUATIONS






p clenotes the mass clensity, y is the velocity of the flow, B is the magnetic fielci,
anci e is die total energy per unit mass. The thermal pressure is computeci from
an ideal gas equation of state,
p (y- l)(pe — pv2 —
where -y clenotes the ratio of specific heats. for a complete description of the
Ml-ID equations die interested reacler is referred to[17].
In two space dimensions, the MHD system takes the following form
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Tire analytic solution of tire MI-ID system satisfies a cÏivergence-free magnet.ic
fleÏcl property; hecause of numerical errors, the numerical solution usually fails
to satisfy this property auJ thris instabilities anci non-physical waves may arise.
This point vill Le cliscussecÏ later in this paper.
5.3. CENTRAL ScHEiEs
We are interesteci in numerical central schemes for solving tire icleal MHD
system. We shah give a brief review of tire original Nessyahu-Taclmor one cii
meilsional central scheme (NT [20j) auJ of two 2-climensional extensions using
cliamond or Cartesian-staggered chiai ceils. Both schemes are secouci-order accu-
rate in the case of smooth solutions. It was shown in a previons work[5j that
in the two clirnensional case, tire cliamonci-staggereci chiai ccli scheme is slightly
more accurate than tire Cartesian-staggereci dual celi scheme. This may be expiai
necl Lv tire fact that. tire area of tire clianronci chiai ceils is smaller than tire a;ea
of tire Cartesiair chiai ceils, so that tire resohution is better in tire cÏiamoncÏ-cell
case. Tire acivautage of tire Cartesian-clual scheme is that one set of numerical
solution is neeclecÏ to Le computeci at eaclr ocici time-step whule for the cliamonci
dual ceil scheme two sets are requireci, which slows clown tire coniputations. Both
schemes are seconci-orcler accurate anci are non-osciliatory thanks to van Leer’s
MUSCL—type himit.ers. A comparison het.ween tire cliamonci airci tire Cartesian
chiai ccli schemes is presenteci i[1, wlrere several problenrs in aeroclvnamics are
consictereci. In this paper we shah compare the numerical resuits for icleai MHD
probiems obtaineci using both versions of these two-chmensionai central schemes.
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We shah also sec that, (at least for the problems considered in this paper), if one
does not apply the CTCS divergence treatment, contrary to many other numeri
cal schernes. central schemes do not crash due to numerical instabilities; however
if one seeks a solenoidal magnetic field, the CTCS procedure we supply in this
paper should be applied, and will lead to divergence values that rernain within
the 10_12 threshold.
5.3.1. One-dimensional Nessyahu-Tadmor central scheme




Thc Nessyahu-Tadrnor (NT) [201 scheme is hased on the staggered Lax-Friedrichs
scheme (avoiding the resolution of thc Riemann problems at the ccli interfaces)
and uses a piccewise hinear reconstruction of the piecewise constant solution oh




Y ± 1/2 ‘i ± I X
FIG. 5.1. The resolution of Riemann problems at ccli interfaces is
avoided when alternating from original to staggercd grid
u(, t) = L(x. ) u + (.r — x E C1 (5.3.2)
where
hn(x, + Q(AT2) (5.3.3)
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approximates the siope to first-order accuracy; this leads to second-order spa
tial accuracy. $econd-order temporal accuracy is obtained thanks to a predictor
corrector step. The solution at time t’ is computed on staggered celis as follows:
= + u)
+ 1((fl)/ - (fl)/) - (f(
- f(fl+l/2)) (5.3.4)
For a complete description of the (NT) scheme consuit [20].
5.3.2. Two-dimensional extension of the Nessyahu-Tadmor scheme
(diamond dual ceils)
The Nessyahu-Tadmor scheme was extended to two space dimensions for
structured [2],[181 and unstructured [1],[3],[4] grids. In a previous paper [7],
we have presented a two-dimensional extension of the Nessyahu-Tadmor scheme
where the original ceils for the solution at time t are Cartesian, while at time
t’, the solution is computed on the staggercd diamond dual celis a.s is shown in
Fig.5.2. A brief discussion of the method follows.
Let us consider a two-dimensional hyperbolic system of conservation laws
(5.3.5)
with the initial condition V(x, y, O) = y). We consider for our computatio
nal domain a uniform rectangular grid with M2 square ceils. Starting from the
original Cartesian grid with cells at time t, we alternate to the diamond dual
cells D+l/2, and D,+1i2 at time t’, and return back to the original ccli of

















Fia. 5.2. (Left) Square ccli centers denoted by “ o “, dual oblique
celis (dotted or dashed); (Right) Original cells C,3, and the
dual ccli D+i/2,i
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= — ri—1/2 clenote the mesh size, yi) = (ih, jh), O < i, j < i\Ï,
clenote the nocles of the flrst grid. for any arbitrary nocle ajj we consicler the
corresponding fuite volume celi C for the flrst grid to 5e the square ceirtereci
at a with sicles parallel to the axes as in Fig.5.2. There are 2 cases for the
cliarnonci dual celis. depending on wliether the axis joining the two nocles of the
original grid used to define the diamond ceil is parallel to the r—axis or to the
y—axis. In Fig.5.2 the dual celi Di/2, is the quadrilateral Nocles of
the staggereci gricÏ are the centroicis of the cliamond celis. Let V(a,j, tl)
ancl V(m, t+i) deiote respectively the average values in the flrst and
second grici at time t and Performing the flrst time step gives {V12}
anct {i/2I? while the celi values
{2} are obtained at the end of the se-
coud tirne step. The solution at time t1 on the dual cdl D+i/2, is cornputed
as follows
= 9( + V1) + - i.j;x)
- [(_7n1/2 - n+1/2)
+ (7 - n±1/2) + (7/2 + + (4n/2 + 2)]
where Vt (‘/A m/Ay) is a limited numerical gradient.; the values
of the flux at nndpoints at time n+l/2 are computed using (5.3.5) and an explicit.
Euler time discretization. For a complete description of this numerical scherne,
see [7].
5.3.3. Two-dimensiorial extension of the NT scheme (Cartesian dual
celis)
In 1995. Arminjon et al. [2] presented a two-climensional extension of the (one
climensional) NT-scheme for Cartesian staggerecÏ dual celis. The original Cartesian
celis Cj are the squares centered at nocles (ii. y3) and the dual ceils D±I/2+I/2
are also squares centered at nocles (.Ti-1-l/2, Yj+i/2). The geometry of the scheme is
shwn in Fig.5.3.
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FIG. 5.3. Four Cartesian ceils of thc original grid (blue) and a





and then we apply Greens thcorcm
ffD112172 = 1L+112,+112
f, Dj+J/27+l/2
where h = (nt, n,) is the unit outward normal vector to the boundary of the
diarnond ccli 0D+1i2±1i2.
n-fiThe left-hand side of (5.3.7) defines the value
Here we give a brief review of the numerical schemc; for a complete description
of the method one is referred to [21, [181, and [81. We suppose that the solution
is given at time t7’ on the original cells C; to compute the solution at time t7’1
on the dual cells, we proceed as follows
We integrate equation (5.3.5) on the domain D÷l/2,J÷l/2 X [L7’, t7’’]




U(x, y, t7’) dA—
lnx + n) du dL (5.3.7)
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(A(D±l,2+l/2) clenotes the area of the dual celi). The first integral in the right
hand sicle of (5.3.7) is approximated to second order by






+ U( + Yj+i — t’)A(D+l/2J±l/2 n C1)
+ (x1 — Yj+i
— t)Â(Di/2,+i/2 n C+1,+1). (5.3.8)
Applying van Leer’s piecewise linear interpolants will guaralltee second-order ac
curacy and preserve the monotonicity. Equation (5.3.8) is approxirnated as fol
lows
If y, t) [, + + ±D + 1 / 2,j + 1 / 2
1 ‘. ‘, “
+ (Ux + U1.1y - + Uj.y
+ - - - i+i;y)] (5.3.9)
where Vn = (m/A:, n1/Ay) is a lirnit.ed numerical gradient. Using
(5.3.9) and applying tire rnidpoint rrtle for the fiux—integral in (5.3.7) hot.h in time
ancl space flnally leacis to
+ + ‘u+1 +
- j:.c) - [f(’tt2) - f(u’12)j
- 1Lj+1;x) - [f(u1’1) - f(’u?41O)




where, as hefore, ‘ufl” is ohtainecÏ using van Leer’s limiter. We use a first-order
Euler discret.ization to approximate the values of ‘u at the intermecliate time
t’2 which will ensure second-order accuracy in t.ime.
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5.4. C0NsTRAINED TRANSPORT FOR CENTRAL SCHEMES
The fact that magnetic monopoles have neyer heen observed (we may even
say do not exit) corresponds, in electromagnetic theory, to a constraint on the
magnetic flelci vector B, which must be solenoiclal, anci thus satisfy IVIaxwell’s
equation V B = O. A non-solenoiclal magnetic field (in the nuinerical solution)
usually leacÏs to instabilities, non-physical waves, and the production of negative
pressure and density in the case of ideal MI-ID. Several methocis have alreacly
been proposeci in the literature to ensure that the numerical solution satisfles
the physical constraint The projection method of Brackbill anci Barnes [121, the
8-maye formulation of Poweli [23], and the Constrained Transport method (CT)
of Evans ancÏ Hawley [16].
In its original version, the Constrained Transport approach xvas presented for
finit.e clifferences schemes; using linear interpolations, it guarantees a divergence
free, staggereci magnetic fielci when the induction equation 3B+V x E O is dis
cretized in a ‘symmetric way”. In two space dimensions, the and y-components
(b and b) of the staggereci magnetic field are locateci at the points (x+y12, yj)
and (ii, y+1/2), respectively, (while the numerical solution obtaineci using the
base scheme is given at the points (a:,. yj)).
The ConstrainecÏ Transport approach vas later comhined wit.h Godunov-type
schemes hy Dai and WoocÏwarcl [15!. TÔth [26! showect that there is no neecl to
use a staggereci magnetic fielci, usually located at the ceil interfaces, ancl presenteci
a new version of the CT approach using central differences. Since the numerical
scheme we use involves an original and a dual staggereci grici, the constrained
transport approach, in its original or later versions. cannot be applied directly.
5.4.1. A rrew CTCS for Cartesian-staggered ceil central schemes
Here we propose a new constrained transport approach for Cartesian dual ceil
central schemes. The methoci cloes not require any aciditional staggering of the
elect rie heidi; it deals dlirectly with the conservat.ive variables obt.aineeÏ using the
base scheme. WTe suppose that the solution at time t’ is given on the original
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Cartesian celis and satisfies the divergence-free constraint, that is
o = V B Bi,j.xB_i,j;x + 3ij+1;yj—i;y (5.4.1)
Performing a first time step, we compute the solution Ul2+l/2 on the staggered
ceils at time t’. Let B* denote the magnetic field in the numerical solution
Ul2+l/2 obtained using the base scheme. We first compute the z-component
z
I j y
FIG. 5.4. We use the numerical data computed on the staggered
Cartesian ccli (at time t’) and those on the four adjacent original
celis (at time tT1) to approximate the value of the z-component Q
of the electric field at timc t’’2
Q (Q = E , = (0,0, 1)) of the electric field on the dual celis, at time t’2
(in order to preserve the second-order time accuracy of the base scheme); we use
the following approximation
= —(y x B)1/2 _ [(v’ x B*)+l/2,+l/2
+
(y x B)’3 + (y x B)1 + (V X B)1,1 + (V X B)+1]
(5.4.2)
Next we discretize the induction equation
8LB+VXE=0 (5.4.3)
134
on the staggered grid using central differences and update the magnetic field
components in the following way:
B’2 -- B’’ -L B’’ -- B’2





i+1/2,j+3/2 — i+i/2,*1/2 (5.4.4)
2Ay
-- B” -- B” -- B”





i+3/2,j+i/2 — i—1/2,j+1/2 (5.4.5)
2Ax
The z—component of the magnetic is kept unchanged sincc, in two space dimen
sions, it does not contribute to the divergence of B. To complete the presentation
of our CTCS method for Cartesian dual ccli schemes, we still need to prove that
the CTCS-updated magnetic field (obtained using equations (5.4.4), (5.4.5) and
(5.4.2)) is solenoidal, i.e. the central difference discretization of the divergence









FIG. 5.5. The ceils used in the computation of V i+1/2,j+1/2
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\Ve cxplicitly cornpite each terrn of the right haiicl-side of equation (5.4.6) using
equations (5.4.2), (5.4.4) anci (5.4.5)
3T1 j 3fl j j 3fl
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On substituting equations (5.4.7)-(5.4.8) into equation (5.4.6), the electric fielci
components will cancel out due to the particular cliscretization of the induction
equation, the magnetic fielci components at time t” in equation (5.4.6) can be
arrangecl together to obtain the following equation
V . B121/2 — (V . B + V B1 + V + V •
(5.4.9)
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The right-hand-side of equation (5.4.9) vanishes if, at the previous time, the
magnetic ficld was solenoidal (V B = 0). The CTCS-updated magnetic field
therefore satisfies the physical constraint V = 0.
5.5. NuMERIcAL EXPERIMENTS
In this section, we present several numerical experirnents wc have pcrforrned
using our new purely Cartesian two-dimensional numerical method and we com
pare these resuits with those we obtain using the diarnond dual celi scheme pre
sented in [7].





FIG. 5.6. 2D MHD shock-tube problem
tube problem involving a compound wave, which consists of a shock wave and,
directly attached, a rarefaction wave [131. We consider the Riernann problem
set along the x = O in the compiltational dornain [—1, 1j2, along with the ini
tial data Ut = [1,0,0,0, 0,1], Ur = [0.125,0.0,0, 0,0.11 for
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t = 0.25 with a CFL condition of 0485 on 400 x 400 gridpoints and using van
Leer’s MC-2 limiter. We compare our numerical resuits (Fig.5.6) along the x—axis
with the reference solution ohtained for the corresponding one-dirnensional pro
blem, using the scheme proposed by Brio and Wu [131 with 800 gridpoints. The
reference solution of the one-dimensional problem eau be found from the following
web site
http : /,/www-ian.math.uni-magdeburg.de/anume/testcase/MHD/
Fig.5.6 shows a good agreement between our numerical solution (dotted une) and
the reference solution (solid une). We also compare the numerical results obtained
using the diamond dual scheme and the Cartesian dual cdl scheme. Fig.5.7 (left)
shows a very good agreement between both approaches. Fig.5.7 (right) shows the








FIG. 5.7. Two plots of the mass density along the une y = O obtai
ned using Cartesian and diamond dual cdl schemes (left); profile
of B2 at the final time (right).
MHD 2D Riemann problem
Next we consider a two-dimensional Riemann problem [151, with four initial
states (fig.5.8 left) for (p,p. u, n,,) given by (1.1,0.75,0.5) for x > O and y > 0,
(2,1,0.75,0.5) for x < O and y > 0, (1.1,-0.75,0.5) for x < O and y < O and
(3,1,-0.75,-0.5) for x > O and y < 0. The initial magnetic field B = (2, 0, 1)
is uniform. The numerical solution is computed (using the Cartesian dual ccli
scheme) at time t = 0.8 on a 300x300 grid using the MC-O (O = 1.5) limiter.
138
Fig.5.9 shows the contour unes for the mass dcnsity (left) and the magnitude of
FIG. 5.8. Profile of the initial data for the MHD 2D-Riemann pro-
51cm (left) and the shock-cloud interaction problem (right)
the magnetic fieÏd (right), respectively, alld is in vcry good agreement with the
resuits appearing in t’51. When we apply the CTC$ divergence treatment, the
maximum absolute divergence value we observe for this problem remains within
a 10 e-14 threshold. We have comparcd these results with those we obtain when
we apply the diamond dual ccli scheme [7j. Fig.5.10 shows a comparison for the
plots of the mass density along the x-axis. The reference solution in Fig.5.10 (solid
line) is obtained using the Cartesian dual cdl scheme on 3002 gridpoints. the “o”
line denotes the mass density computed on 200 points along the x—axis using
the Cartesian dual ccli scherne, while the “D” une represents the mass density
obtained on 200 x-points, using the diamond dual ccli scheme. For this test case,
the Cartesian dual cdl scheme leads to Setter results (iess diffusive) as compared
FIG. 5.9. Mass density contours for the 2D MHD Riemann problem
at time t = 0.8 (left) B2 contours (right).
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to the diamond dual ccli scheme, especially at the center of the domain where
most of the action takes place.
Q-
1.6
FIG. 5.10. 2D Riernann problem Plot (along the x—axis) of the
mass density obtained using the Cartesian dual ccli scheme (200
points, “o une) and the diainond dual ccli scheme (200 points “D”
une); the reference solution is obtained on 300 r—points using the
Cartesian dual celi scheme
Shock-cloud interaction
Our next two-dimensional experiment is a shock-cloud interaction problem.
We shah consider a slight modification of the problem initially proposed by Dai
and Woodward (14J, and use instead the configuration proposed by Rossmanith
[241.
The initial data on the computationai domain [0, 1] x [0, 1] consists of two states
U1 and U for U = (p, u, u, u, p, B, B, B) across the hue r = 0.05 with
U1 =[3.86859. 11.2536, 0. 0, 167.345, 0, 2.1826182, -2.1826182 ] and U. =[I, 0,
0, 0, 1,0, 0.56418958, 0.564189581. Centered at the point (0.25,0.5) of the right
state, a cioud of radius r = 0.15, 10 times denser than the ambient state, is in
hydrostatic equilibrium with the surrounding plasma. The profile of the initial
mass density is shown in Fig.5.8 (right). The nurnerical solution is computed at
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Fig.5.11 (left) shows the contour unes of the logarithm of the mass density, while
Fig.5.II (right) shows the magnitude of the magnetic field. Here again, our nu
merical resuits are in very good agreement with those presented in [24].
Fig.5.12 (Ieft) shows two plots of the mass density obtained using the Carte-
FIG. 5.12. Comparison bctween diamond and cartesian dual ccli
schemes 400 points each; reference solution 1000 gridpoints using
cartesian scheme
sian (400 points, dashed une) and thc diamond (400 points, dotted une) dual ccli
schemes, respectively, along the une y = 0.5. These plots show a good agreement
with the reference solution (solid une) computed on 1000 points along the line
y = 0.5. Fig.5.12 (right) shows the same comparison for the dnergy. For this test
FIG. 5.11. Contour unes of Log(p) for the shock-cloud interaction
problem on a 4002 grid at time t = 0.06 (left), Contour unes of the
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case we observe that basically, both versions of the central schemes along with
their corresponding CTCS treatment are equivalent, with a slight advantage for
the diamond dual ccli scheme which presents a better capture of the shocks waves
and the contact discontinuities.







FIG. 5.13. Solution of the shock cloud interaction problem when
one does not appiy the CTCS procedure(100 points in ‘o along
the x-axis); the solid line corresponds to the numerical solution
obtained with the aid of the CTCS divergence procedure on a 200 X
200 grid
and contrary to many other numerical methods, can still reach the final time
without showing instabilities and producc reasonabie resuits as it is shown in
Fig.5.13, where we compare the profile of the mass density (left) and B (right)
obtained with and without the help of the CTCS procedure; the solid une and
the dotted une correspond to the solution obtained using the base scheme with
and without divergence treatment, respectively. We also sec that when we do not
apply the CTCS method. the divergence of the magnetic field is not negligibie.
We note here that the solution obtained without the CTCS divergence treatment
is physicaliy worthless, however it allows us to appreciate the robustness of our










For our next experiment, we consider the problcm of a strong blast wave in
a free spacc. The computational domain is (x,y) e [_1/2,1/212. The initial data
feature a uniform mass density p = 1, a uniform magnetic fleld B = (0, 100,0),
and a uniform velocity field y = (0, 0, 0). The explosion is initiated by a large
overpressure p = i0 in a disk of radius r = 0.1 centered at the origin while
the pressure elsewhere is set to unity. The adiabatic constant is ‘y = 5/3. The
numerical solution is computed using the Cartesian dual ccli scheme at time
t = 2.5 1O on a 200 x 200 grid. Thanks to the CTCS divergence treatment, the
maximum absolute value of the divergence observccl for this test is 2.438 10_12.
Fig.5.14 and fig.5.15 (left) show the mass density, the pressure, and the energy
contour Hues, respectively. Here again our numerical resuits compare very well
with similar problems considered in [191. Fig.5.15 (right) shows comparison for
two plots of the mass density along the x-axis obtained using the Cartesian dual
cdl scheme (100 points, 1+1 une) and the diamond dual cdl scheme (100 points
1 x ‘line); the solid une is the reference solution obtained using the diamond dual
cdl scheme on a 400x400 grid. We observe that both numerical schemes again
lead to fairly equivalent results, with a slight advantage for the diamond dual ccli
FIG. 5.14. Mass density contour unes for the strong blast problem
at time t—0.0025 (left), and pressure (right)
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FIG. 5.15. Energy contour unes for the blast wave problem at time
t—0.0025 (left); two plots of the mass density obtained using the
diamond dual ccli scheme (1002 data points in solid une) and Car
tesian dual ccli scheme 4002 grid points in “o” (right)
scheme.
If we do not apply the CTC$ divergence trcatment, both schemes can stili reach
the final time without generating nurnerical instabilities, and produce reasonable
resuits as it is shown in Fig.5.16, where we compare the resuits for the mass
density aid the magnitude of the magnetic ficld obtained using the base scheme,
along the x—axis, without any divergence treatment (100 points, “o” line) the
reference solution (solid une) is obtained using the CTCS divergence treatment
on a 200 x 200 grid. Whcn the CTCS procedure is applied the divergence of the
magnetic field remains within the 10_12 values, but the numerical base scheme
alone fails to produce a solenoidal magnetic field as it is shown in figure 5.16.
Orszag-Tang vortex problem
For our final experirnent, we considcr the Orszag-Tang MHD turbulence pro
blem that describes the cvolution of a compressible vortex system, which is a
complex phenomenon involving the interactions between several shock waves ge
nerated during the evolution of the vortex system and traveling at different propa
gation speeds. The initial conditions for our example are p(x, y) = Po, p(x, y) =
Po, u(x,y) = —sinyi+sinxj, B(x,y) = —sinyi+sin(2x) j,with0 x,y 2ir,











FIG. 5.16. Solution of the 2D blast wave probiem without diver
gence treatment (100 points along thc x-axis, “o”-line); the solid
une corresponds to the CTCS-treated solution.
The nurnerical solution is computed on a 400 x 400 grid using the Cartesian dual
ccli scheme along with its corresponding CTCS divergence treatment. Fig.5.I7
shows the mass density (left) and pressure (right) contours, respectively, at time
t = 0.5. Fig.5.18 shows the mass dcnsity contours, at time t = 2 (left) and t =
(right), respectively. The agreement bctween our resuits (Fig.5.IZ and Fig.5.18)



















FIG. 5.17. The mass density contour unes (left) and the pressure
contours (right) for the two-diinensional Orszag-Tang MHD turbu
lence problem at time t = 0.5
145
considered in this paper and applied Brackbill and Barnes’ projection method
[121 to enforce the magnetic field constraint, is excellent. The divergence values
of the magnetic field on the computational domairi remain of the order of 10e-14
throughout the calculations.
FIG. 5.18. The mass density contour unes for the two-dimensional
Orszag-Tang MHD turbulence problem at time t = 2 (left) and at
time t = ir (right)
We have compared the results obtained by our two central schemes (Cartesian
dual ceils, diamond dual cells, respectively) with their associated CTCS diver
gence treatments, for some of the problems considcred in this paper. Table 5.1
shows the maximum absolute divergence values obtained using both CTC$ ap





Max(V . B) diam. stgd. sch.
3.329 io’; t—0.8; n = 4002
1.236 i0’: t7r; n = 4002
1.612 Ï0”; t0.06; n = 4002
Max(V . B) Cart. stgd. sch.
5.828 i0’, n = 3002
2.436 10_12; n = 4002
1.065 10_12; n = 4002
TAB. 5.1. The maximum absolute divergence values observed for
the 2D tests using both CTCS methods
5.6. CoNcLusioN
In this paper we have applied a two-dimensional central finite volume method







ceils for both the original anci staggerecÏ gricis, to hy-pass the resolution of the Rie
mann problems at the celi interfaces. To enforce a divergence-free magnetïc fielcÏ,
we introduced a new constraineci transport-type approach for central schernes
(CTCS) that fits the numerical base scheme. Our CTCS methoci conserves the
a.ccuracy of the base scheme since both the temporal and the spatia.l integration
of the induction equation are approxiinateci using seconci-order quadrature rules.
We have solved several classical two-dimensional icleal MHD problems and coin
pareci our resiilts with those we obtain whell we apply the numerical rnethod we
previously introclucecl in [Z], where the dual ceils are dianionci-shapeci. Resuits
obtaineci using both CTCS methocls compare very well one to another anci are in
very gooci agreement with the corresponcling results in the literature, thus confir
ming the poteutial allcÏ efficieucy of our methods. The maximum absolute values
of the divergence of the magiletic fleld in the numerical solution observeci for the
probleins considered in this paper are withill the 10_11 to 10_1 range.
Both numerical schemes (the cliamoncl ancÏ the Cart.esiar dual ccli schemes) are
numerically equivalent however the numerical niethod l)resefltedi in this paper
along with its correspoiicÏing CTCS procedure is simpler anci casier to implernent
than the methoci presenteci in [7]; furthermore, the present numerical approach
for solving icleal MHD problems saves about 25 — 30% of the computing time as
compared to the diamond dual celi scheme alld stiil achieves very competitive
results with a very gooci agreement with those obtaineci using the chiamoncl dual
cehl methoci, anci with existing results in the literature.
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ABSTRACT
We prescrit three-dimensiollal central fuite volume methods for solving sys
tems of byperbolic eqilations. Based on the Lax-friecÏrichs auJ Nessyahll-Tadmor
one-climensional central finite dlifference schemes. the nurnerical methocls we pro
pose mvolve an original ancÏ a staggerecl gricl in orcler to by-pass the resohition
of the Riernaun problems at the ceil interfaces. The celis of the original grici
are Cartesian (cubes with faces parallel to the axes) while those of the stagge
recl grici are either Cartesian or cliarnonci-shapeci. We apply these rnethods anci
solve sorne ideal magnetohyclroclynamics problems. To satisfy the solenoidal pro
perty of the magnetic fielci in the numerical solution, ve present an adaptation
of Evaiis anci Hawley’s constraineci transport methoci for central schernes which
we cali CTCS. The CTCS methoci is easy to implement. it cÏeals clirectly with
the computeci solution auJ cloes not require auy aciditional staggering for the
magnetic fteld componeuts; furthermore, it preserves the seconci-orcler accuracy
of the base scheme. Even without the application of the CTCS procedure, our
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numerical base schemes do flot break don, and may even in some cases deli
ver reasonable results. fle dismond dual ceil scheme bas a slight advantage for
shodcs and contact discontinuities. Our numerical results are in good agreement
with corresponding results appearing in the recent literature.
Kri’worws
3D central schemes, ideal mngnetohydrodynsmics, constrained transport.
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6.1. INTRODUCTION
Following the introduction of one-climensional central schemes by Nessyahu
anci Tadmor [161, several extensions to two anct three space dimensions on Car
tesian [21,[151 or unstructureci [1], [3], [4] gricis have been proposeci for solving
systems of hyperbolic ecluations. In this paper we propose a family of second
order acdurate central schemes to solve three-dimensional systems of hyperbolic
conservation laws ancl in particular prohiems in ideal magnetohyclrocÏynamic.
When solving ideal MHD problems, the accumulation of mimerical errors such as
the truncation or rotincl-off error can usually leaci to a non physical phenornenon
known as magnetic monopoles (when V . B O). As a consequence, negative
pressures anci clensities anci other non-physical waves can arise as it is cliscussecl
in [91• IViagnetic monopoles have neyer been observecl experimentally anci their
absence results in die Maxwell equation V . B O. For ah practical purposes,
the magnetic fielci B shoulci satisfy this constraint ancl be solenoiclal. Several ap
proaches have been proposeci to satisfy this constraint. Brackbill anci Barnes [9]
proposeci their “projection scheme” to maintain a solenoiclal magnetic fielci. The
methocl involves the resolution of a Poisson equation. This approach is easy to
uncÏerstancl, the non obviotis part of it being the implementation of the bounclary
conditions for the magnetic fielcÏ components when non trivial physical hounda
ries apply. Furtherrnore, the resolution of Poisson’s equation at cadi time step is
a time-consuming proceclure which slows clown the computations.
Another approach to satisfy the magnetic physical constraint is PowehÏ’s “eight
wave formulation” [18]. [19]. Poweil clevelopeci a Roe-type Rieniann solver [20],
using a nonconservative forrn of the MHD equations ancl an upwincl scheme. for
solving icleal MHD problems (where the eighth wave is associatecl with the pro
pagation of cliv). This methocl, which proved to be numericalhy rohust, faileci in
some cases and generatecl wrong jump conditions especially across strong shocks
[241.
Another interesting approach to ensure a solenoiclal magnetic fielcl is the constrai
ned transport method (CT) proposed by Evans and HawÏey [13] which vas first
presented for fuite clifference schemes. In its original form, the CT approach
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consists in using a staggerecÏ magnetic fielci (usually obtained with linear interpo
lation), ancï ensures a zero-divergence magnetic fielci when the divergence operator
is discretizeci with the staggered magnetic field components. Several extensions of
this method were later presentecl by Dai and Woodwarcl [111, Balsara and Spicer
[7], Ryu et al. [22], Téth [24], ancÏ Ziegler [27]. Tôth [24] has showeci that the
staggered magnetic field can be avoideci and the CT approach eau be simply writ
ten without any staggering of the magnetic flelci. Now for central schernes, which
rest on the use of an original ancl a dual staggereci gricÏ, none of the existing CT
methocis could he clirectly adopted.
In a previous work [5], we have aclapteci two-climensional central schemes to ma
gnetohycÏroclynamical problems by introclucing a new constrainecl transport -type,
magnetic field divergence treatment. The CTC$ method we huilt preserves the
seconci-order of accuracy anci does not require any staggering of the collocation
points of the magnetic fielci. We have successfully solved several typical ideal
IVfflD problems in two space dimensions. For the base scheme, we used a Car
tesian original grici, with a staggereci chiai grid featuring cliamoncl-shapecl ceils
[5]. The numerical experiments we presentecl in [5 compare very well writh those
appearing in the literature.
Recently 3albas et al. [6] have usecï 2D central scheines with Cartesian original
anci dual ceils to solve icleal MHD problems to enforce t.he divergence constraint,
they usecÏ Brackbill anci Barnes’ projection methoci.
In the present paper, we present two three-dimensional central schemes to solve
icleal MHD problems. The numerical base scheme uses an original Cartesian grid
auJ a staggered gricÏ with Cartesian or oblique cÏiamoncï-shapecÏ dual celis. We
construct a new adaptation (CTCS) of Evans anci Hawley’s Constrained Trans
port methocÏ t.o treat the non-vanishing Inagnetic fielcÏ divergence. This CTC$
approach is second-order accurate in space anci time, hence preserving the accu
racy of the base scheme, anci is less tirne-consuming than the projection method.
furthermore our new CTCS method does not require any additional staggering for
the magnetic fielci coniponents, contrary to Evans and Hawley’s original constrai
necl transport methoci.
The method proposed by Ziegler [27 presented an 1VIHD soïver which involves a
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semi-discrete central scherne for solving the hyperbolic system consisting of the
conservation, mornentum and energy equations. whule FaracÏay’s Ïaw is integrateci
separately using an adapted version of the CT scheme, with staggereci magnetic
field components, to guarantee a divergence-free magnetic fielci. By contrast, tire
numerical base scheme proposeci here is usecÏ to solve the complete set of tire icleal
Ml-ID ecluations (tire eight equations) and we then apply tire CTCS method to
treat the magnetic field components. The magnetic fielci in tire numerical solution
obtaineci using the base scheme is useci to compute tire electric fielci at time tn/2
to ensure second orcler acduracy.
Tire numerical resuits we show in tins pa.per compare very well with those appea
ring in tire recent literature; the numerical magnetic fielci divergence we observe
for tire prohiems considereci here remains of tire orcler of 10_12.
6.2. IDEAL MAGNETOHYDRODYNAMIC EQuATI0Ns




pe (pe +]) + — (v.B)B
B vB-Bv
Tire system (6.2.1) cÏescribes tic conservation of the mass density p, momentum
pv, tire total energy pe. faradays law describes tire evolution of the magnetic
fielci B. Tue thermal pressure is computed from an ideal gas equa.tion of state,
p (‘ - l)(pe - pvI2 - B2). (6.2.2)
where y clenotes tire ratio of specific ireats.
6.3. MULTIDIMENSIONAL CENTRAL SCHEMES
In this section we present tire three-climensional central schemes we are going
to use as hase schemes for solving ideal Ml-ID problems. Tire originau ceils are
Cartesian (uniform cubes), tire staggered dual celis cari be either Cartesian ceils
or cÏiamoncl-sirpecl celis.
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6.3.1. Three-dimensional central scheme with Cartesian dual stag
gered celis
In this section we present the three-dimensional central scheme that we will
apply for solving hyperbolic systems of conservation laws such as the MHD equa
tions; the schemes uses Cartesian original and staggered dual celis. We consider
the following initial value problcm
t>O,
(631)
V(x,y,z,t = O) = Vo(x,y,z).
The system (6.3.1) is hyperbolic, i.e., the matrix deflned as an arbitrary linear
combination of the jacobian matrices of its flux functions lias a complete set of reai
eigenvalues. We consider for our computational domain a uniform cuboid shaped
grid. Starting from the original Cartesian grid with cells {x—i2, x+1I2] x
[Yj—1/2, Yj+1/2] x [Zk_1/2, Zk+i/2] (“blue cubes” centered at nodes (zj, yj, Zk) ), at
time t , we alternate to the dual staggered ccli Di+l/2,i+1/2,k+y,2 [xi, x+1] z
[y, y+iÏ z [zk, Zk+y] (“yellow cubes” centered at node (x+i,2, Yj+1/2, Zk+1/2)) at
time t1, and return back to the original ccli at time t2 as it is shown in
Fig.6.1. The main advantage of using central dual-staggered cdl schemes is the
z z
FIG. 6.1. Original ceils are the cubes (solid une) centered at nodes
(xi, Yj, Zk) whiie dual ceils are the staggered cubes (dashed hues)
centered at nodes (Xi+i/2, Yi+i/2, Zk+1/2) (center of the cdl
Dj+1/2j+1/2k+1 /2)
fact that we by-pass the resolution of the Riemann problems at the ccli interfaces.
We proceed as follows
X
Ï 5$
We suppose that the solution is given at tirne t” on tire original bine ceÏls;
in a first time step, we want to compute tire solution of system (6.3.1) on tire
staggereci chiai yellow cubes using as initial conditions tire solution at time t’.
We shah clenote tire dual ccli Dj±1/9J+1/9k±1/9 hy sirorter notation Vj.j.k. We
integrate tire conservation law (6.3.1) on tire dornain Q = Vjjk x [t”. t+l]; we
obtain
f (,y,z,t’) dV= fVj.j,k
Ît+l f
— / / V. f (U (, y, z, t)) UV dt. (6.3.2)
Jtn .JV,,.k
Tire left-hand side of ecluation (6.3.2) defines tire value of tire solution at time
on tire staggereci dual ceil We approximate tire first integral of tire
right—irancÏ side of (6.3.2) using a second orcler accurate quadrature formula with
tire aici 0f van Leer’s MUSCL type interpolants. Let {Cds}, s = 1, .., 1 clenote tire
four uniforrn cubes centered at tire points y, zk), (c+i, y, zk), (c+i, Yj+1’ Zk),
(xi. Yj+1, zk), respectively. Similarly, Let {C,,8}3=14 clenote tire four uniform
cubes centerecl at tire points (xi, y, Zk+1). (j+, y, zk+1), (X+1, Yj+1, zk+1), ancl
Yi+1, zd+1). Tire integral of (x, y, z, t”) on tire dual ccli Dj in equation
(6.3.2) is spiit iirto eiglrt hrtegrals as follows
s=-I
f (x, y, z, t”) dV = f (x, y, z, t”) dV (6.3.3)k rE{u,d} s_1 .].
Applying van Leer’s ‘MUSCL piecewise linear interpolants [26J clefined at tire







will guarantee seconci-orcler accuracy anci preserve the monotonicity. Here (V)tm
(1n/AŒ m/Ay, Vm/Az) is a limiteci numerical gradient. Using the mid
point rule we approximate each integral in the summation (in (6.3.3)) to second
orcler acduracy; hence for r cl, s 1 we obtain
J y, z, t) dV V(x + Ïi/4, y + h/4, Zk + k/4, t)V(V,k fl.j k flCdl
S, 1. 1. h
{U,J,k + + + (6.3.5)
‘vVhere V(V,j,k n Ors) h3/8, r E {u, d}, s 1, .., 4 clenotes the volume of one of
the partial cubes that form the dual celi. In a similar manner we compute each
integral in the summation in equation (6.3.3) anci thus we obtain
h ( S’ S’ ‘S
U’ dV j { U,j,c + U+1,,k + U+1,+1,k + U,+1,k
+U,,k+1 + U+1,j,k+1 + U+1,+15+i + Lf,+1,k+1 }
1 .
+{(U;x + Uijk;y + Uk;z)
+
— LI tzn tzrn tnn
‘ +1,j,k;x i+1,a,k;y z+1,j,k;z
-+ -*. -÷.
+(—U — U1i U1fli+1,j+1,k;x i+1,j+1,k;y i+1,j+1,k;z
-+. -. -*.
+ut”n —,j+1,k;x i,j+1,k;y i,j+1,k;z
-*. -.+ “ L] trn tirn — t,7n






+—Ut — Utnn —‘ i+1,j+1,k+1;x i+1,j+1,k+1;y i+1,j+1,k+1;z
+(Ulk+l.
- 1,k+1;y
- 1,k+1;z) } } (6.3.6)
winch we write in a simplifieci form as
( 1 ‘ ,‘ ‘S ,S
U dv h3 j{Uii.k + U+1,,k + Ui+1,j+1,k + Ui,j+1,k + U,,k+1
+ Ui+1,j,k+1 + U+1,i+1,k+1 + U,J+1,k+1} + RHs}. (6.3.7)
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Now we compute the second integral of the right-hancl sicle of equation (6.3.2),




f F(U(x,y,z,t)) UA Ut. (6.3.8)
Here clenotes the unit normal vector to aV,J,k. The fttix integral with respect to
the time in (6.3.8) is approximateci to second order accuracy using the rniclpoint
rule. We compute the predicteci values of the flux at the intermecliate time using





Equation (6.3.9) can be written using the Jacobian matrices (A, B. C) of the flux
functions (7, , ) as follows
V’ ,‘ At ‘ V’ ,V ,‘ V’
— -(A(U)U + B(U)U + C(Un)U). (6.3.10)
Alternately, one coulcl insteaci clirectly apply a flux limiting proceclure [6J in equa
tion (6.3.9) without using the jacobian matrices, which may accelerate the com
putations; this is known as the jacobian-free form (JFF).
We then clecompose the right-hancl sicle of equation (6.3.8) into a summation of
six iitegra1s over the six interfaces ($r, r 1.6) of the dual ceil as follows
6
,
, t’/2)). CIA = f (V(, y, Z, t12)).r CIA,r=1
(6.3.11)
where n,- clenotes the unit normal vector to S,-. n -, r = 1. .., 6 are respectiveïy
(0,-1,0), (1,0,0), (0,1,0), (-1,0,0), (0,0.-1) anci (0,0,1). Hence. for r = 1, the flux
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integral across the interface S is approximated to second orcler accuracy as
f ( y, z, t’/2)).1 ciAsi
(gfl±/2
+ + + i+i) (6.3.12)
ancl so on, we compute the flux integral at time t12 across the interfaces of




n+1/2 n+1/2 n+1/2 n+1/2
+ Ji1,j1,k + Ji+1,j,k+1 + Ji+1j+1,k+1
+( n+1/2 n+1/2 n+1/2 n+1/2
i,c 9i+1,j+1,k g,+l,k+l g+L+l,k+1
— rfl+1/2 n+1/2 n+1/2 n+1/2
J ijk + J i,j+1,k + J i,j,k+1 + J i,j+1,k+1
n+1/2 n+1/2 j n+1/2 j n+1/2
— Vi,j,k ‘1i+1,j,k ‘i,j+1.k ‘i+1,j+1,k
n+1/2 jn+l/2 n+l/2
+Vij,j,k+1 + + ‘i,j+1,k+1 + ‘i+1j+1,k+1
RH$,J,k. (6.3.13)
Combining equations (6.3.2), (6.3.7) and (6.3.13), we obtain the formula for the
solution at time t’1 on the staggered dual cell Vj,j,
1 ) ‘y
U’ —i+1/2,j+1/2,k+1/2 — i,j,k + i+1,j,k + i+1,j+1,k + i,j+1,k
+ U,i+1 + U+1,j,k+1 + Ui+1,+1,k+1
-* 1 L\t
+ Uj+1,+1} + RHSk + (6.3.14)
6.3.2. Three-dimensional central scheme with diamond staggered
dual celis
Another choice for the dual ceils of the staggered girci is the three-dimensional
extension of the diamond staggered ceil scheme we previously considered in [5].
For our computational domain, we consider a parallelepiped shaped domain uni
formly discretized with the Cartesian cubic cells [x_i/2, x+l/2] x [Yi_1/2, Yi+1/2]
x [z_112, z+l/21), centered at the nocles for the dual staggerecl celis, we
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consider the diamond shaped celis obtained by joining the centers of two adja
cent Cartesian celis and 1i+1,j,k to their common interface as in Fig.6.2;




FIG. 6.2. Original Cartesian (bluc cubes) and dual staggered grids
given at time t = t7’ on the original Cartesian celis G,,k. We consider the celis
and C+1.,k centered at the nodes c1 = (x,, yj, Zk) and c = (x+i, yj, Zk)
respectivcly and such that the lune CtC7 i5 parallel to thc x—axis as in Fig.6.3.
We integrate equation (6.3.1) on the dornain D+I/2j,k x [t7’, t7’1] and we apply
FIG. 6.3. Two Cartesian celis C.3,k, c+1, (blue cubes) and dual
celi D+I/2,j.k (diamond ccli) in red
the divergence theorem; we obtain







y, z. t7’) dV
y, z, t7’)) . dA dt (6.3.15)
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the left-hancÏ side of equatioll (6.3.15) defines the average value of the solution
on the staggered dual ceil: dellotes t.he unit outward normal vector
t.o the bounclary 3D+1/2k of the dual celi. Àpplying the inicipohit formula, anci
with the help of van Leer’s IVIUSCL-tvpe lillear interpolants [261, we approxirnate
up to secoiicl-orcler accuracy the flrst integral of the right-hancl sicle of equation
(6.3.15) as follows
f V(,y,z,t) dV
[Vir + U+l,,k + (Uk;x
- Lj.k;x)] (63.16)
Now we compute the second illtegral of the right-hand skie of equatioll (6.3.15);
we use the midpoint formula to approximate with seconcl-orcler accuracy the flux




t f ((x,y,z,th/2)). dA. (6.3.17)
Before we compute the flux integral across the area 8D±l/2,j. we neecl to intro
duce the following notations
(1) For the Cartesian celis and C+i,,k
• c1 = (xi, y, zk) and c (x+1, y, zk) clenote the centers of the
adjacent celis aildI Ct+i,,k.
• The commo interface of the adjacent ceils ancl 0i+1,j,k is (abccÏ)
with
o: a: (j + h/2. y — h/2. Zk — h/2), c: (.v, + li/2, y3 + k/2, Zk + h/2)
o: b: (j + h/2. y + Ïi/2. 2k — h/2). d: (i + k/2, yj — h/2.. zk + Ïi/2)
(2) For the dual staggereci ceil (D+1/2,,k)
• clenotes the triangle c1cd
o: + is the unit outwarcl normal vector t.o the
triailgie I’
o: e(x + k/3, y. zk + h/3) is the center of the triangle ‘
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• clenotes the triangle c1ad
o: ? — is the unit outwarcÏ normal vector to the
triangle j2
o: e?(x + h/3, y — h/3, zk) is the center of the triangle 17
• 17 clenotes the triangle cjcb
o: = + is the unit outwarcl normal vector to the
triangle 17
o: e(x + h/3. y + h/3. zk) is the center of t.he triangle 17
• 17’ clenotes the triangle cab
o:
= — is the unit outwarcl nonrial vector to the
triangle 17’
o: e(x + h/3,y, zk — h/3)is the center of the triangle 17’
• 17 denotes the tria;ïgle crcd
o: + ] is the unit otitward normal vector to the
triangle 17
o:
— k/3, yj, zc + h/3) is the center of the triangle 17
• 17 clenotes the triangle crac!
o:
—
is the unit outwarcl normal vector to the
triangle 17
o: e(x+i — h/3, y — k/3, zk) is the center of tIre triangle 17
• 17 clenotes tIre triangle crbc
o: = + is tIre unit outwarcl normal vector to tIre
triangle 7-7
o:
— h/3, y + k/3. Zk) is tire center of tIre triangle 17
• 17’ clenotes tIre triangle crab
o:
= j’ — k ] is tIre unit outward normal vector to tIre
triangle 17
o:
— h/3, yj Zk — Ii/3) is tIre center of the triangle 17
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vVe approximate the flux-integral across 6Di+1/2jk using a second-orcÏer quadra
—* /9 —+ • /9turc formula. For that, we neecl preclictions of both U” and f“
dD+l/23k
at the intermecliate time t12. Using flrst-orcler Taylor expansions with respect
to t, we evaluate the approximations at the centers (e)k=1.,4 anci (e)k=1,..,4 of
the triangles (Ttk)k=l anci (T)k=l of the dual celis as follows
— /9 —*
DTs(e t) + Ut(e tT) s — 1,r & k 1 4 (6318)
where 3(e, t) is obtained using equation (6.3.20). Witli the aid of equation
(6.3.1), we obtain:
9 At V
+ C(U(e t))’), s = Ï r k 1 1 (6319)
Here A. B and C are t.he Jacobian matrices of t.he flux functions 7, , , res
pectively. (1/2) is considered as an approximate value of the flux at the
interface-center of the dual celi. We use linear interpolation in the neighborhood
of the points c5, s = Ï, r, to approximate
y, z) as follows
t) + )V’ + (YeYc )hrn
+ (6.3.20)
The flux-integral can finally be computeci as follows
f (V(x, y. z, t2)) cIA
Â) [{7(Vn±1/2) + h/2)} + {7(i/2) +
+ {_7(T1/2) - fl±1/2)} ± {7(T7’2) - (fl+1/2)}
+ {_7(1/2) + (V1’2)} + {7(1/2) + (fl1/2)}




clenotes the area of the triangle T(Â(fk) Â(I) = A(T)).




i+1/2.j.k i±i.j.k) \. ij,k;r — i+1.j.k:x
— RHS (6.3.22)
In a similar manuer we compute the solution at time on the dual ceils
Di±I/2k anci D3k+lp. ilie solution on the original Cartesian celis xviii he com
ptited at tirne t2.
6.4. DIvERGENCE-FREE IvIAGNETIC FIELD REQUIREIvIENT AND SOME
NUMERICAL APPROACHES
If, in the solution of a specific icleal MHD problem. the initial niagnetic fielcÏ
B satisfies the V . B O constraint, it is easily proveci that it xviii satisfy it’ at ail
tirne. LJnfortunatelv. the numerical solution rarely clisplavs this property chie to
truncation anci round-off errors, the divergence builds up to nou-negligihle values,
which eau leaci to the break clown of the numerical solution. Among several me
t.hocls proposeci t.o incluce the magnetic fielci to satisfv the divergence constraint,
xx-e consider liere Evans and Hawley’s Constraiued Transport (CT) approach [131
as it was likely to be less time cousurniug than e.g. Brackbill anci Barnes’ projec
tion methoci [9] which requires a Poisson solver at each time step.
The original version of t.he CT methoci uses the magnetic fielci B at flic ccii cen
tels. anci computes bv hnear interpolation a staggered magnetic field b at the cell
interface micipoints; the components of the staggered magnetic fielci b are then
treateci, using a special syuïmetric cliscretization of the induction equation, 50 as
to satisfy the divergence constraint. i\’Iore recently. Tôth 1241 lias ohserved that
this staggering is not essential, anci lie reformulateci each of the existing stagge
reci versions of the CT methoci (Ex-ans and Hawley [13J, Dai and WoodwarcÏ [111,
Balsara and Spicer [1 Ryu et al. [22]) info uustaggerecl rnethods.
As xve have seeu in the previous section, t.he numerical schemes xx-e use require an
original ancï a st.aggered grici alldl thus, none of tlïe previous versions of flic CT
method eau he applied cïirectly. Here we propose txvo three-dimeïisional CTCS
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adaptations of the CT methocÏ that apply to 3D central schemes with Cartesian
or diamonci shapeci chiai ceils, respectively. This CTCS approach ciirectly cieals
with the celi centereci magnetic fielci components anci does not require any adcÏi
tional staggering.
We shail clescrihe here the CTCS met.hoci in the case of Cartesian chiai ceils. We
suppose that the solution is given on the original grid at tirne t anti the magnetic
field satisfies the clivergence-free property, i.e., the central difference discretization
of the divergence operator of the magnetic fieid satisfies
— n.x rl.y — n.y




+ = 0. (6.4.1)
2Az
Let Bk (Brnx, 3fl.Y Bnz)iik denote the magnetic fieid and
(Q1, Q Q3)±1/2.J÷1/2.k±1/2 the electric fleici. respectively. We denote by B+l/9Jl/9h.+l/9
the magnetic fielci obtameci using the nurnerical hase scherne anti comput.eci on
the Cartesian dual grici the CTCS-treatecÏ, ciivergence-free, magnetic fleici wili he
denoted by BI9j+l/2k+l/9. We first compute the electric field at time tn+l/2 on





[v” X B*)j+1/2,j+1/2,k+1/2 + { (y x + (y x B)l3k
+ (y X B)1+1 + (y X B)+1 + (V X B)7 + (V x B)+lk+l
+ (V X B)1÷1±1 + (y X B)7+i±i}]. (6.1.2)
This particular cliscretizatioll of the electric fleici preserves the seconcl-orcÏer ac
criracy with respect to time of the base scheme. Next, we discretize the induction
equat ion
aB + V x E = 0. (6.4.3)
16$
on the staggereci grici using central cHifereuces ancÏ update the magnetic field
cornponeirts at time t’ as follows
1/’2.j+1/2,k±1/2 = tBi.k + B±L.k + B+L+l.k +
fl,X Hi jfl,X+ + + i±1+1.k+1 + i,j±1,k+1
QH+1/2.3 Qfl+1/2.3






B+l/2k+l/2 (Bk + + +
+ n.y n,y 3fl,y
i,j.k+i i--1,j,k+1 i+1.j+1.k-bl i,j+1,k+1
0n+1/2,1







= (Bk + Bi1.j,k + +
+ 3fl,Z HZ fl,Z










\‘Vith this particrilar svrnmetric cÏiscretizatioll of t.he inclllction equation anci the
special choice for the electric fielci at intermecliate time ‘/2, we can prove that
V B9+l/2k+l/2 = + V + V B+l+lk + V B+yk
+ V B7+1 + V + V B7lJ±lk±l + V B11}. (6.4.7)
Equation (6.4.7) shows that if the magnetic fielci at time t is divergence free. the
CTCS ripclatecl magnetic field wlll also satisfy the physical constraint. The CTCS
approach can also Le applieci to 3D diarnoncÏ staggereci central schemes. Details
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of the method are sliown in the appendix. Let us observe here that this CTCS
approach cari be specialized to tire two-dimensional case for Cartesian dual ceils
by omitting the differentiation with respect to z in equations (6.4.4)-(6.4.5) and by
replacing ail pairs of terms such as and Bk+l hy B’] in equations (6.4.2),
(6.4.4), and (6.4.5). Note that in the two-climensional case the z component of
the magnetic field cloes not need to be treateci as it no longer contributes to the
clivergeirce.
6.5. NuMERIcAL EXPERIMENTS
The fact that central schemes require an original and a staggered grid to
avoid solvmg the Riemann problems at the ccli interfaces represents a restriction
on the computation of the time step as compared to other numericai methods. As
clescriheci in [161 for the 1D case, ancl later in [il ancl [15] for the multiclimensional
centrai schemes, the CfL number for central schemes is about 0.5. Even with
this time step restriction, experience lias shown that the computing times of
central schemes are substantially shorter than those of methods ba.sed on exact
or approximate Riemann solvers. The nuinericai resuits we prescrit later in this
section are obtaineci using a CfL number of 0.475. It is also known that, in the
case of central schemes as well as other numerical methods, the choice of the
limiter in tire numerical compiltation of gradients may contribute in a significant
way to the quality of tire nurnerical resolution.
Before considering IVIRD probiems, we first verify and compare our mimerical base
schemes (cliarnonci ancl Cartesian dual staggereci ccli schemes) by consiclering a
simple 3D scaiar advection problem with continuons or noncontinuous initial data.
We consicler tire following 3D scalar acÏvection ecination
t itt + + ity + ît — 0,
1 (6.5.1)‘uo(x,y,z).
Tire analytic exact solution of (6.5.1) at a time t, and at a point (i, y, z) is
obtained from the initial data as u(. y. z, t) rio(r — t, y — t, z — t). We consider
for ouï computationai clomain the cube [0, i] tmiformly discretizeci with ïOO
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C r r r r r
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
J4 if (x — 0.5)2 + (y — 0.5)2 + (z — 0.5)2 <0.152,
1 clscwhcrc.
Fig.6.4 shows the nurnerical solution “o” and the exact solution “solid une” at
time t = 0.0522. We have cornputed the numerical order of both schemes using
for non-continuous initial data the same function defined in equation (6.5.2), and
for continuous initial data, the following function
uo(.x, y, z) = sin(2irx) sin(2rry) sin(2irz). (6.5.3)
As it is shown in Table 6.1, the second-order accuracy of the schemes is verified
when continuous initial data are used. In thc case of noncontinuous initial data,
it is well known that the numerical solution is going to 5e at most first-order
accurate; this is also shown in Table 6.1 for both numerical base schemes (the
Cartesian and diamond dual cdl schernes).











FIG. 6.4. Solution of the scalar advection equation, three snapshots
along the axes of the system; the initial data is shown in solid line,
the exact solution and the numerical solution are shown in solid
une and in “o” respectively.
gridpoints. We consider non continuous initial data given as follows
no(.T,y,z) = (6.5.2)
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Method Smooth initial data Discontinuous initial datJ
Cartesian dual cells 1.901265 0.996402
Diamonci dual ceils 2.000029 0.998725
TAB. 6.1. NurnericaÏ order of the base schemes for srnooth or
noncontinuolis initial data.
Shock-tube problem
Another interesting experirnent that one may consicler is the three-clirnensional
adaptation of Sod’s shock tube problem for the Euler equations whicli cari 5e
obtaineci from the icleal MHD equations hy sirnply cfropping the magnetic fielci
coinponents in system (6.2.1). The initial data for this test featiire a shock along
the plane x 0.5; the two constant states are U1 [1, 0, 0, 0, 1] (if O <x < 05)
anci U. = [0.125. 0,0,0, 0.11 (if 0.5< x < 1) for U = [p,p?Jx,pny,pvz.pe]. Tlie
adiahatic constant is ‘y 1.4. The numerical solution is computed at time t
0.164 using the cliamoncl dual cdl scheme anci flic Cartesiari dual celi scheme the
comput.ational cÏornain is uniformly cliscretizecl using 200 points along the x—axis
ancl 10 points along cadi of tic y— and z—axes. Fig.6.5 shows a comparison
between ouï numerical results (dotteci unes) obtaineci witi cliamond dual cells
(left) and Cartesian dual ceils (riglit). and the exact solution (solici line) of the
corresponcling one-climensional prohiem. For these calculations, we have useci the
MC-9 limiter with = 1.5.
The density profile is enlarged in Fig.6.6 for a doser comparison of both metiods.
As cari 5e seen wien rnagnifying this figure the diamonci dual celi scheme leads
f0 a slightly better resolution of tic contact and shock waves.
MHD shock-tube problem
We now consicler a three-clirnensional adaptation of tic 1D MHD shock tube
prohlem involving seven cliscontinuities tus test case was originally consiclerecÏ
by Ryu and Joues [23]. Tic initial conditions feature a shock along the plane
x = O with tire following data : [0.989112, -0.013123, 0.026933. 0.010037,
4.024421, 2.002600. 0.971588] if O < r < 1 and Ut [1.08, 1.2, 0.01, 0.5, 3.6,
2.0, 0.951 if—1 <.x < 0; here U [p,rtT,’uy,nz,By,Bz,p], B = 2 and = 5/3.




FIG. 6.5. Numerical solution of the 3D Sod shock-tube problem
obtained using diamond dual ceil scherne (left) and Cartesian dual
celi scheme (right)
the x—axis, 30 points along the y and z axes. We applied both numerical schemes
involving Cartesian dual celis and diamond dual ceils, and computed the solution
at time t = 0.4. In both cases we compare (Fig.6.7-6.8) the numerical resuits
with the reference solution obtained, for the one-dimensional problem, using the
numerical scheme proposed by Ryu and Jones [231 with 10 000 gridpoints; this
reference solution is also availabic online from the following address
http : //www-ian.math.uni-magdeburg.de/ anume/testcase/MHD/ ld/rj/
This is a very challenging test case due to the structure of its solution that in-
volves seven constant states separated by shock waves and contact discontinuities.
A good capture of the constant states requires a high definition discretization (we
recali that the reference solution is obtained using 10 000 grid points). On Fig.6.7
and 6.8, computed with 200 gridpoints in the x—direction, the diamond-dual ccli
scheme seems to do slightly better than thc Cartcsian-dual cdl scheme.
















FIG. 6.6. Mass density along the x-axis for Sod’s 3D shock-tube problem
This is confirmed in Fig.6.9, where we also included resuits obtained with 400
x—gridpoints and the diamond-dual ccli scherne, which brings a substantial in’
provement on both 200 x—points resuits.
Orszag-Tang problems
Our next three-dimensional MHD problcm is an Orszag-Tang-typc problem.
The initial data for this problem are the foliowing p(x, y, z) = Po, p(x, y, z) =
po,u(x,y,z) = —siny j + sinx j, B(x,y,z) = —siny I + sin(2x) j, with O
x, y < 2ir, Po = 25/36 and Po = 5/3. 1 and j arc unit vectors in the x— and y—
directions.
We have computed the numerical solution on a 100 x 100 x 100 grid at time t—0.5
using both Cartesian and diamond dual ccli schemes along with the corresponding
CTC$ approach to maintain a divergence-free magnetic field. Fig.6.10(left) shows
several siides in the 3D space of the contour lines of the mass density; the arrows
0.1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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FIG. 6.7. Numerical solution of the 3D I\’IHD shock-tube problem
obtained using the diamond dual ccli scheme (left) and Cartesian
dual ccli scheme (right)
denote the magnitude of the velocity field. Fig.6.10(right) shows the contours of
the mass density in the plane z = n; this plot compares very well with the cor
responding resuits for the two-dirncnsional problem we previously considered in
[5] as well as those appearing in several recent papers in the litcraturc [6J, [111,
[211, [241. Fig.6.Ï1 (left) shows two plots of the mass density along the une y = n
of the plane z = n obtainecl using hoth Cartesian and diarnond dual ceil schernes
at time t = 0.5. Similarly, Fig.6.1Ï (right) shows the plot of the energy. Both
rnethods yield almost undistinguishable resuits.
We now consider another Orszag-Tang-type problem, which is a slight modifica
tion of a probiem considered in [17]; the initial data arc as foliows p(x, y, z) =
Po, p(r,y,z)=po,ii(x,y,z)= —sinysinzi+sinxsinzj,B(x,y,z)= —sinysinzi+
sin(2x) sin z j + sin(2x) sin y k, with O < x, y, z < 2n, Po 25/36 and Po = 5/3.
I, j, and k are the unit vectors in the x, y, and z—directions, respcctiveiy. Wc
2 2
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FIG. 6.8. Numerical solution of the 3D MHD shock-tube problem
obtained using the diamond dual celi scheme (left) and Cartesian
dual ceil scheme (right), continued
have computed the solution at time t = 0.5 on io0 gridpoints using the Carte
sian dual ccli scheme; thanks to our CTCS divergence treatment, the maximum
absolute value of the divergence obscrvcd for both Orszag-Tang vortex problems
is of the order of 10_14. Fig.6.12 (left) shows several isosurfaces of the mass den
sity; Fig.6.12 (right) shows several siides, in 3D-space, of the contour lines of the
electric field magnitude. Fig.6.13 shows the contours of the mass density and the
energy in the plane z = rr at time t = 0.5. Fig.6.14(left) shows the mass density
contours in the plane ‘r = ir/2.
If we don’t apply the CTC$ divergence treatment, the base scheme can stiil
reach the final time without showing instabilities In fact, we have solved this
Orszag-Tang problem using the diamond dual ccli scheme on 50 gridpoints, wi
thout applying the CTC$ divergence treatment. Fig.6.14(right) shows the plots
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FIG. 6.10. Mass dellsity (shaded contours) and velocity field ma
gnitude (cone plot) for the Orszag-Tang problem at time t = 0.5
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FIG. 6.9. Numerical solution of the 3D IVIHD shock-tubc problem
obtained using the diamond dual cdl scherne (dotted une) and Car
tesian dual cdl scherne (dashed une)
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FIG. 6.12. (left) Mass density isosurfaces for the 3D Orszag-Tang
problem at timc t = 0.5; (right) Electric field magnitude contours
scheme with the aid of the CTCS procedure using i003 gridpoints (solid une)
and 50 gridpoints (dashed une); the dotted une denotes the energy obtained on
gridpoints using only the diamond dual ccli scheme without any divergence
treatment. As one can sec (Fig.6.14. right), even if wc do flot apply the CTCS
procedure, the numerical resuits we obtain are stili rcasonabie. and the maxi
mum of the absolute value of V . B we observe (for this experiment) is about
3.124 x 10’. Comparing the dotted une with the dashed une, we find that the
effect of the divergence treatment seems to be more necessary in regions of fast
2 3




FIG. 6.14. (left) contour unes of the mass dellsity in the plane
z = ir/2; (right) plots along the hue y z = ir/2 of the eergy
obtained with (solid une and dashed une) or without (dotted une)
the aid of the CTCS procedure
Shock-clond interaction problem
Ifs
We now consider a three-dimensional adaptation of the classical 2D MHD
shock-cloud interaction problem previously considercd in several papers [11], [24],
[27], [21]. The computational domain (x, y, z) e [0, i] is uniformly discretized
using ioo gridpoints. Two constant states Ut =[3.86859,11.2536, 0, 0, 167.345,
FIG. 6.13. Contour unes of the mass density (left) and the energy
(right) at timc t = 0.5 in the plane z =






0, 2.1826182, -2.1826182 ] and U = [1,0, 0, 0, 1,0, 0.56418958, 0.564189581 are
separated by the plane x = 0.05; here U = (p, u1, ui,, u, p, B1, Bi,,, B). A 10
tirnes denser spherical cloud centered at (0.25,0.5,05) with a radius r = 0.15 is
in hydrostatic equilibrium with the surrounding state. The profile of the initial
mass density is shown in Fig.6.15 (lcft).
The numerical solution is computed at time t = 0.06 using the Cartesian dual
FIG. 6.15. (left) Initial mass density profile for the 3D shock-cloud
interaction problem; we also sec the velocity field magnitude as a
cone plot; (right) several slides illustrating the contours of the b
garithm of the mass density; the cone plot represents the magnetic
field magnitude
cdl scheme along with its corresponding CTCS divergence treatment; the maxi
mum absolute value of the divergence observcd remains within the 10_12 values.
An equivalent variant of this three-dirnensional problem is considered in [271.
Fig.6.15 (right) shows several sections of the contour surfaces (“slide&’) of the
Ïogarithm of the mass density and also shows(conc plot) the magnitude of the
magnetic field. Fig.6.16 shows several contour bines of the logarithrn of the mass
density (left), and several isosurfaces for the energy (right).
Fig.6.I7 shows several plots along the x-axis of the mass density using 60g, ïoo,
and 150g gridpoints, respectively. We have cornpared the results obtained using
the MC-& limiter, for 0 1.5 and 2 (for thc case of 60 gridpoints). As it was
previously observed for central schernes in the literature, for a given problem,
the choice of the limiter may lead to significant improvements of the nilmeri




FIG. 6.16. (left) Several contour unes of the mass density logarithm
at time t—0.06 for the 3D shock-cloud interaction; (right) $everal
isosurfaces for the energy
generally investigate several limiters for best resuits. The mass density profile
obtained using 150 points in the x-direction (shown in Fig.6.IZ) is very similar to
the refcrence solution presented in [271, which was obtained using 200 gridpoints,
thus confirming the efficiency of the method.
We observe hcre that even if we do flot apply our CTC$ divergence treatment,
the base schemes do not bccomc unstable, and may even, in some cases, produce
rea.sonable resuks. Fig.6.Ï8(a) shows the mass density for the shock-cloud inter
action problem obtained using the diamond dual cdl scheme (on 60 gridpoints)
without any divergence treatment (dotted plot); the reference solution (solid une)
is obtained with the aid of the CTCS divergence treatment on 150e gridpoints.
Fig.6.18(b) shows the same comparison for the energy. We observe that when
we don’t apply the CTC$ procedure, the divergence of the magnetic field is not
negligible (Fig.6.18(c) V . B along the une y = z = 0.5 and Fig.6.18(e) V . B in
the plane z 0.5; Fig.6.18(d) and (f) show the corresponding resuit when the
CTCS procedure is applied). Moreover, we find (fig.6.18(a)-(b)) that deviations
from the reference solution are important, quantitatively, when the divergence
values are non-negligibic. and particularly so, qualitatively (wrong sense of varia
tion, locally) where the divergence values are relatively large. We mention here
that the solution obtained without the aid of the CTC$ treatment is physically
inadmissible but allows us to appreciate the base scheme which did not crash
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FIG. 6.17. Several plots of the mass density of the shock-cioud
interaction problem along the une y = 0.5 in the plane z = 0.5
obtained using the MC-Ï.5 limiter (right) and the IVIC-1.5 and MC-
2 limiters (left)
6.6. CoNclusioN
In this paper, we have presented three-dimensional, second-order accurate,
central numericai methods for soiving systems of hyperbolic equations. To avoid
thc resolution of the Riemann problems at the ccli interfaces, the numerical so
lution alternates between an original and a staggered grid; we have considered
two possibilities for the dual ceils of the staggercd grid (Cartesian or diamond
shaped), whiie those of the original grid are Cartesian ceils. The fact that the
numerical scheme does not require any characteristic field decomposition, will
clearly reduce computing times as cornpared with rnethods based on exact or
approximate Riernann problem solvers. We have adapted these central mcthods
to ideal magnetohydrodynamics and soived some three-dimensional ideal MMD
problems.
To satisfy the divergence-free magnetic field constraint, we have construc
ted a new 3D CTCS method (based on the constrained transport approach)
that treats the magnetic field components obtained using the numericai base
scheme after each time step. The CTCS procedure applies to both Carte
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FIG. 6.18. Shock-cloiid interaction problem : (a) plot of the mass
density along the une y = z = 0.5, 0 < .x < 1 obtained using the
base scheme with the CTCS (150 points, solid une) and without any
divergence treatment (60 points, dotted line); same comparison for
the energy (b)
and thus preserves the second-order accuracy of the base scheme. The di
vergence of the magnetic field for the problems we considered in this paper
remains of the order of 1012, which is smaller than the error introduccd by
the computation of the divergence with the help of central differences. Both
the base numerical scheme and the CTC$ procedure are easy to implement
on a single processor computer or a multi-processor cluster.
For the ideal MHD problems considered in this paper, both numerical base
schemes can reach the final time (and generate reasonable results) without
producing instabilities, without the application of the CTCS procedure,
contrary to many other numerical schemes that often break down in the




procluce a divergence-free magnetic fielcl in the nurnerica.l solution. for this
reason, as a general mie, the CTCS divergence treatment should be applied.
- As h is welÏ known (for central schemes), one shoulci consider several choices
of limiters for a given problem. Van Leer’s MC-6 limiter usually leads to
goocl resuits. For the numerical experiments we consicÏered in t.his paper
we observeci that the cliamonci dual celi scherne leads to a slightly hetter
capture of discontinuities as compared f0 Cartesian dual ceil schemes, but
it is clearly more complicateci and more time-consuming since one shoulci
compute three sets of solutions on the dual ceils at each odcl time step
(on the celis D+l/2,k, Dj,j+l/2,k, and DJk+1/2). Regarding the computing
tirne of each approach. many pararneters ma he consiclereci such as the
computing equipments ancl the programnimg approaches anci techniques.
However. in our numerical three-dimensional experiments we have ohserved
that the Cartesian dual cdl scheme may save about 40 to 45 of the
computiiig time as comparecl to the cliamonci dual cdl scheme, which is
a consicÏerable amount of time in view of the very large computing-times
requireci for three-dimensional MHD.
Tire numerical resuits we obtainecÏ using both hase schemes compare very well




Here we preseiit the CTCS methoci in the case of diamolld dual ceils. Suppose
that the solution U[1. is given 011 the orgmal grid at time t’ aiici the magnetic
field B7. satisfles die physical constraint (i.e. eqtiation (6.4.1)). We denote by
the inagnetic Helci in the numericai soiutio; U±i/2I. obtained at time
t’°1 (011 tue cillai ccii Dj+I/9jc) using the base scheme. The CTCS—upclated,
divergeuce-frce. magnetic field xviii be clenoteci hy we treat B+l/2Jk
follows
V




FIG. 6.19. Six ciuai celis are required to compute V
foilowhig discretizatioii
—
i+1/2.j.k — —V X




Next, we discretize the induction ecluation (6.4.3) on the dual ceils {D±1/2,J,k}
using ceintered differences
n+1,x — 1 3n,x
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This special discretization of the induction equation and the partidular choice of
the electric fleld at the intermediate time t’2 will conserve the second-order
accuracy of the hase scheme. A tedious but straightforward calculation allows us
to prove that
v = B + V (6.6.5)
Hence, if the magiietic field at time t7 is solenoidal, the CTCS-updated magnetic
fleld will satisfy the physical constraint V = O. The magnetic fleld on
the ceils {D+1/2,k} and {D,j,k+i/2} can be handled in a similar way.
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Dans ce travail nons avons présenté une nouvelle approche pour résoudre
numériquement des problèmes de magnétohydrodynamique idéale en différentes
dimensions spatiales.
EH une dimension, nous avons appliqué le schéma central de Nessyahu et Tacimor
et nous avons résolu des problèmes unidimensionnels classicyues de MHD ; clans
ce cas. la contrainte physique de divergence nulle est automatiquement satisfaite
O
si on fixe la valeur 3T du champ magnétique. En cieux dimensions spatiales, nous
avons utilisé comme schémas numériques de base les méthodes de volumes finis
centrales formulées par Arminjon et ses collaborateurs qui utilisent deux maillages
décalés avec cellules originales cartésiennes et cellules duales cartésiennes ou de
type diamant. Dans chacun de ces cieux cas, nous avons construit une nouvelle
méthode pour traiter le champ magnétique afin de satisfaire la propriété physique
de divergence nulle; notre méthode 1CTCS” est précise du second ordre, donc
elle conserve l’ordre de précision du schéma numéricjue de hase. Nous avons appli
qué nos méthodes numériques et nous avons résolu plusieurs problèmes classiciues
de magnétohydrodynamique idéale modélisant des écoulement citi plasma clans
un milieu magnétique. Les comparaisons, ciue nous avons présentées, entre les
cieux versions des schémas centrés biciimensionnels ainsi que les méthodes CTCS
correspondantes, montrent que ces cieux approches sont numériquement équiva
lentes avec un léger avantage pour le schéma central à cellule duale en diamant,
qui permet une détection légèrement meilleure des discontinuités clans la solution
O
numérique. Les deux approches CTCS sont équivalentes et génèrent un champ
magnétique à divergence de l’ordre rie 1O14 à 1O12 ; la méthode avec cellules
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duales cartésiennes se caractérise par sa simplicité; elle est facile à appliquer et
elle entraîne un gain en termes de temps de calcul de l’ordre de 20 à 25 % par
rapport à la méthode avec cellules duales en diamants.
En trois dimensions, nous avons présenté un nouveau schéma numérique cen
tral pour résoudre les systèmes de lois de conservation hyperboliques. Ce schéma
numérique est le prolongement tridimensionnel du schéma numérique central bi
dimensionnel à cellules originales cartésiennes et à cellules duales en diamants. On
s’est aussi intéressé à un second schéma numérique central tridimensionnel dont
les cellules originales et duales sont cartésiennes. Nous avons validé nos schémas
numériques tridimensionnels en résolvant des équations hyperboliques tridimen
sionnelles scalaires, et des problèmes classiques d’aérodynamique dont la solution
analytique peut aussi être calculée analytiquement. Nous avons vérifié le second
ordre du schéma numérique pour des problèmes dont la solution analytique est
lisse. Ensuite nous avons considéré des problèmes de magnétohydrodynamique;
nous avons conçu une nouvelle méthode de traitement du champ magnétique de
type CTCS. extension de celles considérées en deux dimensions. Par la suite,
nous avons appliqué nos méthodes pour résoudre des problèmes de MHD idéale
en trois dimensions. Nos résultats numériques, obtenus à partir des deux versions
tridimensionnelles du schéma central sont équivalents et se comparent très bien
aux résultats obtenus pour ces problèmes, dans les articles récents, et confirment
l’efficacité et le potentiel de nos méthodes. Comme en deux dimensions spatiales,
dans la plupart de nos tests numériques, nous avons observé un léger avantage en
considérant la méthode avec cellules duales en diamants; par contre la méthode
avec cellule duale cartésienne entraîne un gain considérable dans le temps de cal
cul, de l’ordre de 40— 45% en trois dimensions.
Récemment, nous avons commencé à explorer les possibffités d’appliquer les m&
thodes de volumes finis centrées en maillages non structurés, proposées par Armin
jon et al., pour résoudre des problèmes bidimensionnels de magpétohydrodyna
mique idéale. Notre but est de construire l’équivalent de la méthode du transport
sous contrainte pour ce type de schéma numérique centré non structuré. Le défi
pour le moment consiste à trouver une façon symétrique pour discrétiser l’équa
tion d’induction sur les cellules triangulaires et traiter de façon convenable les
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composantes du champ magnétique, de manière à satisfaire la propriété physique
de divergence nulle. Une alternative consiste à intégrer séparément la loi de Fa
racÏay, clans les équations de la 1VIHD, sur les cellules triangulaires en termes de
la fonction potentiel du champ magnétique. Ceci constitue en partie le sujet de
nos futurs projets de recherche.
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