Abstract. Content-to-data is a global trend in the Information Community and publishers are at the heart of this transition. Secondary Publishers (database producers) face strong headwinds in the building of revenue growth, but at the same time sit on massive amounts of data that has been curated and indexed over decades. Big Data technologies such as Machine Learning, Artificial Intelligence, and linked data are finally coming of age to help create new services for both primary and secondary publishers, unlocking new meaning and relevance to both open data, and proprietary content assets. This paper provides an insight into the proprietary technologies developed at Molecular Connections and how these can be leveraged to generate a new lease of life for services in a maturing secondary publishing market.
Status quo of abstracting and indexing in scholarly publishing
Contrary to the popular belief, the advent of Internet of Things, the Big Data revolution, and digitization 2 have necessitated a fresh outlook to the extant need and relevancy of Abstracting and Indexing (A&I) services 3 in scholarly publishing. For this new generation of information users/consumers the ability to balance staying 4 current and updated on one hand while sifting through humongous amounts of data, ingesting only the relevant 5 data in a minimalistic fashion on the other, is largely dependent on the ease of access to platforms that allow 6 him/her to do that in real time with some prompts here and there about the qualitative and quantitative state of 7 the content. Google and other state-of-the-art platforms allow for this sort of direct user-to-content interactions.
8
There exists something for all levels of users on such platforms, ranging from simple keyword search to advanced 9 recommendations. These platforms act as primary facets over content search that will eventually lead to specific 10 publisher sites/platforms [1] . More often than not, however, an intermediate-to-basic user is either over flooded 11 with a lot of low-relevancy results or is restricted by very few generic results on such ease-of-access platforms. • Transformation and standardization to a common format (For instance, NISO JATS)
46
• Additional conversions to standard formats; e.g., XMLs to PDFs
• Plug-and-play reconditioning • Flexible schema creation and customizable properties and specifications of concepts and relationships
64
• Plug-and-play modules for normalization of concepts with external resources.
65
• Role-based user management.
66
• Quality control pipelines with a range of validations at schema and data level and trace back mechanisms with 67 user logs and reports
68
• Visual summaries.
69
• Bulk uploads via simple text files, excels, etc.
70
• SKOS-JSON-based format standards that alleviates the need for complete transformation across different As a result of using one or more of the modules described above, high-throughput content can be mirrored into a attributes that define those entities, and the interactions amongst those entities is then weaved into a complex, but and robustness/flexibility (both defined and redefined by spatio-temporal stimulants).
101

Conclusion
102
The publisher need of the hour is to be able to apply Machine Learning and Artificial Intelligence modules 103 in order to solve complex problems and enable discoveries, ultimately creating knowledge ecosystems out of the 104 voluminous data that they have already accumulated along with the additional data continuously being added. With 105 the solutions/modules described in this paper, these modern technological advances can be seamlessly employed, 106 scaled-up, and sustained to create new revenue models for both primary and secondary publishers alike. 
