Derived bracket construction and anti-cyclic subcomplex of Leibniz
  (co)homology complex by Uchino, K.
ar
X
iv
:1
31
2.
72
68
v1
  [
ma
th.
QA
]  2
7 D
ec
 20
13
Derived bracket construction and anti-cyclic
subcomplex of Leibniz (co)homology complex
K. UCHINO
Abstract
An arbitrary Leibniz algebra can be embedded in a differential graded Lie al-
gebra via the derived bracket construction. Such an embedding is called a de-
rived bracket representation. We will construct the universal version of the derived
bracket representation, prove that the principal part of the target dg Lie algebra
defines a subcomplex of Leibniz (co)homology complex and that the existence of
the subcomplex is a reflection of the anti-cyclicity of the Leibniz operad.
1 Introduction
Leibniz algebras are vector spaces equipped with binary bracket products satisfying
the Leibniz identity. The notion of Leibniz algebra was introduced by Jean-Louis
Loday, motivated by the study of algebraic K-theory. Hence the Leibniz algebras
are sometimes called the Loday algebras. Today it is widely known that Leibniz
algebras arise in many areas of mathematics not only K-theory. To study Leibniz
algebras geometrically the derived bracket construction of Kosmann-Schwarzbach
[10] is an effectual method. If (h,D) is a differential graded Lie algebra (shortly, dg
Lie algebra), then the derived bracket,
[x, y] := (Dx, y), (0)
is an odd Leibniz bracket on h, where (., .) is the Lie bracket on h and x, y ∈ h.
The derived bracketing is a method of constructing a Leibniz algebra and one can
think that the deriving differential D has almost every information about the Leib-
niz bracket. It is known that the converse also holds. An arbitrary Leibniz algebra
can be embedded in a dg Lie algebra via the derived bracket construction. Namely,
given a Leibniz algebra g, there exists a dg Lie algebra (h,D) which includes g (pre-
cisely g[1]) and the Leibniz bracket on g or g[1] is expressed as the derived bracket
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on h. Such an embedding is considered to be a kind of representation of Leibniz
algebra. So we call this type of representation a derived bracket representation. To
find a useful representation is an interesting problem. For example, the symplectic
realization for Courant algebroids is a derived bracket representation (for the details
see Roytenberg [17]).
The first aim of this note is to construct the universal derived bracket represen-
tation. The derived bracket construction is regarded as a functor, which is denoted
by DC, from the category of dg Lie algebras to the one of odd-Leibniz algebras.
The universal representation is defined as the adjoint functor of the derived bracket
construction.
HomdgLie(DRg[1], h) ∼= HomLeib(g[1],DCh),
where DR(−) is the functor of the universal representation. The second aim is to
show that the principal part of the dg Lie algebra DRg[1] is a subcomplex of Loday’s
complex over g (the chain complex computing the Leibniz homology group). Since
the Loday complex is a consequence of the bar construction, the relation between
the derived bracket construction and the bar construction becomes clear. The ex-
istence of the subcomplex is closely related with the anti-cyclicity of the Leibniz
operad. In [2] Chapoton proved that the Leibniz operad is anti-cyclic (See Section
2.2 below for the details). In general, if an operad is cyclic (not anti-cyclic), then the
(co)homology complex of the operad-algebra can be reduced by its symmetry and
the cyclic (co)homology group is defined (cf. Getzler-Kapranov [4]). Although the
Leibniz operad is not cyclic, because it is still anti-cyclic, there exists a subcomplex
or quotient complex. Our subcomplex is exactly that.
Our method of constructing the (sub)complex is not bar-construction, but the
derived bracket construction or representation. An advantage of adopting the de-
rived bracket theory, it is not necessary to use the Koszul duality theory. To compute
the Koszul dual of Leibniz operad (Zinbiel operad) is not easy by comparison with
the cases of the associative operad and the Lie operad. By using the derived bracket
theory, one can avoid this problem.
The paper is organized as follows:
Section 2 is Preliminaries. We recall some basic properties of Leibniz algebras and
derived bracket construction (of operadic).
In Section 3, we will construct the derived bracket representation of universal. To
construct the universal representation an operad theory will be used. We will see
that if g is a Lie algebra as a commutative Leibniz algebra, then the second homol-
ogy group of DRg[1] is equal to the space of formal 0-forms, Ω0g, introduced by
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Kontsevich [8]. According to Kontsevich, Ω0g is the target space of the universal
invariant bilinear form. Invariant bilinear forms in the category of Lie algebras are
symmetric pairings satisfying the well-known condition,
〈x, [y, z]〉 = 〈[x, y], z〉.
It is well-known that invariant bilinear forms are induced via the derived bracket
construction (in the case of Drinfeld double by Kosmann-Schwarzbach [9] and in
genral case by Roytenberg [17]). Our result provides the universal version of the
previous studies.
In Section 4.1, we will prove that the principal part of DRg[1] is a subcomplex of the
Loday complex over g and the deriving differential on DRg[1] is equal to the bound-
ary map of Loday. In 4.2, we study the cohomology counter part of DRg[1]. We
will introduce the notion of anti-cyclic cochain for Leibniz algebras. The anti-cyclic
cochains are defined as the linear functions satisfying a symmetry induced from
the anti-cyclicity of Leibniz operad, like the cyclic cochains for associative algebras
satisfy ϕ(a0, ..., an) = (−1)
nϕ(an, a0, ..., an−1) (cf. Connes [3].) The symmetry that
the anti-cyclic cochain satisfies is more complicated, for instance, A(x0, x1, x2) is an
anti-cyclic 2-cochain if and only if
A(x0, x1, x2) = A(x0, x2, x1),
A(x0, x1, x2) +A(x2, x0, x1) +A(x1, x2, x0) = 0.
We will prove that the set of anti-cyclic cochains is a subcomplex of Loday-Phirashviri
complex over g and that the coboundary map of Loday-Phirashviri is on the sub-
complex the dual of the deriving differential on DRg[1].
In Section 5, we will study a tensor expression of the anti-cyclic cochains.
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2 Preliminaries
2.1 Leibniz algebras
(Left-)Leibniz algebras are by definition vector spaces g equipped with binary brack-
ets [., .] satisfying the (left-)Leibniz identity,
[x1, [x2, x3]] = [[x1, x2], x3] + [x2, [x1, x3]],
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where x1, x2, x3 ∈ g. In the following, we usually suppose that the degree of the
space g is homogeneously zero. Let g[1] be the shifted space of g, where the degree
of any element x ∈ g[1] is −1. The space g[1] becomes an odd Leibniz algebra and
the degree of the bracket is +1.
We recall a basic property of Leibniz algebra, which will be used in the next
section. Let g be a Leibniz algebra and let I the space consisting of the symmetric
brackets,
I := {[x1, x2] + [x2, x1], x1, x2 ∈ g}.
Then I becomes an ideal of g, in particular, [I, g] = 0. The quotient space gLie :=
g/I becomes a Lie algebra and this projection p : g → gLie (so-called Liezation)
is universal, i.e., for any Lie algebra h, an arbitrary Leibniz algebra morphism
f : g→ h factors through p, f = ψ ◦p, where ψ : gLie → h is the Lie homomorphism
corresponding to f .
2.2 Anti-invariant 2-forms for Leibniz algebras
In this section we suppose that g is a finite dimensional Leibniz algebra. In [2]
Chapoton proved that the operad of Leibniz algebras is anti-cyclic. This means that
invariant 2-forms, ω(., .), in the category of Leibniz algebras are anti-symmetric, i.e.,
ω(x1, x2) = −ω(x2, x1) and the invariant condition for ω is defined by the following
two formulas.
ω(x1, [x2, x3]) = −ω([x2, x1], x3), (1)
ω(x1, [x2, x3]) = ω([x1, x3] + [x3, x1], x2). (2)
Chapoton’s original formula has been defined in the right-version and we will use the
left-version above. If the 2-form is non-degenerate, then it is a symplectic structure.
Hence we denote it by ω. Thanks to (1)-(2), one can immediately write-down the
coadjoint action in the category of Leibniz algebras.
Definition 2.1 (coadjoint action). Given a finite dimensional Leibniz algebra g and
its dual space g∗, the coadjoint action of g to g∗ is by definition,
〈x1, [x2, a]〉 := −〈[x2, x1], a〉, (3)
〈x1, [a, x2]〉 := 〈[x1, x2] + [x2, x1], a〉, (4)
where x1, x2 ∈ g, a ∈ g
∗ and 〈., .〉 the natural pairing betweem g and g∗.
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It is easy to see that the representation (3)-(4) is Leibniz, i.e.,
[x1, [x2, a]] = [[x1, x2], a] + [x2, [x1, a]],
[x1, [a, x2]] = [[x1, a], x2] + [a, [x1, x2]],
[a, [x1, x2]] = [[a, x1], x2] + [x1, [a, x2]].
Therefore, the semi-direct product, g ⋉ g∗ = g ⊕ g∗, becomes a Leibniz algebra,
whose bracket is
[x1 ⊕ a1, x2 ⊕ a2] := [x1, x2]⊕ [x1, a2] + [a1, x2].
The double space has a canonical symplectic structure,
ω(x1 + a1, x2 + a2) := 〈x1, a2〉 − 〈x2, a1〉. (5)
The pair (g⋉ g∗, ω) satisfies (1)-(2).
2.3 Derived bracket construction of operadic
Let (h, (., .), d) be a dg Lie-algebra. We suppose that the degree of the Lie bracket
is |(., .)| = 0 and the one of the differential is |d| := +1. Define an odd bracket by
[x1, x2] := (dx1, x2), (6)
which is called a binary derived bracket or derived bracket for short ([10]). Then
(h, [., .] = (d., .)) becomes an odd-Leibniz algebra.
Remark 2.2 (sign). Althought in [10] the derived bracket has been defined as
(−1)|x1|+1(dx1, x2), because (6) has a good compatibility with operad theory, we will
use (6) as a definition of the derived bracket.
Definition 2.3 ([18]). Lie-Leibniz algebras are by definition graded spaces with
even-Lie brackets (., .) and odd-Leibniz brackets [., .] satisfying two extra identities,
[x1, (x2, x3)] = ([x1, x2], x3) + (x2, [x1, x3]) (7)
[(x1, x2), x3] = ([x1, x2]− [x2, x1], x3), (8)
where we put |x1| = |x2| = |x3| := 0 simply.
The derived bracket Leibniz algebra (h, (., .), [., .] = (d., .)) is the model of the Lie-
Leibniz algebra. When |x1| = |x2| = |x3| := 1, since the Lie bracket is commutative,
the second condition (8) has the following form
[(x1, x2), x3] = ([x1, x2] + [x2, x1], x3).
In the following, we put |(., .)| := 0 and |[., .]| := +1.
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Remark 2.4 (Jacobi identity and derived bracket construction). Many identities
that the derived bracket satisfies are consequences of the Jacobi identity of the orig-
inal Lie bracket. However (8) is completely independent from the Jacobi identity.
It is a consequence of the derivation rule d(x1, x2) = (dx1, x2) + (x1, dx2).
We recall three known propositions, which will be used in the next section to
prove the key-lemma of this note. Before that, we briefly recall algebraic operads.
A collection P = (P(n)) consisting of modules P(n) over the symmetric group Sn
is called an S-module. Given an S-module P, a functor, so-called Schur functor, is
defined by
FPV :=
⊕
n∈N
P(n) ⊗Sn V
⊗n,
where V is a vector space. Given two S-modules P and Q, a tensor product P ⊙Q
is defined by FPFQ := FP⊙Q, more explicitly,
(P ⊙Q)(n) :=
⊕
l1+···+lm=n
P(m)⊗Sm (Q(l1), ...,Q(lm))⊗(Sl1 ,...,Slm) Sn. (9)
The S-module P is called an operad, if FP is a triple (cf. MacLane [15]), namely,
if there exists a morphism (natural transformation), FPFP → FP , and if by this
operation FP becomes a unital associative monoid. When P is an operad, the notion
of P-algebra is defined. If A is a P-algebra, then the P-algebra product on A is
defined as a map of
γ : FPA→ A. (10)
In particular, A = FPV is the free P-algebra. The free operad over an S-module
Q, T Q, is the free algebra in the category of operads and an algebraic operad P
is expressed as a quotient operad of the free operad P := T Q/(R), where R is
the relation of P and (R) is the generated operadic ideal. If the free operad T Q is
generated by Q(2) and if R is a sub S3-module of (T Q)(3), then the quotient operad
P := T Q/(R) is called a binary quadratic operad and R is called the quadratic
relation. For example, the Lie operad (the operad of Lie algebras) is a binary
quadratic operad over sgn2,
Lie := T (sgn2)/(RLie),
where sgn2 is the sign representation of S2 and RLie is the Jacobi identity. As
a result, Lie(2) = sgn2 and the base of Lie(2) is identified with the universal Lie
bracket, which is denoted by (1, 2). Then RLie is identified with the space generated
by the Jacobiator,
RLie =< (1, (2, 3)) + (3, (1, 2)) + (2, (3, 1)) > .
6
The Leibniz operad, Leib, is also defined by the same manner. The parity shift
for operad, P 7→ sP, is defined by (sP)(n) := P(n)[n − 1] ⊗ sgnn for each n. If
|P| = even, then sP-algebras are odd-P-algebras.
Let us denote by LL the operad of Lie-Leibniz algebras, which is a binary
quadratic operad
LL := T
(
Lie(2) ⊕ sLeib(2)
)
/(RLL),
where RLL is the quadratic relation of LL. It is obvious that LL = (LL
i) is a
graded operad, in particular, LL0 = Lie and LLtop = sLeib.
Proposition 2.5 ([18]). LL = Lie ⊗ D := (Lie(n) ⊗ D(n)), where D is a graded
operad defined as follows.
To introduce D we use the following expression of Com (the operad of commu-
tative associative algebras).
Com(2) = < 1⊗ 1 >
Com(3) = < 1⊗ 1⊗ 1 >
· · · = · · ·
Com(n) = < 1⊗n > .
Let d be a formal 1-ary operator of degree +1 and 1 ⊗ 1 be the generator of Com.
We consider a quadratic operad over d and 1⊗ 1.
O := T (d, 1 ⊗ 1)/(RO),
where RO is a quadratic relation generated by
(1⊗ 1) ◦1 (1⊗ 1) = 1⊗ 1⊗ 1 = (1⊗ 1) ◦2 (1⊗ 1),
d(1 ⊗ 1) = d⊗ 1 + 1⊗ d,
dd = 0.
Namely, d is a differential in Com. Obviously, O is a graded operad, O = {Oi},
whose degree is the number of d. For each n,
O(n) = O0(n)⊕O1(n)⊕ · · · ⊕ On(n).
and O0 = Com. There is no On+1(n) because dd = 0. The operad D is defined as
a suboperad of O:
Definition 2.6 ([18]). For each n,
D(n) := O0(n)⊕O1(n)⊕ · · · ⊕ On−1(n).
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This operad is expressed as follows,
D1(2) = < d⊗ 1, 1⊗ d >,
D1(3) = < d⊗ 1⊗ 1, 1 ⊗ d⊗ 1, 1 ⊗ 1⊗ d >,
D2(3) = < d⊗ d⊗ 1, d⊗ 1⊗ d, 1⊗ d⊗ d >,
· · · = · · · .
The elements in LL = Lie ⊗ D are identified with formal derived brackets, for
instance,
(1, 2) ⊗ (d⊗ 1) = (d1, 2),
(1, (2, 3)) ⊗ (1⊗ d⊗ 1) = (1, (d2, 3)),
where (1, 2) is the Lie bracket in Lie(2). Hence the functor (−) ⊗ D is considered
to be a derived bracket construction of operadic.
Proposition 2.7 ([18]). For each n, (LL(n), δ) is complex.
Lie(n) = LL0(n)
δ
−−−−→ LL1(n)
δ
−−−−→ · · ·
δ
−−−−→ LLn−1(n) = sLeib(n).
The differential of the proposition is defined as follows. For each n, (D(n), d) is
clearly a complex, whose differential is defined by
d(x1 ⊗ · · · ⊗ xn) :=
∑
1≤i≤n
(−1)|x1|+···+|xi−1|(x1 ⊗ · · · ⊗ xi−1 ⊗ dxi ⊗ · · · ⊗ xn),
where xj ∈ {1, d}. Since LL = Lie⊗D, we obtain a differential on LL,
δ := Lie⊗ d. (11)
We should remark that LL is not dg-operad.
Proposition 2.8 ([18]). The Lie-Leibniz identity (7)-(8) is a distributive law in the
sense of Markl [16]. Therefore, the operad LL is decomposed into Lie and sLeib.
LL = Lie⊙ sLeib,
where ⊙ is the tensor product in the category of S-modules, cf., (9).
As a corollary of this proposition, we have
Corollary 2.9 ([18]). Let g be a Leibniz algebra and let g[1] the shifted odd-Leibniz
algebra. Then the free-Lie algebra over g[1], FLieg[1], is a Lie-Leibniz algebra. When
g is free, the Lie-Leibniz algebra is also free.
We will study the Lie-Leibniz algebra FLieg[1] in the next section.
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3 Derived bracket representation
It is known that an arbitrary Leibniz algebra can be embedded in a dg Lie alge-
bra, via the derived bracket construction. There are some methods of proving this
proposition. For instance, by extending the result in Grabowski et al [6], by the
universal method that we will introduce in the following.
Definition 3.1. Let g be a Leibniz algebra, let g[1] be the shifted odd-Leibniz alge-
bra and let (h, (d., .)) the derived bracket Leibniz algebra. A momorphism of Leibniz
algebra (not necessarily embedding), g[1] → h, is called a derived bracket represen-
tation.
The aim of this section is to construct the universal representation.
Lemma 3.2. If g is a Leibniz algebra, then the graded space FLieg[1] is a chain
complex,
· · ·
d
−−−−→ F 3Lieg[1]
d
−−−−→ F 2Lieg[1]
d
−−−−→ g[1]
0
−−−−→ 0.
Proof. To define d we use Propositions 2.7 and 2.8. The differential is defined as a
composition map of δ and γ, where δ is the differential defined in (11) and γ is the
Leibniz product in (10).
d : FnLieg[1] = Lie(n)⊗Sn g[1]
⊗n δ⊗1−→ LL1(n)⊗Sn g[1]
⊗n =
= Lie(n − 1)⊙ sLeib(2) ⊗Sn g[1]
⊗n Lie⊙γ−→ Lie(n− 1)⊗Sn g[1]
⊗n−1 = Fn−1Lie g[1].
In above sequence, the part of γ is more precisely expressed as follows.
LL1(n)⊗Sn g[1]
⊗n =
=
⊕
i+j+1=n−1
Lie(n − 1)⊗Sn−1 (1
⊗i, sLeib(2), 1⊗j )⊗(1⊗i,S2,1⊗j) ⊗Sn ⊗Sn g[1]
⊗n
=
⊕
i+j+1=n−1
Lie(n− 1)⊗Sn−1 (1
⊗i, sLeib(2), 1⊗j)⊗(1⊗i,S2,1⊗j) ⊗g[1]
⊗n
and
Lie⊙ γ =
⊕
i+j+1=n−1
Lie(n − 1)⊗ 1⊗i ⊗ γ ⊗ 1⊗j .
From the odd Leibniz identity on g[1], dd = 0 holds.
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More explicitly d is computed as follows. Denote the right normalized bracket
(x1, (x2, (x3, ...., xn))) by simply {x1, ..., xn}.
d{x1, ..., xn+1} =
∑
i<j
i≤n
(−1)i−1{x1, ..., x
∨
i , ..., [xi, xj ], xj+1, ..., xn+1}+
+ (−1)n−1{x1, ..., xn−1, [xn+1, xn]}, (12)
or equivalently,
=
∑
i<j
i≤n−1
(−1)i−1{x1, ..., x
∨
i , ..., [xi, xj ], xj+1, ..., xn+1}+
+ (−1)n−1{x1, ..., xn−1, [xn, xn+1] + [xn+1, xn]}. (13)
For example,
d(x1, x2) = [x1, x2] + [x2, x1], (14)
d(x1, (x2, x3)) = ([x1, x2], x3) + (x2, [x1, x3])− (x1, [x2, x3] + [x3, x2]). (15)
We should remark that (FLieg[1],d) is not dg Lie algebra. Although d is not deriva-
tion, for any α1, α2 ∈ F
≥2
LiegLie[1], it still satisfies the rule of derivation,
d(α1, α2) = (dα1, α2) + (−1)
|α1|(α1,dα2)
= [α1, α2]− (−1)
|α1||α2|[α2, α1],
where [α1, α2] is the Lie-Leibniz bracket (recall Corollary 2.9). Hence one can think
that d is an almost derivation on the free Lie algebra. To define d the Leibniz iden-
tity, or the third component of the Leibniz operad Leib(3), was not used. Therefore
Corollary 3.3. For any binary product on g, although in general dd 6= 0, a map d
is well-defined by the same manner as above.
Proof. Even if g is not Leibniz algebra, if it has a binary product, then sLeib(2)
acts on g[1]⊗2. Hence by the same manner as above a map d is well-defined.
From (14), H1(FLieg[1],d) = gLie. So we consider the chain complex
DRg[1] :=
(
F •Lieg[1]
d
−→ gLie
0
−→ 0
)
,
where g[1]
d
−→ gLie is the augmentation.
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Theorem 3.4. The total space DRg[1] = gLie ⊕ FLieg[1] becomes a dg-Lie algebra
and the Leibniz bracket on the Lie-Leibniz algebra FLieg[1] is the derived bracket.
Therefore the inclusion,
ι : g[1]→ gLie ⊕FLieg[1],
is a derived bracket representation. This representation is universal, namely, an
arbitrary derived bracket representation of g is factors through ι.
The derived bracket construction is the functor, DC, from the category of dg-Lie
algebas to the one of odd Leibniz algebras. The theorem says that DR is the adjoint
functor of DC.
Proof. We denote by x¯ := p(x), where p : g→ gLie is the Liezation.
(A) The Lie algebra gLie acts on g[1] as follows.
(x¯1, x2) := [x1, x2], (16)
which is a representation of the Lie algebra. Since (x¯1,−) is a linear map on g[1],
this operation can be extended on FLieg[1] as a derivation on the free Lie algebra.
Hence the semi-direct product plus the free Lie bracket,
(x¯1 ⊕ α1, x¯2 ⊕ α2) := (x¯1, x¯2)⊕ (x¯1, α2)− (x¯2, α1) + (α1, α2),
is a Lie bracket on gLie ⊕ FLieg[1]. One can easily see that gLie ⊕ FLieg[1] becomes
a dg Lie algebra. From (12) and (16), we notice that
Claim 3.5. The differential on gLie ⊕ FLieg[1] is generated from d : g[1] −→ gLie.
(B) On the universality. Let (h, (., .),D) be a dg Lie algebra and let f : g[1] →
(h, (D., .)) a derived bracket representation of g. We should prove that an arbitrary
dg Lie algebra mapping
ψ : gLie ⊕ FLieg[1]→ (h, (., .),D)
is factors through ι : g[1]→ gLie ⊕ FLie and f = ψ ◦ ι.
(B1) Since FLieg[1] is the free Lie algebra, by its universality, a Lie algebra mor-
phism, ψF : FLieg[1] → h, such that ψF (x) = f(x) is uniquely well-defined, where
x ∈ g[1].
(B2) For any x¯ ∈ gLie, we define a map ψLie : gLie → h as
ψLie(x¯) := Df(x).
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We should check that ψLie is well-defined. It suffices to show that Df(I[1]) = 0,
where I[1] ⊂ g[1] is the ideal consisting of the symmetric brackets. Because f is a
Leibniz homomorphism, f [x1, x2] = (Df(x1), f(x2)). For any element of I[1],
Df
(
[x1, x2] + [x2, x1]
)
= D(Df(x1), f(x2)) +D(Df(x2), f(x1))
= (Df(x1),Df(x2)) + (Df(x2),Df(x1))
= (Df(x1),Df(x2))− (Df(x1),Df(x2)) = 0.
Therefore, ψLie is well-defined.
(B3) We prove that ψ := ψLie ⊕ ψF is a Lie algebra homomorphism. Firstly,
ψ(x¯1, x¯2) = ψLie[x1, x2] = Df [x1, x2] = (Df(x1),Df(x2)) = (ψx¯1, ψx¯2).
Secondly,
ψ(x¯1, x2) = ψF [x1, x2] = f [x1, x2] = (Df(x1), f(x2)) = (ψ(x¯1), ψ(x2))
and this implies that for any α ∈ FLie(g[1]), ψ(x¯, α) = (ψ(x¯), ψ(α)).
(B4) Finally, we prove that ψ is commutative with the differentials, i.e., ψd = Dψ.
Thanks to the claim above, it suffices to check the two cases of ψd(x) = Dψ(x) and
ψd(x¯) = Dψ(x¯). The first case is
ψd(x) = ψLie(x¯) = Df(x) = Dψ(x)
and the second case is obvious, because dx¯ = 0 and DD = 0.
Finally of this section, we observe the second homology group, H2(FLieg[1],d).
The invariant bilinear form in the category of Lie algebra is a symmetric pairing
〈., .〉 satisfying the invariant condition
〈[x, y], z〉 = 〈x, [y, z]〉, (17)
where [., .] is a Lie bracket. The universal invariant bilinear form on a Lie algebra
g is by definition the projection of g⊗ g to Ω0(g), where
Ω0(g) := g⊗ g/{x⊗ y − y ⊗ x, [x, y]⊗ z − x⊗ [y, z]}.
According to Kontsevich [8], Ω0(g) is regarded as the space of formal functions
(0-forms) over g as a formal Lie-manifold. It is known that (17) (non-universal
version) is a consequence of a derived bracket construction (cf. [9], [17]). The
universal version also comes from the derived bracket construction, that is,
Proposition 3.6. If g is a Lie algebra, then H2(FLieg[1],d) = Ω
0(g).
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Proof. Because g[1] is an odd space, F 2Lieg[1] is the same as the symmetric tensor
space, S2g := g⊗ g/{x⊗ y − y ⊗ x}, and because the bracket is Lie, d = 0 on S2g.
On the other hand,
d(y, (x, z)) = ([y, x], z) + (x, [y, z]) ∼ −[x, y]⊗ z + x⊗ [y, z].
Therefore, the identity of the corollary holds.
Let us consider the Leibniz case. In this case, the universal symmetric bilinear
form is not defined on S2g, but on Ker2d, and the target space of the bilinear form is
H2(FLieg[1],d) = Ker2d/Im2d. From (15), the invariant condition has the following
form.
([x, y], z) + (y, [x, z]) = (x, [y, z] + [z, y]), (18)
which is the same as the invariant condition for Courant algebroids (see [12] for the
details). The meaning of (18) is clear. If L is a Lie subalgebra of the Leibniz algebra
g, then S2L is a subspace of Ker2d and then (18) reduces to the classical formula
over L. Namely, (18) is the relation for the Lie subalgebras of g.
4 Anti-cyclic subcomplex
The aim of this section is to describe how the complex (FLieg[1],d) relates with the
(co)homology complex of Leibniz algebra. In 4.1 we will prove that (FLieg[1],d)
is a subcomplex of Leibniz homology complex and d is the same as the boundary
map of Loday. In 4.2 we will introduce the notion of anti-cyclic cochain for Leibniz
algebras by analogy with cyclic cochains for associative algebras and prove that the
set of anti-cyclic cochains is a subcomplex of the cohomology complex of Loday-
Phirashvili.
4.1 Homology side
Let g be a Leibniz algebra. The complex over g computing the Leibniz homology
group is the tensor space T¯g[1] =
⊕
n∈N g[1]
⊗n with the boundary map,
∂L(x1, ..., xn) :=
∑
1≤i<j≤n
(−1)i−1(x1, ..., x
∨
i , ..., [xi, xj ], xj+1, ..., xn). (19)
The definition of ∂L is the left-version of Loday’s original formula. We call (T¯g[1], ∂L)
a Loday complex. The free Lie algebra FLieg[1] is regarded as a subspace of the
tensor space via the commutator,
{x1, ..., xn} = x1 ⊗ {x2, ..., xn} − (−1)
n−1{x2, ..., xn} ⊗ x1, (20)
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where {x1, ..., xn} is the right-normalized bracket used in (12).
Theorem 4.1. ∂L = d on FLieg[1].
As a result, the free Lie algebra is a subcomplex of Loday complex.
Proof. Obviously ∂L(x1, x2) = d(x1, x2).
Lemma 4.2. ∂L({x2, ..., xn} ⊗ x1) = (∂L{x2, ..., xn})⊗ x1
Proof. From the defining equation of ∂L, we have
∂L({x2, ..., xn} ⊗ x1) = (∂L{x2, ..., xn})⊗ x1 + T
where T is the term which has [−, x1],
T =
∑
(, ..., x∨i , ..., ) ⊗ [xi, x1].
We should prove T = 0. From (20),
{x2, ..., xn} ⊗ x1 = x2 ⊗ {x3, ..., xn} ⊗ x1 − (−1)
n−2{x3, ..., xn} ⊗ x2 ⊗ x1. (21)
Therefore, [x2, x1] appears in T in two ways. One is from the first term of (21)
(−1)n−2(−1)n−2{x3, ..., xn} ⊗ [x2, x1]
and the other is from the second term
−(−1)n−2(−1)n−2{x3, ..., xn} ⊗ [x2, x1].
Because the sign is reverse to each other, the terms with [x2, x1] vanish. By repeating
the same discussion, we obtain T = 0.
From (19), it is easy to see through
Lemma 4.3.
∂L(x1 ⊗ {x2, ..., xn}) =
∑
2≤i≤n
{x2, ..., [x1, xi], ..., xn} − x1 ⊗ ∂L{x2, ..., xn}.
Therefore,
∂L{x1, ..., xn} =∑
2≤i≤n
{x2, ..., [x1, xi], ..., xn} − x1 ⊗ ∂L{x2, ..., xn} − (−1)
n−1(∂L{x2, ..., xn})⊗ x1.
By assumption of induction, ∂L{x2, ..., xn} = d{x2, ..., xn}. Hence
∂L{x1, ..., xn} =
∑
2≤i≤n
{x2, ..., [x1, xi], ..., xn} − {x1,d{x2, ..., xn}}
= d{x1, ..., xn}
The proof is completed.
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In the following we denote by HA•−1(g) := H•(FLieg[1],d). Hence HA0(g) =
gLie and if g is Lie, then HA1(g) = Ω
0(g).
4.2 Cohomology side
We recall the cohomology complex for Leibniz algebra [14]. Let g be a Leibniz
algebra and M a g-module or representation of g. The cochain complex which
computes the cohomology group of g with coefficients in M is
LP (g,M) := HomK(g[1],M [1])
equipped with a differential defined by
(dLP f)(x1, ..., xn+1) := [f(x1, ..., xn−1), xn+1]+
n∑
i=1
(−1)i+n[xi, f(x1, ..., x
∨
i , ..., xn+1)]
−
∑
i<j≤n+1
(−1)i+nf(x1, ..., x
∨
i , ..., [xi, xj], xj+1, ..., xn+1), (22)
where f ∈ LPn(g,M) and |f | := n − 1. This definition of the derivation is the
left-version of the original formula introduced in [14].
Let LPn(g) be the space of n+ 1-linear functions on the tensor space T¯g[1],
LPn(g) := Hom(g[1]⊗n+1,K).
The differential dLP can be extended on LP
•(g) by the following manner,
(bLP f˜)(x1, ..., xn+1, xn+2) := (−1)
nf˜(x1, ..., xn, [xn+1, xn+2] + [xn+2, xn+1])+∑
i<j
i≤n
(−1)i−1f˜(x1, ..., x
∨
i , ..., [xi, xj], xj+1, ..., xn+2), (23)
where f˜ ∈ LPn(g). When g is finite dimensional and f ∈ LPn(g, g∗), if we put
f˜(x1, ..., xn+1) := ω(f(x1, ..., xn), xn+1),
then bLP f˜ = (−1)
nd˜LP f , where ω is the canonical structure in (5).
Now we define the notion of anti-cyclic cochain. Before giving a general defi-
nition, let us observe the elementary case. Let g be a finite dimensional Leibniz
algebra. Consider an Abelian extension of g by g∗,
0 −−−−→ g∗ −−−−→ g⊕ g∗ −−−−→ g −−−−→ 0.
In general the Leibniz bracket on the middle position has the following form,
[x1 ⊕ a1, x2 ⊕ a2] = [x1, x2]⊕ [x1, a2] + [a1, x2] +H(x1, x2),
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where x1, x2 ∈ g, a1, a2 ∈ g
∗ and H is a 2-cocycle in LP 2(g, g∗). This bracket
satisfies the anti-invariant condition (1)-(2) if and only if
H˜(x1, x2, x3) = H˜(x1, x3, x2), (24)∮
H˜(x1, x2, x3) = 0, (25)
where
∮
is the cyclic permutation for x1, x2, x3. We notice that the symmetry that
H˜ satisfies is the same as the one of the Lie bracket (x1, (x2, x3)), where |xi| = odd
for any i ∈ {1, 2, 3}. This observation leads us to the following definition. In the
following we denote by ǫ : FLieg[1] →֒ T¯g[1] the embedding of the free Lie algebra.
Definition 4.4. Let g be a Leibniz algebra not necessarily finite dimensional. An
n-cochain A(x1, ..., xn+1) ∈ LP
n(g) is called an anti-cyclic cochain, or shortly ac-
cochain, if
A(x1, ..., xn+1) =
1
n+ 1
Aǫ{x1, ..., xn+1}, (26)
where Aǫ is the pull-back of A by ǫ.
As a result, A(x1, ..., xn+1) satisfies the same symmetry as {x1, ..., xn+1}. For
example, if A is an ac 1-cochain, then it is a symmetric tensor, A(x1, x2) = A(x2, x1),
because
A(x1, x2) =
1
2
Aǫ{x1, x2} =
1
2
Aǫ{x2, x1} = A(x2, x1).
If A is ac 2, then it satisfies (24)-(25) above. If A is ac 3, it has more complicated
symmetry,
A(x1, x2, x3, x4) = A(x1, x2, x4, x3),∮
234
A(x1, x2, x3, x4) = 0,
A(x1, x2, x3, x4) +A(x2, x1, x3, x4) = −A(x3, x4, x1, x2)−A(x4, x3, x1, x2),
where
∮
234 is the cyclic permutation for x2, x3, x4 and the last identity comes from
{x1, x2, x3, x4} = {(x1, x2), (x3, x4)} − {x2, x1, x3, x4}. Let us denote by ALP
•(g)
the space of ac-cochains.
Lemma 4.5 (Implicit definition). A is in ALPn(g) if and only if there exists a
linear function, A′, on Fn+1Lie g[1] and
A(x1, ..., xn+1) = A
′{x1, ..., xn+1}. (27)
Proof. If A is an ac-cochain, A′ := 1
n+1Aǫ. The converse is also easy (See Appendix).
Theorem 4.6. ALP •(g) is a subcomplex of (LP •(g), bLP ).
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Proof. Suppose that A(x1, ..., xn+1) is an ac n-cochain. From (23) and the assump-
tion,
(bLPA)(x1, ..., xn+1, xn+2) = (−1)
nA(x1, ..., xn, [xn+1, xn+2] + [xn+2, xn+1])+∑
i<j
i≤n
(−1)i−1A(x1, ..., x
∨
i , ..., [xi, xj ], xj+1, ..., xn+2) =
= (−1)nA′{x1, ..., xn, [xn+1, xn+2] + [xn+2, xn+1]}+∑
i<j
i≤n
(−1)i−1A′{x1, ..., x
∨
i , ..., [xi, xj ], xj+1, ..., xn+2},
on the other hand, from (13), the right-hand side is equal to (A′d){x1, ..., xn+2}.
Hence we obtain
(bLPA)(x1, ..., xn+2) = (A
′d){x1, ..., xn+2},
which yields the theorem, i.e., (bLPA)
′ = (A′d).
Denote by HA•(g) := H•(ALP (g), bLP ) the cohomology group of anti-cyclic
cochains. The space of ac 0-cochains is equal to the dual space g∗ := Hom(g,K).
When A is an ac 0-cochain, then bLPA = 0 if and only if A = 0 on the ideal I.
Hence HA0(g) = I⊥ ∼= g∗Lie = (HA0g)
∗. When g is Lie, if A is an ac 1-cocycle, then
A([x, y], z) +A(y, [x, z]) = A(z, [x, y]) −A([z, x], y) = 0.
Hence HA1(g) = (HA1g)
∗ = (Ω0g)∗. We here prove a classical theorem. Let g be
a finite dimensional Leibniz algebra. We consider a subclass of Abelian extensions
of g by g∗ such that
(i) the Leibniz algebra of the middle position, g ⊕ g∗, satisfies (1)-(2) with respect
to ω,
(ii) the isomorphisms between extensions preserve ω.
Theorem 4.7. Such extensions are classified into HA2(g).
Proof. In general, an isomorphism between Abelian extensions is given by eτ :=
1 + τ , where τ : g → g∗. This preserves ω if and only if τ˜ is a symmetric tensor or
ac 1-cochain.
5 Tensor expression
In this section we study a tensor expression of anti-cyclic cochains. In the following
suppose that g is a finite dimensional Leibniz algebra. Let e1, ..., edim g be a base
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of g. The degree of ei is |ei| = −1 for each i. If A is an ac 2-cochain on g, then
A(ei, ej , ek) = Aijk. Hence the cochain is expressed as A = Aijke
i ⊗ ej ⊗ ek, where
ei is the dual base of ei. The coefficient part, Aijk, satisfies
Aijk = Aikj,
Aijk + cyclic = 0,
which is the symmetry that the normalized Lie bracket (ei, (ej , ek)) satisfies. Hence
the symmetry of the tensor part, ei ⊗ ej ⊗ ek, should be the dual of the one of
(ei, (ej , ek)). We denote such a tensor by {e
i, ej , ek}∗ and call the bracket {, ..., }∗ a
dual Lie bracket. In general, the dual Lie bracket is defined as follows
Definition 5.1 (dual Lie brackets).
{x1, ..., xn}∗ := x
1 ⊗ {x2, ..., xn}∗ − (−1)
n−1xn ⊗ {x1, ..., xn−1}∗, (28)
where we put |xi| := odd or +1. In particular, {x1}∗ = x
1.
For example, {x1, x2}∗ is equal to the symmetric tensor {x
1, x2}∗ = x
1 ⊗ x2 +
x2 ⊗ x1, the 3-ary bracket is
{x1, x2, x3}∗ = x
1 ⊗ x2 ⊗ x3 + x1 ⊗ x3 ⊗ x2 − x3 ⊗ x1 ⊗ x2 − x3 ⊗ x2 ⊗ x1.
From (28) the total cyclic summation of the dual-Lie bracket is zero.∮
{x1, ..., xn}∗ = 0,
where
∮
is the cyclic permutation for all variables. An ac n-cochain on g is expressed
by using the dual Lie bracket as follows.
A =
1
n+ 1
∑
Ai1...in+1{e
i1 , ..., ein+1}∗.
Definition 5.2 (contraction). If f is a linear function on g,
if{x
1, ..., xn}∗ := f(x
1){x2, ..., xn}∗ − (−1)
n−1f(xn){x1, ..., xn−1}∗.
Our interesting space is not g but the double space g⊕ g∗. By analogy with the
Lie algebra case, the notion of Cartan 3-form is defined by C(x, y, z) := ω([x, y], z)
on g⊕ g∗, where [., .] is the Leibniz bracket of g⋉ g∗. The structure constant of the
Leibniz bracket is defined by using the Cartan 3-form
Ckij := C(ei, ej , e
k) = ω([ei, ej ], e
k).
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Denote µLeib := C
k
ij{e
i, ej , ek}∗. Then for any linear functions f1, f2 on g ⊕ g
∗, the
Leibniz bracket [f1, f2] is computed by
[f1, f2] = if2if1µLeib.
For H˜ in (24)-(25), denote Hijk := H˜(ei, ej , ek). Then H˜ =
1
3Hijk{e
i, ej , ek}∗.
Therefore, the total structure with the twisting term H˜ is expressed as follows.
θLeib := C
k
ij{e
i, ej , ek}∗ +
1
3
Hijk{e
i, ej , ek}∗.
Classical structures for Lie algebras are expressed by using the wedge product,
θLie =
1
2
Ckije
i ∧ ej ∧ ek +
1
6
Hijke
i ∧ ej ∧ ek.
On the other hand in the Leibniz world, the structure tensors are expressed by the
dual Lie bracket in stead of the wedge product.
Appendix –Proof of Lemma 4.5–
Denote by {, } the map of higher bracketing
{, } : x1 ⊗ · · · ⊗ xn 7→ {x1, ..., xn}.
Then the following identity holds.
{, }ǫ{, } = n{, }, (29)
where n is the length of word. The lemma is a consequence of this identity, hence
we prove (29).
When n = 1, 2 the identity obviously holds. By the Jacobi identity, in general,
the normalized bracket satisfies
{, ..., ǫ{, ..., }, ..., xf } = {, ..., {, ..., }, ..., xf }, (30)
where xf is the fixed variable which lies the most right position. For example,
ǫ{x1, x2} = x1 ⊗ x2 + x2 ⊗ x1 and
{ǫ{x1, x2}, x3} = {x1, x2, x3}+ {x2, x1, x3} = {{x1, x2}, x3}.
From the definition,
ǫ{x1, ..., xn+1} = x1 ⊗ ǫ{x2, ..., xn+1} − (−1)
nǫ{x2, ..., xn+1} ⊗ x1. (31)
Applying {, } to (31), we obtain
{, }ǫ{x1, ..., xn+1} = {x1, {}ǫ{x2, ..., xn+1}} − (−1)
n{ǫ{x2, ..., xn+1}, x1}.
By the assumption of induction, the first term is equal to n{x1, ..., xn} and by (30)
the second term is equal to {x1, ..., xn+1}. Hence
{, }ǫ{x1, ..., xn+1} = (n+ 1){x1, ..., xn+1}.
The proof is completed.
19
References
[1] J. Beck. Distributive laws. 1969 Sem. on Triples and Categorical Homology The-
ory (ETH, Zurich, 1966/67), 119–140 Springer, Berlin.
[2] F. Chapoton. On some anticyclic operads. Algebr. Geom. Topol. 5 (2005), 53–69.
[3] A. Connes. Noncommutative Geometry. Academic Press, San Diego, CA, (1994),
661 page. http://www.alainconnes.org/fr/
[4] E. Getzler and M. Kapranov. Cyclic operads and cyclic homology. Geometry,
topology, physics, Conf. Proc. Lecture Notes Geom. Topology, IV, Int. (1995),
167–201.
[5] V. Ginzburg and M. Kapranov. Koszul duality for operads. Duke Math. J. 76
(1994), no. 1, 203–272. Erratum to: “Koszul duality for operads”. Duke Math. J.
80 (1995), no. 1, 293.
[6] J. Grabowski, D. Khudaverdyan and N. Poncin. Loday algebroids and their su-
pergeometric interpretation. preprint arXiv: 1103.5852
[7] M. Kinyon and A. Weinstein. Leibniz algebras, Courant algebroids, and multi-
plications on reductive homogeneous spaces. Amer. J. Math. 123 (2001), no. 3,
525–550.
[8] M. Kontsevich. Formal (Non)-Commutative Symplectic Geometry. The Gelfand
Mathematical Seminars, 1990-1992 (1993), 173–187.
[9] Y. Kosmann-Schwarzbach. Jacobi quasi-bialgebras and quasi-Poisson Lie groups.
Contemporary Mathematics. 132. (1992) 459–489.
[10] Y. Kosmann-Schwarzbach. From Poisson algebras to Gerstenhaber algebras.
Ann. Inst. Fourier (Grenoble). (1996) 1243–1274.
[11] Y. Kosmann-Schwarzbach. Derived brackets. Lett. Math. Phys. (2004) 61–87.
[12] Y. Kosmann-Schwarzbach. Quasi, twisted, and all that... in Poisson geom-
etry and Lie algebroid theory. The Breadth of Symplectic and Poisson Ge-
ometry, Festschrift in honor of Alan Weinstein, Progress in Mathematics 232,
eds. J. E. Marsden and T. Ratiu, Birkhauser, (2005), 363-389, preprint arXiv:
mathSG/0310359.
[13] J-L. Loday. Une version non commutative des algebres de Lie: les algebres de
Leibniz. Enseign. Math. (1993), (2) 39 (34), 269–293.
[14] J-L. Loday and T. Pirashvili. Universal enveloping algebras of Leibniz algebras
and (co)homology. Math. Ann. 296 (1993), no. 1, 139–158.
20
[15] S. MacLane. Categories for the Working Mathematician. Graduate Texts in
Mathematics 5 (2nd ed.). Springer-Verlag. (1998) ISBN 0-387-98403-8.
[16] M. Markl. Distributive laws and Koszulness. Ann. Inst. Fourier (Grenoble) 46
(1996), no. 2, 307–323.
[17] D. Roytenberg. AKSZ-BV formalism and Courant algebroid-induced topological
field theories. Lett. Math. Phys. 79(2) (2007), 143–159. arXiv:hep-th/0608150
[18] K. Uchino. On distributive laws in derived bracket construction and homotopy
theory of derived bracket Leibniz algebras. http://arxiv.org/abs/1110.4188.
[19] A. Weinstein. Omni-Lie algebras. Kyoto Kokyuroku, No. 1176 (2000), 95–102.
Kyousuke UCHINO
email:kuchinon@gmail.com
21
