Human aware planning requires an agent to be aware of the intentions, capabilities and mental model of the human in the loop during its decision process. This can involve generating plans that are explicable ) to a human observer as well as the ability to provide explanations ) when such plans cannot be generated. This has led to the notion "multi-model planning" which aim to incorporate effects of human expectation in the deliberative process of a planner -either in the form of explicable task planning or explanations produced thereof. In this paper, we bring these two concepts together and show how a planner can account for both these needs and achieve a tradeoff during the plan generation process itself by means of a model-space search method MEGA. This in effect provides a comprehensive perspective of what it means for a decision making agent to be "human-aware" by bringing together existing principles of planning under the umbrella of a single plan generation process. We situate our discussion specifically keeping in mind the recent work on explicable planning and explanation generation, and illustrate these concepts in modified versions of two well known planning domains, as well as a demonstration on a robot involved in a typical search and reconnaissance task with an external supervisor.
It is often useful for a planner while interacting with a human in the loop to use, in the process of its deliberation, not only the model M R of the task it has on its own, but also the model M R h that the human thinks it has (refer to Figure  1 ). This is, in essence, the fundamental thesis of the recent works on plan explanations ) and explicable planning , summarized under the umbrella of multi-model planning, and is in addition to the originally studied human-aware planning problems where actions of the human (and hence the actual human model and the robot's belief of it) are also involved in the planning process. The need for explicable planning or plan explanations in fact occur when these two models -M R and M R hdiverge. This means that the optimal plans in the respective models -π * M R and π * M R h -may not be the same and hence optimal behavior of the robot in its own model is inexplicable to the human in the loop. In the explicable planning process, the robot produces a plan π that is closer to the human's expected plan, i.e. π ≈ π * M R h . In the explanation pro- * Authors marked with asterix contributed equally.
Figure 1: The planner accounts for the human's model of itself in addition to its own model -it can can either choose to bring the human's model closer to the ground truth using explanations via a process called model reconciliation so that an otherwise inexplicable plan now makes sense in the human's updated model and/or it can produce explicable plans which are closer to the human's expectation of optimality.
cess, the robot instead updates the human to an intermediate model M R h in which the robot's original plan is also optimal and hence explicable, i.e. π *
However, until now, these two processes of plan explanations and explicability, even though acknowledged in the cited work as being complimentary, have remained separate in so far as their role in an agent's deliberative process is considered -i.e. a planner either generates an explicable plan to the best of its ability or it produces explanations of its plans where they required. This is not always desirable if either the expected human plan is too costly in the planner's model or the cost of communication overhead for explanations is too high -instead there may be situations where a combination of both provide a much better course of action. This is the focus of the current paper where we try to attain the sweet spot between explanations and explicability. From the perspective of design of autonomy, this has two important implications -(1) as mentioned before, an agent can now not only explain but also plan in the multi-model setting with the trade-off between compromise on its optimality and possible explanations in mind; and (2) the argumentation process is known to be a crucial function of the reasoning capabilities of humans (Mercier and Sperber 2010) , and now by extension of planners (or robots as an embodiment of it) as well, as a result of algorithms we discuss here which aim to incorporate the explanation generation process into the decision making process of an agent itself.
Related Work
As AI agents become pervasive in our daily lives, the need for the decision making process of such agents to be cognizant of the beliefs and expectations of the humans in their environment has been well documented . From the perspective of task planning, depending on the extent of involvement of the human in the life cycle of a plan, work in this direction has ranged on a spectrum of "human-aware planning" (Alami et al. 2006; Alami et al. 2014; Cirillo, Karlsson, and Saffiotti 2010; Koeckemann, Pecora, and Karlsson 2014; Tomic, Pecora, and Saffiotti 2014; Cirillo 2010; Chakraborti et al. 2015; ) where a robot passively tries to account for the plans of humans cohabiting its workspace, to "explicable planning" ) where a robot generates plans that are explicable or predictable to a human observer, to "plan explanations" Langley et al. 2017; Fox, Long, and Magazzeni 2017) where the planner uses explanations to bring the human (who may have a different understanding of the planner's abilities) on to the same page, to "human-in-the-loop planning" (Allen 1994; Ferguson et al. 1996; Ai-Chang et al. 2004; Manikonda et al. 2014; Sengupta et al. 2017) in general where humans and planners are participating in the plan generation and/or execution process together. The ongoing efforts to make planning more "human-aware" is illustrated in Figure 2 -the initial work on this topic had largely focused on incorporating an agent's understanding of the human model M H r into its decision making process. Since then the importance of considering the human's understanding M R h of the agent's actual model M R in the planning process has also been acknowledged, sometimes implicitly (Alami et al. 2014 ) and later explicitly . From the point of view of the planner, this is, in a sense, an asymmetric epistemic (Bolander et al. 2016) setting with single-level nested beliefs over its models. Indeed, existing literature on epistemic reasoning (Hanheide et al. 2015) can also provide interesting insights in the planning process of an agent in 
Human-Aware Planning Revisited
The problem formulation described below closely follows that introduced in , reproduced here in part for clarity of methods built on the same definitions.
A Classical Planning Problem is a tuple M = D, I, G 2 with domain D = F, A -where F is a set of fluents that define a state s ⊆ F , and A is a set of actionsand initial and goal states I, G ⊆ F . Action a ∈ A is a tuple c a , pre(a), eff ± (a) where c a is the cost, and pre(a), eff ± (a) ⊆ F are the preconditions and add/delete effects, i.e.
is the transition function. The cumulative transition function is given by δ M (s, a 1 , a 2 , . . . , a n ) = δ M (δ M (s, a 1 ), a 2 , . . . , a n ).
The solution to the planning problem is a sequence of actions or a (satisficing) plan π = a 1 , a 2 , . . . , a n such that δ M (I, π) |= G. The cost of a plan π is given by C(π, M) = a∈π c a if δ M (I, π) |= G; ∞ otherwise. The cheapest plan π * = arg min π C(π, M) is the (cost) optimal plan. We refer to the cost of the optimal plan in the model M as C * M . A Human-Aware Planning (HAP) Problem is given by the tuple The solution to the human-aware planning problem is a joint plan (Chakraborti et al. 2015 ) π = a 1 , a 2 , . . . , a n ;
For the purposes of this paper, we ignore the robot's belief of the human model, i.e. M H r = {}, {}, {} -this, in effect, makes the human an observer only or a passive consumer of the plan -and focus instead on the challenges involves in planning with the human's model of the planner. Planning with the human model has indeed been studied extensively in the literature, as noted above, and this assumption does not change in any way the relevance of the work here. Specifically, the following concepts are built on top of the joint planning problem -e.g. an explicable plan in this paper would, in the general sense, correspond to the robot's component in the joint plan being explicable to the human in the loop. Thus, for the purposes of this paper, we have π(R) ≡ π; wlog we focus on the simplified setting illustrated in Figure 1 with only the model of the planner and the human's approximation of it.
Explicable Planning
In "explicable planning" a solution to the human-aware planning problem is a plan π such that it is executable (buy may no longer be optimal) in the robot's model (1) but is also close to the expected 3 plan in the human's model (2) -
In existing literature this has been usually achieved by modifying the search process so that the heuristic that guide the search is driven by the human's mental model.Such a heuristic can be either derived directly from the human's model (if it is known) or learned through interactions in the form of affinity functions between plans and their purported goals.
Plan Explanations
The other approach would be to compute optimal plans in the planner's model as usual (1), but also provide an explanation in the form of a model update (2) to the human so that the same plan is now also optimal in the human's updated model of the problem (3). Thus, a solution of this form involves a plan π and an explanation E such that -
Note that here a model update, as indicated by the + operator (the exact nature of which will become clearer in course of the discussion), may include a correction to the belief state (goals or state information) as well as information pertaining to the action model itself. In ) the authors explored various ways of generating such solutions -including methods to minimize the lengths of the explanations given as a result. However, this was done in an after-the-fact fashion, i.e. the optimal plan was already generated and it was just a matter of finding the best explanation for it. This not only ignores the possibility of finding better plans (that are equally optimal) with smaller explanations, but also avenues of compromise in a manner we discussed previously whereby the planner sacrifices its optimality to further reduce overhead in the explanation process.
Our MEGA Algorithm
We will now bring the notions of explicable planning and explanation together in a novel planning technique called MEGA (which stands for Multi-model Explanation Generation Algorithm and not Make Explanations Great Again) that trades off the relative cost of making explicable plans to providing explanations on optimal plans during the plan generation process itself. As with we assume that the human mental model is known and the human has equal computation power (the authors also suggest possible ways to address these issues, the same discussions apply here as well). The details of the process is provided in Algorithm 1. The output of MEGA is a plan π and an explanation E such that π is executable in the robot's model (1), and with the explanation in the form of model updates (2) it is optimal in the updated human model (3) while the length or cost of the explanations, and the cost of deviation from optimality in its own model to be explicable to the human, is traded off (4) according to a constant α -
Clearly, with higher values of α the planner will produce plans that require more explanations, with lower α it will generate more explicable plans. We define (Chakraborti et al. 2017 ) the following state representation over planning problems for our "model-space search" algorithm -
A mapping function Γ : M → s represents any planning problem M = F, A , I, G as a state s ⊆ F as follows -
We now define a model-space search problem F, Λ , Γ(M 1 ), Γ(M 2 ) with a new action set Λ containing unit model change actions λ : F → F such that |s 1 ∆s 2 | = 1, where the new transition or edit function is given by δ M1,M2 (s 1 , λ) = s 2 such that condition 1 :
are satisfied. This means that model change actions can only make a single change to a domain at a time, and all these changes are consistent with the model of the planner. The solution to a model-space search problem is given by a set of edit functions {λ i } that can transform the model
We use a modified version of the model space A * search in to calculate the expected plan and explanations for any given α value. We start by initializing the min node tuple (N ) with the human mental model and an empty explanation. For each new possible model we come across during our model space search, we test if the objective value of the new node is smaller than the current min node. The objective value reflects the combined cost of explaining the node and the additional cost the robot need to bear to execute a plan optimal within that node -
M R | So larger the α value, the more robot is concerned about the additional cost of executing a plan that is not optimal in its own model. We stop the search once we identify a model that is capable of producing a plan that is also optimal in the robot's own model. This is different from the stopping condition used by the original MCE-search in citeexplain, where the authors are just trying to identify the first node where the given plan is optimal 4 . This brings us to the first property of our algorithm.
Property 1 MEGA yields the smallest possible explanation for a given human-aware planning problem.
This means that with a high enough α (see below) the algorithm is guaranteed to compute the best possible plan for the planner as well as the smallest explanation associated with it. This is by construction of the search process itself, i.e. the search only terminates after the all the nodes that allow C(π, M R h ) = C * M R h have been exhausted. However, 4 An MCE or a minimally complete explanation is the shortest model update such that a given plan which is optimal in the robot model is also optimal in the updated human model. 
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it is worth noting this property separately, since this is beyond what is offered by the model reconciliation search in , which only computes the smallest explanation given a human-aware planning problem as well as a plan that is optimal in the planner's model.
h | yields the most optimal plan in the planner's model along with the minimal explanation possible given a human-aware planning problem. This is easy to see, since with ∀E, |E| ≤ | M R ∆ M R h |, the latter being the total model difference, the penalty for departure from explicable plans is high enough that the planner must choose from possible explanations only (note that the explicability penalty is always positive until the search hits the nodes with
, at which point onwards the penalty is exactly zero). In general this works for any α ≥ |M CE| but since an MCE will only be known retrospectively after the search is complete, the above condition suffices since the entire model difference is known up front and is the largest possible explanation in the worst case.
Property 3 α = 0 yields the most explicable plan.
Under this condition, the planner has to minimize the cost of explanations only. Of course, at this point it will produce the plan that requires the shortest explanation, and hence the most explicable plan. Note that this is distinct from just computing the optimal plan in the human's model, since such a plan may not be executable in the planner's model so that some explanations are required even in the worst case. This is also a welcome additions to the explicability only view of plan generation introduced in , where the human model only also guides the plan generation process instead of doing so directly, though none of these works provided any insight into how to make the remainder of the model reconciliation possible in such cases, as done here with the explanations associated with the generated plans.
Property 4 MEGA-search is required only once per problem, and is independent of α.
This is also easy to see since Algorithm 1 only terminates once all possible minimally complete explanation nodes, as per definition in , have been explored. This means that for different values of α, the agent only needs to post-process the nodes with the new objection function in mind. Thus, a large part of the reasoning process for a particular problem can be pre-computed.
Evaluations
We will now demonstrate MEGA in action in a variety of settings where an autonomous agent faces a trade-off between being explicable to the human in the loop or explaining its inexplicable behavior -we will start with an illustration of the above concepts on a robot being supervised by an external human commander in a search and reconnaissance domain and follow up internal evaluations of the algorithm with modified versions of two well known domains Rover and Barman (International Planning Competition 2011). The code and domains used in this section are available at https://goo.gl/2jGBgg.
The USAR Domain We first demonstrate MEGA on a robot performing an Urban Search And Reconnaissance (USAR) task -here a remote robot is put into disaster response operation often controlled partly or fully by an external human commander. This kind of setup is typical in these settings (Bartlett 2015) , where The robot's job here is to infiltrate areas that may be otherwise harmful to humans, and report on its surroundings as and when required / instructed by the external. The external usually has a map of the environment, but this map is no longer accurate in a disaster setting -e.g. new paths may have opened up, or older paths may no longer be available, due to rubble from collapsed structures like walls and doors. The robot (internal) however does not need to inform the external of all these changes so as not to cause information overload of the commander who is usually otherwise engaged in orchestrating the entire operation. This calls for an instantiation of the human-aware planning paradigm where the model differences are contributed to by changes in the map, i.e. the initial state of the planning problem (the human model has the original unaffected model of the world). Thankfully, MEGA is here to help. A typical search and reconnaissance scenario with an internal semi-autonomous agent (robot) and an external supervisor (human) -models often diverge in course of operations. MEGA is used to reconcile these differences while reducing information overload, a demonstration can be viewed at https://goo.gl/HkEX66.
University where this whole scenario plays out. The orange marks indicate rubble that has blocked a passage, while the green marks indicate collapsed walls. The robot (Fetch), currently located at the position marked with a blue O, is tasked with taking a picture at location marked with an orange O in the figure. The external commander's expects the robot to take the path shown in red, which is no longer possible. The robot armed with MEGA has two choices -it can either follow the green path and explain the revealed passageway due to the collapse, or compromise on its optimal path, clear the rubble and proceed along the blue path. A video demonstrating the scenario play out can be viewed at https://goo.gl/HkEX66. The first part of the video demonstrates the plan generated by MEGA for low α values. As expected, it chooses the blue path that requires the least amount of explanation, and is thus the most explicable plan. In fact, the robot only needs to explain a single initial state change to make this plan optimal, namelyExplanation >> remove-has-initial-state-clear_path p1 p8
Note that this is also an example of a problem where the plan closest to the human expectation, i.e. the most explicable plan, still requires an explanation, which previous approaches in the literature cannot provide. Moreover, in order to follow this plan, the robot must perform the costly clear passage p2 p3 action to traverse the corridor between p2 and p3, which it could have avoided in its optimal plan (shown in green on the map). Indeed, MEGA switches to the robot's optimal plan for higher values of α along with the following explanationsExplanation >> add-has-initial-state-clear_path p6 p7 Explanation >> add-has-initial-state-clear_path p7 p5 Explanation >> remove-has-initial-state-clear_path p1 p8
By providing this explanation, the robot is able to convey to the human the optimality of the current plan as well as the infeasibility of the human's expected plan (shown in red).
The Rover (Meets a Martian) Domain Here the Mars Rover has a model as described in the IPC domain, but has gone an update whereby it can carry all the rock and soil samples needed for a mission at the same time. This means that it does not need to empty the store before collecting new rock and soil samples anymore so that the new action definitions for sample soil and sample rock no longer contain the precondition (empty ?s).
During its mission it runs across a Martian who is unaware of the robot's expanded storage capacity, and has an older, extremely cautious, model of the rover it has learned while spying on it from its cave. It believes that any time we collect a rock sample, we also need to collect a soil sample and need to communicate this information to the lander. It also believes that before the rover can perform take image action, it needs to send the soil data and rock data of the waypoint from where it is taking the image. Clearly, if the rover was to follow this model in order not to spook the Martians, it will end up spending a lot of time performing unnecessary actions (like dropping old samples and collecting unnecessary samples). For example, if the rover is to communicate an image of an objective objective2, all it needs to do is move to a waypoint (waypoint3) from where objective2 is visible and perform the action -(take_image waypoint3 objective2 camera0 high_res)
If the rover was to produce a plan that better represents the Martian's expectations, it would look like -(sample_soil store waypoint3) (communicate_soil_data general waypoint3 waypoint3 waypoint0) (drop_off store) (sample_rock store waypoint3) (communicate_rock_data general waypoint3 waypoint3 waypoint0) (take_image waypoint3 objective1 camera0 high_res)
Now if the rover chose to directly use an MCE it could end up explaining up to six different model differences based on the problem and the plan under execution. In some case, this may be acceptable, but in others, it may make more sense for the rover to bear the extra cost rather than laboriously walking through all the updates with an impatient Martian. MEGA lets us naturally model these scenarios through the use of the α parameter -the rover would choose to execute the Martian's expected optimal plan when the α parameter is set to zero (which means the rover does not care about the extra cost it needs to incur to ensure that the plan makes sense to the Martian with the least explaining involved). Figure 4 shows how the explicability cost and explanation cost varies for three typical problem instances in this domain. For these three problems, the algorithm starts converging to the smallest possible MCE, when α is set to one. For smaller α, MEGA , as expected, chooses to save explanation costs by choosing to run more expensive plans. The Barman (in a Bar) Domain Here, the brand new two-handed Barman robot is wowing onlookers with its single-handed skills, even as its admirers, who by now are half-drunk, are beginning to freak out with its skills and expect, much like in the original IPC domain, that it is required to have one hand free to perform actions like fill-shot, refill-shot, shake etc. To make a single shot of a cocktail with two shots of the same ingredient with three shots and one shaker, the human expects the robot to execute the following plan -(fill-shot shot2 ingredient2 left right dispenser2) (pour-shot-to-used-shaker shot2 ingredient3 shaker1 left l1 l2) (refill-shot shot2 ingredient3 left right dispenser3) (pour-shot-to-used-shaker shot2 ingredient3 shaker1 left l1 l2) (leave left shot2) (grasp left shaker1)
The robot can, however, directly start by picking both the shot and the shaker and does not need to put either of them down while making the cocktail. Similar to the Rover domain, we again illustrate on three typical problems from the barman domain (Figure 4 ) how at lower values of α the robot choose to perform plans that require less explanation. As α increases the algorithm produces plans that require larger explanations with the explanations finally converging at the smallest MCE required for that problem.
Conclusion
We saw how an agent can achieve human-aware behavior (such as via explicable plans) while at the same time keeping in mind the cost of departure from its own optimality which could otherwise have been explained away if given the opportunity. This raises several intriguing challenges in the plan generation process, most notably in finding better heuristics in speeding up the model space search process as well as dealing with model uncertainty and identifying the sweet spot of the algorithm in explicabilityexplanations trade-off. Indeed, the revised human-aware planning paradigm opens up exciting new avenues of research such as learning human mental models, providing explanations at different levels of abstractions, and so on.
