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Kurzzusammenfassung
In dieser Arbeit werden Untersuchungen der spezifischen Wärme, der magnetis-
chen Suszeptibilität und des elektrischenWiderstandes an den Eisen-Pniktid-Suprale-
itern LiFeAs, NaFe1−xCoxAs, AFe2As2 (A = K, Ca, Ba), M1−xNaxFe2As2 (M =
Ca, Ba), Ca(Fe1−xCox)2Fe2As2, sowie hieraus abgeleitete Materialeigenschaften aus-
geführt. Es wird gezeigt, dass sich der kombinierte strukturelle erste Ordnungs-
Phasenübergang und die Spindichtewelle in den undotierten Verbindungen der 122
Familie bei niedriger Dotierung allmählich zu niedrigeren Temperaturen verschiebt.
Bei höherer Dotierung wird der Übergang vollständig unterdrückt und zugleich tritt
bei tiefen Temperaturen Supraleitung auf. Hingegen findet sich im Phasendiagramm
von Ca(Fe1−xCox)2Fe2As2 (0 ≤ x ≤ 0.20) ein ausgeprägter Bereich, in dem Mag-
netismus und Supraleitung koexistieren. Weitere wesentliche Ergebnisse betreffen die
elektronischen Eigenschaften der Materialien und die der supraleitenden Bandlücke.
Für LiFeAs kann die Temperaturabhängigkeit der elektronischen spezifischen Wärme
durch s-artige Lücken in Übereinstimmung mit ARPES Ergebnissen beschrieben wer-
den. Die entsprechenden Analysen für Einkristalle von KFe2As2, Ca0.32Na0.68Fe2As2
und Ba0.65Na0.35Fe2As2 deuten ebenfalls auf zwei s-artige Bandlücken hin.
Abstract
In this thesis, specific heat, magnetic susceptibility and resistivity studies on the
iron-pnictide superconductors LiFeAs, NaFe1−xCoxAs, AFe2As2 (A = K, Ca, Ba),
M1−xNaxFe2As2 (M = Ca, Ba), and Ca(Fe1−xCox)2Fe2As2 are presented, from which
different intrinsic physical properties are resolved. The combined first-order spin-
density wave/structural transition which occurs in the parent compounds of the 122
pnictide systems is shown to gradually shift to lower temperature for low doping lev-
els. Upon higher doping, this transition is completely suppressed and simultaneously,
superconductivity appears at lower temperature. In contrast, the phase diagram in
Ca(Fe1−xCox)2Fe2As2 (0 ≤ x ≤ 0.20) is shown to exhibit a pronounced region of co-
existence of magnetism and superconductivity. Further important results reported
in this work concern the electronic properties and superconducting-gap character-
istics. In LiFeAs, the zero-field temperature dependence of the electronic specific
heat can be well described by two s-wave gaps, whose magnitudes are in agree-
ment with ARPES results. Our gap analysis in KFe2As2, Ca0.32Na0.68Fe2As2, and
Ba0.65Na0.35Fe2As2 single crystals also implies the presence of two s-wave-like gaps.
The magnetic phase diagram of LiFeAs and KFe2As2 for magnetic fields along both
principal orientations has been constructed and an anisotropy of H
c2(T) of 3 and 5,
respectively, has been obtained.
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Chapter 1
Introduction
The initial discovery of superconductivity in April 1911 by Heike Kamerlingh Onnes
and co-workers in mercury (Hg), with a superconducting transition temperature T c
∼ 4.1K [1], has lead to wide research activities in condensed-matter physics. Great
technological potential for this effect has been recognized. Furthermore, it has at-
tracted enormous experimental and theoretical efforts. Various systems including
elemental metals, oxides, and other compounds turned out to be superconductors
[2], which supports that superconductors are actually not rare in nature. Later,
many other types of superconductors were investigated, such as heavy-fermion sys-
tems and organic superconductors. Fig. 1.1 presents the milestones in discovering
higher T
c
superconductors since the discovery of superconductivity in 1911. In April
1986, a significant breakthrough was made by Karl Müller and Johannes Bednorz
[3], when they discovered superconductivity at 35K in La-Ba-Cu-O (LBCO). By
substitution of Sr for Ba in LBCO, the superconducting transition temperature is
enhanced from 35K to 52K [4]. Further replacement of Y for La has produced a new
high-temperature superconductor with T
c
up to 93K [5]. It should be noted, how-
ever, that the highest Tc in cuprates currently known is 164K in HgBa2Ca2Cu3O8+δ
under 31GPa applied pressure [6] (see Fig. 1.1, [2]).
Reminiscent of the discovery of the cuprate superconductors in 1986, in February
2008 Yoichi Kamihara reported on superconductivity in a new Fe-based supercon-
ductor (FeSC) LaFeAs(O1−xFx). After the discovery of superconductivity with a Tc
∼ 26K [7], iron pnictides are at present of great interest in fundamental and applied
research due to their large variety of structural, magnetic, and electronic properties,
as well as their interesting characteristics as unconventional superconductors. Lots
of investigations have been applied to study the mechanism of the novel and unusual
superconductivity in the new FeAs compounds. Shortly after this discovery, several
groups reported an increase of T
c
values by replacing La with smaller-size rare-earth
ions (Tc = 41K in CeO1−xFxFeAs [8], Tc = 52K in PrO1−xFxFeAs [9], and values
1
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Figure 1.1: The superconducting transition temperature of some known supercon-
ductors versus the date of their discovery.
as high as Tc = 55K in SmO1−xFxFeAs [10]). In general, Tc is raised to 56.3K in
Gd1−xThxFeAsO with x = 0.2 [11].
The high T
c
in cuprate superconductors are part of a large class of materials
in which the electrons are strongly correlated. Through the strong Coulomb in-
teraction, resulting in a so-called Mott insulator, two electrons are prevented from
occupying the same site. The discussion on FeSCs was largely stimulated by some
close similarities to cuprate superconductors, such as:
• Both cuprate and FeSCs are represented by a two-dimensional layered struc-
ture; either FeAs or CuO2 layers. The layered structures in both classes leads
to a strong anisotropy of the electronic properties.
• In both classes the phase diagrams for electron and hole doping are similar.
The superconducting region of the phase diagram is close to the region of
antiferromagnetic ordering and both have a high superconducting transition
temperature exceeding 55K.
• Cooper pairing in both classes is of singlet-type. Both classes are type-II su-
perconductors.
• Both systems are very close to a complex interplay between magnetism and
superconductivity and superconductivity arises upon doping the antiferromag-
2
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netic parent compound with electrons or holes (e.g., [12]) or by applying pres-
sure to the mother compound [13].
• In cuprate superconductors low-temperature specific-heat studies have shown
a variety of interesting results such as e.g., in YBa2Cu3O6.95 and YBa2Cu3O7
[14, 15, 16, 17]. Using specific-heat studies, the gap properties of different
families of FeSCs have been investigated (see the discussions below, in chapters
4, 5, and 6).
• Furthermore, a number of experiments indicate that the superconducting state
of both systems are multi-gapped with mixed order parameters.
As the similarities of both classes have been addressed, it is important to stress the
key differences between them:
• In most pnictides, the superconducting order parameter has been proposed as
an isotropic s
±
-wave pairing, while in cuprates the d -wave superconducting
order parameter has been confirmed.
• Prototype phases of high-temperature superconductor (HTSC) pnictides are
antiferromagnetic metals, while in cuprates these are antiferromagnetic insula-
tors (strongly correlated, charge-transfer-type) .
In order to understand the nature of superconductivity in Fe pnictides, a huge
amount of theoretical and experimental studies have been performed [61], but nev-
ertheless many questions remain unanswered such as the symmetry of the order
parameter and the pairing mechanism, as well as their relation to the magnetic-
properties. In this situation, low-temperature specific heat and magnetic suscepti-
bility measurements are helpful since they provide insight into many-body physics
via the renormalization of such physical quantities as the Sommerfeld coefficient γ
n
(a measure of the renormalized density of states), the irreversibility field Hirr, the
upper critical field H
c2, its anisotropy etc.. All are important factors which affect
superconducting and the normal-state properties. Moreover, they can shed light on,
e.g., some other aspects of the electronic structure. In addition, such measurements
probe the system in equilibrium and at low energy.
In the scope of this thesis, the physical properties of the recently discovered Fe-
based superconductors LiFeAs, and hole-electron doping in 122 systems (KFe2As2,
Ca1−xNaxFe2As2, Ba1−xNaxFe2As2, Ca(Fe1−xCox)2Fe2As2), and NaFe1−xAxAs (A =
Co, Rh) are intensively investigated based on resistivity, magnetization, and partic-
ulary, low-temperature specific-heat studies. This thesis is organized as follows:
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• Chapter two presents the fundamentals and the theoretical background of su-
perconductivity of these compounds. Throughout the chapter, the experimen-
tal techniques and a description of the systems used for measurements are
briefly reviewed.
• Chapter three introduces an overview of the four different FeSCs systems.
• The fourth chapter presents specific-heat data of single-crystalline LiFeAs in
fields B parallel and perpendicular to the c axis. The electronic properties,
magnetic phase diagram, and superconducting gap characteristics are stud-
ied using low-temperature specific-heat measurements. The gap values and
the Sommerfeld coefficient in the normal state are in agreement with ARPES
results.
• The fifth chapter starts with low-temperature specific-heat measurements of
KFe2As2. The upper critical fields on KFe2As2 single crystals derived from low-
temperature specific-heat and magnetization measurements are determined,
followed by investigation of the superconducting-gap properties. The data
confirm the high anisotropy of the upper critical fields H
c2, ranging from a fac-
tor of 5 near Tc to a slightly reduced value around 4.5 approaching T = 0. A
comparison of two different crystals shows the bulk nature of superconductiv-
ity associated with complex magnetic phases. A very large sample-dependent
Sommerfeld coefficient is observed.
• The sixth chapter shows thermodynamic investigations on M1−xNaxFe2As2 (M
= Ba, Ca). It focuses on the calorimetric evidence of multiband superconduc-
tivity in the hole-doped 122 systems. The superconducting-gap properties on
different hole-doped 122 systems are shown. The zero-field data manifests a
high electronic specific heat in the normal state, which is comparable to other
hole-doped 122 compounds.
• The seventh chapter summarizes the electronic phase diagram of electron-
doped Ca(Fe1−xCox)2As2 single crystals, revealed from magnetization and re-
sistivity measurements. Furthermore, the specific heat on Ca(Fe1−xCox)2As2
(x = 0, 0.032, 0.051, 0.056, 0.063, and 0.146) in the normal and supercon-
ducting state are studied. The phase diagram and the upper critical field of
Ca(Fe0.937Co0.063)2As2 are presented.
• The eighth chapter presents recent specific-heat measurements of an ongoing
study on NaFe1−xCoxAs (x = 0, 0.025, 0.05, 0.08) single crystals. The data
show an optimal doping level (x = 0.025) and that further doping of Co reduces
Tc. Specific heat in NaFe0.95Rh0.05As shows superconductivity at 19.4K.
4
Chapter 2
Theory and Methodology
2.1 Overview of superconductivity
Shortly after the discovery of the Meissner effect [18], the London theory [19] was
proposed in 1935, which was the first theory providing a classical phenomenologi-
cal description of superconductivity. The theory was in good qualitative agreement
with the experiment. In 1950, based on Landau’s second-order phase transition,
the Ginzburg-Landau (G-L) theory was proposed [20] and described type-II super-
conductors [21]. It should be noted that both London and G-L theory describe the
behavior of superconductors. However, their scope of application was limited because
the theories could not explain the microscopic origin of superconductivity.
2.1.1 BCS theory
In 1957, Bardeen, Cooper, and Schrieffer (BCS) proposed a microscopic theory of su-
perconductivity based on fundamental principles of quantum mechanics [22, 23, 24].
The BCS theory assumes that superconductivity depends on the existence of at-
tractive forces between electrons rather than repulsive forces, which comes from
electron-phonon interactions. The existence of an attractive force leads to the su-
perconducting properties. From a quantum-mechanical point of view, when two
electrons have propagation vectors that are equal in magnitude and opposite in di-
rection, the attractive force becomes maximal. The central statement of the BCS
theory is that two electrons are able to form a bound-state, a so-called Cooper
pair, which are in a spin-singlet state with antiparallel spins. The main original
results of the BCS theory described the superconducting energy gap within an s-
wave scenario (which is common for many low-temperature superconductors but is
not realized in unconventional superconductors, such as in d -wave high-temperature
superconductors). Furthermore, BCS theory is able to give an approximation for the
quantum-mechanical many-body state of the system of electrons inside the metal.
5
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Figure 2.1: According to the
BCS theory, the relation be-
tween the reduced gap as
function of the reduced tem-
perature.
It was also observed that the specific heat of a superconductor shows a jump at the
superconducting transition temperature. The formation of the energy gap changes
the electronic contribution to the specific heat, while the lattice contribution remains
unaffected, becoming very small in the low-temperature regions. The electronic
contribution to the specific heat (C
el
) in the superconducting state (for T → 0) is
given by:
Cel ≈ a exp[−
∆
kBT
], (2.1)
where ∆ is the energy gap of the density of states of the superconducting state. In
the weak coupling limit, the ratio of 2∆/kBTc is given by:
2∆(T = 0) = 3.53 k
B
T
c
, (2.2)
kBTc = 1.13 ~ωD exp(−1/λ), (2.3)
where λ is the electron-phonon coupling parameter. Fig. 2.1 shows the reduced energy
gap ∆(T)/∆(0) versus the reduced temperature T/Tc. In the weak-coupling limit,
near T
c
the energy gap goes to zero as T → T
c
. Furthermore, the specific-heat jump
can be described as:
∆C
γT
|
T=Tc
=
C
s
− C
n
γT
|
T=Tc
= 1.43. (2.4)
With the discovery of the heavy-fermion and copper-oxide superconductors, it is not
clear whether the BCS theory explains all types of superconductors. Nevertheless,
there is no doubt that many of the properties of high-temperature superconductors
agree with the BCS scenario.
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2.1.2 Eliashberg theory
L. P. Gor’kov established the quantitative relation between the order parameter and
the superconducting gap [25], which was the connection between the microscopic BCS
theory and macroscopic G-L theory. Using the BCS framework, several important
theoretical predictions have been derived. In 1959, Eliashberg has created a way to
include the phonon dynamics [26], and a good agreement was achieved for a large
number of strongly coupled superconductors [27]. According to Eliashberg theory,
the dimensionless λ can be expressed as:
λ = 2
∫
∞
0
α
2
F (ν)
ν
dν, (2.5)
where the coupling electron-phonon mass enhancement is (1+λ) and α2F(ν) is known
as the Eliashberg function and can be expressed as:
α
2
F (ǫ, ǫ′, ν) = Σ
α
2
kk
′F (ν)δ(ǫ− ǫk)δ(ǫ− ǫ
′
k
)
D(ǫ)D(ǫ′)
. (2.6)
α
2
kk
′F(ν) can be calculated from the band structure, and is related to the phonon
spectral function.
The change in the electronic specific heat in the superconducting state is given
by ∆C
el
(T ) = T∂2(∆F )/∂T 2 where ∆F = F
N
− F
S
is the difference between the
free energy of the system in the normal and superconducting state. The change in
the free energy can be expressed in terms of the mass renormalization Z
i
(ω
n
) and
the anomalous self-energy φi(ωn) on the Matsubara frequency axis [28]
∆F = −
π
β
∑
i,n
N
i
(0)
[
|ω
n
|(ZN
i
(ω
n
)− 1)
−
2ω2
n
[(ZS
i
(ωn))
2 − 1] + φ2
i
(ωn)
|ωn|+
√
ω
2
n
(ZS
i
(ωn))2 + φ2i (ωn)
+
ω
2
n
Z
S
i
(ω
n
)(ZS
i
(ω
n
)− 1) + φ2
i
(ω
n
)
√
ω
2
n
(ZS
i
(ω
n
))2 + φ2
i
(ω
n
)
]
,
where β = 1/T (kB = 1), Ni(0) is the density of states of band i at the Fermi level,
ω
n
= (π/β)(2n+1), where n is an integer number = 0,±1,±2,±3,...., and the super-
scripts N and S denote the mass renormalization in the normal and superconducting
states, respectively. The self-energies are obtained by solving the multiband Eliash-
berg equations. The gap ∆i(ωn) = φi(ωn)/Zi(ωn) and mass renormalization Zi(ωn)
functions are given by the coupled equations [29]
Z
i
(ω
n
)∆
i
(ω
n
) =
π
β
∑
m,j
D
ij
(ω
n
− ω
m
)
∆
j
(ω
m
)
√
ω
2
n
+∆2
j
(ω
m
)
, (2.7)
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and
Zi(ωn) = 1 +
π
β
∑
m,j
Dij(ωn − ωm)
(ωm/ωn)Zj(ωm)
√
ω
2
n
+∆2
j
(ωm)
, (2.8)
where ωn and ωm are fermion Matsubara frequencies, and
Dij(ωn − ωm) = λij
∫
∞
0
dν
2νBij(ν)
(ωn − ωm)2 + ν2
. (2.9)
Here, λ
ij
is the dimensionless coupling strength which parameterizes the coupling
strength to the bosonic spectrum Bij(ν) (multiband analogue of F(ν)) .
Actually, experiment and theory are important for determination of the electron-
phonon spectral function. First of all, the electron-phonon spectrum should be cal-
culated, then corrections are made by fitting between calculation and experimentally
measured [30]. More discussion about this procedure can be found in reference [30].
2.1.3 Ginzburg-Landau (G-L) theory
The Ginzburg-Landau theory is a phenomenological theory of superconductivity,
though it can be derived as a limiting case of BCS theory. The G-L macroscopic
theory describes superconductivity taking into account the local variations of the
order parameter [2]. Here, the overall free energy is important instead of the detailed
spectrum of excitations. The G-L theory assumes all superconducting electrons can
be described by a single-phase wave function, ψ(r) = |ψ(r)|eiφ, where ψ is a complex
wave function. The local density of superconducting electrons is given as ns = |ψ(r)|
2.
Beyond the scope of the London theory, via the G-L theory one is able to treat two
features: (i) non-linear effects of fields strong enough to change (|ψ(r)|2) and (ii) the
spatial variations of n
s
.
The Gibbs free energy describing an inhomogeneous superconductor in a magnetic
field can be written as [2]:
Gs(H) = Gn+
∫
(
~
2
2m∗
| ∆ψ−i
e
∗
~c
A | ψ |
2 +a | ψ |2 +
b
2
| ψ |
4 +
B
2
8π
−
BH
4π
)dV, (2.10)
where G
n
is the free-energy density of the normal state, A is the magnetic vector
potential, a and b are functions of temperature only, ~ is the reduced Planck’s
constant, c is the speed of light, and m* and e* are the superconducting electron
mass and charge, respectively. In case of a normal material, B = µ0H, M = 0 and
the magnetic contribution is 1
2
µ0H
2, where B is the magnetic induction and H is the
external magnetic field. In regions of perfect superconductivity, B = 0, M = -H, and
the magnetic contribution is µ0H
2, and ψ(r) = |ψ(r)|eiφ is the order parameter. Over
8
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Figure 2.2: (a) Schematic diagram showing the differences between type-I and type-II
superconductors.
a small range of temperatures near Tc the parameters a and b have the approximate
values:
a(T ) ≈ a0[
T
Tc
− 1], (2.11)
b(T ) ≈ b0, (2.12)
where a0 and b0 are both defined as positive, so that a(T ) vanishes at Tc and is
negative below T
c
.
Two coupled Ginzburg-Landau equations can be obtained due to minimizing the
Gibbs free energy by:
∂Gs
∂ψ
= 0, (2.13)
∂G
s
∂A
= 0. (2.14)
These equations (2.10), (2.13), and (2.14) set up the basis for the G-L theory.
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2.1.4 Type-I and type-II superconductivity
In type-I superconductors the magnetic field remains zero as H increases until sud-
denly the superconductivity is destroyed at Hc (see Fig. 2.2). In a type-II supercon-
ductor there are two critical fields, Hc1 and Hc2, and a magnetic field is completely
expelled in the superconducting state below a critical field H
c1. When H > Hc1
the field is only partially excluded, and the bulk specimen remains superconducting.
Between H
c1 and Hc2 the superconducting state coexists with normal-state regions,
where the magnetic field penetrates into the sample. This mixed state is called a
vortex state. The vortex state describes swirling tubes of electrical current induced
by an external magnetic field. Inside the vortices the specimen is in the normal
state surrounded by the superconducting state. Above the critical field Hc2 the flux
penetrates completely and superconductivity vanishes. For type-II superconductors
two characteristic lengths can be defined. The first one is the coherence length ξ
which gives the length scale for the order parameter ψ to vary significantly:
ξ =
√
~2
2m∗ | a |
. (2.15)
The second one is the London penetration depth λ, which measures the depth of
penetration of the magnetic field:
λ =
√
m
∗
c
2
b
4πe∗2 | a |
. (2.16)
The sign of the surface tension σns is determined by the Ginzburg-Landau parameter
(κ =λ/ξ) [2]. Assuming there is a mixture of superconducting and normal-state
domains in the external field H, the surface tension is defined as:
σns ≈
B
2
c
2µ0
(ξ − λ) . (2.17)
A significant difference between type-I and type-II superconductors is the mean
free path of the conducting electrons in the normal state. When λ < ξ, σ
ns
is positive
and the superconductor is classified as type-I. On the other hand, if λ > ξ, σns is
negative, and the superconductor becomes unstable with respect to the formation of
vortices. This causes vortices, and type-II behavior is formed. Abrikosov [21] proved
that the exact break point between type-I and type-II superconductors lies at κ =
1/
√
2. Thus, one has:
κ <
1
√
2
Type− I (2.18)
κ >
1
√
2
Type− II (2.19)
10
2.1. Overview of superconductivity 2. Theory and Methodology
Figure 2.3: Spin structure of
a spin glass (top) and the or-
dered one of a ferromagnet
(bottom).
High-temperature superconductivity in cuprates is type-II superconductivity with ξ
around 1 - 2 nm, λ is around 100 - 250 nm and the upper critical field is found to
be around 400T. In the cases of Fe-pnictides, ξ is typically around 1 - 5 nm, λ is
around 180 - 250 nm and the upper critical field Hc2 is typically about 100T. One
can see that both cuprates and Fe-pnictide superconductors have high critical fields
which opens possibilities for practical use. For a tetragonal type-II superconductor
one can specify.
H
⊥c
c2
=
φ0
2πξabξc
, (2.20)
H
‖c
c2
=
φ0
2πξ2
ab
, (2.21)
where φ0 is the magnetic-flux quantum and φ0 = h/e* = 2.07 x 10
−7Oe cm2.
2.1.5 Coexistence of magnetism and superconductivity
In general, superconductivity and magnetism were always considered as competing
phenomena, and a magnetic moment induces pair breaking which always leads to a
reduction of the superconductivity of a system. Thus, the interplay between mag-
netism and superconductivity is a very interesting phenomena. As observed in the
11
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cuprates, the coexistence between magnetism and superconductivity introduces the
possible appearance of unconventional superconducting states. L. P. Gor’kov noticed
that magnetic impurities induce a reduction of the superconducting transition tem-
perature Tc [25]. The close relationship of magnetism and superconductivity suggests
that a detailed investigation of how these two phases coexist will provide important
clues to elucidating the pairing mechanism [31]. In strongly correlated systems with
transitions from ordered magnetic phases to superconductivity, the superconductiv-
ity pairing mechanism, the symmetries of the order parameter and competing ground
states are important aspects that should be taken into account.
Very recently, the superconductivity in KFe2As2 single crystals (see section 5.6
and [32]) occurs (in some cases coexists) in the vicinity of disordered magnetic phases
(Griffiths and spin-glass-type) depending on the amount of local magnetic moments.
Considering the quantum nature of the spin for the description of a spin-glass, the
coexistence between superconductivity and the spin-glass state has been studied
[33]. In the case of the Griffiths phase, some minor regions of the sample contain a
sufficiently high local defect concentration and magnetic clusters. These magnetic
clusters lead to the formation of a Griffiths phase [34, 35]. On the other hand,
a spin glass is a general disordered magnet with frustrated interactions and both
ferromagnetic and also antiferromagnetic bonds, which are randomly distributed
(see Fig. 2.3). Above the spin-glass transition temperature, the spin glass exhibits a
paramagnetic behavior.
One can confirm the spin-glass phase of a system by measuring the dc magneti-
zation under both zero-field-cooled (ZFC) and field-cooled (FC) conditions. During
the field-cooled process, the magnetization curve will be increased and described by
the Curie law. Furthermore, using AC magnetization, the frequency dependence of
a system should be studied. These behaviors will be presented in section 5.7.
2.2 Upper critical field: WHH theory
The upper critical field is the magnetic field which kills superconductivity in type-II
superconductors. Based on the Ginzburg-Landau theory, Abrikosov provided the
first theoretical description of the upper critical field H
c2, which limited applications
to a temperature range near Tc [21]. In 1960, Gor’kov presented the first microscopic
theory of Hc2 for clean superconductors with mean free paths l → ∞ [36]. In 1965,
Werthamer, Helfand, and Hohenberg (WHH) used the upper critical magnetic field
Hc2 obtained from the solution of the linearized Gor’kov equations [37] of a bulk
type-II superconductor, and extended it to include the effects of Pauli spin paramag-
netism and spin-orbit impurity scattering. Later, the Fermi-surface anisotropy effect
and strong electron-phonon coupling were considered [38, 39]. Fig. 2.4(a) shows the
12
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Figure 2.4: (a) Normalized upper critical field h∗ versus the normalized supercon-
ducting temperature t without spin effects [40]. (b) Normalized upper critical field
h∗ versus the normalized superconducting temperature t with spin effects [37].
normalized upper critical field h∗ versus the normalized superconducting temperature
t = T/T
c
without taking into account the spin effects, which are expressed by:
ln
1
t
=
∞
∑
ν=−∞
1
2ν + 1
− [2ν + 1 +
h̄
t
+
(αh̄
t
)2
2ν + 1 + ℏ+λso
t
]−1}, (2.22)
h
∗(t) = −H
c2
dHc2
dt
|
t=1, (2.23)
Hc2 = −h∗Tc
dH
c2
dt
|Tc . (2.24)
Here, α is the Maki parameter which describes the relative strength of orbital break-
ing and the limit of paramagnetism and λso (when λso > 0, the effect of the spin-
paramagnetic term) is the spin-orbit coupling strength. The WHH theory concluded
that the transition is first order for α > 1.47 and second order for α < 1. When 1 <
α < 1.47, the system can undergo a second-order superconducting to a normal-state
transition. The upper critical fields are given by the WHH formula:
Hc2 = −693Tc
dHc2
dt
|Tc (dirty − limit), (2.25)
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Figure 2.5: Superconducting gap with different gaps in k space.
Hc2 = −727Tc
dH
c2
dt
|Tc (clean− limit). (2.26)
The experimental H
c2 data for Ti0.56Nb0.44 and the calculation including the spin
effects in the dirty limit [37] are represented in Fig. 2.4(b). The theoretical curves are
based on the WHH model. It can be seen that Hc2 is highest without considering any
spin effects, and it is reduced to the smallest value when only the Zeeman effect is
included. The choice λso = 1.5 gives quite good agreement with the Ti-Nb data. The
spin-orbit scattering counteracts the effects of the spin paramagnetism in limiting
the critical field.
2.3 Phenomenological two-gap model
In a superconductor, the superconducting gap is a very important quantity which
gives information about the superconducting order parameters. Fig. 2.5 shows the
superconducting gap with different gap symmetries in k space. The left illustration
shows the isotropic s-wave superconducting-gap case, with L = 0, S = 0 and the
superconductor is fully gapped. This is typical for the BCS scenario. In the case of
the anisotropic p-wave gap, L = 1 and S = 1. For a d-wave gap, L = 2 and S = 0.
Different gap symmetries on a cylindrical Fermi surface can be summarized as [2]:
g(k) =
{
1 isotropic-s-wave
cos(2ϕ) d-wave.
(2.27)
The gap anisotropy is defined as:
14
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Ω ≡ 1− < ∆(k) >
2
< ∆(k)2 >
, (2.28)
which is 0 for isotropic s-wave superconductors and 1 for d-wave superconductors.
There are different ways to investigate the superconducting order parameter of
the new Fe-based superconductors by measuring specific heat. One way to probe the
superconducting gap using specific heat is to determine the electronic contribution
to the specific heat as a function of temperature, then the α model (within a two gap
scenario, see below) will be used. A second way, is to measure the low-temperature
specific heat as a function of field, as long as the sample does not have a magnetic
impurity phase. The theory of Volovik (1993) [41] predicts that γ ∼ H1/2 in a clean
superconductor with line nodes for H ≪ H
c2, while the theory of Kübert et al. [42]
gives γ ∼ HlogH for a disordered superconductor with line nodes. The third way, is
to measure γ in field as a function of angle in the nodal plane [43].
The so-called α-model was originally proposed to account for the thermodynamic
properties of a strongly coupled single-gap superconductor in a semiempirical ap-
proach [45]. This model, however, was later generalized to explain the specific-heat
behavior in multi-band, multi-gap superconductors, i.e., MgB2 [44]. Following this
model, the thermodynamic properties like the entropy S and specific heat C can be
calculated for a system of independent quasiparticles as [45, 44]:
S
γnTc
= − 6
π
2
∆(0)
kBTc
∫
∞
0
[f ln f + (1− f) ln(1− f)]dy, (2.29)
C
γ
n
T
c
= t
d (S/γnTC)
dt
. (2.30)
Here, t is the reduced temperature T/Tc, γn is the Sommerfeld coefficient in the nor-
mal state, f = [exp (βE) + 1]−1 and β = (kBT )
−1. The energy of the quasiparticles
is given by E =
√
[ǫ2 +∆2(t)], where ǫ is the energy of the normal electrons rela-
tive to the Fermi surface. In Eq. 2.29, the integration variable is y = ǫ/∆(0), where
∆(0) is the zero-temperature gap magnitude and the scaled gap α = ∆(0)/kBTc is
the only adjustable fitting parameter. The temperature dependence of the gap is
determined as ∆(t) = ∆(0)δ(t), with δ(t) being obtained from the table in Ref. [46].
In the case of two gaps, the thermodynamic properties are determined as the sum
of contributions from the two gaps, i.e., α1 (= ∆1(0)/kBTc) and α2 (= ∆2(0)/kBTc)
with weights γ1/γn and γ2/γn respectively and γ1 + γ2 = γn.
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Figure 2.6: α -model for 2∆0/kBTc = 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 (thick line, BCS) 4.0,
4.5, 5.0 [44].
Fig. 2.6 shows the calculated normalized electronic specific heat [44] for 1 <
2∆0/kBTc < 5 based on the α-model. Two characteristic temperatures Tc and T∆ =
∆0/(1.76 kB)(which are independent in the present model) should be considered to
understand the unusual shape of the curves in Fig. 2.6.
• For T ≪ T∆, the electronic specific heat follows an exponential character
reflecting the behavior of semiconductors.
• For T ≈ T∆ < Tc, the system is superconducting and the electronic specific
heat approaches the normal state.
• If T = Tc, the gap closes and if Tc > T∆, the specific heat jump is small.
2.4 Specific heat
The specific heat (C) of a system is defined as the change in internal energy (U) by
a change of temperature (T) and can be expressed by:
Cx,y,... = (
dU
dT
)x,y,..., (2.31)
where x, y,..., are the quantities such as volume, pressure, magnetic field and so
on, which are kept constant during the measurements. Practically, the specific heat
is measured by determining the amount of heat dQ which is needed to raise the
temperature of the system by dT :
dQ = CdT. (2.32)
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For free electrons, the total specific heat of a system generally contains electronic,
phononic, and magnetic contributions, and it can be expressed as a sum of these
contributions as:
C = Cel + Cph + Cmag + ...... (2.33)
The total electron energy (Ui) of different contributions can be expressed in terms
of an integral over the density of states:
Ui =
∫
Di(E)fi(E)EdE, (2.34)
where D
i
(E) and f
i
(E) denote the density of the excitation spectrum of the respective
particles (e.g., electrons) and quasiparticles (e.g., phonons), respectively. The density
of states per unit volume D(E) = V −1 dNk/dÉ gives the number N of the allowed
states (with the wave vectors k) per energy interval dÈ at a volume V . dÉ can be
calculated from the corresponding dispersion relation É(k) = ~ω(k).
2.4.1 Electronic specific heat
Conduction electrons are indistinguishable and obey Fermi-Dirac statistics. When
N electrons of a system are in thermal equilibrium, the probability that a particular
energy level ε is occupied is given by the Fermi-Dirac distribution function:
fFD(E) =
1
e
(ε−µ)/kBT + 1
, (2.35)
where µ is the chemical potential and k
B
is the Boltzmann constant. This is chosen
to ensure that the total amount of electrons N is given by:
N =
∫
∞
0
D
el
(E)f
FD
(E)dE. (2.36)
The conduction-electron contribution Cel to the specific heat is given by the
derivative dU/dT as in Eq. 2.34. Solid-state physics text books [47] carry out an
approximation of this integral, yielding
C
el
= γ
n
T, (2.37)
γn = (
π
2
3
)D(EF )k
2
B
, (2.38)
where γn is the Sommerfield coefficient and provides a way to extract the value of
the density of states at the Fermi level.
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2.4.2 Phonons and the Einstein model
The atoms in a solid are in a state of continuous vibration. These vibrations are
called phonon modes and often constitute the main contribution to the specific heat.
In harmonic models of vibrating solids, neighboring atoms are depicted as being
bound together by springs. The treatment of harmonic oscillators shows that the
energy levels of an oscillator are given by:
εn = (n+
1
2
)~ω, (2.39)
where 1
2
~ω is the zero-point energy. Phonons are quasiparticles not obeying the Pauli
principle, therefore, for the probability of an excitation at a certain temperature and
a certain frequency, the Bose-Einstein distribution is used:
fBE =
1
e
(~ω−µ)/kBT − 1 . (2.40)
The mean value of n in Eq. 2.39 can be expressed as:
< n >=
1
e
(~ω)/kBT − 1 , (2.41)
which is valid in the state of thermodynamic equilibrium. In the Einstein model, the
lattice is considered as a collection of N independent oscillators [48], all vibrating
with the same angular frequency ωE. Thus, for a collection of N such oscillators the
density of states is given by a delta function:
D(ω) = Nδ(ω − ωE). (2.42)
The average internal energy per mole of a substance in the Einstein model is:
Uph = 3sNA
∫
(< n > +
1
2
)~ωδ(ω − ωE)dω, (2.43)
where s is the number of atoms per formula unit and N
A
is the Avogadro’s number =
6.02 x 1023. Here, θE = (~ωE/kB), which acts as a scaling factor for the temperature,
is known as the Einstein temperature, the specific heat can be represented as:
C
E
ph
(T ) = 3R[
θE
T
]2.
e
θE/T
(eθE/T − 1)2 , (2.44)
where R is the gas constant = 8.3145 J/mol K. For T ≫ θ, C
ph
= 3R, which is
known as the classical Dulong-Petit law. It is only valid at high temperatures and
predicts that the specific heat is constant for many materials.
18
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2.4.3 The Debye model
In solids at low temperatures, the wavelengths of phonon modes are much longer
than the interatomic distances. In the Debye approximation, the angular frequency
ω of a harmonic wave is related to the wave vector k and the wave velocity c as ω =
ck, where c is assumed to be constant. The density of phonon modes can be written
as:
D
D
ph
(ω) =
V
2π2
ω
2
c
3
, (2.45)
where V is the volume of the solid. In fact, all the allowed values of the wave vector
k lie within the range -π
a
< k < π
a
called the first Brillouin zone and a is the lattice
constant. Therefore, ω
D
is a cut-off frequency for vibrations. Debye suggested that
if there are N unit cells per mole, each with s atoms, then the total number of modes
is 3sN :
∫
ωD
0
3D(ω)dω = 3sN, (2.46)
where 3sN includes longitudinal and transversal vibrational modes. Using this value
and ω = ck, the density of states can be written as:
D
D
ph
(ω) =
3Ns
ω
3
D
ω
2
, (2.47)
so that the expression for the internal energy of the Debye model takes the form:
U
D
ph
(ω) = 3
∫
ωD
0
D
D
ph
(ω)(< n > +
1
2
)~ωdω. (2.48)
The specific heat is obtained by taking the derivative of UD
ph
with respect to the
temperature:
C
D
ph
(T ) = 9sR[
T
θD
]3
∫
θD/T
0
x
4
e
4
dx
(ex − 1)2 , (2.49)
using x = ~ω/kBT. For two specific cases, the integral can be solved analytically, i.e.,
for T = 0 and θ
D
/T → ∞:
C
D
ph
(T ) |T→0=
12π4
5
sRGas(
T
θD
)3. (2.50)
This is the well-known Debye law, which predicts that at low-temperature the spe-
cific heat at constant volume is proportional to the cubic power of the absolute
temperature. The total low temperature specific heat can be thus written in terms
of electronic and phononic contributions:
C(T ) |T→0= γnT + βT 3 (2.51)
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Figure 2.7: The behavior of the specific heat and entropy at different kinds of phase
transitions. The right-hand side shows a second-order phase transition while the
left-hand side represents a first-order phase transition.
β =
12π4
5θ3
D
sR. (2.52)
For T ≫ θD, one obtains again the classical Dulong-Petit law.
2.4.4 Specific-heat anomalies
The specific heat of some materials increases strongly within a certain temperature
range. This effect is sometimes referred to as specific-heat anomaly. In general,
specific-heat anomalies may be divided into (a) Schottky type and (b) co-operative,
order-disorder or λ-type phase transitions. The internal energy and the entropy of
both types change quickly as a function of temperature but vary continuously over
the temperature range of the anomaly only for (b). Phase transitions, as shown in
Fig. 2.7, can be divided into first-order and second-order transitions. In the case of
first-order phase transition, the change of entropy of a system is discontinuous and
the system occludes a certain amount of the latent heat according to dS = ∆Q/T ,
such as e.g., transition from gas to liquid and in some metal and alloys, a structural
transition as a first-order phase transition can be found.
20
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Figure 2.8: Specific-heat jump of superconducting aluminum together with the
normal-state specific heat [49]. The solid lines represent the fitting of the BCS
theory and the normal specific-heat part (see text).
For second-order phase transitions, the entropy of a system is continuous and
there is no latent heat. Such as for a specific-heat jump at a superconducting transi-
tion a λ-type transition is seen like for magnetic materials, while the entropy shows
no latent heat at the transition (see Fig. 2.7). By using the second law of thermody-
namics, the entropy can be written as:
dS =
∫
T2
T1
C
T
dT, (2.53)
and the differential of the Gibbs free energy (dG) is known as free enthalpy and can
be presented as:
dG = dH − TdS , (2.54)
where dH = TdS + V dP . Then, one can determine the specific heat at constant
pressure as C
p
= dH/dT . The BCS theory predicts that the specific heat jumps at
the transition temperature from the normal state value γnTc to the superconducting
state value Cs as shown in Eq. 2.4, which was reported by Phillips [49] in 1959. This
is shown in Fig. 2.8 for the case of Al, together with the BCS scenario, where the ex-
perimental specific-heat data are described well using the BCS theory (shown as the
solid line). The normal-state specific heat-data (for B = 300G) are described using
the linear extrapolation γnT . For T ≪ Tc, the BCS theory shows that the electronic
contribution to the specific heat will depend exponentially on temperature, as ex-
pected for s-wave superconductors. This situation can be different in unconventional
superconductors, if the gap has higher symmetry with nodes.
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Figure 2.9: View of calorimeter puck [50].
2.5 Experimental aspects of specific heat
2.5.1 PPMS
In this thesis, all of the measurements of the specific heat have been performed by
using a Quantum Design (QD) Physical Properties Measurement System (PPMS)
[50]. This consists of a commercial cryostat with a Variable Temperature Insert (VTI)
and a superconducting solenoid magnet with a maximum magnetic field of 9T. The
temperatures in the PPMS range between 1.8 to 400K. By using a 3He-circulation
cooling system, the sample chamber of the VTI can be cooled down to 400mK. As
with all standard PPMS, the calorimeter puck contains a resistive platform heater,
a platform thermometer, and a puck thermometer (see Fig. 2.9). The core of the
calorimeter puck is a sapphire plate with 8 thermally conducting wires structurally
supporting the sample platform in the middle of the puck frame [50]. Below the puck
frame there is a chuck, which produces the thermal contact to the base of the sample
chamber. The specimen is mounted together with Apiezon grease. Two types of
grease can be used such as type N (Normal) for T = 0 - 300K and type H (High) for
T = 200 - 400K. Typical sample masses are between 2 and 20mg with the optimum
sample geometry of 2 x 2 x 1 mm3.
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Figure 2.10: Heat-flow
diagram for a conven-
tional thermal-relaxation
calorimeter [50].
2.5.2 Thermal relaxation calorimetry
The measurement technique of the heat-capacity option uses a relaxation technique
and this measurement is described by Hwang et al. [50, 51]. It measures the thermal
response of a sample to change in heating conditions. Fig. 2.10 represents the heat
flow illustration for standard relaxation technique. A sample with unknown heat
capacity of C
x
is attached to a sample platform. The platform temperature T
p
is
determined from the temperature sensor, which is attached to the platform. K1 is
the thermal conductance between the bath and the platform, while K2 is the thermal
conductance between the sample and the platform thermal link. The heat-balance
condition for a sample can be described by applying a power P to the platform [50]:
P = C
a
dT
p
dt
+K2(Tp − Tx) +K1(Tp − T0), (2.55)
0 = C
x
dTx
dt
+K2(Tx − Tp), (2.56)
where Ca is the addenda heat capacity of the grease, heater, temperature sensor
and platform. When the power P is introduced to the heater, the temperature of
the platform/sample assembly will be raised to T0+∆T , where ∆T = P/K1. When
K2≫K1 and Tx≃Tp, the heat balance condition can be written as:
P = (Ca + Cx)
dTp
dt
+K1(Tp − T0). (2.57)
When the heat flow to the platform is disconnected, the platform/sample assembly
will cool to T0.
Tp(t) = T0 +∆T exp(−t/τ), (2.58)
where τ is the time constant, τ = (Cx + Ca)/K1. At ∆T/T≪ 1, Cx can be determined
from τ . It should be mentioned that the addenda measurements (sapphire plate
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Figure 2.11: Helium-3 System Schematic.
together with the Apiezon) should be performed separately. To get high-resolution
data during sample measurements at higher temperatures, an average of between 15
and 30 minutes per data point is recommended. In the case of the two-τ model,
the software simulates the effect of heat flowing between the sample and the sample
platform, and the effect of heat flowing between the sample platform and the puck.
2.5.3 3He-refrigerator system
Pumping on a pot of liquid 3He, a 3He-refrigerator cools to below 0.4K using a one-
shot mode. To achieve the ultimate base temperature, the system can be operated
in a one-shot mode, where the supply of 3He to the impedance is cut off. Without
the warm liquid flowing into the pot, the system can attain temperatures below
0.4K. The operation in one-shot mode is limited to about 90 minutes before the pot
must be refilled. To determine when the pot must be refilled, the control software
monitors the pressure in the tank. When the pressure increases to a specific value,
the system automatically switches back into circulating mode to allow liquid 3He to
collect in the pot. On the other hand, in the case of circulating mode, below 2.5K,
cooling is provided by circulating 3He. Cooling takes place in the pot by pumping
with the turbo pump. It should be mentioned that the turbo pump speed is adjusted
depending on the temperature set point [50]. At temperatures below 1K, liquid 3He
collects in the pot. Once the pot is full, the system starts the one-shot mode.
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The 3He-insert assembly is connected to the gas-handling system by two small gas
lines and various electrical cables. The base of the 3He-refrigerator probe plugs into
the 12-pin connector, which provides electrical access to the measurement hardware
at the bottom of the PPMS sample chamber. Thermal anchoring baffles along the
probe assist in cooling and maintaining the probe at a base temperature of 1.9K.
Two gas-handling lines run through the length of the probe: the pump line and the
return line. 3He-gas flows down the return line and condenses into the reservoir in
the base of the probe. A turbo pump is mounted at the top of the insert and pumps
on the liquid 3He via the pump line, thus reducing the temperature (see Fig. 2.11).
This reservoir is thermally linked to the sample stage that houses a thermometer,
heater, and the interface for the sample-mounting platforms. Samples are mounted
on specific sample mounts that plug into the sample stage [50].
It should be mentioned that the system had not been in use for a long time and
that many problems have been solved regarding 3He operation during this thesis.
Thus, some interesting information will be considered here. First of all, several
important points should be taken into account before starting an experiment with
the helium-3 refrigerator:
• To prevent impedance plugs, the 3He gas should be cleaned using the liquid
nitrogen (LN2) cold trap. To perform this operation, run the Cryo-Clean
3He with LN2 Trap wizard.
• If the room temperature pressure in the LN2 cold trap is greater than ambient
(atmospheric) pressure, the LN2 cold trap should be regenerated by pumping
gas out of the cold trap. To perform this operation, run the Regenerate LN2
Trap wizard.
• Verify the helium-3 pressure after cryocleaning. The typical working pressure
of the 3He gas should be between 300-500 torr. To perform this, run the
Pressure Verification wizard.
• If the value of the 3He gas is lower than 300 torr, it is necessary to add 3He
gas to the system. To perform this operation, run the Add 3He to system
wizard. To save 3He in the tank, run the Clean and Secure 3He Gas wizard.
• To improve the thermal contact between the sample chamber and probe, apply
Apiezon N grease between the sample mount and sample holder and also onto
the contact fingers.
• To prevent leakage and in order to provide a good sealing, the O-ring should
be covered with a small amount of grease and should be cleaned.
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2.5.4 3He-puck calibration
To calibrate the 3He puck, the calibration wizard should be run. This wizard contains
several processes such as inserting the puck, identifying its serial number, testing the
puck and finally starting the calibration. The software stores the serial number,
temperature parameters, and measures values in a new calibration, or cal. file. The
calibration process will take two steps known as pass 1 and pass 2. Once the first pass
is successfully finished, and one is sure that the calibration went down to 400mK,
the chamber should be opened before the second pass starts and the charcoal holder
is installed. Due to problems often occuring during this procedure, I will address
several features relating to calibrate the 3He puck:
• Apply a small amount of N grease to the tip of the calibration fixture, then
carefully insert it into the window on the puck.
• Gently tighten the two hex allen screws on the back of the sample-mounting
plate to ensure good thermal contact to the mounting surface, then specify the
serial number of the puck, so that the heat-capacity software includes the serial
number in the cal.file.
• In the Installation Wizards tab in the heat-capacity control center, select
Prepare New Puck Calibration. After following the procedures the 3He
puck has to be selected.
• After a successful installation, data file should be selected, then select finish.
The Puck Calibration (Pass 1) dialog box will open.
• Once the first pass is successfully finished, wait for the order chamber is now
flooding. Then take the calibration fixture from the puck and install the puck
again onto the bottom end of the Helium-3 insert.
• Install the platform stabilizer. Then the Puck Calibration (Pass 2) dialog
box opens. Since the High-Vacuum will start directly, the second pass of the
calibration will take more time than the first pass.
• After that, the puck has to be calibrated in each field up to 9T following the
same procedure of the zero-field calibration.
• Once the second pass is finished, the file He3PuckXX.cal has to be checked.
In order to examine all calibration tables for the .cal files, the Calorimeter Files
dialog box should be opened. To open the Calorimeter Files dialog box, double-
click on the Calibration status panel in the heat-capacity control center and then
select Switch to New in the Files tab in the heat-capacity control center. To view
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Figure 2.12: The temperature dependence of the specific heat of high purity and
oxygen-free copper measured with the calorimeter puck. The red line represents the
specific heat of copper from literature [52, 53]. The inset shows the plot C/T versus
T2. The solid red line shows linear fits to C/T = γn +βT
2.
a table that displays platform-thermometer resistance as a function of temperature,
double-click on a Therm Resist entry in the Calorimeter Files dialog box. This
can be found in the tables that the left-hand column shows the temperature, while
the right-hand column shows the resistance.
2.5.5 Test measurements
After the calibration procedures are finished, some test measurements should be done
in order to check the calibration of the puck itself and the platform thermometer at
low temperature.
The first examined test is to measure the absolute value of the specific heat
of high-purity copper. After the addenda (platform + small amount of N grease)
has been measured in a separate measurement, the measurement down to 400mK
is performed using the Helium-3 option as shown in Fig. 2.12. The experimental
specific-heat data are in good agreement with the data obtained in [52, 53]. Further-
more, high temperature specific-heat data follow the Dulong-Petit law. The zero-field
specific-heat data can be plotted as Cp/T versus T
2 following Cel + Cph = γnT +
βT
3, with γn and β as the electronic and lattice coefficients (see inset of Fig. 2.12).
The obtained value of γn for the investigated sample is γn = 0.69(2)mJ/mol K
2.
This γn value compares well with γn = 0.69(2)mJ/mol K
2 of Cotts and Anderson
[54].
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Figure 2.13: Zero-field specific-heat measurement represented as C/T versus T for
YNi2B2C.
The second test is to check the calibration of the platform thermometer at low
temperatures. To perform this test, high-purity YNi2B2C was measured carefully up
to 18K as shown in Fig. 2.13. The zero-field specific-heat measurements show a very
sharp superconducting transition at T = 15.4K. The superconducting transition
temperature determined from the midpoint of the specific-heat jump is consistent
with the one obtained from previous reports [55, 56].
2.6 Further measurement devices
Throughout this work, to investigate different physical properties of the Fe-based
superconductors, further measurement techniques have been used. In particular,
magnetization and resistivity measurements were carried out in addition to low-
temperature specific-heat studies.
2.6.1 SQUID Magnetometer
When an external magnetic field Happ is applied to a sample, the flux density due to
the interaction with the magnetic field (in cgs) can be written as:
B
in
= H
app
+ aπM, (2.59)
where M is the magnetization of the sample. The relation between M and H can be
written as:
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M = χ
m
H, (2.60)
where χm is called the volume magnetic susceptibility. The previous relation is
usually linear in the case of diamagnets and paramagnets.
The magnetization current caused by the magnetization M makes a contribution
to the current density J :
J
m
= ∇×M. (2.61)
The total current density that enters Maxwell’s equations can be written as:
J = Jf +∇×M +
∂P
∂t
, (2.62)
where J f is known as the electric current density of free charges, the second term is
the contribution from the magnetization, and the last term is related to the electric
polarization P.
All temperature dependences of the magnetization have been performed by us-
ing the Magnetic Properties Measurement System (MPMS) from Quantum Design
(GQ). The used models are MPMS-2 (T = 1.8 - 400K, Bmax = 1T), MPMS-XL
(T = 1.8 - 400K, with stove insert T = 300 - 800K, Bmax = 5T), and a vibrating
sample magnetometer (SQUID VSM, T = 1.8 - 400K, B
max
= 7T). Construction
and operation of these devices are described in the manuals [57, 58, 59]. A good
description of the structure and the operation of SQUID sensors can be found in
[Chapter 10, [60]]. For the measurements the samples were mounted onto a piece of
paper. Typical sample dimensions are a ≈ 8mm, b = 5.5mm and c = 2.4mm. For
fixing the samples, a very small amount of GE-Varnish was used (typically less than
0.02mg).
2.6.2 Electrical Resistivity Measurements
The electrical resistivity ρ is the ratio of the electric field E and the density of the
electrical current J :
ρ =
E
J
. (2.63)
In the case of conductors, which have a uniform cross section A with a uniform flow
of electrical current, the electrical resistivity can be written as:
ρ = R
A
l
, (2.64)
where R is the electrical resistance, l is the length of the material, and A is the
cross-sectional area. The electrical resistance is known as the ratio between the
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voltage applied and the resulting flowing electrical current (R = V/I ). In a metal,
the electrical resistivity decreases gradually with decreasing temperature. In normal
conductors, the decrease in temperature is limited by impurities and other defects.
The situation is different in superconductors, in which the resistance drops abruptly
to zero when the material is cooled below its critical temperature.
All temperature dependences of the electrical resistivity were performed in a
four-probe configuration with an alternating DC current in the temperature range
between 0.4 to 300K by using the PPMS. For these measurements the crystals were
cleaved along the ab plane and the contacts to the sample surfaces were immediately
prepared afterwards with silver paint in order to avoid oxidation.
2.6.3 AC magnetic measurements
AC magnetization has been measured using the Quantum Design AC Measurement
System (ACMS) option for the Physical Property Measurement System (PPMS).
The ACMS contains an AC-drive coil set that provides an alternating excitation
field and a detection coil set that inductively responds to the combined sample mo-
ment and excitation field. The field amplitude that can be applied depends on the
frequency of the alternating field and the temperature within the PPMS probe, but,
at any temperature, the drive coil can generate alternating fields of up to ±10Oe in
a frequency range of 10Hz to 10 kHz. As the frequency and temperature decrease,
larger-amplitude fields can be applied [50]. It is worth to mention that during AC
measurements, an alternating field is applied to the measurement region and the
sample is positioned in the center of each detection coil. Samples for ACMS mea-
surements are mounted directly on the ACMS sample holder.
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Chapter 3
FeAs-based superconducting families
Iron pnictides include sets of two-dimensional FePn (Pn = P, As, Se, Te) layers
and show a tetragonal structure at room temperature as illustrated in Fig. 3.1 [61].
Therefore, at first glance the physical properties can be assumed to be similar to
the cuprate, ruthenate and cobaltate superconductors. After the discovery of super-
conductivity in iron pnictides with Tc = 26K in LaO1−xFxFeAs [7], Tc was found
to be 55K in SmO1−xFxFeAs [10]. This is the highest Tc value for these materials
to date. All members of the iron-pnictide family grow in a layered structure. The
superconductivity takes place inside FeAs or FeP sheets. These are separated by lay-
ers of other elements serving as a charge reservoir. The anisotropy in the structure
manifests itself in anisotropic superconducting properties.
3.1 1111 prototype compounds
The parent compound LaOFeAs is not superconducting and shows an antiferro-
magnetic transition at approximately 150K. Some rare-earth-oxide pnictides show
further magnetic anomalies originating at lower temperature which might be due to
the rare-earth moments. Upon replacing some of the oxygen by fluorine, the material
becomes superconducting. So far many compounds of RFeAsO1−xFx with R = La,
Sm, Ce, Pr, Gd and Nd [7, 8, 62, 63] have been studied. Naturally, these new iron
pnictides have generated enormous interest, both from theoretical and experimental
sides. Since then, many different methods have been used in order to investigate
the electronic phase diagram of these materials in order to better understand their
physics.
The crystal structure of the 1111 system is found to be a ZrCuSiAs-type struc-
ture at room temperature. Both RO and FeAs layers are stacked along the c axis
as shown in Fig. 3.2(a). X-ray diffraction proves that the structural transition of the
system goes from tetragonal to orthorhombic [12]. Furthermore, Mössbauer spec-
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Figure 3.1: Top views of FeAs layers (along the c axis) (a) and along the b axis (b).
[61].
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Figure 3.2: Crystal structures of (a) LaFeAsO (refered to as (1111)), (b) BaFe2As2
(122), (c) LiFeAs (111), and (d) FeSe (11) [64].
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Figure 3.3: Phase diagram of LaFeAsO1−xFx [12].
troscopy has observed a spin-density-wave (SDW) transition [12]. Fig. 3.3 displays
the electronic phase diagram of LaFeAsO1−xFx [12]. By F doping on the oxygen site,
the charge difference between the layers is enhanced. At low F doping, the com-
pound shows nearly the same behavior as the parent compound and both T
N
and
TS are decreasing systematically with the doping. But, both the structural and the
magnetic transition decrease in temperature as the doping level increases. For x =
0.05, the antiferromagnetism is completely suppressed and superconductivity begins
to appear. Thus, similar to the cuprates, superconductivity and magnetism show a
strong relation. For x = 0.1, the SC transition temperature shows the highest value.
3.2 122 prototype compounds
Among the Fe-based compounds AFe2As2 (122 compound, where A = Ca, Ba, Sr)
has attracted much attention. The second iron-pnictide family possesses a crys-
tal structure that has been found to be the ThCr2Si2 structure-type as shown in
Fig. 3.2(b). This high Tc, Fe-pnictide family with Tc’s up to 38K was discovered
later on [65, 66, 67, 68]. Soon, it was proven that the transition-metal doping on
the Fe site, as well as doping on the Ba side in these families can induce supercon-
ductivity up to 24K and 38K, respectively [69, 70, 71, 72, 73]. This discovery was
important because large, high-quality, homogeneous single crystals of the 122 systems
can be easily grown and reproduced [71, 73, 75] compared to the 1111 compounds,
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Figure 3.4: (a) Elec-
tronic phase diagram of
Ba(Fe1−xCox)2As2. Data
points for Tα and Tβ
were obtained from heat-
capacity, resistivity, Hall
coefficient and susceptibility
data. Superconducting
Tc values were obtained
from resistivity data [74].
(b) Phase diagram of
Ca(Fe1−xCox)2As2 [75].
The magnetic/structural
phase transition that is
observed for BaFe2As2 at
134K, and for CaFe2As2
at 169K apparently splits
into two distinct phase
transitions. With increasing
Co concentration both
transitions are rapidly
suppressed. Clearly, the
superconductivity coexists
with magnetism for both
compounds.
which continue to be a challenge to be grown as single crystals. The magnetic and
structural properties of AFe2As2 have been found to be similar to those of 1111 com-
pounds [65]. This implies that the FeAs layers are responsible for superconductivity,
where FeAs layers are separated by A layers.
For example, CaFe2As2 and BaFe2As2 show a combined spin-density wave and
structural transition at high temperatures. They adopt a structure analogous to
oxypnictides with LaO layers replaced by layers of A. Beyond that, a structural
transition from a tetragonal to an orthorhombic structure combined with an antifer-
romagnetic ground state due to a spin-density wave (SDW) formation [67] has been
observed. Furthermore, the parent compound of the 122 series become supercon-
ducting upon doping [65, 69, 75], as shown in Fig. 3.4, or by applying pressure [13].
Here, the CaFe2As2 system is of particular interest because the application of only
0.69 GPa is sufficient to completely suppress the SDW/structural transition, and to
induce superconductivity with a T
c
exceeding 10 K [76, 77], while for SrFe2As2 and
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Figure 3.5: The phase diagram
of of the superconducting (SC)
and magnetic (M)transitions in
Fe1.03SexTe1−x shows Tc
onset, Tc
mid,
TN
onset, and TN
mid as function of
doping [78],where (M) is the mag-
netic phase and (SC) is the super-
conducting region.
Figure 3.6: Phase diagram of
Fe1.01Se as a function of pressure.
At ambient pressure, Fe1.01Se un-
dergoes a tetragonal to orthorhom-
bic structural distortion at 90 K
[79].
BaFe2As2 higher pressures up to 4 GPa are needed [13]. It should also be mentioned
that the electron- and hole-doped BaFe2As2 and SrFe2As2 series of compounds have
remained very much in focus, while studies on the analogous CaFe2As2 compounds
are scarce. In that sense, studies on the the electron- and hole-doped CaFe2As2
system will be presented (see section 6.3 and chapter 7).
3.3 111 prototype compounds
The discovery of superconductivity in LiFeAs/NaFeAs is reported by Wang et al.,
[80]. LiFeAs, or the so-called 111 system, as shown in Fig. 3.2(c), is the third pro-
totype system in the superconducting Fe-based family [80]. The crystal structure of
the 111 system has turned out to be similar to the FeSe superconductors or so-called
11 systems, and different from 122 and 1111 compounds. The interesting aspect of
this system is that the distance between the layers is relatively small. In contrast to
other pnictides, superconductivity in LiFeAs evolves without additional doping, and
nesting between hole and electron pockets is very poor. In contrast, clear evidence for
coexisting superconductivity and magnetism was obtained on NaFeAs single crystals
[81]. This system is found to undergo three successive phase transitions at 52, 41,
and 23K, which correspond to structural, magnetic, and superconducting transitions,
respectively. Further details are presented in chapter 4 and chapter 9.
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3.4 11 prototype compounds
Among the iron-based superconductor families, also the 11 system has attracted great
interest, with this compound having the simplest crystal structure (see Fig. 3.2(d)).
The crystal structure has the same planar crystal sublattice equivalent to the FeAs
layer in the above illustrated three structures [61]. Recently, superconductivity has
been reported at 8K in FeSe compounds with the α-PbO-type structure. The appli-
cation of pressure increases the onset of the superconducting transition temperature
to 27K at 1.5GPa [82]. Another way to increase Tc is by doping with Te. FeSe0.5Te0.5
is found to be a superconductor up to 15.2K. Here, it should be noted that the FeTe
system is non-superconducting [83].
Fig. 3.5 presents the phase diagram of Fe1.03SexTe1−x and most interestingly, it
illustrates the coexistence between superconductivity and magnetism within a cer-
tain temperature range. This coexistence of superconductivity and magnetism in
Fe1+ySexTe1−x is explained in more detail by Khasanov et al.[78]. Fig. 3.6 shows
the pressure dependence of T
c
for FeSe. The phase diagram looks very similar to
those of other members of iron-arsenide superconductors. The highest transition
temperature of 36.7K was found at a pressure of 8.9GPa [79]. Through the phase
diagram, no spin-density wave was observed. Therefore, the increase of the transition
temperature under pressure cannot be attributed to the concurrent suppression of a
magnetically ordered phase in this compound [78].
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Thermodynamics of LiFeAs
4.1 Introduction
The symmetry of the superconducting order parameter is one of the basic character-
istics of the superconducting state. In this respect, the recently discovered pristine
superconductor LiFeAs plays a decisive role in elucidating the pairing mechanism of
the Cooper pairs and the nature of the superconducting state in pnictide supercon-
ductors. This system is particularly well suited to highlight the significant role of
magnetism in the formation of a superconducting state in FeAs superconductors as
it has very distinctive characteristics:
• The stoichiometric compound LiFeAs shows superconductivity with a Tc around
17 K [80].
• LiFeAs single crystals with high quality can be grown [84, 85].
• No evidence of nesting between hole and electron pockets was found at the
Fermi surface (FS) [86].
• By taking a closer look at the crystal structure of the 111 system, the surface
can be perfectly cleaved because the cleavage occurs between the two layers of
Li atoms. There is no strong coupling between the layers.
• The evolution of a spin-density-wave (SDW) type magnetic order, which is
typically present in the vicinity of superconducting states in so-called 1111 and
122 pnictide superconductors is not observed in LiFeAs. Consequently, medi-
ation of superconductivity by antiferromagnetic spin fluctuations as suggested
for other pnictides is unlikely [87].
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• There has been no indication of magnetic ordering in measurements of various
physical properties in very small single crystalline LiFeAs samples [80, 88].
• Remarkably, there is evidence both from theory and experiments for almost
ferromagnetic fluctuations that drive an instability toward spin-triplet p-wave
superconductivity [89].
• Additionally, the temperature dependence of the upper critical field H
c2 and
its anisotropy in LiFeAs have been investigated by different techniques, such
as resistivity [90], tunnel diode resonance [91], and torque-magnetometry mea-
surements [92].
• The reason for the absence of a SDW in the LiFeAs system is that the chemical
off-stoichiometry at the Li-site leads to the suppression of magnetic ordering
since usually a Li deficiency is formed in all those single crystals [93, 94].
Therefore, LiFeAs appears an ideal candidate to study the fundamental properties
of superconductivity in iron pnictides in a clean system. In order to provide a perfect
playground for the meaningful comparison of the physical properties of LiFeAs and
in particular to study the superconducting gap, angle-resolved photoemission spec-
troscopy (ARPES), low-temperature specific-heat measurements and high-quality
single crystals are required [95].
In this chapter1, the upper critical field phase diagram determined by specific heat
is studied. So far, specific-heat measurements have been restricted to polycrystals
and/or zero magnetic field. The data presented here were obtained on a single
crystal of LiFeAs in magnetic fields with orientation B ‖ c and B‖ab. A clear
transition is observed at Tc up to 12T, which allows for a precise determination of
the H
c2(T) phase diagram. The anisotropy of Hc2 amounts to 3 close to Tc and
decreases with decreasing temperature. Furthermore, the superconducting energy
gaps of LiFeAs single crystals are presented by two complementary experimental
methods, i.e., specific-heat measurements and ARPES2. The specific heat is sensitive
to the bulk and gives direct access to the entropy of Cooper-pair breaking, which
is determined by the superconducting-gap structure. In turn, ARPES allows for
probing the momentum-resolved superconducting-gap.
1Single crystal growth in LiFeAs is published by I. Morozov,..,..,.. M. Abdel-Hafiez et al., Crystal
Growth and Design 10, 4428, (2010). Section 4.7 is published by U. Stockert, M. Abdel-Hafiez et
al., Phys. Rev. B 83, 224512 (2011).
2ARPES measurements have been done by Volodymyr Zabolotnyy.
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4.2 Single-crystal growth
The self-flux technique which yields large, high quality single crystals of LiFeAs was
used for the growth of the crystals used in this work (Samples have been grown by
Igor Morozov). Powder materials of Fe (Alpha Aesar, 99.99%), As (Alpha Aesar,
99.99%) and lumps of Li (Alpha Aesar, 99.99%) were used. The microstructure,
crystal perfection and the Fe:As ratio were examined by scanning electron microscopy
(SEM, XL30 Philipps, IN400) equipped with an electron microprobe analyzer for
semi-quantitative elemental analysis using the energy dispersive x-ray (EDX) mode.
Inductively coupled plasma mass spectroscopy (ICPMS, Agilent 7500C Quadrupole
ICP-MS with dynamic reaction cell) was used to test the 1 : 1 : 1 composition
of LiFeAs. For the ICPMS analysis, about 20mg of the LiFeAs single crystal was
dissolved in a leak-free glass ampoule of 900mg nitric acid (concentration 63%).
Complete dissolution was assured by stirring for 4 hours. The resulting solution was
diluted by deionized water up to 50ml. A calibration curve was taken using reference
standard solutions of Li, Fe and As. An optimized self-flux technique was developed
in order to overcome the difficulties in crystal growth and limited sample quality of
LiFeAs. This crystal-growth approach is described in the following. All preparation
steps have been performed in an Argon box to take into account the high sensitivity
to moisture of both the Li and in particular of the resulting LiFeAs. For the self-flux
growth, an optimized molar ratio of the elemental metals Li: Fe: As = 3: 2: 3 was
used. At first, a mixture of As and Fe was prepared by thoroughly grinding in an
agate mortar and homogeneity of the Fe-As mixture was ensured. Small lumps of
the Li metal were added to the Fe-As mixture, which was then placed into an Al2O3
ceramic crucible. The crucible was inserted into a Nb container and covered by a
Nb cap with outlets for the flux (thus, working as kind of a sieve). The Nb crucible
was welded in an Ar atmosphere with a base pressure of 1.5 atm, and the sealed Nb
container was enclosed in a quartz ampoule under lowered Ar pressure (0.25 atm)
to prevent any oxidation. The sample was heated up to 1363K over 18 hours, then
kept at this temperature for another 5 hours and cooled down to 873K with a rate
of 4.5K/h.
At this temperature, the ampoule was turned over to remove the liquid flux
and left in a furnace for additional 6 hours. Finally, the ampoule was extracted
from the furnace and cooled in open air. After unsealing the quartz ampoule in an
Argon box, it was confirmed that no leakage of the liquid flux occurred. Evidently,
complete crystallization took place in the system at 873K. The thin LiFeAs plates
formed associates separated by relatively mild and brittle flux. The individual single
crystals with lateral dimensions of (12 ± 6) x (12 ± 6) x (0.1 ± 0.05)mm3 were
chipped off from the associates mechanically. The resulting crystals are fragile and
prone to exfoliation. They cleave along the ab plane and in particular between two
layers of Li [86]. The crystals are highly sensitive to air moisture, which complicates
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Figure 4.1: (a) Optical image of a LiFeAs crystal with a shiny and metall-like surface,
(b) a SEM picture [84].
both the growth and the study of the single crystals.
Fig. 4.1(a) shows an optical image of such a crystal, demonstrating the large
size and the shiny and metallic-like surface. Fig. 4.1(b) shows a SEM picture of
a LiFeAs single crystal. Evidently, the surface morphology of the samples shows
terrace-like features on the flat surface, originating from the layer by layer growth
of the crystals. The layer-by-layer growth also reflects the layered morphology of
the LiFeAs structure, consisting of FeAs planes. EDX analysis of the composition
indicated the Fe:As molar ratio as 1:1, as expected. This technique does not provide
a measure of the Li content in the sample, as EDX is not reliable in the quantification
of light elements. However, the stoichiometry of LiFeAs is an important issue, as
Li-deficient samples have been reported to exhibit changed electrical conductivity
[80]. ICPMS offers the advantage to measure the stoichiometric composition of light
elements. From these data the molar ratio Li: Fe: As is found to be 0.99: 1: 1,
consistent with an almost stoichiometric LiFeAs composition. It worth to note that
ARPES measurements are performed on a LiFeAs single crystal from the same batch
[86]. Also, the one used for all thermodynamic measurements shown in this thesis
has a molar ratio of 0.99: 1: 1.
4.3 Nuclear Quadrupole Resonance
Nuclear quadrupole resonance (NQR) probes the electric-field-gradient (EFG) at
the position of the nucleus, which strongly depends on the local crystallographic
environment. Thus, NQR is able to reveal local ordering and small deviations from a
homogeneous charge distribution, or lattice anomalies, such as deficiencies or defects,
which will lead to a broadening of the NQR line or to a splitting into several lines.
Fig. 4.2 shows the 75As-NQR spectrum of a LiFeAs single crystal at room tem-
perature (measurements were done by Hans-Jochaim Grafe). The resonance line can
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Figure 4.2: 75As-NQR resonance line of a LiFeAs single crystal at room temperature.
Grey data points correspond to data taken in the polycrystalline sample. The solid
line is a Gaussian fit [84].
be well fitted to a Gaussian distribution which gives a full width at half maximum
(FWHM) of only 64 kHz. Fig. 4.2 compares the NQR spectrum with that taken on
a LiFeAs polycrystal. Such a small linewidth is exceptional for iron arsenides and
confirms the high quality and electronic homogeneity of the used LiFeAs single crys-
tals. For comparison, undoped LaOFeAs has a linewidth of 220 kHz [96, 97], and the
undoped CaFe2As2 has a FWHM of 480 kHz [98]. By doping, the FWHM increases
considerably. The polycrystal exhibits a broader width of 113 kHz which is almost
twice that of the single crystal. Moreover, the small linewidth excludes deficiencies
and antisite disorder, as e.g., observed in LiFeAs by Pitcher et al [99]. Thus, the
NQR measurement demonstrates the excellent structural order in the LiFeAs single
crystals on a local scale.
4.4 ARPES data
Angle-resolved photoemission spectroscopy (ARPES) has been performed to study
the electronic structure of LiFeAs single crystals. This technique is an angle-resolved
analysis of ordinary photoemission spectroscopy. ARPES is a direct experimental
technique which probes the distribution of electrons in the reciprocal space of solids.
It is one of the most direct methods to study the electronic structure of the surface
of solids and gives information about the direction, speed and scattering process
of valence electrons in the sample being studied. This means that information can
be gained on both the energy and momentum of an electron, resulting in detailed
information on the band dispersion and the Fermi surface.
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Figure 4.3: Fermi surface of LiFeAs taken using 70 eV photons (a). Momentum-
energy cuts A and B through the k space as indicated in panel (a) by the arrows
(photon energy 20 eV (b, c) [84].
Photoemission experiments have been carried out using the synchrotron radiation
from the BESSY storage ring. The end-station (1-cubed ARPES) is equipped with
a 3He cryostat which allows for collecting angle-resolved spectra at temperatures be-
low 1K. All single crystals have been cleaved in ultra-high-vacuum (UHV) exposing
mirror-like surfaces. The results of the ARPES study corroborate the stoichiometric
composition of the LiFeAs single crystals and the absence of variations of the Li con-
tent within different crystals. LiFeAs cleaves between two layers of Li [86] providing
clean, equivalent, and neutral surface layers to investigate. The high quality of the
crystals enabled the observation of the Fermi surface (Fig. 4.3 a) and well-defined
quasiparticles in a broad momentum space region (Fig. 4.3 b,c). A strong renormal-
ization of the bandwidth of a factor 3, as well as a high density of states at the
Fermi level have been found, caused by the presence of a van-Hove singularity at the
Gamma point.
4.5 Magnetization measurements
Fig. 4.4 demonstrates the magnetic susceptibility of LiFeAs measured with both zero-
field cooling (ZFC) and field cooling (FC) with a magnetic field of 20Oe applied
parallel and perpendicular to the crystallographic c axis. The sharp transition for
both directions as well as the high value of the superconducting volume fraction (very
close to 100%), demonstrates the high quality of the single crystal. The magnetic
susceptibility data show a complete diamagnetic shielding, thus confirming bulk su-
perconductivity. The transition temperature Tc has been determined from the onset
of the diamagnetic transition temperature between ZFC and FC to be about 17K.
The large difference between FC and ZFC data indicates strong magnetic hysteresis
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Figure 4.4: Temperature
dependence of the mag-
netic susceptibility data
of LiFeAs, measured upon
warming after cooling in
a magnetic field (FC) and
in zero field (ZFC). The
superconducting volume
fraction for both directions
is very close to 100%.
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Figure 4.5: Temperature de-
pendence of the ZFC data
of the LiFeAs single crystal
with various magnetic fields
parallel and perpendicular
to the c axis.
in the crystal. The magnetization data have been corrected for demagnetization ef-
fects by an ellipsoid approximation [100]. After the correction, the superconducting
volume fraction was estimated to be 95%. The difference from 100% may be due to
deviations of the sample from an ellipsoid and/or due to a small non-superconducting
phase.
Fig. 4.5 illustrates the magnetic susceptibility of ZFC data for both directions
B ‖ c and B ‖ ab which were measured for different applied fields. At 1, 20 and
100Oe the superconducting transition is very sharp for both directions. At 0.1T the
superconducting transition becomes broader. By applying fields up to 7T and up to
3T for B ‖ c and B ‖ ab, the superconducting transition becomes very broad.
Fig. 4.6 shows the temperature dependence of the magnetization measured at 1T
applied parallel to the crystallographic c axis. The high-temperature data show no
structural transition. Furthermore, no magnetic order was found, only the supercon-
ducting transition around 17K. This has been already proven in measurements of
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Figure 4.6: Temperature dependence of the magnetization data at 1T ‖ c axis. The
inset shows magnetization data as a function of a magnetic field at 300 K with a
linear dependence [84].
various physical properties of LiFeAs [80, 88, 101]. The inset shows the magnetization
data as a function of magnetic field measured at 300K, yielding clear characteristics
of a linear dependence. This is evidence for a pure paramagnetic behavior and the
absence of any magnetic impurities, such as Fe2O3, Fe3O4 or FeAs. To be specific,
by comparison with the magnetization of bulk γ-Fe2O3 and Fe3O4, respectively, the
data exclude phase fractions of more than 10−4 for both compositions.
Magnetization hysteresis loops (MHL) measured for different temperatures from 4
to 16K are shown in Fig. 4.7 for B ‖ ab. The symmetric curves indicate that the bulk
current dominates in the crystal rather than a surface shielding current. It is worth
noting that the superconducting MHL can still be measured at temperatures very
close to T
c
with only a weak magnetic background. This indicates that the sample
contains negligible magnetic impurities. The data show a sharp peak at zero magnetic
field and the magnetization decreases continuously with increasing magnetic fields,
which is also observed in other Fe-based superconductors, such as Ca(Fe1−xCox)2As2
[102] or Ba(Fe1−xCox)2As2 [103]. Specially, in electron-doped Ba(Fe0.93Co0.07)2As2
single crystals [104] and in hole-doped (Ba1−xKx)Fe2As2 [105] the same behavior
was observed. The width of the MHL increases with decreasing temperature which
indicates that at low temperature the pinning characteristics become stronger.
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Figure 4.7: Magneti-
zation hysteresis loops
(MHL) M versus B at
different temperatures
of the same sample with
B ‖ ab.
4.6 Specific-heat measurements
4.6.1 Measurements for B ‖ c and B ‖ ab
A PPMS, with temperatures down to 1.8K and fields up to 14T, was used to per-
form the specific-heat measurements. The specific-heat data shown were taken by
using a relaxation technique (see 2.5.2). The heat-capacity is determined by a direct
measurement of the thermal time constant: τ=(c+cadd)/κω, where c and cadd are the
heat capacity of the sample and addenda, respectively, and κ
ω
is the thermal con-
ductance between the sample and the platform thermal link. It is worth noting that
the cadd value has been measured first and then subtracted from the total specific
heat. Thus the specific heat reported here is only the heat capacity of the sample.
The measurements were performed for field cooling.
Fig. 4.8 summarizes the temperature dependence of the specific heat measured
for different applied magnetic fields parallel to the c axis as shown in Fig. 4.8(a)
and parallel to the ab planes as shown in Fig. 4.8(b). In the zero-field specific-heat
measurements, a very sharp anomaly can clearly be seen which is attributed to the
superconducting transition with T
c
∼ 14.73K. This specific-heat jump is shifted to
lower temperature upon applying various fields up to 13.9T. The superconducting
transition temperature of T
c
= 14.73K is somewhat smaller than the T
c
revealed
from magnetization measurements (Tc ≈ 17K, see Fig. 4.4). This difference between
the thermodynamic and magnetic Tc has been also found in previous studies of
LiFeAs single crystals [106] and in polycrystalline LiFeAs [101]. Of particular interest
in this context is a recent investigation of single-crystalline LiFeAs [92]: the onset
value of T
c
determined by DC susceptibility in 1mT was found to be about 17K.
However, the extrapolation of the field dependence, Tc(B), determined by magnetic-
torque measurements on a small piece from the same crystal yielded a zero-field T
c
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Figure 4.8: Temperature dependence of the specific heat of a LiFeAs single crystal
plotted as cp/T versus T (K) in various fields applied (a) parallel to the c axis up to
14T where the data between 10 and 14T are collected in another PPMS, and (b)
parallel to the ab planes up to 9T. The inset (c) shows the difference of the 10T and
12T data with respect to the 13.9T data.
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of 15.5K. Likewise, ac-susceptibility data for B ≥ 0.5T on crystals from the same
batch extrapolate to a lower T
c
than the values measured in very small fields.
Therefore, the difference between the low-field Tc
χ and the bulk Tc determined,
e.g., by specific heat, appears inherent to LiFeAs. It has turned out that small
compositional differences may lead to a rather large variation of Tc [99]. Therefore,
it is speculated that the larger T
c
χ is determined by a small part of the sample, which
becomes superconducting at a slightly higher temperature than the bulk. It should
be mentioned that LiFeAs has specific reasons for different T
c
’s, i.e., off-stoichiometry
at the surface, and the system is very sensitive to air and degradation which possibly
may occur while sample mounting.
For measurements of B aligned along the ab direction, a copper block was used
in order to get a good coupling between the sample and the platform. As observed
in Fig. 4.8, the 9T‖ ab data show a sharp transition compared to the 9T data ‖ c,
indicating a highly anisotropic crystal which will be calculated qualitatively later
in this chapter. Since the PPMS in our laboratory is limited to 9T, additional
specific-heat measurements up to 14T for B ‖ c have been performed. In order to
obtain information about the electronic properties in the superconducting state, the
14T specific heat data were subtracted from the 10T and 12T data for the c axis,
labeled as ∆c
p
/T in Fig. 4.8(c). It is worth to mention that the 13.9T data show
no superconducting transition visable down to 1.8K. The extracted superconducting
transition temperature is found to be 7.61K and 5.8K for 10T and 12T, respectively.
From the zero-field data, the electronic specific-heat coefficient is found to be γn
= 10.6mJ/mol K2 and the residual specific-heat coefficient of the low-temperature
specific-heat part is found to be γs = 0.468mJ/mol K
2, resulting in a superconducting
volume fraction of the sample of about (γ
n
- γ
s
)/ γ
n
= 95.9%. From specific heat
LiFeAs has not been studied in detail by other groups. Chu et al., reported an
electronic-specific heat coefficient of γn= 23mJ/mol K
2. This is about twice the value
that was found in the investigated crystal in this work [101, 107]. This difference
may arise from differences in the sample qualities. Resistivity measurements on
a crystal from the same batch as the one investigated here revealed a very low
residual resistivity of only 15.2µΩcm and a large residual resistivity ratio RRR = of
38 [90]. This confirms the high quality of the samples used here. In contrast, the
polycrystalline LiFeAs investigated in [101] exhibits a much larger residual resistivity
of approximately 2.5 µΩcm with RRR ≈ 10. This may be an indicator of the presence
of impurities in [101], which can also give rise to the larger Sommerfeld coefficient.
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Figure 4.9: The temperature dependence of the specific heat of LiFeAs is shown as
cp/T versus T in zero magnetic field and in a field B ‖ c of 9 T. The phonon and
electron contributions cph and cel−n 9T have been determined from a fit of the 9 T
data as explained in the text. In addition, the fitted total cp/T for 0 and 9 T are
shown [108].
4.6.2 Electronic specific heat
In order to determine the specific heat related to the superconducting phase tran-
sition, the phonon (cph) and electron (cel−n) contributions to cp in the normal state
need to be estimated. At low T , cel−n behaves linearly in temperature T , while
cph varies as cph ∝ T 3. However, for LiFeAs the onset of superconductivity lim-
its the fitting range towards low temperature. In order to improve the reliability
at higher temperature, a second term of the harmonic-lattice approximation, i.e.,
cel−n + cph = γnT + β3T
3 + β5T
5 was used. The results of the 9T data fit between
13 and 20 K are shown as lines in Fig. 4.9. Below 13K the 9T data deviate slightly
from the fit, although the superconducting transition is observed only around 8 K.
This may be due to a small part of the sample with different orientation B ‖ ab.
For the latter field direction the superconducting anomaly is found at 12.4K. The
data above 13K are well described by the fit. The zero-field specific heat is shifted
by a constant with respect to the 9T curve above Tc, which is attributed to a field-
dependent electronic specific heat. As indicated before from the investigated data a
zero-field γn coefficient = 10.6mJ/mol K
2 has been obtained.
Fig. 4.10 shows the electronic specific heat data after subtracting the phonon
contribution for both directions B ‖ c and B ‖ ab. The 9T data between 10 - 16K
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Figure 4.10: Electronic spe-
cific heat data after sub-
tracting the phonon contri-
bution for different magnetic
fields for B ‖ c (a) and for
B ‖ ab (b). The inset in (b)
shows the electronic specific
heat divided by temperature
for B ‖ ab and B ‖ c, which
represents an anisotropy of
Γ = 3 for LiFeAs.
are fitted to Cp = γnT + βT
3 and give β = 0.176mJ/mol K4. From the relation of the
Debye temperature, θD = (12π
4
RN/5β)1/3, where R is the molar gas constant and
N = 3 is the number of atoms per formula unit, the Debye temperature θD = 320K
is obtained. In order to study the nature of superconductivity of the investigated
sample the specific-heat jump around the transition temperature can give important
information. For the studied sample the specific-heat jump height of cel/T at Tc
amounts to 1.24 γn (B = 0), which is significantly lower than the value predicted by
the weak-coupling BCS theory of 1.43 γn. This indicates that the specific-heat data
cannot be described by a simple BCS gap.
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Figure 4.11: The main plot shows the difference ∆c
P
= c
P
(B) − c
P
(13.9T) in zero
field and 9 T for the two different configurations together with the entropy-conserving
construction used to determine Tc. The inset shows ∆cP/T for fields of 10 T and 12
T ‖ c.
4.7 Hc2 phase diagram
After measuring both orientations B ‖ c and B ‖ ab, the superconducting anisotropy
ratio of LiFeAs can be obtained. As shown in the inset of Fig. 4.10(b), the transition
temperature deduced from the 3T‖ab data has the same value as the one deduced
from the 1T‖c data, yielding an anisotropy of about Γ = 3. This value is in good
agreement with recent data on LiFeAs derived from magnetic-torque measurements
[92]. In contrast, Heyer et al., reported an anisotropy of LiFeAs around 2.2 which
was determined from the magnetic-field dependence of Tc extrapolated from the
correlation lengths for both directions ξ
c
and ξ
ab
[90]. Moreover, electrical-resistivity
measurements show a small value for the anisotropy of 1.15 [85] and 1.2 [109].
In order to determine the field dependence of Tc(B) from an entropy-conserving
construction, the phonon background needs to be subtracted. As mentioned be-
fore, the 13.9T show no superconducting transition over all the temperature range.
Therefore, ∆cP = cP (B) − cP (13.9T) was determined by using the data measured
in 13.9T (B ‖ c), for which the superconducting transition is expected to be sup-
pressed to below 5K. This procedure reveals clear anomalies in fields up to 12T
and for both field orientations. Fig. 4.11 demonstrates for both configurations the
results for zero-field and 9T together with the entropy-conserving construction for
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the determination of Tc. The inset depicts ∆cP in higher fields. In the case of field-
independent phonon and normal-state electron contributions, ∆c
P
corresponds to
the difference between the electron contributions in the superconducting (cel-s) and
normal (cel-n) state ∆cP = cel-s − cel-n. However, in reality, ∆cP contains residual
contributions as evident in our case, e.g., from the non-zero ∆cP above Tc. Different
effects may play a role such as:
• a field and temperature dependence of cel-n,
• small errors in the correction for the copper contribution (B ⊥ c), which is
about 10 times larger than the sample cP ,
• deviations due to measurements in two different devices,
• a field dependence of the specific heat of the grease used to mount the sample.
However, all these significant effects are expected to result in a smooth addi-
tional contribution, which does not influence the Tc values determined by an entropy-
conserving construction. In order to validate this assumption, Tc was additionally
estimated directly from the raw data by taking the temperature of the steepest slope.
To be specific, ∂(cP/T )/∂T was approximated near the transition by a Gaussian law
and Tc was determined from the peak position. This method works up to 9T, while
it is precluded by the scatter of the data for higher fields. The results for Tc obtained
by the two methods are shown in the phase diagram in Fig. 4.11. Both procedures
yield the same Tc within the accuracy of the methods.
After mapping out the phase diagram, the upper critical field at 0K can be
extrapolated. To extract the upper critical field Hc2(0) the single - band WHH
approach was used [37]. The WHH theory predicts the behavior of Hc2(Tc) in the
dirty limit, taking into account paramagnetic and orbital pair-breaking [37]. The
orbital limiting field Horb
c2
at zero temperature is determined by the slope at Tc as
H
orb
c2
= 0.69Tc (∂Hc2/∂T )|Tc .
A first fit to the data over the whole range for negligible spin-paramagnetic effects
(α = 0) and spin-orbit scattering (λ = 0) yields lower values for the critical fields
of 16.1T (B ‖ c) and 43.5T (B ⊥ c). From these values the Ginzburg-Landau
(GL) coherence lengths can be estimated by using the thermodynamic relations from
Eq. (2.20) and Eq. (2.21). Values of ξab and ξc are found to be ∼ 4.52 nm and ∼
1.67 nm, respectively, which are in good agreement with values reported in Ref. [92].
The corresponding theoretical curves µ0Hc2(T ) are shown in Fig. 4.12. In reality,
paramagnetic and spin-orbit effects are expected to play a role. However, a fit to
the data including α and λ as free parameters is not reasonable in the investigated
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Figure 4.12: Phase diagram of Hc2 vs. temperature of LiFeAs for the field applied
parallel and perpendicular to c. Tc has been estimated by different methods - from an
entropy-conserving construction (circles) and from the slope (crosses) - as explained
in the text. Open and closed circles correspond to the measurements in two different
devices. The uncertainty is less than the symbol size. The lines fit to the WHH
model for λ = 0, α = 0 (solid, red) and α = 0.6 (dashed, blue). The inset shows
the anisotropy Γ = HB⊥c
c2
/H
B‖c
c2
determined by an interpolation of the Hc2 curves.
Respectively open and closed symbols correspond to an interpolation of the data for
B ⊥ c and B ‖ c. The line is a guide to the eye.
case due to the limited field range of investigation. For the configuration with B ‖
c, however, a different approach was used. An independent estimation for α was
obtained from the orbital limiting field µ0H
orb
c2
and the Pauli limiting field µ0H
P
c2
=
∆0/1.41µB by α =
√
2Horb
c2
/H
P
c2
. Here, the Pauli limiting field is determined from
the gap magnitude in the zero temperature limit ∆0. For this estimation the larger
value of the two gaps determined by ARPES experiments (see 4.7.2) was used. This
procedure yields µ0H
P
c2
≈ 39T, which correspond to α ≈ 0.6. This value of the
paramagnetic limit is higher than the value of 28.5T which has been reported in [92]
and lower than the one obtained for KFe2As2 [110]. A fit to the data using this value
results in H
B‖c
c2
= 14.8T and a slightly better description of the data, especially at
low temperatures.
4.7.1 Hc2: comparison with other techniques
Several methods have been used to determine the temperature dependence and
anisotropy of Hc2 for LiFeAs. The first results were obtained from resistivity mea-
surements [85, 90, 111]. However, these investigations are sensitive to percolation.
Apart from resistivity, torque magnetometry [92] and field-sweep tunnel diode res-
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Figure 4.13: Comparison of our results to those obtained from torque magnetometry
[92] and tunnel diode resonance (TDR) measurements [91]. The main plot shows the
magnetic phase diagram. The data have been scaled to account for the different Tc
of the samples. The red line shows the fit to the WHH model for λ = 0, α = 0. The
inset compares the corresponding anisotropy Γ. The data point at T/Tc = 1 for the
torque measurement (open triangle) has been obtained from a WHH fit.
onance (TDR) measurements [91] have been applied for a determination of Hc2(T ).
These techniques have the disadvantage that they can be applied only for sufficiently
high critical fields, i.e., below Tc. The zero-field value of Tc has to be determined by
a different method, or it is included as an additional fit parameter. Nevertheless, the
focus of this chapter lies on a comparison of specific-heat results to these methods,
because they probe the bulk properties.
In order to account for the different Tc’s of the investigated samples µ0Hc2/Tc
versus T/Tc is plotted in the main graph of Fig. 4.13. In general, all three meth-
ods reveal a similar behavior of the critical field. The most obvious discrepancy is
found for HB⊥c
c2
. The values at low temperatures determined by TDR measurements
are lower than those from torque magnetometry and cannot be described by the
single-band WHH model. The authors of Ref. [91] explain these deviations by two-
band effects and the possible occurrence of a Fulde-Ferrel-Larkin-Ovchinikov (FFLO)
state. However, our data are limited to the low-field range, for which both methods
predict the same temperature dependence.
The situation is different for B ‖ c. The specific-heat results fall almost exactly on
those obtained by torque magnetometry. Even the extrapolation of the specific heat
data towards zero temperature by the WHH fit (α = 0, λ = 0) is in excellent agree-
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ment with the torque magnetometry results. The behavior of µ0H
B‖c
c2
determined by
TDR exhibits a slightly different temperature dependence, with larger values and a
stronger flattening towards zero temperature. Interestingly, in the zero-temperature
limit, µ0H
B‖c
c2
/Tc recovers the values determined by torque magnetometry. The ob-
served deviations can be most likely ascribed to the different measurement methods.
As pointed out in Ref. [91], the irreversibility field determined by torque magnetome-
try may underestimate µ0Hc2 due to the depinning of vortices. On the other hand, in
TDR measurements the phase transition from the vortex to the normal state shows
up as a change in slope for the frequency-change vs. field curves. This kink is very
broad, which makes a clear determination of µ0Hc2 difficult. However, specific-heat
measurements are not subject to these problems, since the thermodynamic µ0Hc2 is
determined from a rather sharp transition. The phase diagram shown in Fig. 4.13 is,
therefore, reliable and confirms the results obtained by the other methods, especially
by torque magnetometry.
From the behavior of Hc2 vs. T for the different field orientations the anisotropy
Γ = HB⊥c
c2
/H
B‖c
c2
using a linear interpolation is calculated. The results are shown
in the inset of Fig. 4.12. The inset of Fig. 4.13 compares them to the values of Γ
determined by TDR measurements and torque magnetometry. As mentioned above,
both TDR and torque magnetometry are not able to determine Hc2 and consequently
Γ close to Tc. However, the investigated specific heat data allow tracking Γ up to
temperatures very close to T
c
. Γ increases upon approaching Tc and reaches a value
of about 3 at the critical temperature. It indicates that orbital pair breaking is
dominating close to T
c
. This is in contrast to resistivity measurements on LiFeAs,
which suggests a saturation or even decrease of Γ close to Tc [111]. From the value of
Γ(Tc), the anisotropy of the effective masses is estimated to be m
∗
ab
/m
∗
c
= 0.08. With
decreasing temperature the isotropic Zeeman pair breaking becomes more important,
which leads to a lowering of Γ.
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4.8 Superconducting gaps
Experimental investigations on the structure and magnitude of the superconducting
gaps in LiFeAs by means of bulk specific-heat data, as well as by angle-resolved
photoemission spectroscopy (ARPES), are of great interest. Previous specific-heat
data obtained on an assembly of tiny LiFeAs single crystals are in agreement with the
presence of two isotropic gaps of 0.7meV and 2.5meV, although the presence of nodes
could not be ruled out [106]. Similarly, magnetization measurements on polycrystals
suggest two gaps of 0.6meV and 3.3meV, but do not exclude gap nodes [109]. Recent
magnetization data of single crystals revealed two gaps of approximately 1.3 meV
and 2.9meV [85]. Measurements of the London penetration depth of single crystals
are in line with nodeless superconductivity and two gaps of 1.7meV and 2.9meV
[113, 114]. By contrast, small-angle neutron-scattering (SANS) investigations are
consistent with a single isotropic energy gap of 3.0meV [95]. In order to further
elucidate this delicate issue, specific-heat investigations have been undertaken in
this thesis.
4.8.1 Specific heat
Fig. 4.14 shows the temperature dependence of the electronic contribution to the spe-
cific heat cel in zero field determined by subtracting cph. From an entropy-conserving
construction a superconducting transition temperature of Tc = 14.7 K was found.
The jump height of cel/T at Tc is 1.24 γn, which is lower than the BCS value of 1.43
γn. In addition, the almost linear temperature dependence of cel/T indicates that
the specific heat data cannot be described by a single BCS gap. In order to illustrate
this, a theoretical BCS curve with ∆ = 1.764 kBTc = 2.23 meV is shown in Fig. 4.14,
where a small fraction γres/γn = 0.09 of normal electrons is accounted for as justified
below. Systematic deviations of the single-gap fit from the data are observed in the
whole temperature range below Tc.
Since a single gap cannot describe the data, a phenomenological two-gap model
was applied, which was initially being developed for the specific heat of MgB2 [44]
as in Eq. (2.29) and Eq. (2.30). For this purpose, theoretical curves cel/T vs. T for a
large range of the free parameters ∆1, ∆2, γres were calculated, as well as the weight
of the gaps d∆2/∆1. In a subsequent step, the differences di between these curves and
the data were calculated point by point. Then the sum of the squares S2 =
∑
di
2 was
used as a criterion for the fit quality. The best description of the data is obtained
for ∆1 = 1.44 meV, ∆2 = 2.74 meV, γres/γn = 0.13, and d∆2/∆1 = 1.18. However,
this result is not realistic. The measured data exclude values larger than 0.11 for
γres/γn. This is seen from the inset of Fig. 4.14, which shows the low-temperature
ratio cel/γnT . It reaches a value of 0.11 around 2K. In view of the systematic
decrease of the data with decreasing temperature it is likely that the ratio γres/γn
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Figure 4.14: The main plot shows the electronic contribution to the specific heat
of LiFeAs in zero field as cel/T vs. T . The dotted line corresponds to a single-gap
BCS curve taking into account a residual non-superconducting contribution with
γres/γn = 0.09. The red curve is the result according to the two-gap modeling of the
data assuming likewise γres/γn = 0.09. The inset shows the low temperature data as
cel/γnT vs. T on a larger scale [108].
is even lower. Therefore, the normal contribution determined from the magnetic
susceptibility of the same sample was taken to estimate γres/γn = 0.09. By doing
so, the best description of the data is obtained for ∆1 = 1.24 meV, ∆2 = 2.62 meV,
and d∆2/∆1 = 1.53. The corresponding calculated specific heat is shown as a red line
in Fig. 4.14. It is in very good agreement with the data over the whole temperature
range. Still, by having a closer look at the low temperature part as shown in the
inset of Fig. 4.14 systematic deviations occur from the data which suggest an even
lower γres.
Although the data are best reproduced by the parameters given above, they can
be described with similar accuracy for a considerable range of gaps. For an estimate
all curves are considered for which the deviation from the data S2 is at most 2
times the value for the best curve with γres/γn = 0.05. As an additional constraint
γres/γn ≤ 0.11 is assumed in agreement with the data. Thus, ∆1 = (0.93−1.67) meV,
∆2 = (2.40− 3.24) meV, γres/γn ≥ 0.04− 0.11, and d∆2/∆1 = 0.46− 3.45 is obtained.
The overall shape of the investigated superconducting anomaly is similar to the
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Figure 4.15: (a), (b) Photoemission intensity in the high symmetry cuts with the
fitted tight-binding dispersions overlapped. e1, e2 are the two bands forming the elec-
tron pockets at the X point of the BZ. h1, h2 are the outer and the inner hole bands
centered at the Γ point. (c) Contribution to the DOS derived from the fitted quasi-
particle dispersions. (d) Temperature-dependent Sommerfeld coefficient determined
as γn(T ) = dcel/dT [108].
one obtained recently on a cluster of tiny single crystals of LiFeAs [106]. However, the
magnitudes of the investigated gaps are somehow larger, in particular for the smaller
gap of 1.2meV compared to 0.7meV. This may be due to the limited resolution of
the data in [106], which leaves a considerable uncertainty for γres [106]. In addition,
the magnitude of the smaller gap ∆1 itself is very sensitive to the specific heat at low
temperature. The large resolution of the data in this thesis down to 2K allows for a
determination for both γn and ∆1. Even a d-wave order parameter could not be ruled
out. In this case one should find a linear-in-T behavior of cel/T for T ≪ Tc. Since
our measurement range is limited to T > 0.14Tc, one cannot exclude the presence
of line-nodes of the gap function, either. However, the high resolution of the data
presented here and the low value at 2K render the presence of line nodes of the
gap function very unlikely. This is demonstrated by the expected low-temperature
behavior for a d-wave order parameter estimated as described in Ref. [106] and
assuming γres = 0. It cannot be brought into agreement with the measured data.
4.8.2 ARPES
Owing to its ability to resolve both momentum and energy of the electronic states,
ARPES can provide a complete picture of the electronic band dispersion and the
momentum-dependent superconducting gap. Therefore, it is interesting to compare
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Figure 4.16: (a)-(c) Photoemission energy–momentum cut along the M-Γ-M direction
measured with hν = 50 eV and different light polarizations: (a) linear horizontal,
(b) linear vertical, (c) the sum of the former two, (d) experimental geometry (e)
reading edge gap shift in the Γ point energy distribution curve (EDC) upon entering
the superconducting state. The shift value is about 0.5 meV [108].
the thermodynamic properties measured directly with those derived from photoe-
mission data. In particular, one can quite easily extract the value of the Sommerfeld
coefficient γn. This parameter determines the heat capacity in the normal state,
and, along with the superconducting gap values and the assumption of BCS pairing,
the thermodynamic properties in the superconducting state. For this purpose the
photoemission intensity of LiFeAs has been mapped in more than one Brillouin Zone
(BZ) and fitted with the standard tight-binding formula.
To demonstrate the agreement between the ARPES raw data and the obtained
tight-binding fits, in Fig. 4.15(a) and (b) two high symmetry cuts along the Γ-X-
Γ and Γ-M-Γ directions are shown with the fits to the renormalized quasiparticle
dispersions superimposed over the ARPES data. As one may see from the derived
density of states (Fig. 4.15(c)), the major contribution to the heat capacity must be
due to the outer hole band. Another interesting observation is a quite pronounced
variation in the DOS at the Fermi level, which may result in deviations from the linear
temperature dependence of the electronic heat capacity. To check to which extent
this applies to the current case, instead of using a standard text-book expression for
the electronic heat capacity cel ∝ D(EF)kBT , an estimate based on a more general
expression was made, which for a single quasiparticle band with dispersion Eki reads
as c
M
= 2NA
∂
∂T
〈f(E
ki
, T )E
ki
〉BZ. Here 〈...〉BZ denotes an average over the Brillouin
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zone and NA is the Avogadro constant. Indeed, the value of dcel/dT , that in case
of strict temperature linearity defines the Sommerfeld coefficient γ
n
, varies from
13 to about 17mJ/mol K2, which is in relatively good agreement with the direct
measurements resulting in γn ≈ 10 mJ/molK2. This variation in dcel/dT is also likely
to account for some variation in γn extracted from the thermodynamic measurements
by different authors. It is remarkable that the larger thermodynamic gap ∆2 appears
to be in good agreement with the ARPES gap extracted for the electron pocket
(∆ARPES = 3.1±0.3 meV) and the value estimated by the London penetration depth
(∆London = 3.0± 0.2 meV) [95].
To further expand the comparison between the ARPES and heat-capacity mea-
surements, here, we address the issue of the superconducting gap at the innermost
Γ barrel, which should complete the picture of the gap distribution in the whole
BZ [86]. Since photoemission matrix elements may result in considerable intensity
alterations, the photoemission intensity reflects the spectral function A(k, ω) only
approximately. As shown in Fig. 4.16 this is exactly the case. As one can see there
are actually two different shallow bands that are contributing to the feature identified
as the inner Γ barrel, and depending on the light polarization one or the other may
be more pronounced in the measured spectrum. Thus one has to be very cautious
and use a ‘complete’ picture (Fig. 4.16(c)) to estimate the gap value. Our analysis of
the Γ point energy distribution curve (EDC) (Fig. 4.16(e)) shows there is a 0.5meV
shift of the leading-edge gap, thus suggesting a very small superconducting gap for
this feature. Taking also into account that the London penetration-depth measure-
ments would not be sensitive to a band with small velocity [95], it is very likely that
the gap on this barrel should be associated with the small thermodynamic gap ∆1.
Moreover, a more detailed investigation of the superconducting gaps in LiFeAs
indicates that the value of the gap supported by the band h2 is indeed comparable to
that of the large hole Fermi surface, made by the band h1 (see Fig. 4.16(a)). In light
of the results presented in Fig. 4.16(c), it is important to establish the fact that the
smaller gap corresponds to the hole-like Fermi surfaces centered around the Gamma
point while the larger one corresponds to the electron-like Fermi surfaces localized
around the corners of the Brillouin zone. This knowledge can help to identify the
symmetry of the order parameter in iron pnictides in more detail. Overall, from
the results the possibility of d-wave pairing in LiFeAs can be excluded. Instead,
both methods are in line with the existence of at least two s-type energy gaps for
different Fermi-surface sheets of LiFeAs with magnitudes of approximately ∆1 =
(1.2 ± 0.4)meV and ∆2 = (2.6 ± 0.4)meV. Taking into account in addition recent
ARPES results suggesting a nearly isotropic gap for each Fermi-surface sheet, [86] a
d-wave order parameter is excluded from consideration.
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4.9 Conclusions
• Large LiFeAs single crystals were grown using a self-flux technique. The high
quality of the large LiFeAs single crystals was shown by several methods. The
superconducting transition is very sharp and shows bulk superconductivity.
The superconducting transition temperature of LiFeAs has been confirmed
from magnetization and heat-capacity measurements.
• The magnetic phase diagram on a single crystal of LiFeAs has been studied
using low-temperature specific-heat measurements. An extrapolation of LiFeAs
data using the WHHmodel, dirty-limit expression for a type-II superconductor,
gives H
(c)
c2
= 16.1T and H
(ab)
c2
= 43.5T using α = 0 and λ = 0. It yields the
superconducting anisotropy ratio Γ = H
(ab)
c2
/H
(c)
c2
∼ 3. The anisotropy of the
critical fields is largest close to T
c
and decreases with decreasing temperature.
Ginzburg-Landau parameters of ξab ∼ 4.52 nm and ξc ∼ 1.67 nm have been
determined by using thermodynamic relations.
• The zero-field electronic specific heat was described by two s-type energy gaps
with magnitudes of approximately ∆1 = 1.2 meV and ∆2 = 2.6 meV and
a normal-state γ
n
coefficient of 10.6 mJ/mol K2. The larger gap ∆2 is in
agreement with results from ARPES measurements.
• Both thermodynamic and spectroscopic experiments on LiFeAs render a nodal
gap very unlikely, and, equivocally speaking, are in favor of a strong variation
of the gap magnitude between different electronic bands, from about 1.2 to 2.6
meV. The general agreement of such complementary probes within the band
picture emphasizes the robustness of the conclusions drawn. The multigap
behavior of LiFeAs established in this chapter is in line with two gaps found in
many other iron arsenides.
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Chapter 5
Specific heat and H
c2 in KFe2As2
5.1 Introduction
To address the role of magnetism in the formation of the superconducting state
studying the heavily hole-doped KFe2As2 (K-122) is worthwhile due to its distinc-
tive characteristics with respect to other stoichiometric 122 and 1111 Fe-pnictide
compounds:
• There is no static magnetic ordering in the sense of an ordinary spin-density
wave (SDW) nor an orthorhombic structural transition [115, 116].
• Superconductivity occurs in relatively dirty samples near 2.8 K [110] and in-
creases up to 3.5 - 3.7 K [116] in cleaner high-quality single crystals.
• Remarkably, no nesting of the Fermi surface has been detected, in contrast to
e.g. Ba0.6K0.4Fe2As2 [117]. Moreover, ARPES data also point to a strong band
renormalization which suggests an effective-mass enhancement by a factor of
2-4 [117].
• However, a neutron-scattering study of heavily hole-doped superconducting
KFe2As2 revealed well-defined low-energy incommensurate spin fluctuations at
q = [π(1 ± 2δ), 0] with δ = 0.16 [118]. This is different from the previously
observed commensurate antiferromagnetism (AFM) of electron-doped AFe2As2
(A = Ba, Ca, or Sr) at low energies.
• Additionally, NMR studies suggest that AFM spin fluctuations different from
those of the undoped (Ba, Ca, Sr)122 parent compounds develop in K-122 [119].
de Haas-van Alphen [120], and cyclotron resonance [121] studies of KFe2As2
revealed a strong mass enhancement of the quasiparticles.
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• The Sommerfield coefficient, γn ∼ 70− 100 mJ/mol K2, determined from spe-
cific heat [115, 122] was found to be strongly enhanced compared to theoret-
ical values (derived from band-structure calculation) γn ∼ 10.1 [120, 123] or
13mJ/mol K2 [124] which also indicates the relevance of magnetic fluctuations.
• To the best of my knowledge only for very clean samples with a value RRR ∼
500, ρ ∼ T 2 was clearly observed in the temperature range T = 5 - 10K which
indicates Fermi-liquid behavior [124]. On the other hand, for samples with
RRR ∼ 86 resistivity follows ρ ∼ T 1.5 in the temperature range T = 5 - 15 K
[125] above Tc, whose authors considered this T
1.5-law as a signature of spin
fluctuations in a clean 3D AFM near a quantum critical point (QCP). From the
analysis of specific-heat data it was supposed that non-Fermi-liquid behavior
(NFLB) can be related to magnetic impurities [122].
• Furthermore, K-122 exhibits a very large anisotropy as compared with less
hole-doped members of the 122-family and other Fe-pnictide and chalgogenide
superconductors [126]. After naturally more electronically anisotropic 1111
and Tl1−yRbyFe1−δSe2 with y ∼ 0.4, δ ∼ 0.3 superconductors showing only
slightly larger or comparable anisotropies of ∼ 5 to 6, K-122 belongs to the
most anisotropic pnictides [127].
• A complete understanding of critical-field slopes near Tc is still missing due
to the complex interplay of pair-breaking impurities and the symmetry of the
superconducting order parameter [128].
In this chapter1, low-T specific heat and ac-magnetization studies on high-quality
superconducting KFe2As2 single crystals with a high Tc and a much higher residual
resistivity ratio as compared to the first single crystals used for an upper critical field
study for KFe2As2 by Terashima et al. [110] are shown, where a large anisotropy
ratio of the upper-critical-fields have been reported. The obtained data are ana-
lyzed within the framework of various theoretical approaches. In particular, good
agreement with the electron mass anisotropy derived from density functional the-
ory (DFT) is obtained. Additionally, the temperature dependence of the zero-field
superconducting electronic specific heat can be described within a multi-band s-
wave model with at least two gaps. Furthermore, a comparison between two K-122
crystals grown by use of two different techniques is reported in detail in terms of
low-temperature specific-heat, resistivity and magnetization measurements.
1Sections (5.2 to 5.6) are taken from M. Abdel-Hafiez et al., Phys. Rev. B 85, 134533 (2012).
Section 5.7 is published by V. Grinenko, M. Abdel-Hafiez, et al., submitted to PRL (2012) (
arXiv:1203.1585).
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5.2 Single-crystal growth
Single crystals of KFe2As2 were grown using a self-flux method with K:Fe:As in the
molar ratio of 1:5:5. All preparation steps like weighing, mixing, grinding and storage
were carried out in an Ar-filled glovebox. As a first step the appropriate amounts
of precursor material FeAs and Fe2As are thoroughly ground in an agate mortar,
secondly the exact amount of weighed metallic K is deposited at the bottom of an
alumina crucible, where on top of it the well ground mixture is placed carefully, and
finally it is sealed in a niobium crucible. The sealed crucible assembly is placed in
a vertical furnace, heated up to 1373K and cooled down to 1023K with a rate of 2
K/hour. Finally the furnace is cooled very fast from 1023K to room temperature. All
crystals are grown with layer-like morphology and they are quite easy to cleave along
the ab plane. The quality of the grown single crystals was assessed by complementary
techniques.
Several samples were examined with a Scanning Electron Microscope (SEM Philips
XL 30) equipped with an electron microprobe analyzer for a semi-quantitative ele-
mental analysis using the energy dispersive x-ray (EDX) mode. The composition was
estimated by averaging over several different points of the platelet-like single crys-
tals and is found to be consistent and homogeneous with a 122 structure within the
instrumental error bars. Typical crystal sizes with a rectangular shape were about
1.2×0.5 mm2 and a thickness of 50µm along the c axis. All crystals yield a very sim-
ilar superconducting transition temperature Tc within the experimental error. Both
FeAs flux and KAs flux techniques were used and are studied in detail by [129]. It is
worth to mention that both FeAs flux and KAs flux techniques (samples have been
grown by S. Aswartham) are associated to samples labeled S1 and S2, respectively,
in section 5.6, which show distinct differences in their physical properties.
5.3 AC-Magnetization measurements
Fig. 5.1 depicts the temperature dependence of the volume AC susceptibilities (χ′v
and χ′′v) of the KFe2As2 single crystal grown by FeAs flux. The measurements were
done in an AC field with an amplitude B
AC
= 5Oe, a frequency f = 1 kHz and
DC fields up to 2T parallel to the ab plane as shown in Fig. 5.1(a) and parallel
to the c axis as shown in Fig. 5.1(b). Special care has been taken to correct the
magnetization data for demagnetization effects, where the demagnetization factor
has been estimated based on the crystal dimensions [100].
AC-susceptibility measurements can be used for an investigation of the flux dy-
namics in superconductors [130, 131, 132]. The imaginary part χ′′
v
is related to
the energy dissipation in a sample and the real part χ′v is related to the amount of
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Figure 5.1: (a) The temperature dependence of the complex AC-susceptibility com-
ponents 4πχ′v and 4πχ
′′
v of KFe2As2 measured in an AC field with an amplitude of
5Oe and a frequency of 1 kHz upon warming in different DC magnetic fields after
cooling in zero magnetic field (a) with B ‖ ab and (b) B ‖ c. The sharp supercon-
ducting transition with ∼ 100 % superconducting volume fraction indicates the bulk
nature of superconductivity and the good quality of the crystal. The inset shows the
criteria used to obtain Tc and Tirr; for details see text [133].
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screening. Both these functions depend on the ratio between the skin depth δs and
the sample dimension L in the direction of the flux penetration. In the normal state
δs ∼ (ρn/f)0.5, where ρn is the normal-state resistivity and f is the frequency. In the
superconducting state, the skin depth δs ∝ λL if an external magnetic field is below
the first critical field Hc1, where λL is the London penetration depth. For magnetic
fields above Hc1, δs ∝ LB, where LB ∼ Bac/Jc is the Bean’s penetration depth and
J
c
is the critical-current density.
In general, if L≪ δ
s
an AC field completely penetrates the sample and thus the
susceptibility is small. In the opposite case, L ≫ δs, most of the sample volume
is screened, therefore, 4πχ′v = −1 and χ′′v → 0. In accordance with this, the AC-
susceptibility data measured at low temperatures confirm the bulk superconductivity
of the investigated KFe2As2 single crystal (Fig. 5.1). The transition temperature Tc ∼
3.6(1)K has been extracted from the bifurcation point between χ′
v
and χ′′
v
as shown
in the inset of Fig. 5.1(b). This point is related with a change in the resistivity due
to the superconducting transition. It can also be used for the determination of the
temperature dependence of the upper critical field Hc2 from AC-susceptibility data
measured at various DC fields [131].
For T< Tc the function χ
′′
v increases with decreasing temperature and at some
value of T = T
irr
, where (L ∼ δ
s
), χ′′
v
has a maximum (see Fig. 5.1). The above
discussed Bean’s approximation predicts that the temperature dependence of the
peak in χ′′v follows the temperature-dependence of the critical-current density Jc.
Thus, one might relate Tirr with an irreversibility temperature and use its DC field
dependence to obtain the irreversibility field Hirr [132]. However, we remind the
reader that H
irr
defined this way is not the true irreversibility field since by definition
Hirr is the field at which Jc = 0. From this point of view one can use the DC-
magnetization data to obtain the irreversibility line. Unfortunately, due to a specific
temperature dependence of the DC-susceptibility data of these single crystals, DC
measurements cannot be used for the determination of Hirr [32]. Therefore, with
some caution we relate the maximum in the temperature-dependence of χ′′
v
with
Tirr. It can be seen in Fig 5.1(b) that at non-zero BDC ||c the single maximum in
χ
′′
v
splits into two features at T1
irr
and T2
irr
. Therefore, for B
DC
||c we defined two
different irreversibility fields H1irr and H2irr. The temperature-dependence of these
fields is plotted below in Fig. 5.5(b).
5.4 Specific-heat measurements
5.4.1 Measurements for B ‖ c and B ‖ ab
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Figure 5.2: The T dependence of the zero-field specific heat of KFe2As2 for 400mK
≤ T ≤ 200K. The inset shows cp/T versus T of the 0 and 9T data together with
the zero-field data of another sample (S2), showing the same specific heat behavior
down to 1.8K [133].
Fig. 5.2 shows the T dependence of the zero-field specific heat measured down to
400mK. A clear and sharp anomaly was observed near 3.5 K in agreement with the
magnetization data (see Fig. 5.1). In order to determine the zero-field normal-state
Sommerfeld coefficient γn, the specific heat can be plotted for T > Tc as cp/T versus
T
2 following
cp = γnT + β3T
3 + β5T
5
, (5.1)
with γn and β3, β5 as the electronic and lattice coefficients, respectively. The values
obtained for our KFe2As2 sample are γn = 94(3)mJ/mol K
2 and β3 = 0.79mJ/mol
K4, β5 = 6.0910
−4mJ/mol K6. The γn value compares very well with γn = 93mJ/mol
K2 reported in Ref. [134]. From the relation for the Debye temperature, θD = 214K
is obtained.
Fig. 5.3 summarizes the temperature dependence of the specific-heat data cp of
the investigated KFe2As2 single crystal for various magnetic fields applied parallel
and perpendicular to the ab plane.With increasing applied magnetic field in both
directions, the superconducting anomaly shifts and broadens systematically to lower
temperatures and is also reduced in height.
Table 5.1 shows a comparison of the specific-heat parameters of several AFe2As2
compounds where A is an earth-alkaline element. Notice the strongly enhanced
66
5.4. Specific-heat measurements 5. Specific heat and H
c2 in KFe2As2
 ! 
 !"
 !#
$!%
$!&
% " & # $ 
 ! 
 !"
 !#
$!%
$!&
$ % ' "
 !$
 !%
 !'
 !"
$ % ' "
 !$
 !%
 !'
 !"
 
!
"
#
$
%
&
'
(
)
*
 !!"
 
 
 !"
 !#!$"
 !#%"
 !#&"
 !#'"
 !#("
 !#$"
 !#)"
 !#*"
 !#+"
 !#,"
 %"
 ,"
 
-./
 
!
"
#
$
%
&
'
(
)
*
 !!#$
-0/
 
 
!
"
#
$
%
&
'
(
)
*
 !"#
 
!
"
#
$
%
&
'
(
)
*
 !"
 !#&$"
 !#$"
 %"
 %#$"
 &"
 &#$"
 '"
 '#$"
 ("
 (#$"
 ,"
 
 
 !"#
  
 
 !"#
 
 
 
Figure 5.3: Temperature dependence of the specific heat of KFe2As2 in various ap-
plied magnetic fields up to 9T parallel to the c axis (a) and parallel to the ab plane
(b). The insets of the upper and lower panel show a zoom into the superconducting
state for both directions [133].
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value of γn for the heavily hole-doped compound KFe2As2 as compared to other
stoichiometric and nonstoichiometric 122 compounds or to any other superconducting
iron pnictide or chalcognide. The low values of γn for CaFe2As2 and BaFe2As2 are not
surprising since large parts of the fully normal-state Fermi surface are gapped due to
the well-known magnetic spin-density-wave transition at high temperatures. In this
light, a comparison with a hole-doped system where the SDW transition is suppressed
is more meaningful. For instance, for the closely related, nearly optimal hole-doped
systems Ba0.68K0.32Fe2As2 (Tc = 38.5 K) [123], Ba0.6K0.4Fe2As2 (Tc = 36.5 K) [135]
or Ba0.65K0.35Fe2As2 (Tc = 29.4 K) [136], the Sommerfeld parameters γn = 50.0,
63.3 and 57.5 mJ mol−1K−2, respectively, have been reported. In view of their much
higher Tc-values, often attributed to strong-coupling corrections with λ ∼ 2 [123]
(spin-fluctuation-mediated interband coupling) and a comparable bare value of γb ∼
10mJ/mol K2 (derived from DFT band-structure calculations), the unusual large
value of γn for KFe2As2 reported above provides a surprising puzzle. However, the
puzzling difference in γn can be somewhat reduced if there is an essential extrinsic
contribution to the system of intinerant charge charriers, e.g., due to defect states
with low-energy excitations [32]. To be consistent with such an analysis one is forced
to assume that KFe2As2 is not in the strong coupling limit, which seems to be natural
in view of its low T
c
value.
Table 5.1: Comparison of the specific-heat parameters of several stoichiometric
AFe2As2 compounds, where A is an earth-alkaline element. γn is given in units
of mJ/mol K2 and β is given in units of mJ/mol K4.
system γn β θD(K) Ref.
KFe2As2 94(3) 0.79 ± 0.007 214 This study
CaFe2As2 8.2(3) 0.383 ± 0.018 292 [137]
SrFe2As2 33 0.64 248 [138]
BaFe2As2 6.1 1.51 186 [139]
5.5 Hc2(T ) and their anisotropy
5.5.1 Electronic specific heat
In order to accurately obtain the phononic contribution cph to the specific-heat of
KFe2As2, the 9T specific heat data can be used due to a full suppression of the
superconducting state in this field regime (see inset of Fig. 5.2) following the relation
cph(T ) = cp,9T - γn,9TT , with γn,9T being the T → 0 intercept of the cp/T versus T
2
data plot of the 9T data of KFe2As2. Thus, the general electronic contribution of
the specific heat is simply determined by cel(T ) = cp(T ) - cph(T ).
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Figure 5.4: The electronic specific heat c
el
/T of KFe2As2 after subtracting the phonon
contribution for B ‖ c and B ‖ ab as shown in (a) and (b), respectively. In order
to determine Tc of KFe2As2, an entropy-conserving construction has been used as
shown with a green line in the inset of (b). The insets of the upper and lower panel
show two data sets with the same Tc value for different fields for the two directions
confirming an anisotropy ratio Γ ∼ 5 [133].
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The jump height of ∆c
el
/T
c
∼ 45.6mJ/mol K2 at T
c
is found from our zero-
field electronic specific heat data. This value exceeds the value which has been
reported for a polycrystalline KFe2As2 sample [115] but is a factor of 2 lower than
the one obtained for the nearly optimally-hole doped Ba0.6K0.4Fe2As2 [140]. The
ratio ∆cel/γnTc is found to be about 0.49 which is significantly lower than the result
of the Bardeen-Cooper-Schrieffer weak-coupling approximation ∆c
el
/γ
n
T
c
=1.43 [24].
This could hint towards a multi band (gap) scenario with s, p or d-wave nature of
superconductivity in this compound. In particular, it is slightly larger or comparable
with the value reported for the p-wave superconductor SrRuO4 exhibiting 0.73 [141].
From the specific-heat studies, further information about the anisotropy of single
crystals KFe2As2 can be obtained, which is Γ = H
ab
c2
/H
2
c2
∼ 5 (see also the in-
sets of Fig. 5.4). Surprisingly, this anisotropy is comparable with Γ values of e.g.
NdFeAsO0.82F0.18 [142] and LaFePO [112] showing a more anisotropic electronic
structure (LaFeAsO: 9.2 to 10.8 and LaFePO: 4.16 to 5.04) and might be, there-
fore, ascribed to opposite anisotropies of the order parameter. On the other hand,
it is considerably larger than a typical value of Γ ∼ 2 and 2.6 found for nearly op-
timally hole-doped (BaK)Fe2As2 [140, 143], but lower than the ones determined for
SmFeAsO0.85F0.15 and La(O,F)FeAs thin films [126, 144].
It should be noted that in an applied magnetic field of 9T, superconductiv-
ity is completely suppressed for both directions of our crystal. In contrast, in
Ba0.6K0.4Fe2As2 superconductivity is not suppressed in magnetic fields up to 8T [140].
The reason for this different behavior in other, not overdoped FeAs 122 compounds
is simply the stronger pairing interaction resulting in higher T
c
values and critical
fields Hc2 ∝ Tc
2 for clean superconductors which in a phenomenological descrip-
tion yields also different coherence lengths for different materials. Microscopically,
it might be ascribed to the missing interband coupling between hole and electron
pockets in KFe2As2. In addition, the strongly decreasing intensity of the super-
conducting anomaly with increasing magnetic field and its superposition with the
magnetic anomaly lead to some uncertainty in the determination of Hc2 at low tem-
perature and high external fields.
5.5.2 Hc2 phase diagram
The temperature dependence of the irreversibility field H
irr
obtained from χ′′
v
is
shown in the inset of Fig. 5.5(b). The low value of Hab
irr
for B ‖ ab is related to a
large anisotropy and a weak pinning, as expected in the case of clean single crystals.
We attribute the H1c
irr
to a peak effect in the temperature dependence of the critical
current Jc for H ‖ c in accord with similar observations in YBCO single crystals
[130].
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In order to map out the phase diagram of the field dependence of T
c
, we used
an entropy-conserving construction of the electronic specific heat to accurately de-
termine Tc of both orientations as shown in Fig. 5.5. Then, as a first step, the upper
critical field can be evaluated by the Ginzburg Landau (GL) equation [145, 146] as
shown in Eq. 4.1. The upper critical field values at T = 0 have been evaluated to
µ0H
(c)
c2
(0) = 1.8T and µ0H
(ab)
c2
(0) = 8.6T and the fits are shown via dashed black
lines in Fig. 5.5(a). In the case of Hc2 obtained from AC susceptibility data (see
Fig. 5.1) we derive slightly different values of µ0H
(c)
c2
(0) ≈ 1.9T and µ0H
(ab)
c2
(0) ≈
7.5T, respectively (dashed red curves).
It is interesting to compare the obtained and extrapolated anisotropy ratio for
the upper critical field of about 4.5 with that ratio for the penetration depth [147]
(i.e., λL,ab = 194.3 nm and λL,c= 510.3 nm taken at T= 20 mK) which yields 2.63,
for a sample with Tc ≈ 3.14 K, only. (A somewhat larger anisotropy ratio ∼ 4
has been announced based on preliminary small-angle neutron-scattering data [148]
for a crystal with a higher Tc ≈ 3.6 to 4.1 K). For a simple one-band or separable
multi-band models [128], including a phenomenological mass anistropy, one would
expect
Γ0 ≈
(
mc
mab
)1/2
=
λL,c(0)
λL,ab(0)
=
H
c2‖ab(0)
H
c2‖c(0)
≈ 4.5 . (5.2)
From full relativistic DFT calculations an out-of-plane plasma frequency of 0.61 eV
has been obtained, which suggests a mass anisotropy of 4.38 slightly exceeding the
value of 3.27 for Ba-122 [149]. Thus, the observed anisotropy derived from the
upper critical fields exceeds this value, whereas the penetration depth gives a slightly
smaller value. We ascribe this small deviation of our empirical Γ0 from the simple
mass anisotropy to:
• The anisotropy of the pairing interaction, and, consequently also of the order
parameter [147] and/or oppositely of the depairing interaction which all might
additionally enhance H
c2‖ab and suppress λL,ab or, vice versa, the correspond-
ing c components. For instance, the anisotropic screening and significantly
anisotropic plasma frequencies might cause an anisotropic Coulomb pseudopo-
tential µ∗. In case of a magnetic spin-fluctuation-based mechanism the in-plane
anisotropy observed for ordered magnetic structures should act in a similar way.
• One should also take into account that strictly speaking the upper critical
fields and the penetration depth at T = 0 probe various subgroups of electrons
with different Fermi-velocity-dependent weights, whereas the penetration depth
probes more sensitively fast electrons λ−2
L,i
∝ Ω2
pl,i
, where Ω
pl,i
denotes the cor-
responding ith subgroup plasma frequency and the total penetration depth is
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Figure 5.5: (a) Phase diagram of µ0Hc2 versus temperature of KFe2As2 for the
magnetic field applied parallel and perpendicular to the c axis as determined via
specific heat (black symbols) and AC-susceptibility (red symbols). The solid lines
show the theoretical curves based on the WHH model (α = 0) and the dashed curves
on the G-L theory. (b) Zoom into theH ‖ c data of the specific heat. The inset shows
the temperature dependence of Hirr obtained from AC-susceptibility investigations
as discussed in the text [133].
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given by λ−2
L
=
∑
i
λ
−2
L,i
. In contrast, the upper critical fields are more sensitive
to slow electrons since H
c2‖ab ∝ (Φ0/vxvz), where Φ0 denotes the flux quantum.
• Finally, anisotropic impurity-scattering rates might also affect Γ0.
Another possibility to extract the upper critical field H
c2(0) (see also 4.6.3) is to
consider the single-band Werthamer-Helfand-Hohenberg (WHH) formula [37] with
the Maki parameter α = 0 [150]. As shown with solid lines in Fig. 5.5(a), the specific-
heat and ac-magnetization H
c2 data for B ‖ ab are perfectly described by the WHH
model with an average slope−d(µ0H
(ab)
c2
)/dT ≈ 2.8(2)T/K while forH ‖ c the single-
band WHH model with -d(µ0H
(c)
c2
)/dT = 0.55(5)T/K underestimates the specific-
heat data (see Fig. 5.6). From these values the upper critical fields µ0Hc2(0) are found
to be ∼ 1.4T and ∼ 7T for the c and ab direction, respectively. The observed small
difference between Hc2 obtained from the specific-heat and the ac-magnetization
data is not surprising since these methods naturally imply different criteria for the
Tc determination.
In the case of a multi-band superconductor, the low-T Hc2 curve may exceed
the single-band WHH predictions [151]. Therefore, it is supposed that the observed
deviation from the single-band WHH model is related to multi-band effects. Addi-
tionally, indications of a two-band-like behavior of our single crystal was observed
in zero-field specific-heat measurements (as will be discussed in 5.6). Using typical
renormalized Fermi velocities vF ∼ 4×10
4m/s derived from preliminary ARPES data
[152] and T
c
= 3.5 K, one estimates also, in principle, within a two-band approach
adopting s-wave symmetry [153, 154], a slope-value
H
′
c2,c
= −
24πk2
B
TcΦ0
7ζ(3)~2 (c1v21 + c2v
2
2
)
, (5.3)
where c1 → c2 → 1/2 and vF ∼
√
(2)v1,
√
(2)v2 in the case of a dominant interband
pairing and ζ(3) ≈ 1.202, resulting in -dµ0H
c
c2
/dT=0.55 T/K near Tc which is al-
ready very close to our experimentally determined value and is also in accord with the
renormalized Fermi velocity of 4·106cm/s using the total bare velocity 1.77·107cm/s
from the full relativistic (not spin-polarized) LDA calculations and the Fermi sur-
face sheet averaged renormalizations contained in the intrinsic γn value of about
60 mJ/mol K2 estimated above.
In comparison, values determined via detailed resistivity studies on KFe2As2 sin-
gle crystals yield lower values, i.e., µ0H
(c)
c2
= 1.25T and µ0H
(ab)
c2
= 4.47T, where T
c
was reported to be Tc = 2.8K [110]. The anisotropy of the slopes near Tc as mea-
sured of about 5.35 is very close to the value found here of about 5. The reported
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larger value of 6.8 seems to be a consequence of the extremely high anisotropic spin-
orbit coupling λs0 = 0.36 for B ‖ ab and ∞ for B ‖ c adopted in Ref. [110] in
analyzing their data. Starting with the BCS expression for the Pauli-limiting field
for a d-wave superconductor 2.25Tc= 6.3 T (which is somewhat smaller than the
WHH-orbital field of 7 T) and using the experimental data of Terashima et al. [110],
one concludes that for their sample the paramagnetic pair breaking should in fact
play some role. However, this data can be fitted alternatively with a significantly
smaller Maki parameter α and with a nearly isotropic spin-orbit coupling constant.
Then, one extrapolates µ0H
(ab)
c2
= 7.0T for λ
so
= 0.1, α = 1.4, and the Pauli-limited
field of µ0H
(ab)
c2
= 4.4 T. Therefore, the fitted slope for the ab direction is slightly
reduced to -3.6 T/K which seems to be still within the error bars of the slope of
-2.8T/K reported there. Thus, one arrives at a slope anisotropy near Tc of 5 instead
of 6.8 as claimed in Ref [110], and very close to the value of 5 reported above. The
obtained empirical Pauli-limiting field of 6.25T is very close to the d-wave BCS es-
timate given above which points again to a weak coupling scenario. Thus, in the
interpretation of the data of Ref. [110] the anisotropy at T = 0 is reduced to 3.68
due to the Pauli limiting. The Pauli-limiting behavior, which is absent in our cleaner
samples, is ascribed to an enlarged concentration of magnetic moments involved in
the pair-breaking subsystem which enhances the effective Pauli-susceptibility.
5.6 Superconducting gaps
As already shown in Fig. 5.4, the height of the specific-heat jump ∆cel/Tc ≈ 45.6 mJ/mol
K2 at Tc is found from our zero-field electronic specific-heat data. For our estimated
γn ∼ 60 mJ/mol K
2, the ratio ∆cel/γnTc was found to be enhanced as compared with
the use of the nominal value, near about 0.76 vs. 0.49 (see Fig. 5.4), still significantly
lower than the result of the BCS weak-coupling approximation ∆cn/γnTc = 1.43 [24].
In a clean situation with negligible pair-breaking effects, the reduced jump in the spe-
cific heat ∆cel/γnTc compared to that of a single-band s-wave superconductor might
be related to unconventional superconductivity with nodes as discussed above and/or
a pronounced multi-band character with rather different partial densities of states
and gap values. Furthermore, in relatively dirty systems, unconventional supercon-
ductivity might be driven into an s-wave state.
To illustrate the multi-band character, for the sake of simplicity, a simple effective
weak coupling s-wave model such as in Ref. [136] is adopted here. Another interest-
ing issue we would like to address is what happened with the extrinsic linear specific
heat at very low T . Thus, fitting the electronic part of the specific heat within a
two-band model (see the blue curves in Fig. 5.6) while admitting also a residual linear
Sommerfeld part, one arrives at a relatively large value of γres(T → 0) ≈ 15 mJ/K
2
mol which might be related to an extrinsic pair-breaking contribution somewhat
74
5.6. Superconducting gaps 5. Specific heat and H
c2 in KFe2As2
 ! 
 !"
#! 
#!"
$! 
$!"
 !  !%  !& #!$
 ! 
 !"
#! 
#!"
 !" #$%&'()*(+ +,)&'(-.&(,)/
 *0123$ #456 &7$,'8/ 
 "1,092:; 
<
=> "
+
? !@AB
C
=> "
+
 ? <@DE 2)F 
)
 ?GA HI=H,J K
C
 
!
"
#
$
%
"="
+
  
 
 
!
"
#
$
%
 !  !%  !& #!$
#! 
#!"
 
 L.' F2&2
 M.>2N212 $& 2J@O
  6
C
 
  
 !" #()&'()*(+ +,)&'(-.&(,)/
 "1,092:; 
<
=> "
+
? !@EP
C
=> "
+
 ? <@DG 2)F 
)
 ? B! HI=H,J K
C
"="
+
 
!
"
#
$
%
 
 
Figure 5.6: Upper panel [133]: Fit under the assumption of no extrinsic contribution
to the linear specific heat. The normalized superconducting electronic specific heat
cel/(γnT ) of KFe2As2 as a function of the reduced temperature t = T/Tc. The
red line represents the theoretical curve for the single-band weak-coupling BCS case
(∆0/kBTc = 1.76). The blue line shows the curve of the nodeless weakly coupled
two-gap model fit; for details see text. The inset shows our electronic specific-heat
data in comparison with data by Fukazawa et al., [134] together with another sample
(S2). Lower panel: Fit assuming that a significant contribution to the linear specific-
heat is not intrinsic using, e.g., γn = 60 mJ /mol K
2 taken from Ref. [32] (see Figs.
5.3 and 5.4.)
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suppressed deep in the superconducting state. It is admitted that the adopted s-
wave analysis might provide only an upper limit, since for an unconventional pairing
symmetry the spectral weight at low temperature is enhanced. Moreover, the fi-
nal density of states introduced by pair-breaking-induced subgap states might also
contribute to this value. Thus, more sophisticated multi-band models, including in-
teracting pair-breaking impurity states, are likely necessary to settle this interesting
problem. Due to its complexity, such a treatment is, however, beyond this exper-
imental thesis. Specific-heat measurements below 0.2 K would also be helpful in
order to further refine the value of γ
res
. In this context, the observation of substan-
tial residual terms in other pnictide or chalcogenide superconductors is noteworthy.
For instance, in the systems FeTe0.57Se0.45 and Co-doped Ba-122 relatively large (8%
and 25%, respectively) residual linear contributions have been observed [155].
Finally, for completeness the various gap values obtained in the present sim-
ple model for analyzing the temperature dependence of the zero-field specific-heat
measurements down to 400mK are discussed. Since a single-gap scenario cannot
describe the data, a phenomenological two-gap model is applied in line with multi-
gap superconductivity in many compounds of the FeAs family reported by various
experimental and theoretical approaches on different compounds within this family
[87, 115, 156].
To calculate the theoretical curves cel/γnT the parameters ∆1, ∆2, their respec-
tive ratios γ1 and γ2 and the ratio γres/γn are left free for fitting (γres represents
the small residual value of the non-superconducting electrons of our sample at low
temperatures). The best description of the experimental data is obtained using val-
ues of ∆1/kBTc = 0.46 and ∆2/kBTc = 1.75. The calculated specific-heat data are
represented by the blue solid line in Fig. 5.6. Anyhow, the small relative jumps are
not compatible with the strong coupling scenario for the case of no extrinsic contri-
butions. Therefore we performed a second analysis where the extrinsic contribution
necessary for a weak-coupling scenario has been subtracted from the raw data. The
result is shown in the lower panel of Fig. 5.6. In this case, both gaps do slightly
increase.
Remarkably, at lowest temperatures (T ∼ Tc/5) the specific heat of KFe2As2 still
accounts for more than 50 % of γn in the normal state. Such a high value has also
been detected in [115], where it has been proposed to be related to existing low-
energy quasiparticle excitations. In general, such a large value of the specific heat
might be connected either to a large non-superconducting part of the single crystal
or to a high value of the density of states (DOS) at the Fermi energy as T → 0.
Since our magnetization data (see Fig. 5.1) suggest a large superconducting volume
fraction close to 100 %, the high value of γres at low temperatures could be related
to a high DOS at the Fermi energy. However, for a full understanding of the nature
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of the large, finite value at temperatures T ∼ Tc/5 and its possible relation to the
density of states, specific-heat measurements at even lower temperature need to be
performed (T < 400mK). Also, one cannot exclude Schottky-type or magnetic [122]
origins of this large specific-heat value at low temperatures.
It should be noted, however, that in recent nuclear magnetic resonance (NMR) in-
vestigations by Fukazawa et al. [134] their data of the Knight shift seemingly indicate
that spin-singlet superconductivity is realized in KFe2As2. Moreover, their zero-field
specific-heat data were described using a multi-gap d-wave model. However, since
our zero-field electronic specific-heat data perfectly match with those by Fukazawa
et al. [134], as shown in the inset of Fig. 5.6(a), and since our data can alternatively
be nicely described within a multi-gap s-wave scenario, one cannot judge solely from
specific-heat data down to 400mK whether nodes exist or not for KFe2As2 since
in the case of multi-band superconductivity low-energy quasiparticle excitations can
be always explained by the contribution from a small gap. This is supported by
further complementary results such as e.g., by nuclear quadrupole resonance (NQR)
data of polycrystalline KFe2As2 which have tentatively been explained by a multiple
nodal superconducting-gap scenario rather than by a multiple fully gapped s
±
-wave
scenario [115]. Magnetic penetration-depth and thermal-conductivity measurements
also give evidence for superconducting gap nodes in KFe2As2 single crystals [124, 125].
Moreover, investigations of the vortex-lattice structure rule out vertical line nodes
in the gap of KFe2As2 [157]. Although a clear picture is still missing for the case of
KFe2As2, it is important to emphasize that our system definitely underlies multiband
superconductivity, probably in the weak-coupling regime. We believe that further
experimental studies using different methods such as specific heat below 400mK and
ARPES and transport investigations at very low temperatures, will be helpful to
elucidate the nature of superconductivity in KFe2As2.
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5.7 Superconductivity with different magnetic phases
In this section, different KFe2As2 single crystals will be studied. The crystals have
been grown using a self-flux method (FeAs-flux (S1), discussed in detail in the previ-
ous part and KAs-flux (S2)). Similarly as for La-1111 [32], it has been proposed that
point defects might induce local magnetic moments also in KFe2As2. Recently, it
has been shown that local magnetic moments in pnictides can be formed e.g. around
As vacancies [32]. This is at variance with optimally doped La-1111 superconduc-
tors, where such local magnetic moments only enhance the spin susceptibility [32].
In KFe2As2 even a very small amount of them leads to the formation of disorder-
induced magnetic phases such as spin-glass (SG) and Griffiths (G) phases, as will be
demonstrated in this part.
5.7.1 Magnetization measurements
Fig. 5.7(a) depicts the temperature dependence of the volume susceptibility (χ
v
)
determined from the dc magnetization of the samples measured under both zero-
field-cooled (ZFC) and field-cooled (FC) conditions with the magnetic field H =
20Oe applied parallel to the ab axis. The bulk superconductivity of our samples is
confirmed by sharp diamagnetic signals of the ZFC data at low temperature. The S2
sample does not show any difference between ZFC and FC curves above the supercon-
ducting transition. But, for the sample S1, a clear splitting is observed below 100K
(inset Fig. 5.7(a)). The kink in the ZFC data is attributed to the freezing of a spin
glass-phase at Tf ≈ 60K and B = 20Oe. Tf decreases with increasing field and at 1T
a splitting is observed only below 15K (see Fig. 5.7(b)). In addition, an upshift of the
maximum and a lowering with increasing frequency of the ac susceptibility, generic
for a spin glass [35, 158, 159], was observed for the crystal S1 (see inset Fig. 5.7(b)).
In view of the inelastic neutron scattering (INS) study [118] one might suggest that
the spin glass is of helical short-range-order type and closely related to incommen-
surate spin fluctuations. Following an Overhauser scenario [158], it is tempting to
assume that a few magnetic impurities might convert locally the incommensurate
SDW from an excited state in the clean limit to a short-range SDW-type phase, and
finally to a glassy state below T
f
≈ 60K. Further studies are desirable to improve
quantitatively such a scenario obtained originally under simplifying assumptions.
In contrast, χ(T ) for sample S2 measured at different fields does not show any
magnetic transition. At high temperature, its χ(T ) can be fitted by a Curie law (see
Fig. 5.7(b)) [35]:
χ(T ) = χ0 +
C
u
T
, (5.4)
with the constant susceptibility χ0 = 4.4 ·10
−4 emu/mol and the Curie constant Cu =
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Figure 5.7: (a) The T dependence of the volume susceptibility derived from the dc
magnetization of two K122 samples. Inset: T-dependence of the molar susceptibility
for the same samples. (b) T dependence of the molar susceptibility at B ‖ ab = 1T.
Inset: T dependence of the real part of the AC-magnetization for various frequencies
of the sample S1. The measurements were done at 5 Oe AC field amplitude and zero
DC field [32].
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0.115 emu/mol. The value of Cu provides direct insight into the defect concentration
δ, if a microscopic model is adopted. One is forced to adopt such a point-defect
model, anyway, since no other minority phase could be detected. The susceptibility
of sample S1 cannot be fitted by Eq. 5.4 for T < 300K. This suggests a stronger
interaction between the local magnetic moments which is probably related to a higher
defect concentration δS1 in sample S1 compared to δS2 if the same microscopic model
is adopted for both crystals. Note, that it is not expected that δ
S1 essentially exceeds
δS2 since both samples have similar Tc.
This supposed that the magnetic defects of crystal S2 are less homogeneously
distributed compared to those in sample S1. This should be related to the different
preparation techniques used. Therefore, in some minor regions of crystal S2 with a
sufficiently high local defect concentration, magnetic clusters are also formed with
decreasing temperature. It can be suggested that this effect at the transition from
a paramagnetic state to an incommensurate-SDW phase leads in S2 crystal to a
quantum critical point (QCP) of infinite-randomness type. In this case a strong
quantum Griffiths singularity with a non-universal exponent has been predicted [34,
35]. Hence, we ascribe the detected anomalous power law of χ at low temperature
T < 30K to the formation of a Griffiths phase (see Fig. 5.7(b)):
χ(T ) = χ0 + CuGT
−1+λG
, (5.5)
where λG ≈ 0.67 at B = 1T and CuG is a constant.
5.7.2 Resistivity measurements
Fig. 5.8 presents the temperature dependence of the in-plane electrical resistivity ρ for
both single crystals S1 and S2 of KFe2As2 up to 300K. Upon cooling the resistivity
decreases monotonically and shows a metallic behavior in the whole temperature
range with RRR ∼ 380 for crystal S1 and with 400 for S2. This is significantly
higher than RRR ≈ 90 as reported previously [110, 125], and comparable with the
RRR reported in Ref. [120], indicating a high quality of the used single crystals
and confirming that the samples are very clean with respect to impurity scattering.
On further lowering the temperature, ρ(T ) evolves into the superconducting state
with zero resistivity at Tc = 3.5 K in good agreement with the magnetization data.
Note, that the T
c
value determined via resistivity measurements is significantly higher
than the ones reported in Ref. [110], where complete superconductivity has only been
observed below ≈ 2.6 K.
Below 10K, the resistivity of both crystals shows non-Fermi-liquid behavior ρ(T ) =
ρ0+AT
α with 2 > α ≥ 1.5 [32]. It is important to realize that the observed T 2 behav-
ior with RRR = 67 in Ref. [115] can be related with a large temperature range up to
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Figure 5.8: T dependence of the in-plane resistivity ρ of two K122 single crystals
measured in zero-field and T ≤ 300 K. Insets: Zoom into the superconducting state.
(b) The ρ data below 15 K plotted vs. T 1.76. Inset: T dependence of the ratio ρ/T
in the range 5.5 ≤ T ≤ 7.5 K (see also text) [32].
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45K used in the analysis. In the investigated samples, a too large temperature range
can guide the deviation from a T 2-behavior. The best fit to the low-temperature
data shown here using the standard relation ρ(T ) = ρ0 + AT
α with α ∼ 1.76 gives
unreasonably low values of ρ0 ∼ 0.1µΩcm [32].
5.7.3 Specific-heat measurements
Fig. 5.9 summarizes the temperature dependence of the specific heat C
p
/T of the in-
vestigated S2 single crystal for various magnetic fields applied parallel to the c axis.
It should be noted that with increasing applied magnetic field in both directions,
the superconducting anomaly shifts and broadens systematically to lower tempera-
tures and is also reduced in height. The electronic contributions to the specific-heat
of KFe2As2 (S2) are determined using Eq. 5.1. In case of a Griffiths-phase (S2),
Cp(T )/T ∝ χ(T ) [34, 35]. Hence, for the specific heat we have:
Cp(T ) = γnT + γGT
λG + β3T
3 + β5T
5
, (5.6)
where λG ≈ 0.67 according to our susceptibility data (see 5.7.1).
The specific-heat data of the S2 single crystal can be fitted by Eq. (5.6) (see
Fig. 5.10) (using the same lattice contributions β3 =0.68(2) mJ/mol K
4) with γn =
60(10) mJ/mol K2, and γG = 56(10) mJ/mol K
1+λG , respectively. Below 6K the data
for S2 deviate from the fit curve (see Fig. 5.10). This behavior is accompanied by
kinks in the specific-heat data (see Fig. 5.10). On the other hand, another unknown
magnetic anomaly for the crystal S2 is easily visible in the specific-heat data at T
m
slightly above Tc (Fig. 5.10). The weak field dependence of this anomaly suggests
that a similar related feature has been possibly observed but near 1 K in Ref. [122]. It
seems that ρ(T ) approaches a FL-like behavior for T < 6.5K. At Tm ∼ 4 K, slightly
above Tc (Fig. 5.10), another magnetic anomaly is well visible in the specific-heat
data. This behavior is attributed to the final formation of a cluster glass (CG) phase
in accord with the scenario proposed in Refs. [160].
In case of a spin-glass phase (S1), the data can be fitted by Eq. (5.7) (see
Fig. 5.10). The magnetic contribution Cm to the specific heat varies almost lin-
early for T < T
f
like the usual electronic contribution C
el
in the case of Fermi-
liquid behavior [158, 161]. Empirically, such a behavior can be approximated by
Cm ≈ γSGT + εSGT 2, where γSG and εSG are spin-glass constants found to be
γSG = 23(5) mJ/mol K
2 and εSG =2.6(5) mJ/mol K
3. Then, the normal-state
specific heat of sample S1 can be described by:
C
p
(T ) = (γel + γSG)T + εSGT
2 + β3T
3 + β5T
5
. (5.7)
A large magnetic contribution of γSG is expected in case of a spin glass [52, 53]. Since
γSG is nearly independent of the local-moment concentration [53, 162], one arrives
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Figure 5.9: The upper panel
shows the temperature de-
pendence of the specific-
heat of KFe2As2 (S2) mea-
sured at various applied
magnetic fields up to 0.6T
parallel to the c axis. The
lower panel shows the elec-
tronic specific-heat coeffi-
cient (c
el
/T ) after subtract-
ing the phonon contribu-
tions. To get the phonon
contributions, the inset data
are fitted between 4 and
10K.
at γSG ∼ ZCFem /T = 20± 3 mJ/mol K2 in the case of sample S1 (with Z = 5 atoms
per f.u.) in accord with the findings in this thesis.
Now, one may propose a realistic microscopic scenario for an excess-Fe-induced
spin glass with incommensurate short-range order. Hence, the observed magnetic
additional spin-glass contribution naturally explains variations and even very high
nominal values of γn > 90 mJ/mol K
2 reported recently [115, 122, 134]. Thus, the
obtained value of γn ≈ 60(10) mJ/mol K2 can be considered as a new representative
intrinsic value for a perfectly clean K-122 system without local moments. Such a γn
is supported by recent experimental data (see 5.5, and [133]). Following the analysis
given there, one may assume an electron-spin fluctuation coupling constant λsf ≤
1. The obtained value of γn allows us to re-estimate ∆Cel/γnTc which amounts now
0.8(2) using ∆C
el
/T
c
≈ 50 mJ/mol K2. This new ∆Cel/γnTc value is close to the
predictions for d-wave or p-wave pairing [35]. Hence, to clarify the symmetry and
the nodal structure of the SC order parameter, a careful sample characterization
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Figure 5.10: The temperature dependence of the specific heat measurements of both
crystals of KFe2As2 [32]. For discussion see text.
with respect to the presence of defect-induced local moments might be important
for K122 and other Fe pnictides. Naturally, the observed jump values donot fit the
strong pair-braking relation ∆Cel ∝ T 3c [128].
We attribute the weak pair breaking in K-122 to magnetic intraband/or scatter-
ing between parts of FSs with the same sign of the order parameter provided by the
spin glass and to the near absence of pair breaking due to nonmagnetic impurities for
scattering between gap regions of different signs for intraband and interband scat-
tering as well suggested by the unusually low residual resistivity ρ0 of our samples.
Another important fact is that in K-122 with a spin-glass phase no Pauli limiting for
the upper critical field has been observed [133] in contrast to La-1111 samples where
a sizable Pauli limiting effect was seen [150]. This might indicate that the freezing of
the spin glass reduces the polarization effect for itinerant electrons from the local mo-
ment compared to a paramagnetic state. Recently, SC near magnetic-nonmagnetic
quantum phase transitions have attracted much attention. Several heavy-fermion
superconductors display NFLB in resistivity [35] but, to our knowledge, anomalous
power laws in thermodynamic quantities in a broad temperature range above Tc have
not been observed. Our findings suggest that the pairing mechanism in K-122 is mag-
netic in nature in accord with the weak electron-phonon coupling [133]. K-122 can
be especially valued for further studies of the interplay between SC and magnetism
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within a region of quantum criticality. In general, the study of how superconductiv-
ity is affected by a spin-glass-like state and vice versa is a challenging issue in the
framework of the old problem of coexisting magnetism and superconductivity, which
has not been studied in detail since it has been observed in only a few cases, e.g.,
UPt3 [35]. Anyway, a better understanding of this interplay can be helpful for a
deeper insight into these glassy states, which are in the focus of modern solid-state
physics, including the interplay of disorder and quantum criticality [35].
As a consequence, the DOS involved in the superconductivity is reduced. It is
roughly measured by the ratio ∆CS2
el
/∆CS1
el
≈ 1.09. Remarkably, the suppression of
the superconductivity in one of the four bands doesnot cause a sizable reduction of
Tc. The available data for K-122 from the literature also point to a maximum value
of ∆Cel/T of about 40 - 45mJ/mol K
2 [122] with Tc slightly above 3.5 K and a weak
suppression of T
c
accompanied with a reduction of ∆C
el
/T [115, 122]. The presence
of a non-superconducting band (or group of electrons) below Tc likely observed for
crystal S1, if it survives at low T , would strongly affect the thermal conductivity and
various thermodynamic properties interpreted in the literature in terms of nodes of
the order parameter. Thus, to clarify the symmetry and the nodal structure of the
superconducting order parameter, a careful sample characterization with respect to
the presence of a few defect-induced local moments might be important in general
for K-122 and other Fe pnictides.
By analyzing our low temperature specific-heat and thermodynamic data in K-
1222, the data show that disordered magnetic phases accomplished by strong quan-
tum Griffiths effects may occur near SC and even coexist with it, especially if not all
conduction electrons are strongly affected by the glassy magnetic subsystem. The
data indicate that impurity local magnetic moments convert an incommensurate
SDW from an excited state in the clean limit to a short-range SDW-type phase ad-
mixed into the SC ground state. This explains the deviations from the standard
Fermi-liquid behavior in the resistivity, the magnetization, the anomalously large
value of the γ
n
and the small value of ∆C
el
/γ
n
T
c
observed here. The deviation from
∆Cel ∝ T 3 behavior suggests weak pair breaking due to local moments. Thus, it
can be believed that local moments as considered here might be of interest also for
other pnictides because they are able to affect various thermodynamic properties
as shown here and in [150] for the case of As vacancies in La-1111. In particu-
lar, also for LiFeAs due to the vicinity of various competing phases, sizable effects
from the presence of a very small concentration of local moments can be expected.
This might explain e.g. the rather different superconducting properties measured by
various groups, even for different parts of the same single crystal [163].
2Theoretical considerations in this chapter have been done together with S.L-Drechsler and S.
Johnston.
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5.8 Conclusions
• KFe2As2 single crystals with a superconducting transition temperature Tc ≈
3.5K were investigated by susceptibility, resistivity and low-temperature specific-
heat on well-characterized single crystals.
• The specific-heat jump was found to be ∆C
el
/T
c
∼ 46.8 mJ/mol K2 and the
Sommerfeld coefficient γn = 94(3) mJ/mol K
2 (S1). The magnetic phase dia-
gram has been studied yielding values for the upper critical fields µ0H
c
c2
(0) ≈
1.4T and µ0H
ab
c2
(0) ≈ 7T for the c axis and ab plane, respectively, extrapo-
lated using a single-band WHH model. The resulting anisotropy of KFe2As2
lies around Γ = H
(ab)
c2
/H
(c)
c2
∼ 5.
• The single-band WHH model was found to slightly underestimate the exper-
imental data for H||c, indicating a multi-band effect. Additionally, the tem-
perature dependence of the zero-field electronic specific heat C
el
cannot be
described within single-band weak-coupling BCS theory. Instead, the data can
be described with two s-wave-like gaps with magnitudes of ∆1/kBTc = 0.46
and ∆1/kBTc = 1.75.
• However, a multiple nodal-gap scenario or magnetic origins to explain the high
value of the specific heat at low temperatures cannot be excluded by our data.
For a full understanding of the gap structure of K-122 as well as of the high
values of cel/γnT at low temperatures, further specific-heat measurements at
very low temperatures below 400mK and/or low-temperature ARPES studies
will be helpful.
• The irreversibility field Hirr derived from AC-susceptibility data has been in-
vestigated. The double-maximum in χ′′v(T ) for H||c suggests the presence of
a peak effect in the temperature dependence of the critical current.
• KFe2As2 single crystals show different magnetic phases (paramagnetic, Griffith,
spin glass and probably AFM) which partially coexist with superconductivity
depending on the level of disorder.
• The analysis indicates the magnetic origin of the superconducting pairing in
KFe2As2 with λsf ∼ 1. To clarify the microscopic origin of the magnetic
moments and the superconducting gap symmetry further experimental and
theoretical investigations are needed.
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Chapter 6
Multiband superconductivity in (Ba,
Ca)1−xNaxFe2As2
6.1 Introduction
The parent compounds of AFe2As2 (A = Ba or Ca) are not Mott insulators unlike
the cuprates, but rather multiband metals. As for the high-T
c
cuprates, the identi-
fication of the gap symmetry and the mechanism for Cooper pairing are of primary
importance in Fe-based superconductors (FeSCs). Further solid experimental evi-
dence for a particular pairing state is still elusive since several experimental probes
point to different conclusions. With a weak electron-phonon coupling in this class of
materials [87, 164, 165], theoretical calculations predict unconventional SC mediated
by antiferromagnetic (AFM) spin fluctuations, and an s
±
-type superconducting-gap
symmetry, where the order parameter requires a sign change between different sheets
of the FS [87, 166, 167]. Experimental findings exhibit no consensus yet on the gap
symmetry.
In the electron- and hole-doped BaFe2As2, ARPES experiments show two dis-
tinct nodeless gaps with different magnitudes [168, 169, 170, 171, 172], while the
temperature dependence of the penetration-depth and nuclear magnetic resonance
(NMR) relaxation exhibit a power-law behavior, which may reflect the possible exis-
tence of nodes for both the 122 and 1111 series of compounds [173, 174, 175]. Nearly
isotropic two full gaps with different magnitudes are evidenced in point contact An-
dreev reflection spectroscopy (PCARS) [176] and penetration-depth measurements
[177, 178, 174, 173]. These apparent contradictions may arise from the influence of
a magnetic instability, which is expected to influence the gap topology, from impu-
rity effects and/or sample inhomogeneities, or surface off-stoichiometry [179]. The
existences of multiband SC using specific heat as a tool has been investigated for dif-
ferent systems including chalcogenides [180], heavy fermions [181], cobaltates [182],
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A15 compounds [183].
In this chapter1, based on low-temperature specific-heat measurements, the superconducting-
gap properties of hole-doped single crystals of Ca0.32Na0.68Fe2As2 and Ba0.65Na0.35Fe2As2
are reported. Although such studies have been performed in detail in analogous
compounds, i.e., K-doped Fe2As2, such studies are lacking in Na-doped CaFe2As2
and Ba2As2 up to date, which is only marginally investigated compared to K-doped
BaFe2As2. It is, however, necessary to examine how these properties are sensitive
to different chemical compositions (structural and electronic differences). The es-
timated electronic coefficient in the normal state is high, in agreement with other
hole-doped 122 compounds. The data shown in this chapter can be well described
by a multiband s±-wave model with different magnitudes and contributions. Fur-
thermore, using a multiband Eliashberg analysis, it can be demonstrated that the
zero-field low-temperature dependence of the specific heat is perfectly described by
a multiband s± pairing scenario in Ca0.32Na0.68Fe2As2.
6.2 Ba1−xNaxFe2As2
6.2.1 Single-crystal growth
All preparation steps like weighing, mixing, grinding and storage were carried out
in an Ar-filled glove-box (O2 and H2O level less than 0.1 ppm). As a first step, pre-
cursor materials were prepared by reacting with As, i.e., BaAs, FeAs, Fe2As, which
were used as the starting materials. For the crystal growth of the corresponding
stochiometries (Ba1−xNax) : Fe : As are used in the molar ratio 1:4:4. The stoichio-
metric amount of metallic Na was centered at the bottom of the alumina crucible,
after which the well ground mixture of the pre-reacted material was carefully placed
on top of Na. The alumina crucible was then placed in a niobium container which is
sealed with 0.5 atm pressure of Argon in an arc-melting facility to avoid the loss of
Na at high temperature.
Single crystals of Ba1−xNaxFe2As2 (BNFA) (x = 0.35, 0.4) and BaFe2As2 (BFA)
used in the present study were grown using a self-flux method (samples have been
grown by S. Aswartham). The details of sample preparation and characterization are
described in Ref. [186]. The parent compound, i.e., BaFe2As2 has been used to esti-
mate the lattice specific-heat contribution. The crystals have been characterized with
x-ray diffraction (XRD) which implies the absence of any chemical-impurity phase
within the experimental accuracy. The mentioned chemical compositions of this
material have been determined by energy-dispersive analysis of x-ray spectroscopy
1Section Ba1−xNaxFe2As2 is published by A. K. Pramanik, M. Abdel-Hafiez et al., Phys. Rev.
B 84, 064525 (2011) and S. Aswartham, M. Abdel-Hafiez et al., Phys. Rev. B 85, 224520 (2012).
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(EDAX) performed at different places of the sample. For the samples BNFA, the Na
variation in the used pieces is found within the instrumental error limit. A recent
study on polycrystalline Ba1−xNaxFe2As2 shows an unstable crystallographic phase
in Na-rich compositions where the material is susceptible to chemical-impurity phases
owing to the large mismatch in the size of Ba2+ and Na1+ ions [187]. From this point
of view the results regarding the crystal homogeneity for the crystals used here are
remarkable.
6.2.2 Thermodynamic investigations of BaFe2As2
Fig. 6.1 summarizes the thermodynamic investigations of the BaFe2As2 single crystal.
Fig. 6.1(a) presents the susceptibility data measured in an applied magnetic field of
1T with B ‖ ab. The susceptibility data of the parent compound clearly show an
anomaly at 137K with a rather sharp transition, which corresponds to the combined
structural and magnetic transition (see chapter 3.2). The temperature dependence
of the in-plane resistivity ρ(T) of the BaFe2As2 single crystal exhibits a metallic
behavior over the entire temperature range with a prominent first-order-like anomaly
at T
S
∼ 137 K (see Fig. 6.1(b)). The resistivity anomaly is in agreement with the data
previously reported. The temperature dependence of the heat-capacity of a single
crystal is presented in Fig. 6.1(c). The combined structural and magnetic transition
is clearly seen at 137 K. The sharp transition on a single crystal of pristine BaFe2As2
indicates the high quality of the crystal. The full width at half maximum of the
sharp peak in Fig. 6.11(c) is found to be FWHM ∼ 0.6 K.
The low-temperature specific-heat data of BaFe2As2 can be fitted linearly in the
range between 2 and 20 K to Cp/T = γn + βT
2 (see inset of Fig. 6.4), where γn and
β are the electronic and lattice coefficients of the specific heat, respectively. The
analysis of the data yields a Sommerfeld coefficient γn of 6.13(8) mJ/mol K
2 and the
lattice coefficient β = 0.369(7) mJ mol−1 K−4. From the obtained β value, the Debye
temperature θ
D
is calculated following the relation θ
D
= [(12π4R)/(5β)]1/3, where R
is the molar gas constant, and n is the number of atoms per formula unit [188]. This
gives θ
D
= 297 K for BaFe2As2. The extracted value of γn of the crystal shown here
is consistent with other studies on single crystals of BaFe2As2 (∼ 6.1mJ mol−1 K−2)
[139, 189], and close to theoretically predicted values, i.e., 5.68 mJ mol−1 K−2 (Ref.
[190]) or 7.22mJ mol−1 K−2 [191]. The fact that the specific-heat data C/T versus
T
2 exhibit a linear behavior at low temperatures without any upturn excludes the
possibility of Schottky-like contributions in the sample under study.
6.2.3 Specific heat in Ba1−xNaxFe2As2
The temperature dependence of the specific-heat in the form C/T vs. T for Ba0.6Na0.4Fe2As2
and for Ba0.65Na0.35Fe2As2 in various applied magnetic fields up to 9T parallel to
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Figure 6.1: Thermodynamic investigations of the BaFe2As2 single crystal. (a) Tem-
perature dependence of the magnetization data measured at 1T ‖ ab. (b) Tem-
perature dependence of the resistivity data measured upon heating at 0T. (c) Heat-
capacity and the inset shows the vicinity of the phase transition on an enlarged scale.
The combined structural and magnetic transition is clearly seen at 137K.
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Figure 6.2: The temperature dependence of the specific-heat of (a) Ba0.6Na0.4Fe2As2,
and (b) Ba0.65Na0.35Fe2As2 in various applied magnetic fields up to 9T parallel to
the c axis. The insets show a zoom close to Tc [186].
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Figure 6.3: The phase diagram for Hc2 of both, Ba0.6Na0.4Fe2As2 and
Ba0.65Na0.35Fe2As2, single crystals versus temperature. The blue lines represent the
linear fits [186].
the c axis are shown in Fig. 6.2(a) and Fig. 6.2(b), respectively. The measurements
prove the bulk nature of superconductivity, with a very sharp specific-heat jump at
the superconducting transition temperature T
c
= 29.4 K and T
c
= 33.6 K for x =
0.35 and 0.4, respectively. This is in line with the magnetization and the resistiv-
ity measurements [186]. Upon applying various fields the transition temperature is
systematically shifted to lower temperature and reduced in height. Note that the
data in the insets of Fig. 6.2(a) and Fig. 6.2(b) were obtained after subtracting the
electronic C
el
and phononic C
ph
contribution to the specific heat following Eq. 5.1.
The fit of both single crystals was done for the temperature range T > Tc.
At low temperature in the superconducting state, the specific heat is described
by the sum of two contributions Ctot = Cel+Cph = γrT+βT
3, however, the term ηT5
may be added to improve the fit at higher temperatures. Fig. 6.3 illustrates the su-
perconducting phase diagram and shows the upper critical field for both samples for
B ‖ c. An entropy conserving construction has been used for each field to determine
the superconducting transition temperature from the specific heat data. In order to
determine the upper critical field µ0Hc2 for the c orientation, the single band WHH
approach [37] has been used, which gives rise to µ0Hc2(0) = −0.69Tc(dµ0Hc2/dT )Tc .
As can be seen from the fit (shown by the solid lines) both data sets are perfectly de-
scribed by a straight line with average slopes −dµ0H(c)c2 /dT = 3.3T/K and 5.25T/K
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Figure 6.4: Temperature dependence of the specific heat C/T measured in 0 and 90
kOe for Ba0.65Na0.35Fe2As2 and BaFe2As2. The inset shows the plot C/T vs. T
2.
The straight lines represent linear fits to C/T = γ + βT 2 (see text) [136].
for x = 0.35 and x = 0.4, respectively. From these values the upper critical fields
µ0Hc2(0) = 66T and 121T can be estimated for x = 0.35 and x = 0.4, respectively.
6.2.4 Two-gap analysis in Ba0.65Na0.35Fe2As2
For further analysis, the knowledge of the electronic contribution to the specific
heat (C
el
) is required for the material under study, i.e., Ba0.65Na0.35Fe2As2. Since
Ba0.65Na0.35Fe2As2 is nonmagnetic, the simple subtraction of the lattice specific heat
(Cph) from the total specific heat (Ctot) will serve. Conventionally, Cph is estimated
by suppressing the superconducting transition in high magnetic fields. However,
the upper critical field (Hc2) is significantly large in this class of superconductors.
Thus, C
ph
has been estimated from the parent compound BaFe2As2, which is not
superconducting throughout the temperature range, as evident from Fig. 6.4 where
C/T does not exhibit any anomalous behavior as a function of temperature. On
cooling from room temperature, BaFe2As2 exhibits a long-range magnetic order of
AFM type with spin density wave (SDW) formation around 140K [192, 193], imply-
ing a likely magnetic contribution to its specific heat. In fact, our specific heat data
show a sharp peak around this AFM-SDW transition in BaFe2As2 (BFA) (Fig. 6.1).
Furthermore, a recent neutron-scattering measurement has revealed that the energy
gap for low-energy spin-wave excitations in the magnetically ordered state is about
9.8 meV (≡ 114 K) for this material [193]. Therefore, magnetic contributions to the
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Figure 6.5: The electronic specific heat Cel/T as function of temperature for the
sample Ba0.65Na0.35Fe2As2. γn and γr represent the normal state and residual elec-
tronic coefficient of the specific heat. The inset shows the entropy in the normal and
superconducting state as a function of temperature [136].
specific heat will be negligible in the range of our working temperatures (< 35 K),
and the specific heat can be assumed to consist of electronic and lattice contribu-
tions only. The compound Ba0.65Na0.35Fe2As2, on the other hand, shows an anomaly
in C/T around 29.4K (Fig. 6.4), which signals the superconducting transition. The
specific heat measured in a magnetic field of 9T (Fig. 6.4) shows that the super-
conducting transition is broadened and insignificantly shifted (∼ 1.5K) in 9T for
Ba0.65Na0.35Fe2As2, which is expected from its high Hc2 estimated to be above 100 T
[195]. In the inset of Fig. 6.4, specific-heat data have been plotted in the form C/T
versus T 2 for the compounds BaFe2As2 and Ba0.65Na0.35Fe2As2.
The phononic contribution C
ph
to the specific heat of BaFe2As2 has been deter-
mined following the relation CBFA
ph
= CBFA
tot
- CBFA
el
, where CBFA
el
is γBFAT . Using
C
BNFA
el
/T = CBNFA
tot
/T - fCBFA
ph
/T , CBNFA
el
can be calculated. The scaling fac-
tor f has been introduced due to slightly different atomic compositions between
Ba0.65Na0.35Fe2As2 and BaFe2As2. To determine the value of f , a criterion has
been used for that normal- and superconducting-state entropy are equal at Tc, i.e.,
∫
Tc
0
(Cel/T ) dT = γnTc. Starting with f = 1 it turned out that the entropy conser-
vation criterion is satisfied for f = 0.95 (inset of Fig. 6.5). This procedure yields T
c
= 29.4 K. The resulting Cel/T for Ba0.65Na0.35Fe2As2 is presented in the main panel
of Fig. 6.5. It is obvious from the figure that the superconducting transition at T
c
is reasonably sharp, yielding a jump in Cel/T at Tc around 72.5mJ mol
−1 K−2 and
γn = 57.5mJ mol
−1 K−2, which is comparable to other hole- (potassium)-doped 122
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Figure 6.6: The normalized electronic specific heat (Cel−s/γnT ) of Ba0.65Na0.35Fe2As2
as a function of reduced temperature t = T/Tc. The dashed line represents the
theoretical curve based on single-band weak-coupling BCS theory with an s-wave
gap ∆(0)/k
B
T
c
= 1.76. The solid lines represent the curves of the two s-wave gap
model (see text) [136].
compounds with volume of about 100mJ mol−1 K−2 [140]. It is worth mentioning
that the obtained ∆C/T
c
for the present material scales well with its T
c
in perspective
of recent results of Fe pnictides [194].
Using γ
n
= 57.5mJ mol−1 K−2, the parameter C
el
/γ
n
T
c
= 1.26 is estimated.
This value, however, is lower than the weak-coupling BCS prediction of 1.43 [2].
Following the fact that the superconducting anomaly at T
c
is reasonably sharp in
Ba0.65Na0.35Fe2As2, a distribution in Tc or the presence of an impurity phase is an
unlikely explanation for such a reduced value of Cel/γnTc. Instead, it can be as-
sumed that the presence of multiple SC gaps possibly render a low Cel/γnTc in
Ba0.65Na0.35Fe2As2. Moreover, the signature of a multi-gap scenario in single crys-
tals of the Ba0.65Na0.35Fe2As2 is evidenced by a significant hump around 12K in the
Cel/T vs. T data (Fig. 6.5), which will be discussed below. Note that Cel/T almost
saturates at low temperature, however, it does not extrapolate to zero. It bears
mentioning that the value of γr in the present case is remarkably low (see Fig. 6.5),
showing the good quality of the single crystal. The origin of γr in Ba0.65Na0.35Fe2As2
is not clear, however it may arise due to an incomplete transition to the supercon-
ducting state or broken pairs in the superconducting condensate [17].
After exploring the electronic specific heat, in the next step the superconducting
gap properties in Ba0.65Na0.35Fe2As2 are examined. In many cases, specific heat
measurements have already proven to be an effective tool in understanding the
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superconducting-gap structure and its distribution [44, 45]. For the investigated
sample, however, C
el
first needs to be corrected due to a finite γ
r
. At low temper-
ature Cel is assumed to be contributed by the superconducting (Cel−s) as well as
the non-superconducting normal (Cn) parts of the specific heat. While the normal
electrons have specific-heat contributions linear in temperature (γrT ) the supercon-
ducting electronic contribution will be scaled by 1 - γr/γn as:
Cel−s/T =
γn
γn − γr
(Cel/T − γr). (6.1)
In Fig. 6.6 the normalized data Cel−s/γnT as a function of reduced temperature
t(= T/T
c
) is presented for Ba0.65Na0.35Fe2As2. As mentioned earlier, Cel−s/γnT
exhibits a broad hump around t = 0.4, which implies the presence of multiple SC
gaps in this compound. The specific-heat data has been analyzed utilizing the α
model which was originally proposed to account for the thermodynamic properties
of a strongly coupled single-gap superconductor under a semiempirical approach
[45]. Using equations 2.29 and 2.30, first the specific heat C
el−s
/γ
n
T as a function
of t with α = 1.76 for the single-band weak-coupling BCS theory is calculated. As
evident from Fig. 6.6, the calculations disagree significantly with our experimental
data, where the former is characterized by a higher jump anomaly at Tc. Moreover,
an opposite curvature and different magnitude below and above t ≈ 0.55 can be
observed for the single-gap model compared to the experimental data. In the next
step Cel−s/γnT is calculated by introducing two gaps and their appropriate weights.
Values α1 = 1.06 [∆1(0) = 2.68 meV], γ1/γn = 0.48 and α2 = 2.08 [∆2(0) = 5.27
meV], γ2/γn = 0.52, yield the closest matching with the experimental data. Fig. 6.6
also shows the Cel−s/γnT vs. t plot for each individual α and their weights.
It is worth mentioning here that the employed α model follows a simple semiem-
pirical approach where the superconducting gap is assumed to have a BCS tem-
perature dependence and the interband coupling is not taken into account. Despite
such simplification, this model has been extensively used to analyze the experimental
thermodynamic data for many kinds of materials. One, therefore, certainly needs to
check other self-consistent models to compare the results. To this end, within the
framework of Eliashberg theory for MgB2 Dolgov et al. [196] have shown that the α
model is sufficiently accurate to find the superconducting-gap values though the gap’s
partial contribution lacks in full agreement. Another recently proposed γ model by
Kogan et al. [197] is also an effective approach which takes into account the inter-
band pairing potential and is successfully tested for the two-band superconductors
MgB2 and V3Si. The experimental work calls, therefore, for a detailed theoretical
analysis of the data with these and other appropriate models to fully understand the
multigap superconducting nature in Fe pnictides. In addition, considering the fact
that superconducting gaps estimated by using different experimental techniques like
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ARPES or muon spin rotation (µSR) exhibit a wide distribution of absolute values
[172], further studies including specific-heat measurements are required on doped 122
Fe-based superconductors with different kind of doping elements as well as doping
concentrations to develop a comprehensive understanding and a generalized view of
this matter.
6.2.5 Density of states of Ba0.65Na0.35Fe2As2
The obtained high value of γn for Ba0.65Na0.35Fe2As2 single crystals is consistent
with other members in the hole-doped 122 series whereas for electron-doped 122
compounds γn is much lower (see Table 6.1). Utilizing the obtained value for γn,
information about the normal-state electronic properties, i.e., the DOS at the Fermi
energy N(ǫ
F
) can be obtained by using the relation [47]:
γn = γ0 (1 + λ) , (6.2)
γ0 =
π
2
k
2
B
3
N(ǫ
F
), (6.3)
where λ is the dimensionless electron-phonon coupling strength and kB is the Boltz-
mann constant. Since in the case of Fe pnictides λ is not significant, one can set γ
n
≡ γ0. Therefore, γn is mainly contributed by N(ǫF ) which implies a higher N(ǫF ) in
hole-doped compounds than in electron-doped ones. From the obtained γn, N(ǫF )
= 24.37 states eV−1 f.u.−1 is calculated for Ba0.65Na0.35Fe2As2.
It is worth mentioning that the generally high values of γ
n
orN(ǫ
F
) for hole-doped
122 Fe pnictides remain controversial with theoretical calculations, e.g., yielding γn
= 13.03mJ mol−1 K−2 and N(ǫF ) = 5.526 states eV
−1 f.u.−1 for Ba0.5K0.5Fe2As2,
where the related values are only around 20% higher than the parent compound
[198]. However, another calculation clarifies that upon including the band parameters
from experimental ARPES data, which include mass-renormalization effects, the
calculated γn is close to the experimental values [29]. Nonetheless, this controversy
calls for further rigorous theoretical investigations to address possible reconciliations
within the experimental findings.
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Figure 6.7: X-ray diffraction pattern on a large Ca0.32Na0.68Fe2As2 single crystal
along the c axis.
6.3 Ca1−xNaxFe2As2
6.3.1 Single-crystal growth
In the present section single crystals of the parent compound CaFe2As2 and optimally
hole-doped Ca0.32Na0.68Fe2As2 are investigated. The single crystals of the parent
compound were obtained by using the high-temperature solution-growth technique
with Sn as a flux, similar to the one described in [75]. It should be mentioned that it
is rather difficult to grow hole-doped single crystals, especially with such a high Na
content. Based on our single-crystal-growth experiments (samples have been grown
by L. Harnagea) one has found that using NaAs as a flux is a more convenient route to
prepare the Na-doped CaFe2As2 compounds. The starting composition was selected
as Ca0.5Na0.5Fe2As2:NaAs=1:2 as molar ratio. The mixture of the precursors CaAs,
Fe2As and NaAs was loaded in an alumina crucible. The crucible was sealed under
an argon atmosphere into a Nb container enclosed in an evacuated quartz ampoule.
The precursor’s mixture was slowly heated to 1373K, kept there for 24 hours to
ensure the homogenization and then gradually cooled down to 873K with a cooling
rate of 3K/h, followed by a rapid cooling to room temperature.
The phase purity of the resulting single crystals was investigated with X-ray
diffraction (XRD) as illustrated for Ca0.32Na0.68Fe2As2 in Fig. 6.7. The chemical
composition was accessed using a scanning electron microscope (SEM-Philips XL
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30) equipped with an energy dispersive X-ray (EDX) spectroscopy probe. Generally,
the samples proved to be single phase. Lines corresponding to the residual flux were
observed only sporadically due to some flux sticking on the surface of the single
crystals. To determine the chemical composition of Na-doped CaFe2As2 samples, an
EDX analysis for different samples from the same batch and different locations at
each particular sample were performed. Similarly to the previously reported data
[199], the samples proved to be relatively homogeneous with a standard deviation of
the Na-concentration between 0.03 and 0.06.
6.3.2 Magnetization and resistivity studies
Fig. 6.8 shows the temperature dependence of the magnetization and the resistiv-
ity for the parent compound CaFe2As2 and for Ca0.32Na0.68Fe2As2 single crystals.
In Fig. 6.8(a) the temperature dependence of the magnetization measured under
zero-field-cooled conditions in a magnetic field of 1T applied along the ab plane is
presented. The parent compound shows a combined spin density wave (SDW) and
structural transition near 169K, in good agreement with previous reports (see chap-
ter 3.2) [75, 200]. The first-order SDW/structural transition is completely suppressed
upon 68% substitution of Ca by Na and superconductivity emerges at Tc = 34K.
Fig. 6.8(b) shows the in-plane resistivity data for the parent and Na-substituted
samples measured between 4 and 300K. The parent compound exhibits a metallic be-
havior over the entire temperature range with a prominent anomaly at 168K, which
is in good agreement with the magnetization data. In the case of the hole-doped sam-
ple the SDW/structural anomaly is completely suppressed. A sharp superconducting
transition at 34.6K (90% of the normal-state resistivity) can be seen on the resistiv-
ity curve with ∆Tc = 0.2K. The residual resistivity is about ρ(36K) = 17.18µΩ·cm
and the residual resistivity ratio is found to be RRR = ρ(300K)/ρ(36K) = 12.8. The
RRR and the residual-resistivity values observed for the sample studied here are sim-
ilar with those reported in the literature for the hole-doped 122 series of compounds
[195, 201, 202]. For comparison, a RRR value of 9.6 was found for optimally-doped
Ba0.6Na0.4Fe2As2 single crystals [129]. These values indicate a fairly good quality of
the used single crystal.
6.3.3 Specific-heat measurements
The temperature dependence of the zero-field specific heat for the parent compound
and the hole-doped sample are presented in Fig. 6.9. The sharp SDW/structural
transition at about 168K is observed only for the parent compound. The anomaly
associated with the structural and magnetic transition is completely absent in the Na-
doped sample. Instead, a new anomaly (a jump in the specific heat), which marks the
superconducting transition, is observed at 34K. The low-temperature specific-heat
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Figure 6.8: (a)Temperature dependence of the magnetization of CaFe2As2 and
Ca0.32Na0.68Fe2As2 single crystals measured in an applied magnetic field of 1T par-
allel to the crystallographic basal plane under zero-field-cooled conditions. (b) Tem-
perature dependence of the in - plane electrical resistivity in zero field up to 300
K. The inset represents a zoom of the resistivity data around the superconducting
transition for the Ca0.32Na0.68Fe2As2 single crystal.
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Figure 6.9: Temperature dependence of the specific heat (C
p
) in zero field for
CaFe2As2 and Ca0.32Na0.68Fe2As2. The inset shows Cp/T versus T
2. The straight
lines represent fits to C
p
/T = γ
n
+ βT 2 (see text).
data for both samples in the form Cp/T as a function of T
2 are shown in the inset of
Fig. 6.9. At low temperatures the data can be described by a line C
p
/T = γ
n
+ βT 2.
The linear fits are represented by straight solid lines in the inset. The fact that
the low-temperature specific-heat data for CaFe2As2 and Ca0.32Na0.68Fe2As2 exhibit
a linear behavior at low temperatures without any upturn indicates the absence of
Schottky-like contributions in the investigated samples. The γn value for the parent
compound is found to be around 5.4 mJ/mol K2, which is in agreement with the
values ranging between 4.7 and 8.2 mJ/mol K2 reported in the literature [137, 203].
The phononic coefficient β is found to be 0.508 mJ/mol K4. Using the relation
θD = (12π
4
RN/5β)1/3, where R is the molar gas constant and N = 5 is the number
of atoms per formula unit, the Debye temperature θD = 267K is obtained, which
agrees reasonably well with previously reported data [137].
Fig. 6.10 summarizes the temperature dependence of the Ca0.32Na0.68Fe2As2 specific-
heat measured in various magnetic fields ‖ c together with the zero-field measure-
ments of the parent compound. The inset shows the specific-heat data close to Tc
which exhibit a pronounced anomaly around the transition temperature. Under a
magnetic field up to 9T, the transition is broadened and shifted to a lower temper-
ature by about 1.5K. This observation indicates a very high upper critical field Hc2,
consistent with the previous reports of hole-doped 122 compounds [140].
To illustrate the fact that the hole-doped system has a high upper critical field,
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Figure 6.10: The temperature dependence of the specific heat C
p
/T of the
Ca0.32Na0.68Fe2As2 single crystal measured at different magnetic fields applied along
the crystallographic c axis. CaFe2As2 was measured in zero-field conditions. The
inset shows Cp/T of Ca0.32Na0.68Fe2As2 near Tc.
the phase diagram extracted from the specific-heat measurements has been mapped
out as shown in Fig. 6.11. To determine the superconducting transition tempera-
ture for each field an entropy-conserving construction has been used. In order to
determine the upper critical field Hc2 for the c orientation, the single-band (WHH)
approach [37] was used. As can be seen from the fit shown by the solid lines, the
data of the specific heat are perfectly described by a straight line with average slope
−d(µ0H(c)c2 )/dT = 5.5T/K. From this value the upper critical field µ0Hc2(0) = 130T
can be estimated. This value for the upper critical field is higher than what was de-
termined previously in Ca1−xNaxFe2As2 compounds (x ≥ 0.6) from resistivity mea-
surements [199, 202, 204], but it is comparable with values reported for optimally
K-doped Ba122 [140, 195]. These differences may arise from the way in which Tc was
determined for different measurement methods. Still, it can be believed that the sim-
ilarity of superconductivity in Na-doped Ca122 and hole-doped Ba122 compounds is
really robust against magnetic fields [140, 195].
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Figure 6.11: The phase
diagram of the upper
critical field Hc2 versus
temperature obtained
from the specific heat
measurements on the
Ca0.32Na0.68Fe2As2 single
crystal. The solid line
represent a linear fit.
6.3.4 Superconducting gaps
For further analysis, Cel to the specific heat of Ca0.32Na0.68Fe2As2 is required. Since
this compound is non-magnetic, the Ctot is an average of Cel and Cph. Convention-
ally, in the case of a superconducting compound Cph is estimated by suppressing
the superconducting transition in high magnetic fields. However, due to the very
high upper critical field of the hole-doped single crystal superconductivity cannot
be easily suppressed by a magnetic field. Thus, the Cph contribution has been es-
timated using the parent compound CaFe2As2, which is not superconducting over
the whole temperature range. As described above, the parent compound exhibits a
long-range magnetic order (AFM-type) around 169K, which suggests a likely mag-
netic contribution to its specific heat. However, a recent inelastic neutron-scattering
measurement has revealed that the energy gap for low-energy spin-wave excitations
in the magnetically ordered state is about 6.9meV (∼ 80K) for CaFe2As2 [205].
Therefore, magnetic contributions to the specific heat should be negligible at
temperatures less than 40K, and the total specific heat can be assumed to consist of
only Cel and Cph in that temperature range. Furthermore, for T > Tc the specific heat
data of Ca0.32Na0.68Fe2As2 and CaFe2As2 are comparable, confirming similar phonon
contributions to the specific heat of both samples. Because of that the CaFe2As2
sample is used for evaluating Cph of the specific heat of the Ca0.32Na0.68Fe2As2 sample.
A similar approach was successfully applied in the case of electron and hole-doped
BaFe2As2 [136, 206] (see also 6.2.4).
Two-gap analysis
In order to determine the phononic contribution to the specific heat of CaFe2As2, the
same procedure as in 6.2.4 has been undertaken. CCaFe2As2
ph
= CCaFe2As2tot − CCaFe2As2el ,
where CCaFe2As2
el
= γnT . Therefore, the specific-heat of the superconducting sample
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Figure 6.12: The superconducting electronic specific heat of Ca0.32Na0.68Fe2As2 after
subtracting the phonon contribution as a function of reduced temperature t = T/Tc.
The solid lines represent the curves of the two s-wave gap model (see text). The
inset shows the entropy in the normal and superconducting states as a function of
temperature.
can be represented by:
C
Ca0.32Na0.68Fe2As2
el
/T = CCa0.32Na0.68Fe2As2
tot
/T − fCCaFe2As2
ph
/T, (6.4)
which allows the calculation of Cel of the doped sample. The scaling factor f has
been introduced to account for the difference in the atomic compositions of the parent
and hole-doped compounds. The value of f was determined from the requirement
of equality between the normal- and superconducting-state entropies at Tc, that is,
∫
Tc
0
(Cel/T ) dT = γnTc, where γn is the normal-state electronic specific-heat coeffi-
cient. The procedure discussed above yields a value for the superconducting tran-
sition temperature of 33.9K. It is obvious from Fig. 6.12 that the superconducting
transition at Tc is well pronounced, with a jump in Cel/T at Tc of about 52.2 mJ/mol
K2. This value is higher than in the case of electron-doped Ba122 compounds [207],
but smaller compared to the hole-doped Ba122 series [136, 184]. The value of the
specific heat at Tc obtained for this material scales relatively well with its Tc in light
of the recent results in Fe-based superconductors [208].
The obtained high value of γn = 54.2mJ/mol K
2 for Ca0.32Na0.68Fe2As2 is consis-
tent with other members of the hole-doped 122 series. From γn = 54.2 mJ/mol K
2,
the parameter ∆Cel/γnTc = 0.96 is estimated, which is smaller than the prediction of
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the weak coupling BCS theory (∆Cel/γnTc = 1.43) [2]. Taking into account the fact
that the superconducting transition is relatively sharp in Ca0.32Na0.68Fe2As2, a dis-
tribution in Tc or the presence of impurity phases cannot explain the reduced value
of the universal parameter. Thus, it can probably be concluded that the presence
of multiple SC gaps may reduce the universal parameter in Ca0.32Na0.68Fe2As2, as
also evidenced in other 122 Fe-based superconductors [115, 136, 155, 206]. Moreover,
a signature for a multigap scenario in this compound is evidenced by a significant
hump around 13K in Cel/T vs.T (Fig. 6.12). It should be noted that the electronic
specific heat does not go to zero as T → 0. Following the previous scenario, a resid-
ual electronic specific heat, γr, is found to be 7.6mJ/mol K
2, which is the value
commonly known for electron- and hole-doped Ba-122 systems. γr reaches 14% of
the normal-state Sommerfeld coefficient γn. A similar observation of (γr/γn ≈ 5.7%-
24%) [136, 155] was also reported in other iron-pnictide superconductors. The origin
of this residual part is still unclear. It may be because of an incomplete transition
to the superconducting state or by broken pairs caused by disorder or impurities
in unconventional superconductors, and/or spin-glass behavior. This non-vanishing
residual γr signals contributions from non-superconducting electrons to the experi-
mentally measured signal below Tc. To obtain the specific heat of the superconducting
phase, this contribution needs to be subtracted from the total specific heat.
While the electronic specific heat in the normal state behaves linearly with tem-
perature, the superconducting electronic specific heat can be scaled by (1 - γr)/γn.
In that case the electronic specific heat is given as in Eq. 6.1. The data Cel-s/T as
a function of the reduced temperature for Ca0.32Na0.68Fe2As2 are shown in Fig. 6.12.
As can clearly be seen, the data show a hump which confirms multiple gaps in the
crystal. Because of that, the data has been analyzed using the model proposed for
MgB2 [44], i.e., a multigap scenario and following the same situation as described in
6.2.4. The best fit that describes the experimental data is shown with a solid red line
in Fig. 6.12. The values of the two superconducting gaps are found to be ∆1/kBTc =
0.89 [2.6 meV] and ∆2/kBTc = 2.36 [6.9 meV] and their appropriate weights γ1/γn =
0.53 and γ2/γn = 0.47, respectively. These values are very close to other Na andK
doped Ba-122 systems [123, 136].
Eliashberg Analysis
Instead of the two-gap analysis, an Eliashberg analysis is introduced for further
discussions. To model the specific heat an effective three-band model2 is assumed
here. Two bands (i = 1, 2) are associated with the hole pockets and one band
(i = 3) is associated with the electron pockets. Furthermore, it is assumed that
the intraband scattering is dominated by the attractive (λii > 0) electron-phonon
2The Analysis has been done by S. Johnston.
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Figure 6.13: (a) The assumed spectrum of phonons (black) and spin fluctuations
(red). (b) The temperature dependence of the gap functions ∆i(ωn = π/β). (c) A
comparison between the calculated (thick black) and measured (open circles) change
in the electronic specific heat ∆Cel(T ). The individual band contributions are also
shown for T < Tc, following the color scheme of panel (b).
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interaction while the interband scattering is dominated by a repulsive (λij < 0)
spin-fluctuation-mediated interaction [123]. (Note that the negative sign for λ
ij
only
enters into Eq. (2.7) while in Eq. (2.8) all λij enter with a positive sign.) The bosonic
spectral densities Bii(ν) = Bph(ν) and Bij(ν) = Bsf (ν), respectively, are shown in
Fig. 6.13(a). The phonon spectrum is taken from [209] while the spin-fluctuation
spectrum is assumed to have the usual form Bsf (ν) = Ωsfν/(ν
2 + Ω2
sf
) (Ωsf = 20
meV) [210]. In both cases Bij(ν) has been normalized such that
∫
ωc
0
dν2Bij(ν)/ν = 1
and the spin-fluctuation spectrum has been cut off for ν > ωc = 100 meV. The
dimensionless couplings were taken as λ11 = λ22 = λ33 = 0.45, λ12 = −0.9, λ13 =
−0.1 and λji = λijNi(0)/Nj(0). This choice produces a total average coupling λav =
∑
ij
(N
i
(0)/N
tot
)λ
ij
= 2.18, similar to other pnictides [123]. The partial density of
states (DOS) at the Fermi level for each band (in eV−1) are N1(0) = 0.880, and
N2(0) = 3.521 for the hole pockets and N3(0) = 0.733 for the electron pockets.
In is worth noting that the partial DOS for the second hole pocket is rather large.
This indicates that this effective band likely represents contributions from two hole
pockets with similar gap values and poor nesting conditions and/or weak interactions
with the electrone-pockets. Finally, Eqs. (2.7) and (2.8) were solved self-consistently
assuming an s±-gap symmetry.
The temperature dependence of the gaps ∆i at the n = 1 Matsubara frequency
is shown in Fig. 6.13(b). T
c
= 32.1 K and the low temperature (T = 2 K) gaps are
∆i(ωn = π/β) = 6.57, 2.30, and −6.72 meV. The total change in the specific heat
is compared to the measured data (open circles) in Fig. 6.13(c). The agreement is
good given the simplicity of the model, and it highlights the multiband nature of
the system. It is noted that the relatively weak coupling between the second and
third band, as well as the relatively large contribution from the intraband coupling,
implies that the second band becomes superconducting at T = Tc via the proximity
effect. In the absence of interband coupling this band would have a much lower T
c
.
This situation was required in order to reproduce the pronounced knee in Cel near
T/Tc ∼ 0.3. If a strong interband coupling is assumed between these bands, or if the
intraband coupling is reduced, the knee in Cel is significantly reduced [29, 123].
6.3.5 Low-temperature studies for Ca0.32Na0.68Fe2As2
In order to clarify the origin of γr and to shed light on the pairing symmetry in
Ca0.32Na0.68Fe2As2, the temperature dependence of the low-temperature part of the
specific-heat data measured in various magnetic fields applied along the c axis is
shown in Fig. 6.14(a). The data plotted as Cp/T vs T
2 can be fitted to Cp/T = γn +
βT
2. A roughly linear behavior and no magnetic impurities have been observed. It is
clear that the magnetic field enhances the low-temperature specific heat continuously,
indicating the increase of the quasiparticle density of states at the Fermi level induced
by a magnetic field. Using an equivalent approach as presented in Refs. [206, 211],
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Figure 6.14: (a) Specific
heat of Ca0.32Na0.68Fe2As2
plotted as Cp/T versus T
2
measured under various
magnetic fields up to 9T
in the low-temperature
region. (b) The field
dependence of the field-
induced term ∆γ(µ0H) =
[C(T,H)−C(T, 0)]/T . The
solid, dashed and dotted
lines represent the field
dependencies according to
s-wave [212], d -wave [41],
and anisotropic s-wave
scenarios [213], respectively.
a linear extrapolation of the low-temperature data (between 2 and 4.2K) to zero
temperature yields the field dependence of the field-induced contribution ∆γ(µ0H) =
(C(T,H) − C(T, 0))/T at T = 0. The magnetic-field-induced enhancement of the
low-temperature specific heat can be obtained.
The obtained data derived at 0K are presented in the form of ∆γ(µ0H)/(γn-γr)
versus H/H c2 in Fig. 6.14(b). µ0Hc2 is obtained from the specific heat data (see
above). As can be seen, the data cannot be described by a simple s-wave order
parameter. On the other hand, the field-dependent data follow the prediction for a
±s-wave scenario by using the two-gap model for the ratio ∆
min
/∆
max
= 0.5 [212]
(see the dashed green line in the inset of Fig. 6.14(b)). This is different from cuprates,
for which a square-root relation ∆γ(µ0H) = A(µ0H)
0.5 was observed [14, 15, 16, 17].
The curve using the prediction for d -wave superconductors is also presented (inset
of Fig. 6.14(b)). It should be noted, that both a d -wave and an anisotropic s-wave
approach fit quite well, but that the anisotropic s-wave scenario seems to fit a bit
better. Similar behavior has also been seen in Ba(Fe1−xCox)2As2 at (x = 0.045, 0.08,
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Figure 6.15: (a) Scaling
of the low-temperature of
data of Ca0.32Na0.68Fe2As2
according to the s-wave sce-
nario: C
cal−s
= [C(H) -
C(0)]/T3 vs. T/
√
H. The
dashed black line represents
the theoretical expression.
(b) Scaling of the data
based on the d-wave sce-
nario: Ccal−d = [C(H) -
C(0)]/T
√
H versus T/
√
H.
For the d-wave scenario no
scaling can be found.
0.103, and 0.105) where the field-dependent values of the low-temperature specific-
heat data can be described by a two-gap model with a gap-size ratio ∆min/∆max=0.5.
However, from specific-heat data alone it is difficult to be sure whether nodes exist
or not, since in the case of multi-band superconductivity low-energy quasi-particle
excitations can always be explained by the contribution from a small gap.
In order to further elucidate this point, the low-temperature specific-heat data
also have been analyzed in the finite-temperature region in the mixed state. This
way, the quasiparticle excitations in superconductors with different gap symmetries
can be obviously distinguishable. In s-wave superconductors, the inner-core states
dominate the quasiparticle excitations and, consequently, a simple scaling law was
proposed by Liu et al., in which the data are scaled according to the s-wave scenario:
Ccal−s = [C(H) − C(0)]/T
3 vs. T/
√
H. For d-wave superconductors it is expected
[214] that scaling of the data can be presented as: Ccal−d = [C(H) − C(0)]/T
√
H
vs. T/
√
H. For a gap with line nodes, the excitation spectrum is dominated by the
extended quasiparticles outside the vortex cores and the so-called Simon-Lee scaling
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law holds [215]. The s-wave scenario of the scaling result of the field-induced term
in the mixed state is presented in Fig. 6.15(a) and the d-wave scaling is shown in
Fig. 6.15(b).
The s-wave scenario can clearly describe the measured data in a much better
way than the d-wave scenario. At different magnetic fields, the data in Fig. 6.15(a)
can be roughly scaled to the dashed black line, which reflects the theoretical curve
Ccal−s = 0.623(T/
√
H)−2. Similar low-temperature specific-heat studies have already
been investigated in different Fe-based superconductors such as KFe2Se2 [216] and
in the optimal hole-doped BaKFe2As2 [184]. It was found that the gap scaling is
in good agreement with the predictions of the s-wave scenario rather than the d-
wave scaling. From the previous detailed analysis a two s-wave-like superconducting
gap scenario is capable of describing the low-temperature specific-heat data and the
electronic contribution of the zero-field data. It is important to note that the Na-
doped system definitely underlies multiband superconductivity. It can be believed
that further experimental studies on that system, and on materials with different
doping levels using different methods such as ARPES, NMR and penetration depth,
will be helpful to finally resolve the detailed nature of superconductivity and to add
a complete picture of the gap structure.
6.4 SC gap comparison
Table 6.1: Comparison of specific-heat parameters of several hole-doped 122 com-
pounds. γ
n
is given in units (mJ/mol K2), T
c
in K, ∆1/kBTc = α1, ∆2/kBTc = α2,
γ1/γn and γ2/γn.
Compounds γ
n
T
c
α1 α2 γ1/γn γ2/γn Ref.
Ca0.32Na0.68Fe2As2 54.2 33.9 0.89 2.36 0.53 0.47 this work
Ba0.65Na0.35Fe2As2 57.5 29.4 1.06 2.08 0.48 0.52 this work
Ba0.68K0.32Fe2As2 50 38.5 1.1 3.3 0.5 0.5 [123]
KFe2As2 94 3.5 0.46 1.75 0.55 0.45 this work
Ba0.6K0.4Fe2As2 49 37.3 2.07 1 [185]
For the sake of comparison of the superconducting gap for the 122 compounds, the
values of the scaled gaps α1 and α2, their respective weights, Tc, and γn have been
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Figure 6.16: The superconducting-gap evolution of Ca0.32Na0.68Fe2As2 and
Ba0.65Na0.35Fe2As2 [136] together with Ba(Fe1−xCox)2As2 [207] for 0.05 ≤ x ≥ 0.146,
Ba0.68K0.32Fe2As2 [123], KFe2As2 [133], FeSe [217], and LiFeAs [108]. Lines are guides
to the eye.
summarized for Ba0.65Na0.35Fe2As2 and Ca0.32Na0.68Fe2As2 along with other hole-
and electron-doped 122 materials in Tab. 6.1. For Ba0.65Na0.35Fe2As2, the larger gap
α2 has a higher value than the weak-coupling BCS gap value (1.76) while the smaller
one α1 has a lower value. Although the gap magnitudes are scattered for differ-
ent compounds within the Ba-122 family, their relative weights exhibit a consistent
trend. The obtained gap structure for Ba0.65Na0.35Fe2As2 and Ca0.32Na0.68Fe2As2 has
qualitative similarity with other hole-doped materials, such as Ba0.68K0.32Fe2As2, the
gap ratio ∆2/∆1 differs significantly (Tab. 6.1).
In the scenario of an interband pairing mechanism for Fe pnictides [218], the gap
ratio is predicted as ∆2/∆1 =
√
N1/N2, where N1 and N2 are the Fermi-level DOS in
the respective bands, and ∆2/∆1 is shown to evolve with the effective coupling among
the bands. Therefore, one can speculate that the DOS in different bands as well as
their coupling are modified with K1+ and Na1+ doping. Indeed, K1+ and Na1+ have
different ionic sizes and electronic configurations which may contribute differently
to these issues. However, the ∆2/∆1 ratio implies that N1/N2 in Ba0.68K0.32Fe2As2
is surprisingly about twice higher than in Ba0.65Na0.35Fe2As2, which seems to be
an unlikely situation with just this kind of dopant variation. On the other hand,
the fact that γ1 ∼ γ2 ∼ 0.5γn for both compounds implies that both gaps open
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up at the FS with almost equal DOS, irrespective of the dopant species. These
observations suggest that the theoretical discussions in Ref. [218] need to include
more than two bands. In fact, ARPES results [168, 169] strongly hint towards the
inclusion of at least four bands (two hole-like and two electron-like bands) opening the
superconducting gaps in Ba1−xKxFe2As2. Also, the need for four bands to describe
the thermodynamic signatures has been pointed out in theoretical calculations [29].
At the same time, one can clearly see in Tab. 6.1 that within a multi-gap analysis the
smaller gap α1 remains close to 1 for almost all materials (except for the strongely
hole-doped case KFe2As2). However, the larger gap α2, which appears in the strongly
nested inner hole-like and electron-like bands, varies with both the doping element
and their concentration, illustrating that the nesting condition is modified with the
doping in Fe pnictides, which is quite intriguing.
The gap amplitudes as a function of T
c
of both single crystals Ca0.32Na0.68Fe2As2
and Ba0.65Na0.35Fe2As2 [136] are shown in Fig. 6.16 together with Ba(Fe1−xCox)2As2
[207] for 0.05 ≤ x ≥ 0.146, Ba0.68K0.32Fe2As2 [123], KFe2As2 [133], FeSe [217] and
LiFeAs [108]. As can be seen, the gap values are different for different compounds
within the 122-family and also for 11-and 111-compounds. Furthermore, Hardy et
al. [207] have proven that the small gap increases linearly with T
c
, while the large
gap increases stronger than linear with Tc for Tc ≥ 30K. The investigated gap values
of this work fit well with the other hole- and electron-doped 122 systems.
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6.5 Conclusions
• The electronic properties and superconducting gap structure of the hole-doped
122 Fe pnictides Ba0.65Na0.35Fe2As2 and Ba0.6Na0.4Fe2As2 were studied by mea-
suring the low-temperature-specific heat. A reasonably pronounced anomaly
has been found around Tc = 29.4 K and 33.6 K for Ba0.65Na0.35Fe2As2 and
Ba0.6Na0.4Fe2As2 respectively. In applied magnetic fields, the transition be-
comes broadened, however, there is only a small decrease in Tc of about 1.5 K
in 9T.
• Employing an entropy-conservation criterion at Tc, the estimated γn in the
normal state for Ba0.65Na0.35Fe2As2 is in good agreement with other hole-doped
122 compounds. The temperature-dependent electronic specific-heat in the
superconducting state for Ba0.65Na0.35Fe2As2 cannot be explained within single-
band weak-coupling BCS theory. From the analysis, the presence of two s-wave-
like gaps can be extracted for the experimental data in this work.
• Using a self-flux technique single crystals of Ca0.32Na0.68Fe2As2 (Tc = 34K)
have been grown. Transport, magnetic and low temperature specific-heat prop-
erties have been studied. The crystals are well characterized with X-ray diffrac-
tion and EDX, demonstrating high phase purity and crystallinity. Zero-field
specific heat measurements show a superconducting jump of about ∆c
el
/T
c
∼
52.2 mJ/mol K2. The Sommerfeld coefficient γn is found to be 54.2 mJ/mol
K2.
• Using a muultiband Eliashberg analysis, it was further demonstrated that the
zero-field low-temperature dependence of the specific heat is described by a
multiband s±-pairing scenario with gap magnitudes |∆| ∼ 2.3, 6.6, and 6.7
meV.
• The investigated low-temperature specific-heat data roughly follow the s-wave
scaling law.
• Though these results are qualitatively similar to K-doped 122 compounds, on
a quantitative level their gap magnitudes and their ratios are quite different.
This calls for further studies on materials with different doping levels to reach
a full understanding of the gap structure and related mechanisms.
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Chapter 7
Phase diagram of Ca(Fe1−xCox)2As2
7.1 Introduction
While the electron- and hole-doped BaFe2As2 and SrFe2As2 series have remained
very much in the focus, studies on the analogous CaFe2As2 compounds are very
scarce. Analogous to the oxypnictides, superconductivity can be induced in these
compounds, with Tc as high as 38K, either by chemical substitution (electron-hole-
doping) or by external pressure [13, 65, 67]. The phase diagrams for Co-doped Ba-122
and Sr-122 compounds were reported based on single-crystalline studies [101, 219].
In the Co-doped Ba-122 series, the electronic phase diagrams reported by several
groups showed good agreement with each other [101, 203], which is an indication
that reproducible single crystals of these compounds can be grown for comprehensive
investigations. More recently, superconductivity has also been reported in 4d and
5d transition-metal-doped Ba-122 [220] and Sr-122 compounds [221] and their phase
diagrams have also been mapped out.
Recently, pristine CaFe2As2 has attracted great attention due to the extreme
sensitivity of its structural and magnetic behavior to external pressure. Upon the
application of a modest hydrostatic pressure of 0.35GPa, the first order transition
from the tetragonal paramagnetic state to the orthorhombic antiferromagnetic one is
suppressed and above 0.35GPa, it completely vanishes being replaced by a first order
transition to a low-temperature collapsed tetragonal nonmagnetic phase. Further
application of pressure leads to an increase of the transition temperature from the
tetragonal to collapsed tetragonal phase, crossing room temperature around 1.7GPa
[222, 223, 224].
It is worth noting, that this behavior crucially depends on the hydrostaticity of
the pressure medium. In He-gas cells where hydrostatic conditions can be closely
114
7.2. Single-crystal growth 7. Phase diagram of Ca(Fe1−xCox)2As2
realized, first-order-like phase transitions were observed. At low temperatures, the
sample exhibits single-crystallographic and magnetic phases [225]. In contrast, the
transition broadens and the sample enters into a low-temperature multicrystallo-
graphic phase when liquid-media cells are used [224]. Interestingly, superconduc-
tivity at low temperature is observed only for the latter case, indicating that the
non-hydrostaticity of the pressure medium is an important ingredient in stabilizing a
superconducting state in CaFe2As2 under pressure [222]. The superconducting phase
is characterized by a dome (Tc ∼ 12K) centered at 0.5GPa, extending from 0.23GPa
up to 0.86GPa [222].
Recently, it was shown that electronic doping through the substitution of Fe for
Co in CaFe2As2 also leads to the appearance of superconductivity at temperatures
below about 20 K. More specifically, about 3% and 4% Co-doping in Ca-122 [226,
227] results in the complete suppression of the magnetic/structural transition and
emergence of superconductivity below 17K (20.4K in [227]). The high sensitivity of
CaFe2As2 on applied pressure suggests that, in addition to changing the electronic-
doping level, the effect of chemical pressure upon Co substitution might be relevant,
too. Hence, one should expect a more complex influence of Co-doping in Ca-122
than in the other members of the 122 family.
In this chapter1, a complete doping dependence of magnetic, structural, and
superconducting properties of single-crystalline Ca(Fe1−xCox)2As2 samples over a
wide doping range are presented, and the phase diagram of the Ca(Fe1−xCox)2As2
(0 ≤ x ≤ 0.20) series is constructed. Low-temperature specific-heat studies of
Ca(Fe0.937Co0.063)2As2 and the magnetic phase diagram are presented.
7.2 Single-crystal growth
Single crystals of Ca(Fe1−xCox)2As2 (0 ≤ x ≤ 0.20) were grown by employing the
high-temperature solution-growth method with Sn flux (the samples have been grown
by L. Harnagea). All room-temperature processing (weighing, mixing, grinding and
storage) was carried out in an Ar-filled glove box (O2 and moisture level less than
0.1 ppm). The growth experiments were carried out in three steps. In the first step,
the precursor materials (CaAs, Fe2As and Co2As) were prepared by reacting stoi-
chiometric quantities of the constituents under vacuum at temperatures less than
900 degree. Fe2As and Co2As are prepared by mixing, respectively, Fe (Alfa Aesar,
99.998%) and Co (Heraeus, 99.8%) powders with stoichiometric amounts of arsenic
lumps (Alfa Aesar, 99.999%), after removing the surface oxidation products by sub-
limation method. For synthesis of CaAs, Ca shots (Merck, 98.5%, 2-6mm shots)
1Up to section 7.5, the data are presented in L. Harnagea, .., .., M. Abdel-Hafiez et al., Phys.
Rev. B 83, 094523 (2011). Section 7.6 is accepted for publication in JPCS 2012.
115
7.2. Single-crystal growth 7. Phase diagram of Ca(Fe1−xCox)2As2
Figure 7.1: (a) As-grown platelet-like single crystals of Ca(Fe1−xCox)2As2 after flux
decanting. (b) Sn-flux separated from the crystals. (c) - (e) Typical flux-grown single
crystals of Ca(Fe1−xCox)2As2 (xN = 0.05, 0.09, 0.15)[75].
and As lumps were physically separated in a quartz ampoule sealed under vacuum,
slowly heated up to 850 degree. This temperature was maintained for a period of 2
days allowing As vapors to slowly react with Ca to form CaAs. In the second step,
stoichiometric quantities of the pre-reacted materials CaAs, Co2As and Fe2As were
weighed, ground and pressed into pellets, then sealed in a quartz ampoule under
vacuum. The ampoule was slowly heated to 750 degree, kept there for 10 h and then
further heated to 850 degree for another 15 h before cooling to room temperature.
In the final step, the sintered Ca(Fe1−xCox)2As2 pellets and the Sn shots, taken in
a molar ratio of 1 : 30, were placed in an alumina crucible together with a second
catch crucible containing quartz wool and subsequently sealed in an quartz ampoule
under vacuum.
The charge was slowly heated to 1090 degree, kept there for 24 h to ensure ho-
mogenization and then cooled down to 600 degree under a slow cooling rate of 2.5
degree per hour. At this temperature, the Sn flux was decanted by flipping the
ampoule up-side-down. After 3-4 h of waiting, the ampoule was cooled down to
room temperature by switching off the furnace. It was found that the three-step
procedure described above prevents the growth of a competing orthorhombic phase
of stoichiometry CaFe4As3 that can easily be identified due to its thin needle-like
morphology contrary to the platelet-like single crystals of the CaFe2As2 phase. The
formation of this parasitic phase has also been recognized and reported earlier by
other groups [227, 228]. However, using our protocol only platelet-like crystals of the
CaFe2As2 can be obtained as shown in Fig. 7.1(a). Fig. 7.1(b) shows the flux after the
decantation. In Fig. 7.1(c-e), a few representative pictures of as-grown single crystals
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Figure 7.2: Co composi-
tion determined by means of
EDX of Ca(Fe1−xCox)2As2
single crystals as a function
of nominal concentration x.
The dashed line is a linear
fit to the data with a slope
of 0.7 (see text for details)
[75].
on a mm-size grid are shown. All crystals are platelet-like, shiny, malleable and prone
to exfoliation. Their lateral dimensions are as large as 15mm and their thickness
ranging from 200 to 500µm. The lattice parameters of all grown crystals were de-
termined by x-ray powder diffraction (XRD using a Rigaku Miniflex diffractometer
(Cu Kα radiation)). For this purpose, few small single-crystalline pieces from each
batch were ground into a fine powder along with high-purity silicon powder added
as an internal standard.
Several platelet-like single crystals from each growth experiment were examined
in detail under a scanning electron microscope equipped with EDX and WDX probe.
On each sample, the composition was determined using the EDX data averaged over
sixteen to twentyfive different spots. The EDX data plotted in Fig. 7.2 show that the
actual Co content of these crystals is generally smaller than the nominal value. It
was observed that the standard deviation in Co concentration measured over several
samples of the same batch and about 16 to 25 different spots on each sample is less
than 0.3 atomic % which is within the error limit of the EDX technique (1-2 at.%).
These results demonstrate a fairly homogeneous distribution of Co within a single
crystal and several single crystals of the same batch. Since the precision of EDX is
limited, henceforth, the single crystals are referred to by their nominal Co composi-
tion (xN), quoting their EDX value (xEDX) wherever needed. A linear fit (solid line
in Fig. 7.2) of EDX compositions as a function of nominal Co concentrations exhibits
a slope of about 0.7, which allows converting nominal values into EDX values and
viceversa.
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Figure 7.3: Temperature
dependence of the in-plane
electrical resistivity of
Ca(Fe1−xCox)2As2 single
crystals, normalized to the
resistivity value at 296K.
xN and xEDX are nominal
and EDX composition,
respectively [75].
7.3 Resistivity measurement
The temperature dependence of the electric resistivity from 4 to 296K was mea-
sured using a standard four-probe technique2 after cutting a platelet-like crystal in
a rectangular parallelepiped shape whose largest surface is parallel to the crystallo-
graphic ab plane. Current and voltage probes were made using copper wires glued
to the sample surface (parallel to the ab plane) using silver epoxy. The temperature
dependence of the in-plane resistivity ρ(T) of Ca(Fe1−xCox)2As2 single crystals is
shown in Fig. 7.3. The data for each sample are normalized to the value of resistiv-
ity at T = 296K. The resistivity data for the pristine CaFe2As2 compound exhibits
a metallic behavior over the entire temperature range with a prominent first-order
anomaly at T0 = 166K, where the resistivity shows a step-like increase upon cooling
(Fig. 7.3(a)). The position and shape of the anomaly is in agreement with the data
2These measurements have been preformed by Gerd Frimmel.
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Figure 7.4: Low temperature resistivity ρ(T)/ρ(30K) of Ca(Fe1−xCox)2As2 showing
the evolution of the superconducting transition with Co concentration [75].
previously reported [228]. Upon cooling below T0, the crystal symmetry lowers from
tetragonal to orthorhombic; concomitantly, the Fe moments order antiferromagnet-
ically (AFM) [228, 229]. The temperature variation of the resistivity also shows a
hysteresis of about 2K between the cooling and the warming run at the combined
structural/magnetic transition, consistent with previous transport studies [226, 228].
Upon Co substitution, the sharp first-order structural/magnetic anomaly of the par-
ent compound gradually broadens and shifts to lower temperatures (Fig. 7.3(a)-(d))
and it is completely suppressed for Co concentrations larger than 0.075. The first
transition is assigned to the strong change of the slope of dρ/dT while the second
transition was defined as the inflection point of the dρ/dT curve, in line with [203].
In the following, the resistivity behavior of the samples will be discussed, which
presents a partial or complete drop to zero resistivity at low temperatures as shown
in Fig. 7.4, where the normalized resistivity ρ(T)/ρ(30K) is shown below T = 30K.
Interestingly, already the sample with the lowest Co concentration (x
N
= 0.03) shows
a slight decrease of the resistivity at low temperature which can be associated with
the onset of spurious superconductivity below about 15 K. With increasing Co con-
centration the superconducting drop gets more pronounced and shifts to higher tem-
perature, however, the resistivity remains finite down to T = 4K at xN = 0.05.
In contrast, zero resistivity at low temperatures is observed for Co concentrations
above and including 0.075 and up to 0.135. Tc (determined using the 90 % criterion;
i.e., the temperature where the resistivity has decreased by 90% of its normal state
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value) is estimated to be 18.3 K, 15.5K, 17.6K, 8K and 7.9K for xN = 0.075, 0.09,
0.10, 0.125, 0.135, respectively. For higher Co concentrations, T
c
decreases further
and the superconducting drop turns partial as for the underdoped samples. Thus,
at first sight, the evolution of superconductivity and the suppression of the high-
temperature structural/magnetic transition in Ca(Fe1−xCox)2As2 seems to follow a
trend analogous to the Ba(Fe1−xCox)2As2 compounds. However, in the present case,
T
c
attains its maximum value (x
N
= 0.075) when the structural/magnetic anomaly
is still present at relatively high temperatures close to T = 100K and, upon further
increase of the Co-concentration the structural/magnetic anomaly vanishes abruptly
while Tc changes only marginally.
The superconducting transition width ∆Tc for these single crystals is estimated
using: ∆Tc= [T (90%)-T (10%)], where T (90%) and T (10%) are, respectively, the
temperatures where ρ(T) is 90% and 10% of its normal-state value. The value of
∆Tc is around 3K for xN between 0.075 and 0.10 and higher than 5K for xN =
0.125, 0.135. These transition widths are very large compared to the analogous Ba
compounds. For example, ∆Tc for an optimally Co-doped Ba122 sample is about
0.7K [69, 186]. However, it should be remarked here that these samples exhibit a
fairly homogeneous Co distribution within the limits of the EDX analysis as discussed
in the previous section.
The residual resistivity ratio (RRR) of the Ca(Fe1−xCox)2As2 series is taken as
RRR = ρ(296K)/ρ(25K). The parent compound has a resistivity of ∼ 3.7 µΩ m
at 296K and a RRR of about 4, which is similar to the data previously reported
[226, 229]. For the samples with less than 5% Co content RRR is ∼ 2 and increases
with further increase in the doping level up to 21.3 at 10% Co content, followed than
by a decrease to 11.5 at xN = 0.2. The high RRR values are usually interpreted as
a signature of a high quality of a single crystal. However, it is noted that in the case
of these SDW-ordering compounds, where parts of the Fermi surface are gapped in
the SDW state, it is uncertain to conclude a higher crystalline quality from a large
RRR value. The actual value of the resistivity at low temperature in such cases
is determined by a delicate balance between a reduced carrier density (caused by
the gap) and an enhanced carrier mean free path (due to reduced scattering at low
temperatures) both of which depend differently on the sample purity.
7.4 Magnetization measurements
Magnetization data have been obtained in the temperature range 2 to 50K in a
magnetic field of 2mT and between 2 and 350K in an applied magnetic field of
1T. Fig. 7.5 shows the temperature dependence of M/H of Ca(Fe1−xCox)2As2 single
crystals measured under zero-field-cooled (ZFC) conditions in a magnetic field of
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Figure 7.5: Temperature dependence of the magnetization of Ca(Fe1−xCox)2As2 mea-
sured in an applied field of 1 T parallel to the crystallographic basal plane in zero-
field-cooled [75].
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Figure 7.6: Low-
temperature volume
magnetic susceptibility
of Ca(Fe1−xCox)2As2 single
crystals under zero-field-
cooled conditions measured
with a field of 20Oe parallel
to the crystallographic basal
plane [75].
1T applied along the ab plane. The pristine CaFe2As2 compound exhibits a sharp
anomaly at 166K due to the combined structural/magnetic transition, consistent
with the resistivity data (see Fig. 7.3). The overall behavior of the magnetization
in the pristine compound is similar to that reported previously [137]. The increase
in magnetization at temperatures below 25K is reminiscent of a Curie-like tail due
to magnetic impurities, which is often observed in compounds with a small net
magnetization in their antiferromagnetic ground state as in the present case. With
increasing Co concentration, the anomaly associated with the structural/magnetic
phase transition gradually shifts to lower temperatures and disappears completely,
for xN ≥ 0.075. The first derivatives of the magnetization curves corresponding to
x
N
= 0.05 and x
N
= 0.075 show a splitting of the structural/magnetic anomaly into
two distinct anomalies at TS ∼ 141K, TN ∼ 131K and TS ∼ 108 K, TN ∼ 92K,
respectively, which is in fair agreement with the analysis of the resistivity data.
The drop in the M/H data of Co-doped samples at low temperatures (Fig. 7.6) is
due to the onset of superconductivity, which is also studied by measurements of the
zero-field-cooled volume susceptibility (χv) under an applied field of 20Oe parallel to
the ab plane of the crystal (Fig. 7.6). Since the full diamagnetic screening corresponds
to 4πχv = -1, the magnitude of the diamagnetic susceptibility, 4πχv, represents the
superconducting volume fraction of the sample. As can be seen in the figure, the su-
perconducting volume fraction significantly varies with doping concentration. This
variation demonstrates that the superconductivity is complete only within a very
narrow range of the Co concentration. The superconducting transition temperature
from the susceptibility plot is taken at the intersection point of the slopes extrapo-
lated from the normal state and the superconducting-transition region. Using this
procedure, yields Tc of 18.5K, 15K, 17K, 14.1K, 11.8K and 11.4K for samples with
xN = 0.075, 0.09, 0.10, 0.125, 0.135, 0.15, respectively.
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Figure 7.7: Phase diagram of Ca(Fe1−xCox)2As2 obtained from magnetic and
electrical-resistivity data, showing the suppression of the magnetic / structural phase
transition with increasing Co concentration, and the appearance of a superconduct-
ing transition with maximum Tc of ∼ 20 K [75].
Using this criterion for determining Tc, a good agreement between the transition
temperature determined from resistivity and magnetization data for Co doping up
to 0.10 is observed. On the other hand, a large difference up to 6K in the values of
the transition temperature determined from resistivity and magnetization curves for
the samples from the overdoped regime is noticed. However, if one uses the onset
criterion for extracting the transition temperature from the resistivity data, a fair
agreement is observed between the Tc values. Note as well that, in contrast, applying
an onset criterion for extracting the transition temperature from magnetization data
yields only a weak doping-dependent T
c
value of around 20K for all doping levels.
7.5 Electronic phase diagram
Using the magnetic and the electrical resistivity data the evolution of the structural
/ magnetic phase transition and the superconducting phase of Ca(Fe1−xCox)2As2 as
a function of Co content (Fig. 7.7) can be traced. In the under-doped side of the
phase diagram (0.05≤ xN ≤ 0.075), there is a small region that shows the apparent
coexistence of orthorhombic/AFM phase with superconductivity. This coexistence is
remarkable for the sample corresponding to xN = 0.075 for which the Tc is maximum
and yet the structural/magnetic anomaly occurs at a relatively high temperature
close to 100K. Upon increasing the Co concentration further, the anomaly could no
longer be detected in the magnetic and transport data, while superconductivity re-
123
7.5. Electronic phase diagram 7. Phase diagram of Ca(Fe1−xCox)2As2
 !  !" #! #!" $! 
 ! 
 !"
#! 
#!"
$! 
 
!
"
#
$
%
!
&
$
'
(
)
 !"#$%!&$'()
Figure 7.8: Evolution of superconducting state parameters in Ca(Fe1−xCox)2As2
with Co concentration x. (a) Superconducting transition temperatures determined
from the susceptibility and the transport data; (b) superconducting volume fraction
determined from the magnetic susceptibility data; (c) variation of the width in tem-
perature of the resistive superconducting transition Tc; (d) variation of the residual
resistivity ratio with Co concentration. All lines are guides to the eye [75].
mained, albeit at slightly lower temperatures. The superconducting volume fraction
increases to a full diamagnetic screening at xN = 0.05 and xN = 0.1, while both, the
T
c
and superconducting volume fraction, decrease rapidly afterwards.
Even though the superconducting region has a usual dome-like appearance, the
dome maximum has shifted to the under-doped side of the phase diagram in con-
trast to the Ba(Fe1−xCox)2As2 phase diagram [230], where the dome maximum cor-
responds to the optimally doped samples. The way in which the high-temperature
phase transition associated with a structural/antiferromagnetic transition is sup-
pressed with increasing Co concentration is also quite different in Ba and Ca com-
pounds. In Ba(Fe1−xCox)2As2 the structural/antiferromagnetic transition is mono-
tonically and continuously suppressed with increasing Co substitution at an initial
rate of roughly 15K per atomic percent Co and is no longer detected in either re-
sistivity or magnetization data above approximately 5.8 % Co substitution. In the
case of Ca(Fe1−xCox)2As2, on the other hand, the structural/magnetic anomaly is
suppressed initially at a rate of approximately 10K per atomic percent cobalt but
eventually vanishes abruptly above x
N
= 0.075. However, similar to the case of
the Co-doped Ba series of compounds, in Ca(Fe1−xCox)2As2, the underdoped region
exhibits a splitting of the structural and magnetic phase transitions.
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In Fig. 7.8, the variation of the superconducting-transition temperatures deter-
mined from susceptibility curves and resistivity data is presented in detail, as well
as the superconducting volume fraction, the transition width and the residual resis-
tivity ratio as a function of the nominal cobalt concentration of the samples. It is
observed that both the superconducting volume fraction and the transition width
are changing drastically with the Co concentration. As shown, it is an interesting
inverse correlation between the transition width (∆Tc) and the superconducting vol-
ume fraction (V
SC
). In the range of 7.5% - 10% Co content the V
SC
is increasing and
the superconducting transition becomes sharper, illustrating that the sharpest super-
conducting transition is associated with bulk superconductivity, while the broader
transitions are associated with only partial volume superconductivity.
The data do not allow separating the effects of chemical pressure and electronic
doping, but one can qualitatively understand the differences of the Ca122 phase dia-
gram to its Ba and Sr counterparts. In the underdoped region of the phase diagram
(i.e., for xN = 0.03, 0.05, 0.075), the onset of SC at a relatively high temperature of
about 17K (compared to the pressure induced Tc of 10K in pristine Ca-122) most
likely arises due to the gradual filling of the hole pockets due to the Co doping,
which lowers the antiferromagnetic transition and apparently favors SC analogous
to the effect of Co doping in Ba-122. In the overdoped region of the phase diagram
(xN> 0.1), SC is apparently weakened (see Fig. 7.8). Remarkably, the suppression
is significantly more rapid than in the Ba-122 case. A plausible scenario to explain
this difference is an increasing fraction of the collapsed tetragonal phase at low tem-
peratures.
Now one can discuss the differences in the superconducting transition width of
Co-doped Ca-122 samples compared with the analogous Ba compounds. Despite the
fact that our Ca(Fe1−xCox)2As2 single crystals appear homogenous within the error
bars of EDX analysis and of comparable homogeneity as the analogous Co-doped
Ba-122 compounds, their SC transition widths are relatively large. Moreover, in the
previous study on the Co-doped Ca-122 compound by Kumar et al. [226] the SC
transition width reported is as broad as in our samples with similar superconduct-
ing volume fraction. These observations suggest that the broad superconducting
transition in Co-doped Ca-122 is an intrinsic property that could be related to the
chemical pressure generated upon Co doping, given the high pressure sensitivity of
Ca-122, as discussed earlier. However, the presence of chemical inhomogeneities over
nanoscopic length scales in the Ca-122 samples cannot be ruled out, which will also
lead to a broadening of the superconducting transition.
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Figure 7.9: Temperature dependence of the specific heat of Ca(Fe1−xCox)2As2 for
6 representative Co concentrations (x = 0, 0.032, 0.051, 0.056, 0.063, and 0.146)
showing the suppression of the structural/magnetic phase transitions with increasing
Co concentration. The data for all samples were collected between 1.8 and 220K
and measured at zero field. The lower and upper inset show a zoom into the region
around the phase transition for CaFe2As2 and upon Co doping, respectively [231].
7.6 Calorimetric studies
7.6.1 Specific heat of Ca(Fe1−xCox)2As2
Fig. 7.9 summarize the temperature dependence of the zero-field specific-heat data
at various Co doping in the Ca(Fe1−xCox)2As2 system plotted as Cp versus T . The
data of the parent-compound (x = 0) single crystal shows a very sharp first-order
structural transition coinciding with the SDW transition at 168K (upon heating).
This is illustrated more clearly in the lower inset showing a transition width which is
estimated to be about 4K. Because of the narrowness of the transition, a temperature
rise of only 0.5 % was used for each measurement in the vicinity of the transition of
all measurements.
To determine the Sommerfield coefficient γn of the CaFe2As2 single crystal, the
low-temperature specific heat data are plotted as C
p
/T as a function of T 2. These
data can be fitted to a Cp = γnT+βT
3 power law (see chapter 6, Fig. 6.9). The γn
value is found to be around 5.4mJ/mol K2. It is, however, conceivable that this
difference in γn value is due to a different single crystal growth technique which is
leading to differences in the crystal quality. The phononic coefficient β and the Debye
temperature θ
D
are reported in 6.3.3 (see Fig. 6.9).
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Figure 7.10: Specific heat of Ca(Fe0.937Co0.063)2As2 measured in zero field and 9T for
B ‖ c. The upper inset shows the difference between the zero and 9T data, ∆C
p
/T ,
which depicts a specific-heat jump with a superconducting transition temperature of
about 14.1K for B ‖ c. The lower inset shows the difference between the zero and 9
T data, ∆Cp/T , for B ‖ ab [231].
Upon Co doping of the system the combined SDW/structural transition is shifted
to lower temperature and becomes broader and considerably reduced in magnitude,
with the transition being shifted to 148K and 128K for x = 0.032 and x = 0.051,
respectively, as presented in the upper inset in Fig. 7.9. Contrary to magnetization
and resistivity data, in our specific-heat studies no evident splitting of the structural
and magnetic transition was found for x = 0.051 and x = 0.056. For higher Co
doping the transitions are completely suppressed and superconductivity is induced
at low temperature. The transition temperature Tc observed in the specific-heat
investigations correlate well with the anomalies seen in resistivity and magnetization
measurements.
In the following, the specific heat for x = 0.063 will be presented in more detail.
Fig. 7.10 shows the temperature dependence of the heat-capacity in zero field and 9T
for B ‖ c of Ca(Fe0.937Co0.063)2As2. In the inset the specific-heat data for B ‖ ab is
depicted. Taking into account the relatively broad superconducting transition in both
resistivity and susceptibility measurements on the same single crystal as discussed
in detail in [75], the missing specific heat jump around T
c
for both directions can
be understood in terms of a small and broadened transition. This idea is strongly
supported by e.g., specific-heat data on superconducting CaFe1.94Co0.06As2 single
crystals, where no superconducting transition has been observed [226]. This probably
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Figure 7.11: Specific heat ∆Cp/T = Cp(B) − Cp(9T ) of Ca(Fe0.937Co0.063)2As2 in
various magnetic fields for B ‖ c. The upper inset shows ∆Cp/T for B ‖ ab [231].
reflects the presence of inhomogeneities in in the Ca system which is beyond the
detection limit of EDX.
7.6.2 Magnetic phase diagram of Ca(Fe0.937Co0.063)2As2
In order to obtain information about the electronic properties in the superconducting
state, the results of the zero-field specific-heat data are subtracted from the 9T data
for both directions, labeled as ∆Cp/T (see insets of Fig. 7.10). The extracted super-
conducting transition temperature is found to be 14.1(0.4) K, which is in agreement
with resistivity and magnetization studies on the same single crystal [75]. Note, that
this analysis for the estimation of the transition temperature Tc can be applied since
the superconducting transition of Ca(Fe0.937Co0.063)2As2 is strongly suppressed and
shifted to lower temperatures in an external magnetic field of 9T. The same pro-
cedure has been used to extract Tc for other fields up to 7T (shown in Fig. 7.11).
Fig. 7.11 presents the specific-heat difference as function of T . This anomaly is sys-
tematically shifted to lower temperature and reduced in height upon increasing the
magnetic field. This behavior occurs for both field directions.
From the field dependence of T
c
, the phase diagram of Ca(Fe0.937Co0.063)2As2 can
be drawn, which is shown in Fig. 7.12 depicting the experimental data as well as
the estimated upper critical field values µ0Hc2 for both directions. According to the
Ginzburg-Landau (GL) equation [145], as presented in Eq. 4.2, the upper critical field
at T = 0 has been evaluated to be µ0H
(c)
c2
(0) = 12.7T and µ0H
(ab)
c2
(0) = 25.4T for the
c and ab direction, respectively. The GL fit is shown via blue dotted lines in Fig. 7.12.
Another possibility to extract the upper critical field is to consider the single-band
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Figure 7.12: Temperature dependence of the upper critical field for both field orien-
tation. To estimate the zero-temperature upper critical field Hc2
(c) and Hc2
(ab), the
GL and single-band (WHH) approach are used. The blue lines show the theoretical
curve based on the GL theory and the red lines represent linear fits according to the
WHH model [231].
WHH model [37]. The data are perfectly described by a linear fit to the WHH model
with average slopes -d(µ0H
(c)
c2
)/dT = 1.2T/K and 1.95T/K yielding upper critical
fields µ0Hc2(0) = 11.5T and 19.4T for the c and ab direction, respectively. Note,
that resistivity studies on CaFe1.94Co0.06As2 single crystals showed similar values for
the average slopes, i.e., -d(µ0Hc2
(c)) = 1.4 T/K for B ‖ c and -d(µ0Hc2)(ab)= 1.8 T/K
for B ‖ ab [226].
7.6.3 Low-temperature studies of Ca(Fe0.937Co0.063)2As2
Fig. 7.13 presents the low-temperature specific-heat measurements of the single crys-
tal Ca(Fe0.937Co0.063)2As2 plotted as Cp-CSchottky/T vs. T
2 in different applied mag-
netic fields for B ‖ c. One can see the roughly linear behavior after subtracting
the Schottky contribution (of the form Cp = γT+AT
−2) to the specific heat at low
temperatures. A similar approach to subtract the Schottky contribution has been
reported by Zhou et al. [232] in the case of Sr3Ru2O7. It is clear that the magnetic
field enhances the low-temperature specific heat continuously, indicating the increase
of the quasiparticle density of states at the Fermi level induced by a magnetic field.
A linear extrapolation of the low-temperature data to zero temperature yields the
field dependence of the field-induced contribution (the values of the electronic and
phononic contributions are shown in table 7.1) according to the relation:
∆γ(H) = [C(T,H)− C(T, 0)]/T. (7.1)
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Figure 7.13: The specific heat Cp-CSchottky/T vs. T
2 of Ca(Fe0.937Co0.063)2As2 for
magnetic fields B ‖ c up to 9T. The data show a rather linear behavior after sub-
tracting the Schottky contribution (in the form cp = γT+AT
−2) to the specific heat
at low temperatures. Solid red lines represent linear fits in the form Cp = γT+βT
3
(see table 1). The inset depicts the field dependence of ∆γ(H) for B ‖ c. The solid
red line represents a fit to ∆γ(H) = A(µ0H)
0.5 [231].
Table 7.1: Fitting parameters of the low-temperature specific-heat data of the
CaFe0.937Co0.063As2 single crystal using Cp=γT+βT
2 after subtracting the Schottky
contribution.
µ0H γ β
(T) (mJ/mol K2) (mJ/mol K4)
0 0.945 1.51
0.5 1.63 1.46
1 3.19 1.4
2 5.49 1.34
3 6.74 1.34
4 7.8 1.34
5 8.73 1.35
6 9.57 1.36
7 10.41 1.36
8 10.71 1.4
9 11.3 1.4
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The inset of Fig. 7.13 shows ∆γ(µ0H) for B ‖ c, clearly indicating a non-linear
behavior in magnetic fields. In fact, this non-linear behavior can be roughly fitted
by the simple equation ∆γ(µ0H) = A(µ0H)
0.5 predicted for d-wave symmetry in the
clean limit [41]. One can see that the theoretical curve cannot describe the whole
data. Also, a single s-wave gap behavior cannot describe our data. However, it
is difficult to solely judge from specific-heat data whether nodes exist or not and
it should be noted that other pairing mechanisms can also result in a non-linear
behavior of γ(H).
7.7 Conclusions
• Large and high quality single crystals of Ca(Fe1−xCox)2As2 (0 ≤ x ≤ 0.20) have
successfully been grown from Sn flux using the conventional high-temperature
solution growth technique. All crystals were found to be phase-pure crystalliz-
ing in the tetragonal ThCr2Si2-type structure.
• The electronic phase diagram of Ca(Fe1−xCox)2As2 (0 ≤ x ≤ 0.20) as a func-
tion of increasing Co-concentration shows, that upon increasing the doping, a
small interval with enhanced SC properties in the absence of the orthorhom-
bic/SDW phase is present. Further increase of the doping leads to a rather
rapid suppression of SC. The maximum Tc value is observed for 7.5 % Co con-
tent in which magnetism and superconductivity still coexist, which is a rather
interesting feature of this series of compounds.
• The heat capacities of single crystals of Ca(Fe1−xCox)2As2 (x = 0, 0.032, 0.051,
0.056, 0.063, and 0.146) have been studied. Here, for the parent compound
a combined magnetic and structural ordering has been observed evidenced by
a first-order transition around 168K. For higher doping levels this transition
shifts to lower temperatures, until it is completely suppressed for x = 0.056
and superconductivity appears around 14.1K.
• The similarities between the observed lattices parameters and those obtained
for CaFe2As2 under different pressures leads one to believe that the properties
of the Co-doped Ca-122 series can be better understood by taking into account
the steric effect due to the chemical pressure as well as the electronic doping
effect.
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Chapter 8
Specific heat of NaFe1−xAxAs (A = Co,
Rh)
8.1 Introduction
NaFeAs belongs to the so-called 111 family of iron-based superconductors. Since
NaFeAs has a crystal structure such as the LiFeAs system [233], it is similarly inter-
esting to be studied, due to the following points:
• As shown in chapter 4, the LiFeAs system behaves like an optimally-doped
superconductor. It shows no SDW at higher temperature, and the supercon-
ductivity evolves at Tc around 17K. The doping in LiFeAs, for example a
replacement of iron by cobalt [234], only suppresses the superconductivity, i.e.,
reduces Tc. On the other hand, in NaFe1−xCoxAs an optimal doping level (x
= 0.025) with Tc = 21K has been found and further doping of Co reduces the
Tc [235].
• Nearly stoichiometric NaFeAs behaves like an underdoped superconductor. It
shows not only the structural and SDW phase transitions at temperatures TS
≈ 50 and T
SDW
≈ 40K, respectively, but also superconductivity appears at T
c
≈ 9K [233, 81, 8].
• At very low doping, superconductivity coexists with the SDW in NaFe1−xCoxAs,
while at higher doping levels only the superconducting state appears [235].
• Due to the fact that the cleavage is expected to occur between the two weakly
bonding Na layers, the 111 family are almost ideal objects for ARPES studies.
Very recently the electronic structure of NaFeAs single crystals has been studied
by ARPES [236], and the data show that large portions of the band structure
start to shift around the structural transition temperature.
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• Furthermore, the band structure of the 111 family is found to be similar to the
122, and the 1111 families which is revealed from local density approximation
(LDA) calculations [191]. 23Na, 75As, and 59Co NMR studies on single crystals
of NaFe0.95Co0.05As have been performed, where it was found that the large
superconducting gap on the cobalt site is smaller than on the other two sites
[190].
In this chapter, very recent results of specific-heat measurements of single crystals
of NaFe1−xAxAs (A = Co, with x = 0, 0.025, 0.05 and 0.08) and (A = Rh, with x=
0.05) will be presented. Further magnetization and resistivity data are performed in
an ongoing study.
8.2 Single-crystal growth
Single crystals of NaFeAs, NaFe0.95Rh0.05As and NaFe1−xCoxAs with nominal x =
0.025, 0.05, 0.08 were grown by a self-flux technique (samples have been grown by
Igor Morozov). All preparation steps were performed in an argon-filled glove box
with O2 and H2O content less than 0.1 ppm. For the synthesis of NaAs precursor Na
lumps (Alfa Aesar, 99.95%) and As powder (Alfa Aesar, 99.99%) were used. The
mixture was sealed in a niobium crucible and heated up to 300 oC, kept at this point
for 5 h, then heated up to 600 degree, kept for 5 h and then cooled down fast to
room temperature. The NaAs precursor was first thoroughly ground. For the crystal
growth prereacted NaAs and metallic Fe (Puratronic, 99.998%) were used. For each
growth, a total amount of 6 g of the precursor material was placed in an alumina
crucible inside a niobium container which was welded under 1 atm of Ar in an arc-
melting facility. The niobium container was sealed in a quartz tube and heated up
to 550 degree for 7 h, then heated up to 950oC, kept at this point for 15 h, and cooled
down to 600 degree.
Thin plate-like single crystals were extracted mechanically from the ingot. The
crystals are very sensitive to air and moisture. The composition of the single crystals
was determined by a semi-quantitative energy-dispersive x-ray microprobe analysis
(EDX) by examination of 5-7 points on the crystal surface. The shoulder close to the
Fe-Kα line at 7 keV confirms the presence of Co and gives a relatively good estimation
of the Co content. According to EDX, the samples have nominal values of x = 0,
0.025, 0.05.
8.3 Magnetization of NaFeAs
The temperature dependence of the volume susceptibility was measured following the
zero-field-cooled (ZFC) and field-cooled (FC) protocols for NaFeAs single crystals
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Figure 8.1: The volume susceptibility of NaFeAs has been plotted as function of
temperature. It has been deduced from the dc magnetization measured (in 20 Oe
applied parallel to c) following ZFC and FC protocols for NaFeAs single crystals, for
detail see the text.
(see Fig. 8.1). χvol has been deduced from the dc-magnetization data measured in
a field of 20Oe applied parallel to the c axis. Care has been taken to correct the
magnetization data for demagnetization effects where the demagnetization factor has
been estimated from an ellipsoidal approximation based on the dimensions of the
crystal. The crystal exhibits bulk SC which is evident from the diamagnetic signal
of the zero-field-cooled curve at low temperatures. The superconducting volume
fraction in NaFeAs reaches 60%. A similar situation is reported in [81], where an
anomaly is observed around Tc in specific-heat measurements. The authors assume
that this is due to a small superconducting volume fraction less than 40% [81].
Although, the ZFC and FC magnetization already start to bifurcate around 13K,
the investigated single crystal shows a superconducting transition around 10.8K only
determined from the solid line in Fig. 8.1.
8.4 Specific heat of NaFeAs
To investigate the superconducting properties and in order to obtain more infor-
mation about the structural and magnetic phase transitions in the NaFeAs system,
specific-heat measurements of the single crystals were performed. The temperature
dependence of the zero-field specific heat and also for an external field of 9T are illus-
trated in Fig. 8.2 for NaFeAs. Two successive jumps at 51.7 and 41.6K corresponding
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Figure 8.2: The temperature dependence of the specific heat of the NaFeAs single
crystal. The zero-field and 9T measurements show no superconductivity at low
temperature, while structural and magnetic transitions have been observed. The
upper inset shows the plot of Cp/T versus T around the structural and magnetic
phase transitions. The lower inset shows the low-temperature region together with
a fit of Cp/T versus T .
to the structural and spin-density wave (SDW) transition, respectively, have been
observed. The values of the structural and the SDW transition temperatures are
comparable to the values which are reported on another single crystal Na1−δFeAs
[81].
In order to further study the effect of the applied field on the magnetic ordering,
9T has been applied along the c axis. The 9T data show the same structural and
magnetic transitions as the zero-field measurements. This suggests that the effect of
9T on the SDW/structural transition is negligible. A similar behavior is observed in
EuFe2As2, where a sharp specific-heat jump around 185K was observed arising from
a SDW/structural transition showing no change under µ0H =14T [237]. One can
clearly see that the two anomalies are relatively broad, which could hint towards a
second-order phase transition. The same behavior has been reported for LaFeAsO
[238], where two anomalies at 155 and 143K were observed in specific-heat data
corresponding to the structural and SDW transitions, respectively. On the other
hand, in CaFe2As2 and SrFe2As2, the structural and SDW transitions occur at the
same temperature, i.e., at 169K and 200K for CaFe2As2 and SrFe2As2, respectively
[231, 239]. The specific-heat data of both systems show a very sharp transition which
is a characteristic feature for a first-order phase transition.
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Figure 8.3: The electronic specific heat after subtracting the phononic background
contribution using polynomial fit.
Fig. 8.3 shows the electronic specific heat in both zero field and 9T, after sub-
tracting the phononic contribution using a polynomial fit, as shown in the inset with
the red line. From this graph it is clear that the structural and magnetic transitions
did not change in field. Due to the small value of the superconducting volume frac-
tion in the NaFeAs single crystal, there was no specific-heat jump observed at low
temperature around Tc. A very similar behavior has been reported by Chen et al.
[81].
In order to determine the value of γn in NaFeAs, the lower inset of Fig. 8.2
represents the temperature dependence of the low-temperature part of the specific-
heat data. The data are plotted as Cp/T vs. T
2 and can be fitted to Cp/T =
γ
n
+ βT 2, with γ
n
and β the electronic and the lattice coefficients, respectively.
The linear fit is represented by a straight solid line in the inset. The fact that
the low-temperature specific-heat data for NaFeAs show a linear behavior at low
temperatures without any upturn indicates the absence of Schottky-like contributions
in the sample. The γn value is found to be around 3.9mJ/mol K
2, which is slightly
lower than 5mJ/mol K2 as reported in [81]. The phononic coefficient β is found to be
0.185mJ/mol K4. Using the relation θD = (12π
4
RN/5β)1/3, where R is the molar gas
constant and N = 3 is the number of atoms per formula unit, the Debye temperature
θD = 316K is obtained, which agrees reasonably well with the previously reported
value in LiFeAs (θD = 310K) [108].
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Figure 8.4: (a)
Temperature-dependent
specific heat of
NaFe0.975Co0.025As H
= 0. (b) Temperature-
dependent specific heat
of NaFe0.95Co0.05As at H
= 0. (c) Temperature-
dependent specific heat
of NaFe0.92Co0.08As at
H = 0. The insets
show the specific heat
after subtracting both
electronic and phononic
contributions of the nor-
mal state to the total
specific heat and plotted
as C(C − Cn)/T vs.
T . The data show no
indication of structural
and magnetic phase
transitions.
8.5 Specific heat in NaFe1−xCoxAs
The SDW/structural transition occuring in the parent compound NaFeAs is com-
pletely suppressed upon Co-doping x ≥ 0.025. Simultaneously, superconductivity
appears at low temperature as presented in Fig. 8.4.
Above Tc, the data are fitted according to Eq. 5.1 in a short region above Tc, i.e.,
for x = 0.025, the data are fitted for 20K≤ T ≥ 24K, for x = 0.05, 19K≤ T ≥ 23K,
and for x = 0.08, 15K≤ T ≥ 20K. In Fig. 8.4, ∆C/T =(C − C
n
)/T versus T is
presented. In Fig. 8.4(a), a very sharp specific-heat jump at 20.86K is found for the
x = 0.025 sample which confirms the bulk nature of superconductivity as shown in
resistivity and magnetic measurements. The inset shows that the specific-heat jump
is reasonably sharp and pronounced with a ∆Cp/T ∼ 11.2mJ/mol K2. By increasing
the Co-doping for x = 0.05 (Fig. 8.4(b)) and 0.08 (Fig. 8.4(c)), the Tc is reduced to
137
8.6. Specific heat in NaFe0.95Rh0.05As 8. Specific heat of NaFe1−xAxAs (A = Co, Rh)
 ! " # $ % & 
 ' 
 '!
 '"
 '#
 '$
 '%
!& !( " ""
)! 
)%
 
%
! 
 % ! !% " "% # 
)!' 
) '(
) '&
) '$
) '"
 ' 
 
 
!"#$
!
"
#
$
%
&
'
#
(
)
*
%
+
,
-
!
%
 & '()* #
 +!
 ,!
 
!"#$
&
!
.
!
/
-
#
$
%
&
(
'
#
(
)
*
%
+
,
-
%
 
 
-.
%
 
!"#$
/-.
Figure 8.5: Temperature dependence of the specific heat Cp/T of the
NaFe0.95Rh0.05As single crystal. The zero-field measurements show superconduc-
tivity at 19.4K. The upper inset illustrates the magnetic susceptibility measured
with both ZFC and FC protocols with a magnetic field of 20Oe applied parallel to
the crystallographic c axis. The lower inset represents the specific-heat data after
subtracting both electronic and phononic contributions of the normal state to the
total specific heat and plotted as (C−Cn)/T vs. T , where Cn is determined by using
Eq. 5.1.
18.2K and 12.8K, respectively. Furthermore, the specific-heat jump is found to be
at ∆Cp/T ∼ 7.86 and 6.5 mJ/mol K2, respectively. It is worthy to mention that
the obtained value of ∆Cp/T for each Co-doped sample scales well with its Tc in
perspective of recent results of Fe pnictides [208].
8.6 Specific heat in NaFe0.95Rh0.05As
The upper inset of Fig. 8.5 represents the magnetic susceptibility of the investigated
NaFe0.95Rh0.05As single crystal measured with both ZFC and FC protocols in a mag-
netic field of 20Oe applied parallel to the crystallographic c axis. The sharp transi-
tion and the high superconducting volume fraction (≈ 100%) confirm the excellent
quality of the single crystal.
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Figure 8.6: Phase diagram for NaFe1−xCoxAs as taken from [233] together with the
recent specific-heat data on NaFe1−xCoxAs (x = 0.025, 0.05, 0.08). The maximum
temperature at which the crystallographic distortion persists is illustrated by the
filled circles and dotted line. The antiferromagnetic (AFM) phase is delineated by
TN (open circles) and the superconducting (SC) phase by Tc (filled squares).
The main panel of Fig. 8.5 demonstrates the temperature dependence of the zero-
field and 5T specific heat of the NaFe0.95Rh0.05As single crystal applied parallel to
the c axis. The zero-field data show a pronounced specific-heat jump at 19.4K.
This jump is attributed to the superconducting transition. Upon applying an ex-
ternal magnetic field of 5T, the superconduting transition temperature is shifted to
lower temperature, as well as reduced in height, where the T
c
is found to be around
17.78K. The jump height at Tc is found to be 12.2 mJ/mol K
2 (see the lower inset),
comparable with the jump height in NaFe1−xCoxAs (x = 0.025, 0.05, 0.08). The
high-temperature data show no structural and/or magnetic transitions as obtained
for the parent compound (see Fig. 8.2).
For the sake of comparison, the investigated specific-heat data of NaFe1−xCoxAs
(x = 0.025, 0.05, 0.08) and NaFe0.95Rh0.05As are compared with the phase diagram
in [233] (see Fig. 8.6). Using a combination of neutron, muon, and synchrotron
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techniques, Parker, et al., have extracted this phase diagram (see Fig. 8.6) [233].
One can see that our T
c
values agree with the published data. According to the
phase diagram, the parent compound shows a coexistence of superconductivity and
magnetism, which is found without extrinsic doping. It should be mentioned that
the Tc of NaFe0.95Co0.05As is very close to the Tc extracted for the investigated
NaFe0.95Rh0.05As here. A very similar behavior is reported by Ni et al., who studied
the T-x phase diagrams of Ba(Fe1−xCox)2As2 and Ba(Fe1−xRhx)2As2 single crystals.
Superconductivity in both systems is found to have the same Tc over a wide range
of Co or Rh doping in BaFe2As2 [220]. Furthermore, a comparison of the evolution
of superconductivity in Sr(Fe1−xCox)2As2 and Sr(Fe1−xRhx)2As2 appears to occur
near the same substitution concentration of different doping level [240]. For further
understanding, different doping levels in NaFe1−xCoxAs will be important to be
investigated in more detail.
8.7 Conclusions
• The specific-heat measurements of NaFeAs single crystals show two successive
phase transitions at 52 and 41K. 9T data have shown that, neither of these
phase transitions is affected by magnetic field. At low temperature, the γn
value is found to be around 3.9mJ/mol K2.
• Upon doping with Co and Rh, both structural and magnetic transitions are
completely suppressed. A NaFe0.975Co0.025As single crystals with Tc = 21.2K
is found to be optimally doped in this series. Upon increasing the Co doping,
both Tc and the superconducting jump decrease.
• In NaFe0.95Rh0.05As single crystals, The superconducting volume fraction is
very close to ≈ 100%. The superconductivity appears at 19.4K, where this
transition is shifted to 17.78K at 5T.
• The investigated Tc values are found to be comparable with the phase diagram
which is reported in [233]
• Further experimental studies using different methods such as ARPES, STM
and transport investigations, will be helpful to understand the nature of super-
conductivity in NaFe1−xAxAs single crystals (A = Co, Rh).
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Chapter 9
Summary
In this thesis, low-temperature specific-heat measurements on LiFeAs, NaFe1−xCoxAs,
AFe2As2 (A = K, Ca, Ba), M1−xNaxFe2As2 (M = Ca, Ba) and Ca(Fe1−xCox)2Fe2As2
are presented, as well as various derived material properties thereof. The investigated
systems present distinctive characteristics in the superconducting state as well as in
the normal state:
• In LiFeAs single crystals, no indication of a magnetic transition was observed,
giving no evidence to the coexistence of superconductivity and magnetism.
The phase diagram of LiFeAs for a magnetic field aligned along both principal
orientations has been constructed. Specific-heat results were compared to tun-
nel diode resonance and torque-magnetometry measurements. For B ‖ c, the
specific-heat results fall almost exactly on those obtained by torque magnetom-
etry. The superconducting-gap characteristics have been investigated and the
electronic contribution of the zero-field specific heat is described well by two
s-type energy gaps, whose magnitudes are in agreement with ARPES results.
• The analysis of ARPES data, i.e., polarization-dependent energy-momentum
cuts at the Γ point, confirms the presence of a very small superconducting gap,
in accordance with specific-heat results. Both thermodynamic and spectro-
scopic experiments on LiFeAs render a nodal gap very unlikely, and equivocally
speak in favor for a strong variation of the gap magnitude between different
electronic bands, from 1.3 ± 0.4 to 2.8 ± 0.4 meV. The general agreement of
such complementary probes within a band picture emphasizes the robustness
on the conclusions drawn. The multigap behavior of LiFeAs established above
is in line with two gaps found in many other iron arsenides.
• In contrast, specific heat data on NaFeAs single crystals illustrate that the
system is found to undergo two successive phase transitions at 52 and 41K,
which correspond to a structural and a magnetic transition, respectively. Su-
perconductivity could be visualized in magnetization experiments with a small
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superconducting volume fraction of the system. In NaFe1−xCoxAs, supercon-
ductivity also appears with nominal x = 0.025, 0.05, 0.08.
• In the stoichiometric KFe2As2 compound, superconductivity appears with a
Tc around 3.5K without any observation of any static magnetic ordering or
structural transition at higher temperatures. The single-band weak-coupling
BCS theory cannot describe the zero-field electronic specific heat, while two
s-type energy gaps can explain the data. Additionally, this system undergoes
different magnetic phase transitions which partially coexist with superconduc-
tivity. The zero-field data manifest a high electronic specific heat in the nor-
mal state with the Sommerfeld coefficient γ = 94(3) mJ/mol K2, which is
comparable to other values for KFe2As2 single crystals found in the literature.
However, several theoretical considerations including two recently proposed
modified Kadowaki-Woods relations, as well as the observation of a significant
linear in temperature residual term, point to a significantly smaller value of
about 60mJ/mol K2 for the Sommerfeld coefficient for the itinerant quasipar-
ticles. This suggests that the strongly correlated (heavy-fermion-like) scenario
suggested for K-122 in the literature should be revisited. The magnetic phase
diagram has been studied yielding values for the upper critical fields µ0H
c
c2
(0) ≈
1.4T and µ0H
ab
c2
(0) ≈ 7T for the c axis and ab plane, respectively. The result-
ing anisotropy of KFe2As2 near Tc lies around ΓT→Tc = H
(ab)
c2
/H
(c)
c2
∼ 5, which
slightly exceeds the mass anisotropy as derived from DFT electronic structure
calculations, as well as from the anisotropy of the penetration depth. But at
T = 0 all these anisotropies become rather close, tending to about 5.
• In the case of hole-doped Ca0.32Na0.68Fe2As2 bulk superconductivity with a
transition temperature of about Tc ∼ 34K was observed. The electronic spe-
cific heat displays a pronounced small residual part at low temperatures in the
superconducting state. Under a magnetic field of 9T, the transition is broad-
ened and shifted to lower temperature by about 1.5K. It was demonstrated
that the measured zero-field temperature dependence of the specific heat can
be well described by two s-wave gaps. The field-dependent data follow the pre-
diction of an anisotropic s-wave scenario. This is further confirmed by a scaling
based on the s-wave scenario of the low-temperature data at various magnetic
fields. Using a multiband Eliashberg analysis, we further demonstrate that the
zero-field low-temperature dependence of the specific heat is described by a
multiband s±-pairing scenario with gap magnitudes |∆| ∼ 2.3, 6.6, and 6.7
meV.
• Furthermore, the electronic properties and the superconducting-gap character-
istics of a single crystal of the hole-doped 122 Fe-pnictide Ba0.65Na0.35Fe2As2
have been investigated. The specific heat exhibits a pronounced anomaly
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around the superconducting transition temperature Tc = 29.4 K. A high elec-
tronic coefficient was estimated in the normal state with a value γ
n
= 57.5
mJ/mol K2, being consistent with the other hole-doped 122 compounds. In
this material, the temperature-dependent superconducting electronic specific
heat cannot be described with the single-gap BCS theory under a weak cou-
pling approach. Instead, the analysis implies the presence of two s-wave-like
gaps. While the results shown have qualitative similarities with other hole-
doped 122 materials, the gap’s magnitudes and their ratio are quite different.
• The values of the scaled gaps and the gap amplitudes as a function of Tc with
hole-doped 122 materials have been summarized. One can conclude that the
larger gap value is higher than the weak-coupling BCS gap value, while the
smaller one has a lower value. Although the gap magnitudes are scattered for
different compounds within the Ba-122 family, their relative weights exhibit a
consistent trend. Further, the small gap increases linearly with the Tc while
the large gap increases stronger than linearly with T
c
for T
c
≥ 30K.
• The phase diagram and specific-heat studies on single crystals of Ca(Fe1−xCox)2As2
(x = 0, 0.032, 0.051, 0.056, 0.063, and 0.146) have been presented. The phase
diagram exhibits a pronounced region of coexistence of magnetism and super-
conductivity. Specific heat, magnetic and transport data of the parent com-
pound indicate that the combined first-order spin-density wave/structural tran-
sition occurs in the parent CaFe2As2 compound at 169 K and gradually shifts
to lower temperature for low doping levels (x = 0.032, 0.051). It is completely
suppressed upon higher doping x ≥ 0.056. Simultaneously, superconductivity
appears at lower temperature. The phase diagram of Ca(Fe0.937Co0.063)2As2 has
been derived, and the low-temperature specific-heat was interpreted within the
s-wave behavior.
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Chapter 10
Appendix
10.1 Theoretical considerations for KFe2As2
The general situation regarding some specific-heat parameters of KFe2As2, in depen-
dence of the strength of the electron-boson coupling regime and the symmetry of the
order parameter2, is plotted in Figs. 10.1 and 10.2 using the calculated DFT values γb
[123, 124] as convenient bare values. Here, the high-energy renormalization η = 2.7
as derived from the calculated DFT plasma frequencies of 2.58 eV [124] and 2.56 eV
[244] and the expected experimental unscreened plasma frequency of about 1.55 eV
have been taken into account. The two strong-coupling points shown in Figs. 10.1
and 10.2 could give a much too high Tc in a quasi-clean situation. In order to re-
produce the experimental Tc value, a very strong pair-breaking mechanism would
have to be assumed and K-122 would be expected to be located on the universal
curve ∆cel ∝ T 3c as established for many iron pnictides [128]. Since this is not the
case, a strong-coupling scenario can be excluded from this point of view. There are
at least two experimental hints which clearly point to the existence of an extrinsic
subsystem which manifest itself in a substantial residual linear specific heat visible
at very low T at ambient fields (see Fig. 10.1) and in high fields of about 9 T where
the superconductivity is well suppressed (see inset of Fig. 5.2). From the latter one
estimates γel ≤ 70 mJ/mol K2. In the next section theoretical arguments will be
provided in favor of a significantly reduced intrinsic Sommerfeld term γel.
10.1.1 Kadowaki-Woods analysis
The weak-coupling result can be understood at a qualitative level also by analyzing
the so-called Kadowaki-Woods relation (KWR) κKWR = Aρ/γ
2
v
, where Aρ describes
the T 2-contribution to the resistivity at very low T : ρ(T ) = ρ0 + AρT
2 observed
2Theoretical considerations in this section have been done by S.-L. Drechsler and S. Johnston
and are taken from M. Abdel-Hafiez et al., Phys. Rev. B 85, 134533 (2012).
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Figure 10.1: The relative
extrinsic linear specific-heat
coefficient of KFe2As2 using
the experimentally observed
nominal γn = 94 mJ/mol
·K2 vs. the total electron-
boson coupling constant λtot
given by Eqs. (5.4 and 5.7)
for various bare γb values
obtained from the density of
states as calculated by var-
ious DFT codes [123, 244]
(see text) and using a typi-
cal high-energy renormaliza-
tion factor of η = 2.7 (see
Eq. (5.4)). The data points
show the results of simula-
tions within single-band d-
wave Eliashberg theory to
reproduce T
c
= 3.5 K and
a spectral density for spin
fluctuations adopted from
recent INS data [118] and in-
cluding also a weak electron-
phonon interaction and a
weak Coulomb pseudopo-
tential µ∗ [133].
so far only in few very clean samples [124] with very large residual resitivity ratio
ρ(300K)/ρ(5K) ≈ 500 and γv is the volumetric Sommerfeld coefficient. The latter is
related to the usually used molar quantity γ0 in the present case (with two KFe2As2
units per unit cell) by the relation
γv = 2γ0/NAVu
where NA denotes the Avogadro number, and Vu = 204.2Å
3 is the unit-cell volume of
KFe2As2. Then, following Hussey [245], one has for the case of a (quasi)-2D system
with cylindrical Fermi-surface sheets
κKWH =
Aρ
γ
2
v
=
72π~
e
2
k
2
B
ac
3
∗
k
3
F,el
= ∝ n−1.5
el
, (10.1)
where a = 3.8414Å is the tetragonal lattice constant and c
∗
= 0.5c = 6.9185Å, i.e.,
half of the lattice constant along the stack direction. Notice the cancellation of many-
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body renormalizations on the right-hand-side but the somewhat different exponent,
-1.5 for the electron density nel as compared with ∝ n−2el within a similar expression
proposed recently and given here for comparison also for the 2D case: [246]:
κKWJ =
Aρ
γ
2
0,el
=
81π~
4k2
B
e
2
n
2
el
∝ n−2
el
. (10.2)
Since in the stoichiometric case of K-122 there is exactly one hole in the three
bands (i.e., per formulae unit) which cross the Fermi energy, one obtains for the
corresponding electron density nel = 4.94× 1028m−3 and
kF,el =
√
2πnelc∗ = 1.46 · Å
−1
for the 2D effective Fermi wave vector of electrons. Inserting our value of kF,el into
Eq. (10.1), one arrives at γ
v
= 0.67 mJ/K2cm3 or γ0,el ≈ 69 mJ/mol K2 < γn. Using
instead Eq. (10.2) one obtains a smaller value γ0,el ≈ 37 mJ/mol K2 which again is
significantly smaller than our nominal value γn ≈ 94 mJ/mol K2. (In both cases the
experimental value Aρ = 3 × 10−2µΩcm has been used). Thus, our empirical value
of about 60 mJ/mol K2 [32] can be regarded as a reasonable number.
In view of the idealized electronic structure in terms of the cylindric Fermi-surface
sheet (FSS) adopted above, a more realistic and sophisticated multi-band analysis
is desirable. To illustrate this point, we consider the simple case when all four FSS
would give the same contribution to the resistivity and to the specific heat. Apply-
ing the Kadowaki-Woods relation first to such a hypothetical single FSS, we would
arrive, finally, at γn ≈ 74 mJ/mol K2 in case of Eq. (10.2). More theoretical mi-
croscopic studies, including the determination of the individual residual resistivities,
are necessary to improve the accuracy of these Kadowaki-Woods-type relations for
pronounced multi-band systems. Note that our empirical value of about 60 is very
close to the mean value 0.5(37+74)≈ 56. By considering also available data for the
in-plane penetration depth (or the condensate density) in the superconducting state
at very low T , one arrives at similar estimates (see below).
The nominal value of γ
n
should be compared with the calculated quantity of γ
b
=
10.2 to 13.0 mJ/mol K2 from DFT (density functional theory)-based band-structure
calculations [123, 124], which can be regarded as the unrenormalized bare quantity.
The renormalization happens in two steps at different energy scales: a first one at
high-energies is governed by the Coulomb interaction and/or Hund’s rule coupling
and a second one at low energies governed by the interaction of the quasiparticles
with various bosonic excitations (phonons, paramagnons, magnons etc.). The high-
energy renormalization yields for typical transition metals a mass enhancement by a
factor two to three as evidenced by a general band squeezing as observed for instance
in ARPES measurements [117] or in optics measurements comparing calculated and
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.
measured unscreened plasma frequencies. For example, taking a typical 122 exper-
imental in-plane plasma frequency of 1.55 eV to be compared with the calculated
DFT value of 2.56 eV to 2.58 eV [124] a considerable mass enhancement of η ≈ 2.7 is
achieved in accordance with the high-energy band “squeezing” factor of about 2 to
3 as seen by ARPES [117]. Thus, one is left with an effective quasiparticle (qp) γqp
quantity of about 30 to 40mJ/mol K2 to be compared with our empirical estimate
of about 60 mJ/mol K2. This value is further modified by coupling to bosons, such
as phonons and spin fluctuations, and one writes:
γel = γqp[1 + λph + λsf ],
γqp = ηγb ,
η ≈ Ω2
pl,DFT
/Ω2
pl,opt
, (10.3)
where λph is the electron-phonon coupling constant, λsf is the enhancement due to
spin fluctuations (antiferromagnetic paramagnons), and η > 1 denotes the high-
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energy renormalization.
In case of Fe-based superconductors, the conventional electron-phonon interaction
is weak, yielding λph ≤ 0.2 [164] which is insufficient to explain the large γel value
obtained from specific-heat measurements. A similar value has been found also for
KFe2As2: λph ≈ 0.17. Taking this into account, we may finally estimate that λsf ≤∼ 1
in the case of KFe2As2.
10.1.2 Penetration depth and condensate density
The conclusion about weak electron-boson coupling is also supported using the ex-
perimental value of the in-plane penetration depth extrapolated to T = 0: λab,L ≈
203 nm (measured at 50 mK) [241] and λab,L ≈ 194 nm (measured at 20 mK) [147].
Following Refs. [242, 243] one has for the renormalized plasma frequency which
enters the penetration depth (rewritten in convenient units)
Ωpl[eV]λL[nm] = 197.3
√
DNZm, DNZm > 1 , (10.4)
where N = ntot/ns is the reciprocal number of the conduction-electron density in-
volved in the superconducting condensate, Zm ≈ (1+λtot(0)) describes the dynamical
mass renormalization, and D = (1+δ)(1+f) with δ, f > 1 describes the effect of dis-
order and fluctuations of competing phases. In the clean limit one has δ → 0. For the
sake of simplicity we will ignore the influence of fluctuations. Using ~Ωpl = 1.55 eV
for the expected unscreened experimental plasma frequency, (i.e., the experimental
high-T plasma energy with no or small renormalizations due to the electron-boson
couplings) one has
(2.33 to 2.64)
ns
ntot
= (1 + λph + λsf) (1 + δ) , (10.5)
where δ ∼ 1/4 to 1/3 measures the remaining weak disorder and the reciprocal
gap-amplitude-related parameter close to that in the clean limit (i.e., δ ≪ 1). Fur-
thermore, for the sake of simplicity we will assume that all electrons are involved in
the superconducting condensate, i.e., N ≡ 1 (just for illustration see also the special
case n
s
/n ≈ 0.74). In such a case (n
s
/n)2.64 = 2.28 = (1 + λ
ph
+ λ
sf
) (1+ δ). Using
even λph ∼ 0.15 for the remaining 75% of superconducting electrons, one is left for
the same small disorder parameter δ = 1/3 with λsf ≈ 0.3 only, which is too small
to explain the observed Tc value as discussed. Only in the unrealistic absolute clean
limit δ = 0 would one be left with λsf ≈ 0.8 and a reasonable Tc value of 4 to 5 K.
Thereby, a broad spectral Eliashberg function for the experimentally observed spin
fluctuations is centered at about 90.5 K. Then, one arrives at the constraint:
λtot = λph + λsf ≈ 0.87 to 0.97, or λsf ≈ 0.7 to 0.8 (10.6)
in accord with a close estimate from γel ∼ 60 mJ/mol K
2, with our calculated
λph = 0.17, and γb ≈ 10.5 mJ/K
2mol from DFT calculations.
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Figure 10.3: Schematic general phase diagram of hole-doped 122-pnictides. Notice
that the region beyond Fe2.5+ has not been investigated so far, both experimentally
as well as theoretically.
Tentative general phase diagram for hole-doped 122
pnictides
The schematic phase diagram (PD)1 of a local-moment-induced quantum critical
point derived from the results in the KFe2As2 single crystals is shown in Fig. 10.3.
This PD is the preliminary result of the analysis of the data presented in chapter
5 and those published in the literature. Finally, it could be expected that KFe2As2
is close to an incommensurate SDW state within a quantum critical region, which
might be reached by higher hole-doping or approximately at short distances in the
derived glassy phase. Note, that with hole doping the valence of iron increases from
Fe+2 in BaFe2As2 ongoing to Fe
+2.5 in KFe2As2. Further hole doping, if chemically
possible, will increase even more the iron valence. Then, one would arrive near
Fe+3 at stronger electron correlations and possibly at a Mott insulator together with
another commensurate AFM state. It would be highly interesting to compare the
doped states with the physics of HTSC cuprates. Moreover, upon further hole doping
a sequence of new magnetic and superconducting states might be reached.
1The phase diagram is made together with S.-L. Drechsler and V. Grinenko.
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mitted to Phys. Rev. Lett. arXiv:1203.1585.
[33] M. Crisan and Z. S. Gulacsi, Z. Phys. B - Condensed Matter 42, 305 (1981).
[34] A. H. C. Neto, G. Castilla and B. A. Jones, Phys. Rev. Lett. 81, 3531 (1998).
[35] G. R. Stewart, Rev. Mod. Phys. 73, 797 (2001).
[36] L. P. Gor’kov, Sov. Phys. JETP 10, 593 (1960).
[37] N. R. Werthamer, E. Helfand and P. C. Hohenberg, Phys. Rev. 147, 295 (1966).
[38] P. C. Hohenberg and N. R. Werthamer, Phys. Rev. 153, 493 (1967).
[39] N. R. Werthamer and W. L. McMillan, Phys. Rev. 158, 415 (1967).
[40] E. Helfand and N. R. Werthamer Phys. Rev. 147, 288 (1966).
[41] G. E. Volovik, JETP Lett. 58, 469 (1993).
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047003 (2008).
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Europhys. Lett. 91, 47008 (2010).
[208] J. Paglione and R. L. Greene, Nature Physics 6, 645, (2010).
[209] R. Mittal, S. Rols, M. Zbiri, Y. Su, H. Schober, S. L. Chaplot, M. Johnson,
M. Tegel, T. Chatterji, S. Matsuishi, H. Hosono, D. Johrendt and T. Brueckel,
Phys. Rev. B 79, 144516 (2009).
[210] A. J. Millis, Phys. Rev. B 45, 13047 (1992).
[211] K. Gofryk, A. S. Sefat, M. A. McGuire, B. C. Sales, D. Mandrus, J. D. Thomp-
son, E. D. Bauer and F. Ronning, Phys. Rev. B 81, 184518 (2010).
[212] C. Caroli, P. G. de Gennes and J. Matricon, Phys. Lett. 9, 307 (1964).
163
BIBLIOGRAPHY BIBLIOGRAPHY
[213] N. Nakai, P. Miranovic, M. Ichioka and K. Machida, Phys. Rev. B 70,
100503(R) (2004).
[214] Z. Y. Liu, H. H. Wen, L. Shan, H. P. Yang, X. F. Lu, H. Gao, M-S. Park, C.
U. Jung and S-I. Lee, Europhys. Lett. 69, 263 (2005).
[215] S. H. Simon and P. A. Lee, Phys. Rev. Lett. 78, 1548 (1997).
[216] B. Zeng, B. Shen, G. F. Chen, J. B. He, D. M. Wang, C. H. Li and H. H. Wen,
Phys. Rev. B 83, 144511 (2011).
[217] J.-Y. Lin, Y. S. Hsieh, D. A. Chareev, A. N. Vasiliev, Y. Parsons and H. D.
Yang, Phys. Rev. B 84, 220507(R) (2011).
[218] O. V. Dolgov, I. I. Mazin, D. Parker and A. A. Golubov, Phys. Rev. B 79,
060502(R) (2009).
[219] J. S. Kim, S. Khim, H. J. Kim, M. J. Eom, J. M. Law, R. K. Kremer, J. H.
Shim and K. H. Kim, Phys. Rev. B 82, 024510 (2010).
[220] N. Ni, A. Thaler, A. Kracher, J. Q. Yan, S. L. Budko and P. C. Canfield, Phys.
Rev. B 80, 024511 (2009).
[221] F. Han, X. Zhu, P. Cheng, G. Mu, Y. Jia, L. Fang, Y. Wang, H. Luo, B. Zeng,
B. Shen, L. Shan, C. Ren and H-H. Wen, Phys. Rev. B 80, 024506 (2009).
[222] M. S. Torikachvili, S. L. Budko, Ni Ni and P. C. Canfield, Phys. Rev. Lett.
101, 057006 (2008).
[223] A. Kreyssig, M. A. Green, Y. Lee, G. D. Samolyuk, P. Zajdel, J. W. Lynn, S.
L. Budko, M. S. Torikachvili, N. Ni, S. Nandi, J. B. Leäo, S. J. Poulton, D. N.
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