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STABLE PROCESSES WITH STATIONARY INCREMENTS
PARAMETERIZED BY METRIC SPACES
ZUOPENG FU AND YIZAO WANG
Abstract. A new family of stable processes indexed by metric spaces with
stationary increments are introduced. They are special cases of a new family
of set-indexed stable processes with Chentsov representation. At the heart of
the representation, a result on the so-called measure definite kernels is of inde-
pendent interest. A limit theorem for set-indexed processes is also established.
1. Introduction
A stochastic process is most commonly referred to as a time-indexed collection
of random variables. However, stochastic processes indexed by other generic sets,
sometimes referred to as parameterized by metric spaces, also have a long history
in probability theory. The probabilistic properties of stochastic processes are in-
trinsically connected to the geometry of the metric space, and the interactions can
be very rich. See for example [1, 2, 25], just to mention a few.
Our motivating example is the Brownian motion. Paul Le´vy first introduced in
the late 40s the notion of a Brownian motion indexed by a metric space, denoted
by (M, d) throughout. When the Brownian motion, say {Bx}x∈M, exists, it is a
centered Gaussian process determined by Bo = 0 for a marked point o ∈ M and
E(Bx − By)2 = d(x, y), for all x, y ∈ M.
Under the assumption Bo = 0, the above is equivalent to
Cov(Bx,By) =
1
2
(d(x, o) + d(y, o)− d(x, y)) .
Such a process is known as a Le´vy Brownian field [24]. Le´vy first considered the
case of M = Sn (the Euclidean sphere), then Chentsov [40] addressed the case
of M = Rn and then Molchan [26] investigated the case of M = Hn (the hyper-
bolic space) and more general symmetric spaces. Since the so-defined processes are
Gaussian, a necessary and sufficient condition for the existence is for the metric
d to be of conditionally negative type [12]. Nevertheless, corresponding integral
representations of Le´vy Brownian fields (i.e. stochastic integrals with respect to a
white noise) have been developed too. In particular, Takenaka et al. [39] explained
a general framework in terms of projective geometry that provides Chentsov-type
integral representations for Le´vy Brownian fields indexed by Rn, Sn and Hn. We
shall focus on stochastic processes parameterized by these three metric spaces in
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this paper. In general, if the index manifold is not simply connected, then a Le´vy
Brownian field does not exist [41].
There is a lately renewed interest of investigating fractional stochastic processes
indexed by metric spaces. By fractional stochastic processes, we consider extensions
of fractional Brownian motions, as stochastic processes indexed by R+ = [0,∞), to
Gaussian processes indexed by generic metric spaces, and further to stable processes
[8, 19, 38]. For extensions of Le´vy Brownian fields, as a natural extension of the
fractional Brownian motions indexed by R+, we name a centered Gaussian process
{BHx }x∈M a fractional Le´vy Brownian field, as long as
(1.1) Cov(BHx ,B
H
y ) =
1
2
(
d
β(x, o) + dβ(y, o)− dβ(x, y)) with H = β/2,
and BHo = 0 for some o ∈ M, or equivalently E(BHx −BHy )2 = dβ(x, y). Note that the
right-hand side of (1.1) a priori is not a valid covariance function for all β > 0. Such
a framework has been recently considered by Istas [17], and the legitimate ranges
for β are known to be intervals in the form of (0, βM], with βRn = 2, βSn = βHn = 1.
It is worth noticing that for Sn and Hn, the extension of fractional Le´vy Brownian
fields only exists for H ∈ (0, 1/2]. Each fractional Le´vy Brownian field (1.1) also
has stationary increments with respect to a certain group action on M, see (2.2)
below.
Recent developments on fractional Le´vy Brownian fields include for example
[7, 21] (indexed by Sn). More generally, in the spatial context a Gaussian process
{Gx}x∈M is often characterized by its variogram v(x, y) := E(Gx − Gy)2 (then
stationary increments imply that v(x, y) is a function of d(x, y)), and there is already
a huge literature on random fields from this aspect; see for example [3, 42] for latest
surveys on Gaussian random fields. Other types of generalizations of fractional
Brownian motions include for example [15, 27].
Much fewer examples have been known for non-Gaussian stable processes indexed
by metric spaces. We are in particular motivated by examples of such processes
with stationary increments. A natural extension of (1.1) to stable processes, say
{Zx}x∈M, would require necessarily that
(1.2)
Zx − Zy
dβ/α(x, y)
∼ Sα(σ, 0, 0), for all x, y ∈ M,
where the right-hand side stands for symmetric α-stable (SαS) distribution with
scale parameter σ > 0. The above relates the increments of the process and the
geodesic distance in a unified manner as in the Gaussian case. However for α ∈
(0, 2), unlike the Gaussian case α = 2, (1.2) is a strictly weaker notion than self-
similarity and stationary increments even for M = R+, and is satisfied by different
stable processes. Many examples of self-similar stable processes with stationary
increments exist for M = R+ [29, 35]. In contrast, for other choices of M, only the
following examples are known to have stationary increments and satisfy (1.2):
a. Le´vy–Chentsov stable fields [38] as natural extensions of Le´vy Brownian fields
sharing the same Chentsov representations (to be reviewed in Section 2.2),
b. Le´vy–Chentsov sub-stable fields (to be reviewed in Section 2.3, revisited recently
in [18]), and
c. Takenaka stable fields [37] for M = Rn only (see also [35, Chapter 8.4]).
The main contributions of the paper are as follows.
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1. A new family of stable processes, referred to as fractional Le´vy–Chentsov stable
fields, are introduced, as an extension of fractional Le´vy Brownian fields. These
are SαS processes indexed by M = Rn, Sn,Hn, α ∈ (0, 2], and are shown to have
stationary increments and also satisfy (1.2) with β ∈ (0, 1) (Theorem 3.4). They
have Chentsov-type integral representation, which for α = 2 is new for fractional
Le´vy Brownian fields. More generally, these processes are special cases of set-
indexed Karlin stable processes that we shall introduce.
2. At the core of our presentation, a result on the so-called measure definite kernels
[34] is of its own interest from analysis point of view. Recall that a metric d is
a measure definite kernel, if there exists a measure space (E, E , µ) and a family
of sets Ax ∈ E for all x ∈ M, such that
(1.3) d(x, y) = µ(Ax∆Ay), for all x, y ∈ M.
This property is strictly stronger than that d is of conditionally negative type,
and has already been used in the Chentsov representation of Le´vy Brownian fields
(see e.g. [19, 39]). (This property is also a special case of the Crofton formulae
in integral geometry [33, 36].) Here, it is shown that if d is a measure definite
kernel, then for all β ∈ (0, 1), so is dβ with respect to a different measure space
and sets {A∗x}x∈M (Proposition 4.1). Based on this result, it follows immediately
that fractional Le´vy–Chentsov stable fields satisfy (1.2) (Proposition 3.5).
3. A limit theorem is established for set-indexed Karlin stable processes (Theorem
5.1), as a generalization of recent developments on the Karlin model [9, 10], an
infinite urn scheme originally considered by Karlin [20] (see also [13]).
The paper is organized as follows. Section 2 reviews Le´vy–Chentsov stable fields
and introduces the notations to be used later. Section 3 introduces the set-indexed
Karlin stable processes, and fractional Le´vy–Chentsov stable fields parameterized
by metric spaces. Section 4 explains the key result on measure definite kernels.
Section 5 establishes a limit theorem for the general set-indexed Karlin stable pro-
cesses.
2. Le´vy–Chentsov stable fields
In this section, we review the notion of Le´vy–Chentsov stable fields parameter-
ized by metric spaces [37, 38]. Most results have been known, and the goal here is to
present a self-contained and systematic presentation in the framework of Chentsov
random fields, which plays a crucial role in the following sections.
2.1. Chentsov representation. Let (M, d) be a metric space. Later on we shall
focus onM = Rn, Sn,Hn, and d the corresponding geodesic metric. We take the con-
vention throughout that an SαS distribution with scale parameter σ > 0, denoted
by Sα(σ, 0, 0), has characteristic function exp(−σα|θ|α) for α ∈ (0, 2], including the
Gaussian case α = 2. By a Le´vy–Chentsov SαS field indexed by M, we consider the
following stable process with Chentsov representation:
Zα(x) :=
∫
E
1AxdMα =Mα(Ax), x ∈ M,
where Mα is an SαS random measure on a measurable space (E, E) with a σ-finite
control measure µ, for α ∈ (0, 2], and {Ax}x∈M is a collection of elements from E
such that µ(Ax) < ∞. Recall that the random measure Mα evaluated at every
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measurable set A ∈ E , provided µ(A) <∞, is distributed as Sα(µ(A)1/α, 0, 0), is σ-
additive over disjoint sets almost surely, and is independently scattered: that is,Mα
over disjoint sets are independent. Moreover, the characteristic function of finite-
dimensional distributions of Zα is, for all d ∈ N ≡ {1, 2, . . .}, θ ∈ Rd, x1, . . . , xd ∈
M, Λd = {0, 1}d \ {(0, . . . , 0)},
(2.1) E exp
i d∑
j=1
θjZα(xj)
 = exp
− ∑
δ∈Λd
|〈θ, δ〉|α µ
 d⋂
j=1
Aδjxj
 ,
where 〈θ, δ〉 =∑dj=1 θjδj and we follow the convention here and below
Aδ =
{
A δ = 1
Ac δ = 0
.
See [35, Chapter 8.2] for more on Chentsov random fields indexed by M = Rn.
By convention, the Le´vy–Chentsov SαS field is pinned down to zero at some
point o ∈ M (Zα(o) = 0), so µ(Ao) = 0. We are in particular interested in those
processes that have stationary increments. This notion is well understood in the
time series context. To introduce this notion for M-indexed processes, we consider
in addition, a group action G on the metric space M, that is, a mapping from
G×M to M, denoted by (g, x) 7→ gx. We then say that {Zα(x)}x∈M has stationary
increments with respect to G, if
(2.2) {Zα(g(x)) − Zα(g(o))}x∈M d= {Zα(x)}x∈M for all g ∈ G.
In the case M = R, take G = R and gx = x+ g for all g, x ∈ R. To verify (2.2), for
Gaussian fields, it suffices to verify the covariances. For non-Gaussian stable ones,
the above condition can be checked by verifying
(2.3) µ
 d⋂
j=1
A
δj
g(xj)
∆Ag(o)
 = µ
 d⋂
j=1
Aδjxj
 ,
for all d ∈ N, x1, . . . , xd ∈ M, δ ∈ Λd (see [35, Theorem 8.2.6]).
Remark 2.1. The pinning-down assumption Zα(o) = 0 is only a convention. One
can easily show that if Zα has stationary increments in the sense of (2.2), then for
the process Z ′α defined by Z
′
α(x) := Zα(x) + Y, x ∈ M for any random variable Y ,
not necessarily depending on Zα, we have {Z ′α(g(x)) − Z ′α(g(o))}x∈M d= {Z ′α(x) −
Z ′α(o)}x∈M.
2.2. Le´vy–Chentsov stable fields. Now, we review the Chentsov representation
of Le´vy–Chentsov SαS fields indexed by a metric space M = Rn, Sn,Hn. by speci-
fying in each case the choice of
(2.4) (M, d), o, G, (E, E , µ), {Ax}x∈M.
Here, for each choice of (M, d), d is the geodesic metric on M, o is an (arbitrary)
fixed starting point where the process is pinned down to zero, G is a group action
on M. We need the following assumption.
Assumption 2.2. (i) (E, E , µ) and {Ax}x∈M are chosen so that d is a measure
definite kernel associated with (E, E , µ), {Ax}x∈M via (1.3).
STABLE PROCESSES INDEXED BY METRIC SPACES 5
(ii) The group action G acts also on E as another group action, such that
(2.5) Ag(x)∆Ag(y) = g(Ax∆Ay) = (gAx)∆(gAy), for all g ∈ G, x, y ∈ M.
(iii) The measure µ is G-invariant.
(iv) Ao = ∅.
Remark 2.3. Assumptions (i) (ii) and (iii) imply that g preserves the metric, since
d(g(x), g(y)) = µ(Ag(x)∆Ag(y)) = µ(g(Ax∆Ay)) = µ(Ax∆Ay) = d(x, y).
Remark 2.4. Our presentation is slightly different from [38, 39], where the three
cases can be put in a unified framework of projective geometry. See also with [19].
Below are the notations (2.4) in each case. For Euclidean spaces and spheres,
more background on group actions can be found in for example [36]. For hyperbolic
spaces, see [8] for a review for probabilists.
Example 2.5 (Euclidean space). This is referred to as the Le´vy–Chentsov sta-
ble fields in [35]. We set M = Rn, E as the space of all hyperplanes of
R
n not including the origin, parametrized as E := {(s, r) : s ∈ Sn, 0 < r <∞},
Ax := {(s, r) : s ∈ Sn, 0 < r < 〈s, x〉} , x ∈ Rn as the set of all hyperplanes that
separate o and x, and µ(dsdr) = dsdr (ds is the Lebesgue measure on Sn). In this
case, G is the rigid body motion on Rn, and acts on E in the canonical way.
Example 2.6 (Euclidean sphere). We set M = Sn := {x ∈ Rn+1 : ‖x‖ = 1}, and
E is the space of all totally geodesic submanifolds of Sn, each denoted by hx :=
{y ∈ Sn : 〈x, y〉 = 0} , x ∈ Sn. Set Ax := {y ∈ Sn : hy separates x and o}, x ∈ Sn, µ
is the Lebesgue measure on Sn and G = SO(n + 1). The induced action on E is
ghx = hg(x).
Remark 2.7. An equivalent and more common representation is as follows: intro-
duce the hemisphere Hx := {y ∈ Sn : 〈x, y〉 > 0}, and define
Z ′α(x) :=
∫
E
(1Hx − 1Ho)dMα, x ∈ M
with the same SαS random measure. Indeed, one can show that Z ′α has the same
distribution as{∫
E
|1Hx − 1Ho | dMα
}
x∈M
d
=
{∫
E
1Hx∆HodMα
}
x∈M
by a straightforward calculation, and also Hx∆Ho = Ax for all x ∈ M.
Example 2.8 (Hyperbolic space). For the sake of simplicity, we only describe H2.
Consider M = D ≡ {z ∈ C : |z| < 1} ∼= H2, the Poincare´ disc, with
d(z, z′) =
1
2
log
|1− zz′|+ |z − z′|
|1− zz′| − |z − z′| , z, z
′ ∈ D,
and
G ≡ SU(1, 1) =
{(
α β
β α
)
: |α|2 − |β|2 = 1, α, β ∈ C
}
.
Let E denote the collection of all geodesic lines of D: each h ∈ E is an in-
tersection of an Euclidean circle, say Sh, with D, including the diameters of D
viewed as the intersections of Euclidean circles with infinite diameters. We pa-
rameterize h ∈ E by (ϕ, ψ) ∈ [0, pi/2] × [0, 2pi), with Sh = {ei(ψ+ϕ), ei(ψ−ϕ)},
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and take µ(dh) = (sinϕ)−2cdϕdψ (intuitively, ϕ is for the size and ψ for the di-
rection). Then G acts on E, G∗ = G, and µ is SU(1, 1)-invariant on E. Take
Az := {h ∈ E : h separates z and 0} , z ∈ D.
Remark 2.9. Strictly speaking, in the case α = 2, our representations above
differ from the corresponding ones in the literature by a multiplicative constant of√
2. This is easily seen as for our random measure, M2(A) ∼ S2(µ(A)1/2, 0, 0) is
a centered Gaussian random variable with variance 2µ(A), while often a Gaussian
random measure with control measure µ evaluated at A is defined to have variance
µ(A).
2.3. Le´vy–Chentsov sub-stable fields. There is a simple trick to obtain a new
SαS field by multiplying to an old Sα′S one (with α′ ∈ (α, 2]) an independent
totally skewed α/α′-stable random variable, and the so-obtained fields are known
as sub-stable fields (or sub-Gaussian when α′ = 2). Fix α and α′ so that α′ ∈
(α, 2], and let ξ be a totally skewed stable random variable with law determined by
Ee−θξ = e−θ
α/α′
for all θ ≥ 0. Then in our context, we refer to
(2.6) Zα,α′(x) := ξ
1/α′Zα′(x), x ∈ M,
as a Le´vy–Chentsov sub-stable SαS field. It is however not of Chentsov type. The
characteristic function of Zα,α′ is
E exp
−i d∑
j=1
θjZα,α′(xj)
 = exp
−
∥∥∥∥∥∥
d∑
j=1
θj1Axj
∥∥∥∥∥∥
α
α′
 , for all θ ∈ Rn,
with ‖·‖α′ =
∫
E
| · |α′dµ. See [35, Proposition 3.8.2] for more details. The fact that
the right-hand side above is a valid characteristic function has been known since at
least [14]. Recently, Istas [18] revisited this fact without making connection to the
sub-stable representation (2.6).
3. A new family of stable processes
3.1. Set-indexed Karlin stable processes. We now introduce a family of set-
indexed stable processes, of which our extensions of Le´vy Brownian fields are special
cases. We shall understand the law of the processes by their finite-dimensional
distributions (see Remark 3.3 for issues on their sample paths). Throughout, we
assume that α ∈ (0, 2] and β ∈ (0, 1).
Let (E, E) be a measure space with a σ-finite measure µ. Let A be the family
of subsets of E with finite µ-measure. We let Mp(E) denote the canonical space
of Radon point measures on (E, E), equipped with the Borel σ-algebraMp(E). In
particular, every m ∈ Mp(E) takes the form m =
∑
i∈N δxi with xi ∈ E, and for all
A ∈ E , m(A) ∈ N∪{0,∞} and m(A) <∞ if A is compact in M. For background on
topological issues, see [30, Chapter 3]. Given r > 0, let P′r,µ denote the probability
measure on (Mp(E),Mp(E)) induced by the Poisson point process on (E, E) with
mean measure r · µ. That is,
P
′
r,µ(m(A) = k) =
(rµ(A))k
k!
e−rµ(A), k = 0, 1, . . . , A ∈ A.
Set
(3.1) µβ(·) := cβ
∫ ∞
0
r−β−1P′r,µ(·)dr with cβ :=
β21−β
Γ(1− β)
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as a σ-finite measure on (Mp(E),Mp(E)). We introduce the set-indexed Karlin
stable process given by
(3.2) Yα,β(A) :=
∫
Mp(E)
1{m(A) odd}Mα,β(dm), A ∈ A,
where Mα,β is an SαS random measure on Mp with control measure µβ . Note that
the process Y is still of Chentsov type: by introducing
A∗ := {m ∈Mp(E) : m(A) odd} , A ∈ A,
we have
Yα,β(A) =
∫
Mp(E)
1A∗Mα,β(dm).
Remark 3.1. The original Karlin stable processes investigated in [9] corresponds
to
Yα,β(t) ≡ Yα,β([0, t]) =
∫
Mp(R+)
1{m([0,t]) odd}Mα,β(dm),
which has a more convenient representation
(3.3) {Yα,β(t)}t∈R+
d
=
{∫
R+×Ω′
1{N ′(rt) odd}M˜α,β(drdω
′)
}
t∈R+
,
where N ′ is a standard Poisson point process on R+, defined on another probability
space (Ω′,F ′,P′) and M˜α,β is an SαS random measure on R+ × Ω′ with control
measure cβr
−β−1drP′(dω′). However, such a representation cannot be extended to
the case M = Sn or Hn (e.g. in the case of Sn the ‘scaled set’ rAx would not make
sense). Instead we work with stochastic integrals over Mp(E).
Remark 3.2. Another representation of (3.2) with a flavor of doubly stochastic
processes [35] is to write
{Yα,β(A)}t∈A
d
=
{∫
R+×Ω′
1{N ′r(A) odd}M˜
′
α,β(drdω
′)
}
t∈R+
,
where {N ′r}r>0 is a family of independent Poisson point processes on (E, E) with
intensity measure rµ respectively, defined on another probability space (Ω′,F ′,P′).
Remark 3.3. For the Karlin stable process in (3.3), in the Gaussian case it is
a fractional Brownian motion with Hurst index H = β/2 ∈ (0, 1), and hence the
path properties are well known. We expect then to be able to improve and obtain
regularity results on sample paths (see [21] forM = Sn). In the stable case, however,
even for M = R+ it remains open whether the Karlin stable process (3.3) has a
version in the space D for α ∈ [1, 2) (see [9, Remark 2]).
3.2. Fractional Le´vy–Chentsov stable fields. For a metric space (M, d) along
with notations (2.4) satisfying Assumption 2.2, we name the process
(3.4) ηα,β(x) := Yα,β(Ax), x ∈ M
as the fractional Le´vy–Chentsov stable field with parameters α ∈ (0, 2], β ∈ (0, 1).
Our main result is the following.
Theorem 3.4. Each {ηα,β(x)}x∈M is an SαS process with stationary increments
as in (2.2).
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Proof. It is equivalent to prove, for all g ∈ G,{∫
Mp(E)
1A∗
g(x)
∆A∗
g(o)
Mα,β(dm)
}
x∈M
d
=
{∫
Mp(E)
1A∗xMα,β(dm)
}
x∈M
.
The above is equivalent to (recall (2.3)), for all d ∈ N, δ ∈ Λd, x1, . . . , xd ∈ M,
(3.5) µβ
 d⋂
j=1
(A∗g(xj))
δj∆A∗g(o)
 = µβ
 d⋂
j=1
(A∗xj )
δj
 .
We have
A∗g(x)∆A
∗
g(y) =
{
m(Ag(x)) odd
}
∆
{
m(Ag(y)) odd
}
=
{
m(Ag(x)∆Ag(y)) odd
}
= {m((gAx)∆(gAy)) odd} = (gAx)∗∆(gAy)∗,
where in the third step we applied (2.5), and
(A∗g(x))
c∆A∗g(y) = (A
∗
g(x)∆A
∗
g(y))
c = ((gAx)
∗∆(gAy)
∗)
c
= (gAx)
∗c∆(gAy)
∗.
Then, (3.5) becomes (note gAo = ∅)
µβ
 d⋂
j=1
(gAxj )
∗δj
 = µβ
 d⋂
j=1
(A∗xj )
δj
 .
The above shall follow from (recall µβ in (3.1)), for all r > 0,
(3.6) P′r,µ
(
m(gAxj ) = δj mod 2, j = 1, . . . , d
)
= P′r,µ
(
m(Axj ) = δj mod 2, j = 1, . . . , d
)
.
The left-hand side above can be expressed as
P˜
′
r,µ
(
m(Axj ) = δj mod 2, j = 1, . . . , d
)
,
where P˜′r,µ is the probability measure on Mp(E) induced by the Poisson point
process on E with intensity measure r ·µ(g·). Since µ is G-invariant, the probability
above is nothing but the right-hand side of (3.6). This completes the proof. 
The law of the increment of the field over any two points is uniquely determined
by their geodesic distance.
Proposition 3.5. For the stable process ηα,β defined in (3.4), we have that
ηα,β(x)− ηα,β(y)
dβ/α(x, y)
∼ Sα(1, 0, 0), for all x, y ∈ M.
Proof. This follows from a straightforward computation:
E exp (iθ(ηα,β(x) − ηα,β(y))) = exp
(
−|θ|α
∫
Mp(E)
1{m(Ax∆Ay) odd}µβ(dm)
)
= exp
(−µβ(A∗x∆A∗y)|θ|α) = exp (−dβ(x, y)|θ|α) .
In the last step, we applied an identity regarding dβ and µβ , established separately
in Proposition 4.1.
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Remark 3.6. The Karlin stable fields indexed by metric spaces ηα,β ≡
{ηα,β(x)}x∈M are different from Le´vy–Chentsov stable fields and Le´vy–Chentsov
sub-stable fields. To see this, it suffices to compare the spherical representations of
finite-dimensional distributions [35]. The Le´vy–Chentsov sub-stable fields are spec-
trally continuous, while the other two are spectrally discrete, of which one could
check readily that the spectral measures are different. In the case M = Rn, it is
also easily seen to be different from the spectrally discrete Takenaka random fields
[37].
We conclude this section with a few immediate consequences on the so-called set-
indexed fractional Brownian motions investigated by Herbin and Merzbach [15, 16],
whose motivation is different from ours.
3.3. Set-indexed fractional Brownian motions. Recall the set-indexed Karlin
stable process {Yα,β(A)}A∈A as in (3.2). In the Gaussian case, one could compute
Cov(Y2,β(A), Y2,β(B)) = µ
β(A) + µβ(B)− µβ(A∆B), A,B ∈ A,
and recognize the covariance structure of set-indexed fractional Brownian motions
(the above actually differs from the one in [15, 16] by a multiplicative constant
of 1/2; see a detailed calculation below). A special choice of the index set is the
collection of rectangles in Euclidean space
[0, t] ≡ {s = (s1, . . . , sn) : 0 ≤ sj ≤ tj , j = 1, . . . , n}, t = (t1, . . . , tn) ∈ Rn+,
in which case the process is referred to as a multiparameter fractional Brownian
motion (see also [31, 32]). This process has different properties from other exten-
sions of fractional Brownian motions, and in particular it does not have stationary
increments (see e.g. [31] for comparisons). Following the same notion, we refer to
ξα,β(t) := Yα,β(t) ≡
∫
Mp(E)
1{m([0,t]) odd}Mα,β(dm), t ∈ Rn+
as amultiparameter fractional stable field. This integral representation in the Gauss-
ian case (α = 2) seems new.
We next consider a natural decomposition of set-indexed fractional Brownian
motions Y2,β , inspired by the decomposition of fractional Brownian motions by bi-
fractional Brownian motions introduced by Lei and Nualart [23]. Write Wβ ≡ Y2,β
from now on. We consider a slightly different representation of Wβ :
{Wβ(A)}A∈A
d
=
{∫
R+×Mp(E)
1{m(A) odd}M˜2,β(drdm)
}
A∈A
,
where M˜2,β is a Gaussian (SαS with α = 2) random measure on R+×Mp(E) with
control measure cβr
−β−1drP′r,µ(dm), and then consider its decomposition
{Wβ(A)}A∈A
d
= {W1,β(A) +W2,β(A)}A∈A
with
W1,β(A) :=
∫
R+×Mp(E)
(
1{m(A) odd} − qr(A)
)
M˜2,β(drdm)
W2,β(A) :=
∫
R+×Mp(E)
qr(A)M˜2,β(drdm)
qr(A) := P
′
r,µ (m(A) odd) .
10 ZUOPENG FU AND YIZAO WANG
For the caseM = R+ and relation to decomposition of fractional Brownian motions,
see [10, Section 2.2].
Proposition 3.7. {W1,β(A)}A∈A and {W2,β(A)}A∈A are independent centered
Gaussian processes with covariance functions, for A1, A2 ∈ A,
Cov(W1,β(A1),W1,β(A2)) = (µ(A1) + µ(A2))
β − µβ(A1∆A2)
Cov(W2,β(A1),W2,β(A2)) = µ
β(A1) + µ
β(A2)− (µ(A1) + µ(A2))β .
Proof. Recall that for a Poisson random variable Z with parameter λ > 0,
(3.7) P(Z is odd) =
1
2
(1− e−2λ).
We first compute the covariance function of {W2,β(A)}A∈A. For A1, A2 ∈ A,
Cov(W2,β(A1),W2,β(A2)) = 2
∫
R+
qr(A1)qr(A2)cβr
−β−1dr
= 2
∫
R+
1
4
(
1− e−2rµ(A1)
)(
1− e−2rµ(A2)
)
cβr
−β−1dr
(the factor 2 is due to our convention for the Gaussian random measure, see Remark
2.9), and for β ∈ (0, 1), the desired formula then follows immediately from the
identity for the Gamma function
(3.8)
∫ ∞
0
(1− e−ar)r−β−1dr = a
βΓ(1 − β)
β
, a > 0.
Similarly,
Cov(W1,β(A1),W1,β(A2))
= 2
∫
R+×Mp(E)
(
P
′
r,µ (m(A1) odd,m(A2) odd)− qr(A1)qr(A2)
)
cβr
−β−1dr,
and
P
′
r,µ (m(A1) odd,m(A2) odd) =
1
4
(
1− e−2rµ(A1) − e−2rµ(A2) + e−2rµ(A1∆A2)
)
.
The desired covariance formula then follows. The independence of {W1,β(A)}A∈A
and {W2,β(A)}A∈A can be verified similarly. 
4. Measure definite kernels
In this section, we extract a result on measure definite kernels that we developed
and used implicitly in our previous analysis. This result is of independent interest
for metric analysis.
Let (M, d) be a metric space. Recall that the metric d is of conditionally negative
type, if for all n ≥ 2 and x1, . . . , xn ∈ M and λ1, . . . , λn ∈ R with
∑n
i=1 λi = 0,
we have
∑n
i=1
∑n
j=1 λiλjd(xi, xj) ≤ 0. Recall the definition of a metric d being a
measure definite kernel in (1.3). Sometimes it is convenient to write equivalently
d(x, y) =
∫ ∣∣1Ax − 1Ay ∣∣ dµ, for all x, y ∈ M.
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A measure definite kernel as a metric is necessarily of conditionally negative type,
as for all collections {Ai}i=1,...,n ⊂ {Ax}x∈M,(
n∑
i=1
λi1Ai
)2
=
1
2
n∑
i=1
n∑
j=1
λiλj
(
1Ai + 1Aj − 1Ai∆Aj
)
= −1
2
n∑
i=1
n∑
j=1
λiλj1Ai∆Aj .
Although the converse is not true. It is well known that the mapping d 7→ dβ
preserves the property of being conditionally negative. The following shows that
the mapping also preserves the property of being a measure definite kernel. Recall
notations for Mp(E),Mp(E), µβ ,P′r,µ, A∗ as in Section 3.1.
Proposition 4.1. Suppose that (M, d) is a metric space and d is a measure definite
kernel with respect to a measure space (E, E , µ) and {Ax}x∈M ⊂ E, as in (1.3). Then
for all β ∈ (0, 1),
d
β(x, y) = µβ(A
∗
x∆A
∗
y),
with µβ as in (3.1) and A
∗ := {m ∈Mp(E) : m(A) odd} , A ∈ A.
Proof. First, since µ(Ax∆Ay) = d(x, y), by (3.8) we write
d
β(x, y) =
∫
R+
1
2
(
1− e−2rµ(Ax∆Ay)
)
cβr
−β−1dr.
On the other hand, for every r > 0, recalling (3.7), we have
d
β(x, y) =
∫
R+
P
′
r,µ({m(Ax) odd}∆{m(Ay) odd})cβr−β−1dr
=
∫
R+
∫
Mp(E)
∣∣1{m(Ax) odd} − 1{m(Ay) odd}∣∣P′r,µ(dm)cβr−β−1dr
=
∫
Mp(E)
∣∣∣1A∗x − 1A∗y ∣∣∣µβ(dm) = µβ(A∗x∆A∗y).

5. A limit theorem for set-indexed Karlin stable processes
Limit theorems for stochastic processes indexed by metric spaces are not new
(e.g. [4, 5, 22, 28]). However, very few theorems have been known beside Rn
and Rn+-indexed examples, with the notable exception for sphere-indexed processes
investigated by Estrade and Istas [11]. Our model is a variation of an infinite urn
scheme considered by Karlin [20]. This version of the model was introduced for
M = R+ in the proofs of [9] as the Poissonized version of the corresponding Karlin
model, and has an aggregation nature.
Let (E, E , µ) be a measure space with µ a σ-finite measure. Let {pk}k∈N be
prescribed strictly positive numbers, and ρ > 0 a scaling parameter that eventually
goes to infinity. For each ρ > 0, let {N (ρ)k }k∈N be a family of independent Poisson
point processes with mean measure ρpk · µ on (E, E) and let {εk}k∈N be another
family of i.i.d. random variables, independent from the Poisson point processes.
We shall restrict to those sets in E with finite µ-measure, the collection of which
denoted by A. Our model is then defined as
Uρ(A) :=
∑
k∈N
εk1{N(ρ)
k
(A) odd
}, ρ > 0, A ∈ A.
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We assume, with ν :=
∑
k∈N δ1/pk , that for some β ∈ (0, 1),
(5.1) ν(t) = max{k ∈ N : pk ≥ 1/t} = tβL(t), t > 0,
where L is a slowly varying function at ∞, and the characteristic function φ(θ) =
E exp(iθε1) satisfies
(5.2) 1− φ(θ) ∼ σαε |θ|α as θ → 0.
The above follows for example if for some α ∈ (0, 2),
lim
x→∞
P(|ε1| > x)
x−α
= Cε ∈ (0,∞),
and σαε = Cε
∫∞
0
x−α sinxdx (e.g. [6, Theorem 8.1.10]), or if α = 2, ε1 is centered
and σ2ε = Eε
2
1/2 <∞. Recall cβ in (3.1).
Theorem 5.1. Under assumptions (5.1) and (5.2),(
Uρ(A)
bρ
)
A∈A
f.d.d.
=⇒ (Yα,β(A))A∈A with bρ :=
(
β
cβ
ρβL(ρ)
)1/α
σε.
Proof. Consider d ∈ N, A = (A1, . . . , Ad) ∈ Ad and δ = (δ1, . . . , δd) ∈ Λd, and for
any point measure m on (E, E), for the sake of simplicity write
{m(A) = δ mod 2} ≡ {m(Aj) = δj mod 2 for all j = 1, . . . , d} .
The following statistics play a crucial role:
Mδρ (A) :=
∑
k∈N
1{
N
(ρ)
k (A)=δ mod 2
},
Let N (r) be a Poisson point process on (E, E) with intensity measure rµ(·). Intro-
duce
m
δ(A) :=
∫
R+
P
(
N
(r)(A) = δ mod 2
)
cβr
−β−1dr
=
∫
Mp(E)
1{m(A)=δ mod 2}µβ(dm).
The key estimate is
(5.3) lim
ρ→∞
Mδρ (A)
bαρ
=
m
δ(A)
σαε
in probability.
Observe that
EMδρ (A) =
∑
k∈N
P
(
N
(ρ)
k (A) = δ mod 2
)
=
∫ ∞
0
P
(
N
(ρ/x)(A) = δ mod 2
)
ν(dx).
Set ϕA(s) := P(N
(s)(A) = δ mod 2). It is easy to see that ϕA is differentiable and
vanishes at zero. Therefore, integrating by parts, we have
EMδρ (A) =
∫ ∞
0
ϕA(ρ/x)ν(dx) =
∫ ∞
0
1
x2
ϕ′A
(
1
x
)
ν(ρx)dx.
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Then,
lim
ρ→∞
EMδρ (A)
ρβL(ρ)
= lim
ρ→∞
∫ ∞
0
1
x2
ϕ′A
(
1
x
)
ν(ρx)
ρβL(ρ)
dx
=
∫ ∞
0
ϕ′A
(
1
x
)
xβ−2dx =
∫ ∞
0
ϕA
(
1
x
)
βxβ−1dx
=
∫ ∞
0
P
(
N
(r)(A) = δ mod 2
)
βr−β−1dr,
where in the second step, we applied the assumption (5.1) on ν, and the inter-
change of the limit and the integral can be verified as explained in [9, Lemma 1].
Furthermore, since Var(Mδρ (A)) ≤
∑
k∈N P(N
(ρ)
k (A) = δ mod 2) = EM
δ
ρ (A), the
L2 convergence holds. We have thus shown (5.3).
Now we prove the desired convergence by computing the characteristic function
of the finite-dimensional distribution. For all θ ∈ Rd, we write
E exp
i d∑
j=1
θj
Uρ(Aj)
bρ
 = E exp
i d∑
j=1
θj
bρ
∑
k∈N
εk1{N(ρ)k (Aj) odd
}

= E exp
(
i
∑
δ∈Λd
|〈θ, δ〉|
bρ
∑
k∈N
εk1{
N
(ρ)
k (A)=δ mod 2
}
)
.
Let N denote the σ-algebra generated by {Nk}k∈N. Recall that φ is the character-
istic function of ε1. Then, the above expression becomes
E
 ∏
δ∈Λd
E
exp
i |〈θ, δ〉|
bρ
Mδρ (A)∑
ℓ=1
εδℓ
 ∣∣∣∣∣∣ N
 = E
( ∏
δ∈Λd
φ
( |〈θ, δ〉|
bρ
)Mδρ (A))
.
Therefore
E exp
i d∑
j=1
θj
Uρ(Aj)
bρ
 = E exp(∑
δ∈Λd
Mδρ (A) logφ
( |〈θ, δ〉|
bρ
))
= E exp
− ∑
δ∈Λd
Mδρ (A)
bαρ
|〈θ, δ〉|α σαε
logφ
(
|〈θ,δ〉|
bρ
)
−σαε
∣∣∣ 〈θ,δ〉bρ ∣∣∣α
 .
Recall that the assumption (5.2) implies that logφ (θ) ∼ φ (θ)−1 ∼ −σαε |θ|α as θ →
0. Then, by (5.3) and the dominated convergence theorem,
lim
ρ→∞
E exp
i d∑
j=1
θj
Uρ(Aj)
bρ
 = exp(− ∑
δ∈Λd
|〈θ, δ〉|αmδ(A)
)
,
where the limit is the desired characteristic function E exp(i
∑d
j=1 θjYα,β(Aj)) (re-
call (2.1)). This completes the proof. 
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