Abstract. Let D be the unit disk. We show that for some relatively closed set F ⊂ D there is a function f that can be uniformly approximated on F by functions of H ∞ , but such that f cannot be written as f = h + g, with h ∈ H ∞ and g uniformly continuous on F . This answers a question of Stray.
Introduction and preliminaries
Let D denote the open unit disk and F ⊂ D be a relatively closed set. For 0 < p ≤ ∞ let A p (F ) be the space of functions that can be uniformly approximated on F by functions of the Hardy space H p . Also, let C ua (F ) denote the space of uniformly continuous functions on F that are analytic on its interior. Put
A. Stray proved in [4] that if 0 < p < ∞, then
He also showed that A ∞ (F ) ⊃ C ua (F ). Notice that this immediately implies the inclusion of the right member of (1) in A p (F ) for every 0 < p ≤ ∞. The problem of whether the other inclusion holds for p = ∞ is posed in [4] . The purpose of this paper is to construct an example where the inclusion fails. That is, we will see that there exists a relatively closed set F ⊂ D, with F =F , such that some f ∈ A ∞ (F ) cannot be decomposed as f = h+ g, with h ∈ H ∞ and g ∈ C ua (F ). More generally, for the example that we construct the above decomposition is not even possible for g ∈ C ua (F ) and h in the Bloch space. In this section we fix notation and state some of the background that will be used in the construction of the example, given in Section 2. The last section is a short discussion showing that the counterexample works in a more general situation.
The maximal ideal space M of H ∞ is defined as the space of nontrivial multiplicative linear functionals on H ∞ , provided with the weak * topology. It is a compact Hausdorff space, and the Gelfand transform,f (x) = x(f ) for f ∈ H ∞ and x ∈ M, establishes an isometric morphism from H ∞ into the uniform algebra of continuous functions on M. Evaluations at points of the disk are in M, so D is naturally imbedded as an open subset of M. In addition, the corona theorem [1] states that D is dense in M.
The use of nets is imposed by the fact that M is not metrizable.
Let b be a Blaschke product with zero sequence {z n }. If 
For z ∈ D and 0 < r < 1 we write
for the open balls of center z and radius r with respect to the pseudohyperbolic and the euclidean metric, respectively. Simple geometrical considerations [2, p. 3] show that K(z, r) = ∆(c, R), where
The following well-known result of Hoffman can be found in [3] or [2, pp. 404-405].
Lemma 1. Let b be a Blaschke product with zero sequence {z
n }. If δ = δ(b) > 0, then there are 0 < ε(δ), r(δ) < 1 such that (i) a(z) = (b(z) − ω)/(1 − ωb(z)) is an interpolating Blaschke product when |ω| < ε(δ), (ii) {z ∈ D : |b(z)| < ε(δ)} = n V n , where V n ⊂ K(z n , r(δ)), and (iii) b(V n ) = ∆(0, ε(δ)) for every n.
The example
Let X ⊂ D be any subset. We can think of X as contained in M or in the complex plane C. For G = M or C we write clos G X for the closure of X in the space G.
Let b be a thin product with zero sequence 0 ≤ z n < 1 (for instance z n = 1−n −n ) and put δ = δ(b). We fix some ε with 0 < ε < ε(δ), where ε(δ) is given by Lemma 1. Consider the sets Ω ε = {ω ∈ R : ε/2 ≤ |ω| ≤ ε}
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Furthermore, we claim that E = clos M F . The continuity ofb on M obviously implies that E ⊃ clos M F . For the other inclusion take x ∈ E. Thereforeb(x) ∈ Ω ε ⊂ {z ∈ D : |z| < ε(δ)}, and (i) of Lemma 1 tells us that
is an interpolating Blaschke product. If {ω n } denotes the zero sequence of a and Z(â) = {y ∈ M :â(y) = 0}, then the fact that a is interpolating easily yields clos M {ω n } = Z(â) (see [2, VII, Ex. 4] ). Besides, we have b(ω n ) =b(x) ∈ Ω ε for all n, which means that {ω n } ⊂ F . Therefore x ∈ Z(â) = clos M {ω n } ⊂ clos M F , and the inclusion is proved.
Let ϕ ∈ clos M {z n } \ D. Since {z n } is a thin sequence, a result of Hoffman 
Since Ω ε is polynomially convex and 0 ∈ Ω ε , then Runge's theorem asserts that the function 1/ω is the uniform limit on Ω ε of some sequence of polynomials {p n (ω)}. Therefore p n ((b(z)) converges uniformly to 1/b(z) on F , showing that 1/b ∈ A ∞ (F ). We are going to prove that 1/b cannot be decomposed as in (1) with p = ∞. Suppose otherwise that there exist h ∈ H ∞ and a function f uniformly continuous on F such that 1/b = h + f on F . By a simple geometrical argument, the last two items of Lemma 1 and (2) imply that clos C F = F ∪ {1}. Since f is uniformly continuous on F , then it can be extended to some continuous function on F ∪ {1}. That is, there is c ∈ C such that lim f (z) = c when z→1 with z ∈ F . Therefore 1/b(z) − (h(z) + c)→0 when z→1 with z ∈ F . Multiplying this expression by b and writing h 1 = h + c we obtain
Suppose that x ∈ E \ D and let (z α ) be a net in F that converges to x. It is clear that if we look at (z α ) as a net in the topological space C, then z α →1. It follows from (4) 
Since the only analytic function that vanishes on Ω ε is the trivial function, then 1 − λ ϕ zg ϕ (z) = 0 for every z ∈ D, which is clearly impossible (take z = 0).
More general impossibilities
A further analysis of our example with the aid of additional theory will rule out more general decompositions of the same type for 1/b. The arguments are outlined below. r(δ) ), and consequently the comments preceding the proposition imply that h can be extended to some continuous function on K, sayh.
Since
Let ϕ ∈ clos M {z n }\D and (z α ) be a subnet of {z n } that tends to ϕ. The continuity ofh on the above set implies that h • L zα (z) tends pointwise to the (necessarily analytic) functionh • L ϕ (z) for |z| < η.
These facts allow us to repeat almost word-by-word the arguments of the previous section. In fact, if (5) holds with f ∈ C ua (F ) and h ∈ H ∞ ( K(z n , r(δ))), then by the same reasons as in Section 2 there is c ∈ C such that the function g ϕ (z) = (h + c) • L ϕ (z) is analytic on ∆(0, η) and 1 − λ ϕ zg ϕ (z) = 0 for z ∈ Ω ε (observe that Ω ε ⊂ ∆(0, η)). Again, this is impossible.
We recall that the Bloch space B consists of the analytic functions f on D such that
It is well known (see [6, p. 81] ) that every h ∈ B is uniformly continuous with respect to the metric ρ. An immediate consequence of Proposition 2 is that the decomposition (5) is not possible with f ∈ C ua (F ) and h ∈ B. To see this suppose that there is such decomposition. Then h is bounded on F , and since by Lemma 1 ρ(z n , F ) < r(δ) < 1 for every n, the uniform continuity of h with respect to ρ implies that h is bounded on {z n }. By the same reason h must be bounded on K(z n , r(δ)). That is, h ∈ H ∞ ( K(z n , r(δ))), which contradicts the proposition.
