This work concludes a research cycle, but not the friendship that has tied us. You left us, dear Mimmo, too soon. The disease has won, but your memories will always be with us.
Γ : {I 1 , . . . , I n } is a finite partition of [0, 1] < +∞.
Finally, in the last section, using DL or Db conditions we are able to prove that the scalar integrability of a multifunction can be obtained as a traslation of the Pettis integrability (Theorem 4.1), while its Henstock integrability under DL condition is obtained using Birkhoff integrability (Theorem 4.3), both results with integrals of finite variation. This article is the last in which Domenico Candeloro was able to cooperate and to give his personal contribution, always precious, and we want to dedicate it to him, in his memory.
Preliminaria
Throughout X is a Banach space with norm · and its dual X * . The closed unit ball of X is denoted by B X . The symbol c(X) denotes the collection of all nonempty closed convex subsets of X and cb(X), cwk(X) and ck(X) denote respectively the family of all bounded, weakly compact and compact members of c(X). For every C ∈ c(X) the support function of C is denoted by s(·, C) and defined on X * by s(x * , C) = sup{ x * , x : x ∈ C}, for each x * ∈ X * . C h = d H (C, {0}) := sup{ x : x ∈ C} and d H is the Hausdorff metric on the hyperspace cb(X). The map i : cb(X) → ℓ ∞ (B X * ) given by i(A) := s(·, A) is the Rådström embedding (see, for example, [1, Theorem 3.2.9 and Theorem 3.2.4(1)], [14, , or [28] ). I is the collection of all closed subintervals of the unit interval [0, 1]. All functions investigated are defined on the unit interval [0, 1] endowed with Lebesgue measure λ and Lebesgue measurable sets L. A map Γ : [0, 1] → c(X) is called a multifunction. In the sequel, given a multifunction Γ : [0, 1] → c(X), we set D Γ (t) := diam (Γ (t)), for all t ∈ [0, 1]. We say that Γ satisfies the
We recall that a multifunction Γ :
a.e. Each function g : [0, 1] → X, considered as a ck(X)-valued multifunction, trivially satisfies the Db property.
We recall that if Φ : L → Y is an additive vector measure with values in a normed space Y , then the variation of Φ is the extended non negative function |Φ| whose value on a set E ∈ L is given by |Φ|(E) = sup π A∈π Φ(A) , where the supremum is taken over all partitions π of E into a finite number of pairwise disjoint members of L. If |Φ| < ∞, then Φ is called a measure of finite variation. If the measure Φ is defined only on I, the finite partitions considered in the definition of variation are composed by intervals. In this case we will speak of finite interval variation and we will use the symbol Φ, namely:
If Y is a metric space, for example (cb(X), d H ), which is a near vector space in the sense of [28] , and Φ : I → cb(X) is additive we consider in its interval variation the distance d H (Φ(A), {0}) instead of Φ(A) . We recall here briefly the definitions of integrals involved in this article. A scalarly integrable multifunction Γ :
If M D Γ (A) ⊂ X for every A ∈ L, then Γ is called Pettis integrable. We write it as (P ) A Γ dµ or M Γ (A). We say that a Pettis integrable Γ : [0, 1] → c(X) is strongly Pettis integrable, if M Γ is an h-multimeasure (i.e. it is countably additive in the Hausdorff metric). A multifunction Γ : [0, 1] → cb(X) is said to be Henstock (resp. McShane) integrable on [0, 1], if there exists Φ Γ ([0, 1]) ∈ cb(X) with the property that for every ε > 0 there exists a gauge δ : [0, 1] → R + such that for each Perron partition (resp. partition) {(I 1 , t 1 ), . . . ,
If the gauges above are taken to be measurable, then we speak of H (resp. Birkhoff)-integrability on [0, 1]. If I ∈ I, then Φ Γ (I) := Φ Γ χI [0, 1]. Finally if, instead of formula (1), we have
we speak about variational Henstock (resp. McShane) integrability on [0, 1]. In all the cases Φ Γ : I → cb(X) is an additive interval multimeasure.
Thanks to the Rådström embedding, a multifunction Γ is "gauge" integrable (in one of the previous types) if and only if its image i • Γ in l ∞ (B X * ) is integrable in the same way. A multifunction Γ : [0, 1] → cb(X) is said to be Henstock-Kurzweil-Pettis (or HKP) integrable in cb(X) if it is scalarly Henstock-Kurzweil (or HK)integrable and for each I ∈ I there exists a set N Γ (I) ∈ cb(X) such that s(x * , N Γ (I)) = (HK) I s(x * , Γ ) for every x * ∈ X * . If an HKP-integrable Γ is scalarly integrable, then it is called weakly McShane integrable (or wMS). We recall that a function f : Definition 11] ), if there exists an ACG function (cf. [26] ) F such that its approximate derivative is almost everywhere equal to f . A multifunction Γ : [0, 1] → cb(X) is Denjoy-Khintchine-Pettis (DKP) integrable in a non empty family C in cb(X), if for each x * ∈ X * the function s(x * , ·) is Denjoy-Khintchine integrable and for every I ∈ I there exists
As regards other definitions of measurability and integrability that will be treated here and are not explained and the known relations among them, we refer to [3-7, 9, 10, 13, 17, 21, 31] , in order do not burden the presentation.
Multimeasures of finite variation
We begin with a known fact. If sup x * ∈BX x * , Φ ([0, 1]) < ∞, then Γ is weakly McShane integrable in cb(X) and Gelfand integrable in cw * k(X * * ). If Φ([0, 1]) < ∞, then Φ is strongly Pettis integrable in cb(X).
Proof By Lemma 3.1 Γ is wMS-integrable in cb(X). According to [8, Theorem 3.2] it is Gelfand integrable in cw * k(X * * ). Denote the Gelfand integral by Ψ .
and so, due to the completeness of cb(X) under Hausdorff distance, the series
But for each x * ∈ X * the function s(x * , Ψ ) is a measure and so i s(x * , Φ(I i )) = s(x * , Ψ ( i I i )). Since the sum of i Φ(I i ) is uniquely determined, we have
It follows that Ψ is σ-additive (in the Hausdorff metric) on the algebra J generated by I.
It is a consequence of [27] or [15, Theorem I.5 .2] that i • Ψ is a measure on the σ-algebra of Borel subsets of [0, 1]. But i • Ψ (E) = 0, provided Lebesgue measure vanishes on E and consequently, i • Ψ is measure on L. Since i(cb(X)) is a closed cone also Ψ is a measure in the Hausdorff metric of cb(X) and therefore Γ is strongly Pettis integrable on L. ⊓ ⊔ 
Finally, we can formulate the characterization of variationally McShane integral in terms of the variational Henstock integral. Proof Since Γ is Bochner measurable, it is a.e. limit of simple multifunctions. It follows that i • Γ is strongly measurable. Let us assume that Y := span(i • Γ ([0, 1])) is a closed separable subspace of ℓ ∞ (B X * ). Then, we follow the proof of [12, Proposition 3.5] . If e x * ∈ B ℓ∞(B X * ) * is defined by e x * , g := g(x * ) for every g ∈ ℓ ∞ (B X * ), then the set B := {e x * |Y : 
Decompositions
In the study of the integrability of multifunctions it is important to decompose a multifunction as a sum of a selection that is integrable in the same sense and a multifunction that is integrable in a stronger sense than the original one (see for example [5] [6] [7] [8] 18, 19, 24] ). Using Db or DL conditions we are able to extend decomposition results and to write integrable multifunctions as a translation of a multifunction with its integral of finite variation.
Theorem 4.1 Let Γ : [0, 1] → c(X) be integrable in cb(X) (cwk(X) or ck(X)) in the sense of one of the scalarly defined integrals. If Γ possesses at least one selection integrable in the same way, then the following conditions are equivalent:
1. Γ satisfies the DL-condition (or Db condition); 2. Γ = G + f , where f is a properly integrable selection of Γ , G is Pettis integrable in cb(X) (cwk(X) or ck(X)) and Proof Assume that Γ is DP-integrable. Due to [8, Theorem 3.5 ] Γ = G + f , where G is Pettis integrable, f is Denjoy integrable and G satisfies the condition DL. It is obvious that the Pettis integral of G is of finite variation.
⊓ ⊔ Remark 4.2 Unfortunately, even if G : [0, 1] → ck(X) is a positive multifunction that is Pettis integrable and its integral is of finite variation, the multifunction G may not satisfy the DL condition. To see it let X = ℓ 2 [0, 1] and let {e t : t ∈ (0, 1]} be its orthonormal system. If G(t) := conv{0, e t /t}, then s(x, G) = 0 a.e. for each separate x ∈ ℓ 2 [0, 1] and so the integral and its variation are equal zero. However, diam{G(t)} = 1/t and so the DL-condition fails. Moreover, G is not Henstock integrable. Indeed, let δ be any gauge and {(I 1 , t 1 ), . . . , (I n , t n )} be a δ-fine Perron partition of [0, 1]. Assume that 0 ∈ I 1 , then t 1 ≤ |I 1 |. Hence λ(I 1 )/t 1 ≥ 1 for t 1 > 0 and so i≤n ei ti λ(I i ) ≥ 1. Consider now the multifunction given by H(t) := conv{0, e t }, where X is as above. We are going to prove that H is Birkhoff-integrable. Given ε > 0, let n ∈ N be such that 1/ √ n < ε and δ be any gauge, pointwise less than 1/n. If {(I 1 , t 1 ), . . . , (I m , t m )} is a δ-fine partition of [0, 1] and {J 1 , . . . , J n } is the division of [0, 1] into closed intervals of the same length, then
(We apply here the inequality i a 2 i ≤ ( a i ) 2 . For each fixed k ≤ n we take as a i the number λ(I i ∩ J k ) ). If δ is measurable, then we get Birkhoff integrability of H.
Some additional results will be given now, in order to get decompositions with gauge integrable multifunctions. Theorem 4.3 Let Γ : [0, 1] → cwk(X) satisfy DL-condition, and assume that Γ is H-integrable (or H-integrable). Then we have Γ = G+f, where f ∈ S H (Γ ) (f ∈ S H (Γ )) is arbitrary and G is an abs-Birkhoff integrable multifunction. In particular the integral of G has finite variation. If Γ is Bochner measurable, then G is also variationally Henstock integrable.
Proof Assume that Γ is H-integrable. It is known (see [20, Theorem 3.1] ) that Γ has an H-integrable selection f . Thanks to [31, Theorem 4] , both i • Γ and f are Riemann-measurable. So, if G := Γ − f , it is clear that i • G is Riemann-measurable too. Moreover, thanks to the DL-condition, the function A similar result can be given also for Birkhoff integrable functions Γ : [0, 1] → cwk(X): the proof is essentially the same but instead of [20] we invoke [5, Theorem 3.4] . 
