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This paper presents the necessary and sufficient condition for the closedness in the 
topology of W,“(T - 1, T; R”) of the set of all complete final states xlr-i,rj of 
a linear retarded system, which can be attained by L” controls. The criterion is 
fully computable. The analyticity of the matrix coefficients of the system equation 
is assumed. A number of related results are presented, including a criterion for 
the closedness of the set of all trajectories of a nondelayed linear system with 
measurable coefficients. 
1. INTRODUCTION 
Consider a difference-differential system 
R(t) = A(t) x(t) + B(t) x(t - 1) + C(t) u(t) a.e. in [0, T], 
x(t) = 0 v t E [-LO], 
(4 
where T > 1, x(t) E R”, u(t) E Rr, and A(*), B(e), C(e) are matrix functions of 
approprrate dimensions. 
A complete final state for such a system is a terminal piece of trajectory 
~(.)l[r-~,rI , often abbreviated by xr . 
The set of all complete final states which can be attained with controls u(.) E 
P(O, T; Rr) clearly forms a vector space and will therefore be called the attainable 
subspace of system (a). Any complete final state is absolutely continuous; one 
may therefore consider the attainable subspace as a subset of different Banach 
spaces, for example LQ(T - 1; T; R”), 1 < p < 00 or C(T - 1, T; P). The 
attainable subspace is, however, never closed in any of the above spaces (if one 
excludes the trivial case C(t) = 0). What is more, if system (a) is completely 
controllable, then its attainable subspace is a proper dense subset of Lg and C 
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(approximate controllability). This situation is pathological and leads to diffi- 
culties in establishing the necessary optimality conditions in the optimal control 
problem for system (a) with complete final state constraints. It has been shown in 
[14] that these difficulties are not related to the particular features of system (a), 
but are a general rule for extremal problems with infinite dimensional operator 
constraints. 
The results in the optimal control theory for the systems described by func- 
tional-differential equations (more general than (a)) with complete final state 
constraints are reviewed in [4]. We therefore recall briefly that in the first paper 
in this direction [3] the attainable subspace was considered as a subset of 
C( T - 1, T; P) and the authors could not prove the nontriviality of the maxi- 
mum principle. Therefore in subsequent papers [l, 111 another space was 
employed, namely, W12(T - 1, T; P), the Sobolev space of absolutely con- 
tinuous functions with square integrable derivatives. In [l I] the assumption of 
complete controllability guaranteed that the attainable subspace is equal to 
IV12( T - 1, T; R”) and therefore closed. In [l] the authors considered the 
linear-quadratic case and required explicitly that the attainable subspace be 
closed in W12. 
A more general local maximum principle for a class of nonlinear difference- 
differential systems (including global constraints on control) was obtained in [13], 
also under the assumption that the attainable subspace of the linearized system 
be closed in W12.1 
This short review motivates the interest in the explicit criteria for the closed- 
ness of the attainable subspace in W, q. Some results in this direction have been 
obtained in [I, 131, and the problem has been studied in some detail in [2], for 
p = q = 2. The main result of [2] is the following for system (a) with con- 
tinuous matrices A, B, C: 
If C+(t), t E [T - 1, T] is essentially bounded and im B(t) C im C(t), 
t E [T - 1, T], then the attainable subspace is closed. 
A somewhat similar, but not so explicit, sufficient condition is found in [13] 
for system (a) with essentially bounded measurable matrices A, B, C. 
The present paper is devoted to deriving a necessary and sufficient condition 
for the closedness in W,g of the attainable subspace of system (a) with matrices 
A, B, C depending analytically on time, provided that the controls are of LP. 
It occurs that the closedness may take place only if p = q. Then for the general 
case 1 < p = q < CO, algebraic criteria for the closedness are obtained. They 
have simple (especially in case of time-invariant systems) algebraic form, very 
useful from a computational point of view. The main results may also be 
formulated in a form related to Kalman’s decomposition theorem for ordinary 
systems [18]. 
Throughout the paper the following notation will be used. The image, the 
1 In [2, 11, 131 controls u(.) were taken from Lz. 
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kernel, the pseudoinverse, and the adjoint of an operator are denoted respectively 
by im, ker, +, *. The controllability subspace of the pair of matrices A, C will be 
denoted by {A 1 C}. W,p is the Sobolev space of all measurable functions with 
kth derivative in LP. P(Lx, /3) is the space of infinitely differentiable functions 
defined on [01, p] ,and Cam (OL, /I) = {f /f~ P(L~, fl), f(Q(a+) = f(i’(p-) = 0, 
i = 0, l,...}. The restriction of the time-dependent function x to the interval 
[T - 1, T] is denoted by ~[r-~,r] or xT . 
2. THE RESULTS 
Let the system equation be specified as 
9(t) = A(t) x(t) + B(t) x(t - I) + C(t) u(t) a.e. in [0, T], (1) 
where: T > 1 is a fixed final time, x(t) E Rn, u(t) E Rr, and A, B, C are matrix 
valued functions of appropriate dimensions, defined on [0, T]. 
We assume the initial condition 
x(t) = 0 Vt E [-l,O]. (2) 
If the control u E LP (0, T; Rr), 1 < p < co, then the solution x corresponding 
to (I), (2) is an absolutely continuous function with derivative in LP(0, T, R”); 
therefore 
x E WIp(O, T; Rn). 
Denote 
dp = {v E W,‘( T - 1, T; Rn): 3 II E Lp(O, T; RI), x E W/(0, T; Rn) 
satisfying (1) (2) such that v = x jtr-l,rl}. (3) 
The linear subspace dp, which may be called the p-attainable subspace, 
consists of all functions which can be reached from the zero initial condition by 
means of Lp controls. By virtue of Holder’s inequality, WIp C WI9 for 1 < 4 < p 
and therefore dp can be considered as a subset of different spaces W,q. Our 
purpose is to establish conditions for the closedness of the attainable subspace 
&* in the natural topology of W,q. The condition should be given in terms of 
matrices A, B, C and should have a computable, possibly algebraic, form. 
2.1. Systems without Delay 
Along with system (1) we consider the equation 
w = 4) v(t) + C(t) 44 a.e. in [T - I, T]. (4) 
SOj/24/1-3 
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In this section we assume that the mappings t H A(t), C(t) are measurable, 
essentially bounded. Let S be a subspace of R”. Denote 
dP(S) = {p E Wlp: 3~ E Lp, ‘p satisfies (4), v( T - 1) E S]. 
&JS) is the set of all trajectories of the system without delay (4) which start 
from the subspace S and can be reached by using Lp controls. Like JYYY , d,(S) 
can be considered as a subset of various spaces W,q for 4 < p. 
If C(t) = 0, then clearly 
dim dD(S) = dim S < + cc 
and &JS) is closed in any WIq, q < p. 
We have the following theorem concerning the closure of d.(S) in the presence 
of controls. 
THEOREM 1. Assume C(t) + 0. Then 
(i) &JS) is closed ;ff-pP,({O}) is closed. 
(ii) &Y({O)) is closed in WIq ijjf the following two conditions are satis$ed: 
P = 4; (5) 
the matrix-waked map t H C+(t) is essentially bounakd on [T - 1, T]. (6) 
Proof. (i). By linearity of (4), s4,(S) = JZ$,({O}) + 9, where dim B = 
dim S < fco. Therefore d&S) is closed if dP({O>) is closed (see [9, VI, 9.581). 
Conversely, suppose that A&(S) is closed and let a sequence {~m}~=l C xZJ{O}), 
yrn -+ v in W,q. Since &J(O)) C J&‘,(S), ‘p E &Y(S). It is obvious that ~J(T-1) = 0, 
so that v E da({O}). 
For the proof of (ii) we prepare two lemmas, which will be used several times 
in the sequel. 
LEMMA 1. (i) If the mapping t t-+ C(t), an n x r matrix, is measurable on 
[T - 1, T], then also t I+ C+(t) is measurable. 
(ii) If the mapping t t+ C(t) is analytic on [0, T], then t I-+ C+(t) is in.niteZy 
differentiable except at isolated points of [0, T]. 
LEMMA 2. Let 0 < 01 < /3 < T and sequences {z,} C Lp(ol, /?; Rn), { ym} C R” 
be given. If x, --f z in Lp and ym. --t y in Rn then x, --f v in WIp where x, , ‘p satisfy 
&n(t) = A(t) xm(t> + xm(t) a.e. in [a, /3], 
“44 = Ym > (7) 
W = 44 44 + 49 a.e. in [01, /3], 
44 = Y. (8) 
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Proof of Lemma 1. For a constant matrix C # 0 the following formula holds 
[5, p. 1351. 
C+ = --4ilc*[(cc*)"-l + ql(cc*)"-" +'*.. + 4r-111, 
(9) 
where qi is the ith coefficient of the characteristic polynomial 
det();l - CC*) = h” + qlAn-l + a** + qn 
and k = max{i: pi f 0, i = l,..., n}. 
(i) If C(e) is measurable, then so are all of qi(.), being polynomials of the 
elements of C( *). Also the interval [T - 1, T] is the union of disjoint measurable 
sets 
M, = (te [T - 1, T]: qk(t) # 0, pi(t) = 0, i = k + l,..., n>, k = I,..., 12, 
MO = (tE [T - 1, T-J: qi(t) = 0, i = l,..., fz}. 
Then C+ = C+(t) is zero for t E M,, (since C(t) = 0 in &La) and is given by (9) 
for t E Mk , k = 1, 2 ,..., n. Since the product and quotient of measurable 
functions are measurable, (i) holds. 
(ii) If C(e) is analytic, then so are all of qi(*). An analytic function is either 
zero in the whole domain or vanishes at isolated points only. Now defining 
k = max{i: qi(t) + 0} on [0, T] ‘t ’ I is easily seen that (9) holds for all but isolated 
singular points for which qk(t) = 0, provided C(t) + 0 (if C(t) = 0, the result 
is trivial). Moreover qi’ . is infinitely differentiable except at these isolated points 
and by (9) the pseudoinverse enjoys the same property as claimed. 
Proof of Lemma 2. By the variation-of-constants formula 
and 
%dt> = x(t> 4m,,z + St X(t, s) z&) ds, t E b, PI oi 
v(t) = X(t, 4~ + I” X@, 4 44 4 OL t E [a, PI, 
where X(*, *) is the (essentially bounded) fundamental matrix solution to (4). 
Using the continuity properties of the operators occuring above (see [12]) one 
gets x, -+ 9 in Lp. From (7) and (8) it now follows that 
gm--+$ inLP and xm(4 ---f q(a) in R”. 
This implies x, -+ p in W,P. 
We return now to the proof of part (ii) of Theorem 1. Since .C( *) is measurable 
34 KURCYUSZ AND OLBROT 
and C(t) $ 0, there exists a VJ E Rn and a set M C [T - 1, T] of positive measure 
such that 
I C(f) v I 3 Y > 0, teM. WV 
Suppose that Q < p and take a function w EL*(M)\,L~(M). Such a function 
exists.2 Extend w to [T - 1, T], setting w(t) = 0 outside M. Let {Us,} C 
Cr( T - 1, T) be a sequence convergent to w in the topology of La( 7’ - 1, T). 
Since 4 < co, such a sequence exists. Define 
%r@) = w&), tE[T- I, T]. 
Clearly, (uVJ C C,,“(T - 1, T; R’) C LP(T - 1, T; R’). Denote by xnL the 
solutions corresponding to u, of Eq. (4) with zero initial condition. Then 
C(a) u,(.) + x in LQ, where z(e) = C(a) VW(.). By Lemma 2, x,, --f v in Wlq, 
where IJJ is the solution to (8) with (Y = T - 1, /3 = T, andy = 0. Suppose 
&J{O}) is closed in Wlq. It follows that v E &J(O)). By virtue of (lo), however, 
1 -w 3 Y I +)I, tEM, 
and therefore CI, # Lp. Hence p 6 Wlp and we cannot have q E &J{O>). This 
contradiction shows that (5) holds if A&((O)) is closed in Wlq. 
To complete the proof we show that the closedness of JzZ~({O)) in Wlp is equiv- 
alent to (6). Consider Wlp as a set of pairs (cp(T - l), +). Denote by r 
the mapping fromLr(T - 1, T; Rr) into Lp(T - 1, T; R”) which assigns to each 
control u the derivative + of the solution to (4) satisfying p(T - 1) = 0. Then 
JfPcm> = PI x im I’ and J$, ((0)) is closed iff im r is closed. With the aid of 
fundamental matrix solution X(t, s) corresponding to (4) we get 
gj(t) = P)(t) =C(t) ~(4 + .c:_, A(t) X(4 s)C(s) u(s) ds. 
Hence F is a composite map r = V 0 C, where C is from LP(T - 1, T; R’) 
into Lp( T - 1, T; RT1) and V is from LP(T - 1, T; R”) into itself: 
(QW = C(t) u(t); ( V40) = 49 + .i:_, 49 X(4 4 4s) ds. (11) 
2 The function w can be constructed as follows. Since M is of positive measure, there 
exist a sequence of integers k,,, + m and a point t’ E M such that Sk > 0, where 6, is 




Akm = (t’ - 2-h, t’ - 2-%-1) v (t’ + 2-b-1, t’ + 2-h). 
m(t) z p/q+ ‘1, teMnAk , m= I,2 ,..., m m 
0, otherwise. 
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It is known that for 1 < p ,< co, I’ is a topological isomorphism [12]. Therefore 
im r = Ir(im c) is closed if, and only if, im C is closed. The proof is finished by 
the following lemma. 
LEMMA 3. The mapping c’: Lp( T - 1, T; R’) + LP(T - 1, T; R”) dejned 
hy (11) has the closed range inLp if and only if(6) holds. 
. 
Proof of Lemma 3. It is known [9, VI.6.1, VI.9.121 that im C is closed in Lp 
iff there is a constant K > 0 such that for any u E Lp an element zi E Lp exists 
satisfying 
&i = 64 and II u’ II < k II & Il. (12) 
By the definition of the pseudoinverse matrix Cf 
I c+(t) cw I < I v” I 
whenever ZI, v” E R7 are such that C(t) B = C(t)v. Therefore an element 1 
satisfying (12) exists if and only if3 
(13) 
for each u(o) E Lp and some constant K > 0. Thus condition (13) is equivalent to 
closedness of im C. 
Suppose that (6) is satisfied; then the mapping C+: Lp ---f Lp defined by 
(&z)(t) = C+(t) z(t) is bounded and (13) clearly holds. 
Conversely, suppose that (13) holds. Fix an arbitrary z, E Rr. We shall show 
that the inequality 
I c+(t) c(t) v I < k I C(t) 2, I (14) 
holds almost everywhere in [T - 1, T]. The set M of t’s for which (14) does not 
hold is equal to 
MTrh = {t E [T - 1, T]: / C+(t) C(t)w / > (k + (l/m))lC(t)v I}, m = 1,2,.... 
Each Mm is clearly measurable; see Lemma 1. Take u,(e) = UX~~(.), with x,,,,~ 
the indicator of M,. Since j a(t)1 < j b(t)! a.e. implies (/ a ljLp < jj b (lLp , 
1 < p < 00, it follows from the definition of M, and (13) that 
(k + (1/4W(-) d*)ll < II C+(a) CC.1 ud.)ll G k II (7.1 ~,(~)ll~ 
3 C(.) u(.) is precisely the element cu. 
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which is possible only if 11 C(a) u,(*)]] = 0, i.e., xMm(t) = 0 a.e. Therefore each 
M, is of null measure and also M has measure zero. 
Since C+ = C+CC+ for any matrix C one obtains from (14) letting e, = C+(t)z, 
z E Rn arbitrary, 
I C’(t)x I = j c+(t) C(t) C’(t)z / < k j C(t) C’(t)z / < k / C(t) C’(t)1 1 z I 
a.e. in [T - 1, T]. 
The operator C(t) C+(t) is an orthogonal projection in Rn onto im C(t)(see [7]) 
and therefore its norm is equal to 1. This gives, finally, 
I C+(t)1 < k a.e. in [T - 1, T], 
condition (6). 
We close this section with a characterization of the boundedness of the map 
t FP C+(t) in terms of the rank and the eigenvalues of C*(t) C(t). 
LEMMA 4. Let the n x r matrix-valued map t F+ C(t) be defined on [T - 1, T]. 
Then: 
(i) t ++ C+(t) is essentially bounded on [T - 1, T] if and only zf the functions 
t k+ ai( i = l,..., r, are essentially bounded, where 
oi(t) = &l(t) if hi(t) # 0 
=O if A,(t) = 0 
and xi(t) is the ith eigenvalue of C*(t) C(t). 
(ii) If, additionaEZy, t w C(t) is continuous on [T - 1, T] then the 
boundedness of C+( *) is equivalent to the condition rank C(t) = constant on [T - 1, T] . 
Proof. Consider a t E [T - 1, T] and a matrix C(t) = C. The following 
representation holds [7] : 
c+ = (c*c)+ c*. 
Let U = [ul ,..., ur] be the unitary matrix consisting of orthonormal eigenvectors 
Ul ,..., u, of the matrix C*C. Using diagonalization formula C*C = UAU*, 
A = diag[h, ,..., A,], we get 
c+ = uA+(cu)*, 
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where A+ = diag[a, ,..., u+.]. Compute the Euclidean 
account that U is an isometric transformation. 
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norm of C+ taking into 
(i) Since all ui are nonnegative it is clear that t w C+(t) is essentially 
bounded if and only if each of the maps t tt ai is essentially bounded. 
(ii) In the case of continuity observe that the eigenvalues depend also 
continuously on t. Hence the boundedness of ui(t) is equivalent to the property 
that either xi(t) > 0 on [T - 1, T] or h,(t) = 0 for all t. In other words the 
number r’ < r of all nonzero eigenvalues hi(t) is constant in time. We complete 
the proof writing obvious equalities: 
r’ = rank A(t) = rank C*(t) C(t) = rank C(t). 
2.2. Systems with Delay 
In this section we assume the analyticity of the mappings t H A(t), B(t), 
C(t) on [0, T]. The following characterization of the point controllability sub- 
space 9’(t) C R” of system (4) is known in this case (see [lo]): 
9(t) = span{Li(t) C(t), i = 0, l,... }, (15) 
where 
L(t) = (d/dt) - A(t). (16) 
It also occurs that this subspace is constant in time (9’(t) = 9’) and can be also 
characterized by a finite sequence of matrices 
Y = span{li(t) C(t), i = 0, l,..., n - l} (17) 
for all but isolated points of [T - 1, T]. 
The problems of the closedness of the attainable subspace 58, of system (1) 
and the subspace &Y(9) of system (4) are strongly related. This relation is speci- 
fied in the following two lemmas. 
LEMMA 5. If the attainable subspace J;s, of (1) is closed in uI;q, then 
(9 P = Q if C(t) + 0, 
(ii) the map t F-F C+(t) is bounded on [T - 1, T], 
(iii) B(t) 9 C im C(t) for all but isolatedpoints of [0, T]. 
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LEMMA 6. Let tt+ C+(t) be bounded on [T - 1, T]. Z’ken &‘= = LZ~~(Y) if
and only if B(t) Y C im C(t) a.e. on [T - 1, T], OY equiwalently, 
im B(t) Li(t) C(t) C im C(t) i = 0, I,..., n--la.e.on[T - l,T]. 
COROLLARY 1. 54, is closed in WI9 if and only if -01, = dP(9’) and do(y) is 
closed in WI@. 
Another corollary to the above lemmas is the main result of this paper, i.e., 
the explicit, algebraic, and computable criterion for the closedness in WIq of 
the attainable subspace J$ of system (1). 
THEOREM 2. Suppose that C(t) f 0 in (1). Then the attainable subspace &, 
is closed in WIq iff the following conditions are satisfied: 
(9 P = 4, 
(ii) the map t * C+(t) is bounded on [T - 1, T] (or, equivalently, the rank 
of C(t) is constant in [T - 1, T]), 
(iii) im B(t) Li(t) C(t) C im C(t), i = 0, I,..., n - I, for all but isolated 
points in [0, T]. 
If the matrices A, B, C are constant, the above conditions take much simpler 
form since Y = span {AiC, i = 0, I ,..., n - l} and, obviously, (6) always holds. 
COROLLARY 2. Suppose the matrices A, B, C are constant and C f 0. Then 
(a) J&(Y) is cZosed in WI@ ;ff p = q, 
(b) s4,isclosedinW,~iffp=qandimBA~CCimC,i=O,l,...,n- 1. 
Using Kalman’s decomposition theorem [lo] one obtains another charac- 
terization of the closedness property for time-constant systems. 
COROLLARY 3. If A, B, C aYe constant matrices of system (1) then -cS, is closed 
in WIp iff there is a linear transformation of coordinates in Rn yielding a system, 
equivalent to (1) of the form 
%(t) = An+) + &x,(t) + B,,x,(t - 1) + B&t - 1) + Wth 
(18) 
*z(t) = -%,x,(t) + B,,x,(t - lb 
where (xl(t), xz(t)) E Rn1 x Rnz, n1 + n2 = n, and span {Ai,C, ; i = 0, I,... 
n,--ll)=Rnl,imB,,CimC,. 
Proof of CoYolluYy 3. For sufficiency one may check directly the condition 
imBATCimC, i = 0, l,..., n - 1. For necessity use the Kalman decom- 
position theorem for the pair (A, C). After decomposition transformation the 
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matrices A, C take the form shown in (18) and the pair (A,, , C,) is controllable. 
This and the condition of closedness im BAiC C im C imply that the matrix 
B of general form 
must satisfy im B,, C im C, and B,, = 0. 
Before proving the essential lemmas (5 and 6) and Theorem 2, let us state the 
additional lemmas. 
LEMMA 7. Consider the system 
L(t) x(t) = D(t) u(t) 
x(a) = 0, 
a.e. in [01, fi] C [0, T], 
(19) 
where L(t) is defined by (16). Suppose that the matrix-valued mappings t t-+ D(t), 
t t+ D+(t) are k-times differentiable on [01, /I]. Let us de$ne PD(t) = I - D(t) D+(t). 
Then 
(i) for any f E CO”(a, /?; Rn) satisfving 
f(t) E im D(t) vt E b, PI (20) 
there exists u = uD(f) E C”(m, /?; R”) such that the corresponding solution x = xD(f) 
to (19) satisjies 
(1 - P,) XD(f) = f.” (21) 
Moreover, 
z&‘(f)(a) = 0, i = 0, I ,..., k - 1. (22) 
(4 Let {fm> C Com(a, B, R”), fm(t) E im D(t) Vt E [OL, fi]; f E C(a, /3; R”) and 
f,,, -+ f unijorm2y on [01, /I]. Then 
xD(fm) -F,(f) uniformly on [a, PI, (23) 
where the continuous function FD(f) satisfies 
(I- P,) F,(f) = f, (24) 
P,F,( f) is absolutely continuous. (25) 
’ In the sequel the abbreviations PD f, Du, etc., are to be understood as P,(.)f(.), 
D(.) u(.), etc. 
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Moreover, for each i = 0, l,..., k - 1 there exist qi E RI such that 
u%fm)(S) - qi . (26) 
Proof. (i) Let x = xo( f) = f + P, g, where g is the solution to 
g = -(PD - AP,)g i- Af - P, j a.e. in [CJ, p], 
g(4 = 0, 
(27) 
and u = uD(f) = D+(k - Ax). 
Let us check that x and u defined above satisfy (19). Applying equality PD2 = P, 
we get 
~-Ax-D~=P~(~~-AAx)=P~(~+~~~+P~~-A~-AAP~~) 
= PD(g + (& - AP,)g - Af + P,f) = 0. 
By virtue of (20) it is easily seen that (21) holds. Moreover, g is k-times differen- 
tiable as a solution to (27) andgo) = 0, i = 0, l,..., k. 
This can be shown directly by differentiating (27) subsequently. Thus 
xD( f) E Ck(ol, /3; Rn) and 
X$‘(f)(~) = 0, i = 0, 1 ,..., k. 
Hence we also have uD(f) E C”(ol, p; R’) and (21) holds. 
(ii) By assumption one may writef, = DDtfm , so that PDjrn = P,aD+f, . 
Therefore PDjm -+ P,I)D+ f uniformly on [cu, /I]. Let g, satisfy system (27) withf 
replaced by fin . Since the topology of Lm restricted to continuous functions is 
equivalent to the uniform topology it follows by Lemma 2 that g, + g E Wlm 
in Wlm. Therefore xD(fwJ = fm + P,g, + F,(f) = f + P,g uniformly on 
[u., /I]. Equations (24) and (25) are an immediate consequence of the form of 
F,(f). Statement (26) may be proved in a straightforward manner by differen- 
tiating the function uD(fm) = D+($o(fm) - Axo(fm)) and taking into account 
thatg, satisfies (27) with f replaced byf,,, , f 2’(/3) = 0, i = 0, l,..., while gm(p) + 
g(P) E R”. 
LEMMA 8. Suppose u E C”(ol, p; R”), &)(a) = 0, i = 0, I,..., k - 1. Then the 
solution x to 
L(t) x(t) = C(t) u’“‘(t), 
x(a) = 0, t E b, PI, 
k-l 
x(t) = x”(t) + c (--l)i(Li(t) C(t)) @--l--i)(t), tE[%Bl, (29) 
i=O 
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where xk solves the system 
L(t) x”(t) = (-l)“@“(t) C(t)) u(t), t E [% PI, 
X”(“) = 0. 
(30) 
PYOO~. By the variation-of-constants formula, 
x(t) = lfX(t, s) C(s) u’“‘(s) ds, t E [a, PI, (31) 
a 
x”(t) = [$X(t, ~)(-l)~ (L”(s) C(s)) U(S) ds. 
-a 
(32) 
The fundamental matrix solution X corresponding to the matrix A satisfies the 
equation 
g (X(t, s) C(s)) = X(4 s)Li(s) C(s), i = 1, 2,.... 
Integrating (31) by parts, using the above formula, and substituting in (32), we 
obtain the results. 
Now we are in a position to prove Lemmas 5 and 6 and Theorem 2. 
Proof of Lemma 5. (i). We proceed as in the proof of Theorem l(ii), 
condition (5). 
(iii). By Lemma l(ii) there exist numbers T - 2 < a < b < T - 1 such 
that t F+ C+(t) and t t+ C+(t + 1) are of the class Cm on [a, b]. 
Denote by w E C (a, b; R1) a function which does not possess the derivative 
at any point of [a, b] and satisfies w(u) = w(b) = 0. Such functions exist [17]. Let 
{wm} C C,,“(u, b; R1) be a sequence uniformly convergent to w on [a, b]. Such a 
sequence exists by the Weierstrass approximation theorem. Let v E Rm and 
f(t) = w(t) C(t)v, fm(t) = 9?%(t) C(t) v, t E [a, bl. (33) 
By analyticity of t ti C(t) we get 
tfd C Co% b; 3, fm(t) E im C(t), fin converges to f uniformly. 
Now apply part (i) of Lemma 7 letting D = C, 01 = a, /3 = b. Define 
%W = %(f&h t E [a, Q 
= 0, otherwise, 
where the notation of Lemma 7 is used. Since u, is continuous on [0, T] we 
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also have u, E P(O, T; R’). Denote by X, the solution to (l), (2) corresponding 
to II,. Clearly, 
%(t) = 0, t E [O, al, 
= ~C(finP)~ t E [a, bl, 
= WY 6 m-7nMh t E [b, T - 11. 
On the interval [T - 1, T]: 
W) %L(t) = hL(t - l), 
xm(T - 1) = XV - 1, b) ~c(fm)(b 
Now using Lemma 7(ii) and Lemma 2, one obtains 
where q~ is the solution to 
and 
L(t) p(t) = B(t) z(t - l), 
v(T - 1) = X(T - 1, WFc(f)(Q, 
z(t) = 0, t E [T - 2, a], 
= ecu t E [a, bl, 
= WY b) ~C(fM)? tE[b, T- I]. 
Since by assumption dP is closed, y E dP . From above and by statement (25) 
of Lemma 7 it follows that the function 
t tt P&t)L(t) p)(t) = P&t) B(t) z(t - 1) 
is absolutely continuous on [u + 1, b + 11. On this interval we have the relation 
(see (24)) 
PC(t) B(t) z(t - 1) = p&l w Fc(f)(t - 1) 
= PC@) B(qf(t - 1) + PC@ - 1) Fc(f)(t - 1)l 
= P&) B(t)f(t - 1) + p&l B(t) PC+ - l)FcW - 1). 
In view of (25) the last term above is absolutely continuous. Hence also 
PC(t) ll(t)f(t - I) = PC(t) B(t) C(t - 1) vw(t - 1) 
is absolutely continuous and therefore its derivative exists a.e. on [a + 1, b $ 11. 
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The function W, however, does not possess the derivative at any point of [a, b]. 
This situation is possible only if 
PC(t) B(t) c(t - 1) v = 0, tE[a + l,b + 11, 
or, since v is arbitrary, 
im B(t) C(t - 1) C im C(t), tfz[a + 1,b + 11. (34) 
Next we argue by induction. Suppose that k > 1 and 
im B(t)L”(t - I) C(t - 1) C im C(t), t E [@k-l + 1, bk-1 + 11, 
i = O,l,..., k-l, a,=~, b,=b. (35) 
Because of Lemma l(ii) one can choose a < uk < b, < b such that the mappings 
t H (Li(t) C(t))+, i = 0, l,..., k, and t F+ C+(t + 1) are of CE on [ak , bk]. Take W, 
w, as before. Replacing a, b by uk , b, , letting v E R’, 
(36) 
one can follow the argument as for k = 0. We then havef, E Com(u, b, , R”), 
f&) 6 WLkW c(t)), fm + f uniformly. Applying Lemma 7(i) to the above 
sequence {fm> when taking D = (-1)” LkC, 01 = ak , j3 = bk one obtains a 
sequence (uD(fm)} C Ck(ak , bk ; R”). 
Define 
%n(t) = UP (fmP), tE[ak~bk], 
k-l 
= -C’(t) B(t) 2 Li(t - I)C(t - l))Up)(fm)(t-l), t E [u,+I, b,+l], 
i=o 
= 0 otherwise. 
According to Lemmas 7(i) and 8 the solution X, to (l), (2) corresponding to u, 
satisfies 
%n(t) = 0, 
k-l 
tE [O, a,], 
= XDk(fin)(4 + c @(t) C(t)) &-i) (fm)($ t E [Uk ,hl, 
id 
= w> bk) %rz@k), te[bk, T- I]. 
44 KURCYUSZ AND OLBROT 
By virtue of the induction hypotheses, on the interval [T - 1, T], 
&n(t) 2 B(t) %n(t - 1) + C(t) %n(t) 
= 0, tE [T - 1, a, + 11, 
= B(t) ~Dcf7& - lb t~[~k+l,bb+ll, 
= B(t) X(t - 1, b,) %@k), tE [b, + 1, Tl. 
By Lemma 7(ii), xm(T - 1) = X(T - 1, b,) X,(&J = X(T - 1, &J Fn(f)(&) 
and z, --f z uniformly (and therefore also inLP) on [T - 1, T], where 
z(t) = 0, t E ET - 1, Uk + 11, 
= ~Wdf)(t - lb tE [Uk + 1, b, + 11, 
= B(t) w - 19 bk)FD(f)(bk), t E [b, + 1, Tl. 
Hence by Lemma 2 
x,~-~,~I - v in Wlp, 
where p where v satisfies 
L(t) v(t) = z(t) on [T - 1, T], P(T - 1) = xv - 1, bk)FD(f)(b,). 
Arguing just as in the proof of (34) one can show that 
imB(t)G(t-l)C(t-l)CimC(t), tE[u,+l,b,+l], i=O, l,...,K. (37) 
By induction, (37) is valid for i = 0, l,..., n - 1. By formula (17) condition 
(37) with k = n - 1 is equivalent to 
B(t) Y C im C(t) for all but isolated points of [al, + 1, b, + 11. (38) 
Condition (38) may be extended to the whole interval [0, T] using the analyti- 
city property. This follows from the fact that (38) is equivalent to rank C(t) = 
rank{C(t), B(t)S] except at isolated points, S being an arbitrary constant matrix 
with im S = 9, and the fact that the rank of an analytic matrix is constant 
on the whole domain of analyticity except at isolated points. 
(ii). Suppose dD is closed in Wlp and t I-+ C+(t) is unbounded on 
[T - I, T]. By the proof of Lemma 1 (ii) this implies that there is a t’ E [T - 1 ,T] 
for which qk(t’) = 0. Hence by a Taylor series expansion it follows that the 
analytic function qk may be written in the form 
9&) = (t - t’)” 4(t)* q(f) f 0, /3 a positive integer, 
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where q(t) is also analytic. Substituting this into (9) we conclude that C+ has to 
have the form 
C+(t) = (t - t’)-” G(t), t E (t’, t’ + E’), (39) 
for some E’ > 0 (E’ < 0 if t’ = T), some integer 1 < a: < /3, and an analytic 
matrix G with G(t’) # 0. 
By continuity of G there exist vectors o E Rn, g* E RT and a constant 0 < E < .z‘ 
such that 
g(t) = g*G(t)w 3 y > 0 on[t’, t’ + ~1. (40) 
Define a scalar function w as follows: 
w(t) = +1 n (f, t’ + E), 
- 1 -- n (t’, t’ + 4, (41) 
= 0 otherwise. 
Take a sequence of controls {u,} C Lp(O, T; R7), m = m,, , m, + I,... (m, > l/c), 
z&(t) = c+(t)(t - t’)‘aw(t), t E (2’ + (l/m), t’ + 4, 
= 0 otherwise, 
with 
p=o if p<co, 
1 if p=oo. 
For C(m) C+(e) is bounded it is clear that zm(*) = C(e) unz(-) + x in the norm of 
Lp, 1 < p < co, where 
z(t) = C(t) c+(t)(t - t’)” ww(t), t E (t’, t’ + E), 
0 
(42) = otherwise. 
By Lemma 2 the corresponding solution x, to (1) (2) converges to x in WrP, 
where x satisfies 
qt> = A(t) x(t) + z(t), tE[T- 1, T]. 
By the hypothesis of closedness the segment xr of x is in ~2~. Therefore 2, 
is attainable by a f E Lp with the corresponding trajectory 1 (5, u’ satisfy (I), 
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(2)) i.e., xT = 5, . This means that on [T - 1, T] the following equality holds: 
2(t) = A(t) x(t) + z(t) = A(t) 2(t) + B(t) f (t - 1) + C(t) zi(t) = i(t). 
Multiplying this by g*C+(t) we get 
g*C+(t)(z(t) - II(t) qt - 1)) = g*C+(t) C(t) zi(t), tE[T- 1, T]. 
This equality means by virtue of (39), (40), (42), that 
(t - t’)-” l/J(t) + g(t)(t - t’)--a+p w(t) = C(t), (43) 
where $(t) = -g*G(t) B(t) Z(t - 1) IS a continuous function and l(t) = 
g*C+(t) C(t) c(t) belongs to LP(T - 1, 7’). However, we show below that (43) 
cannot hold for a continuous 4(e) and <(a) in Lp. This contradiction proves 
that C+( *) must be bounded on [T - 1, 7’1. 
Consider the case p < +co first. Given any continuous $(a) one can find an 
interval ibr* = [t’, t’ + 6) 6 > 0, such that for t E il!l* either 4(t) is of constant 
sign (if +(t’) # 0) or 1 #(t)l < y/2 (if #(t’) = 0). In either case, from (40) and 
(41) 
I w + g(t) 44 3 r/2 for tE M, 
M=M*nM+, ?w’) > 0, 
= M,nM-, W’) < 0, 
= M4 n (t’, t’ + E), *(t’) = 0. 
Since p = 0 for p < + co, (43) yields 
I &)I 2 (r/-w - fF”> tEM. 
But LY >, 1 so that <(a) is not even integrable. 
For p = +cc observe that if #(a) is continuous, then by (44l), (41), and (43) 
<(a) is continuous on any interval M, = (t’ + (l/(k + l)), t’ + (l/k)), k > l/c 
and finite one sided limits 
(where c(t) stands for {(t’ + t)) exist. Moreover, by (41), (43) and (40) 
I((; -) - q; +)I = 2 1 gp + ;)I(;)“-” 2 2+-u. 
Suppose that / 1;(e)\ is bounded by a constant 2; then 
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and since B--P,> 1 -&>O, /{((l/k)-))/ -+ 03 as K--+co. This clearly 
contradicts the boundedness of 1 [(a) / . 
Proof of Lemma 6. Let .zJ’, = ~$(9’). If v E J;4,(Y) then v satisfies (4) for 
some u E Lp and therefore 
w)w &I = 0 on [T - 1, T], 
where P(t) = I - C(t) C+(t). Thus we have for any IJJ E zz& 
P(t)L(t) p)(t) = P(t) B(t) x(t - 1) = 0 on [T - 1, T]. 
Since x(t - 1) may take all the values in Y (it is easily seen when setting u(t) = 0 
on [0, T - 21 in system (1)) this gives P(t) B(t)Y = 0, or equivalently, 
B(t) Y C im C(t) a.e. on [T - 1, T]. (44 
For the converse suppose that (44) holds and v E dP . Then v = xr , where x 
satisfies (I), (2) for some II ELM. First let us prove that x(t) E 9. It is obvious 
that x(t) E Y on [0, l] as for the case without delay. If x(t) E 9 on [l, - 1, ti] 
then on [tr , t, + 11: 
m(t) = x(t, h) #I) + j-’ x(4 s)(B(s) x(s - 1) + C(s) u(s)) ds, 
h 
where X is the fundamental matrix solution corresponding to the matrix A. 
Since the controllable subspace Y of (A, C) is invariant under X(t, s) it is 
obvious, by virtue of (44), that x(t) E Y on [ti , t, + I]. The induction argument 
gives x(t) E Sp on [0, T]. Now define an Lp control 
c(t) = u(t) + c+(t) 23(t) x(t - I).5 
Substituting zi into (1) it is seen that x satisfies 
2(t) = A(t) x(t) + C(t) 22(t), t E [0, T], x(T - 1) E 9’. 
Hence v E s4,(Y) and, since v is arbitrary in z$ , zzZP C &YV(5@). Similarly, if v 
satisfies (4) with ~(2’ - 1) E 9 and some control u’ E Lp, then, in system (I), 
the control u which steers the value of state variable into a reachable point 
x(T - 1) = ~(2’ - 1) E 9’ and on [T - 1, T] satisfies 
u(t) = 22(t) - c+(t) B(t) x(t - 1) 
yields the attainable complete state xT = v. This proves the equality 
%d9 = d,(Y). 
6 u’( .) is in I&T - l,, T; R’) since O(-) is bounded on [T - 1, T]. 
505/24/1-4 
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Proof of Theorem 2. The necessary condition is given by Lemma 5. Sufficiency 
follows immediately from Lemma 6 and Theorem 1. For the rank condition 
in (ii) apply Lemma 4(ii). 
3. CONCLUDING REMARKS 
For a class of linear nonstationary time-lag systems of form (1) the problem 
of closedness of the attainable subspace in function space IV”p( T - 1, T; Rn) has 
been considered. In the case of ordinary systems (B(t) z 0) the conditions for 
closedness have been obtained under the rather weak assumption that the 
coefficients of a system are bounded measurable. In the case of delay systems the 
assumptions have been greatly strengthened (analyticity). Such assumptions 
allowed the explicit characterization of the set of attainable points in An. This 
led to the formulation of an explicit, computable criterion for closedness. The 
same could probably be done under weaker assumptions but in terms of (much 
harder in computation) fundamental matrix solution. 
The derived conditions may be useful in examining optimal control problems 
with target sets in the Sobolev space IJV~Q( T - 1, T; Rn) (in the Introduction 
we pointed out the relevance of the problem under consideration to the existence 
of Lagrange multipliers). 
The more general case with many delays in the state variable can also be 
treated in a manner similar to that presented in this paper. 
There are some examples where closedness is obtained in the topology different 
from W,Q. Consider the two dimensional system (see [2, 131) 
$1(l) = x& - l), 2&(t) = u(t). 
It may be proved that the attainable subspace of the above system is closed, 
assuming (xi , x2) E Wz*(O, T, R1) x Wlq(O, T; RI), and it may be checked easily, 
using criterion (29), that the attainable subspace is not closed in Wl*(O, T; R2). 
This gives a motivation for the statement of the following problem: “Having a 
system of type (1) which does not satisfy the hypotheses of Theorem 1 (i.e., its 
attainable subspace is not closed in Wl*( T - 1, T, R”)), find the right Sobolev 
space for which the closedness property holds. Determine also when such a 
choice is possible in the class of Sobolev spaces.” This problem will be treated 
in a forthcoming paper of the authors. 
Another open problem is to relax the analyticity imposed on matrices A(t), 
B(t), C(t), which allows the complete, computable characterization of the 
closedness property. In [2] it was conjectured that for systems with continuous 
coefficient matrices the map t + C+(t) is bounded if zJ~ is closed. It is interesting 
whether our Corollary 1 could be generalized to systems with less regular 
coefficient matrices (continuous, bounded measurable). Corollary 1 says that &D 
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is closed iff it is equal to the set of all attainable trajectories of a system without 
delay, evolving on [T - 1, T] and starting at t = T - 1 from the P-reachable 
set 9’. Our conjecture is that the following extension might be expected: 
“.d9 is closed in Wlq iff 
,sl, = .dY(Y(T - 1)) (45) 
and dJY(T - 1)) is closed in Wlq.” Here, for t E [0, T], 9’(t) denotes the 
P-reachable subspace at time t. Moreover, it is probable that, in turn, (45) 
is related to the condition im B(t)Y(t - 1) C im C(t) a.e. in [T - 1, T], similar 
to Lemma 6. 
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