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We analyze the effect of disorder on the weak-coupling instabilities of quadratic band crossing
point (QBCP) in two-dimensional Fermi systems, which, in the clean limit, display interaction-
driven topological insulating phases. In the framework of a renormalization group procedure, which
treats fermionic interactions and disorder on the same footing, we test all possible instabilities and
identify the corresponding ordered phases in the presence of disorder for both single-valley and
two-valley QBCP systems. We find that disorder generally suppresses the critical temperature at
which the interaction-driven topologically non-trivial order sets in. Strong disorder can also cause
a topological phase transition into a topologically trivial insulating state.
PACS numbers: 73.43.Nq, 71.55.Jv, 71.10.-w, 11.30.Qc
The study of topological phases of matter is one of the
most active research areas in contemporary condensed
matter physics. The explanation of the quantum Hall ef-
fect in terms of the topological properties of the Landau
levels [1, 2] in the 1980’s triggered an intense research ef-
fort in the theoretical prediction [3–5] and the experimen-
tal discovery [6, 7] of a plethora of different topologically
non-trivial quantum phases. In two-dimensional (2D) in-
sulating systems only two distinct topological non-trivial
phases can be realized according to the well-established
classification of topological insulators and superconduc-
tors [8, 9] : (i) the quantum anomalous Hall state (QAH)
[3] with a time-reversal symmetry-broken ground state
and topologically protected chiral edge states and (ii) the
time-reversal invariant quantum spin Hall (QSH) state
[4, 5], which possesses helical edge states with counter-
propagating electrons of opposite spins.
In recent years, attention has gradually shifted from
non-interacting topological states of matter towards
interaction-driven topological phases: many-particle
quantum ground-states in which chiral orbital currents or
spin-orbit couplings are spontaneously generated by elec-
tronic correlations. These states of matter possess both
conventional order, characterized by an order parameter
and a broken symmetry, and protected edge states asso-
ciated with a topological quantum number. Interaction-
driven QAH and QSH phases were first conceived in the
context of 2D honeycomb lattice Dirac fermions [10] as-
suming sufficiently strong electronic repulsions although
more recent analytical and numerical works question the
proposal for this particular model [11–14].
On the contrary, it has been proposed that 2D systems
with a quadratic band crossing point (QBCP) are unsta-
ble to electronic correlation because of the finite density
of states at the Fermi level leading to the possibility of
FIG. 1. (Color online) Schematic renormalization group flows
of the coupling constant ratios (g∗0 , g
∗
−
, g∗2)/g
∗
+ for the checker-
board lattice in the clean limit (red) and in the presence of
random chemical potential(green and blue). In clean limit the
QAH fixed point (g∗0 , g
∗
−
, g∗2)/g
∗
+ = (0,−3.73, 7.46) (red point)
corresponds to a QAH state. In the presence of the weak ran-
dom chemical potential the coupling constants flow to the
QAH-II fixed point (green) (g∗0 , g
∗
−
, g∗2)/g
∗
+ = (0,−0.2, 6.5)
corresponding again to the QAH state and in the presence
of the strong random chemical potential to the NSN fixed
point (green) (g∗0 , g
∗
−
, g∗2)/g
∗
+ = (0, 0,−1.09) corresponding
to the NSN (site) state. The dashed lines represent all vir-
tual trajectories to change the fixed points with impurities.
The relationship between fixed points QAH and QAH-II is
provided in the inset figure of Fig. 2(a).
weak-coupling interaction-driven topological insulating
phases [15–17]. And, indeed, QAH and QSH phases gen-
erated by electronic repulsions occur both in the checker-
board lattice model [15, 18], and in two-valley QBCP
models for bilayer graphene [19, 20]. A question that
naturally arises is whether and how these weak-coupling
interaction-driven states are affected by the presence of
disorder, which is well-known to induce prominent phe-
2nomena such as Anderson localization, metal-insulator
transition and phase transitions between superconduct-
ing phases [21–27]. For 2D topological states of matter
this question is of particular importance, as the global
topological nature of the ground state should render such
states in principle robust against the local effects of dis-
order [28].
In this work, we analyze the fate of the interaction-
driven topological insulators in Fermi systems with a
QBCP under the effect of three different types of dis-
orders, which preserve time reversal symmetry [23]. De-
pending on their couplings with fermions we refer to these
as random chemical potential, random mass, and ran-
dom gauge potential [29]. These different sorts of disor-
ders have been shown to give rise to distinct behaviors of
fermionic systems [30–43]. In general, the effect of disor-
der is essential in 2D for itinerant systems since it may
lead to localization. Therefore interactions and disorder
must be treated on equal footing and we subsequently go
beyond a mean-field analysis of disorder and employ the
perturbative renormalization group (RG) technique [44–
46]. The renormalization flow procedure starts at high
energy, when the ground state is known, and ends with
a leading instability, which is characterized by a corre-
sponding fixed point (FP). The analysis of the interplay
of the phases well below Tc is out of scope of the present
paper. The central result of our calculations is schemat-
ically illustrated in Fig. 1 for the random chemical po-
tential. With disorder the fixed points evolve to new
positions, which correspond to topological phase transi-
tions to trivial insulating states in the strong disorder
regime. Moreover, the analysis of the evolution of the
FP shows that disorder generally suppresses the critical
temperature at which the interaction-induced topological
insulating states set in.
Checkerboard lattice – The low-energy theory of spin
one-half fermions on a checkerboard lattice in the pres-
ence of disorder is described by the Hamiltonian H =
H0 +Hint +Hdis, where H0 is the kinetic energy, which
is invariant under the C4v point group and time-reversal
symmetry [15]. It reads:
H0 =
∑
|k|<Λ
∑
σ=↑↓
ψ†
kσH0(k)ψkσ, (1)
H0(k) = tIk2τ0 + 2txkxkyτ1 + tz(k2x − k2y)τ3, (2)
where Λ is the momentum cut-off, while ψkσ has two
components corresponding to the two sublattices of the
checkerboard lattice and τi are Pauli matrices. Without
loss of generality, we will consider in the remainder the
parameter set tI = 0 and tx = tz = t, which corresponds
to a particle-hole symmetric QBCP [15, 18, 47] and the
parameter t is rescaled by 1/2m (here and below we as-
sume ~ = 1). The interacting part of the Hamiltonian
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FIG. 2. (Color online) Schematic phase diagram for the
checkerboard lattice in the presence of random chemical po-
tential and which in the clean limit give (a): (g∗0 , g
∗
−
, g∗2) =
(0,−3.73, 7.46)g+ and (b): (g∗0 , g
∗
−
, g∗2) = (0, 0,−1.09)g
+.
The other two cases are presented in the SM [50]. In-
sets: Evolution of the (a) QAH fixed points (g∗0 , g
∗
−
, g∗2) =
(0,−3.73, 7.46)g+ and (b) QSH (g
∗
0 , g
∗
−
, g∗2) = (0, 0,−1.09)
with increase of the strength of the bare random mass disor-
der potential for the checkerboard lattice. The designations
QAH and QAH-II (or QSH, QSH-II and QSH-III) FPs show
the regimes, where the FPS are stable with increase of impu-
rity scattering rates. The inset QAH and QSH represent the
clean limit case.
Hint has the general form [15, 18, 47–49]:
Hint =
2π
m
3∑
i=0
gi
∫
d2x

∑
σ=↑↓
ψ†σ(x)τiψσ(x)


2
. (3)
As mentioned above, we will consider three types of dis-
order: 1) random chemical potential, 2) random gauge
potential and 3) random mass. Its general representa-
tion adopted from Refs. 23, 29, and 43, is:
Hdis = νm
∫
d2xψ†(x)Mψ(x)A(x). (4)
Here M = τ0 is the random chemical potential, M = τ1
and M = τ3 the random gauge potential (two compo-
nents), andM = τ2 the random mass disorders. The field
A(x) represents a quenched, Gauss-white potential deter-
mined by 〈A(x)〉 = 0, while 〈A(x)A(x′)〉 = n0δ(x − x′),
where n0 is the impurity (defects) concentration. The
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FIG. 3. (Color online) Susceptibilities to particle-hole phases
as functions of the RG flow parameter l by approaching the
QAH FP (g∗0 , g
∗
−
, g∗2)/g+ = (0,−3.73, 7.46) for checkerboard
lattice.
impurity scattering rate we quantify by τ−1 = n0ν
2
m/t,
which will be measured by ΛE = tΛ
2 (for more details
see Supplementary materials (SM) [50]). In general, a
complete analysis should contain all possible fermion bi-
linears including those appearing due to interaction ef-
fects. However, we focus here on the suppression of the
topological phases by disorder. Therefore for the sake of
simplicity we restrict ourself to the effect of the afore-
mentioned types of disorder separately.
RG analysis and fixed points – Within the Wilsonian
renormalization group theory [19, 44–46, 51–55], we de-
rive the flow equations by integrating out the fields in
the momentum shell e−lΛ < k < Λ, with l > 0 the run-
ning scale, integrating over all frequencies at the same
time. The disorder contributes both to the fermion self-
energy renormalization and vertices renormalization. As
a result, we obtain a system of flow equations for the
coupling constants gi, disorder potentials νm and t in
the form [15, 18, 47]:
dgi
dl
=
∑
jk
Aijkgjgk +
∑
j
Bij
n0ν
2
m
πt2
gj ,
dνm
dl
=
(
D0νm + t
∑
i
Digi
)
n0ν
2
m
πt2
, (5)
dt
dl
= −Cn0ν
2
m
πt2
t,
where the coefficients Aijk, Bij , C, D0 and Di are
provided in the SM [50]. The fixed points (FPs) are
subsequently determined from the numerical analysis
of the flow equations Eq. (5). Solving the flow equa-
tions in the clean limit [18, 47] leads to three fixed
points (g∗0 , g
∗
−, g
∗
2) = (0,−3.73, 7.46)g+, (g∗0 , g∗−, g∗2) =
(0, 3.73, 7.46)g+ and (g
∗
0 , g
∗
−, g
∗
2) = (0, 0,−1.09)g+, where
g± = (g3 ± g1)/2. The first two fixed points correspond
to the QAH order while the last one to QSH.
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FIG. 4. (Color online) Schematic phase diagram as a func-
tion of disorder and interaction strength g3/g0 for the checker-
board lattice. (a): random chemical potential and (b): ran-
dom mass. The change of the color from dark to light is
deduced from the evolution of the FPs as shown in Fig. 2.
Under the influence of the disorder the fixed points
move in the space of the coupling constants. The evolu-
tion of the FP (0,−3.73, 7.46)g+ and FP (g∗0 , g∗−, g∗2) =
(0, 0,−1.09)g+ with increasing the strength of the bare
random chemical potential are shown in the inset figures
of Fig. 2. They gradually change with the increase of
the bare values of disorder and saturate with an inter-
mediate plateau, designated as QAH (QSH) and QAH-II
(QSH-II,III) FPs in Fig. 2 (here and below for easy iden-
tification we label the fixed points by the corresponding
ground states QAH and QSH). We found that other evo-
lutions are also possible (for disorders of the randommass
and random gauge potential types see [50]).
Susceptibilities and phase diagrams – To find the
phases that are realized at the FPs, we next solve the flow
equations for the order parameters ∆i corresponding to
the different long-range orders allowed by the symmetries
of the corresponding crystal structures. All possible order
parameters for the checkerboard and honeycomb lattices
are listed in the SM [50]. In particular, a finite expecta-
tion value of the time-reversal symmetry-breaking order
parameter ∆QAH corresponds to a QAH phase with quan-
tized Hall conductivity, as it can be shown, in the clean
limit and at the mean-field level, by integrating the Berry
curvature in the full BZ [15, 50]. Similarly, the ground
state with order parameter ∆QSH signals the onset of the
spin-rotation symmetry-breaking QSH phase, which is
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FIG. 5. (Color online) Schematic phase diagrams for the hon-
eycomb lattice for bare couplings g1(l = 0) = g2(l = 0) = 0
in the presence of (a): random chemical potential and (b):
random mass. The change of the color from dark to light is
deduced from the evolution of the FPs as shown in Fig. 2.
characterized by the spin Chern number (C↑−C↓)/2 [56].
Employing the relation δχi(l) = − ∂
2δf
∂∆i(0)∂∆∗i (0)
[18, 47,
57], where f is the free energy, we can obtain the corre-
sponding susceptibilities approaching the FPs. One finds
that near the RG scale l∗c , where the couplings gi(l) di-
verge, χi(l) ∼ (l∗c−l)−γ. For instance, their behavior as a
function of the RG flow around the QAH FP is depicted
in Fig. 3 and others are provided in SM [50]. Therefore
the ground state may be obtained as the state character-
ized by the susceptibility with the strongest divergence
or by comparison of the corresponding critical indexes
γi [18, 47]. We checked that both ways give the same
results.
Using this procedure we determine the resulting
ground state as a function of the ratio of the bare interac-
tion strength g3/g0 and the disorder strength. The phase
diagram for the checkerboard lattice is shown in Fig. 4.
Please note that the boarder lines are drawn schemat-
ically and are the matter of further investigations. In
the clean limit the g3/g0 < 0.26 corresponds to QSH
state, while g3/g0 > 0.26 to QAH state [18]. Considering
the QAH state in the presence of the chemical potential
disorder, one sees that it is changed at certain value of
disorder by the spin nematic (NSN) site order. Further
increase of disorder potential leads to the non-ordered
state. In contrast, the QSH state is suppressed by dis-
order without changes to intermediate phases. For the
QAH QSH NSN CDW
C τ−1(l∗) ∼ T 0c τ
−1(l∗) ∼ T 0c τ
−1(l∗)≫ T 0c τ
−1(l∗)≫ T 0c
M τ−1(l∗) ∼ T 0c τ
−1(l∗) ∼ T 0c - -
G τ−1(l∗) ∼ T 0c τ
−1(l∗) ∼ T 0c - -
TABLE I. Stability of the phases against different types of
disorder: chemical potential (C), random mass (M) and ran-
dom gauge potential (G). Here τ−1(l∗c0) is taken at the energy
of the first instability in the clean limit.
random mass potential we found no intermediate phases.
To further understand the possible consequences of
the fixed point evolution, we subsequently determine the
phase diagram with an effective T -dependence, which is
linked to the transformation T = T0e
−l [52, 55]. As criti-
cal temperature we use the value Tc = T0e
−l∗c , the results
are presented in Fig. 2. Considering the effective critical
temperature as a function of the random chemical poten-
tial disorder, one notes a considerable change of the Tc
slope at the QAH→ NSN transition in Fig. 2(a). Surpris-
ingly, the slopes also considerably change with evolution
of the fixed points within the same phase. This comes
from the fast crossovers from one FP to another. An ex-
ample of such a slope change is provided by the evolution
between the QSH-II and QSH-III FPs in Fig. 2(b). The
evolution of the FP is gradual and one does not see any
characteristic features on Tc [50]. The situation of ran-
dom mass and random gauge potential is detailed in the
SM [50]. Before summarizing the results we have to note
that the scattering rate τ−1(l) is strongly renormalized
in 2D together with the interaction [50]. Therefore the
experimentally relevant values of the impurity scattering
rate are not the bare τ0 but τ
−1(l∗c ) at the characteristic
energy of the instability. The comparison of values of the
scattering rate τ−1(l∗c ) necessary to suppress the effective
critical temperature twice with the effective critical tem-
perature T 0c in the clean limit is summarized in Table I.
As one can see from the table, the critical impurity scat-
tering rates for a complete suppression of the topological
phases are of the order of the critical temperature in the
clean limit. By considering that the latter corresponds to
the dynamically generated gap, we can conclude that, in
perfect analogy with non-interacting topological insulat-
ing states [28], the stability of interaction-driven topo-
logical insulators is relatively immune to non-magnetic
impurities.
Bilayer graphene – We subsequently generalize our
analysis to the honeycomb lattice model for bilayer
graphene. At the two inequivalentK andK′ points of the
Brillouin zone, the low-energy bands touch parabolically
[16, 19, 20, 58, 59], and realize a two-valley QBCP system
with an effective Hamiltonian H =
∑
k
ψ†
kσH0ψkσ (the
noninteracting Hamiltonian and other information are
provided in SM [50]). The effective action [20, 47] is sim-
ilar to the one for the checkerboard lattice and provided
explicitly in the SM [50]. Despite the effective theory for
5the checkerboard and the bilayer honeycomb lattice are
similar, the latter exhibits many more instabilities [47]
due to the additional valley degree of freedom. In order
to fully understand the leading instabilities for the bilayer
honeycomb lattice, we calculate the susceptibilities for all
18 possible orderings [3, 19, 20, 35, 47, 60–69]. The result-
ing disorder phase diagrams for the bilayer honeycomb
lattice are shown in Fig. 5. The temperature-dependent
phase diagrams at bare g1(l = 0) = g2(l = 0) = 0 are
qualitatively similar to the ones of the checkerboard lat-
tice, but with the NSN (site) and QSH phases in Fig. 2
replaced by a charge-density wave (CDW) phase [50].
We have analyzed the fate of the weak-coupling
interaction-driven topological insulators phases realized
in 2D Fermi systems with a QBCP, under the influence of
disorder. By means of the RG approach and unbiasedly
studying the fermion-interacting couplings and disorders,
we build the coupled flow equations of the fermion-
interacting couplings and disorder strength. We estab-
lished that the different types of disorder generally sup-
press the critical temperature at which the interaction-
driven topological states set in. In particular cases,
strong disorder can even induce phase transition from a
topological to a non-topologically ordered state. Disorder
in interaction-driven topological systems thus gives rise
to a distinct set of phenomena that can be looked for and
studied experimentally. Moreover, the response to disor-
der might be used as an experimental signature that a
material is actually in a, so-far unobserved, interaction-
driven topologically insulating state of matter.
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Model and Effective theory
Lattice model – The minimal model on the checkerboard lattice is:
H =
∑
ij
(−tij)c†icj + V
∑
c†i c
†
jcjci, (6)
where tij is the hopping amplitude between sites i and j while V > 0 is the nearest-neighbor repulsion. Moreover,
tij = t, t
′, t′′, respectively for nearest neighbors, and next-nearest neighbors connected or not by a diagonal bond.
Since the checkerboard lattice has two sublattices A an B, it is useful to introduce a spinor Ψ†i = (c
†
iA, c
†
iB). Then the
free particle Hamiltonian reads:
H0 =
3∑
l=0
∑
kσ
ǫl(k)ψ
†
kστlψkσ (7)
where ǫ0(k) = −(t′ + t′′) (cos kx + cos ky), ǫ1(k) = 4t cos (kx2 ) cos (ky2 ), and ǫ3(k) = −(t′ − t′′) (cos kx − cos ky).
Low energy sector– The noninteracting Hamiltonian for the checkerboard lattice in the low energy sector can be
obtained expanding the tight-binding model near the corner of the Brillouin zone, i.e. at the M = (π, π) point, and
is given by [15]
H0 =
∑
|k|<Λ
∑
σ=↑↓
ψ†
kσH0(k)ψkσ, (8)
where
H0(k) = tIk2I + 2txkxkyτ1 + tz(k2x − k2y)τ3. (9)
The parameters of the continuum Hamiltonian are related to the hopping amplitudes by tx = t/2, tI = (t
′ + t′′)/2,
and tz = (t
′ − t′′)/2.
The primary interacting part is written as [15, 18, 47],
Hint =
∑
i
2π
m
gi
∫
d2x

∑
σ=↑↓
ψ†σ(x)τiψσ(x)


2
(10)
with τi being the Pauli matrices, which is allowed by the symmetries [15, 18, 47–49]. The eigenvalues of H0(k) are
derived as [15, 18]
E±
k
=
k
2
√
2m
[
λ±
√
cos2 η cos2 θk + sin
2 η sin2 θk
]
, (11)
where m = 1√
2(t2x+t
2
z)
, λ = tI√
t2x+t
2
z
, cos η = tz√
t2x+t
2
z
, and sin η = tx√
t2x+t
2
z
[18]. Here ψkσ has two components, which in
the case of a checkerboard lattice correspond to sublattices A and B, above equation describes one upward and one
downward dispersing band at |tI | < min(|tx|, |tz|) [15, 18]. The Hamiltonian possesses two touching parabolically at
k = 0 and is invariant under the C4 point group and time-reversal symmetry [15, 18].
We here stress that the disorder A(x) is a quenched, Gaussian white noise potential defined by the following
correlation functions
〈A(x)〉 = 0; 〈A(x1)A(x2)〉 = n0δ2(x1 − x2), (12)
the dimensionless parameter n0 represents the concentration of impurity.
Without lost of generality and also in order to compare with the according results in Ref. [18], we here primarily
concentrate on the case in the limit of particle-hole symmetry (λ = 0) and rotational invariance (η = pi4 ). After the
8FIG. 6. Free propagators for (i) fermion, (ii) fermionic interaction, (iii) disorder, and (iv) source field.
Fourier transformations and involving above analysis, we finally obtain the effective action in the presence of disorder,
Seff =
∫ +∞
−∞
dω
2π
∫
d2k
(2π)2
∑
σ=↑↓
ψ†σ(ω,k)[−iω + 2tkxkyτ1 + t(k2x − k2y)τ3]ψσ(ω,k) +
2π
m
3∑
i=0
gi
∫ +∞
−∞
dω1dω2dω3
(2π)3
×
∫ Λ d2k1d2k2d2k3
(2π)6
∑
σ,σ′=↑↓
ψ†σ(ω1,k1)τiψσ(ω2,k2)ψ
†
σ′ (ω3,k3)τiψσ′(ω1 + ω2 − ω3,k1 + k2 − k3)
+νm
∫ +∞
−∞
dω
2π
∫
d2kd2k′
(2π)4
ψ†(k, ω)Mψ(k′, ω)A(k − k′). (13)
with m = 1/(2t) and M = τ0 being the random chemical potential, M = τ1 and M = τ3 the random gauge potential
(two components), and M = τ2 the random mass [29, 43], respectively. Here the parameter νm measures the strength
of a single impurity and the corresponding impurity scattering rate can be expressed as τ−1 ∼ n0ν2m/t, which will be
measured by ΛE = tΛ
2 with t rescaled by ~2/2m. The free propagators are represented in the Fig. 6.
Coupled flow equations and fixed points
By including the disorder corrections and considering the RG theory [46, 52, 53], we obtain the revised re-scaling
transformation as given in the main text. In the presence of disorder, the fermions receive self-energy corrections from
the fermion-disorder interaction as shown in Fig. 7. In addition, the one-loop corrections to the fermion interacting
couplings and the fermion-disorder vertex in presence of different sorts of disorders as presented in Fig. 8 and Fig. 9.
After calculating the one-loop corrections paralleling the steps in Refs. [43, 46, 52, 53], we derive the coupled flow
equations for all parameters. Denoting g+ =
g3+g1
2 and g− =
g3−g1
2 [18, 47], we obtain the reduced flow equations
for all parameters, as listed in the following. In the presence of random chemical potential with M = τ0, the coupled
flow equations are
dt
dl
= −
(
n0ν
2
m
4πt2
)
t, (14)
dg0
dl
=
(
−4g+ − 3n0ν
2
m
2πt2
)
g0, (15)
dg+
dl
=
[
−(g0 − g+)2 − (g2 − g+)2 − 6g2+ −
n0ν
2
m
2πt2
g+
]
, (16)
dg2
dl
=
[
4(g0g2 − g22 − g2− + g2+ − 3g2g+)−
2n0ν
2
m
πt2
g2
]
, (17)
dg−
dl
=
[
2g−(g0 − 3g2 − 2g+)− n0ν
2
m
2πt2
g−
]
, (18)
dνm
dl
=
[n0ν
2
m − 8πt(g0 + g2 + 2g+)]
4πt2
νm. (19)
9FIG. 7. One-loop corrections to the fermion propagator.
FIG. 8. One-loop corrections to the fermion interacting couplings due to fermionic interactions.
In the presence of random gauge potential with M = τ1,3 whose flow equations are the same, the coupled flow
equations look like: for both M = τ1 and M = τ3,
dt
dl
= −
(
n0ν
2
m
4πt2
)
t, (20)
dg0
dl
= −4g+g0 + n0ν
2
m
2πt2
g0, (21)
dg+
dl
=
[
−(g0 − g+)2 − (g2 − g+)2 − 6g2+
]
, (22)
dg2
dl
=
[
4(g0g2 − g22 − g2− + g2+ − 3g2g+) +
n0ν
2
m
2πt2
g2
]
, (23)
dg−
dl
=
[
2g−(g0 − 3g2 − 2g+)
]
, (24)
dνm
dl
= −
(
n0ν
2
m
4πt2
)
νm. (25)
Finally, the coupled flow equations in the presence of random mass with M = τ2 read:
dt
dl
= −
(
n0ν
2
m
4πt2
)
t, (26)
dg0
dl
= −4g+g0, (27)
dg+
dl
=
[
−(g0 − g+)2 − (g2 − g+)2 − 6g2+ −
n0ν
2
m
2πt2
g+
]
, (28)
dg2
dl
=
[
4(g0g2 − g22 − g2− + g2+ − 3g2g+) +
n0ν
2
m
2πt2
g2
]
, (29)
dg−
dl
=
[
2g−(g0 − 3g2 − 2g+)− n0ν
2
m
2πt2
g−
]
, (30)
dνm
dl
=
[8πt(g0 − 2g+ + g2)− 3n0ν2m]
4πt2
νm. (31)
Performing numerical calculations of above coupled flow equations, we get the fixed points. The trajectories towards
to the fixed points in clean limit have already studied by Murray and Vafek [18]. For completeness, we provide the
10
FIG. 9. One-loop corrections to the fermion interacting couplings due to the fermionic interactions and disorder effects.
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FIG. 10. Flows of g0/g+, g2/g+ and g−/g+ in clean limit at some representatively initial values. The (g0, g2, g−)/g+ finally
towards three fixed points: (a) (g∗0 , g
∗
−
, g∗2)/g+ = (0,−3.73, 7.46); (b) (g
∗
0 , g
∗
−
, g∗2)/g+ = (0, 3.73, 7.46) and (c) (g
∗
0 , g
∗
−
, g∗2)/g+ =
(0, 0,−1.09)g+. Inset: the enlarged regime for the fixed point.
corresponding trajectories in Fig. 10. Next, we consider the fixed points in the presence of different types of disorder.
The evolution of fixed points in the presence of random chemical potential, and random mass are presented in Fig. 12
and Fig. 13 respectively. In distinction to the other two types of disorders, we find that both the QAH fixed point
(g∗0 , g
∗
−, g
∗
2) = (0,−3.73, 7.46) and the QSH fixed point (g∗0 , g∗−, g∗2) = (0, 0,−1.09) are robust against the random gauge
potential and do not evolve with increase of the disorder. By these reasons we do not show them here.
Mean field order parameter
In order to investigate possible types of symmetry breaking, we collect both the charge and spin source terms into
the action [18, 47]:
S∆ =
∫
dτ
∫
d2x
3∑
i=0
(
∆ciψ
†Mciψ + ~∆si · ψ†Msiψ
)
. (32)
FIG. 11. One-loop corrections to the fermion-source terms ∆c,s.
11
The matrices Mc,s define the various fermion bilinears in charge and spin channels [18]. One-loop corrections to the
fermion-source terms ∆c,s can be derived by computing the diagrams in Fig. 11. For the charge channel, the matrixes
Mc1 = τ1, Mc2 = τ2, and Mc3 = τ3 (33)
correspond to the nematic (bond), QAH, and nematic (site), respectively [18]. Besides, for the spin channel, the
matrixes Ms0 = 1~s, Ms1 = τ1~s, Ms2 = τ2~s, and Ms3 = τ3~s refer to the FM, NSN (bond), QSH, and NSN (site),
respectively [18]. Since the susceptibilities of Mc,s0 are independent of the energy scale which are not primary
instabilities, we will only pay significance to the instabilities for cases Mc,s1,2,3 in the following text.
Chern number– The topological invariant in the insulating phase with finite expectation value of Mc2 can be
computed using a relation between the Chern number and the 2π Berry flux carried by a symmetry-protected quadratic
band crossing point. The latter corresponds to the topological charge of the dˆ vector vortex with dˆ =
{
2kxky, k
2
x − k2y
}
.
Using a gauge fixing procedure [56], one can indeed show that the Chern number acquired by breaking time-reversal
symmetry can be related to the topological charge W as C = W/2 [56]. This equivalence allows to obtain the Chern
number for a quadratic band crossing point even though in this model the momentum space cannot be one-point
compactified to a unit sphere S2. And indeed, the Chern number computed in this way corresponds precisely to the
Chern number obtained at the mean field level using the lattice formulation [15]. A similar analysis can be performed
for the QSH phase using that in each spin channel carries an opposite Hall conductivity and hence Chern number.
Another approach of calculation of the Chern number is based on mapping of the continuous model onto a tight
binding model. Then the Chern number is given by the integration over the Brillouin zone (BZ):
NChern =
1
4π
∫
BZ
dkxdky
(
n ·
[
∂n
∂kx
× ∂n
∂ky
])
. (34)
For the introduced tight binding model Eq. (7) and the mean-field order parameter of the QAH state Mc2 =
sin(kx2 ) sin(
ky
2 )τ2 the vector n = d/d with
d = t
(
4 cos
kx
2
cos
ky
2
,
∆QAH
2t
(sin
kx
2
sin
ky
2
),−(cos kx − cos ky)
)
. (35)
Calculating the integral Eq. (34) we find that the Chern number coincides with the discussed above continuous model
NChern = −sign(∆QAH).
Susceptibilities in the presence of disorder
After fulfilling the one-loop corrections to the source terms 11, we can get the flow equations of the source terns
[18] (the matrixes M s0 = 1~s, M
s
1 = τ1~s, M
s
2 = τ2~s, and M
s
3 = τ3~s refer to the FM, NSN (bond), QSH, and NSN (site),
respectively) i) random chemical potential: M = τ0
d ln∆c1
dl
= 2 +
4m
16π
g0 − 12m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (36)
d ln∆c2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 − 24m
16π
g2 − 8m
16π
g3 − n0v
2
m
2πt2
, (37)
d ln∆c3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 − 12m
16π
g3, (38)
and
d ln∆s1
dl
= 2 +
4m
16π
g0 +
4m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (39)
d ln∆s2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 +
8m
16π
g2 − 8m
16π
g3 − n0v
2
m
2πt2
, (40)
d ln∆s3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 +
4m
16π
g3; (41)
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FIG. 12. (Color online) Evolution of the fixed points (g∗0 , g
∗
−
, g∗2) for the checkerboard lattice in the presence of random chemical
potential around (a): the QAH fixed point (0,−3.73, 7.46) and (b): the QSH fixed point (0, 0,−1.09) at some representatively
initial values of disorder strength of the random chemical potential. FP represents the fixed points and The parameter
τ−1 ∼ n0ν
2
m/t designates the impurity scattering rate and ΛE = tΛ
2 with t rescaled by ~2/2m.
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FIG. 13. (Color online) Evolution of the fixed points (g∗0 , g
∗
−
, g∗2) for the checkerboard lattice in the presence of random mass
around (a): the QAH fixed point (0,−3.73, 7.46)g+ and (b): the QSH fixed point (0, 0,−1.09)g+ at some representatively initial
values of disorder strength of the random chemical potential. FP represents the fixed points and The parameter τ−1 ∼ n0ν
2
m/t
designates the impurity scattering rate and ΛE = tΛ
2 with t rescaled by ~2/2m.
ii) Random gauge potential: M = τ1 and M = τ3
d ln∆c1
dl
= 2 +
4m
16π
g0 − 12m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (42)
d ln∆c2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 − 24m
16π
g2 − 8m
16π
g3 +
n0v
2
m
2πt2
, (43)
d ln∆c3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 − 12m
16π
g3, (44)
and
d ln∆s1
dl
= 2 +
4m
16π
g0 +
4m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (45)
d ln∆s2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 +
8m
16π
g2 − 8m
16π
g3 +
n0v
2
m
2πt2
, (46)
d ln∆s3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 +
4m
16π
g3; (47)
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FIG. 14. (Color online) Evolution of the fixed points (g∗0 , g
∗
−
, g∗2) for the checkerboard lattice in the presence of random
gauge potential around (a): the QAH fixed point (0,−3.73, 7.46)g+ and (b): the QSH fixed point (0, 0,−1.09)g+ at some
representatively initial values of disorder strength of the random chemical potential. FP represents the fixed points and the
parameter The parameter τ−1 ∼ n0ν
2
m/t designates the impurity scattering rate and ΛE = tΛ
2 with t rescaled by ~2/2m.
FIG. 15. (Color online) Schematic phase diagram for the checkerboard lattice in the presence of random mass potential and
which in the clean limit give (a): (g∗0 , g
∗
−
, g∗2) = (0,−3.73, 7.46)g
+ and (b): (g∗0 , g
∗
−
, g∗2) = (0, 0,−1.09)g
+. The parameter
τ−1 ∼ n0ν
2
m/t designates the impurity scattering rate and ΛE = tΛ
2 with t rescaled by ~2/2m. The phases QAH (or QSH) and
QAH-II (QSH-II) are the same phase but with different critical temperatures caused by distinct of FPs as depicted in Fig. 13.
FIG. 16. (Color online) Schematic phase diagram for the checkerboard lattice in the presence of random gauge potential and
which in the clean limit give (a): (g∗0 , g
∗
−
, g∗2) = (0,−3.73, 7.46)g
+ and (b): (g∗0 , g
∗
−
, g∗2) = (0, 0,−1.09)g
+. The parameter
τ−1 ∼ n0ν
2
m/t designates the impurity scattering rate. The phases QAH (or QSH) and QAH-II (QSH-II) are the same phase
but with different critical temperatures caused by distinct of FPs as depicted in Fig. 14.
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FIG. 17. (Color online) Flows of all charge and spin susceptibilities for the bilayer honeycomb lattice. UP: in clean limit in the
vicinity of the fixed point QAH (g∗0 , g
∗
−
, g∗2) = (0,−3.73, 7.46)g
+ (a) and QSH (g∗0 , g
∗
−
, g∗2) = (0, 0,−1.09)g
+ (b); DOWN: in the
presence of random chemical potential in the vicinity of the QAH fixed point (g∗0 , g
∗
−
, g∗2) = (0,−3.73, 7.46)g
+, (a): small bare
v0m. The leading instability is QAH; (b): large bare v
0
m. The leading instability is CDW. Susceptibilities for other fixed points
and disorders can be derived similarly and are not shown here.
iii) Random mass: M = τ2
d ln∆c1
dl
= 2 +
4m
16π
g0 − 12m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (48)
d ln∆c2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 − 24m
16π
g2 − 8m
16π
g3 − n0v
2
m
2πt2
, (49)
d ln∆c3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 − 12m
16π
g3, (50)
and
d ln∆s1
dl
= 2 +
4m
16π
g0 +
4m
16π
g1 − 4m
16π
g2 − 4m
16π
g3, (51)
d ln∆s2
dl
= 2 +
8m
16π
g0 − 8m
16π
g1 +
8m
16π
g2 − 8m
16π
g3 − n0v
2
m
2πt2
, (52)
d ln∆s3
dl
= 2 +
4m
16π
g0 − 4m
16π
g1 − 4m
16π
g2 +
4m
16π
g3. (53)
Some of the corresponding results are provided in Figs. 12, 13, 14, 15, and 16 besides the figures presented in the
main text.
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Results for the bilayer honeycomb lattice
Effective theory for bilayer graphene
The tight-binding Hamiltonian for electrons hopping on the bilayer honeycomb lattice with Bernal stacking can be
described as [19, 20],
H =
∑
rr′
[
trr′c
†
σ(r)cσ(r
′) + H.c.
]
+
1
2
∑
rr′
δnrV (r− r′)δn(r′), (54)
where t represents the hopping amplitudes connecting the next-nearest sites in a plan and n(r) = c†(r)c(r). We then
transfer above Hamiltonian to momentum space and gain [19, 20, 58, 59],
H =
∑
k
ψ†
kσH0ψkσ, (55)
where ψ† = (a†1,k, a
†
2,k, b
†
2,k, b
†
1,k) and H0 can be described as [19, 20, 58, 59]
H0 =


0 d∗
k
t⊥ 0
dk 0 0 0
t⊥ 0 0 dk
0 0 d∗
k
0

 (56)
which can straightforwardly be diagonalized to [19, 20]
E(k) = ±
(
1
2
t⊥ ±
√
|dk|2 + 1
4
t2⊥
)
(57)
with
dk = t
[
2 cos
(√
3
2
kya
)
e−
i
2
kxa + eikxa
]
. (58)
Two of these four bands are parabolically touching at k = 0 [20], which can also considered as a QBCP system and
whose band structure is similar to the checkerboard’s. The effective action of noninteracting terms in clean limit for
the bilayer graphene would be given by [20, 58, 59]
S0 =
∫
dτ


∑
|k|<Λ
∑
σ=↑↓
ψ†
kσ
[
∂τ +
k2x − k2y
2m
τ0σ1 +
2kxky
2m
τ3σ2
]
ψkσ

 . (59)
The Pauli matrices σi act on the layer indices 1-2 and the τ matrices act on the valley indices K−K′. The effective
mass is m = 2t⊥9t2 and ψ represents
N
2 copies of the four component pseudospinor. N = 4 for spin 1/2. All marginal
interactions are
Sint =
∫
dτ
∫
d2x


2π
m
g0

∑
σ=↑↓
ψ†σ(x)τ0σ0ψσ(x)


2
+
2π
m
g1

∑
σ=↑↓
ψ†σ(x)τ0σ1ψσ(x)


2
+
2π
m
g2

∑
σ=↑↓
ψ†σ(x)τ3σ2ψσ(x)


2
+
2π
m
g3

∑
σ=↑↓
ψ†σ(x)τ3σ3ψσ(x)


2

 . (60)
In order to compare with the effective theory of the checkerboard lattice, we introduce the new ”Pauli” matrices by
defining σ′0 ≡ τ0σ0, σ′1 ≡ τ3σ2, σ′2 ≡ τ3σ3 and σ′3 ≡ τ0σ1, which also have the same symmetries of the Pauli matrices
as σ′µσ
′
ν = 14δµν + iǫµνλσ
′
λ. We finally obtain the effective action in the presence of disorders after carrying out the
16
fourier transformation,
Seff =
∫ +∞
−∞
dω
2π
∫ Λ d2k
(2π)2
∑
σ=↑↓
ψ†σ(ω,k)[−iω + 2tkxkyσ′1 + t(k2x − k2y)σ′3]ψσ(ω,k) + 4πt
3∑
i=0
gi
∫ +∞
−∞
dω1dω2dω3
(2π)3
×
∫ Λ d2k1d2k2d2k3
(2π)6
∑
σ,σ′=↑↓
ψ†σ(ω1,k1)σ
′
iψσ(ω2,k2)ψ
†
σ′ (ω3,k3)σ
′
iψσ′(ω1 + ω2 − ω3,k1 + k2 − k3)
+n0νm
∫ +∞
−∞
dω
2π
∫
d2kd2k′
(2π)4
ψ†(k, ω)Mψ(k′, ω)A(k− k′), (61)
with M = σ′0 being the random chemical potential, M = σ
′
1 and M = σ
′
3 being the random gauge potential (two
components), and M = σ′2 being the random mass.
Fixed points and susceptibilities for the bilayer honeycomb lattice in the presence of disorder
We emphasize that there are 12 other possible orders besides the 6 orders in the checkerboard lattice for the
honeycomb lattice as provided in Ref. [47], which are listed here for completeness:
Charge channel Spin channel
τ0 ⊗ σ0: charge instability τ0 ⊗ σ0~s: FM
τ0 ⊗ σ1: nematic (bond) [20, 60] τ0 ⊗ σ1~s: NSN (bond)
τ3 ⊗ σ3: QAH [3, 61] τ3 ⊗ σ3~s: QSH [66–68]
τ3 ⊗ σ2: nematic (site) τ3 ⊗ σ2~s: NSN (site)
τ3 ⊗ σ0: Loop current [62] τ3 ⊗ σ0~s: Staggered spin current
τ0 ⊗ σ3: Layer-polarized [63, 64] τ0 ⊗ σ3~s: Layer AF [19, 35, 69]
τ3 ⊗ σ1: Loop current II τ3 ⊗ σ1~s: Loop spin current II
τ1 ⊗ σ1: Kekule´ [65] τ1 ⊗ σ1~s: Spin Kekule´
τ1 ⊗ σ2: Kekule´ current τ1 ⊗ σ2~s: Spin Kekule´ current
τ1 ⊗ σ0: CDW τ1 ⊗ σ0~s: SDW
Additional, there is the third fixed point in the honeycomb lattice besides the two fixed points considered in the
checkerboard lattice due to the nonzero initial values of g1 and g2. For instance, the fixed point (g
∗
0 , g
∗
−, g
∗
2) =
(0, 3.73, 7.46)g+ [18]. By considering all these facets and paralleling the similar steps employed in the checkerboard
lattice, we provide the primary results of the susceptibilities for both clean limit and impurity case in the vicinity of the
some representative fixed points as presented in Fig. 17. We summarize all the information from the susceptibilities
and plot the schematic phase diagram, namely Fig. 5 in the main text.
