Abstract. Starting from the Kähler moduli space of the rigid orbifold Z = E 3 /Z3 one would expect for the cohomology of the generalized mirror to be a Hodge structure of Calabi-Yau type (1, 9, 9, 1). We show that such a structure arises in a natural way from rational Hodge structures on
Introduction
The Z := E 3 /Z 3 orbifold is one of the prototypes of Calabi-Yau (CY) threefolds which appeared in string theory, already in the first studies of supersymmetric compactifications ( [CHSW] , [GRV] , [Sh] , [FLT] ). It is also the first example of rigid CY manifold, thus resisting to the strictly geometrical versions of the mirror symmetry conjecture. Generalized mirror constructions have been proposed in order to include rigid manifolds in mirror conjectures ( [CDP] , [BB] , [Se] , [KLS] , [Sch] ), and in general involve higher dimensional mirror varieties that cannot have a geometrical interpretation in compactification theory. The Teichmüller covering of the Kähler moduli space for the orbifold Z can be identified [FFS] with the symmetric manifold ( [Hel] ,X.2.1) M 3,3 = SU (3, 3)/S(U (3) ⊗ U (3)) . This is one of the four exceptional cases in the classification of homogeneous symmetric special Kähler manifolds [CvP] . The special Kähler geometry of this manifold has been studied in [FFS] . The same special geometry is expected to be associated to the middle cohomology of any hypothetical geometrical mirror. The aim of this paper is to present an abstract version of the problem of constructing a geometrical mirror manifold. With abstract we mean that we will not worry here about providing a construction of a manifold having the right cohomology group, but will only look at the properties of the cohomology group itself. For the cohomology of the mirror of Z one expects a Hodge structure of CY-type (1, 9, 9, 1). We will show that such a structure can be obtained in a natural way by starting from rational Hodge structures on Λ 3 K 6 , where K = Q[ω] and ω is a primitive third root of unity. In particular, after suitably parameterizing it, we will show that M 3,3 can be identified with the moduli space of Hodge structures of weight 3 on Λ 3 (Q[ω]) 6 , which are indeed Hodge structures of CY-type (1, 9, 9, 1). Next, we will show how the special geometry arises in the context of this abstract construction and will apply it to the concrete computation of the holomorphic prepotential. We will never need to use any property of a hypothetical family of varieties having the given abstract Hodge structure as cohomology. Indeed, we will not try here to further investigate the geometry underlying our constructions, thus remaining at an algebraic level. However, we will show that the Hodge structure of CY-type (1, 9, 9, 1) can be recovered as a polarized substructure of a bigger Hodge structure given by the third cohomology group of a six-dimensional Abelian variety of Weil type. This may be considered as a first step for investigating the geometrical counterpart of these Hodge structures. A more complete analysis is left to a future work.
The moduli space SU (3, 3)/S(U (3) × U (3))
First we decribe the connection between SU (3, 3), the total space appearing in the symmetric manifold M 3,3 , and the Narain group SO(6, 6). In [FFS] another identification between these two groups was given. Then we provide two descriptions of M 3,3 , which will appear in the construction of the variation of the Hodge structure associated to this manifold.
The total space SU (3, 3) of the symmetric manifold M 3,3 is strictly related to SO(6, 6), the Narain group associated to the Narain lattice describing the string states on a T 6 ≃ E 3 torus. Indeed, let J be a complex structure on R 2n . Consider a symmetric positive definite R-bilinear form g on R 2n which is J-invariant, i.e. g(Jv, Jw) = g(v, w), ∀v, w ∈ R 2n . We can identify (R 2n , J) ≃ C n . On C n we can define a Hermitian form H as (2.1) H(v, w) := H g (v, w) = g(v, w) + ig(v, Jw) .
Indeed, it is obviously R-bilinear and one can easily check that H(Jv, w) = iH(v, w) and H(w, v) = H(v, w). Moreover H is positive definite:
The converse is also true, since to every Hermitian form H one can associate a symmetric positive definite R-bilinear form g defined by the real part of H: g(v, w) = ReH (v, w) . Since H is positive definite, we can identify (2.2) SU (n) ≃ SU (H) = {A ∈ M (n, C) : H(Av, Aw) = H(v, w)} .
Similarly, SO(2n) is the group of matrices which preserves g (2.3) SO(2n) ≃ SO(g) = {A ∈ M (2n, R) : g(Av, Aw) = g(v, w)}
The relation among H, J and g implies (2.4) {A ∈ SO(2n) : AJ = JA} ≃ SU (n) . Now, we can weaken the positivity condition and prove that, if the J-invariant symmetric form g on R 2n is of type (2p, 2q), then the corresponding Hermitian form H on C n is of type (p, q), where p + q = n. We will work with the case of interest p = q = 3, but the general case follows easily. To show that if g is of type (6, 6) and J-invariant (i.e. J ∈ SO(g)), then H is of type (3, 3), we have to find a decomposition of (R 12 , J) ≃ C 6 such that (2.5)
Take e 1 ∈ R 12 such that g(e 1 , e 1 ) > 0, and set e 2 := Je 1 → Je 2 = J 2 e 1 = −e 1 . Hence J is represented by the matrix 0 1 −1 0 on the subspace e 1 , e 2 . Then g(e 2 , e 2 ) = g(Je 1 , Je 1 ) = g(e 1 , e 1 ) > 0. Since g(e 1 , Je 1 ) = g(Je 1 , J 2 e 1 ) = −g(Je 1 , e 1 ) = −g(e 1 , Je 1 ), we get g(e 1 , e 2 ) = 0. As g is of type (6, 6), its restriction to e 1 , e 2 ⊥ is of type (4, 6). Hence we can choose e 3 ∈ e 1 , e 2 ⊥ such that g(e 3 , e 3 ) > 0. We can set e 4 := Je 3 and repeat the same procedure, until one gets six vectors e 1 , e 2 , e 3 , e 4 , e 5 , e 6 Je 1
Je 3 Je 5 which (after proper normalization) satisfy
Hence these vectors span an R 6 on which g is positive definite, whereas on (R 6 ) ⊥ = e 1 , . . . , e 6 ⊥ , g will be negative definite. Hence we can find e 7 ∈ e 1 , . . . , e 6 ⊥ such that g(e 7 , e 7 ) < 0. Set e 8 := Je 7 . Then g(e 8 , e 8 ) < 0 and g(e 7 , e 8 ) = 0. We proceed analogously to build e 7 , . . . , e 12 , which extend e 1 , . . . , e 6 to a basis of R 12 , on which J and g are represented by
A C-basis of (R 12 , J) ≃ C 6 is given by e 1 , e 3 , e 5 , e 7 , e 9 , e 11 . On this basis,
Hence H is positive definite on the subspace e 1 , e 3 , e 5 ≃ C 3 and negative definite on e 7 , e 9 , e 11 ≃ C 3 , so that is of type (3, 3).
We now give a geometrical description of SU (3, 3)/S(U (3) × U (3)). Let H be a hermitian form of signature (3, 3) on V C ∼ = C 6 . We can obviously choose a basis {e 1 , . . . , e 6 } of V C such that H(z, w) = z 1 w 1 + z 2 w 2 + z 3 w 3 − (z 4 w 4 + z 5 w 5 + z 6 w 6 ) .
Let
(2.7) SU (3, 3) = SU (H) = {A ∈ GL 6 (C) : H(Az, Aw) = H(z, w) for z, w ∈ C 6 , det A = 1}
be the group of special isometries for H and set
Then
Proposition 2.1.
Proof. To prove our assertion we will first show that SU (3, 3) acts transitively on S G and then we will show that the stabilizer
, such that H is given by H(z, w) = z 1 w 1 + z 2 w 2 + z 3 w 3 − (z 4 w 4 + z 5 w 5 + z 6 w 6 ) on both bases. Hence the map A sending {f i } to {f ′ i }, i = 1, . . . , 6, is in U (3, 3). After multiplication by a suitable constant, A will be in SU (3, 3) and AW = W ′ , proving transitivity. In order to compute the stabilizer of W 0 = e 1 , e 2 , e 3 ∈ S, note that AW 0 = W 0 implies that
This yields the following decomposition
A second characterization of the symmetric space SU (3, 3)/S(U (3) × U (3)) can be obtained as follows. Let V = W ⊕ W ⊥ , as before, with W ∈ S G . AssumeW ∈ S G is generated by v 1 , v 2 , v 3 , with v i ∈ V . We can writeW
we get a bijection (2.9)
Therefore we get the following isomorphisms:
The identification of SU (3, 3)/S(U (3)×U (3)) with S M is a key-step in the construction of the variation of the Hodge structure associated to SU (3, 3)/S(U (3) × U (3)).
Rational Hodge structures of CY type
The most natural way to obtain the Hodge structure of CY type (1, 9, 9, 1) is to study an abelian variety of Weil type ( [BL] , 17.6), since in this framework a Hodge structure is already at hand. Nevertheless we postpone this computation to the appendix. Instead, here we prefer to obtain the Hodge structure algebraically. In this case, the question whether the constructed Hodge structure corresponds to the third cohomology of a (possibly CY) threefold remains open. The advantage is that we can get a quite general result. The detailed analysis of the geometrical viewpoint will be presented in a future paper aimed at realizing a geometrical mirror of the rigid orbifold under consideration.
, where ω is a primitive third root of unity. Then
we can define a complex structure J, i.e. an R-linear map J : C 6 → C 6 such that J 2 = −I. The complex structure J gives a decomposition of K 6 ⊗ Q R = C 6 :
J . J extends to a C-linear map since it commutes with multiplication by i. This defines a representation of the abelian group C * on K 6 by (3.3) h :
The action of K on K 6 is given by multiplication by ω, hence the action of K and J commute. Let
The representation h induces a representation h 3 on W ⊗ Q R,
In the same way, tensorizing the K-vector space W with R, we obtain a complex vector space with a natural decomposition:
Note that
which is indeed the three-antisymmetric representation used in [FFS] . A rational Hodge structure of weight k(∈ Z) is a Q-vector space V with a decomposition of its complexification V C := V ⊗ Q C:
We will prove the following result:
+ , i.e. W + carries a rational Hodge structure.
This amounts to find a vector space W + such that the representation h 3 leaves W + ⊗ Q R invariant.
3.2. The K-antilinear automorphism. The existence of a space W + , admitting a rational Hodge structure, is related to the existence of a natural K-antilinear automorphism t of 3 K K 6 such that t • t = const · Id. The eigenspaces of t generate a decomposition of W = 3 K K 6 and will define (isomorphic) Hodge structures. The automorphism t is the composition of two maps τ and ρ which we now describe.
For the first morphism consider the hermitian form H on K 6 as a map
with ǫ j = +1 for j = 1, 2, 3 and −1 for j = 4, 5, 6. So on the standard basis {e 1 , e 2 , . . . , e 6 } of K 6 , H is given by (3.13) H(e i , e j ) = ǫ i δ ij .
H can be extended to a form H on 3 K 6 . To this end we first define H on (K 6 ) 3 and then show that it is alternating and K-linear in the second variable and K-antilinear in the first variable. Define (3.14)
H :
Then H is separately alternating in the first and in the second factor. Moreover, since H itself is K-linear in the second variable and K-antilinear in the first, so is H, thus defining a map (to which we give the same name) (3.16) H :
Since H is K-linear in the second variable and K-antilinear in the first one, it induces a K-antilinear map (3.18) τ :
Evaluating H on the basis of
so that τ acts as
where
The second morphism is induced by the isomorphism γ :
where the last map is the isomorphism sending e 1 ∧ K e 2 ∧ K e 3 ∧ K e 4 ∧ K e 5 ∧ K e 6 to 1. Hence we get an isomorphism ρ :
which acts as
where l, m, n ∈ {1, . . . , 6}\{i, j, k} and δ ijk = ±1 are suitable signs specified in appendix C.
Using τ and ρ, we can define the automorphism t
Obviously, since τ (w) = ρ(t(w)), we have
Since ρ is K-linear and τ K-antilinear, it follows that t is K-antilinear. We can write the action of t explicitly on the elements of a basis of
. This is shown in appendix C. In this way one easily verifies that t 2 = Id, and that t has the eigenvalues ±1, each with multiplicity 10. Thus we get the decomposition
Note that W ± are not K-vector spaces, since the automorphism t is K-antilinear.
3.3. Hodge structure on W + . Now we will prove that W ± ⊂ W are Hodge structures. Since (
On the other hand, since H(Jv, Jw) = H(v, w) (which implies H(v, Jw) = H(Jv, J 2 w) = −H(Jv, w)) and h(a + bi)v = (aI + bJ)v, we also get
Hence, using (3.22), we conclude that
for all v, β ∈ W , where in the last equality we used the fact that γ is K-bilinear and, once we take its R-linear extension, it becomes C-linear. This shows that t • h 3 (z) = h 3 (z) • t, i.e. t preserves the decomposition given by h 3 . Now, from t 2 = Id, we obtain a decomposition
Correspondingly the representation h 3 decomposes as
where Θ is the operator of multiplication by ω, is an isomorphism of Hodge structures. Hence
Obviously, since ∆ ∈ K,
For dimensional reasons the equality holds. Since
The Hodge structure of W + is now completely determined by
and analogous expressions for (W +,C ) 1,2 and (W +,C ) 0,3 .
Variation of Hodge structures and Special geometry
The original formulation of Special Geometry arose in the context of N = 2 supersymmetric theories coupled to supergravity and relied on the existence of a holomorphic prepotential function F ( [Stro] , [CRTP] ). A projective special Kähler structure [Fr] is a special type of variation of polarized Hodge structures of weight 3 with Hodge numbers h 3,0 = 1 and h 2,1 = n, a so-called variation of Hodge structures of Calabi-Yau type ( [BG] , [CGG] ).
To define a projective special Kähler structure on an n-dimensional Kähler manifold (M, ω), together with an holomorphic line bundle L → M , one needs a holomorphic vector bundle V → M of rank n + 1 with a given holomorphic inclusion L ֒→ V and a flat connection ∇ on the underlying real bundle
is an immersion. Finally one requires a nondegenerate alternating form Q on V R which has type (1,1) with respect to the complex structure and satisfies ∇Q = 0.
For a CY threefold X, only the Hodge structure on the third cohomology group is of interest, as H 2 (X, C) = H 1,1 (X). The Hodge structure on H 3 (X, Z) is the decomposition of its complexification:
The intersection form on H 3 (X, Z) defines a polarization Q X on this Hodge structure. The polarization Q X is a symplectic form (so it is non-degenerate, unimodular and alternating) and extends to a Hermitian form H X := iQ X on H 3 (X, C) for which the Hodge decomposition is orthogonal:
Moreover H X is positive (negative) definite on H 3,0 (X) and H 1,2 (X) (on H 2,1 (X) and H 0,3 (X)). By the Bogomolov-Tian-Todorov Theorem ( [B] , [Ti] , [To] ) the deformations of CY manifolds are unobstructed. Hence there is a neighborhood B of 0 ∈ H 1 (X, T X ) and a family of CY threefolds π : X → B with fiber π −1 (0) = X such that the period map P : B → D has an injective differential.
This provides us with coordinates t 0 , . . . , t n , s 0 , . . . , s n on each H 3 (X b , C). The symplectic form Q in these coordinates is then the two form
Since the period map has injective differential, we get a local isomorphism
where Ω(b) spans H 3,0 (X b ) and its derivatives span H 3,0 (X b ) ⊕ H 2,1 (X b ). There are holomorphic functions F 0 , . . . , F n on C × B which provide the other n + 1 coordinates:
The restriction of Q to H 3,0 (X b ) ⊕ H 2,1 (X b ) will be identically zero for all b ∈ B:
As dF i = j ∂F i /∂t j dt j this is equivalent to:
for all i, j. Thus there exists a prepotential F on C n+1 , which satisfies F i = ∂F/∂t i . To the polarization Q one can associate a cubic form Ξ on the vector fields over B. Let ξ i ∈ T p B, i = 1, 2, 3 three vector fields. Then one defines
The components of this cubic form define the Yukawa couplings.
Let π : X → M be a family of CY threefolds over a complex manifold M . We assume that dim M = dim H 2,1 (X m ) = n for all m ∈ M , where X m := π −1 (m) is a CY threefold. Finally we require that the period map, which is well defined locally on M , has an injective differential at all m ∈ M . Hence we can define a fiber bundle R 3 π * Z, whose fiber is given by H 3 (X m , Z) over m ∈ M , which is locally trivial. The polarization Q m on H 3 (X m , Z)/torsion ≃ Z 2q+2 is a nondegenerate alternating form. We define a real vector bundle V → M of rank 2n + 2 on M , with a section ω of ∧ 2 V * as follows:
where we extended the polarization R-bilinearly to the whole V m , and ω m is a symplectic form on V m . Moreover, the vector bundle V has a flat connection ∇ defined by imposing that the sections of R 3 π * Z are flat. From the polarization Q m one can derive the Kähler potential, whereas the cubic form Ξ gives the Yukawa coupling.
To study the special Kähler geometry of M 3,3 , we perform an abstract variation of Hodge structures (VHS), which allows us to write down the prepotential and the cubic form. First we study the easiest example of VHS of CY type, namely (1, 1, 1, 1), to explicit the details of the construction and to show how special geometry arises. Then we go over to the HS of type (1, 9, 9, 1), where we exhibit the special geometry structure of SU (3, 3)/S(U (3) × U (3)) and compare it with known results. A geometrical approach to derive this Hodge structure is provided in the appendix.
4.1. VHS of type (1, 1, 1, 1). We consider the usual weight one variation of polarized Hodge structures on (W Z := Ze ⊕ Zf, Q W ), given by
C,τ := τ e + f , Q W (e, f ) = 1 over the upperhalf plane H := {τ ∈ C : im τ > 0} . We can define a VHS of CY-type over H by
Thus the Hodge structure over τ ∈ H is: (4.10) V 3,0 C,τ := (τ e + f ) 3 = τ 3 e 3 + 3τ 2 e 2 f + 3τ ef 2 + f 3 , V 2,1 C,τ := (τ e + f ) 2 (τ e + f ) = τ 2 τ e 3 + (τ 2 + 2τ τ )e 2 f + (2τ + τ )ef 2 + f 3 , and
and the Hodge structure is of type (1, 1, 1, 1) . The polarization Q : V Z × V Z → Z is the unique alternating form which is invariant for the action of SL(2) on V = Sym 3 (W ). Its nonvanishing symplectic pairings are
the generator of V 3,0 C,τ . The cubic form Ξ is also easily determined. Let us define the vector fields
τ Ω = 6e 3 , we get (4.14)
Q(Ω(τ ), (ξ 1 ξ 2 ξ 3 Ω)(τ )) = Q(τ 3 e 3 + 3τ 2 e 2 f + 3τ ef 2 + f 3 , 6λ 1 λ 2 λ 3 e 3 ) = 18λ 1 λ 2 λ 3 .
Then Q can be written as:
In order to derive the prepotential we have to change to a symplectic basis in which t 0 = 3t 0 , t 1 = −t 1 . Then
and the prepotential F is given by
4.2. VHS of type (1, 9, 9, 1). We now consider the variation of the Hodge structure on W + . We can parameterize SU (3, 3)/S(U (3) × U (3)) with the entries z ij of the matrix Z ∈ S M = {Z ∈ M (3, C) :
Hence we can construct a VHS over S M :
(4.17)
and V − are orthogonal with respect to H.
Let e 1 , . . . , e 6 be a basis of C 6 . Then (V + ) Z is generated by f 1 , f 2 , f 3 , whereas (V − ) Z is generated by g 1 , g 2 , g 3 with (4.20)
f 1 = z 11 e 1 + z 21 e 2 + z 31 e 3 + e 4 , f 2 = z 12 e 1 + z 22 e 2 + z 32 e 3 + e 5 , f 3 = z 13 e 1 + z 23 e 2 + z 33 e 3 + e 6 . g 1 = e 1 + z 11 e 4 + z 12 e 5 + z 13 e 6 , g 2 = e 2 + z 21 e 4 + z 22 e 5 + z 23 e 6 , g 3 = e 3 + z 31 e 4 + z 32 e 5 + z 33 e 6 .
Since (4.21)
(−1) j+1 z ij e i ∧ e k ∧ e l + e 4 ∧ e 5 ∧ e 6
Let v = (F 00 , F 11 , . . . , F 33 , t 00 , t 11 , . . . , t 33 ), where t 00 = s, t ij = s(−1) j+1 z ij , (4.24)
Hence, in terms of the new coordinates t ij , we get (4.25)
where T = (t ij ) i,j=1,2,3 .
The polarization Q : V Z × V Z → Z is induced by the pairing given by the wedge product:
(4.26) Q(e i ∧ e j ∧ e k , e l ∧ e m ∧ e n ) = ±1 for {i . . . n} = {1, . . . , 6} .
On the basis of (W C,Z ) Setting t 00 = t 00 and t ij = (−1) i+j+1 t ij , we obtain
. Hence there exists a prepotential F given by
By definition, setting Ω 3,0 (Z) ≡ Ω, the cubic form Ξ is (4.29) Ξ : (ξ, ξ, ξ) −→ Q(Ω, (ξξξΩ) . Q (Ω, (ξξξΩ)) = −6 det(λ ij ) .
Conclusions
In this paper we studied from an algebraic point of view the main properties of the cohomology structures of CY-type (1, 9, 9, 1) arising as a mirror of the Kähler structures of the rigid orbifold Z := E 3 /Z 3 . We have realized it as the Hodge structures of weight 3 over Λ 3 (Q[ω]) 6 , ω being a primitive third root of unity. The corresponding moduli space of Hodge structures resulted to be just M 3,3 , the Teichmüller covering of the Kähler moduli space of Z. We did not try to construct a family of varieties having this cohomology substructure. The abstract algebraic construction of the Hodge structure results to be rich enough to determine the special Kähler geometry allowing to compute the Kähler potential and the holomorphic prepotential function. The main advantage of the algebraic approach is to provide quite general results, independent from the details of the underlying geometrical structures. However, it would be interesting to solve the problem of whether or not there exists a family of manifolds having the given Hodge structure as third cohomology group, and what kind of geometrical properties such family should have. A hint in this direction is given in the Appendix, where we show how the (1, 9, 9, 1) Hodge structure arises as substructure of the third cohomology group of a complex six dimensional Abelian variety of Weil type. Thus, for example, one may expect to select the family of mirror varieties as embedded into this Abelian variety. A detailed analysis of this geometrical characterization will be presented in a separated paper.
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Appendix A. Where abelian varieties enter the game...
We want to show that the Hodge structure of CY type (1, 9, 9, 1) can be recovered as polarized Hodge substructure W + of a bigger Hodge structure given by the third cohomolgy group of a six-dimensional abelian variety of Weil type. First we show how the relation between M 3,3 = SU (3, 3)/S(U (3) ⊗ U (3)) and the moduli space of abelian varieties of Weil type arises. Then, choosing a specific lattice for an abelian variety of Weil type, we identify the Hodge structure of CY-type (1, 9, 9, 1) as Hodge substructure of the third cohomology group of this variety.
A.1. Complex structures. We can identify V R = R 12 = C 6 and view multiplication by i as an Rlinear map on R 12 . So i is a complex structure on the real vector space R 12 and C 6 ≃ (R 12 , i). Recall that the Hermitian form H : C 6 × C 6 → C of signature (3, 3) is given by
with ǫ j = +1 for j = 1, 2, 3 and −1 for j = 4, 5, 6. Now for each
we will define another complex structure J = J V + on R 12 .
We define V − := V ⊥ + , the perpendicular with respect to H of V + . Thus we obtain:
This decomposition defines a complex structure on V R (which corresponds to V + ) in the following way:
for every v ± ∈ V ± . By construction J 2 = −I and thus we obtain a complex vector space (V R , J). V + and V − are the +i and −i eigenspaces of J in C 6 = (R 12 , i), so we can recover V + from the complex structure J. Moreover, J preserves the hermitian form H. Indeed, given the decomposition V R = V + ⊕ V − , we can write v, w ∈ C 6 as v = v + + v − and w = w + + w − , then Jv = iv + − iv − and analogously for w. Hence
where in the second equation we used the fact that, if v + ∈ V + , then iv + ∈ V + (and analogously for V − ), and V + and V − are orthogonal with respect to H. Therefore
We have an action of SU (3, 3) on the set of these J's given by:
If V + and V − are the eigenspaces of J, then the eigenspaces of J ′ are given by AV + and AV − . Indeed, by definition, J ′ A = AJ, hence
Remark A.1. There is a natural way to embed SU (3, 3) in Sp(20, C). On a complex vector space V of dimension 2n, chosing a basis {e i } i=1,...,2n , there exists a natural pairing:
where λ ∈ C. So we put Φ(ω, θ) = λ. Let A ∈ SL(2n, C). We denote by A andÃ the induced maps of A on n C 2n and 2n C 2n ≃ C, respectively. Note thatÃ = det A. Thus we have
Focusing on the case n = 3, we have 3 C 6 ≃ C 20 . The map Φ is alternating,
and non-degenerate, Φ(e i ∧ e j ∧ e k , e l ∧ e m ∧ e n ) = ±1 if {i, . . . , n} = {1, . . . , 6} .
Hence Φ is a symplectic form and A ∈ Sp(Φ) ≃ Sp(20, C). Thus we get a homomorphism
A.2. Hermitian form. ([BL]) The imaginary part of the Hermitian form H is an alternating form
We show that H J is an Hermitian form on the complex vector space (R 12 , J). Indeed,
so H J is C-linear (for (R 12 , J)) in the second variable, and (A.4)
Moreover, H J is positive definite. In fact,
Since H has signature (3, 3) and is positive definite on V + , it will be negative definite on V − . Thus
Hence E satisfies the Riemann conditions (A.6) and (A.7) for the complex vector space (R 12 , J).
Our goal is to construct abelian varieties of the form X = (V R , J)/Λ for a fixed lattice Λ ≃ Z 12 . In order for E to be a polarization on the abelian variety (R 12 , J)/Λ, all that remains to be done is to choose Λ in such a way that E fulfills the integrality condition, i.e.
A.3. Lattice. We choose the lattice
Note that multiplication by i on C 6 can be written in terms of the map Θ : C 6 → C 6 , which is given by v → ωv, as
The alternating map E ′ : R 12 × R 12 → R given by
is integer-valued on the lattice Λ. Indeed, let λ = (n 1 + m 1 ω, . . . , n 6 + m 6 ω), µ = (p 1 + ωq 1 , . . . , p 6 + q 6 ω) ∈ Λ, then, setting ǫ i = 1 for i = 1, 2, 3 and −1 for i = 4, 5, 6, (A.12)
Obviously E ′ still satisfies the Riemann conditions. Hence X = (R 12 , J)/(Z[ω]) 6 with the polarization E ′ is an abelian variety. In particular, it is a principally polarized abelian variety, since the determinant of the alternating matrix defining E ′ is equal to 1.
A.4. Abelian varieties of Weil type. We will now prove that the abelian variety X = (R 12 , J)/(Z[ω]) 6 has an additional structure, namely it is an abelian variety of Weil type.
Definition A.2. An abelian variety of Weil-type of dimension 2g is a pair (X, K), where X is a 2g-dimensional abelian variety and K ֒→ End(X) ⊗ Q is an imaginary quadratic field such that for all k ∈ K the endomorphism t(k) has g eigenvalues k and g eigenvalues k:
The abelian variety X = (R 12 , J)/(Z[ω]) 6 obviously admits an automorphism of order three given by multiplication by ω. We observe that ωΛ = Λ and ω is also a C-linear map for any J = J |V + with V + ∈ S G it follows that:
since iJ = Ji. Hence a + bω ∈ End(X), for all a, b ∈ Z. Now we see how the structure (3, 3) of Weil type arises. On the tangent space T 0 (X) at the origin of X we have the decomposition given by
Since J acts as multiplication by +i on V + and by −i on V − , the action of Θ is given by ω on V + and by ω on V − . Hence a + bω acts as (a + bω, a + bω, a + bω, a + bω, a + bω, a + bω) on T 0 X.
The complex structure J 0 , associated to this decomposition, acts as i on V 0 and as −i on V ⊥ 0 . When we consider the quotient X = C 6 /Z[ω] 6 , J 0 maps each of the C/Z[ω] into itself. Hence X = E 6 , where E = C/Z[ω].
To summarize, we proved that the choice of a 3-dimensional subspace W of a 6-dimensional complex vector space V ≃ C 6 , such that there exists an Hermitian form H on V , which is positive-definite on W , is equivalent to the choice of a complex structure J on the underlying real 12-dimensional vector space, provided J preserves H. Moreover, starting from H, one can define a Riemann form E ′ on (R 12 , J). Choosing a lattice Λ on which E ′ is integer-valued, the data (V, Λ, E ′ ) identify a polarized abelian variety (X := V /Λ, E ′ ).
Remark A.4. In [vG] the converse is proved: any 2n-dimensional polarized abelian variety of Weil type is a member of an n 2 -dimensional family of abelian varieties of Weil type parametrized by SU (n, n).
Appendix B. Cohomology of Abelian varieties of Weil type
Here we consider some technical points about the cohomology of the Abelian varieties of Weil type.
B.1. From homology to cohomology. Let X = C 6 /Λ be the abelian variety of complex dimension g = 6 constructed in the previous section. Then Λ ∼ = π 1 (X) and π 1 (X) ∼ = H 1 (X, Z) (Hurewicz theorem), so we identify Λ = H 1 (X, Z). We also have
which induces (after R-linear extension) an isomorphism
The complex structure J on H 1 (X, R) induces, under the isomorphism H 1 (X, R)
R on H 1 (X, R), which we still denote by J.
∆ gives H 1 (X, R) the structure of a 6-dimensional complex vector space:
. By duality, there exists a decomposition of H 1 (X, R):
in terms of the dual vector spaces of V + and V − .
B.2. First cohomology group. We proved that the complex vector space H 1 (X, C) := H 1 (X, R) ⊗ C ≃ C 12 decomposes under the action of J:
where H 1,0 (X) and H 1,0 (X) are the (complex 6-dimensional) eigenspaces of J corresponding to the eigenvalues +i and −i, respectively.
Since X = C 6 /Λ is an abelian variety of Weil type of dimension 6, with imaginary quadratic field K = Q(ω) = {a + bω : a, b ∈ Q}, where ω 3 = 1 and ω = 1, X has an endomorphism Θ of order 3, which induces a Z-linear map Θ * : Λ → Λ such that Θ 3 * = Id. By definition of Weil type, the action of Θ * on H 1 (X, C) is represented by diag(ω, . . . , ω 6 , ω, . . . , ω
6
) .
Hence Θ * provides another decomposition of H 1 (X, C), namely the one into eigenspaces of Θ * :
where V and V are the (6-dimensional) eigenspaces of Θ corresponding to the eigenvalues ω and ω, respectively. Since the map Θ is holomorphic, one has Θ * J = JΘ * , which implies
Thus we obtain the following refined decomposition of H 1 (X, C) in eigenspaces of both J and Θ * : Obviously, the map Θ * :
The C-linear extension to H 3 (X, C) of this map will still be denoted by Θ * 3 .
Appendix C. Hodge substructure of the third cohomology group C.1. The Hodge substructure W . In Appendix B we described how the cohomology of an abelian sixfold of Weil type admitting an endomorphism Θ of order 3 decomposes. Now we want to prove that there exists a Hodge substructure W of the third cohomology group on which Θ * 3 , the map induced by Θ, acts trivially. Furthermore we show that W admits a Hodge substructure W + of type (1, 9, 9, 1). A similar construction for the second cohomology group of abelian fourfolds of Weil type was given in [Lo] .
Whilst Θ * does not have 1 as eigenvalue on H 1 (X, C), Θ 3 * does have eigenvalue 1 on H 3 (X, C). We will use this to define a Hodge substructure of H 3 (X, Q) as follows:
Since both Id and Θ * 3 are morphisms of Hodge structures (so Θ * 3 (H p,q ) ⊆ H p,q , p + q = 3), W is a Hodge substructure, i.e.
To find the dimensions of the subspaces W p,q and their relation to the H p,q we recall that Θ * acts as
Hence dim Q W = 40. The Hodge decomposition of W is given by
On the right of each subspace its dimension is displayed. Hence W is a Hodge substructure of type (2, 18, 18, 2) . We want to show that W can be further decomposed into two Hodge substructures of CY type (1, 9, 9, 1).
C.2. W as K-vector space. Since X is an abelian variety of Weil type with Q(ω) ⊂ End(X), we have an action of Q(ω) on H 1 (X, Q). Recall that dim Q H 1 (X, Q) = 12 and dim Q(ω) H 1 (X, Q) = 6.
. Hence V is a K-vector space. If e 1 , . . . , e 6 is a K-basis of V , then, taking e 1 , . . . , e 6 , Θe 1 , . . . , Θe 6 , we obtain a Q-basis of V . Let a, b, c ∈ V . We define Q-multilinear maps
In particular, we denote η(a, b, c) := η 000 (a, b, c) = a ∧ b ∧ c. Then we get, using
where η := −η 000 − η 001 − η 010 − η 011 − η 100 − η 101 − η 110 − η 111 . As (Θ * 3 ) 3 = (Θ 3 3 ) * = Id, we get that η 000 + η 111 + η is invariant under Θ * 3 : Θ * 3 (η 000 + η 111 + η) = η 000 + η 111 + η , hence it lies in W . Thus we have a Q-multilinear map
Hence, for any a, b, c ∈ V , we have an element in W of the form w(a, b, c).
We can now give a Q-basis for W . Taking the Q-basis {e 1 , . . . , e 6 , Θe 1 , . . . , Θe 6 } of V , we consider the vectors of the form (C.3) w(e i , e j , e k ) and w(Θ * e i , e j , e k ) .
These are 2 · 6 3 = 2 · 20 = 40 vectors which belong to W . We show that they are linearly independent over Q. In fact, by definition, w(e i , e j , e k ) and w(e i ′ , e j ′ , e k ′ ) are linearly independent over Q for {i, j, k} = {i ′ , j ′ , k ′ }, and analogously for the w(Θ * e i , e j , e k ). We can write w(Θ * e i , e j , e k ) explicitly in terms of the η lmn : w(Θ * e i , e j , e k ) = (−η 001 − η 010 − η 011 − η 100 − η 101 − η 110 ) (Θ * e i , e j , e k ) = (η 000 + η 100 − η 010 − η 001 − η 111 )(e i , e j , e k ) = η 000 (e i , e j , e k ) + . . . , whereas w(e i , e j , e k ) does not contain η 000 (e i , e j , e k ) = e i ∧ e j ∧ e k . Thus also w(e i , e j , e k ) and w(Θ * e i , e j , e k ) are linearly independent over Q. Hence the vectors w(e i , e j , e k ), w(Θe i , e j , e k ) form a Q-basis of the 40-dimensional Q-vector space W .
We will need the following result. Since We want to give W the structure of a K-vector space. For this we want to show that the map
is well-defined. First we observe that the map
is Q-trilinear (since the η's are Q-trilinear). Moreover, Φ is an alternating map: it is obviously alternating under (b ↔ c) and, exchanging a and b, gives:
since w(Θa, b, c) = w(a, Θb, c) = −w(Θb, a, c) using (C.4). Hence Φ induces a well-defined map Φ :
3 Q V −→ W . Once we restrict Φ to W , we obtain a map
which is well-defined. Thus W has the structure of K-vector space, where a + bω ∈ K acts as a + bΦ.
Since {w(e i , e j , e k ), w(Θe i , e j , e k )} is a Q-basis of W , we get that the w(e i , e j , e k ) are a K-basis of W .
C.3. Isomorphism with
3 K H 1 (X, Q). Now we are able to prove the isomorphism between W and
Then Ψ is clearly Q-multilinear and alternating. We want to prove that Ψ is also K-multilinear. In fact, by (C.4)
by the definition of multiplication in W . Hence Ψ induces a well-defined map on
(C.6) Ψ :
Moreover, Ψ is surjective, since we can choose a, b, c ∈ {e 1 , . . . , e 6 } to be distinct and the 6 3 = 20 elements in the image give a K-basis of W . By comparing the dimensions of W and 3 K H 1 (X, Q), we get that Ψ gives the desired isomorphism.
C.4. Splitting of 3 K H 1 (X, Q). Having established a K-linear isomorphism between the K-vector space W and 3 K H 1 (X, Q), we have to find a decomposition thereof, which induces a decomposition of W into two Hodge substructures of type (1, 9, 9, 1). This is done in the same way as in section 3.2 on page 7. We prove that there exists a natural K-antilinear automorphism t of
Since ρ is K-linear and τ K-antilinear, it follows that t is K-antilinear. We can write the action of t explicitly on the elements of the basis {e i ∧ K e j ∧ K e k }, e.g. e 1 ∧ e 2 ∧ e 3 −→ (e 1 ∧ e 2 ∧ e 3 ) * −→ −e 4 ∧ e 5 ∧ e 6 e 4 ∧ e 5 ∧ e 6 −→ −(e 4 ∧ e 5 ∧ e 6 ) * −→ −e 1 ∧ e 2 ∧ e 3
We found (see Table 1 ) that t 2 = Id, and that t has the eigenvalues ±1, each with multiplicity 10. Thus we have the decomposition:
C.5. Hodge substructures of W . Now we want to prove that W ± are Hodge substructures of W . Taking X as before with complex structure J on H 1 (X, R) as in section B.1, we put
for all a, b ∈ R, v ∈ H 1 (X, R). Hence h gives the scalar multiplication by complex numbers on (H 1 (X, R), J). Then H 1,0 (X) and H 0,1 (X) are the eigenspaces of h(z) with eigenvalues z, z.
The representation (C.15), associated to the Hodge structure of H 1 (X, Q), induces a representation on W R ≃ On C 6 we have the action of J, which gives the decomposition:
(aI + bJ) (a + bi) 3 (a − bi) 3 .
Since 6 K K 6 ⊗ R ≃ 6 C 6 ≃ C, we get that h 6 (z)(α ∧ K β) = h 3 (z)α ∧ K h 3 (z)β = |z| 6 (α ∧ K β) for all α, β ∈ W .
On the other hand, since H(Jv, Jw) = H(v, w) (which implies H(v, Jw) = H(Jv, J 2 w) = −H(Jv, w)) and h(a + bi)v = (aI + bJ)v, we also have that By the definition of H, we get:
H(h 3 (z)α, h 3 (z)β) = (zz) 3 H(α, β) = |z| 6 H(α, β) .
Hence, using (C.13), we can conclude that (C.18) γ(t(h 3 (z)α) ∧ K h 3 (z)β) = H(h 3 (z)α, h 3 (z)β) = |z| 6 H(α, β) = |z| 6 γ(t(α) ∧ K β)
for all v, β ∈ W , where in the last equality we used tha fact that γ is K-bilinear and, once we take its R-linear extension, it becomes C-linear. Thus t • h 3 (z) = h 3 (z) • t, i.e. t ∈ End Hod (W).
Since t 2 = Id, C.6. Hodge structure of W + and SU (3, 3)/S(U (3)×U (3)). Recall that the group G = SU (3, 3) acts on the set of three-dimensional subspaces V + ⊂ C 6 . Now V + ∈ S G identifies the complex structure J which in turn determines the Hodge structure of weight one associated to the representation h(a+bi). Then we have the following correspondence:
(C.21) gV + ←→ gh(a + bi)g −1 .
On 3 K 6 ⊗ R we have that Hence we have an action of SU (3, 3) on W + ⊗ R = 3 K 6 ⊗ R ≃ R 20 induced by the correspondence (C.24) gV + ←→ g 3 h 3 (a + bi)g −1
3
. Thus SU (3, 3) acts on the Hodge structures of weight 3 on 3 K 6 . Moreover, the stabilizer of h 3 (a + bi) is S(U (3) × U (3)). Hence the moduli space of Hodge structures of weight 3 on 3 K 6 is SU (3, 3)/S(U (3) × U (3).
( Table 1) τ ρ ρ −1 • τ e 1 ∧ e 2 ∧ e 3 +(e 1 ∧ e 2 ∧ e 3 ) * +(e 4 ∧ e 5 ∧ e 6 ) * −e 4 ∧ e 5 ∧ e 6 e 1 ∧ e 2 ∧ e 4 −(e 1 ∧ e 2 ∧ e 4 ) * −(e 3 ∧ e 5 ∧ e 6 ) * −e 3 ∧ e 5 ∧ e 6 e 1 ∧ e 2 ∧ e 5 −(e 1 ∧ e 2 ∧ e 5 ) * +(e 3 ∧ e 4 ∧ e 6 ) * e 3 ∧ e 4 ∧ e 6 e 1 ∧ e 2 ∧ e 6 −(e 1 ∧ e 2 ∧ e 6 ) * −(e 3 ∧ e 4 ∧ e 5 ) * −e 3 ∧ e 4 ∧ e 5 e 1 ∧ e 3 ∧ e 4 −(e 1 ∧ e 3 ∧ e 4 ) * +(e 2 ∧ e 5 ∧ e 6 ) * e 2 ∧ e 5 ∧ e 6 e 1 ∧ e 3 ∧ e 5 −(e 1 ∧ e 3 ∧ e 5 ) * −(e 2 ∧ e 4 ∧ e 6 ) * −e 2 ∧ e 4 ∧ e 6 e 1 ∧ e 3 ∧ e 6 −(e 1 ∧ e 3 ∧ e 6 ) * +(e 2 ∧ e 4 ∧ e 5 ) * e 2 ∧ e 4 ∧ e 5 e 1 ∧ e 4 ∧ e 5 +(e 1 ∧ e 4 ∧ e 5 ) * +(e 2 ∧ e 3 ∧ e 6 ) * −e 2 ∧ e 3 ∧ e 6 e 1 ∧ e 4 ∧ e 6 +(e 1 ∧ e 4 ∧ e 6 ) * −(e 2 ∧ e 3 ∧ e 5 ) * e 2 ∧ e 3 ∧ e 5 e 1 ∧ e 5 ∧ e 6 +(e 1 ∧ e 5 ∧ e 6 ) * +(e 2 ∧ e 3 ∧ e 4 ) * −e 2 ∧ e 3 ∧ e 4 e 2 ∧ e 3 ∧ e 4 −(e 2 ∧ e 3 ∧ e 4 ) * −(e 1 ∧ e 5 ∧ e 6 ) * −e 1 ∧ e 5 ∧ e 6 e 2 ∧ e 3 ∧ e 5 −(e 2 ∧ e 3 ∧ e 5 ) * +(e 1 ∧ e 4 ∧ e 6 ) * e 1 ∧ e 4 ∧ e 6 e 2 ∧ e 3 ∧ e 6 −(e 2 ∧ e 3 ∧ e 6 ) * −(e 1 ∧ e 4 ∧ e 5 ) * −e 1 ∧ e 4 ∧ e 5 e 2 ∧ e 4 ∧ e 5 +(e 2 ∧ e 4 ∧ e 5 ) * −(e 1 ∧ e 3 ∧ e 6 ) * e 1 ∧ e 3 ∧ e 6 e 2 ∧ e 4 ∧ e 6 +(e 2 ∧ e 4 ∧ e 6 ) * +(e 1 ∧ e 3 ∧ e 5 ) * −e 1 ∧ e 3 ∧ e 5 e 2 ∧ e 5 ∧ e 6 +(e 2 ∧ e 5 ∧ e 6 ) * −(e 1 ∧ e 3 ∧ e 4 ) * e 1 ∧ e 3 ∧ e 4 e 3 ∧ e 4 ∧ e 5 +(e 3 ∧ e 4 ∧ e 5 ) * +(e 1 ∧ e 2 ∧ e 6 ) * −e 1 ∧ e 2 ∧ e 6 e 3 ∧ e 4 ∧ e 6 +(e 3 ∧ e 4 ∧ e 6 ) * −(e 1 ∧ e 2 ∧ e 5 ) * e 1 ∧ e 2 ∧ e 5 e 3 ∧ e 5 ∧ e 6 +(e 3 ∧ e 5 ∧ e 6 ) * +(e 1 ∧ e 2 ∧ e 4 ) * −e 1 ∧ e 2 ∧ e 4 e 4 ∧ e 5 ∧ e 6 −(e 4 ∧ e 5 ∧ e 6 ) * −(e 1 ∧ e 2 ∧ e 3 ) * −e 1 ∧ e 2 ∧ e 3
