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Abstract—Signal processing on directed graphs (digraphs) is
problematic, since the graph shift, and thus associated filters, are
in general not diagonalizable. Furthermore, the Fourier trans-
form in this case is now obtained from the Jordan decomposition,
which may not be computable at all for large graphs. We propose
a novel and general solution for this problem based on matrix
perturbation theory: We design an algorithm that adds a small
number of edges to a given digraph to destroy nontrivial Jordan
blocks. The obtained digraph is then diagonalizable and yields,
as we show, an approximate eigenbasis and Fourier transform for
the original digraph. We explain why and how this construction
can be viewed as generalized form of boundary conditions, a
common practice in signal processing. Our experiments with
random and real world graphs show that we can scale to graphs
with a few thousands nodes, and obtain Fourier transforms
that are close to orthogonal while still diagonalizing an intuitive
notion of convolution. Our method works with adjacency and
Laplacian shift and can be used as preprocessing step to enable
further processing as we show with a prototypical Wiener filter
application.
I. INTRODUCTION
Signal processing on graphs (GSP) extends traditional signal
processing (SP) techniques to data indexed by vertices of
graphs and has found many real world applications, including
in analyzing sensor networks [1], the detection of neurological
diseases [2], gene regulatory network inference [3], 3D point
cloud processing [4], and rating prediction in video recom-
mendation systems [5]. See also [6] for a recent overview.
For undirected graphs there are two major variants of GSP
that differ in the chosen shift (or variation) operator: one is
based on the Laplacian [7], the other is based on the adjacency
matrix [8]. Both are symmetric and thus diagonalizable with an
associated orthogonal Fourier transform. Since the definition
of the shift is sufficient to derive a complete, basic SP toolset
[9] one obtains in both cases meaningful (but different) notions
of spectrum, frequency response, low and high frequencies,
Parseval identities, and other concepts.
However, in many applications the graph signals are as-
sociated with directed graphs (digraphs). Examples include
argumentation framework analysis [10], predatory-prey pat-
terns [11], big data functions [12], social networks [13], and
epidemiological models [14]. In these cases the GSP frame-
works become problematic since non-symmetric matrices may
not be diagonalizable. A natural replacement is to use the
Jordan normal form (JNF) for the spectral decomposition of
the graph [15]. But the JNF is known to be numerically highly
unstable [16] and thus not easy to compute or, for larger
graphs, not computable at all. Further, spectral components
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(a)
 0 1 0 ··· 00 0 1 ··· 0... . . . ...
0 0 0 ··· 1
0 0 0 ··· 0

(b)
(c)
 0 1 0 ··· 00 0 1 ··· 0... . . . ...
0 0 0 ··· 1
1 0 0 ··· 0

(d)
Fig. 1: The most natural graph model for a finite-duration
discrete time signal (a) yields the non-decomposable shift
matrix in (b). Adding one edge (c) yields the well-known
circular shift (d) and DFT-based spectral analysis. In edge
makes the support a circle, which is equivalent to assuming
the signal as periodic.
have now dimensions larger than one, since no eigenbasis is
available, which complicates the application of SP methods. In
the theory of graph neural networks the non-diagonalizability
of digraphs is problematic as well [17].
In this paper we propose a novel, practical solution to this
problem. The basic idea is to generalize, in a sense, the well-
known concept of boundary conditions to arbitrary digraphs
to make them diagonalizable. It is best explained using finite
discrete-time SP as motivating example.
Motivating example. Imagine we are trying to build an
SP framework for discrete finite-duration time signals using
GSP. The most natural solution is the graph shown in Fig. 1a:
it captures the operation of the time shift and includes no
assumptions on the behavior of the signal to the left and to
the right of its support. The associated shift matrix is shown
in Fig. 1b: it is a single Jordan block and thus, in a sense,
a worst case: it has only the eigenvalue 0, a one-dimensional
eigenspace, and cannot be diagonalized, not even into block-
diagonal form.
Indeed, Fig. 1a is not the model commonly adopted but
instead Fig. 1c, which adds one edge usually interpreted
as a circular boundary condition. It makes the support a
circle, or equivalently, assumes that the signal is periodic.
The associated shift matrix describes the well-known circular
shift (Fig. 1d). It has an eigendecomposition with distinct
eigenvalues, done by the discrete Fourier transform (DFT).
Note that in almost all applications that use the DFT, this is
done even though the signal is not really periodically extended
outside its support. So, in a sense, adding the extra edge, or
assuming periodicity, can be viewed as an assumption used to
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2obtain a workable basic SP toolset.
There are a few other aspects worth noting. First, the
added edge is the only one that makes the matrix in Fig. 1b
diagonalizable and invertible [9]. Further, the eigenvectors
of the cyclic shift matrix are approximate eigenvectors of
the matrix in Fig. 1b, and the DFT diagonalizes this matrix
approximately (namely up to a rank-one matrix). We will study
these and other aspects in our contribution.
Contributions. The overall contribution of this paper is a
novel approach to make GSP practical on non-diagonalizable
digraphs. For a given such digraph, our high-level idea is to
add a small number of edges to make the graph diagonalizable
(and also invertible and with distinct eigenvalues if desired)
to obtain a practical form of spectral analysis. To achieve
this we leverage results from perturbation theory [18] on the
destruction of Jordan blocks by adding low-rank matrices.
First, we instantiate the perturbation theory to the GSP
setting and use it to design an algorithm that iteratively
destroys Jordan blocks by adding edges. We investigate the
consequences for spectral analysis and show that the added
edges can be considered as generalized boundary conditions
in the sense that they add periodic boundary conditions on sub-
graphs and increase the number of cycles in the graph. Second,
we provide an efficient implementation of our algorithm that
employs additional techniques to make it numerically feasible
and scalable to large graphs. In particular, the graph Fourier
basis we obtain is numerically stable by construction.
We apply our algorithm to various synthetic and real world
graphs showing that usually few edges suffice and that we
can process even difficult graphs with a few thousand nodes
or close to being acyclic. Finally, we include an application
example of a graph Wiener filter enabled by our approach.
Related work. The non-diagonalizability in digraph SP is
an important open problem [6, Sec. III.A] and a number of
solutions have been proposed. Most approaches aim for a
notion of Fourier basis that circumvents JNF computation at
the price of other GSP properties that are lost.
One idea is to define a different notion of Fourier basis
that is orthonormal by construction. Motivated by the Lova´sz
extension of the graph cut size, [19] define a notion of
directed total variation and construct an orthonormal Fourier
basis that minimizes the sum of these. Extending these ideas,
[20], [21] define a digraph Fourier basis as the solution of
an optimization problem on the Stiefel manifold, minimizing
a dispersion function to evenly spread frequencies in the
frequency range. Both approaches only work for real signals
and yield real Fourier transforms, though a slight modification
of the approach was used in [21] to make the connection to
the circle graph in standard discrete time signal processing.
In both cases there is no intuitive notion of convolution in
the graph domain anymore, i.e., all filtering now requires the
Fourier transform.
Another idea is an approximation of the Fourier basis
that almost diagonalizes the adjacency matrix by allowing
small, bounded off-diagonal entries as proposed in [22]. The
approach is based on the Schur decomposition and the au-
thors solve a non-convex optimization problem to obtain a
numerically stable basis that can be inverted to compute the
Fourier transform. The approach could be problematic for
acyclic digraphs with only eigenvalue zero.
The work in [23], [24], [25] maintains the idea of Jordan
decomposition but alters the definition of the graph Fourier
transform to decompose into Jordan subspaces only, instead
of a full JNF. This way a coordinate-free definition of Fourier
transform is obtained, which fulfills a generalized Parseval
identity. A method for the inexact, but numerical stable,
computation of this graph Fourier transform was proposed
in [24].
Another approach is to change the graph shift operator and
thus change the underlying definitions of spectrum and Fourier
transform. In [26] the Hermitian Laplacian matrix is proposed,
which is always diagonalizable. The known directed Laplacian
was used in [27] and a scaled version of it, with a detailed
study, in [28] but both shifts are not diagonalizable, and our
proposed method is applicable in both cases.
The work in [29] stays within the framework of [8] but
identifies the subset of filters that are diagonalizable. Since
these form a subalgebra, they are generated by one element
which can be used as diagonalizable shift at the price of a
smaller filter space. The approach fails for digraphs with all
eigenvalues zero, i.e., directed acyclic graphs.
Certain very regular digraphs possess orthonormal Fourier
transforms, e.g., those associated with a directed hexagonal
lattice [30] or the directed quincunx lattice [31].
Our approach computes an approximate Fourier basis and
transform as some prior work, but is fundamentally different
in that it does so by slightly modifying the graph by adding
edges to achieve both stay within the traditional GSP setting
and maintain an intuitive notion of convolution.
II. GRAPH SIGNAL PROCESSING
In this section we recall the theory of signal processing
on graphs, and, in particular, directed graphs (digraphs). We
focus on digraphs without edge weights as these are most
prone to non-diagonalizable adjacency matrices. However, our
approach is applicable to weighted digraphs and discussed
later.
Directed graphs. A digraph G = (V, E) consists of a set of
n vertices V and a set of edges E ⊆ V×V . Assuming a chosen
ordering of the vertices, V = (v1, . . . , vn), a digraph can be
represented by its n× n adjacency matrix A with entries
Ai,j =
{
1 if (vi, vj) ∈ E ,
0 else.
. (1)
We consider graphs with loops, i.e., edges of the form (vi, vi)
are allowed. If with every (vi, vj) ∈ E also (vj , vi) ∈ E , then
A is symmetric, the digraph can be viewed as an undirected
graph, and hence A is diagonalizable. For other digraphs this
may not be the case.
Graph signal. A graph signal s on G associates values with
the vertices, i.e., it is a mapping of the form
s : V → C; vi 7→ si. (2)
Using the chosen vertex ordering, the graph signal is repre-
sented by the vector s = (si)1≤i≤n ∈ Cn.
3Fourier transform based on adjacency matrix. In GSP
based on [15], the Jordan decomposition of A,
A = V · J · V −1, (3)
where J is in Jordan normal form (JNF), yields F = V −1 as
the graph Fourier transform of the graph. The graph Fourier
transform of a graph signal s is
sˆ = Fs. (4)
The frequencies are ordered by total variation, defined as
TVA(v) = ‖v − A|λmax|v‖1, (5)
where λmax is the eigenvalue of A with largest magnitude.
Note that the computation of the JNF is numerically un-
stable [16]. For example, [ 0 10 0 ] is in JNF, whereas
[
 1
0 −
]
is
diagonalizable for every  6= 0. Thus symbolic computation is
needed which becomes too expensive for graphs with hundreds
or more nodes.
Fourier transform based on Laplacian. An alternative
approach to GSP is based on the Laplacian of a graph. For
digraphs, several variants of Laplacians have been proposed in-
cluding directed Laplacians [32], normalized Laplacians [28],
random-walk Laplacians [33], or the magnetic Laplacians [34].
The last two variants are always diagonalizable, as they are
either symmetric or Hermitian.
In [7] the graph Fourier transform for undirected graphs
was defined using the eigendecomposition of the Laplacian.
For the extension of this framework to directed graphs, [27]
thus uses the directed Laplacian
L = D −A, (6)
where D is the diagonal matrix of either in- or out-degrees.
The Jordan decomposition of the directed Laplacian
L = V · J · V −1, (7)
is then used to define the graph Fourier transform F = V −1
as before. The frequencies are ordered in [27] by graph total
variation as well.
Our focus will be GSP based on (3) but we will also
instantiate our approach to GSP based on (7) to which it is
equally applicable.
III. GENERALIZED BOUNDARY CONDITIONS FOR
DIGRAPHS
In the introduction we gave a motivating example for the
contribution in this paper: a ”bottom-up” explanation of the
cyclic boundary condition (or, equivalently, periodicity) in-
herently assumed with DFT-based spectral analysis.1 Namely,
in GSP terms, the cyclic boundary condition is the minimal
addition of edges to the graph in Fig. 1a to obtain a proper
spectrum with distinct eigenvalues.
In this section we extend this basic idea and construction to
arbitrary digraphs: Given a digraph, our goal is to add the min-
imal number of edges that make the digraph diagonalizable.
1More common is what one could call the ”top-down” explanation for
periodicity, which naturally arises, for example, when sampling the spectrum
of continuous signals.
In matrix terms this means adding to the adjacency matrix A a
low-rank adjacency matrix B containing the additional edges,
such that A+B is diagonalizable. The same technique can be
used to make A also invertible or the eigenvalues distinct. An
analogous construction can be done for the directed Laplacian
by ensuring that the Laplacian structure is preserved.
Our approach builds on results from matrix perturbation
theory on the destruction of Jordan blocks under low-rank
changes of a matrix.
We first introduce the needed results from perturbation
theory and then instantiate them in the GSP setting to design
an algorithm that destroys Jordan blocks by adding edges to
graphs. We provide a number of theoretical results and explain
in which way one may consider the added edges as generalized
boundary conditions. Accompanying the theory we provide
small, illustrating examples.
A. Results from Perturbation Theory
We recall some terminology. For a matrix M , v is a right
eigenvector if Mv = λv and u a left eigenvector if uTM =
λuT , i.e., u is an eigenvector of the transpose MT . M and
MT have the same JNF.
Let J = V −1MV be in JNF. Then J is a block-diagonal
matrix consisting of Jordan blocks of the form λ 1 0 ··· 00 λ 1 ··· 0... . . . ...
0 0 0 ··· 1
0 0 0 ··· λ
 (8)
where λ is an eigenvalue. Each eigenvalue can have multiple
such blocks and of different size. The Jordan basis (columns
of V ) associated with each block includes exactly one right
eigenvector, which is in first position of the block, and exactly
one left eigenvector (a row in V −1), which is in last position.
Matrix perturbation and Jordan blocks. Our work builds
on results by Moro and Dopico [18] that study the effect of
perturbing a given matrix M ∈ Cn×n by adding a low rank
matrix B on the Jordan blocks. The following is the main
result that we will use. It can also be found in [35], [36], but
we work with the exposition in [18] in a slightly adapted
formulation.
Theorem 1 ([18]) Assume the Jordan blocks to some eigen-
value λ of M are ordered by size, from large to small.
Consider the left and right eigenvectors uTi and vi associated
with these blocks. Then adding a matrix B of rank s to M
destroys exactly the largest s Jordan blocks for λ if
det(Φs) 6= 0, for Φs =
 uT1...
uTs
B[ v1 ... vs ]. (9)
This means the Jordan blocks of M + B for λ are those of
M minus the s largest ones.
If real or complex matrices are concerned then a random
matrix B will satisfy (9) for all eigenvalues with probability
1. This so-called generic case was the purpose of the study in
[18]. In our case, neither the matrices M nor the desired B
4(to add edges) are generic since they have only entries 0 or 1
and thus constitute finite sets.
Note that condition (9) is a statement about the Jordan
blocks to one eigenvalue and does not state anything about
what happens to Jordan blocks of other eigenvalues, which
can be destroyed as well (generic case), or stay untouched, or
even be enlarged. The basis for the JNF also changes when
adding B to M .
Fig. 1b is a very simple example since it is already in JNF.
The right eigenvector for the block is u1 = [1, 0, . . . , 0]T
and the left eigenvector is v1 = [0, 0, . . . , 1]. The matrix B
containing the added edge in position (n, 1) indeed satisfies
(9):
[0, 0, . . . , 1] ·B · [1, 0, . . . , 0]T = 1, (10)
and is the only matrix B adding one edge with this property.
Behavior of new eigenvalues. The following result shows
how the eigenvalues change under a rank-one perturbation. It
can be easily proved using the matrix determinant lemma but
is not practical for large scale graphs.
Lemma 2 Let B = abT be a rank-one matrix. Then the new
eigenvalues of the perturbed matrix M + B are the solutions
to the equation
bT (xI −M)−1a = 1. (11)
The left-hand side is a rational function, hence they are given
by the roots of a polynomial.
For the example in Fig. 1, (11) becomes 1/xn = 1, i.e., the
new eigenvalues are exactly the nth roots of unity, as expected.
The literature also provides bounds on the distance be-
tween old and new (under low-rank perturbation) eigenvalues
(e.g., [37, Thm. 8]), but we found them to be loose and not
of practical value in our application scenario.
Finally, [38, Thm. 6.2] shows that for real or complex ma-
trices in the generic case, M+B has no repeated eigenvalues,
which are not eigenvalues of M .
B. Adding Edges to Destroy Jordan blocks
Our goal is to perturb a directed graph by adding edges
to destroy the Jordan blocks of its adjacency matrix and
Theorem 1 will be our main tool. Our first decision is to do
this iteratively, one Jordan block at a time from large to small
blocks. The reason is that in this case, Φs in (9) becomes
a scalar which avoids conditions based on determinants, a
crucial property for the numerical stability in the actual
implementation later.
First, we establish the viability of this approach. In the
following we use the column-wise vectorization of a matrix
B ∈ Cm×n: vec(B) = (b1,1, . . . , bm,1, b1,2, . . . , bm,n)T .
Vectorization satisfies vec(ABC) = (CT ⊗ A) vec(B) for
matrices of compatible dimensions, where ⊗ is the Kronecker
product.
Theorem 3 Adding or deleting one edge is sufficient to destroy
the largest Jordan block of an adjacency matrix for a chosen
eigenvalue λ.
function DESTROYALLJORDANBLOCKS(A)
while A not diagonalizable do
u, v right/left eigenvector to largest Jordan block
B with Bi,j = 1 only, s.t. uTBv 6= 0, Ai,j = 0
A← A+B
end while
return A
end function
Fig. 2: The mathematical algorithm to obtain a diagonalizable
digraph.
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(a)
0 1
0 0
0 1
0 0
1
ω23
ω3

(b)

−1 −1 0 −1 1 ω23 ω3
−1 −1 −1 0 1 ω3 ω23
0 −2 0 −2 1 1 1
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0

(c)
Fig. 3: The graph shown in (a) has the Jordan normal form
J = V −1AV shown in (b). The matrix V of generalized
eigenvectors is shown in (c), with ω3 = exp(−2pij/3).
PROOF: Let uT and v be the left and right eigenvector of the
largest Jordan block for the eigenvalue λ, respectively. Then
uTBv is a scalar that (9) requires to be nonzero:
0 6= uTBv = vec(uTBv) = (vT ⊗ uT ) vec(B).
Since vT ⊗ uT is a non-zero row vector, it is enough (and
always possible) to set one entry (which depends on v and u)
of B to 1 to ensure that it is non-zero. The number of nonzero
elements in vT ⊗ uT is the number of choices. If in all these
cases, A already contains the edge, we can delete an edge,
choosing −1 as entry in B. 
It is not possible to strengthen the hypothesis to destroying
Jordan blocks by only adding edges in each case. A counter
example is the complete graph. In practice, graphs are sparse
and adding edges has been sufficient in all our experiments.
Basic algorithm. Using Theorem 3 we can formulate the
basic mathematical algorithm to make a digraph adjacency
matrix A diagonalizable by adding edges (Alg. 2). The algo-
rithm is iterative, adding one edge in each step as described
in Theorem 3, A → A + B, to destroy the largest Jordan
block. B has only one entry 1 (or −1 in the rare cases that
an edge needs to be destroyed, not shown in algorithm). For
a practical implementation, various additional details need to
be considered that we discuss later.
An example. To illustrate Alg. 2 we provide a detailed
example.
Example 4 We consider the graph in Fig. 3, which has the
characteristic polynomial p(x) = x4(x3 − 1) and two Jordan
5(a) (b)
Fig. 4: The modified graph with the first (a) and second (b)
edge added by the proposed abstract algorithm.
blocks for eigenvalue 0. We apply Alg. 2. The right eigenvector
belonging to the first Jordan block of size two is the first
column of V :
v1 = [−1 −1 0 0 1 0 0 ]
T
. (12)
The corresponding left eigenvector is the second row of V −1:
uT1 = [ 0 0 0 0 0 1 0 ]. (13)
Thus (9) takes the form
0 6= uT1 Bv1 = −b6,1 − b6,2 + b6,5, (14)
and we have three choices. We choose b6,1 = 1, as shown in
Fig. 4a, which defines B.
Note the effect on the JNF (Fig. 3b) when B is added:
V −1(A+B)V = J + V −1BV with
V −1BV =

0 0 0 0 0 0 0
−1 −1 0 −1 1 ω23 ω3
0 0 0 0 0 0 0
0 0 0 0 0 0 0
− 43 −
4
3 0 −
4
3
4
3
4
3ω
2
3
4
3ω3
− 13 −
1
3 0 −
1
3
1
3
1
3ω
2
3
1
3ω3
− 13 −
1
3 0 −
1
3
1
3
1
3ω
2
3
1
3ω3
. (15)
The addition of this matrix to the Jordan form of A modifies
all eigenvalues, except for the remaining Jordan block for
eigenvalue 0. Thus, for the second step, we do not need to
recompute eigenvectors in this example.
For the remaining Jordan block for eigenvalue 0 the right
and left eigenvectors are given, respectively, by
v2 = [ 0 −1 0 1 0 0 0 ]
T
, uT2 = [ 0 0 0 0 0 0 1 ].
Condition (9) takes the form
uT2 Bv2 = −b7,2 + b7,4. (16)
We add the edge b7,2 = 1 and obtain the graph in Fig. 4b.
The characteristic polynomial is now p(x) = x7−x5− 4x4−
x3 − 2x2 − 1, has pairwise different eigenvalues (Fig. 5) and
is thus diagonalizable.
C. Further Properties and Discussion
We discuss various properties of our basic algorithm, the
results it produces, and further extensions. In particular, we
provide an explanation for terming the added edges general-
ized boundary conditions.
Minimal number of edges. Theorems 3 and 1 give an
immediate lower bound for the number of edges to destroy
Fig. 5: The eigenvalues of the original graph on 7 nodes (black
circles), after the first edge was added (blue triangles), and
after the second edge was added (red squares).
all Jordan blocks: it is the maximal number of Jordan blocks
of size larger than one over all eigenvalues. The bound is
then achieved if destroying this maximum number of blocks
happens to destroy the Jordan blocks of all other eigenvalues
as well. For real and complex matrices, this would hold in the
generic case. For adjacency matrices, in general, it does not.
A trivial upper bound for the number of edges to add is
the number of already existing edges, just making the graph
symmetric. This is of course not the purpose of our work, a
large number, and not the type of edges typically found by
our algorithm in practice.
Termination. Because it is possible that destroying Jordan
blocks creates new ones for other eigenvalues, we have no
proof of termination. In practice, our algorithm always termi-
nates after a few steps, even if in some steps new blocks may
be created (Section V-A).
Invertible adjacency matrix. Since the adjacency matrix
is considered as shift in the GSP of [8], it may be desirable
that it is invertible. Our algorithm can be used for this purpose
by also destroying all Jordan blocks for the eigenvalue zero,
including those of size one.
Approximate eigenvectors and Fourier transform. Our
algorithm takes as input an adjacency matrix A and outputs a
diagonalizable A+B, where B contains all the added edges,
say k many. As we show now, the eigenvectors of A+B are,
in a sense, approximate eigenvectors of A and the same holds
for the Fourier transform of A+B.
Lemma 5 If v is an eigenvector of A+B to the eigenvalue λ
then
||Av − λv||0 ≤ k, (17)
where || · ||0 is the `0-pseudonorm that counts the entries 6= 0.
PROOF: Let I be the index set of zero rows of B, |I| ≥ n−k.
Then
(Av)i∈I = ((A+B)v)i∈I = (λv)i∈I = λ(v)i∈I ,
as B has no effect on the entries corresponding to I . 
As a consequence, A also gets diagonalized approximately by
the Fourier transform F of A+B in the following sense.
6Fig. 6: The 4 subgraphs in H3 of the graph in Fig. 4b. The
added edges are dotted.
Lemma 6 If F(A+B)F−1 = D (diagonal), then
FAF−1 = D −FBF−1,
i.e, diagonal up to a matrix of rank k.
For example, the DFT diagonalizes the matrix in Fig. 1b up
to a dense rank-one matrix, which is the outer product of the
last column of DFT with the first row of DFT−1.
New edges as generalized boundary conditions. We
explain why the edges added by our algorithm to destroy
Jordan blocks may be considered as generalized boundary
conditions. In the example in Fig. 1 we saw that the added
edge created a cycle. Intriguingly, this observation generalizes:
there is an intrinsic relationship between diagonalizability (and
invertibility) of A and the occurrence of cycles.
To do so, we first need the following theorem for digraphs
that explains the connection between the coefficients of the
characteristic polynomial of A and the simple cycles of the
graph. We recall that a cycle is simple if all the vertices it
contains are different. Further, H is called a subgraph of G if
it contains a subset of the vertices and edges of G.
Theorem 7 ([39]) Let G be a graph and denote by Hi the set
of all subgraphs of G with exactly i vertices and consisting
of a disjoint union of simple directed cycles (equivalently, Hi
consists of all subgraphs with i nodes, each of which has
indegree and outdegree = 1). Then the coefficients of the
characteristic polynomial of G
pG(x) = x
n + an−1xn−1 + · · ·+ a0 (18)
have the form
ai =
∑
H∈Hn−i
(−1)c(H), (19)
where c(H) is the number of cycles H consists of.
For example the graph in Fig. 4b has four subgraphs on three
vertices consisting of simple cycles shown in Fig. 6. Hence, by
Theorem 7, its characteristic polynomial has the term −4x4,
which is indeed the case.
It is clear that adding edges cannot reduce the number of
cycles in a graph. Theorem 7 implies that if an added edge
is not part of any cycle, it will not change the characteristic
polynomial. But Algorithm 2 does. Hence we get the following
corollary.
Corollary 8 Each edge that Algorithm 2 adds to a graph
introduces additional simple cycles.
The added edges by Algorithm 2 thus add periodic boundary
conditions to certain subgraphs (see the example in Fig. 6).
Thus we term them generalized boundary conditions.

0
0 1 0
0 0 1
0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

(a) (b)
Fig. 7: The directed grid in (a) is an example of a directed
acyclic graph with the JNF shown in (b). One possibility to
destroy all Jordan blocks is adding both dashed edges (8, 4)
and (9, 1).
One could consider vertices with indegree or outdegree = 0
(sources or sinks) as boundaries. Such vertices make A non-
invertible, i.e., produce eigenvalues = 0. Our algorithm can
be used to remove the eigenvalue 0 by adding edges, thus
making A invertible and removing sinks and sources. Note
that the added edges in Fig. 4b achieved exactly that.
Directed acyclic graphs. The class of directed acyclic
graphs (DAGs) without self-loops constitutes in a sense the
worst-case class for signal processing on graphs. It represents
a partial order, and thus the vertices can be topologically sorted
to make A triangular, i.e., the characteristic polynomials is
p(x) = xn and the only eigenvalue is 0. Equivalently, no edge
is part of a cycle and thus, by Theorem7, all edges can be
removed without changing p(x), which yields the same result
p(x) = xn.
As an example consider the product graph of two directed
path graphs in Fig. 7, which is a DAG. The JNF consists of
three Jordan blocks of sizes one, three, and five. Applying the
proposed algorithm yields the condition to destroy the largest
Jordan block as
6b9,1 6= 0, (20)
while the condition to destroy the second Jordan block is
1
2 (b6,2 − b6,4 − b8,2 + b8,4) 6= 0. (21)
Hence adding the edge (9, 1) and any of the ones occurring
in (21) makes the graph diagonalizable with distinct eigenval-
ues. One solution is shown in Fig. 7. Adding one more edge,
which can be obtained from the condition
1
3 (b3,3−b3,5+b3,7−b5,3+b5,5−b5,7+b7,3−b7,5+b7,7) 6= 0,
(22)
can destroy the last block for eigenvalue 0 to make A invert-
ible.
Note that the common way of adding boundaries, if the
two-dimensional DFT is used for spectral analysis, makes the
graph a torus, which implies six added edges in this case.
Weighted graphs. We concentrate in our theoretical con-
siderations on unweighted directed graphs. This is justified
since from Hershkowitz [40, Thm. 4.23] it follows that if an
unweighted digraph is diagonalizable, then a generic weighted
version of the digraph, with weights not equal to zero, is
diagonalizable as well. Indeed, consider any weighted version
7of the example in Fig. 1 with nonzero weights w1, . . . , wn.
Then 
0 w1 0 ··· 0
0 0 w2 ··· 0
...
. . .
...
0 0 0 ··· wn−1
0 0 0 ··· 0
 (23)
has the JNF with one block shown in Fig. 1b with base change
V = diag(1, 1w1 ,
1
w1w2
, . . . , 1w1...wn−1 ). On the other hand, any
weighted version of the directed cycle
0 w1 0 ··· 0
0 0 w2 ··· 0
...
. . .
...
0 0 0 ··· wn−1
wn 0 0 ··· 0
 (24)
with wn 6= 0 is diagonalizable.
If the weights happen to be not generic, which can happen,
for example, if they are integer values, it is straightforward to
generalize Algorithm 2 to this situation.
D. Destroying Jordan Blocks of Directed Laplacians
We briefly explain the straightforward extension of our
approach to directed Laplacians L = D − A, where D is
the matrix of indegrees (alternatively outdegrees) and A the
adjacency matrix. Note that this definition is not compatible
with self-loops, which are thus disallowed.
The only modification of Alg. 2 needed is to ensure that
adding an edge maintains the Laplacian structure. This means
that, in addition, 1 has to be added on the main diagonal (or
subtracted if an edge is removed). Thus, the perturbation B
has now two entries, -1 and 1, but in the same row, so the
rank is still 1.
Example. We consider one example.
Example 9 Consider the directed Laplacian of the graph in
Fig. 7. The Jordan structure is
0
1 1
0 1
1 1
0 1
2
2 1 0
0 2 1
0 0 2
. (25)
The conditions to destroy the Jordan blocks of size greater
than one are
b7,1 − b7,4 + b8,1 − b8,4 + b9,1 − b9,4 6= 0,
b3,1 − b3,2 + b6,1 − b6,2 + b9,1 − b9,2 6= 0,
2b9,1 − 2b9,2 − 2b9,4 + 2b9,5 6= 0.
(26)
Hence the largest Jordan blocks to the eigenvalues 1 and 2
can be destroyed by adding the edge (9, 1). Note that this
does not destroy both Jordan blocks to the eigenvalue 1, since
a perturbation of rank one can at most destroy one Jordan
block to an eigenvalue. The condition to destroy the remaining
Jordan block to the eigenvalue 1 reads
1
2 (b3,2+b3,4+b6,2+b6,4+b7,2−b7,4+b8,2−b8,4) 6= 0. (27)
Thus the choices are the same four edges as in (21) plus four
additional edges.
IV. ALGORITHM AND IMPLEMENTATION
In this section we explain how to implement the Algorithm 2
numerically. The challenge is to achieve both numerical sta-
bility and scalability to large graphs, where the former is
necessary for the latter. More concretely, we address two main
challenges. First, Algorithm 2 requires the eigenvector to the
largest Jordan block, but the Jordan basis is not computable
for larger graphs. Second, small numerical errors can lead to
the addition of unnecessary edges.
Finally, we argue that in real-world graphs most of the non-
trivial Jordan blocks are associated with the eigenvalue 0. We
exploit this observation with a special algorithm variant that
enables scaling to graphs with several thousands of nodes.
We implemented our algorithms in Matlab, which requires
some additional details that we explain as well.
A. Numerical Algorithm: Details
We explain the additional details to make Algorithm 2
efficient in practice.
Choice of edge. In general, Algorithm 2 produces in each
iteration several choices for the edge to add, based on the
sparsity pattern of u and v. Since very small nonzero values
could be rounding errors, we choose the edge corresponding
to the maximal absolute value in both v and u for stability.
Destroying the largest Jordan block. We cannot determine
the largest Jordan blocks via computing the JNF. Hence we
use the following observation. Typical implementations of the
eigendecomposition, as the one used in Matlab, give as output
for non-diagonalizable matrices still a complete matrix of
eigenvectors, in which, however, each eigenvector is repeated
as often as the size of the corresponding Jordan block. Thus
one can calculate the largest Jordan block and corresponding
eigenvector, by calculating the pairwise angles between the
spaces spanned by the eigenvectors and determining the largest
group with angles very close to zero.
Sparsity and eigenvalue 0. An adjacency matrix can
have nontrivial Jordan blocks for any eigenvalue (this can
be shown using the rooted product of graphs). However, in
real-world graphs and some of the random graph models
commonly considered, we frequently observe the eigenvalue
0 with high multiplicity, which was observed in [24] as well.
This observation can be explained with Theorem 7: real-world
graphs are typically sparse so it is likely that several edges are
not part of any cycle, which yields a large factor xm in the
characteristic polynomial.
This observation is valuable, since it is computationally
much cheaper to compute an eigenvector to one eigenvalue
only. Indeed Matlab offers the function eigs which allows
the computation of one eigenvector to one eigenvalue. As an
additional benefit, this function also has special support for
sparse matrices unlike the eig function of Matlab.
B. Implementation
We used the above insights to refine Algorithm 2 into
two algorithms. Algorithm 8 adds edges to remove all zero
eigenvalues and hence yields an invertible adjacency matrix.
8function DESTROYZEROEIGENVALUES(A)
D ← eigenvalues of A
while there exists |Di| < Z do . Very small eigenvalues are considered zero
u, v ← right/left eigenvector to Di . Compute only one right/left eigenvector to Di
(i, j)← argmaxi,j(|ui|+ |vj |) s.t. Ai,j = 0 . Choose edge to be added
Ai,j ← 1 . Add the new edge
D ← eigenvalues of A
end while
return A
end function
Fig. 8: Algorithm for removing all zero eigenvalues of a digraph. In our experiments we choose Z = 10−3 as tolerance for
identifying zeros.
function DESTROYJORDANBLOCKS(A)
U, V ← left and right eigenvectors of A
while rank(V, R) < n do . Check if eigenvectors form a basis
D ← acos(|V T · V |) . Pairwise angles between subspaces spanned by eigenvectors
k ← argmaxk(#(Dk,i < D)) . Index of eigenvector for largest Jordan block
(i, j)← argmaxi,j(|Ui,k|+ |Vj,k|) s.t. Ai,j = 0 . Choose edge which destroys the largest Jordan block
Ai,j ← 1 . Add the new edge
U, V ← right and left eigenvectors of A
end while
return A
end function
Fig. 9: Algorithm for obtaining a digraph with a diagonalizable adjacency matrix by destroying all Jordan blocks. In our
experiments a rank tolerance R = 10−6 and an eigenspace angle tolerance D of one degree were used.
Algorithm 9 destroys all Jordan blocks of a digraph to obtain
a diagonalizable adjacency matrix. Note that the algorithms
require numerical tolerance parameters to determine which
eigenvalues are 0, and which eigenvectors should be consid-
ered as collinear or equal.
Matlab implementation details. We give some comments
on the implementation of the algorithms in Matlab. For Algo-
rithm 9 one has to use the eig function with the nobalance
option, because we need all the eigenvectors to obtain the one
which has the largest number of multiples. The nobalance
option is needed since typically digraphs will have both some
larger eigenvalues and the eigenvalue 0. Thus, without the
option, numerical errors would scale to a similar magnitude
as the larger eigenvalues, invalidating the result. With these
options, Algorithm 9 is applicable to all matrix sizes for which
one can calculate the complete eigendecomposition of a full
matrix.
As tolerance to identify two eigenvectors we observed that
an angle of one degree is a good choice. To determine if the
digraph is diagonalizable we calculate the rank of the matrix
of eigenvectors. If the rank is smaller than the number of nodes
then one did not obtain a full set of eigenvectors, hence the
digraph is not diagonalizable. The rank computation in Matlab
requires a tolerance, for which we chose 10−6, meaning that
the smallest singular value fulfills σmin > 10−6. In [22] this
condition was used to define a Fourier basis as numerical
stable. Thus our bases are stable in the same sense.
Algorithm 8 on the other hand can be implemented using
sparse matrices. Indeed here we use the Matlab function eigs
to find one eigenvector to the numerical eigenvalue 0 and
destroy the corresponding Jordan block. Thus, Algorithm 8
can be applied to matrix sizes for which one can calculate
one eigenvector for a sparse matrix. In our experiments we
identified eigenvalues as 0 if their absolute value was less
than 10−3.
Since we argued already that in real-world graphs typically
many Jordan blocks are associated to the eigenvalue 0, one
can obtain a significant speedup by first removing all zeros
from the eigenvalues of a graph using Algorithm 8 and then,
afterwards, applying the more costly Algorithm 9 to destroy
the remaining Jordan blocks.
Finally, we note that the problem we are solving has an
inherent robustness property: if numerical errors lead to a
wrong decision, an unnecessary edge is added. In fact, our
parameter settings ensure that the final digraph obtained does
not have very small eigenvalues and does not have almost
colinear eigenspaces, as determined by the tolerances. So,
in a sense, the tolerances ensure that the final graph has
numerically stable such properties. Further we note that with
the chosen parameter settings the algorithms always terminated
in our experiments.
V. EXPERIMENTS AND APPLICATIONS
We evaluate our proposed algorithm and implementation
with two kinds of experiments. First, we apply our algorithm
to a set of random and real-world graphs to make them diag-
onalizable (and possibly invertible) and investigate the results.
Then we show a Wiener filter as prototypical application that is
enabled by using our approach that first establishes a complete
basis of eigenvectors.
The experiments in this section, unless stated otherwise,
were performed on a computer with Intel Core i9-9880H CPU
and 32 GB of RAM.
A. Computing generalized boundary conditions
Random digraphs. In our first experiment we apply our al-
gorithm DestroyJordanBlocks in Fig. 9 to four different classes
of random digraphs [41]. We briefly recall their properties.
9min median max
edges time edges time edges time
Watts-Strogatz 0 0.2s 1 0.5s 3 1.3s
Baraba´si-Albert 36 4.4s 44 10s 55 31s
Klemm-Eguı´lez 10 2.2s 27 6s 47 9s
TABLE I: Edges added and runtime of DestroyJordanBlocks
for three different random graph models with 500 nodes and
approximately 5000 edges.
The Erdo˝s–Re´nyi model creates homogeneous digraphs in
the sense that the degree distribution of the nodes decays
symmetrically from the mean degree, the average path length
increases as the graph size increases, and its clustering coef-
ficient reduces as the graph size increases.
The Watts-Strogatz model leads to small-world digraphs
which means they have large clustering coefficients, unlike
the Erdo˝s–Re´nyi random graphs.
The Baraba´si-Albert model yields scale-free digraphs in the
sense that their degree distribution is very inhomogeneous,
which means they contain a large numbers of nodes with small
degree and a only a few hubs with large degree.
The fourth model is Klemm-Eguı´lez, which combines the
small-world property of the Watts-Strogatz model with the
scale-freeness of the Baraba´si-Albert model. Since it is conjec-
tured that real-world networks are scale-free and small-world,
these graphs may be particularly realistic.
For each model we generated 100 random weakly connected
graphs2 with 500 nodes. We set the model parameters to
obtain an average of about 5000 edges in each case. For
the Erdo˝s–Re´nyi model we choose a success probability of
connecting two nodes of 0.02. We created Watts-Strogatz
model graphs with 10 edges to each node in the initial ring
lattice and a rewiring probability of 0.001. The Baraba´si-
Albert model got as parameters a seed size of 10 and an
average degree of the nodes of 10. Finally we used the Klemm-
Eguı´lez model with seed size 5 and a probability of connecting
to non-active nodes of 0.1. The parameters are explained
in [41].
For Erdo˝s–Re´nyi, all generated graphs were diagonalizable.
For the other models we summarize the results of applying
DestroyJordanBlocks in Table. I. The table reports the mini-
mum, median, and maximum number of edges added to make
them diagonalizable and the runtime to do so. The first main
observation is that our algorithm works in each case and with a
runtime that is easily acceptable for a one-time preprocessing
step. For Watts-Strogatz very few edges are sufficient in all
cases, whereas for the other two up to 1% additional edges
may be needed in the worst case.
Next, we consider three real-world graphs.
USA graph. First, we consider a small digraph consisting
of the 48 contiguous US states with edges going from lower to
higher latitude (see Fig. 10) that has been a popular use case
in several publications (e.g., [21], [26]). The graph consists
2If a graph is not weakly connected the components can be processed
separately.
Fig. 10: The USA graph. The 7 new edges added by De-
stroyJordanBlocks are shown as dashed blue.
Fig. 11: The eigenvalues of the USA graph (black circle), and
after making it diagonalizable (red squares).
of 48 nodes and 105 edges and is an extreme case since
it is acyclic, i.e., only has the eigenvalue 0, with 7 Jordan
blocks of sizes 13, 10, 9, 5, 5, 4, 2, respectively. Application of
DestroyJordanBlocks yields (the minimal needed number of) 7
added edges shown in Fig. 10 dashed in blue. The eigenvalues
of the modified graph are shown in Fig. 11. They are all
simple eigenvalues, and well-separated, which is ideal for any
subsequent GSP analysis. Further, Fig. 12 shows the angles
between (spaces generated by the) eigenvectors. On the left
for the Jordan basis of the original USA graph (which for this
size is still computable) and on the right for the eigenbasis
of the modified graph. The basis is not far from orthogonal,
a property that will become more pronounced for the larger
graphs considered next.
Fig. 12: The angles between the computed generalized eigen-
vectors of the original USA graph (left) and the angles
between the computed eigenvectors of the USA graph with
the additional edges (right).
10
Fig. 13: The Manhattan graph with 5464 nodes.
Fig. 14: Manhattan graph: The histogram of all 54642 angles
between the spaces spanned by the computed eigenvectors:
for all angles (left), and zoomed in on angles ≤ 60 degrees
(right).
Manhattan taxi graph. Next we demonstrate that our
algorithm can process large-scale graphs that are particular
challenging in numerical stability. First we consider the Man-
hattan taxi graph used in [42], [22]3 and shown in Fig. 13.
The graph consists of 5464 nodes, each representing a spatial
location at the intersection of streets or along a street. A
directed edge means that traffic is allowed to directly move
from one node to the other. The total number of edges in the
graph is 11568.
Because of the large scale and rank deficiency, as explained
in Section IV-B, we first apply DestroyZeroEigenvalues in
Fig. 8 to first remove all zero eigenvalues, which took 2.3
minutes and added 772 edges (about 6.7%). Then we applied
DestroyJordanBlocks in Fig. 9, which added another 1 edge in
2.5 minutes for a total processing time of about 5 minutes. Our
algorithm guarantees that the resulting graph has a computed
eigenmatrix with full rank (with tolerance σmin ≥ R = 10−6),
and a minimal angle between computed eigenvectors of D ≥
one degree. However, Fig. 14 shows that the eigenbasis is
even very close orthogonal. It is also numerically stable:
σmin = 0.0017, σmax = 4.9158, i.e., the condition number
is κ = σmax/σmin = 2892, which means we can compute a
valid Fourier transform by inversion4.
To show the gain in computational complexity, we also
applied only DestroyJordanBlocks from Fig. 9. For this ex-
3The graph and the graph signal is based on data available at https://www1.
nyc.gov/site/tlc/about/tlc-trip-record-data.page
4If the condition number is κ, about log10 κ decimal digits of precision
are lost when inverting the matrix in floating point [43, p. 95]. Here it is only
3 digits out of 16 available in double precision.
periment we used a computer with Intel Xeon CPU E5-2660,
2.2 GHz with 128 GB of RAM. The algorithm added 243
additional edges within 19 hours. Even though the number
of edges added differs significantly, the eigenspace angle
distribution for both approaches turned out very similar, mean-
ing in both cases one obtains an almost orthogonal graph
Fourier transform. The eigenbasis obtained by applying only
DestroyJordanBlocks is slightly less stable: σmin = 0.0006,
σmax = 4.897 for a condition number of κ = 7802. Note that
when using only DestroyJordanBlocks, the adjacency matrix
still has eigenvalue zero with a high (namely 536) multiplicity.
In the following we consider only the previous modified
graph obtained with the fast method that combines both
algorithms.
Fig. 15a shows that the eigenvalues of the modified graph
lie in a similar range as those of the original graph, except for
those near zero that we destroyed.
Basis vectors v can be ordered by total variation TVA (see
(5)) w.r.t. the adjacency matrix A. For an eigenvector v with
||v||1 = 1 and eigenvalue λ, TVA(v) = |1−λ/λmax|. We noted
earlier (Lemma 5) that the eigenvectors v of our modified
graph (A+B) are, in a sense, approximate eigenvectors for the
original A. Here we compare the total variations TVA+B(v)
and TVA(v) of the eigenbasis of A+ B when used as basis
for A.
Fig. 15b plots TVA(v) against TVA+B(v). Even though
about 6.5% of edges were added, the total variations are
almost equal. This means that our method preserved the
ordering of frequencies and thus the notion of low and high
frequency. Thus, for example, a low-pass filter designed for
the diagonalizable graph A + B will be a low pass filter for
the original A.
We also show the distribution curve of the total variations
in Fig. 15c. Interestingly, it is similar to the curve in [22,
Fig. 16], even though a very different approximation method
was used.
The work in [42] used as signal on the Manhattan graph the
number of hourly taxi rides starting from each node. Similarly,
we take the number of taxi rides averaged over the first half
of 2016. The obtained graph signal is shown in Fig. 16.
We apply the graph Fourier transform for the graph we
obtained by applying DestroyZeroEigenvalues and DestroyJor-
danBlocks to the Manhattan graph to this signal. For this,
we sorted the eigenvectors with respect to total variation and
normalized them to ‖v‖2 = 1. The obtained magnitude signal
spectrum is shown in Fig. 17.
Citation graph. As second large real-world graph we use
the arXiv HEP-PH citation graph released in [44]5. For our
experiments we used a weakly connected subgraph with 4989
vertices and 17840 edges shown in Fig. 18, where the nodes
are vertically placed by publication time.
As a citation graph this graph is very close to being acyclic
and thus has almost all eigenvalues 0, i.e., it is particularly
challenging.
As before, we first apply DestroyZeroEigenvalues in Fig. 8
to remove all eigenvalue zeroes, which took 9.5 minutes and
5The graph is available online at https://snap.stanford.edu/data/cit-HepPh.
html
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(a) Eigenvalues of A (blue) and A+B (red). (b) TVA(v) vs. TVA+B(v). (c) Distribution of TVA(v).
Fig. 15: Properties of the eigenvalues and eigenvectors v of the modified Manhattan graph A+B.
Fig. 16: The graph signal of averaged hourly taxi rides on the
Manhattan graph.
Fig. 17: The spectrum of the Manhattan graph signal. The
frequencies are ordered by total variation.
added 1890 edges (about 10.5%). Using DestroyJordanBlocks
then added another 21 edges in 22 minutes and gives the
usual guarantees on the minimal angle between the computed
eigenspaces. However, Fig. 19 shows that, as for the Man-
hattan graph, the eigenbasis is even almost orthogonal. The
obtained Fourier basis, with ‖v‖2 = 1, is again numerically
stable: σmin = 0.0026, σmax = 5.1847, for a condition number
of κ = 1994.1).
As for the Manhattan graph, Fig. 20 plots TVA(v) against
TVA+B(v). Even though about 10% of edges were added,
they are close to equal and very close to order preserving.
Fig. 18: A citation graph with 4989 nodes.
Fig. 19: Citation graph: The histogram of all 49892 angles
between the spaces spanned by the computed eigenvectors
for the citation graph: for all angles (left), and zoomed in
on angles ≤ 60 degrees (right).
Fig. 20: TVA(v) vs. TVA+B(v) for the eigenvectors v of
A+B.
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B. Wiener filtering with energy preserving shift
The work in [45] introduced an energy-preserving shift for
graphs and digraphs but required the adjacency matrix to be
diagonalizable. We show that our work can be used as a
preprocessing step to establish this property to then enable
further SP. As example, we use the generalization of Wiener
filtering to graphs show-cased in [45]. First, we briefly provide
background from [45].
Energy-preserving shift. Let A = V DV −1 with D
diagonal and let Λe = diag(λe1 , . . . , λeN ), with λek =
e−2jpi(k−1)/n. The energy-preserving graph shift is then de-
fined as
Ae = V ΛeV
−1. (28)
Thus, ‖Fs‖ = ‖F(Aes)‖ and n applications to a signal
reproduce the original: Anex = x. If the eigenvalues of A
are all simple, Ae is a polynomial in A, i.e., a filter.
Graph Wiener filter. Consider a graph signal x and a noisy
measurement of the signal y = x+n. The graph Wiener filter
of order L has the form
H =
L−1∑
k=0
hkA
k
e , (29)
where the filter coefficients h are found by solving
min
h
‖Bh− x‖22, with B = [y Aey . . . AL−1e y]. (30)
Using Ry,y(`,m) = yH(A`e)
HAme y as definition for autocor-
relation of the graph signal y, and rx,y(`) = yH(A`e)
Hx as
definition of the cross-correlation between the graph signals
x, yields the linear equation
Ry,yh = rx,y (31)
for the coefficients of the Wiener filter. Note that the powers
of Ae can be computed efficiently using Ake = V Λ
k
eV
−1.
Small graph signal. Since in [45] a random graph was used
to evaluate the graph Wiener filter, we use the USA graph in
Fig. 10 for our experiments. As graph signal we used, similar
to [21], [26], the average monthly temperature of each state6.
Then we added, over 1000 simulations, normally distributed
noise with zero mean and standard deviation of 10 to the
signal, leading to a signal-to-noise ratio of 14.4± 0.9 decibel.
Small graph results. Fig. 21 shows the relative reconstruc-
tion error, as function of the filter order, for the graph Wiener
filtered signal. The filter was designed with our modified graph
that ensures diagonalizability. The qualitative behavior is as
expected based on the results in [45]. Designing the Wiener
filter based on the original graph and its Jordan basis fails (and
was also not proposed in [45]).
Large graph results. The experiments in [45] only consid-
ered a graph with 40 nodes. Here, we repeat the previous
experiment with the large scale Manhattan graph signal in
Fig. 16 with added noise. Since the JNF is (by far) not
computable in this case (and the method also did not work
with the Jordan basis in Fig. 21) we only show the results
for the modified graph after applying DestroyZeroEigenvalues
6Available on https://www.currentresults.com/Weather/US/
average-annual-state-temperatures.php
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Fig. 21: The relative reconstruction error ‖x − d‖/‖x‖ of
the Wiener filtered noisy signal d compared the original
signal x, for different filter orders and energy-preserving shifts
based on the adjacency matrix of the original graph and our
modified graph. We used normally distributed noise with mean
0 and standard deviation 10. The average over 1000 noise
simulations is shown as thick line and the standard deviation
as shaded area in the respective colors.
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Fig. 22: The relative reconstruction error ‖x− d‖/‖x‖ of the
Wiener filtered noisy signal d to the original Manhattan graph
signal x. In this experiment we added normally distributed
noise with mean 0 and standard deviation 0.5.
and DestroyJordanBlocks and get a roughly similar behavior
as before. Due to the high computational cost we show only
one run and thus no standard deviation.
In summary, using our method as preprocessing step makes
the design of Wiener filters from [45] applicable to non-
diagonalizable digraphs.
VI. CONCLUSION
We presented a practical and scalable solution to the chal-
lenging problem of designing a suitable Fourier basis in the
case of non-diagonalizable shifts and filters in digraph signal
processing. The basic idea was to add edges, i.e., slightly per-
turb the adjacency or Laplacian matrix to enforce this property.
Then the Fourier basis and transform of the modified graph are
used for the original graph. Equivalently, our method can be
seen as a way to construct an approximate, numerically stable
eigenbasis and associated approximate Fourier transform that
are still associated with an intuitive notion of shift in the graph
domain. We showed that the method even works for directed
acyclic graphs, which only have the eigenvalue zero.
Our method has more general potential uses to establish
other desirable properties. Examples that we showed in the
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paper include invertibility or simple eigenvalues only for the
graph shift, properties that are required or desirable for certain
applications. It is intriguing, and invites further investigation,
that the added edges must add cycles in the graph, thus
generalizing the concept of cyclic boundary conditions. Also
intriguing is that the Fourier bases obtained seem to be
close to orthogonal and that they seem to maintain the total
variation and its ordering with respect to the original graph.
Finally, we would like to stress that the implementation of
our method copes well with the inherent numerical instability
of eigenvalue computations and scales to several thousands
nodes.
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