Many practical applications of machine learning require data-efficient black-box function optimization, e.g., to identify hyperparameters or process settings. However, readily available algorithms are typically designed to be universal optimizers and are, thus, often suboptimal for specific tasks. We therefore propose a method to learn optimizers which are automatically adapted to a given class of objective functions, e.g., in the context of sim-to-real applications. Instead of learning optimization from scratch, the proposed approach is firmly based within the famous Bayesian optimization framework. Only the acquisition function (AF) is replaced by a learned neural network and therefore the resulting algorithm is still able to exploit the proven generalization capabilities of Gaussian processes. We present experiments on several simulated as well as on a sim-to-real transfer task. The results show that the learned optimizers (1) consistently perform better than or on-par with known AFs on general function classes and (2) can automatically identify structural properties of a function class using cheap simulations and transfer this knowledge to adapt rapidly to real hardware tasks, thereby significantly outperforming existing problem-agnostic AFs.
Introduction
Global optimization of black-box functions is highly relevant for a wide range of real-world tasks. Oftentimes, the focus lies on the optimization of relatively low-dimensional ( 10D) functions where each function evaluation is considered expensive. Numerous examples can be found within the field of machine learning (e.g., the tuning of hyperparameters) as well as in practical settings outside of it (e.g., the identification of control parameters or the optimization of system designs). In this context of data-efficient global black-box optimization, Bayesian optimization (BO) has emerged as a powerful solution (Brochu et al., 2010; Snoek et al., 2012; Shahriari et al., 2016 ). BO's data efficiency originates from a probabilistic surrogate model which is used to generalize over information from individual data points. This model is typically given by a Gaussian process (GP), whose wellcalibrated uncertainty prediction allows for an informed exploration-exploitation trade-off during optimization. The exact manner of performing this trade-off, however, is left to be encoded in an acquisition function (AF). Several handdesigned AFs are available to choose from and it is typically not clear which one performs best for a given new problem.
This issue relates to general mathematical results (Igel & Toussaint, 2004; Wolpert & Macready, 1997) stating that one cannot hope to invent optimization algorithms which are optimal for all types of problems. However, by exploiting specific structural properties of a given class of objective functions, it is possible to devise optimizers which perform well on instances of this function class. Unfortunately, manually designing a new optimization strategy for each new class of functions would be prohibitively expensive as it required continuous expert attention. Therefore, it is desirable to find methods which are able to automatically discover structure in the class of objective functions at hand and exploit this knowledge for data-efficient global black-box optimization.
The meta-learning approach to this problem assumes access to a large set of functions which are similar to the objective functions under consideration but preferably cheaper to evaluate. In an offline training phase on such a set of functions the algorithm can then be adjusted to a particular type of optimization problems with the goal of exhibiting superior performance compared with general-purpose optimization strategies in the subsequent application. For meta-learning global black-box optimization, such cheap training sets can be obtained in various ways. For example, in the context of hyperparameter optimization for NN training (Li & Malik, 2017) , similar objective functions arise from evaluating the same loss function on various different and comparably small datasets. Likewise, in the context of control tasks, a set of similar objective functions emerges by using different sets of physical parameters in a fast simulation of the system of interest.
While many meta-learning approaches learn new algorithms from scratch, we argue that learning the entire optimization algorithm end-to-end is not always the most effective approach. Instead, it might be beneficial to only replace parts of an existing optimization algorithm instead of relearning it completely from data. For instance, BO is known to work well by exploiting the generalization capabilities of its underlying GP, while it is known that training Bayesian NNs to exhibit the same generalization capabilities and wellcalibrated uncertainty predictions is hard, especially in the regime of little data. In this spirit, we propose to meta-learn data-efficient global black-box optimization by keeping the proven BO loop intact and by only replacing the optimization strategy, i.e., the AF within this loop, by a learned AF.
The contributions of this article are (1) a novel method which allows the incorporation of knowledge about the structural properties of a class of objective functions into the framework of BO via a learned neural AF to increase data-efficiency, cf. Sec. 4.1, (2) an automatic and practical procedure for training such neural AFs which is fully compatible with the black-box optimization setting, i.e, which requires no gradients of the objective functions, cf. Sec. 4.2, and (3) the demonstration of the practical applicability of our approach on several synthetic function classes as well as a challenging hardware control task, cf. Sec. 5.
Related Work
The general idea of improving the performance or speed of convergence of a learning system on a given set of tasks through experience on similar tasks, known in the literature as learning to learn, meta-learning or transfer learning, has attracted a large amount of interest in the past and remains an active field of research (Schmidhuber, 1987; Hochreiter et al., 2001; Thrun & Pratt, 1998; Lake et al., 2016) .
In the context of meta-learning optimization, a large body of literature revolves around learning local optimization strategies. One line of work focuses on learning improved optimizers for the training of neural networks, e.g., by directly learning update rules (Bengio et al., 1991; Runarsson & Jonsson, 2000) or by learning controllers for selecting appropriate step sizes for gradient descent (Daniel et al., 2016) . Another direction of research considers the more general setting of replacing the gradient descent update step by learned neural networks which are trained using either reinforcement learning (Li & Malik, 2016; or in a supervised fashion (Andrychowicz et al., 2016) . (Finn et al., 2017) propose a general approach for initializing machine learning models through meta-learning on a variety of tasks to be able to solve new learning tasks with few gradient steps.
We are currently aware of only one work (Chen et al., 2017) which tackles the problem of meta-learning global blackbox optimization from scratch. In contrast to our proposed method, the authors choose an end-to-end approach and represent the optimizer as a recurrent neural network working on the raw input vectors. Based on statistics of the optimization history accumulated in its memory state, this network directly proposes the next query point. The network is trained in a supervised fashion which requires the gradients of the objective functions during training to backpropagate them through the unrolled RNN. In contrast, we consider the application context when these gradients are not available and thus resort to reinforcement learning.
A number of articles address the problem of warm-starting BO using transfer learning, i.e., improving BO's dataefficiency via incorporating data from past optimization runs (source tasks) into the current optimization (target task). Many approaches rely on hand-engineered dataset features to measure the similarity of source and target datasets. Such features can be used for example in a GP-based ranking algorithm (Bardenet et al., 2013) or to pick promising initial configurations (Feurer et al., 2015a; . A range of methods accumulate all available source and target data in a single GP and make the data comparable via normalization or multi-kernel GPs (Yogatama & Mann, 2014) , multi-task GPs (Swersky et al., 2013) , an adapted GP noise model (Theckel Joy et al., 2016) , or a bias-corrected source data set (Shilton et al., 2017) . These methods naturally suffer from the cubic scaling behaviour of GPs when used with a large number of source data points. This issue is tackled by several authors via combining one GP for each source task with one additional GP for the target task in an ensemble model with the weights adjusted according to the predicted GP uncertainties , dataset similarities , or estimates of the GP generalization performance on the target task (Feurer et al., 2018) . (Golovin et al., 2017) form a stack of GPs by iteratively regressing onto the residuals w.r.t. the most recent source task.
The method which is closest in spirit to our approach is (Wistuba et al., 2018) . It is similar to the ensemble techniques described above with the important difference that the source and target GPs are not combined via a surrogate model but via a new AF, the so-called transfer acquisition function (TAF). This TAF is defined to be a weighted superposition of the predicted improvements according to the source GPs and the expected improvement according to the target GP. The weights are either adjusted according to the GP's uncertainties or by using hand-engineered dataset features. In comparison, our method also combines the knowledge from the source and target datasets in a new AF but the weighting is determined automatically in a meta-learning phase and can additionally be regulated during the optimization on the target task to adapt the exploration-exploitation trade-off online to the specific objective function at hand. Furthermore, our method does not have to store and evaluate many source GPs during optimization as the knowledge from the source datasets is encoded directly in the network weights of the learned neural AF.
Preliminaries
We state the general problem of global optimization, review Bayesian optimization, and give a short overview of the reinforcement learning method we use in this paper.
Global Optimization
We formalize the problem of global optimization as follows. An optimization algorithm is presented with some unknown bounded real-valued objective function f : D → R on the compact domain D ⊂ R D and its goal is to find a global optimum x * ∈ arg max x∈D f (x). The only means of acquiring information about f is via (possibly noisy) evaluations at points in D. Thus, at some step t ∈ {1, 2, . . . } of the optimization, the optimizer has to decide for the iterate x t ∈ D based on the optimization history
. In particular, the optimizer does not have access to gradient information.
To assess the performance of some global optimization algorithm, it is natural to use the simple regret
where x + t is the best input vector found by the algorithm up to and including step t. This performance measure must not be confused with the immediate regret, defined as the difference between the function values at the true optimum and the current evaluation. In what follows, we use the term "regret" to refer to the simple regret.
To specify a criterion of when to stop the optimization, one usually fixes some optimization budget T , i.e., the number of steps the optimizer is allowed to perform. Then, the result of the optimization is given by x + T .
Bayesian Optimization
Bayesian optimization (BO) is a well-established and dataefficient method for global optimization (Shahriari et al., 2016) of costly objective functions. In BO, a prior belief about the objective function f is specified and at each step t a probabilistic surrogate model conditioned on the current optimization history H t is built. Typically, Gaussian processes (GPs) are employed as surrogate models in BO, due to their flexibility and well-calibrated variance predictions. Then, the resulting posterior belief about f is given in terms of Gaussian random variables 1 f (x), i.e., by a mean function
To determine the next iterate x t based on the belief about f given H t , a sampling strategy is defined in terms of an acquisition function (AF) α ( · | H t ) : D → R. The AF outputs a score value at each point in D such that the next iterate is defined to be given by x t ∈ arg max x∈D α ( x | H t ). To obtain powerful optimizers, the AF is carefully designed to trade-off exploration of unknown versus exploitation of promising areas in D. There are several variants of AFs reported in the literature, each defining one specific type of BO. An early example is to query f at the point of maximal probability of improvement (PI) (Kushner, 1964) 
where ε > 0 is a parameter adjusting the explorationexploitation trade-off.
A similar method typically showing improved performance is expected improvement (EI) (Mockus, 1975) 
Yet another popular AF uses the upper confidence bound (UCB) (Lai & Robbins, 1985) to decide for the next sampling point, i.e., α UCB ( x | H t ) ≡ µ t (x) + κσ t (x). Here, κ > 0 is again an exploration parameter. In a variant of this AF called GP-UCB (Srinivas et al., 2010) , κ follows a specific schedule yielding provable bounds on the cumulative regret for GP surrogate models.
Reinforcement Learning
Reinforcement learning (RL) allows learning goal-oriented behavior of an agent via trial-and-error interactions with its environment (Sutton & Barto, 1998) . This interaction process is formalized as a Markov decision process: at step t the agent senses the environment's state s t ∈ S and uses a policy π : S → P (A) to determine the next action a t ∈ A. In general, π is a probabilistic policy and P (A) denotes the probability measures over A. The environment's response to a t is the next state s t+1 , which is drawn from a probability distribution with density p ( s t+1 | s t , a t ). The agent's goal is formulated in terms of a scalar reward r t = r (s t , a t , s t+1 ), which the agent receives together with s t+1 . The agent aims to maximize the expected cumulative discounted future reward η (π) when acting according to π and starting from some state s 0 ∈ S, i.e.,
Here, T denotes the episode length and γ ∈ (0, 1] is a discount factor.
There exists a wide range of methods (Arulkumaran et al., 2017) for learning policies π that maximize η (π). A recent and particularly successful algorithm is Proximal Policy Optimization (PPO) (Schulman et al., 2017) . PPO directly parametrizes the policy π = π θ by some parameter vector θ and performs gradient descent on a clipped version of the conservative policy iteration loss function (Kakade & Langford, 2002) to perform a policy update π θ old → π θ . Gradients of this loss function are approximated using a batch of (s t , a t , r t )-samples recorded with the current policy π θ old . The clipping of the loss function emulates a trust region update in π (Schulman et al., 2015a) .
Meta-Learning Acquisition Functions for Bayesian Optimization
We now introduce our approach for learning data-efficient customized sampling strategies in the context of BO.
Bayesian Optimization with Neural Acquisition Functions
Our goal is to learn a global black-box optimization method which is able to identify and exploit specific structural properties of some class of objective functions for improved dataefficiency. Instead of learning optimization from scratch, we stay within the realm of BO, as this method is wellknown for its data-efficiency which is achieved by exploiting the powerful generalization capabilities of a GP surrogate model. The sampling strategy built upon this GP is classically encoded in a hand-designed AF. We use meta-learning to replace this AF by a learned neural network but keep the rest of the BO-loop intact (middle panel of Fig. 1 ). To distinguish it from a classical hand-engineered AF α, we call such a network a neural acquisition function and denote it by α θ , indicating that it is parametrized by a vector θ.
As inputs to the neural AF we use the pointwise GP posterior prediction, i.e.,
. This architecture allows learning a scalable neural AF that can be evaluated at arbitrary points x ∈ D. Note that if appropriate activation functions are used, a neural AF constitutes a smooth mapping D → R and thus state-of-the-art local optimization strategies can be employed to find its maximum when used in the BO loop. We further emphasize that after the training phase the resulting neural AF is fully automatic, i.e., there is no need to calibrate any hyperparameters.
Let F be the class of objective functions for which we want to learn a neural acquisition function α θ . For instance, F could be the set of objective functions resulting from different physical configurations of a laboratory experiment or the set of loss functions used for training a machine learning model evaluated on different data sets. Typically, such function classes have structure which can be exploited for data-efficient optimization. Oftentimes, it is easy to ob-
Optimization run on some f ∈ F Episode length T Optimization budget T State s t GP-posterior µ t , σ t on grid ξ Action a t Proposed sampling point x t Reward r t Perf. measure, e.g., neg. regret −R t Transition prob. p Noisy eval. of f , GP-update Table 1 . Correspondence of the MetaBO-setting with the ingredients of a reinforcement learning approach. tain approximations to F, i.e., a set of functions F which grasp the most relevant properties of F (e.g., through simulations) but are much cheaper to evaluate. In an offline training phase, our meta-learning algorithm makes use of such cheap approximations to learn about the structure of F and to adapt θ to obtain a data-efficient optimization strategy customized to F. We dub the resulting algorithm MetaBO.
Training Procedure
In practical optimization tasks, gradients of the objective functions in F are typically not available. This is oftentimes also true for the functions in F on which the neural AF is trained. For instance, system simulations usually do not provide gradient information and obtaining numerical approximations is very inefficient. Thus, we resort to training methods which do not require gradients of the objective function and propose to use the trust-region policy gradient method Proximal Policy Optimization (PPO) as the meta-algorithm to learn the neural AF. Tab. 1 translates the MetaBO-setting into reinforcement learning parlance.
During training, the meta-algorithm requires access to the global information contained in the GP posterior prediction. Thus, the state s t at optimization step t corresponds to the functions µ t and σ t . PPO explores the state space using a stochastic policy π from which the actions a t = x t are sampled, i.e., a t ∼ π ( · | s t ). To arrive at a practical implementation, we evaluate µ t and σ t on a grid ξ ≡ {ξ n } N n=1 ⊂ D and feed these evaluations one at a time through the neural AF α θ , yielding one output
These outputs are interpreted as the logits of a multinomial distribution, i.e., we arrive at the policy architecture
. Thus, the proposed policy is a concatenation of evaluations of the same neural acquisition function α θ evaluated at arbitrarily many input locations ξ i . The right panel of Fig. 1 illustrates this policy architecture.
Due to the curse of dimensionality, it is infeasible to use sufficiently fine static grids to make sure the meta-algorithm has access to all relevant points in D. Therefore, MetaBO uses an adaptive gridding approach that mimics the optimization of the AF in the popular BO implementation Spearmint
MetaBO Training Loop
Neural AF in the BO loop Policy architecture Figure 1 . Different levels of the MetaBO framework. Left panel: structure of the training loop for meta-learning neural AFs using PPO. Middle panel: the classical BO loop with a neural AF. At test time, there is no difference to classical BO, i.e., xt is given by the arg max of the AF output. During training, the AF corresponds to the RL policy which is evaluated on a grid over the optimization domain. The outputs are interpreted as logits of a multinomial distribution from which the actions at = xt are sampled. This sampling procedure is detailed in the right panel. (Snoek et al., 2012) . The neural AF α θ is first evaluated on a relatively coarse Sobol grid ξ global spanning the whole domain D. Then, local maximizations of α θ from the k points corresponding to the best evaluations are started. We denote the resulting set of local maxima by ξ local . Finally, we define the state s t to consist of the functions µ t and σ t evaluated on the union ξ ≡ ξ local ∪ ξ global . The local part of this grid enables the agent to exploit what it has learned so far by picking points which look promising according to the current neural AF while the global part maintains exploration.
As reward signal we use the negative simple regret, i.e., r t ≡ −R t . This choice rewards fast convergence to the optimum but does not penalize explorative evaluations which do not yield an immediate improvement. Furthermore, this choice makes episodes on different objective functions f ∈ F comparable, as it normalizes the outcomes w.r.t. the current true maximum. Note that the knowledge about the true maximum is only needed during training. In cases when it is not even known at training time, a cheap approximation (e.g., by evaluating the function on a coarse grid) can also be used.
The left panel of Fig. 1 depicts the training loop graphically. The outer loop corresponds to the PPO iterations, each performing a policy update step π θi → π θi+1 . To approximate the gradients of the PPO loss function, in the inner loop we record a batch of episodes, i.e., a set of (s t , a t , r t )-tuples, by rolling out the current policy π θi . At the beginning of each episode, we draw some function f from the training set F and fix an optimization budget T . In each iteration of the inner loop we determine the adaptive grid ξ and feed the state s t , i.e., the GP posterior evaluated on this grid, through the policy which yields the action a t = x t .
We then evaluate f at this point and use the result to compute the reward r t and to update the optimization history:
Finally, the GP is conditioned on the updated optimization history H t+1 to obtain the next state s t+1 .
Incorporating Additional Input Features
A key feature of the proposed MetaBO framework is the possibility to easily incorporate additional task-relevant information by extending the state s t , i.e., by giving the neural AF access to additional input features (beyond the GP posterior prediction µ t and σ t ). In particular, we propose to add to the state s t the current optimization step t, the optimization budget T as well as the point x ∈ D at which the inputs µ t = µ t | x and σ t = σ t | x were evaluated. These features can be valuable for adjusting the exploration-exploitation trade-off as well as for recognizing structure in the class of objective functions.
Value Function
To reduce the variance of the gradient estimates for PPO, a value function V π (s t ), i.e., an estimator for the expected cumulative reward from state s t , can be employed (Schulman et al., 2015b) . In this context, the optimization step t and the budget T are particularly informative features, as for a given sampling strategy on a given function class they allow quite reliable predictions of future regrets. Thus, we propose to use a separate neural network to learn a value function of the form V π (s t ) = V π (t, T ). 
Experiments
We trained MetaBO on a range of function classes and compared the performance of the resulting neural AFs with popular hand-engineered AFs for BO, namely EI, GP-UCB, and PI. For the transfer learning experiments, we additionally benchmarked against the transfer acquisition function framework (TAF) with the weights adjusted according to the product of experts formula (which does not require any dataset features and is thus readily applicable in our setting) as proposed in (Wistuba et al., 2018) .
We used the GP-implementation GPy (GPy, 2012) with squared-exponential kernels and carefully tuned the GPhyperparameters for the benchmark AFs to yield optimal performance. We also experimented with type-2 maximum likelihood hyperparameter optimization but found that in the regime of little data -which is the focus of this workfixed hyperparameters worked best for all experiments.
As initial design for the benchmark AFs we used a Sobol grid and adapted the number of grid points for optimal performance of the benchmark AFs. We set a value of ε = 0.05 for the exploration parameter of PI and δ = 0.1 for GP-UCB as reported in (Srinivas et al., 2010) . As is standard, we used the parameter-free version of EI. Note that after training MetaBO has no free hyperparameters and works without any initial design.
To maximize the AFs, we uniformly discretized the domain into {250, 1024, 2744, 10000, 10000} points for D ∈ {1, 2, 3, 4, 5}, respectively, and used the lbfgs-b optimizer with multistarts from the five best evaluations on this grid.
We used multi-layer perceptrons with two hidden layers and 100 hidden units each to represent both the neural AF and the value function. The static grid ξ global was the same as the multistart grid described above and the adaptive local part ξ local made up one additional point. During training, we employed ten parallel CPU-workers to record the data batches and one GPU to perform the policy updates. Depending on the dimension D and the complexity of the objective functions, training a neural AF for a given function class took between 30 min and 5 h on this moderately complex architecture.
We report the performance in terms of the simple regret R t in dependence of the optimization step t. If the true maximum is not known, the regret is calculated with respect to an approximate maximum. Note that in such cases R t can become negative. We always show the median simple regret over 100 optimization runs (10 for experiments on hardware) together with the 30%/70% percentiles (shaded areas).
General Function Classes
First, we present MetaBO's performance on general function classes without any specific structure except some correlation lengthscale. To construct such objective functions we sampled from a GP prior with squared-exponential kernel. We evaluated both the cases of a fixed kernel lengthscale = 0.5 as well as of lengthscales sampled uniformly for each new function from the interval [0.3, 0.7] . We used the same lengthscale for all dimensions and set the optimization domain to the unit hypercube, i.e.,
We adapted the kernel lengthscales of the surrogate GP to fit the lengthscale of the underlying function class. For all experiments, we trained and evaluated MetaBO on the same function class, but with different random seeds. Thus, MetaBO has never seen the evaluation functions during training.
For these experiments, we excluded the feature x from the state s t , as the absolute position in the optimization domain should not contain any valuable information for optimization on such general function classes.
The results (Fig. 2) show that MetaBO is capable of learning neural AFs which perform on-par with or slightly better than the benchmark AFs on very general function classes with up to D = 5 dimensions. During the metalearning phase, MetaBO automatically identified a suitable exploration-exploitation trade-off for BO, resulting in a fully hyperparameter-free neural AF at evaluation time. As the results are very similar, we move the plots for dimensions D ∈ {1, 3} as well as those for varying lengthscales to App. A.
Global Optimization Benchmark Functions
As a second experiment, we evaluated our method on the classical global optimization benchmark functions Branin (D = 2), Goldstein-Price (D = 2), and Hartmann-3 (D = 3). We used the versions reported in (Picheny et al., 2013) . In particular, we scaled the functions such that again
To examine MetaBO's capabilities of exploiting structure in function classes for data-efficient global optimization, we applied random translations sampled uniformly from [−a, a] D as well as random scalings sampled uniformly from [0.9, 1.1]. We clipped the sampled translations such that at least one global optimum stayed within D.
For these experiments, we included the position feature x as we suspect it being useful for identifying structure in the function classes.
Evaluation on the Training Distribution First, we trained neural AFs for a fixed value of a = 0.1 corresponding to translations bounded to 10% of the size of the optimization domain along each axis. We first report the performance on functions drawn from this training distribution (with different random seeds), cf. Fig. 3 . The results show that neural AFs trained with MetaBO outperform the classical AFs EI, PI, and GP-UCB by a large margin, in particular at early stages of the optimization.
To set the hyperparameters of TAF, we followed (Wistuba et al., 2018) and used M TAF = 50 source tasks. To give TAF fair access to the whole range of source tasks contained in the training distribution, we used a Sobol grid over the whole domain of translations a ∈ [−0.1, 0.1] D . Further, we used a Sobol grid with N TAF = 100 points over the optimization domain D to feed the source GPs. Unfortunately, we could not achieve competitive performance of TAF with these settings. We believe this to be a consequence of TAF's weighted superposition of EI on the target task and predicted improvements on the source tasks which yields an interference pattern for M TAF > 1 due to the optima of the source objectives being spread rather uniformly over parts of the domain D. This encourages TAF to first consume the source data without significant adaption to the target task, leading to long-lasting exploration. To improve TAF's performance, we experimented with a range of hyperparameters, M TAF ∈ {1, 2, 5, 10, 50}, and found that TAF performed best with M TAF = 1 source GP fed with data from the non-translated (a = 0.0) global optimization benchmark functions. Note that this source tasks represents the whole training distribution optimally in the sense that the average translation of all objectives in the training distribution w.r.t. the source task is minimal. With this setting, TAF performs almost on-par with MetaBO for the Branin and Goldstein-Price functions and even outperforms it on the Hartmann-3 function. We emphasize, however, that in practice it is usually very impractical or even impossible to find a source task by hand which is representative of all objective functions in the training set in the sense described above.
In contrast, in the meta-learning phase, MetaBO automatically discovered the structure of the function classes and used this knowledge to develop a tailored optimization strategy. In particular, MetaBO learned to first ignore areas of the search space D in which the global optimum never or only rarely occurs. Additionally, it uses the information accumulated in the GP surrogate model to adapt to the specific objective function at hand. In combination, this enables extremely data-efficient optimization. In the paralance of the TAF framework, MetaBO learned to regulate the weighting of the source and target tasks during the optimization to adapt the exploration-exploitation trade-off on-line to the target task. Thus, it is unnecessary to pick representative source tasks by hand. An additional minor advantage of MetaBO is the faster evaluation speed of the neural AF as it does not evaluate many source GPs.
Evaluation of Robustness and Generalization Capabilities To investigate their robustness and generalization capabilities, we evaluated the neural AFs also on objective functions which do not belong to the function class seen during training, i.e., we studied the performance for translation parameters a different from those used to generate the training distribution. Fig. 4 shows the number of optimization steps required to achieve a given performance in terms of simple regret compared with the number of steps needed by EI. The results show that MetaBO learned robust neural AFs which consistently outperform EI for small to medium values of a, even outside of the ranges seen during training, and stays at least on-par for large translation parameters. This demonstrates that MetaBO is indeed capable of combining the knowledge about the rough position of the optimum with a sophisticated sampling strategy built upon the GP surrogate model, resulting in data-efficient and robust neural AFs for BO.
Simulation-to-Experiment Task
Finally, to investigate its practical applicability, we evaluated MetaBO on a simulation-to-experiment task. We used The value a of the maximal translation along each axis used during training is indicated by a vertical blue dashed line. During evaluation, we varied the ranges of translations and report the median number of steps the neural AFs required to achieve a given simple regret and compare this with EI. 100 optimization runs were performed for each value of a. We observe robust behavior of the neural AFs, outperforming EI by large margin for small to medium values of a and performing at least on-par with EI for larger values of a. a Furuta Pendulum (Furuta et al., 1992 ) (QUANSER QUBEServo 2) 2 consisting of an actuated arm rotating in the horizontal plane and a rigid pendulum attached to it rotating freely in the vertical plane. This system has two degrees of freedom, namely the two angles describing the deflections of the arm and pendulum from their equilibrium positions, resulting in four physical system dimensions (two angles and the corresponding angular velocities). The task was to stabilize the pendulum for 5 s around the upper equilibrium position using a linear state-feedback controller.
To assess the performance of a given controller, we used a quadratic cost function that penalizes large inputs and deviations from the equilibrium state. This cost function is commonly found in the optimal control literature. If the controller was not able to stabilize the system or if the voltage applied to the motor exceeded some safety limit, we 2 https://www.quanser.com/products added a penalty term proportional to the remaining time the pendulum would have had to be stabilized for successfully completing the task.
We used BO to tune the four feedback gains of the linear state-feedback controller in order to minimize the logarithmic quadratic cost function as proposed in (Bansal et al., 2017) . We did not invest any manual effort to tune the optimization domain. Rather, we set it very roughly according to experience from previous experiments. We want to emphasize that only a small part of this domain leads to stabilizing controllers. Indeed, the cost function is extremely sensitive to the control gains, resulting in a hard global optimization problem.
Evaluation in Simulation To meta-learn the neural AF, we employed a simple numerical simulation based on the nonlinear dynamics equations of the Furuta pendulum. Note that in this simulation only the most basic effects were con- Figure 5. Performance of neural AFs trained with MetaBO, TAF with MTAF ∈ {1, 50} source tasks, and hand-engineered AFs (EI, GP-UCB, PI) on a simulation-to-experiment task (stabilization of a Furuta pendulum, D = 4, compare text for details). A neural AF was trained using MetaBO on a cheap simulation of the stabilization of a Furuta pendulum with randomly sampled physical parameters. Panels (a) and (b) show the performance on objective functions obtained from this simulation but with physical parameters sampled on ranges much larger than during training. Panel (c) shows the results of using this neural AF on the real hardware. To compute the regret, the performance of an LQR controller is used as an approximate maximum. The results demonstrate that MetaBO yields robust neural AFs with extremely good early-time performance and an on-line regulation of the exploration-exploitation trade-off based on the GP posterior for further adaption to the specific objectives at hand. In contrast, TAF tends to explore too heavily, as it's superposition weights are not adapted significantly to the target tasks for a long time, cf. the discussion in the text. The neural AF can transfer structural knowledge about the objective functions acquired during the meta-learning phase in simulation to the hardware resulting in very data-efficient optimization on the target system. sidered. In particular, effects like friction and stiction were not modeled. The function class we trained on was then generated by sampling the physical parameters of the system, i.e., the lengths and masses of the arm and pendulum, and using them in the simulation. To emulate the common situation in which the true physical parameters are not known exactly, we sampled them uniformly on ranges which could easily be determined by rudimentary measurement methods (75% -125% around the true parameters). We emphasize that the optimal control gains can differ strongly on this range of physical parameters.
Figs. 5(a), 5(b) show the performance of the neural AF on objective functions obtained from simulation. As the true maximum of the objective functions is not known, we use the cost accumulated by a linear quadratic regulator (LQR) controller as an approximate optimum to compute the simple regret. Similar to Sec. 5.2, we evaluated not only on objective functions drawn from the training distribution, but used a much wider range of physical parameters (10% -200% around the true parameters). We evaluated TAF for Sobol grids of M TAF = {1, 2, 5, 10, 50} source tasks over this range of physical parameters and used N TAF = 200 data points per source task. In comparison to the experiments in Sec. 5.2, this class of objective functions has a more complex structure which does not allow to identify a representative source task by hand. Therefore, even for M TAF = 1, which again yielded the best results, TAF does not show competitive performance, and for M TAF > 1 the resulting interference pattern leads to even longer-lasting exploration of the optimization domain. In contrast, MetaBO learned robust neural AFs combining knowledge about the class of objective functions with an on-line adaption of the exploration-exploitation trade-off based on the GP model. This yields extremely good early-time performance compared with the benchmark AFs, cf. Fig. 5(a) and, as can be seen from Fig. 5(b) , it allows to further improve over time.
Evaluation on the Hardware Finally, we evaluated the performance of the neural AF trained in simulation on the real system and compared it with EI and GP-UCB. Fig. 5(c) shows that the neural AF can indeed transfer the knowledge from the meta-learning phase to the hardware and is thus able to rapidly adjust to its specific properties. This results in extremely data-efficient optimization of the control gains on the target system, consistently yielding decent stabilizing controllers after less than ten BO iterations. In comparison, due to the high sensitivity of the cost function to the control gains, the benchmark AFs have to spend many samples to identify promising regions of the search space and thus do not reliably find stabilizing controllers within the budget of 50 optimization steps.
Discussion
The experiments show that MetaBO is capable of learning data-efficient neural AFs for BO which consistently outperform the popular hand-designed AFs EI, GP-UCB, and PI in cases when structure is present in the class of objective functions under consideration. The learned AFs behave robustly on functions outside the training distribution which makes the method applicable for real-world tasks such as sim-to-real settings. Finally, MetaBO achieves performance on-par with the benchmark AFs on highly variable function classes without specific structure.
However, the current status of MetaBO has some shortcomings which we are planning to tackle in future work. It is not yet clear how to scale the method to higher dimensions ( 5D), as it still relies on a static grid over the optimization domain to maintain exploration during training. Furthermore, we are interested in studying why MetaBO does not yet outperform the benchmark AFs on general function classes and how the performance in such settings can be improved. We are also planning to compare MetaBO's performance with available methods revolving around transfer learning in BO as well as warm-starting BO. 
