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SPECTRAL AND SCATTERING THEORY FOR DIFFERENTIAL
AND HANKEL OPERATORS
D. R. YAFAEV
Abstract. We consider a class of Hankel operators H realized in the space L2(R+)
as integral operators with kernels h(t + s) where h(t) = P (ln t)t−1 and P (X) =
Xn+pn−1X
n−1+ · · · is an arbitrary real polynomial of degree n. This class contains
the classical Carleman operator when n = 0. We show that a Hankel operator H
in this class can be reduced by an explicit unitary transformation (essentially by the
Mellin transform) to a differential operator A = vQ(D)v in the space L2(R). Here
Q(X) = Xn + qn−1X
n−1 + · · · is a polynomial determined by P (X) and v(ξ) =
pi1/2(cosh(piξ))−1/2 is the universal function. Then the operator A = vQ(D)v reduces
by the generalized Liouville transform to the standard differential operator B =
Dn+bn−1(x)D
n−1+ · · ·+b0(x) with the coefficients bm(x), m = 0, . . . , n−1, decaying
sufficiently rapidly as |x| → ∞. This allows us to use the results of spectral theory
of differential operators for the study of spectral properties of generalized Carleman
operators. In particular, we show that the absolutely continuous spectrum of H
is simple and coincides with R if n is odd, and it has multiplicity 2 and coincides
with [0,∞) if n ≥ 2 is even. The singular continuous spectrum of H is empty,
and its eigenvalues may accumulate to the point 0 only. As a by-product of our
considerations, we develop spectral theory of a new class of degenerate differential
operators A = vQ(D)v where Q(X) is an arbitrary real polynomial and v(ξ) is a
sufficiently arbitrary real function decaying at infinity.
1. Introduction
1.1. Hankel operators can be defined by the formula
(Hu)(t) =
∫ ∞
0
h(t + s)u(s)ds (1.1)
in the space L2(R+); thus integral kernels h of Hankel operators depend on the sum of
variables only. We refer to the books [16, 17] for basic information on Hankel operators.
Of course H is symmetric if h(t) = h(t).
The spectra of bounded self-adjoint Hankel operators were characterized in the fun-
damental paper [12]. It was shown in [12] that the spectrum of a Hankel operator
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contains the point zero, and if zero is an eigenvalue, then necessary it has infinite mul-
tiplicity. Moreover, the spectral multiplicities of the points λ and −λ cannot differ by
more than 2 and they cannot differ by more than 1 on the singular spectrum. Con-
versely, if the spectral measure and the multiplicity function of a self-adjoint operator
H possess these properties, then H is unitarily equivalent to a Hankel operator.
Since this result applies to all self-adjoint Hankel operators, it does not allow one
to find spectral properties of specific classes of Hankel operators. The cases where
Hankel operators can be explicitly diagonalized are very scarce. The simplest and most
important kernel h(t) = t−1 was considered by T. Carleman in [4]. The eigenfunctions
of the continuous spectrum θ(t, k), k ∈ R, of this operator are given by the formula
θ(t, k) = t−1/2+ik. They satisfy the equation Hθ(k) = λ(k)θ(k) with the dispersion
relation λ(k) = π
(
cosh(πk)
)−1
. Thus the spectrum of H is absolutely continuous,
it has multiplicity 2 and coincides with the interval [0, π]. It was pointed out by
J. S. Howland in [9] that there is a somewhat mysterious affinity between Hankel and
differential operators. In terms of this analogy, the Carleman operator plays the role
of the operator D2 in the space L2(R).
The results on the Carleman operator can be extended to more complicated kernels.
We note the classical papers [13] by F. Mehler who considered the kernel h(t) = (t+1)−1
and [11, 19] by W. Magnus and M. Rosenblum who considered the kernel h(t) =
t−1e−t (M. Rosenblum considered also more general kernels with the same singularity
at t = 0). The corresponding Hankel operators H were diagonalized in terms of the
Legendre and Whittaker functions, respectively. The spectrum of these operators is
absolutely continuous, simple, and it coincides with the interval [0, π]. These results
can be deduced from the fact that Hankel operators with such kernels commute with
appropriate differential operators of second order; see [25] where some new examples
are also considered.
Another generalization of the Carleman operator is given by the kernel h(t) = t−q,
q > 0. It was shown in [30] that, for q 6= 1, the spectrum of the corresponding Hankel
operator H is absolutely continuous, it has constant multiplicity (presumably, it is
simple) and coincides with the half-axis [0,∞). The approach of [30] relies only on the
invariance property of H with respect to the group of the dilations f(t) 7→ √ρf(ρt),
ρ > 0. So it does not give any information on the structure of eigenfunctions of the
operator H .
We also note the paper [10] by V. Kostrykin and K. Makarov where it was shown that
the Hankel operator H with kernel h(t) = t−1 sin t can be reduced by an appropriate
unitary transformation to the orthogonal sum of two operators considered in [19]. The
spectrum of H is simple, absolutely continuous and coincides with [−π/2, π/2].
1.2. Our goal here is to study spectral properties of generalized Carleman operators
with kernels
h(t) = P (ln t)t−1 (1.2)
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where
P (X) =
n∑
m=0
pmX
m (1.3)
is an arbitrary real polynomial. Without loss of generality we suppose that pn = 1.
Obviously, kernels (1.2) have two singular points t = ∞ and t = 0. For n ≥ 1,
such Hankel operators are unbounded but are well defined as self-adjoint operators.
A large part of our results on generalized Carleman operators can be summarized by
the following assertion. Below we denote by 〈x〉 the operator of multiplication by the
function (1 + x2)1/2.
Theorem 1.1. Let H be the self-adjoint Hankel operator defined by formula (1.1)
where h(t) is function (1.2) and P (X) is a real polynomial (1.3) of degree n ≥ 1. Then
(i) The spectrum of the operator H is absolutely continuous except eigenvalues that
may accumulate to zero and infinity only.
(ii) The limiting absorption principle holds, that is, for any σ > 1/2, the operator-
valued function
〈ln t〉−σ(H − z)−1〈ln t〉−σ, Im z 6= 0, (1.4)
is Ho¨lder continuous with exponent α < σ − 1/2 (and α < 1) up to the real axis,
except the eigenvalues of the operator H and the point zero.
(iii) The absolutely continuous spectrum of the operator H covers R and is simple for
n odd. It coincides with [0,∞) and has multiplicity 2 for n even.
(iv) If n is odd, then the multiplicities of eigenvalues of the operator H are bounded by
(n− 1)/2. If n is even, then the multiplicities of positive eigenvalues are bounded
by n/2− 1, and the multiplicities of negative eigenvalues are bounded by n/2.
Clearly, this assertion is similar in spirit to the corresponding results for differential
operators of Schro¨dinger type (see Theorem 2.1, below). The difference, however, is
that the weight is 〈ln t〉−σ in (1.4) while it is 〈x〉−σ (also with σ > 1/2) for the resolvents
of differential operators. Thus the power scale for differential operators corresponds to
the logarithmic scale for Hankel operators. Note that for perturbations of the classical
Carleman operator (when h(t) is close to t−1) the assertions (i) and (ii) of Theorem 1.1
were obtained in [27]; for such operators the absolutely continuous spectrum coincides
with [0, π) and has multiplicity 2.
The proof of the limiting absorption principle requires a study of eigenfunctions
θ(t, k), k ∈ R, of the continuous spectrum of the operator H . They satisfy the equation
Hθ(k) = λθ(k) where λ = kn, and their precise definition (see Section 5) is similar to
that for differential operators. We need a uniform (away from the eigenvalues of H
and from the point λ = 0) estimate
|θ(t, k)| ≤ Ct−1/2
and a similar estimate on differences θ(t, k′)− θ(t, k).
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Actually, for the proof of these estimates we establish a much stronger result finding
the asymptotic behavior of θ(t, k) as t → ∞ and as t → 0. For the statement of the
required result, we need to introduce the phase function ω(t, k), t ∈ R+. Its precise
definition will be given in Section 6 by formulas (6.3) – (6.6). Here we note that ω(t, k)
is determined by the coefficient pn−1 only and
ω(t, k) = −nπ−1 ln t( ln ∣∣ ln t
k
∣∣+O(1)) (1.5)
as t→∞ and t→ 0. We prove that, for odd n,
θ(t, k) =
√
n
π|k|t
−1/2
(
s(λ)eiω(t,k) + e−iω(t,k) + o(1)
)
(1.6)
as t→∞ if k > 0 and as t→ 0 if k < 0. If t→∞ but k < 0 or t→ 0 but k > 0, then
θ(t, k) = o(t−1/2). (1.7)
For even n, we prove that{
θ(t, k) =
√
n
πk
t−1/2
(
s11(λ)e
iω(t,k) + e−iω(t,k) + o(1)
)
, t→∞,
θ(t, k) =
√
n
πk
t−1/2
(
s21(λ)e
−iω(t,k) + o(1)
)
, t→ 0. (1.8)
if k > 0, and θ(t, k) =
√
n
π|k|
t−1/2
(
s12(λ)e
iω(t,k) + o(1)
)
, t→∞,
θ(t, k) =
√
n
π|k|
t−1/2
(
eiω(t,k) + s22(λ)e
−iω(t,k) + o(1)
)
, t→ 0. (1.9)
if k < 0. Here s(λ) and sjl(λ) are some numerical coefficients.
These formulas resemble of course asymptotic formulas for eigenfunctions of differ-
ential operators
B = Dn +
n−1∑
m=0
bm(x)D
m, D = Dx = −id/dx, (1.10)
in the space L2(R) with the coefficients bm(x), m = 0, 1, . . . , n − 1, decaying suffi-
ciently rapidly at infinity. The terms t−1/2e±iω(t,k) play the role of the functions e±ikx
for differential operators. They are also similar to asymptotic formulas of [27] for
eigenfunctions of the perturbed Carleman operator; in this case ω(t, k) = k ln t and
λ(k) = π(cosh(πk))−1.
Relations (1.6), (1.7) show that, for n odd, a wave coming from zero (from infinity)
cannot penetrate to infinity (zero) so that there is the complete reflection in this case.
For n even, s11(λ) and s22(λ) in relations (1.8), (1.9) are naturally interpreted as
the reflection coefficients while s21(λ) and s12(λ) are interpreted as the transmission
coefficients. We show that s21(λ) = s12(λ).
As could be expected the coefficients s(λ) in (1.6) and sjl(λ) in (1.8), (1.9) are
elements of appropriate scattering matrices S(λ). They are unitary; in particular,
|s(λ)| = 1 in (1.6). However S(λ) are the scattering matrices for some pair of auxiliary
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differential operators and not for Hankel operators themselves. In fact, there is no
“unperturbed” Hankel operator H0 such that S(λ) is the scattering matrix for the pair
H0, H .
1.3. Our approach relies on a reduction of Hankel operators with kernels (1.2), (1.3)
to differential operators. It was shown in [28] that such Hankel operators are unitarily
equivalent (essentially, by the Mellin transform) to the operators
A = vQ(Dξ)v, Dξ = −id/dξ, (1.11)
in the space L2(R). Here v is the operator of multiplication by the universal function
v(ξ) =
√
π√
cosh(πξ)
(1.12)
and the real polynomial
Q(X) =
n∑
m=0
qmX
m (1.13)
is determined by P (X). The polynomials P (X) and Q(X) have the same degree,
and their coefficients are linked by an explicit formula (see formula (5.3) below); in
particular, qn = 1 if pn = 1. If n = 0, then Q(X) = P (X) = 1 so that A = v
2. This
yields the familiar diagonalization of the Carleman operator.
Actually, it was shown in [29, 31] that every Hankel operator is unitarily equivalent
to the pseudodifferential operator (1.11) with the function Q(X) determined by the
kernel h(t) and called the sign-function of H in [29]. This terminology is explained
by the fact that a Hankel operator H ≥ 0 if and only if the function Q(X) ≥ 0. In
general, Q(X) is a distribution. So this paper is devoted to a study of the case when
the sign-function is an arbitrary polynomial.
Observe that the highest order term of the operator A equals an(ξ)D
n
ξ where
an(ξ) = v
2(ξ) tends to zero (exponentially) as |ξ| → ∞. Apparently such differen-
tial operators were never studied before, and we are led to fill in this gap. Studying
differential operators (1.11) we do not make specific assumption (1.12) and consider
sufficiently arbitrary real functions v(ξ) tending to zero as |ξ| → ∞. The essential
spectrum of differential operators (1.11) was described in [28] where it was shown that
spec(A) = R if n is odd, and specess(A) = [0,∞) if n is even. The last result should
be compared with the fact that specess(A) = [minQ(X),∞) if v(ξ) = 1. Thus, even in
this relatively simple question, the degeneracy of v(ξ) at infinity significantly changes
spectral properties of differential operators A. Here we study the detailed spectral
structure, in particular, the absolutely continuous spectrum, of differential operators
(1.11) and hence of Hankel operators with kernels (1.2).
We show that differential operators (1.11) can be reduced by an explicit unitary
transformation L (the generalized Liouville transformation) to standard differential
operators. Set
(Lu)(ξ) = x′(ξ)1/2u(x(ξ))
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where the variables x and ξ are linked by the relation
x = x(ξ) =
∫ ξ
0
v(η)−2/ndη
so that x′(ξ) = v(ξ)−2/n. Then the operator B = L∗AL is given by the formula (1.10).
Our crucial observation is that the coefficients bm(x), m = 0, 1, . . . , n − 1, of this
differential operator decay at infinity.
It is noteworthy that if v(ξ) (for example, function (1.12)) tends to zero exponentially
as |ξ| → ∞, then the coefficients (except bn−1(x) which can be removed by a gauge
transformation) of the operator B decay faster than |x|−1 as |x| → ∞. On the contrary,
for slower decay of v(ξ), the coefficients of the operator B decay slower or as |x|−1.
We say that in these cases the operator B has short-range or long-range coefficients,
respectively. Thus, somewhat counter-intuitively, a stronger degeneracy of the operator
A yields better properties of the operator B.
1.4. Let us briefly describe the structure of the paper. We first consider differ-
ential operators (1.10) with decaying coefficients bm(x). By a gauge transformation,
we can obtain the operator B of the same structure but with bn−1(x) = 0. Thus for
n = 1, the operator B reduces to the operator D so that the problem is trivial. For
n = 2, the spectral analysis of differential operators (1.10) is a very well developed
machinery both for short- and long-range coefficients bm(x). As far as the case n > 2
is concerned, we note that the methods of functional analysis work equally well for all
n. On the contrary, there is a substantial difference in application of specific methods
of differential equations. This difference is particularly important in the long-range
case and, for n > 2, we have to carry out an analysis which was not available in the
literature. The cases of short- and long-range coefficients are considered in Sections 2
and 3, respectively.
In Section 4 we show that degenerate differential operators (1.11) can be reduced by
the generalized Liouville transformation to operators (1.10) with the coefficients bm(x)
decaying at infinity. This leads to new spectral results for operators (1.11). We em-
phasize that for function (1.12), this reduction together with the gauge transformation
yields the operator B with short-range coefficients.
We return to Hankel operators H in Section 5. Here we proceed from the fact that
Hankel operators with kernels (1.2) are unitarily equivalent to degenerate differential
operators A given by (1.11). Therefore the results of Section 4 allow us to prove Theo-
rem 1.1. Spectral results (i), (iii) and (iv) of Theorem 1.1 are direct consequences of the
corresponding results for the operators A and hence of the same results for the differen-
tial operators B with short-range coefficients. On the contrary, the limiting absorption
principle (statement (ii)) for the operator H does not follow from the corresponding
statement for A. It requires estimates on eigenfunctions θ(t, k) of the operator H which
are obtained as consequences of asymptotic formulas (1.6), (1.7) or (1.8), (1.9). These
formulas are proven in Section 6 where the evolution operator e−iHT is also studied for
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T → ±∞. This is technically the most difficult part of the paper. Finally, in Section 7,
we study the asymptotic behavior of the unitary group e−iHT as T → ±∞.
xxxxxxxxx
1.5. Let us introduce some standard notation. We denote by Φ,
(Φf)(k) = (2π)−1/2
∫ ∞
−∞
f(x)e−ixkdx,
the Fourier transform. We often use the same notation for a function and the operator
of multiplication by this function. We denote by Hk(J ) the Sobolev space of functions
defined on an interval J ⊂ R; Ck0 (J ) is the class of k-times continuously differentiable
functions with compact supports in J . The letters c and C (sometimes with indices)
denote various positive constants whose precise values are inessential.
2. Differential operators of arbitrary order
2.1. Here we consider differential operators B defined by equality (1.10). We always
suppose that operators B are symmetric on C∞0 (R), that is,
n−1∑
m=0
bm(x)D
m =
n−1∑
m=0
Dmbm(x)
where the derivatives of bm(x) are understood in the sense of distributions. This leads
to certain algebraic relations for the functions bm(x) which we assume to be satisfied;
in particular, bn−1(x) = bn−1(x). If the coefficients bm(x), m = 0, 1, . . . , n − 1, are
bounded, then the operator B is self-adjoint on the Sobolev class Hn(R). If, moreover,
bm(x) → 0 as |x| → ∞, then the perturbation V = B − B0 of the “free” operator
B0 = D
n is compact relative to B0. It follows that the essential spectra of the operators
B0 and B are the same. Thus the essential spectrum of the operator B coincides with
R if n is odd and it coincides with [0,∞) if n ≥ 2 is even.
Suppose now that the coefficients of the operator (1.10) are short-range. The follow-
ing assertion contains basic results of spectral analysis of such differential operators.
Theorem 2.1. Assume that
|bm(x)| ≤ C(1 + |x|)−ρ, ρ > 1, m = 0, 1, . . . , n− 1, (2.1)
and let B be the self-adjoint operator defined by differential expression (1.10) on the
Sobolev class Hn(R). Then:
(i) The spectrum of the operator B is absolutely continuous except eigenvalues that
may accumulate to zero and infinity only.
(ii) The limiting absorption principle holds, that is, for any σ > 1/2, the operator-
valued function
〈x〉−σ(B − z)−1〈x〉−σ, Im z 6= 0,
is Ho¨lder continuous with exponent α < σ − 1/2 (and α < 1) up to the real axis,
except the eigenvalues of the operator B and the point zero.
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(iii) The absolutely continuous spectrum of the operator B covers R and is simple for
n odd. It coincides with [0,∞) and has multiplicity 2 for n even.
(iv) If n is odd, then the multiplicities of eigenvalues are bounded by (n−1)/2. If n is
even, then the multiplicities of positive eigenvalues are bounded by n/2 − 1, and
the multiplicities of negative eigenvalues are bounded by n/2.
Theorem 2.1 is a standard result of scattering theory for the operators B0 and B.
Below we describe briefly main steps of its proof relying on the smooth approach in
abstract scattering theory. Note that for n ≥ 3 specific methods of ordinary differential
equations are not convenient so that the case n ≥ 3 is closer to multidimensional
problems than to operators (1.10) for n = 2. A proof of parts (i) and (ii) can also be
obtained by the Mourre method which is discussed in Section 3. As far as the inverse
scattering problem for differential operators of arbitrary order is concerned, we refer
to the book [3].
The smooth approach requires a preliminary study of the operator B0 = D
n. Its
spectrum is absolutely continuous. For odd n, it is simple and coincides with R. For
even n, it has multiplicity two and coincides with [0,∞). Using the Fourier transform
it is easy to calculate the integral kernel R0(x, y; z) of the resolvent R0(z) = (B0−z)−1,
Im z 6= 0, of the operator B0. Let ζj , j = 1, . . . , n, be the solutions of the equation
ζn = z. Then
R0(x, y; z) = in
−1
∑
Im ζj>0
ζ−n+1j e
iζj(x−y), x ≥ y,
R0(x, y; z) = −in−1
∑
Im ζj<0
ζ−n+1j e
iζj(x−y), x ≤ y.
(2.2)
Since the operator B0 commutes (anticommutes) with the complex conjugation for
even (odd) n, we have the identities
R0(x, y; z¯) = R0(x, y; z), even n,
R0(x, y; z¯) = −R0(x, y;−z), odd n,
which follow also from explicit formulas (2.2). Obviously, for fixed x, y, the analytic
function R0(x, y; z) of z, Im z 6= 0, is continuous up to the real axis with exception of
the point z = 0. Moreover, for even n, this function is actually analytic in the complex
plane cut along [0,∞). Formulas (2.2) imply also that the operator-valued functions
〈x〉−σDpR0(z)〈x〉−σ, σ > 1/2, p = 0, . . . , n− 1, (2.3)
of z possess the same properties of analyticity and continuity in the Hilbert-Schmidt
norm.
To obtain similar information on the resolvent R(z) = (B − z)−1 of the operator B,
we regard the resolvent identity
R(z) = R0(z)−R(z)V R0(z), Im z 6= 0, V = B − B0, (2.4)
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as the Fredholm equation for R(z). Put G = 〈x〉−ρ/2, G0 = G−1V . Then it follows
from (2.4) that
GDpR(z)G = GDpR0(z)G
(
I +G0R0(z)G
)−1
, p = 0, 1, . . . , n− 1,
where the inverse operator in the right-hand side exists in view of the self-adjointness
of the operator B. Let N ⊂ R \ {0} for odd n and N ⊂ R+ \ {0} for even n be the set
of λ where at least one of two homogeneous equations
f +G0R0(λ± i0)Gf = 0
has a nontrivial solution f ∈ L2(R). According to the analytic Fredholm alternative
(see, e.g., [21], Theorem 1.8.2) the set N is closed and has the Lebesgue measure
zero. On the complement of the set N , the spectrum of the operator B is absolutely
continuous and the operator-valued function GDpR(z)G is continuous (in the Hilbert-
Schmidt norm) as z approaches the cut along the continuous spectrum.
The next step is to prove that N consists of eigenvalues of the operator B, and these
eigenvalues may accumulate to the point zero only. In particular, the operator B does
not have the singular continuous spectrum. For the proof, one can use the scheme of
S. Agmon [1] which significantly simplifies (see [24]) in the one-dimensional case. Thus
we obtain statements (i) and (ii) of Theorem 2.1. In fact, instead of (ii) we prove a
slightly stronger assertion.
Proposition 2.2. Under assumption (2.1) the operator-valued function
〈x〉−σDp(B − z)−1〈x〉−σ, Im z 6= 0, p = 0, 1, . . . , n− 1, σ > 1/2,
is Ho¨lder continuous with exponent α < σ−1/2 (and α < 1) up to the real axis, except
the eigenvalues of the operator B and the point zero.
2.2. Let us now discuss statement (iii). First, we briefly recall the definition of
wave operators for a pair of self-adjoint operators B0, B acting in a Hilbert space H.
Let P (ac) be the orthogonal projection on the absolutely continuous subspace H(ac) of
the operator B, and let B(ac) be the restriction of B on H(ac). Similar objects for the
operator B0 will be endowed with the index “0”. The wave operators for a pair B0, B
and a bounded operator J (“identification”) are defined as strong limits
W± =W±(B,B0; J) = s-lim
T→±∞
eiBTJe−iB0TP
(ac)
0 . (2.5)
Under the assumption of their existence, the wave operators (2.5) enjoy the intertwining
property BW± =W±B0. We also consider the wave operators
W±(B0, B; J
∗) = s-lim
T→±∞
eiB0TJ∗e−iBTP (ac) (2.6)
for the pair B, B0 and the “identification” J
∗. If both limits (2.5) and (2.6) exist, then
they are adjoint to each other.
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Let I be the identity operator. In the important particular case J = I the operator
W±(B,B0) :=W±(B,B0; I) is isometric onH(ac)0 and the existence of the wave operator
W±(B0, B) is equivalent to the relation
Ran(W±(B,B0)) = H(ac)
known as the completeness of W±(B,B0). This relation implies that the operators
B
(ac)
0 and B
(ac) are unitarily equivalent.
For the proof of the existence of limits (2.5) and (2.6), we rely on the T. Kato theory
of smooth perturbations (see, e.g., §XIII.7.C of the book [18] or §4.5 of the book [21]).
We use the following
Definition 2.3. A B-bounded operator G is called B-smooth (in the sense of Kato)
if for some open set Ω ⊂ spec(B) of full measure (that is, the Lebesgue measure
| spec(B) \ Ω| = 0) and every compact interval X ⊂ Ω, we have
sup
λ∈X,ε 6=0
‖G(R(λ+ iε)−R(λ− iε))G∗‖ <∞. (2.7)
In particular, condition (2.7) is satisfied if the operator-valued function GR(z)G∗,
or more generally (GR(i))R(z)(GR(i))∗, is continuous as z approaches the set Ω (from
the upper and lower half-planes). We need the following result.
Proposition 2.4. Suppose that
BJ − JB0 = G∗G0
where the operators G0 and G are B0- and B-smooth, respectively. Then the wave
operators (2.5) and (2.6) exist.
Let us come back to differential operators B0 = D
n and B defined by formula (1.10).
Now J = I, P
(ac)
0 = I, G = G
∗ = 〈x〉−ρ/2 and G0 = G−1V . It follows from the
continuity of the operator-valued function (2.3) that the operator G0 is B0-smooth;
the corresponding open set Ω0 of full measure is R+ for n even and Ω0 = R \ {0} for
n odd. According to part (ii) of Theorem 2.1 the same result is true for the pair of
the operators G and B; one only has to remove its point spectrum specp(B). Thus the
operator G is B-smooth; the corresponding set Ω is given by the relations
Ω = R+ \ specp(B) for n even and Ω = R \ ({0} ∪ specp(B)) for n odd. (2.8)
Therefore Proposition 2.4 yields the following result.
Theorem 2.5. Under the assumptions of Theorem 2.1 the wave operators W± =
W±(B,B0) exist. They are isometric and complete, that is, their ranges Ran(W±) =
H(ac). The intertwining property BW± = W±B0 holds. The operators B(ac) and B0 are
unitarily equivalent.
Of course Theorem 2.5 implies that the absolutely continuous spectrum of the oper-
ator B is the same as that of B0. This concludes the proof of part (iii) of Theorem 2.1.
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Remark 2.6. The existence of the wave operatorsW± = W±(B,B0) is a simple result
that does not require the theory of smooth perturbations. It can be obtained by an
elementary Cook’s method (see, e.g., §1.4 of the book [26]). The existence of W±
entails that the restriction of B on the subspace Ran(W±) is unitarily equivalent to the
operator B0. This fact can be combined with the Weyl-Titchmarsh-Kodaira theory
(see, e.g., the books [5, 15]) which implies that the multiplicity of the spectrum of
the operator B does not exceed n. For n = 2 (but not for larger n) this yields the
completeness of the wave operators W±.
Remark 2.7. The existence and completeness ofW± are also consequences of the trace
class scattering theory (see, e.g., Chapter 6 of [21]).
Finally, we discuss part (iv) of Theorem 2.1. It can be easily checked (see, e.g.,
[5, 24]) that for every λ ∈ R \ {0} the differential equation Bf = λf has solutions fj ,
j = 1, . . . , n, such that
fj(x, λ) = e
ikjx(1 + o(1)), knj = λ, (2.9)
as x → +∞. These solutions are linearly independent and fj ∈ L2(R+) if and only if
Imκj > 0. For n odd, the number of such κj equals (n− 1)/2. For n even, Imκj > 0
for n/2−1 values of j if λ > 0 and for n/2 values of j if λ < 0. So we obtain the upper
bound on the multiplicities of eigenvalues stated in part (iv). This concludes the proof
of Theorem 2.1.
Note that we have distinguished solutions fj(x, λ) by their asymptotics (2.9) for
x→∞ only for definiteness. The same arguments work for x→ −∞.
2.3. The construction of the wave operators is intimately related with eigenfunc-
tion expansions. This is the classical stuff for n = 2; we refer to the paper [7] by
L. D. Faddeed or the book [26], Chapters 4 and 5. For all n ≥ 3, the construction
below is probably not explicitly written in the literature, but it is essentially the same
as for the particular case n = 4 discussed in [24]. We note that in contrast to the
case n = 2 when one can use Volterra integral equations, for n ≥ 3 one is obliged to
work with Fredholm equations. From this point of view, the case n ≥ 3 is closer to
multidimensional problems than to operators (1.10) for n = 2.
The “free” operator B0 can of course be diagonalized by the Fourier transform Ψ0,
(Ψ0f)(k) = (2π)
−1/2
∫ ∞
−∞
e−ikxf(x)dx,
that is, Ψ0B0 = ΛΨ0 where Λ is the operator of multiplication by the function k
n
in the space L2(R). It means that ψ0(x, k) = e
ikx where k ∈ R is a complete set
of eigenfunctions of the operator B0. Let us define eigenfunctions of the continuous
spectrum of the operator B by the relation
ψ±(k) = ψ0(k)− R(kn ∓ i0)V ψ0(k), λ = kn ∈ Ω. (2.10)
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By virtue of the limiting absorption principle (Proposition 2.2) the right-hand side here
is correctly defined and 〈x〉−σDpψ± ∈ L2(R) for any σ > 1/2 and p = 0, 1, . . . , n − 1.
The resolvent identity (2.4) implies that the functions ψ±(x, k) satisfy the Lippmann-
Schwinger equation
ψ±(k) = ψ0(k)−R0(kn ∓ i0)V ψ±(k). (2.11)
Since, by (2.2), the integral kernel of the operator DpR0(k
n∓i0) is a bounded function,
we have the estimate
|(DpR0(kn ∓ i0)V ψ±(k))(x)| ≤ C
∫ ∞
−∞
|(V ψ±)(x, k)|dx
≤ C
n−1∑
m=0
‖bm〈x〉ρ/2‖‖〈x〉−ρ/2Dmψ±(k)‖.
In view of (2.11), this yields the estimate
|Dpψ±(x, k)| ≤ C(k), λ = kn ∈ Ω, p = 0, 1, . . . , n− 1. (2.12)
According to (2.10) the functions ψ±(k) satisfy also the differential equation Bψ±(k) =
knψ±(k), that is,
i−nψ
(n)
± (x, k) +
n−1∑
m=0
i−mbm(x)ψ
(m)
± (x, k) = k
nψ±(x, k). (2.13)
Of course for even n, the functions ψ±(x, k) and ψ±(x,−k) satisfy the same equation
(2.13) while these equations are different if n is odd.
For the operator B, there exist two natural diagonalizing transformations denoted
Ψ±. They are constructed in terms of the functions ψ±(x, k) by the formula
(Ψ±f)(k) = (2π)
−1/2
∫ ∞
−∞
ψ±(x, k)f(x)dx, f ∈ C∞0 (R), λ = kn ∈ Ω, (2.14)
(actually it suffices to assume that 〈x〉σf ∈ L2(R) for some σ > 1/2). These mappings
extend by continuity to bounded operators on L2(R); they satisfy the relation
Ψ±Ψ
∗
± = I, Ψ
∗
±Ψ± = P
(ac) (2.15)
and diagonalize B, that is,
Ψ±B = ΛΨ±. (2.16)
The wave operators W± = W±(B,B0) and the operators (2.14) are linked by the
formula
W± = Ψ
∗
±Ψ0. (2.17)
It follows from formulas (2.15) and (2.16) that the spectral family E(λ) of the operator
B satisfies the identity
d(E(λ)f, f)
dλ
=
∑
kn=λ
∣∣ ∫ ∞
−∞
ψ±(x, k)f(x)dx
∣∣2, f ∈ C∞0 (R), λ = kn ∈ Ω, (2.18)
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holds. Here the sum consists of the one term if n is odd; if n is even it consists of two
terms for λ > 0, and it is empty for λ < 0.
The scattering operator
S :=W ∗+W− (2.19)
commutes with the operator B0 and according to (2.17)
Ψ0SΨ∗0 = Ψ+Ψ∗−. (2.20)
Let us summarize the results described above.
Theorem 2.8. Let estimates (2.1) be satisfied. Define the functions ψ±(x, k) by for-
mula (2.10) and the mappings Ψ± by formula (2.14). Then the relations (2.15), (2.16)
and (2.17) hold. The scattering operator (2.19) satisfies identity (2.20). It is a unitary
operator.
Recall that the operator (2.19) commutes with the operator B0. Therefore, for odd
n, the operator Ŝ = Ψ0SΨ∗0 acts in L2(R) as the multiplication by the function s(λ),
that is,
(Ŝg)(k) = s(λ)g(k), λ = kn ∈ Ω ⊂ R. (2.21)
For even n, we set (Yg)(k) = (g(k), g(−k))⊤, k > 0; obviously, the operator Y :
L2(R) → L2(R+) ⊗ C2 is unitary. The operator YŜY∗ acts in L2(R+) ⊗ C2 as the
multiplication by the the matrix-valued function S(λ), that is,(
(Ŝg)(k)
(Ŝg)(−k)
)
= S(λ)
(
g(k)
g(−k)
)
, λ = kn ∈ Ω ⊂ R+, k > 0,
where
S(λ) =
(
s11(λ) s12(λ)
s21(λ) s22(λ)
)
(2.22)
is the 2× 2 matrix. The scalar function s(λ) for n odd and the matrix-valued function
S(λ) for n even are known as the scattering matrices. The scattering matrices are well
defined for λ ∈ Ω. They are unitary and depend continuously on λ ∈ Ω.
It follows from formula (2.20) that Ψ∗+ = Ψ
∗
−Ŝ∗. Therefore using definition (2.14) of
the operators Ψ±, we see that ψ+(x, k) = s(λ)ψ−(x, k) if n is odd and(
ψ+(x, k)
ψ+(x,−k)
)
=
(
s11(λ) s12(λ)
s21(λ) s22(λ)
)(
ψ−(x, k)
ψ−(x,−k)
)
(2.23)
if n is even and k > 0.
2.4. Let us find the asymptotic behavior of the functions ψ±(x, k) as |x| → ∞. For
definiteness, we choose ψ−(x, k) =: ψ(x, k). We proceed from the Lippman–Schwinger
equation (2.11). There is a significant difference between the cases n ≤ 2 and n > 2.
Consider the resolvent kernel (2.2) for z = kn + i0. If n ≤ 2, then it consists of
oscillating terms, but, for n > 2, additional decaying terms appear. We have to
distinguish oscillating and decaying parts in the right-hand side of (2.11).
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The decaying part ψdec(x, k) is defined by the formula
ψdec(x, k) = in
−1
∑
Im κj>0
κ−n+1j
∫ x
−∞
eiκj(x−y)w(y, k)dy
−in−1
∑
Im κj<0
κ−n+1j
∫ ∞
x
eiκj(y−x)w(y, k)dy (2.24)
where κnj = k
n and
w(x, k) = (V ψ(k))(x). (2.25)
It follows from estimates (2.12) that
|w(x, k)| ≤ C(k)(1 + |x|)−ρ, ρ > 1, λ = kn ∈ Ω. (2.26)
Lemma 2.9. Function (2.24) satisfies the condition
lim
|x|→∞
|ψdec(x, k)| = 0.
Proof. Consider, for example, one of the integrals in the first sum in (2.24). Obviously,
it tends to 0 as x→ −∞ because w ∈ L1(R) and eIm κj(y−x) ≤ 1. If x→ +∞, then we
use the estimate∣∣ ∫ x
−∞
eiκj(x−y)w(y, k)dy
∣∣ ≤ e− Im κjx/2 ∫ x/2
−∞
|w(y, k)|dy+
∫ x
x/2
|w(y, k)|dy, Im κj > 0,
(2.27)
where both terms on the right tend to zero. 
To define the oscillating part ψosc(x, k) of ψ(x, k), we introduce the function
r(x, k) = 1− in−1k−n+1
∫ x
−∞
e−ikyw(y, k)dy (2.28)
if n is odd. If n is even, we introduce two functions
r+(x, k) = 1− in−1k−n+1
∫ x
−∞
e−ikyw(y, k)dy, k > 0,
r+(x, k) = 1 + in
−1k−n+1
∫ ∞
x
e−ikyw(y, k)dy, k < 0,
(2.29)
and
r−(x, k) = −in−1k−n+1
∫ ∞
x
eikyw(y, k)dy, k > 0,
r−(x, k) = in
−1k−n+1
∫ x
−∞
eikyw(y, k)dy, k < 0.
(2.30)
In all these formulas w is function (2.25). Now we set
ψosc(x, k) = e
ikxr(x, k) for odd n, (2.31)
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ψosc(x, k) = e
ikxr+(x, k) + e
−ikxr−(x, k) for even n. (2.32)
With these definitions, it follows from formulas (2.2) and the Lippman–Schwinger equa-
tion (2.11) that
ψ(x, k) = ψosc(x, k) + ψdec(x, k). (2.33)
Since w ∈ L1(R), the functions r(x, k) and r±(x, k) have finite limits as x→∞ and
as x→ −∞. Moreover, we have r(−∞, k) = 1 for n odd and
r+(−∞, k) = 1, r−(+∞, k) = 0 if k > 0,
r+(+∞, k) = 1, r−(−∞, k) = 0 if k < 0,
for n even. Let as usual λ = kn. We set
s(λ) = r(+∞, k) (2.34)
for odd n and
s11(λ) = r+(+∞, k), s21(λ) = r−(−∞, k), k > 0,
s12(λ) = r−(+∞, k), s22(λ) = r+(−∞, k), k < 0, (2.35)
for even n.
According to Lemma 2.9 the function ψdec(x, k) does not contribute to the asymp-
totics of ψ(x, k). Therefore representations (2.31), (2.32) and (2.33) yield the following
result.
Theorem 2.10. Let estimates (2.1) be satisfied. Then the functions ψ(x, k) = ψ−(x, k)
defined by formula (2.10) satisfy the differential equation (2.13) and have the following
asymptotic behavior as |x| → ∞:
(i) If n is odd, then {
ψ(x, k) = eikx + o(1), x→ −∞,
ψ(x, k) = s(λ)eikx + o(1), x→∞, (2.36)
(ii) If n is even, then{
ψ(x, k) = s11(λ)e
ikx + o(1), x→∞,
ψ(x, k) = eikx + s21(λ)e
−ikx + o(1), x→ −∞, (2.37)
for k > 0 and{
ψ(x, k) = eikx + s12(λ)e
−ikx + o(1), x→∞,
ψ(x, k) = s22(λ)e
ikx + o(1), x→ −∞, (2.38)
for k < 0.
Note that, for odd n, expression (2.28), (2.34) for s(λ) is the standard stationary rep-
resentation of the scattering matrix. Therefore the asymptotic coefficient s(λ) in (2.36)
coincides with s(λ) defined by (2.21). Similarly, for even n, the stationary representa-
tion of the scattering matrix is given by formulas (2.29), (2.30) and (2.35). Therefore
the asymptotic coefficients sjℓ(λ) in (2.37) and (2.38) coincide with the entries of the
scattering matrix (2.22).
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Similarly to the operators of second order, the solution ψ(x, k) of differential equation
(2.13) describes the plane wave coming from minus infinity if k > 0 (from plus infinity
if k < 0). If n is even, then the numbers s11(λ) and s21(λ) in (2.37) (the numbers s22(λ)
and s12(λ) in (2.38)) are interpreted as the corresponding transmission and reflection
coefficients. If n is odd, then according to (2.36) the reflection coefficients are zeros.
Putting together Theorem 2.10 with formula (2.23), we find also the asymptotics of
the functions ψ+(x, k) as x→∞ and as x→ −∞.
2.5. Let us specially discuss a particular case when the coefficient bn−1(x) is long-
range while other coefficients b1(x), . . . , bn−2(x) are short-range. Recall that, by a gauge
transformation, one can get rid of the term bn−1(x)D
n−1 in (1.10). Indeed, let
(J f)(x) = eiβ(x)f(x) (2.39)
where
β(x) = −1
n
∫ x
0
bn−1(y)dy. (2.40)
Since DJ = J (D + β ′), the operator
B˜ = J ∗BJ (2.41)
has again the form (1.10) with b˜n−1(x) = 0. Moreover, the coefficients b˜m(x), m =
0, . . . , n − 2, of the operator B˜ are short range if this is true for b2n−1(x) and the
derivatives of bn−1(x). In this case we can directly apply the results of subs. 2.2, 2.3
and 2.4 to the operator B˜ and then carry over these results to the operator B. Indeed,
it follows from definition (2.5) and relation (2.41) that the wave operators
W± :=W±(B,B0;J ) = JW±(B˜, B0), B0 = Dn, (2.42)
exist. For the corresponding scattering operators, we have the identity
S :=W+(B,B0;J )∗W−(B,B0;J ) =W+(B˜, B0)∗W−(B˜, B0). (2.43)
Thus the scattering matrices for the pair B0, B˜ and the triple B0, B, J are the same.
In view of (2.10) the eigenfunctions of the operator B˜ are defined by the equation
ψ˜±(k) = ψ0(k)− R˜(kn ∓ i0)(B˜ − B0)ψ0(k), λ = kn ∈ Ω, (2.44)
where R˜(z) = (B˜ − z)−1. According to (2.39), (2.41) it is natural to define eigenfunc-
tions of the operator B by the relation
ψ±(x, k) = e
iβ(x)ψ˜±(x, k). (2.45)
This leads to the following result.
Proposition 2.11. Let the operator B be given by formula (1.10). Assume that esti-
mates (2.1) with some ρ > 1 are true form = 0, . . . , n−2. With respect to the coefficient
bn−1(x), we assume that bn−1 ∈ Cn−1, bn−1(x) = O(|x|−ρ/2) and b(p)n−1(x) = O(|x|−ρ) for
p = 1, . . . , n− 1. Then:
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(i) All conclusions of Theorem 2.1 for the operator B are true.
(ii) If J is defined by (2.39), (2.40), then the wave operators W±(B,B0;J ) exist.
Moreover, if B˜ is defined by (2.41), then the scattering matrices for the pair B0,
B˜ and the triple B0, B, J are the same.
(iii) The functions ψ±(x, k) defined by (2.45) satisfy differential equation (2.13) and
their asymptotic behavior as |x| → ∞ is determined by formulas (2.36) (for n odd)
and (2.37), (2.38) (for n even) where the right-hand sides acquire the additional
factor eiβ(x). Relation (2.18) remains also true.
2.6. In view of our applications to Hankel operators, let us finally discuss the case
of the coefficients satisfying the condition
bm(x) = bm(−x), m = 0, . . . , n− 1. (2.46)
Then the operator B commutes with the antilinear involution C defined by the relation
(Cf)(x) = f(−x). (2.47)
In this case the integral kernel of the resolvent R(z) = (B − z)−1 satisfies the identity
R(x, y; z) = R(−y,−x; z). Let the operators J , W± and S be defined by equalities
(2.39), (2.42) and (2.43), respectively. Since CJ = JC, CJ ∗ = J ∗C and CeiBT =
e−iBTC, we see that CW± = W±C, CW
∗
± =W
∗
±C and therefore
CS = S∗C. (2.48)
Obviously, ΦCΦ∗ = C is the complex conjugation, that is, (Cg)(k) = g(k). Therefore
the identity (2.48) implies that CŜC = Ŝ∗. In terms of the scattering matrices this
result can be reformulated in the following form.
Proposition 2.12. Let the conditions of Theorem 2.1 or of Proposition 2.11 be satis-
fied. Under assumption (2.46), we have the identity
S(λ) = S(λ)∗. (2.49)
For n odd, the scattering matrix is a scalar function s(λ) so that this identity only
means that |s(λ)| = 1, and hence it does not impose any additional restrictions on
s(λ). On the contrary, for n even, the identity (2.49) implies that s12(λ) = s21(λ),
that is, the right and left reflection coefficients coincide. This result may be compared
with the fact that for the Schro¨dinger operator with a real potential, the transmission
coefficients coincide, that is, s11(λ) = s22(λ) (the paper [7] by L. D. Faddeed or the
book [26], §5.1).
3. Long-range perturbations
3.1. Let us now consider the operator B defined by formula (1.10) where the coeffi-
cients bm(x) are long-range. To be precise, we suppose that
|b(p)m (x)| ≤ Cp(1 + |x|)−ρ−p, ρ > 0, m = 0, 1, . . . , n− 1, (3.1)
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for all p = 0, 1, . . . although this condition for some finite number (depending on ρ) of
p is sufficient. The number ρ may be arbitrary small. Thus the functions bm(x) decay
at infinity but perhaps very slowly. Nevertheless we have the following result.
Theorem 3.1. Under assumption (3.1) all conclusions (i), (ii), (iii) and (iv) of The-
orem 2.1 are true.
In the long-range case the method exposed in subs. 2.1 and 2.2 and relying on the
resolvent equation (2.4) is no longer applicable. However, similarly to second order
differential operators B, assertions (i) and (ii) can be proven by using the Mourre
method [14].
We recall it here very briefly. Let D = xD + Dx, and let as before B0 = D
n,
V = B −B0. The Mourre method [14] relies on the commutation relation
i[B0,D] := iB0D− iDB0 = 2nB0.
The commutator [V,D] is a differential operator of order n−1 with coefficients decaying
at infinity. This allows one to estimate the commutator i[B,D] from below. Let E(X)
be the spectral projector of the operatorB corresponding to a setX ⊂ R. If λ 6= 0 is not
an eigenvalue of the operator B, then for a sufficiently small δ > 0 andX = (λ−δ, λ+δ)
the Mourre estimate
iE(X)[B,D]E(X) ≥ cE(X), c = c(λ) > 0,
holds.
To deduce from this estimate the assertions (i) and (ii) of Theorem 3.1, one needs
to consider the second commutator
[[B,D],D] = −4n2B0 + [[V,D],D]
where again [[V,D],D] is a differential operator of order n−1 with coefficients decaying
at infinity. It follows that the operator [[B,D],D](B0 + i)
−1 is bounded. As shown
by E. Mourre, this fact is sufficient for the proof of the assertions (i) and (ii). Its
presentation can be found in various books; see, e.g., Chapter 4 of [6], Chapter 7 of [2]
or §6.9 of [26].
We note that the Mourre method applies also in the short-range case.
3.2. Similarly to the short-range case, the proof of assertion (iii) can be obtained by
tools of the scattering theory. However for long-range coefficients bm(x), the operator
B cannot be considered as a perturbation of B0. In particular, this means that the
approximation as T → ∞ of exp(−iBT ) by the free evolution exp(−iB0T ) is not
sufficient or, to put it differently, the usual wave operators W±(B,B0) for the pair B0,
B do not exist. Therefore we have to replace them by more general wave operators
(2.5) where the identification J takes into account the behavior of the coefficients bm(x)
of B as |x| → ∞. We choose J as a pseudodifferential operator whose symbol depends
on the coefficients of the operator B. We follow here a very simplified version of the
scheme suggested in [22] for the multidimensional Schro¨dinger operator.
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We seek J as a pseudodifferential operator
(Jf)(x) = (2π)−1/2
∫ ∞
−∞
eiφ(x,k)χ(kn)fˆ(k)dk (3.2)
where χ ∈ C∞0 (R \ {0}),
φ(x, k) = xk + ϑ(x, k) (3.3)
and ϑ(x, k) = o(x) as |x| → ∞. The function ϑ(x, k) is introduced to handle the slow
decay of the coefficients bm(x) at infinity. The auxiliary function χ allows us to neglect
high and low energies. Now the “perturbation” V := BJ−JB0 is given by the formula
(Vf)(x) = (2π)−1/2
∫ ∞
−∞
eixkeiϑ(x,k)v(x, k)χ(kn)fˆ(k)dk (3.4)
where
v(x, k) = e−iφ(x,k)(Dn +
n−1∑
m=0
bm(x)D
m − kn)eiφ(x,k). (3.5)
We have to construct a function ϑ(x, k) such that
ϑ(l)(x, k) = O(|x|1−l−ρ), l = 0, 1, . . . , (3.6)
and
v(l)(x, k) = O(|x|−1−l−ρ), l = 0, 1, . . . , (3.7)
as |x| → ∞ uniformly in k on compact subsets of R \ {0}. We also require that the
same estimates (3.6) and (3.7) are true for all derivatives of ϑ(l)(x, k) and v(l)(x, k) in
k. A function v(x, k) satisfying these conditions will be called short-range. Condition
(3.6) means that the function (3.3) is close to the linear function xk as |x| → ∞.
Suppose that ϑ(x, k) satisfies condition (3.6), and let φ(x, k) be defined by (3.3).
Then for all m we have
e−iφ(x,k)Dmeiφ(x,k) =
(
k + σ(x, k)
)m
+ τm(x, k)
where σ(x, k) = ϑ′(x, k) and τm(x, k) is a short-range function. Substituting this
expression into (3.5), we see that, up to short-range terms,
v(x, k) = nkn−1σ(x, k) +
n∑
m=2
(
n
m
)
σ(x, k)mkn−m +
n−1∑
m=0
bm(x)(k + σ(x, k))
m. (3.8)
Let us construct an approximate solution of the equation v(x, k) = 0 for σ(x, k) by
iterations. We set σ0(x, k) = 0,
nkn−1σ1(x, k) = −
n−1∑
m=0
bm(x)k
m (3.9)
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and
nkn−1σj+1(x, k) = −
n∑
p=2
(
n
p
)
σj(x, k)
pkn−p −
n−1∑
m=0
bm(x)(k + σj(x, k))
m (3.10)
for all j ≥ 1. Let σ(x, k) = σj(x, k) in (3.8). Then
v(x, k) = nkn−1
(
σj(x, k)− σj+1(x, k)
)
. (3.11)
We will check that
σ
(l)
j (x, k)− σ(l)j−1(x, k) = O(|x|−l−jρ) (3.12)
and hence
σ
(l)
j (x, k) = O(|x|−l−ρ) (3.13)
for all j = 1, 2, . . . and l = 0, 1, . . .. For j = 1, (3.12) is a direct consequence of
definition (3.9) and assumption (3.1). Let us justify the passage from j to j + 1. It
follows from (3.10) that
nkn−1(σj+1(x, k)− σj(x, k)) = −
n∑
p=2
(
n
p
)(
σj(x, k)
p − σj−1(x, k)p
)
kn−p
−
n−1∑
m=0
bm(x)
(
(k + σj(x, k))
m − (k + σj−1(x, k))m
)
(3.14)
where(
k + σj(x, k)
)m − (k + σj−1(x, k))m = m∑
p=1
(
m
p
)(
σj(x, k)
p − σj−1(x, k)p
)
km−p. (3.15)
Using (3.12) and (3.13) we see that for all p
Dl
(
σj(x, k)
p − σj−1(x, k)p
)
= O(|x|−l−(j+p−1)ρ)
Substituting these estimates into the right-hand sides of (3.14) and (3.15) and taking
into account condition (3.1) on the coefficients bm(x), we get estimate (3.12) with j
replaced by j + 1.
The following result is a direct consequence of estimates (3.12), (3.13) and represen-
tation (3.11) for v(x, k).
Lemma 3.2. Let the assumption (3.1) with ρ ∈ (0, 1] hold. Set σ(x, k) = σj(x, k)
where j > ρ−1. Then the function
ϑ(x, k) =
∫ x
0
σ(y, k)dy.
satisfies condition (3.6). Let the functions φ(x, k) and v(x, k) be defined by formulas
(3.3) and (3.5). Then estimates (3.7) hold.
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3.3. The operator J defined by formulas (3.2), (3.3) is a pseudodifferential operator
with symbol
j(x, k) = eiϑ(x,k)χ(kn).
Here and below ϑ(x, k) is the function constructed in Lemma 3.2.
Recall that the Ho¨rmander class Smρ,δ, ρ ∈ [0, 1], δ ∈ [0, 1], of symbols a(x, k) com-
pactly supported in k is distinguished by estimates
|(∂αx∂βka)(x, k)| ≤ Cα,β(1 + |x|)m−αρ+βδ, α, β = 0, 1, . . . . (3.16)
Pseudodifferential calculus (see the books [8, 20]) works smoothly in this class if ρ >
1/2 > δ. Otherwise, a specific study is required. It follows from estimates (3.6) that
j ∈ S0ρ,1−ρ. Therefore for ρ > 1/2, the next result is a consequence of general results
on pseudodifferential operators. On the contrary, for ρ ≤ 1/2 the oscillating nature of
symbol (3.16) has to be taken into account (see Theorems 2.12 and 2.13 in [23]).
Lemma 3.3. Under the assumption (3.1) the operator J defined by formulas (3.2),
(3.3) is bounded. The operators J∗J − χ(B0)2 and JJ∗ − χ(B0)2 are compact.
Now we are in a position to prove the existence of the wave operators (2.5) and
(2.6). Relation (3.4) means that the perturbation V is a pseudodifferential operator
with symbol
v(x, k) = eiϑ(x,k)v(x, k)χ(kn).
According to Lemma 3.2 we have v ∈ S−1−ρρ,1−ρ which directly implies that the operator
〈x〉σ(BJ − JB0)〈x〉σ is bounded if σ = (1 + ρ)/2. By part (ii) of Theorem 3.1 the
operator 〈x〉−σ is B0- and B- smooth in the sense of Definition 2.3. Therefore the next
assertion is a consequence of Proposition 2.4.
Theorem 3.4. Let B0 = D
n, let B be the operator (1.10), and let the operator J be
defined by formulas (3.2), (3.3). Then under the assumption (3.1) the wave operators
(2.5) and (2.6) exist.
Put W± = W±(B,B0; J). Lemma 3.3 ensures that
W ∗±W± = χ(B0)
2 and W±W
∗
± = χ(B)
2. (3.17)
Recall that the open set Ω was defined by relations (2.8). Let X ⊂ Ω be a compact
interval, and let E0(X), E(X) be the spectral projectors of the operators B0, B. Choose
a function χ ∈ C∞0 (R \ {0}) such that χ(λ) = 1 for λ ∈ X . Then it follows from (3.17)
that for all f ∈ L2(R),
‖W±E0(X)f‖ = ‖E0(X)f‖ and ‖W ∗±E(X)f‖ = ‖E(X)f‖.
Using thatW±B0 = BW±, we see that the operators B0E0(X) and BE(X) are unitary
equivalent. Since X is arbitrary, this implies the unitary equivalence of the operators
B0 and B
(ac) and concludes the proof of statement (iii) of Theorem 3.1.
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The proof of statement (iv) is practically the same as in the short-range case. The
only difference is that we now have to replace the phase kjx in (2.9) by a more general
phase function with the same asymptotic behavior at infinity.
3.4. Theorem 3.4 allows us to find the asymptotics of exp(−iBT )f as T → ±∞ for
all f ∈ H(ac). Let again X ⊂ Ω be a compact interval and f = E(X)f . Since
f = W±(B,B0; J)f
(±)
0 where f
(±)
0 = W±(B0, B; J
∗)f, (3.18)
it follows from definition (2.5) that
lim
T→±∞
‖ exp(−iBT )f − J exp(−iB0T )f (±)0 ‖ = 0. (3.19)
According to (3.2) we have
(J exp(−iB0T )f (±)0 )(x) = (2π)−1/2
∫ ∞
−∞
eiφ(x,k)e−ik
nTχ(kn)fˆ
(±)
0 (k)dk (3.20)
where φ(x, k) is given by equation (3.3).
Let us use the stationary phase method for T → ±∞ (see, e.g., Lemma A.1 where
the role of T is played by a large parameter N) with the phase function ω(x, k, T ) =
φ(x, k)T−1 − kn depending on parameters x and T . In view of (3.3) the stationary
points of integral (3.20) are determined by the equation
xT−1 − nkn−1 + T−1∂ϑ(x, k)/∂k = 0 (3.21)
for k = k(x, T ). Condition (3.6) on derivatives of ϑ(x, k) in k allows us to obtain the
solutions of equation (3.21) by successive approximations starting from k0 such that
nkn−10 T = x. Note also that
∂2ω(x, k, T )/∂k2 = −n(n− 1)kn−2 + T−1∂2ϑ(x, k)/∂k2. (3.22)
If n is even, then equation (3.21) has the unique solution k(x, T ) for all x and
sufficiently large T and
k(x, T ) = (x/(nT ))
1
n−1 +O(|T |−ρ) (3.23)
uniformly in x/T in compact sets of R \ {0}. Thus applying formula (A.2) to integral
(3.20) and using (3.22) we find that
(J exp(−iB0T )f (±)0 )(x) = (n(n− 1))−1/2e∓πi/4|T |−1/2eiΞ(x,T )
× |k(x, T )|−n−22 fˆ (±)0 (k(x, T )) + ǫ(±)(x, T ) (3.24)
where the phase
Ξ(x, T ) = xk(x, T )− k(x, T )nT + ϑ(x, k(x, T )) (3.25)
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and ‖ǫ(±)(T )‖ → 0 as T → ±∞. Formula (3.24) can be simplified if one takes an
approximate solution of equation (3.21) for k(x, T ). According to (3.23) |k(x, T )| in
(3.24) can be replaced by |x/(nT )| 1n−1 and the phase (3.25) can be written as
Ξ(x, T ) = Ξ0(x, T ) + Θ(x/(nT ), T ) (3.26)
with
Ξ0(x, T ) = (n− 1)
∣∣x/(nT )∣∣ nn−1T (3.27)
and some function Θ satisfying the condition Θ(u, T ) = O(|T |1−ρ) for u in compact
sets of R \ {0}.
Let us introduce a unitary operator Y = Yn in L
2(R) by the formula
(Y f)(x) = (n− 1)−1/2|x|− n−22(n−1) fˆ(sgn x|x| 1n−1 ). (3.28)
Then it follows from (3.24) that
(J exp(−iB0T )f (±)0 )(x) = e∓πi/4|nT |−1/2eiΞ(x,T )(Y f (±)0 )(x/(nT )) + ǫ(±)(x, T ) (3.29)
where again ‖ǫ(±)(T )‖ → 0 as T → ±∞. Putting together relations (3.19) and (3.29),
we obtain the asymptotics of exp(−iBT )f as T → ±∞ for vectors f such that f =
E(X)f . The unitarity of exp(−iBT )f allows us to extend it to all f ∈ H(ac).
If n > 1 is odd, then equation (3.21) has no solutions for x/T < 0 and it has two
solutions kj(x, T ) close to (−1)j(x/(nT ))1/(n−1), j = 1, 2, for x/T > 0. In this case we
have two stationary points kj(x, T ), and instead of (3.26) we have two phase functions
Ξj(x, T ) = (−1)jΞ0(x, T ) + Θj(x/(nT ), T ), j = 1, 2, (3.30)
where again Θj(u, T ) = O(|T |1−ρ) for u in compact sets of R+. Otherwise the consid-
erations are quite similar to the case of even n.
Let us state the results obtained.
Theorem 3.5. Let B be the operator (1.10), and let the assumption (3.1) be satisfied.
Suppose that f ∈ H(ac) and f (±)0 is defined by (3.18). If n is even, then
(exp(−iBT )f)(x) = e∓πi/4|nT |−1/2eiΞ(x,T )(Y f (±)0 )(x/(nT )) + ǫ(±)(x, T ) (3.31)
where ‖ǫ(±)(T )‖ → 0 as T → ±∞. If n is odd, n > 1 and T → ±∞, then
(exp(−iBT )f)(x) = |nT |−1/2
∑
j=1,2
e∓(−1)
jπi/4eiΞj(x,T )(Y f
(±)
0 )((−1)jx/(nT ))+ ǫ(±)(x, T ),
(3.32)
where ±x > 0 and ‖ǫ(±)(T )‖L2(R±) → 0. Moreover, ‖ exp(−iBT )f‖L2(R∓) → 0 as
T → ±∞.
Of course these asymptotic formulas remain true but can be significantly simplified
under the assumptions of Section 2. If condition (2.1) is satisfied, then J = I and we can
set Θ = Θ1 = Θ2 = 0 in (3.26) and (3.30). Under the assumptions of Proposition 2.11
al these functions equal β(x) defined by (2.40); in this case J = J is given by (2.39).
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4. Degenarate differential operators
4.1. Let us now consider differential operators A defined by formula (1.11) where
Q(X) is polynomial (1.13) with qn = 1. Thus we have
(Ag)(ξ) = v(ξ)
n∑
m=0
qmDξ
(
v(ξ)g(ξ)
)
, Dξ = −id/dξ, qn = 1. (4.1)
We do not suppose that the function v(ξ) is given by the formula (1.12). Instead we
accept very general
Assumption 4.1. The function v ∈ C∞(R), v(ξ) > 0 and v(ξ)→ 0 as |ξ| → ∞.
Let us make the change of variables
x = x(ξ) =
∫ ξ
0
v(η)−2/ndη (4.2)
and define the operator L by the formula
(Lf)(ξ) = x′(ξ)1/2f(x(ξ)) (4.3)
Under Assumption 4.1 we have x′(ξ) = v(ξ)−2/n > 0 and x(ξ) → ±∞ as ξ → ±∞.
The operator L : L2(R)→ L2(R) is unitary.
Let us calculate the operator
B = L∗AL. (4.4)
In view of (4.1) we have
(ALf)(ξ) =v(ξ)
n∑
m=0
qmD
m
ξ
(
v(ξ)1−1/nf(x(ξ))
)
=:v(ξ)−1/n
n∑
m=0
i−mbm(x(ξ))f
(m)(x(ξ)) (4.5)
where the functions bm(x) are determined by the comparison of the coefficients at
f (m)(x(ξ)) in the left- and right-hand sides of (4.5). It follows that the operator (4.4)
equals
B =
n∑
m=0
bm(x)D
m
x , Dx = −id/dx, (4.6)
with the coefficients bm(x) defined by equation (4.5).
Our goal is to find b0(x), . . . , bn(x). To that end, we need to calculate the derivatives
in the left-hand side of (4.5). For shortness, we put
φ(ξ) = x′(ξ) = v(ξ)−2/n, ψ(ξ) = v(ξ)1−1/n. (4.7)
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By the Leibniz formula, we have
imDmξ
(
ψ(ξ)f(x(ξ))
)
=
m∑
j=0
ij
(
m
j
)
ψ(m−j)(ξ)Djξf(x(ξ)). (4.8)
The terms with j = 0 contribute to b0(x) which yields the expression
b0(x) = v(ξ)
1+1/n
n∑
m=0
i−mqm
(
v(ξ)1−1/n
)(m)
(4.9)
where as always the variables x and ξ are linked by formula (4.2).
To find expressions for other coefficients bm(x), we have to calculate the derivatives
Djξf(x(ξ)).
Lemma 4.2. For all j ≥ 1, we have the formula
ijDjξf(x(ξ)) =
j∑
l=1
τj,l(ξ)f
(l)(x(ξ)) (4.10)
where
τj,l(ξ) =
∑
cκ1,...,κlφ
(κ1)(ξ) · · ·φ(κl)(ξ), (4.11)
cκ1,...,κl are some numerical coefficients and the sum is taken over all κ1 ≥ 0, . . . , κl ≥ 0
such that
κ1 + · · ·+ κl = j − l.
In particular,
τj,j(ξ) = φ(ξ)
j (4.12)
and
τj,j−1(ξ) = φ
′(ξ)ϕ(ξ)j−2 + (φ(ξ)2)′φ(ξ)j−3 + · · ·+ (φ(ξ)j−1)′, j ≥ 2. (4.13)
Proof. If j = 1, then iDξf(x(ξ)) = φ(ξ)f
′(x(ξ)) which is consistent with (4.10) and
(4.12). So we have to justify the passage from j to j + 1. Differentiating expression
(4.10), we see that
ij+1Dj+1ξ f(x(ξ)) =
j∑
l=1
(
τ ′j,l(ξ)f
(l)(x(ξ)) + τj,l(ξ)φ(ξ)f
(l+1)(x(ξ))
)
and hence formula (4.10) for Dj+1ξ f(x(ξ)) holds with
τj+1,1(ξ) = τ
′
j,1(ξ), τj+1,l(ξ) = τ
′
j,l(ξ) + τj,l−1(ξ)φ(ξ), 2 ≤ l ≤ j,
τj+1,j+1(ξ) = τj,j(ξ)φ(ξ). (4.14)
Substituting here expressions (4.11) for τj,l(ξ), we get expressions (4.11) for τj+1,l(ξ).
Formula (4.12) follows from the last relation (4.14). Finally, relation (4.14) for l = j
shows that
τj+1,j(ξ) = (φ(ξ)
j)′ + τj,j−1(ξ)φ(ξ).
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Using now formula (4.13) for τj,j−1(ξ) we obtain expression (4.13) for τj+1,j(ξ). 
Substituting expressions (4.8) and (4.10) into equality (4.5) and putting together the
coefficients at f (m)(x(ξ)), we obtain the following result.
Theorem 4.3. Let A be differential operator (1.11) where Q(X) is polynomial (1.13)
with qn = 1. Under Assumption 4.1 define the unitary operator L : L
2(R) → L2(R)
by formulas (4.2), (4.3), and let φ(ξ), ψ(ξ) be functions (4.7). Then B = L∗AL is
differential operator (4.6) where the coefficients bm(x), m = 0, 1, . . . , n, are sums of
terms (times some numerical coefficients)
v(ξ)1+1/nφ(κ1)(ξ) · · ·φ(κm)(ξ)ψ(p)(ξ), ξ = ξ(x); (4.15)
here p ≥ 0, κ1 ≥ 0, . . . , κm ≥ 0 and
κ1 + · · ·+ κm + p ≤ n−m.
In particular, the coefficient bn = 1 does not depend on x,
bn−1(x) = qn−1v(ξ(x))
2/n (4.16)
and b0(x) is given by formula (4.9).
Suppose now that the polynomial Q(X) is real. Then the operators A and hence
B are symmetric. Moreover, if v(−ξ) = v(ξ), then A commutes with the involution
C defined by (2.47). Since LC = CL, we have the identity BC = CB so that the
coefficients of the operator B satisfy the condition (2.46).
4.2. Under some mild additional assumptions on the function v(ξ) the coefficients
bm(x), m = 0, 1, . . . , n − 1, of the operator B constructed in Theorem 4.3 decay as
|x| → ∞.
Assumption 4.4. For some γ > 0 and δ ≥ 0, the function v and its derivatives satisfy
estimates
v(ξ)2 ≤ C∣∣ ∫ ξ
0
v(η)−2/ndη
∣∣−nγ (4.17)
and
|v(p)(ξ)| ≤ Cpv(ξ)1+δp, p = 1, 2, . . . . (4.18)
Remark 4.5. Actually, it suffices to require in Assumption 4.1 that v ∈ CN(R) for
some sufficiently large but finite N and to impose condition (4.18) for p = 1, . . . , N .
Note that for function (1.12), condition (4.17) is satisfied with γ = 1 and estimate
(4.18) is true for all p with δ = 0.
Putting together (4.2) and (4.17), we see that
v(ξ(x))2 ≤ C(1 + |x|)−nγ. (4.19)
It follows from (4.18) that functions (4.7) satisfy the estimates
|φ(κ)(ξ)| ≤ Cv(ξ)−2/n, |ψ(p)(ξ)| ≤ Cv(ξ)1−1/n
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for all κ and p. Therefore expression (4.15) is bounded by Cv(ξ)2−2m/n and hence, by
Theorem 4.3,
|bm(x)| ≤ Cv(ξ(x))2−2m/n ≤ C ′(1 + |x|)−(n−m)γ , m = 0, 1, . . . , n− 1.
Finally, we obtain estimates on derivatives of the functions bm(x). Note that
|dpbm(x)/dxp| ≤ Cp
p∑
q=1
|dqbm(x(ξ))/dξq|
∑
κj≥1,κ1+···+κq=p
|ξ(κ1)(x)| · · · |ξ(κq)(x)| (4.20)
for all p. Recall that bm(x(ξ)) consists of terms (4.15). Differentiating them and using
estimate (4.18) we see that for all q,
|dqbm(x(ξ))/dξq| ≤ Cv(ξ)2−2m/n+δq.
Differentiating relation ξ′(x) = v(ξ(x))2/n and using again estimate (4.18) we find that
|ξ(κ)(x)| ≤ Cκv(ξ(x))2κ/n+δ(κ−1).
According to (4.20) this implies the bound
|dpbm(x)/dxp| ≤ Cpv(ξ(x))2−2m/n+p(δ+2/n).
Taking now into account condition (4.19), we obtain the following result.
Theorem 4.6. In addition to the conditions of Theorem 4.3, let Assumptions 4.4
hold. Then B = L∗AL is given by formula (4.6) where bm = 1 and the coefficients
bm ∈ C∞(R) obey the estimates
|b(p)m (x)| ≤ C(1 + |x|)−(n−m)γ−pγ(1+δn/2), m = 0, 1, . . . , n− 1, p = 0, 1, . . . . (4.21)
Remark 4.7. Of course the construction above works for general differential operators
A =
n∑
m=0
am(ξ)D
m
ξ
under appropriate assumptions on the coefficients am(ξ), m = 0, 1, . . . , n. The corre-
sponding operator L (cf. (4.3), (4.2)) is defined by the formula
(Lf)(ξ) = an(ξ)
−1/(2n)f
( ∫ ξ
0
an(η)
−1/ndη
)
.
Let us now apply the results of Sections 2 and 3 to the operator B and then re-
formulate them in terms of the operator A = LBL∗. As usual, we suppose that the
coefficients q0, . . . , qn in (4.1) are real numbers. Then the operators A and B are sym-
metric on C∞0 (R). If the coefficients bm(x), m = 0, 1, . . . , n−1, are bounded, then they
are essentially self-adjoint. The operator B is self-adjoint on Hn(R), and the operator
A is self-adjoint on LHn(R). Moreover, if bm(x) → 0 as |x| → ∞, then the essential
spectra of the operators B and A coincide with R if n is odd, and they coincide with
[0,∞) if n ≥ 2 is even.
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If Assumptions 4.4 holds with γ > 1, then according to (4.21) all the coefficients
bm(x), m = 0, 1, . . . , n − 1, of the operator B are short-range so that Theorem 2.1
works in this case. In our applications to Hankel operators, only the weaker condition
γ > 1/2 is satisfied. Then the coefficients bm(x) for m = 0, 1, . . . , n− 2 are short-range
and the coefficient bn−1(x) is given by formula (4.16) so that Proposition 2.11 can be
used. For an arbitrary γ > 0, all the coefficients bm(x), m = 0, . . . , n − 1, may be
long-range, but under the assumption
γ(1 + δn/2) ≥ 1 (4.22)
Theorem 3.1 applies. This leads to the following result.
Theorem 4.8. Let Assumptions 4.1 and 4.4 hold. Suppose that either γ > 1/2 (and
δ ≥ 0 is arbitrary) or condition (4.22) is satisfied. Define the self-adjoint operator A
by differential expression (1.11) where the polynomial Q(X) is real and qn = 1. Then:
(i) The spectrum of the operator A is absolutely continuous except eigenvalues that
may accumulate to zero and infinity only.
(ii) Define the function x(ξ) by formula (4.2). The limiting absorption principle holds,
that is, for any σ > 1/2, the operator-valued function
〈x(ξ)〉−σ(A− z)−1〈x(ξ)〉−σ (4.23)
is continuous up to the real axis, except the eigenvalues of the operator A and the
point zero.
(iii) The absolutely continuous spectrum of the operator A covers R and is simple for
n odd. It coincides with [0,∞) and has multiplicity 2 for n even.
(iv) If n is odd, then the multiplicities of eigenvalues of the operator A are bounded by
(n− 1)/2. If n is even, then the multiplicities of positive eigenvalues are bounded
by n/2− 1, and the multiplicities of negative eigenvalues are bounded by n/2.
We emphasize that since the function x(ξ)/ξ →∞ as |ξ| → ∞, the limiting absorp-
tion principle for the operator A with degenerate coefficients has a weaker form than
in the regular case discussed in Sections 2 and 3. In particular, for function (1.12)
the resolvent (A − z)−1 has to be sandwiched by the exponentially decaying weight
〈x(ξ)〉−σ.
Remark 4.9. Condition (4.22) is far from being optimal. It is required only to use
conveniently the results of Section 3 on the long-range case (Theorem 3.1).
Let us discuss the case γ > 1/2 in more details. Following Proposition 2.11, we
define eigenfunctions ψ±(x, k) of the operator B by formula (2.45) where ψ˜±(x, k) are
the eigenfunctions of the differential operator B˜ = J ∗BJ with short-range coefficients.
It follows from formulas (2.40) and (4.16) that
β(x) = −n−1qn−1
∫ x
0
v(ξ(y))2/ndy = −n−1qn−1ξ(x) (4.24)
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where we have used that dy = v(η)−2/ndη. Thus relations (2.39) and (2.45) read now
as
(J f)(x) = e−iqn−1ξ(x)/nf(x) (4.25)
and
ψ±(x, k) = e
−iqn−1ξ(x)/nψ˜±(x, k). (4.26)
According to (4.4) we define eigenfunctions of the operator A by the formula ϕ±(k) =
Lψ±(k). Then representation (2.18) implies that the spectral family EA(λ) of the
operator A satisfies the relation
d(EA(λ)g, g)
dλ
=
∑
kn=λ
∣∣ ∫ ∞
−∞
ϕ±(ξ, k)g(ξ)dξ
∣∣2, g ∈ C∞0 (R), λ = kn ∈ Ω.
It follows from (4.2), (4.3) and (4.26) that
ϕ±(ξ, k) = e
−iqn−1ξ/nv(ξ)−1/nψ˜±
( ∫ ξ
0
v(η)−2/ndη, k
)
. (4.27)
Using the results of Section 2, we can write down asymptotics of the functions
ϕ(ξ, k) = ϕ−(ξ, k) as ξ → ±∞. For example, for odd n, it follows from (2.36) and
(4.27) that{
ϕ(ξ, k) = e−iqn−1ξ/nv(ξ)−1/n exp
(
ik
∫ ξ
0
v(η)−2/ndη
)
(1 + o(1)), ξ → −∞,
ϕ(ξ, k) = s(λ)e−iqn−1ξ/nv(ξ)−1/n exp
(
ik
∫ ξ
0
v(η)−2/ndη
)
(1 + o(1)), ξ →∞,
where s(λ) is the scattering matrix for the pair B0, B˜ (or which is the same, for the
triple B0, B, J ). Quite similarly, for even n the asymptotics of ϕ(ξ, k) follows from
(2.37), (2.38) and (4.27). We recall that the asymptotic coefficients sjℓ(λ) in these
formulas are elements of the scattering matrix S(λ) for the pair B0, B˜. In particular, if
v(−ξ) = v(ξ), then the operator A commutes with the involution C defined by (2.47).
In this case we also have CL = LC so that CB = BC. Thus S(λ) satisfies identity
(2.49), and hence s12(λ) = s21(λ).
The eigenfunctions (4.27) grow and rapidly oscillate as |ξ| → ∞. For example, for
function (1.12) both the amplitude and the phase of ϕ(ξ, k) grow exponentially. This
is of course consistent with the formulation of the limiting absorption principle in part
(ii) of Theorem 4.8.
4.3. Let us discuss conditions (4.17) and (4.18).
Example 4.10. Suppose that
c1(1 + |ξ|)−α ≤ v(ξ) ≤ c2(1 + |ξ|)−α, α > 0, c1, c2 > 0.
Then∣∣∣ ∫ ξ
0
v(η)−2/ndη
∣∣∣ ≤ c−2/n1 ∣∣∣ ∫ ξ
0
(1 + |η|)2α/ndη
∣∣∣ ≤ C1(1 + |ξ|)1+2α/n ≤ C2v(ξ)−(n+2α)/(αn)
(4.28)
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so that condition (4.17) is satisfied with γ = 2α(2α+ n)−1.
If, moreover,
|v(p)(ξ)| ≤ Cp(1 + |ξ|)−α−p
for all p = 0, 1, . . ., then condition (4.18) is satisfied with δ = 1/α. Therefore we have
the equality in (4.22) and estimate (4.21) reads as
|b(p)m (x)| ≤ C(1 + |x|)−(n−m)γ−p, m = 0, 1, . . . , n− 1, γ = 2α(2α+ n)−1.
Thus the coefficients bm(x) decay as |x| → ∞, but at least some of them are long-range.
It follows from (4.28) that function (4.2) satisfies the estimate 〈x(ξ)〉 ≤ C〈ξ〉1+2α/n.
Therefore in the formulation of part (ii) in Theorem 4.8, the operator-valued function
(4.23) can be replaced by 〈ξ〉−σ(A− z)−1〈ξ〉−σ where σ > 1/2 + α/n.
Example 4.11. Suppose that
c1e
−β|ξ|α ≤ v(ξ) ≤ c2e−β|ξ|α, α > 0, β > 0.
Then ∣∣∣ ∫ ξ
0
v(η)−2/ndη
∣∣∣ ≤ c−2/n1 ∫ |ξ|
0
e2βη
α/ndη ≤ C1e2β|ξ|α/n(1 + |ξ|)1−α. (4.29)
so that condition (4.17) is satisfied with γ = 1 if α ≥ 1 and with arbitrary γ < 1 if
α ∈ (0, 1). If, moreover,
|v(p)(ξ)| ≤ Cpe−β|ξ|α
for all p = 0, 1, . . ., then condition (4.18) is satisfied with δ = 0.
In particular, for function (1.12) α = 1, β = π/2, and hence according to (4.21) the
coefficients of the corresponding operator B satisfy for all p the estimates
|b(p)m (x)| ≤ C(1 + |x|)−n+m−p, m = 0, 1, . . . , n− 1.
In this case the coefficients b0(x), . . . , bn−2(x) are short-range and b
(p)
n−1(x) = O(|x|−1−p).
It follows from (4.29) that in the formulation of the limiting absorption principle
in Theorem 4.8 the operator-valued function (4.23) can be replaced by 〈e|ξ|α〉−σ(A −
z)−1〈e|ξ|α〉−σ where σ > β/n.
5. Hankel operators. Spectral results
Here we come back to the generalized Carleman operatorsH . Our goal in this section
is to prove Theorem 1.1.
5.1. So we consider Hankel operators
(Hu)(t) =
∫ ∞
0
h(t + s)u(s)ds (5.1)
with kernels
h(t) = t−1
n∑
m=0
pm ln
m t, pm = p¯m, pn = 1, n ≥ 1. (5.2)
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Put
qm =
n∑
j=m
(
j
m
)
γ(j−m)(0)pj, m = 0, . . . , n, γ(z) = Γ(1− z)−1, (5.3)
where Γ(·) is the gamma function. For example, qn = pn and
qn−1 = pn−1 + Γ
′(1)npn
for all n (recall that −Γ′(1) is the Euler constant). Of course formulas (5.3) allow one
to recover the coefficients pn, pn−1, . . . , p0 given the coefficients qn, qn−1, . . . , q0.
Let A be the differential operator
A = v(ξ)
( n∑
m=0
qmD
m
ξ
)
v(ξ), Dξ = −id/dξ, v(ξ) =
√
π√
cosh(πξ)
, (5.4)
in the space L2(R). It is self-adjoint on the domain D(A) = LHn(R) where the unitary
operator L is defined by formula (4.3) with x(ξ) given by
x(ξ) = π−1/n
∫ ξ
0
(
cosh(πs)
)1/n
ds. (5.5)
The operators H and A turn out to be unitary equivalent. Let M : L2(R+)→ L2(R)
be the Mellin transform defined by the formula
(Mu)(ξ) = (2π)−1/2
∫ ∞
0
u(t)t−1/2−iξdt.
It is a unitary mapping. Set
(Fu)(ξ) = e−iη(ξ)(Mu)(−ξ) where e−iη(ξ) = Γ(1/2− iξ)|Γ(1/2− iξ)| . (5.6)
We proceed from the following result. Here we note only that its proof relies on the
identity
h(t) =
∫ ∞
0
e−λt
n∑
m=0
qm ln
m λdλ.
Theorem 5.1. [28, Theorem 3.2] Let H be the Hankel operator (5.1) with kernel given
by (5.2). Let the coefficients qm be defined by formulas (5.3), and let A be differential
operator (5.4). Then for all functions uj, j = 1, 2, such that Muj ∈ C∞0 (R), the
identity
(Hu1, u2) = (AFu1, Fu2) (5.7)
holds.
We emphasize that Theorem 5.1 does not require that the coefficients of P (X) be
real. Note that for n = 0, Theorem 5.1 reduces to the diagonalization of the Carleman
operator. If n ≥ 1, then the operators H are unbounded, but for real coefficients pm
they are self-adjoint on the set D(H) = F ∗D(A). In this case AC = CA where C is the
involution given by (2.47).
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For the function v(ξ) defined in (5.4), conditions (4.17) and (4.18) are satisfied with
γ = 1 and δ = 0, respectively. Thus Theorem 4.8 implies the spectral results (i), (iii)
and (iv) of Theorem 1.1.
5.2. The limiting absorption principle requires a special discussion. By virtue of
part (ii) of Theorem 4.8 and the identity (5.7) the operator-valued function
〈x(ξ)〉−σM(H − z)−1M∗〈x(ξ)〉−σ, σ > 1/2,
is continuous up to the real axis in the complex plane cut along R for n odd and along
[0,∞) for n even, except the eigenvalues of the operator H and the point zero. However
this does not imply the same conclusions about the operator-valued function (1.4).
To prove part (ii) of Theorem 1.1, we first diagonalize the Hankel operator H . Com-
paring relations (2.16), (4.4) and (5.7), we see that
Θ±H = ΛΘ± where Θ± = Ψ±L
∗F, (5.8)
the operator L is defined by relations (4.2) and, as before, Λ is the operator of multipli-
cation by kn in the space L2(R). The operators Ψ± are given by relation (2.14) in terms
of the eigenfunctions ψ±(x, k) of the continuous spectrum of the operator B = L
∗AL.
Recall that, with the operator J given by (4.25), the differential operator B˜ = J ∗BJ
has short-range coefficients. Therefore its eigenfunctions ψ˜±(x, k) are correctly defined
by formula (2.44) and the eigenfunctions ψ±(x, k) of the operator B are given by (4.26).
It follows from (5.8) that eigenfunctions θ±(t, k) of the continuous spectrum of the
operator H can formally be defined by the equation θ±(k) = F
∗Lψ±(k) (note that
ϕ±(k) = Lψ±(k) are the eigenfunctions of the operator A) or, in a more detailed
notation,
θ±(t, k) =(2π)
−1/2t−1/2
∫ ∞
−∞
e−iξ ln teiη(ξ)ϕ±(ξ, k)dξ
=(2π)−1/2t−1/2
∫ ∞
−∞
e−iξ(x) ln teiη(ξ(x))ξ′(x)1/2ψ±(x, k)dx (5.9)
where ξ(x) is the function inverse to (5.5). As we will see in the next section, these
integrals converge (but not absolutely). Of course, we always suppose that λ = kn
belongs to the set Ω defined by relations (2.8). By their construction, the functions
θ±(t, k) satisfy the equation Hθ±(k) = k
nθ±(k). In terms of the functions θ±(t, k), we
have (cf. (2.14))
(Θ±u)(k) = (2π)
−1/2
∫ ∞
0
θ±(t, k)u(t)dt. (5.10)
In the next section, we will establish the following result. As usual, we set θ = θ−.
Theorem 5.2. The functions θ(t, k) defined by formula (5.9) satisfy the estimates
|θ(t, k)| ≤ Ct−1/2 (5.11)
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and
|∂θ(t, k)/∂k| ≤ Ct−1/2〈ln t〉. (5.12)
These estimates are uniform in k for λ = kn in compact subsets of Ω.
We note that estimates (5.11) and (5.12) on the eigenfunctions θ(t, k) of the operator
H are the same as for the classical Carleman operator when h(t) = t−1.
Corollary 5.3. For any α ∈ (0, 1) and σ > α+ 1/2 the operator
Θ〈ln t〉−σ : L2 → Cα(Ω)
is bounded.
Proof. It follows from definition (5.10) and estimate (5.11) that
|(Θ〈ln t〉−σu)(k)|2 ≤ (2π)−1( ∫ ∞
0
|θ(t, k)|〈ln t〉−σ|u(t)|dt)2 ≤ C ∫ ∞
0
t−1〈ln t〉−2σdt‖u‖2.
(5.13)
Hence, for σ > 1/2, the functions (Θ〈ln t〉−σu)(k) are bounded uniformly in k in
compact subsets of Ω.
Comparing estimates (5.11) and (5.12), we see that
|θ(t, k)− θ(t, k′)| ≤ Ct−1/2〈ln t〉α|k − k′|α, ∀α ∈ (0, 1).
Therefore quite similarly to (5.13), we find that
|(Θ〈ln t〉−σu)(k)− (Θ〈ln t〉−σu)(k′)| ≤ C|k − k′|α( ∫ ∞
0
t−1〈ln t〉−2σ+2αdt)1/2‖u‖.
The last integral converges if σ > α + 1/2. 
In the standard terminology of scattering theory (see, e.g., Definition 4.5 in Chapter
4 of the book [21]) Corollary 5.3 means that the operator 〈ln t〉−σ is strongly H-smooth
with exponent α on Ω. In particular, the operator 〈ln t〉−σ for σ > 1/2 satisfies Defini-
tion 2.3.
It follows from formula (5.8) that the spectral family EH(λ) of the operatorH admits
the representation
d(EH(λ)u, u)
dλ
= n−1k−n+1
∑
kn=λ
|(Θu)(k)|2, λ ∈ Ω.
Here the sum consists of the one term if n is odd; if n is even it consists of two
terms for λ > 0, and it is empty if λ < 0. Therefore Corollary 5.3 implies that the
operator-valued function
d〈ln t〉−σEH(λ)〈ln t〉−σ/dλ, σ > 1/2,
is Ho¨lder continuous with exponent α < σ − 1/2 in λ ∈ Ω. Using now the Privalov
theorem (see, e.g., Theorem 2.6 in Chapter 1 of [21]) we conclude the proof of statement
(ii) of Theorem 1.1.
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5.3. The limiting absorption principle for the operator H allows one to easily extend
Theorem 1.1 to perturbations of generalized Hankel operators. We state only the
simplest results in this direction. However we do not assume that a perturbation V is
a Hankel operator. Instead, we accept a more general
Assumption 5.4. An operator V is self-adjoint and the operator 〈ln t〉α1V〈ln t〉α2 is
compact for some α1, α2 > 1/2.
Recall that the wave operators were introduced in subs. 2.2.
Theorem 5.5. Let H be the Hankel operator (5.1) with kernel given by (5.2). Under
Assumption 5.4 put H = H +V. Then
(i) The wave operators W±(H, H) exist and are complete. In particular, the abso-
lutely continuous spectrum of the operator H covers R and is simple for n odd. It
coincides with [0,∞) and has multiplicity 2 for n even.
(ii) If moreover αj > 1 for at least one j, then the operator H has no singular con-
tinuous spectrum. The eigenvalues of H distinct from 0 have finite multiplicities
and can accumulate to this point (and infinity) only.
The proof of this result relies on the tools of scattering theory. We can use, for
example, Theorem 6.4 for the proof of (i) and Theorem 7.9, 7.10 in Chapter 4 of the
book [21] for the proof of (ii). We omit details moreover that the proof of Theorems 5.5
is practically the same as the proof of Theorems 5.1 and 5.4 in [27] where the case
h(t) = t−1 was considered.
If V is an integral operator,
(Vu)(t) =
∫ ∞
0
v(t, s)u(s)ds,
then the operator 〈ln t〉α1V〈ln t〉α2 belongs to the Hilbert-Schmidt class and hence it is
compact if ∫ ∞
0
∫ ∞
0
|v(t, s)|2〈ln t〉2α1〈ln s〉2α2dtds <∞.
In particular, for Hankel operators V when v(t, s) = v(t+ s), this condition is satisfied
if ∫ ∞
0
|v(t)|2〈ln t〉2αtdt <∞
where α = α1 + α2. Thus assertion (i) of Theorem 5.5 is true if α > 1, and assertion
(ii) is true if α > 3/2.
6. Eigenfunctions of Hankel operators
In this section we find the asymptotic behavior as t → ∞ and as t → 0 of the
eigenfunctions θ(t, k) of the Hankel operators H defined by formulas (5.1) and (5.2).
In particular, we prove Theorem 5.2 and hence conclude the proof of Theorem 1.1.
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6.1. Recall that the eigenfunctions θ(t, k) = θ−(t, k) of the Hankel operator H
were defined by equality (5.9) where ψ(x, k) are the eigenfunctions of the differential
operator B = L∗FHF ∗L. Taking into account formula (4.26) we see that
θ(t, k) = (2π)−1/2t−1/2
∫ ∞
−∞
e−iξ(x) ln tei̺(x)ξ′(x)1/2ψ˜(x, k)dx (6.1)
where
̺(x) = η(ξ(x))− qn−1ξ(x)/n (6.2)
and ψ˜(x, k) are the eigenfunctions of the differential operator B˜ = J ∗BJ with short-
range coefficients. We denote by s(λ) and sjℓ(λ), j, ℓ = 1, 2, λ = k
n ∈ Ω, the elements
of the scattering matrices (see subsection 2.3) for the operators B0 = D
n, B˜. Note that
|s(λ)| = 1 for odd n. If n is even, then the scattering matrix (2.22) with the elements
sjℓ(λ) is unitary and s12(λ) = s21(λ) according to Proposition 2.12.
To give a precise definition of the phase function ω(t, k) in (1.5), we need some
notation. For s > 0, let us set
γ0(s) = −nπ−1 ln((2π)1/ns) + nπ−1, (6.3)
γ1(s) = π
−1 ln((2π)1/ns)
(
n ln
∣∣π−1n ln((2π)1/ns)∣∣− n− qn−1)
and
γ(N, k) = Nγ0(|N/k|) + γ1(|N/k|) + sgnN (π/4 + a1|k|) (6.4)
where
a1 = (2π)
−1/n
∫ ∞
0
(
(2 cosh(πξ))1/n − eπξ/n)dξ − π−1(2π)−1/nn. (6.5)
Now we are in a position to state the main result of this section.
Theorem 6.1. Let θ(t, k) be the eigenfunctions of the Hankel operator (5.1) with kernel
given by (5.2). Define the phase function ω(t, k) by the formula
ω(t, k) = γ(ln t, k). (6.6)
Then:
(i) For n odd, relation (1.6) holds as t→∞ if k > 0 and as t→ 0 if k < 0. If t→ 0
and k > 0 or t→∞ and k > 0, then estimate (1.7) is satisfied.
(ii) For n even, relations (1.8) hold if k > 0 and relations (1.9) hold if k < 0.
All these relations are uniform in λ = kn in compact subsets of Ω.
Of course, asymptotic formulas (1.6), (1.7) and (1.8), (1.9) imply estimate (5.11). To
obtain estimate (5.12), we formally differentiate the asymptotic formulas for θ(t, k) in
k and observe that |∂ω(t, k)/∂k| ≤ C(1 + | ln t|). To give the precise proof, we have to
differentiate the integral representation (6.1) and take into account that ∂ψ(x, k)/∂k
contains an additional factor x compared to ψ(x, k). Then we can repeat the same
calculation as for the integral (6.1) itself. We will not dwell upon details. Thus given
Theorem 6.1, we conclude the proof of Theorem 5.2 and hence of Theorem 1.1.
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6.2. For the proof of Theorem 6.1, we have to find the asymptotic behavior as
t→∞ and as t→ 0 of the integral (6.1). Recall that the functions x(ξ) and η(ξ) were
defined by formulas (5.5) and (5.6), respectively; ξ(x) is the function inverse to x(ξ).
Put N = ln t,
ζ(x) = ei̺(x)ξ′(x)1/2 (6.7)
and
I(N, k) =
∫ ∞
−∞
e−iξ(x)Nζ(x)ψ˜(x, k)dx (6.8)
where ψ˜(x, k) are the eigenfunctions of the operator B˜. Then according to (6.1) we
have
θ(t, k) = (2π)−1/2t−1/2I(ln t, k). (6.9)
Thus our goal is to find the asymptotics of the integral (6.8) as N → ±∞.
By definition (5.5), the function x(ξ) is odd, x′(ξ) > 0 and
x(ξ) = a−10 e
πξ/n + a1 +O(e
−π(2n−1)ξ/n), ξ → +∞, (6.10)
where a0 = π(2π)
1/nn−1 and a1 is given by formula (6.5). The inverse function ξ(x) is
also odd, ξ′(x) > 0, and it follows from (6.10) that
ξ(x) = π−1n
(
ln(a0x)− a1x−1 +O(x−2)
)
, (6.11)
ξ′(x) = π−1nx−1
(
1 + a1x
−1 +O(x−2)
)
, (6.12)
ξ′′(x) = −π−1nx−2(1 +O(x−1)) (6.13)
as x→ +∞. The last relation can be further differentiated.
According to the Stirling formula the function η(ξ) = −η(−ξ) defined by (5.6)
satisfies the asymptotic relation
η(ξ) = ξ ln |ξ| − ξ +O(ξ−1), |ξ| → ∞.
Therefore (6.11) implies the asymptotic formula for the function (6.2):
̺(x) = π−1 ln(a0x)
(
n ln
∣∣π−1n ln(a0x)∣∣− n− qn−1)+O(x−1), x→ +∞. (6.14)
This formula can be differentiated. Of course the function ̺(x) is odd.
It follows from (6.12), (6.13) and (6.14) that function (6.7) satisfies the estimates
ζ(x) = O(|x|−1/2), ζ ′(x) = O(|x|−3/2 ln ln |x|) (6.15)
as |x| → ∞.
We proceed from decomposition (2.33) of the function ψ˜(x, k) into oscillating
ψosc(x, k) and decaying ψdec(x, k) parts:
ψ˜(x, k) = ψosc(x, k) + ψdec(x, k) (6.16)
(from now on, to simplify notation, we remove tilde from various objects related to
the operator B˜ and so we can write (6.16) as (2.33)). It is natural to expect that the
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asymptotics of the integral (6.8) is determined by ψosc(x, k) which yields the integral
with the oscillating function e−iξ(x) ln teikx.
6.3. First, we will show that the decaying term ψdec(x, k) does not contribute to
the asymptotics of the integral (6.8). To that end, we need the following elementary
result.
Lemma 6.2. Let
J(N) =
∫ ∞
−∞
e−iξ(x)N+iκxR(x)dx
where κ ∈ C \ [0,∞) (or κ ∈ C \ (−∞, 0]) and
|eiκxR(l)(x)| ≤ C(1 + |x|)−a−l, l = 0, 1, a ∈ (0, 1). (6.17)
Then J(N) = O(|N |−a) as N → +∞ (or as N → −∞).
Proof. Integrating by parts we see that
J(N) = i
∫ ∞
−∞
e−iξ(x)N+iκx
( R′(x)
κ− ξ′(x)N +N
R(x)ξ′′(x)
(κ− ξ′(x)N)2
)
dx. (6.18)
Since ξ′(x) > 0, it follows from our assumptions on κ and sgnN that
|κ− ξ′(x)N | ≥ c(1 + ξ′(x)|N |). (6.19)
Therefore integral (6.18) over |x| ≤ 1 is bounded by C|N |−1. According to (6.12)
expression (6.19) is minorated by 1 + |x|−1|N | for |x| ≥ 1. Using also estimates (6.13)
and (6.17) we see that integral (6.18) over |x| ≥ 1 is bounded by
C
∫ ∞
1
x−a(x+ |N |)−1dx ≤ C1|N |−a.
This yields the same estimate for the integral J(N). 
Recall that ψdec(x, k) is given by formula (2.24) where the function w satisfies bound
(2.26).
Lemma 6.3. We have the estimate
Idec(N, k) :=
∫ ∞
−∞
e−iξ(x)Nζ(x)ψdec(x, k)dx = O(|N |−1/2) (6.20)
as |N | → ∞.
Proof. Let us, for example, consider one of the terms in the first sum in (2.24) and use
Lemma 6.2 with κ = κj and
R(x) = ζ(x)
∫ x
−∞
e−iκjyw(y, k)dy.
Since Imκj > 0, it follows from (2.26) and (6.15) that condition (6.17) is satisfied.
This is obvious for l = 0 and we have to use estimate (2.27) for l = 1. Thus relation
(6.20) is a consequence of Lemma 6.2 for a = 1/2. 
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Next, we consider the contribution to (6.8) of the oscillating function ψosc(x, k).
According to (2.32) for n is even, it equals
Iosc(N, k) =
∫ ∞
−∞
e−iξ(x)N+ikxζ(x)r+(x, k)dx+
∫ ∞
−∞
e−iξ(x)N−ikxζ(x)r−(x, k)dx. (6.21)
Here r+(x, k) and r−(x, k) are given by (2.29) and (2.30), respectively. If n is odd,
then according to (2.31) formula (6.21) is true with r−(x, k) = 0 and r+(x, k) = r(x, k)
given by (2.28). In all these formulas w(x, k) is defined by (2.25) and hence according
to (2.26)
r±(x, k) = O(1), r
′
±(x, k) = O(|x|−ρ) as |x| → ∞.
Using also (6.15), we see that
r±(x, k)ζ(x) = O(|x|−1/2), (r±(x, k)ζ(x))′ = O(|x|−3/2 ln ln |x|). (6.22)
Integrals (6.21) have stationary points defined by the equations
Nξ′(x) = k and Nξ′(x) = −k,
respectively. For |N | is large enough, the first (the second) of these equations does not
have solutions if kN < 0 (if kN > 0), and they have two solutions ±xN if kN > 0 for
the first equation (or if kN < 0 for the second equation). It easily follows from (6.12)
that
xN = |N |yN where yN = π−1|k|−1n+ a1|N |−1 +O(N−2), |N | → ∞. (6.23)
If there are no stationary points, then we have the following result which is a par-
ticular case of Lemma 6.2 corresponding to real κ.
Lemma 6.4. If |N | → ∞ and ±Nk < 0, then∫ ∞
−∞
e−iξ(x)N±ikxζ(x)r±(x, k)dx = O(|N |−a), ∀a < 1/2.
The asymptotic behavior of the integrals (6.21) is of course determined by neigh-
borhoods of the stationary points only. Let us check this statement. Choose an even
function χ ∈ C∞0 (R) such that χ(y) = 1 if |y| ≤ ǫ and χ(y) = 0 if |y| ≥ 2ǫ for a
sufficiently small ǫ (for example, ǫ = (2π|k|)−1n) and set
χ˜(y) = 1− χ(y − yN)− χ(y + yN).
The proof of the following result is very close to that of Lemma 6.2.
Lemma 6.5. If |N | → ∞ and ±Nk > 0, then∫ ∞
−∞
e−iξ(x)N±ikxζ(x)r±(x, k)χ˜(x/|N |)dx = O(|N |−a), ∀a < 1/2. (6.24)
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Proof. Integrating by parts we see that integral (6.24) equals integral (6.18) where
κ = ±k and
R(x) = ζ(x)r±(x, k)χ˜(x/|N |).
Since χ˜(y) = 0 for y ∈ (yN − ǫ, yN + ǫ) and y ∈ (−yN − ǫ,−yN + ǫ), in the integral
(6.18) we now have either |x| ≤ |N |(yN − ǫ) or |x| ≥ |N |(yN + ǫ). In the first and
second cases | ± k − ξ′(x)|N | is minorated by c(1 + |x|)−1|N | and a positive constant
c, respectively. Therefore using relations (6.12) and (6.13) and estimates (6.22), we
conclude the proof of (6.24) quite similarly to Lemma 6.2. 
6.4. Finally, we consider neighborhoods of the stationary points yN defined by (6.23).
Lemma 6.6. Put
φ(y, k;N) = −ξ(|N |y) + |k|y. (6.25)
Then, as |N | → ∞ and ±Nk > 0, the integral (6.21) satisfies the asymptotic relation
Iosc(N, k) = (2n)1/2|k|−1|N |1/2
∑
τ=“±”
eπiτ sgnN/4eiNφ(τyN ,k;N)
× ζ(τ |N |yN)r±(τ |N |yN , k) +O(|N |−a), ∀a < 1/2. (6.26)
Proof. It follows from Lemmas 6.4 and 6.5 that
Iosc(N, k) = I±(N, k) +O(|N |−a), ±Nk > 0, (6.27)
where
I±(N, k) =
∫ ∞
−∞
e−iξ(x)N±ikxζ(x)r±(x, k)
(
χ(x/|N | − yN) + χ(x/|N |+ yN)
)
dx.
Let us find the asymptotics of this integral. Making the change of variables x = |N |y,
we see that
I±(N, k) = |N |
∑
τ=“±”
J (τ)± (N, k) (6.28)
where
J (τ)± (N, k) =
∫ ∞
−∞
eiNφ(y,k;N)ζ(|N |y)r±(|N |y, k)χ(y − τyN)dy.
After the change of variables x = y − τyN , we find that
J (τ)± (N, k) =
∫ ∞
−∞
eiNφ(x+τyN ,k;N)ζ(|N |(x+ τyN ))r±(|N |(x+ τyN), k)χ(x)dx. (6.29)
Let us apply to this integral Lemma A.1 with the functions
ω(x, k;N) = φ(x+ τyN , k) (6.30)
and
g(x, k;N) = ζ(|N |(x+ τyN))r±(|N |(x+ τyN), k)χ(x)
depending on the parameter N (as well as on τ and k). Since we integrate in (6.29)
over R (instead of R+ in (A.1)), we have to multiply the right-hand side of (A.2) by
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the additional factor 2. Let us check the assumptions of Lemma A.1. Differentiating
formula (6.30) p times in x and using (6.25), we see that
ω(p)(x, k;N) = −|N |pξ(p)(|N |(x+ τyN)), p ≥ 2.
In particular, according to (6.13), (6.23) we have
ω′′(0, k;N) = −N2ξ′′(τ |N |yN) = τπ−1ny−2N +O(|N |−1) = τπk2n−1+O(|N |−1). (6.31)
Moreover, all derivatives of ω(x, k;N) are uniformly in N bounded for |x| ≤ 2ǫ because
ξ(p)(x) = O(|x|−p) as |x| → ∞ (see (6.13)). We have
g(0, k;N) = ζ(τ |N |yN)r±(τ |N |yN , k), (6.32)
and it follows from estimates (6.22) that the functions g(p)(x, k;N) = O(|N |−a) for
p = 0, 1 and arbitrary ε > 0. Therefore the remainder R(τ)± (N, k) in formula (A.2) for
J (τ)± (N, k) is bounded by C|N |−3/2+ε. Now (A.2) and equalities (6.31), (6.32) imply
that
J (τ)± (N, k) = (2n)1/2|k|−1|N |−1/2eπiτ sgnN/4eiNφ(τyN ,k;N)
× ζ(τ |N |yN)r±(τ |N |yN , k) +O(|N |−1−a).
Substituting this expression into (6.28) and taking into account relation (6.27), we
conclude the proof of (6.26). 
It remains to study the right-hand side of (6.26).
Lemma 6.7. Let the function γ(N, k) and the integral I(N, k) be given by equalities
(6.4) and (6.8), respectively. Then as |N | → ∞, ±Nk > 0, the asymptotic formula
I(N, k) =
√
2n
|k|
(
eiγ(N,k)r±(+∞, k) + e−iγ(N,k)r±(−∞, k)
)
(1 +O(|N |−a)) (6.33)
holds with an arbitrary a < 1/2.
Proof. First, we note that in view of Lemma 6.3 it suffices to prove (6.33) for the
integral Iosc(N, k). Therefore we only have to find the asymptotic behavior of the
right-hand side of (6.26) as |N | → ∞. We start with the phase φ(±yN , k;N) given by
relation (6.25). Using asymptotic formulas (6.11) and (6.23), we see that
φ(yN , k;N) = −φ(−yN , k;N) = γ0(|N/k|) + a1|k||N |−1 +O(N−2).
Next, we consider the function ζ(±|N |yN) defined by formula (6.7). It follows from
(6.14) and (6.23) that its phase
̺(|N |yN) = −̺(−|N |yN ) = γ1(|N/k|) +O(N−1).
The asymptotics of its modulus is a direct consequence of (6.12):
ξ′(±|N |yN) = |k/N |1/2
(
1 +O(N−1)
)
.
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Let us also use that, by definition (2.29), there exists finite limits r±(+∞, k) and
r±(−∞, k). Substituting the results obtained into the right-hand side of (6.26), we
conclude the proof of (6.33). 
Now we are in a position to conclude the proof of Theorem 6.1 and hence of Theo-
rem 1.1. We proceed from relation (6.9) and use that ω(t, k) = γ(ln t, k). So we only
have to calculate the limits r±(+∞, k) and r±(−∞, k) in the right-hand side of (6.33).
If n is odd, then equality (2.31) ensures that r+(x, k) = r(x, k) and r−(x, k) = 0.
According to (2.28) we have r(−∞, k) = 1 and according to (2.34) r(+∞, k) = s(λ).
This yields assertion (i) of Theorem 6.1.
Let n be even. Recall that, by the definition of the scattering matrix in subs. 2.4,
if k > 0, then r+(+∞, k) = s11(λ) according to (2.35) and r+(−∞, k) = 1 according
to (2.29). Therefore formula (6.33) implies the asymptotic relation (1.8). If k < 0,
then r+(+∞, k) = 1 according to (2.29) and r+(−∞, k) = s22(λ) according to (2.35).
This leads to the asymptotic relation (1.9) and concludes the proof of assertion (ii) of
Theorem 6.1. 
7. Large times evolution
Here we discuss the asymptotic behavior of exp(−iHT )u as T → ±∞ for u in the
absolutely continuous subspace H(ac)H of the generalized Carleman operator H . The
construction below is rather similar to the proof of Theorem 6.1, and so we omit some
technical details. We have to distinguish the cases of even and odd n.
7.1. It follows from relations (4.4) and (5.7) that
exp(−iHT )u = F ∗L exp(−i BT )L∗Fu
where the asymptotics of exp(−i BT ) is given by Theorem 3.5. According to Proposi-
tion 2.11 and equality (4.24) the functions Θ and Θ1, Θ2 in formulas (3.31) and (3.32)
now equal β(x) = −qn−1ξ(x)/n. In calculations below, we neglect the terms whose
norms in L2(R) tend to zero as T → ±∞.
Suppose first that n is even. Using the definitions (4.3) and (5.6) of the operators L
and F and the asymptotic formula (3.31), we see that
(exp(−iHT )u)(t) = |2πnT |−1/2e∓πi/4
×
∫ ∞
−∞
t−1/2−iξeiη(ξ)−iqn−1ξ/neiΞ0(x(ξ),T )x′(ξ)1/2f±(
x(ξ)
nT
)dξ (7.1)
where the phase Ξ0(x, T ) is given by formula (3.27) and
f± = YW±(B0, B;J ∗)L∗Fu (7.2)
with Y defined by (3.28). Our goal is to find the asymptotics as T → ±∞ of integral
(7.1) in L2(R); so we may suppose that f± belongs to its dense subset C
∞
0 (R \ {0}).
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Let us make the changes of variables ξ 7→ x = x(ξ) and then x 7→ y = x/(nT ). Using
notation (6.2), (6.7), we rewrite (7.1) as
(exp(−iHT )u)(t) =
√
n|T |
2πt
e∓πi/4
∫ ∞
−∞
ei(−ξ(nTy) ln t+(n−1)|y|
n
n−1 T )ζ(nTy)f±(y)dy. (7.3)
We can now apply the stationary phase method (see, e.g., Appendix A where the
role of T is played by N) with the phase function
ω(y, t, T ) = −ξ(nTy)T−1 ln t+ (n− 1)|y| nn−1 (7.4)
depending on the parameters t and T . The stationary points y = y(t, T ) of this function
are determined by the equation ω′y(y, t, T ) = 0, i.e.,
ξ′(nTy) ln t = |y| 1n−1 sgn y. (7.5)
Recall that the function ξ′(x) is even, ξ′(x) > 0, and it has asymptotics (6.12) as
x → +∞. Therefore for sufficiently large |T |, equation (7.5) has the unique solution
and
y(t, T ) = sgn(ln t)
∣∣∣ ln t
πT
∣∣∣n−1n (1 +O(|T |−1)). (7.6)
Differentiating (7.4) twice and using asymptotics (6.13), we see that
ω′′yy(y, t, T ) =− n2ξ′′(nTy)T ln t+ n(n− 1)−1|y|−
n−2
n−1
=n(ln t/(πT ))y−2 sgn(Ty)
(
1 +O(|Ty|−1))+ n(n− 1)−1|y|−n−2n−1
as |Ty| → ∞. Substituting here expression (7.6), we find that
ω′′yy(y(t, T ), t, T ) = n
2(n− 1)−1
∣∣∣ ln t
πT
∣∣∣−n−2n (1 +O(|T |−1)) (7.7)
provided T−1 ln t belongs to compact subsets of R \ {0}.
Note also that according to (6.7) and (6.12) we have
ζ(nTy(t, T )) = ei̺(nTy(t,T ))(π|T |)−1/2
∣∣∣ ln t
πT
∣∣∣−(n−1)/(2n)(1 +O(|T |−1)). (7.8)
Thus formula (A.2) yields the following assertion.
Theorem 7.1. Let H be the Hankel operator (5.1) with kernel (5.2) where n is even.
Let y(t, T ) be the (unique) solution of equation (7.5). Set
Φ(t, T ) = −ξ(nTy(t, T )) ln t + (n− 1)|y(t, T )| nn−1T + ̺(nTy(t, T )). (7.9)
Then for all u ∈ H(ac)H the asymptotic relation holds
(exp(−iHT )u)(t) = eiΦ(t,T )
√
n− 1
πnt|T |
∣∣∣ ln t
πT
∣∣∣−1/(2n)
× f±
(
sgn(ln t)
∣∣∣ ln t
πT
∣∣∣(n−1)/n)+ ǫ±(t, T )
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where f± is defined by formula (7.2) and ‖ǫ±(T )‖ → 0 as T → ±∞.
7.2. Let us now briefly consider the case of odd n > 1. We proceed again from The-
orem 3.5 but use formula (3.32). Therefore instead of (7.3) we have the representation
(exp(−iHT )u)(t) = (n|T |/(2πt))1/2
∑
j=1,2
e∓(−1)
jπi/4
∫ ∞
0
eiωj(y,t,T )T ζ(nTy)f±((−1)jy)dy
(7.10)
where T → ±∞,
ω1(y, t, T ) = −ξ(nTy)T−1 ln t− (n− 1)y nn−1 , y > 0,
and ω2 = ω is given by formula (7.4) with y > 0. The stationary points of the integral
in (7.10) for j = 1 are determined by the equation ∂ω1(y, t, T )/∂y = 0, that is,
ξ′(nTy) ln t = −y 1n−1 . (7.11)
Let |T | be sufficiently large. Then this equation has no solutions for t > 1, and it
has the unique solution y1(t, T ) for t < 1. In view of (6.12) this solution satisfies the
asymptotic relation
y1(t, T ) =
∣∣∣ ln t
πT
∣∣∣n−1n (1 +O(|T |−1)).
Instead of (7.7) we now have
∂2ω1(y1(t, T ), t, T )/∂y
2 = −n2(n− 1)−1
∣∣∣ ln t
πT
∣∣∣−n−2n (1 +O(|T |−1)).
According to formula (7.4) for the function ω2(y, t, T ), the stationary points of the
integral in (7.10) for j = 2 are determined by the equation (7.5) where y > 0. For
|T | sufficiently large, this equation has no solutions for t < 1, and it has the unique
solution y2(t, T ) for t > 1. This solution satisfies the asymptotic relation (7.6) (where
sgn(ln t) = 1). The second derivative of ω2(y, t, T ) satisfies relation (7.7).
Now using formula (A.2) and taking into account asymptotic relation (7.8) we obtain
the following assertion.
Theorem 7.2. Let H be the Hankel operator (5.1) with kernel (5.2) where n > 1 is
odd. Let y1(t, T ) for t < 1 and y2(t, T ) = y(t, T ) for t > 1 be the (unique) solutions of
equations (7.11) and (7.5), respectively. Put
Φ1(t, T ) = −ξ(nTy1(t, T )) ln t− (n− 1)y1(t, T ) nn−1T + ̺(nTy1(t, T )), t < 1,
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and let Φ2(t, T ) = Φ(t, T ) be defined for t > 1 by formula (7.9). Then for all u ∈ H(ac)H
the asymptotic relation holds
(exp(−iHT )u)(t) =
√
n− 1
πnt|T |
∣∣∣ ln t
πT
∣∣∣−1/(2n)
×
∑
j=1,2
eiΦj(t,T )χj(t)f±
(
(−1)j
∣∣∣ ln t
πT
∣∣∣(n−1)/n)+ ǫ±(t, T )
where χ1(t), χ2(t) are the characteristic functions of the intervals (0, 1) and (1,∞),
respectively, f± is defined by formula (7.2) and ‖ǫ±(T )‖ → 0 as T → ±∞.
Theorems 7.1 and 7.2 show that as T → ±∞ the function (exp(−iHT )u)(t) “lives”
in exponentially small neighborhoods of the singular points t = 0 and t = ∞, that
is, in the region where t ∼ eπ|T | or t ∼ e−π|T |. This is quite different from differential
operators (1.10) when according to Theorem 3.5 we typically have |x| ∼ n|T | for the
evolution operator (exp(−iBT )f)(x).
Appendix A. Stationary phase method
The statement below is quite standard. We give its short proof because apparently
explicit estimates of the remainders are not available in the literature.
Lemma A.1. Let
J (N) =
∫ ∞
0
eiNω(y)g(y)dy (A.1)
where ω = ω¯ ∈ C∞(R), ω′(0) = 0 and g ∈ C∞0 (R). Suppose that g(y) = 0 if y ≥ a for
some a > 0 and ω′′(y) 6= 0 for y ∈ [0, a]. Put
gn = max
y∈[0,a]
|g(n)(y)|, ωn = max
y∈[0,a]
|ω(n)(y)|, κ = min
y∈[0,a]
|ω′′(y)|.
Then
J (N) = 2−1eiτπ/4+iNω(0)(2π)1/2|ω′′(0)N |−1/2g(0) +R(N), |N | → ∞, (A.2)
where τ = sgn(ω′′(0)N) and
|R(N)| ≤ C(κ−7/2ω3/22 ω3g0 + κ−2ω2g1)|N |−1
(
1 +
∣∣ ln |ω0N |∣∣) (A.3)
with some absolute constant C.
Proof. Without loss of generality, we may suppose that ω(0) = 0 and ω′′(0) > 0. Let
us make the change of variables x = ω(y) in (A.1). Then
J (N) =
∫ ∞
0
eiNxg(x)x−1/2dx (A.4)
where
g(x) = σ(η(x))g(η(x)), (A.5)
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σ(y) = ω(y)1/2ω′(y)−1 (A.6)
and η(x) is the function inverse to ω(y). Integrating in (A.4) by parts, we see that
J (N) = g(0)
∫ ∞
0
eiNyy−1/2dy +
∫ ∞
0
( ∫ ∞
x
eiNyy−1/2dy
)
g′(x)dx. (A.7)
According to (A.5) we have
g(0) = g(0)
√
lim
y→0
ω(y)ω′(y)−2 = g(0)(2ω′′(0))−1/2,
and hence the first terms in the right-hand sides of (A.2) and (A.7) coincide.
Let R(N) be the second term in the right-hand side of (A.7). Since∣∣ ∫ ∞
x
eiNyy−1/2dy
∣∣ ≤ C|N |−1/2(1 + |N |x)−1/2,
we get the estimate
|R(N)| ≤ C|N |−1/2
∫ ω0
0
|g′(x)|(1 + |N |x)−1/2dx. (A.8)
According to (A.6) we have η′(x) = ω′(y)−1 = σ(y)x−1/2. Therefore differentiating
(A.5), we see that
g′(x) = (σ′(y)g(y) + σ(y)g′(y))σ(y)x−1/2, y = η(x). (A.9)
Observe that
|ω(y)| ≤ ω2y2/2, ω′(y) =
∫ y
0
ω′′(x)dx ≥ κy, ω(y) =
∫ y
0
ω′(x)dx ≥ κy2/2, (A.10)
and hence, by definition (A.6),
|σ(y)| ≤ (ω2/2)1/2κ−1. (A.11)
Note that
σ′(y) =
ω′(y)2 − 2ω(y)ω′′(y)
2ω(y)1/2ω′(y)2
. (A.12)
It follows from the first estimate (A.10) that ((ω′)2 − 2ωω′′)′ = −2ωω′′′ is bounded by
ω2ω3y
2, and so the numerator in (A.12) is bounded by ω2ω3y
3/3. A lower bound by
21/2κ5/2y3 on the denominator in (A.12) follows from the second and third estimates
(A.10) whence
|σ′(y)| ≤ 2−1/23−1κ−5/2ω2ω3. (A.13)
Let us come back to function (A.9). Combining (A.11) and (A.13), we get the bound
|g′(x)| ≤ C(κ−7/2ω3/22 ω3g0 + κ−2ω2g1)x−1/2.
In view of (A.8), this yields (A.3). 
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