The aim of this work is to study the coexistence of oscillatory and nonoscillatory solutions of a certain scalar delay difference equation.
Introduction
The aim of this work is to study the simultaneous existence of oscillatory and nonoscillatory solutions of the linear delay difference equation
a j .t/x.t r j /; t > 0 (1.1)
x.t/ D .t/; r p Ä t Ä 0; (1.2) where x W OE r p ;1/ ! R, 0 < r 1 < r 2 < ::: < r p , a j 2 C.OE0;1/;R/ for all j 2 ¹1;2;:::pº, and 2 C.OE r p ;0;R/ is such that
By a solution of (1.1)-(1.2) we mean a function x 2 C.OE r p ; 1/; R/ that satisfies (1.1)-(1.2). Such a solution is called oscillatory if it has arbitrarily large zeros; otherwise, it is said to be nonoscillatory. For the discrete version (1.1), oscillation theory has been developed mainly in the last two decades. For example, see [1] [2] [3] [4] 10] , and for some recent works see [5, 7] and the references cited therein. The oscillatory and nonoscillatory behavior of solutions of (1.1) has been relatively less studied. For the autonomous case of (1.1), we refer to [8, 9] and the references cited therein.
In this paper, we shall examine the coexistence of both oscillatory and nonoscillatory solutions of (1.1). In Section 2, under the assumptions on the delays given above, we shall study the autonomous case of (1.1). For this case, although oscillatory solutions always exist, we shall show that oscillatory and nonoscillatory solutions possibly do not coexist. In Section 3, we shall discuss the nonautonomous case and prove a result which provides sufficient conditions for the coexistence of oscillatory and nonoscillatory solutions.
The autonomous case
In this section we study the coexistence of oscillatory and nonoscillatory solutions of (1.1) when a j .t/ D a j ¤ 0, j 2 ¹1;::: ;pº, are constant, i.e., we consider
a j x.t r j /; t > 0 (2.1)
where
According to Krisztin [13] , (2.1) has a nonoscillatory solution if and only if there exists 2 R such that the characteristic equation
is satisfied. Moreover, if the characteristic equation (2.3) is satisfied for some 2 C n R, then (2.1) has an oscillatory solution. For commensurable delays, that is, when there exist m j 2 N and a real number > 0 such that r j D m j for all j 2 ¹1; ::: ; pº, which is the case, e.g., when r j 2 Q for all j 2 ¹1; ::: ; pº, we have the following: If (2.3) has a real root , then it also has the complex roots z D C 2k i= , where k 2 Z. To show this, note that
a j e r j D 1:
Thus for commensurable delays, oscillatory and nonoscillatory solutions of (2.1) coexist whenever the latter exist. The opposite situation may not happen, as one can show through the following example.
Example 2.1 Consider the difference equation
The characteristic equation for (2.4) is e 2z D 1, which has the roots
Thus (2.4) has no nonoscillatory solution. Hence all solutions of (2.4) are oscillatory.
The situation pointed out above for commensurable delays is common for general delays with the given conditions. This is shown in the following result.
Theorem 2.2 Equation (2.1) always possesses oscillatory solutions.
Proof: Define the function
If for some z 0 2 C, possibly real, one has F .z 0 / D 0, then there exists a sequence ¹z n º such that F .z n / D 0, Rez n ! Rez 0 , and Imz n ! C1 as n ! 1 (see [11, Lemma 3.1] ). So, we only have to prove that the set of zeros of F is nonempty. In fact, since for every > 1, one has
we find that F is an entire function of order less than or equal to 1. Thus assuming that F has no zeros, by Hadamard's theorem, we conclude that
Assume a ¤ 0. Then for z D iv with v 2 R, one has jF .z/j Dˇe azCbˇDˇebˇe vIma :
Thus, if Ima < 0, then jF .iv/j ! 1 as v ! 1, and if Ima > 0, then jF .iv/j ! 1 as v ! 1. These facts contradict the inequality
and consequently a 2 R. But since a ¤ 0, jF .u/j Dˇe auCbˇD e auˇebˇ! 0 or 1 as u ! 1; which contradicts
a j e ur j ! 1 as u ! 1:
Thus a D 0, and F .z/ is constant, which is impossible in view of the conditions on the delays r j and the coefficients a j , j 2 ¹1; ::: ; pº. Hence F has an infinite number of complex zeros, and consequently (2.1) always has oscillatory solutions.
Remark 2.3
For a delay difference system
A j x.t r j /; (2.5) where x.t/ 2 R n and A j , j 2 ¹1; ::: ; pº, are real n n matrices, analogously, one can show that (2.5) has a nonoscillatory solution if and only if there exists 2 R such that
Hence, if (2.6) is satisfied for some 2 CnR, then (2.5) has an oscillatory solution. However, we notice that (2.6) can be written as
where for j 2 ¹1; ::: ; N º,ˇj ¤ 0 and j > 0 are real numbers such that 1 < < N . Thus, Theorem 2.2 can be applied to the system (2.5) also.
By Theorem 2.2, it immediately follows that oscillatory and nonoscillatory solutions simultaneously exist provided at least one nonoscillatory solution exists. When a p > 0 in (2.3), then one can easily conclude that (2.3) necessarily has a real root for delays satisfying 0 < r 1 < r 2 < ::: < r p , and consequently (2.1)-(2.2) has at least one nonoscillatory solution. Thus, in such a case, oscillatory and nonoscillatory solutions coexist. By [9, Corollary 14] , the same holds provided p X j Dk a j 0 for k 2 ¹2;::: ;pº and
Example 2.4 One can immediately say that the equation
has oscillatory and nonoscillatory solutions, independent of the delays. For instance, when r 1 D =4, r 2 D =2, r 3 D , and r 4 D 2 , one can verify that the functions
are, respectively, oscillatory and nonoscillatory solutions of (2.7).
Some further criteria for the existence of nonoscillatory solutions, but dependent on the delays, are stated in [9, Corollary 14] and [14] . More precisely, they describe situations where oscillatory and nonoscillatory solutions coexist. For completeness, we summarize these results as follows.
Theorem 2.5 Equation (2.1) has oscillatory and nonoscillatory solutions under each of the following assumptions:
(i) P k j D1 a j 0 for k 2 ¹1;::: ;pº and
(ii) P p j D1 a j , P k j D1 a j 0 for k 2 ¹1;::: ;p 1º and
In our next result, we separate the coefficients a j , j 2 ¹1; ::: ; pº, which are positive from those which are negative by defining
for j 2 ¹1;::: ;pº. Theorem 2.6 Let a p < 0 and Proof: For 2 R, we define the functions
Since (2.8) implies that r M < r m , the function h has a maximum at
Moreover,
Therefore, g. 0 / 1, and as lim !1 g. / D 0, there exists 0 such that g. / D 1, and consequently, (2.1) has at least one nonoscillatory solution. The result now follows from Theorem 2.2. Thus, by Theorem 2.6, (2.9) has oscillatory and nonoscillatory solutions. In fact,
are, respectively, oscillatory and nonoscillatory solutions of (2.9).
Now we shall show that, when r j D jr 1 , j 2 ¹1;::: ;pº, the coexistence of oscillatory and nonoscillatory solutions, in some sense, depends on the initial condition 2 C 0 . Then, for t 2 OE r 1 ;0, we have
Proof: We will use induction. For t 2 OE r 1 ;0, we have
Noticing that jr 1 D r j Ä t C r 1 r j Ä r 1 r j D .j 1/r 1 for j 2 ¹1;::: ;pº, we conclude
so that (2.10) holds for n D 1. Now, we suppose that (2.10) holds for every k Ä n and show that it is true for k D n C 1. In fact, for t 2 OE r 1 ;0, we have
Thus, for each n 1 2 ¹2;::: ;pº, we have
Hence, since
we find
In the same way, for each n 1 2 ¹2;::: ;pº and n 2 2 ¹1;::: ;pº, we have
a n 3 x.t C .n C 1/r 1 r n 1 r n 2 r n 3 /;
and consequently,
Using the same arguments for n 1 2 ¹2;::: ;pº, n 2 2 ¹1;::: ;pº, , n nC1 2 ¹1;::: ;pº, we obtain
a n nC1 x.t C .n C 1/r 1 r n 1 r n 2 r n nC1 /:
Now, since t 2 OE r 1 ;0, we have
Thus,
Consequently,
so that (2.10) holds for k D n C 1. This completes the proof.
From Theorem 2.8, it is clear that if .0/ D 0, then x ı is an oscillatory solution of (2.1)-(2.2) since x.nr 1 / D 0 for all n 2 N. The same holds if P p j D1 a j D 1 and .t 0 / D 0 for some t 0 2 . r 1 ;0/, since then
However, if is positive on OE r 1 ; 0, then x ı is a positive solution of (2.1)-(2.2) and so nonoscillatory. Summarizing, we have the following result.
Corollary 2.9
Let r j D jr 1 , j 2 ¹1; ::: ; pº. If is positive on OE r 1 ; 0, then (2.1)-(2.2) has both nonoscillatory and oscillatory solutions.
Example 2.10
The equation
satisfies all conditions of Corollary 2.9. The functions
where b 2 R and a is such that are, respectively, oscillatory and nonoscillatory solutions of (2.11).
The nonautonomous case
With respect to (1.1), we notice that, as in the autonomous case, there possibly do not exist nonoscillatory solutions. For example, if the equation
had a nonoscillatory solution, then a.t/ was necessarily positive for every sufficiently large t > 0. So if a.t/ is either negative or oscillatory, then (3.1) has only oscillatory solutions.
The following result states that at least one nonoscillatory solution of (1.1) exists whenever its coefficients are positive though sufficiently small. Proof: Denote by C b .OE r p ; 1/I R/ the space of all real continuous bounded functions on the interval OE r p ; 1/. As is well known, this space, with the "sup" norm
is a Banach space. Let X be the closed subspace of C b .OE r p ; 1/I R/ of all functions x 2 C b .OE r p ; 1/I R/ satisfying the condition
In the Banach space X , we define the linear operator T W X ! X by
By (3.3), one has kT xk Ä ckxk for all x 2 X:
So T is also continuous. Furthermore, in view of the linearity of T and the fact that c < 1, one can conclude that T is a contraction in X . Let now˛> 0 be such that
Therefore, since the exponential function e ˛t satisfies (3.4), we conclude that e ˛t 2 X . Considering the closed subset of X given by
by (3.2) . Thus, by (3.5), we have .T x/.t/ e ˛t for all t 0. So T W E ! E is a contraction in the complete metric space E. Hence T has a unique fixed point in E, and consequently, (1.1) has at least one positive bounded solution.
Assume now that the delays of (1.1) are commensurable. That is, for some > 0 and m j 2 N, one has r j D m j for j 2 ¹1; ::: ; pº. As the delays are supposed to be ordered as r 1 < r 2 < < r p , we also have m 1 < m 2 < < m p . Putting j .t/ D a j . t/ for j 2 ¹1;::: ;pº and u.t/ D x. t/, (1.1) can be written as one can rewrite (3.6) as
where N D m p . Notice that the initial condition is now a function which is continuous on OE N ;0 such that
This way any solution of (1.1), that is, of (3.7), by taking y.n/ D u.n/, gives in particular a solution of the discrete equation So, notice that any nonoscillatory solution of (1.1), that is, (3.7), gives rise to a nonoscillatory solution of (3.9), in the sense that the sequence ¹y.n/º is either positive or negative for sufficiently large values of n. However, one can remark that an oscillatory solution of (1.1) possibly does not give an oscillatory solution of (3.8).
The existence of positive solutions for (3.9) is studied for the single delay case in [5] and for several delays in [6] (see also the references therein). However, following the proof of Theorem 3.1, one can obtain for that equation a different statement. y.n/ if n 2 ¹ N;::: ;0º
By (3.12), T is a contraction in X . If˛> 1 is such that
then the sequence ¹˛ n º n N belongs to X since it satisfies (3.10) . By E, we mean now the closed subset of X given by
One has T .E/ E, and the conclusion follows as in Theorem 3.1.
We believe that there might be cases where oscillatory solutions cannot exist. The existence of those solutions is not a current issue in the literature. The following result states the existence of an oscillatory solution of (1.1) for the case when the delays are commensurable. we obtain (3.8). Then the unique solution u W OE N ;1 ! R of (3.7) such that u.t/ D .t/ for all t 2 OE N ;0 will necessarily satisfy, in particular, (3.9) , that is, u.n/ D y.n/. So, through this process, an oscillatory solution of (3.9) gives an oscillatory solution of (3.7), but a nonoscillatory solution of (3.9) possibly does not give a nonoscillatory of (3.7). As t ! 1, for every k 2 ¹1;::: ;N º, one has q k .t/ converging to some q k , and so
Denote by 0 the real negative root of P . By Perron's theorem (see [12] ), (3.9) has a solution y such that lim n!1 y.n C 1/ y.n/ D 0 < 0:
Thus such a solution is necessarily an oscillatory solution of (3.9), and hence (1.1) has at least one oscillatory solution, which completes the proof.
The assumptions of Theorems 3.1 and 3.3 are clearly independent. So for the commensurable delays case, they can be used in order to conclude the coexistence of nonoscillatory and oscillatory solutions. This is illustrated through the following example. are 1=3 and 2=3, all conditions of Theorems 3.1 and 3.3 are fulfilled, and so (3.14) has both nonoscillatory and oscillatory solutions.
