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I. Introduction
VER the last decade, there has been significant interest in estimation of dynamic discrete choice models. Examples include Miller (1984) , Wolpin (1984) , Pakes (1986) , Rust (1987) , and Berkovec and Stern (1991) . Until the development of the method of simulated moments (MSM) by McFadden (1989) and Pakes and Pollard (1989) , these models were difficult to estimate in that evaluating choice probabilities frequently involved integrating high dimensional integrals. MSM makes a large class of models feasible to estimate by approximating the choice probabilities with an unbiased simulator. This paper considers two problems that frequently arise in dynamic discrete choice problems but have not received much attention with regard to simulation methods. The first problem is how to simulate unbiased simulators of probabilities conditional on past history. This is discussed by Berkovec and Stern (1991) and Keane (1994) . The second is estimating a discrete transition probability model when the underlying dependent variable is really continuous. Examples would include (a) the latent variable representing a continuous health measure when only discrete measures of health are available; (b) the latent variable representing the value of work when only a discrete participation dummy is available; or (c) the latent variable representing income when only a bracketed income measure is available. Examples in the literature are Hsiao (1989) or BorschSupan, McFadden and Schnabel (1993) . Both of the problems discussed above are difficult to handle without simulation methods but become manageable with simulation methods.
Sections II and III describe the model and develop the estimation procedures, one section for each procedure. Section IV provides results for a particular application dealing with long-term care for elderly parents and compares them to simpler models and alternative estimation strategies. Section V is the conclusion.
II. Estimation Conditioning on Past

History
Consider the problem where each period an agent must choose from a discrete set of J alternatives. Let yi, be the value to agent i of choosing alternative j at time t. Assume Y?jt = Xijt3 + i + eijt+ (1) where Xijt are explanatory variables and 'iq and Eijt are errors. The error Eijt iid Extreme Value, and ij-iid G for some specified G. The assumption about the joint distribution of e's is made for computational convenience. Alternative specific errors, 7eij, are included as well because they may be empirically important. In many problems, Y,*jt may depend upon previous choices made (see, for example, the papers cited in the introduction).
The variable yi is unobserved. Instead, an indicator of which alternative is chosen is observed, Yijt 1(y!= t > y, t Vk i) (2) where 1(W) is the indicator function. If the -qdistribution were degenerate, equations (1) and (2) would describe a multinomial logit model. The existence of the -q's will require the use of a simulation method to estimate the fB's when J > 3.
The goal is to estimate 8 (and possibly the variance of -q) using a relatively short panel data set on {(yijt,Xijt); i = 1,2,...,J; i = 1,2,...,n; t = 1,2, ... ., T}. Berkovec and Stern (1991) 
for m = 0,1,5..., M. If the support of z* is the real line, then estimating a and (p corresponds to a serially correlated, ordered discrete choice problem. Examples of such problems would include z * representing a stochastic health process when only the usual discrete indicators of health (excellent, good, fair, and poor) are available, z * representing the value of working when only labor force participation data are available, or z*it representing income when only bracketed income information is available. In some examples, the thresholds, co through CM+1, are observed (e.g., the value of work). In most, they must be estimated. Usually, without loss of generality, one can set co = -oo, cl = 0, and CM+? = oo, and estimate c2 through CM along with a and q'. As in section II, the parameters can be estimated using a method of simulated moments instrumental variables estimator (MSME). Assume for now that there are only two periods of observations. Let One can numerically evaluate equation (17) using Gaussian quadrature.5 However, the numerical approximation may be poor in that the limits of integration are generally close to each other.6 An alternative would be to approximate 3 Variance due to simulation is of order 0(1/N) when antithetic acceleration is used. See Geweke (1988). 4More general distributional assumptions could be tried here. It is not clear, however, that one could identify distributional form.
5See Butler and Moffitt (1982) . 6 To write equation (17) as Jf g(z*)e z dz* as is needed for Gaussian quadrature, g(*) must be a discontinuous function with discontinuity points at AC?1/ and 24C and g(z*) = 0 when z* is not between the discontinuity points. Since it is likely that one or possibly no quadrature points are between the discontinuity points, the approximation is very poor. 
IV. Results
The particular application used to evaluate the properties of the estimators proposed in sections III and IV is a model of long-term care for an elderly parent and location of residence of the children of the parent. The model is described in detail in Stern (1994) . The data, also described in Stern (1994) There are 2238 observations. aSignificant at the 5%Y level.
[699 dren reduces the probability of care, and (e) female children are more likely to provide care. Table 3 reports results for the estimation procedure described in section III. Table 4 CARE is a dummy for whether the child is the primary caregiver, WEDDING and DIVORCE are dummies for whether a change in marital status occurred, and C2 through C5 are the threshold points defined in equation (3).
There are 3941 observations. a Statistically significant at the 5% level. 
