This paper investigates the time-varying volatility patterns of some major commodities as well as the potential factors that drive their long-term volatility component. For this purpose, we make use of a recently proposed GARCH-MIDAS approach which typically allows us to examine the role of economic and financial variables of different frequencies. Using commodity futures for crude oil (WTI and Brent), gold, silver and platinum, our results show the necessity of disentangling the short-and long-term components in modeling and forecasting commodity volatility. They also indicate that the long-term volatility of most commodity futures is significantly driven by the level of the general real economic activity as well as the changes in consumer sentiment, industrial production, and economic policy uncertainty. However, the forecasting results are not alike across commodity futures as no single model fits all commodities.
Introduction
Earlier studies on commodity markets have shown that commodity futures can be a valuable source of diversification benefits for investors and portfolio managers, given their distinct riskreturn characteristics as compared to traditional assets like bonds and stocks. Bodie & Rosansky (1980) note, for example, that their benchmark portfolio of commodity futures performs as well as the portfolio of common stocks in terms of average returns over the period . More importantly, a diversified portfolio of 60% stocks and 40% commodity futures leads to a return variability reduction of about one-third relative to the 100% stock portfolio, while having the same level of return. The hedging ability against inflation is another interesting feature of commodity futures (Lucey et al., 2017) . Similarly, Lintner (1983) finds that the variability of portfolios of stocks and bonds is consistently lower when they are combined with managed commodity futures. More recent studies such as Gorton & Rouwenhorst (2006) , Daskalaki & Skiadopoulos (2011) , Arouri et al. (2011) , Narayan et al. (2013) , and Klein (2017) also find evidence to confirm this diversifying potential of commodity futures through the use of various datasets and evaluation methods. The specific drivers of commodity returns as well as their low correlations with stocks and bonds can thus be viewed as the key factors that explain the increasing role of commodity futures in portfolio investments and diversification strategies (Domanski & Heath, 2007 , Dwyer et al., 2011 , Bekiros et al., 2017 .
With the intensification of their financialization since 2004, commodity markets are exposed to some structural changes in the distributional characteristics of returns and dependence with other asset classes. Commodity futures returns now behave more like stock returns, and their correlation with stocks has become positive and increased in recent years, particularly after the collapse of Lehman Brothers (Büyükşahin & Robe, 2011 , Tang & Xiong, 2012 , Büyükşahin & Robe, 2014 , Adams & Glück, 2015 . As a result of this increasing equity-like behavior, researchers find evidence of lower diversification benefits associated with the inclusion of commodity futures in diversified portfolios and a higher level of their shock transmission and volatility spillovers with stocks (Baur & McDermott, 2010 , Filis et al., 2011 , Narayan & Sharma, 2011 , Daskalaki & Skiadopoulos, 2011 , Silvennoinen & Thorp, 2013 .
The large fluctuations of commodity prices over recent years have also generated concerns for macroeconomic stability and overall economic performance. The standard deviation of the IMF all commodity price index over the 2005M1-2017M6 is 36.45%. The same price index also reached the highest value of 220.03 index points in July 2008 (base index of 100 points in 2005), or an increase of 120%. Since the information about volatility is a critical input for portfolio design and policy decisions, an important strand of the commodity finance literature has devoted attention to commodity volatility modeling and the identification of its determinants. A general consensus from the majority of past studies is that main volatility drivers tend to differ across different classes of commodities.
For instance, Daskalaki et al. (2014) attempt to identify common factors for the pricing of commodities. They conclude that neither macroeconomic, equity-related, nor commodity-specific factors can explain the pricing over all commodity classes. Batten et al. (2010) analyze the macroeconomic drivers of monthly precious metal volatility and document that monetary (e.g., inflation) and financial (e.g., S&P 500 returns) variables can explain the volatility block wise, but their results do not hold for silver. Moreover, the drivers of volatility within the group of precious metals are not alike. Silvennoinen & Thorp (2013) analyze the correlation of commodities and find lagged VIX to have positive impact on weekly energy volatility, but no impact on precious metals.
Regarding the energy market volatility, Pindyck (2004) document that macroeconomic variables such as treasury bill yields or effective exchange-weighted dollar rate do not affect oil price volatility using weekly data. Kilian & Vega (2011) find evidence that WTI oil price returns are not sensitive to macroeconomic news. Karali & Ramirez (2014) use macroeconomic variables, political and weather events to identify drivers of crude oil, heating oil, and natural gas futures volatility. Their results indicate that only crude oil's volatility increases following political, financial, and natural events, whereas macroeconomic variables have no significant impact on oil price volatility. A recent study by Yin (2016) shows that economic policy uncertainty spills over to oil price spot and futures volatility.
Nevertheless, several studies empirically uncover common volatility links among commodity classes. The work of Verma (2012) shows, for example, negative influence of sentiment on the volatility of energy and precious metal futures. Considering a sample of agricultural, energy, and metal commodities, Karali & Power (2013) find evidence of significant influences of inflation and industrial production on commodity markets long-term volatility. Smales (2017) documents that the volatility of commodity markets, represented by the Commodity Research Bureau Index and the S&P goldman Sachs Commodity Index, react to both the U.S. and Chinese macroeconomic news including the U.S. employment and economic output as well as the purchasing intentions of Chinese manufacturers. Lastly, Prokopczuk et al. (2017) investigate the co-movement of commodity market volatility and economic uncertainty via regression with realized volatility and find that certain macroeconomic and financial variables (i.e., the inflation volatility, the VIX, the default return spread and the TED spread) drive the commodity volatility. The authors suggest to scrutinize the issue further through the framework proposed by Engle et al. (2013) which combines Generalized Autoregressive Heteroskedasticity (GARCH, Engle, 1982 , Bollerslev, 1986 ) models with the Mixed Data Sampling (MIDAS, Ghysels et al., 2004 , 2007 technique. This combination particularly allows one to use macroeconomic variables, usually available at monthly or quarterly frequency, as explanatory variables of daily volatility.
The GARCH-MIDAS model has been mostly used to examine the macroeconomic effects of equity (Asgharian et al., 2013 , Conrad & Loch, 2015 , Opschoor et al., 2014 and bond markets (Nieto et al., 2015) . Some studies have also employed this methodology to examine the volatility in commodity markets. Dönmez & Magrini (2013) investigate possible drivers of long-term volatility of agricultural commodities (wheat, corn, and soybean). For oil prices, Yin & Zhou (2016) and Pan et al. (2017) use GARCH-MIDAS with demand and supply shocks as explanatory variables for the volatility. Conrad et al. (2014) use macroeconomic variables to explain the dynamic correlations of stock markets and oil prices. Our paper contributes to the literature on modeling and forecasting the volatility of commodity markets for portfolio management purposes. It particularly focuses on the modeling and predictive ability of the GARCH-MIDAS model, while having the possibility to identify common macroeconomic drivers of commodity volatility. Using data of four economically-important commodity futures (crude oil, gold, silver, and platinum) as well as a rich set of economic and financial variables (e.g., industrial production, consumer sentiment, economic uncertainty, implied volatility, and global real economic activity), we find that the growth rate of industrial production and consumer sentiment decreases volatility of commodity futures. Moreover, our analysis suggests that rising economic policy uncertainty and global real economic activity increase the long-term commodity volatility. When examining the usefulness of GARCH-MIDAS to forecast the volatility of commodity futures, we reveal that the inclusion of macroeconomic and financial variables in the volatility models improve the volatility forecast, especially on longer time horizons such as 5-or 20-days ahead prediction. However, no single model appears to be the best-suited specification for all commodity futures we consider.
The remainder of the paper is structured as follows. In Section 2, we introduce our econometric framework. Section 3 presents our dataset. Section 4 reports and discusses the empirical results. Section 5 concludes the paper.
Methodology

Spline-GARCH
The Spline-GARCH by Engle & Rangel (2008) is a multiplicative alternative to the additive Component GARCH (Engle & Lee, 1999) . The model allows one to disentangle the high and low frequency parts of conditional volatility. The long-term volatility √ τ t is described by a nonparametric spline. Engle & Rangel (2008) suggest to divide the sample in equidistant knots k. The Spline-GARCH can be formulated as follows:
r t = µ + z t √ τ t g t with z t ∼ t ν (0, 1) i.i.d.,
g t = (1 − α − β) + α ε 2 t−1
where V[r t |Ω t−1 ] = τ t g t with Ω t−1 as the information set at time t − 1 containing all past returns r t and residuals ε t = (r t − µ). The innovation z t is an i.i.d. random variable from a Student's t distribution with ν degrees of freedom. The parameter µ describes the unconditional mean of the return series. The process √ g t describes the high frequency part of the conditional volatility with the well known GARCH dynamics. To maintain non-negativity and weakly stationarity α, β ≥ 0 and α + β < 1. Engle & Rangel (2008) suggest to identify the optimal choice of knots by using an information criterion such as Bayesian Information Criterion (BIC). However, we follow the approach of Walther et al. (2017) , who choose the number and positions of knots by means of the Iterative Cumulative Sums of Squares (ICSS) variant of Sansó et al. (2004) .
GARCH-MIDAS
Based on the Spline-GARCH, the GARCH-MIDAS model is introduced by Engle et al. (2013) . It incorporates a long-term volatility component τ q to a standard GARCH model (Bollerslev, 1986) . Thus, the conditional volatility of r t partly depends on a macroeconomic variable X with K lags.
The constraints α, β ≥ 0 and α + β < 1 have to hold in order to maintain the non-negativity and stationarity of the high-frequency part g t . For a further discussion on stationarity and ergodicity, see Wang & Ghysels (2015) . The Beta-weighting scheme ϕ k (ω 1 , ω 2 ) is introduced to MIDAS by Ghysels et al. (2007) . Dependent on the parameters ω 1 , ω 2 > 1, the Beta scheme can depict increasing, decreasing, or hump-shaped weights, which sum up to unity. 1 Engle et al. (2013) also offer the possibility to use an exponential scheme, which is not as flexible as the Beta-function based scheme. Furthermore, Baumeister et al. (2014) consider unrestricted and equally-weighted schemes. Due to the exponential character of the low-frequency part τ q , no additional restrictions for non-negativity are required. In our specification, τ q stays constant for a quarter of a year q, which is associated with time t. Note that if we do not include a macroeconomic variable X, the long-term variance is τ q = exp (m) and the model degenerates to a simple GARCH representation. For the T + 1 prediction of GARCH-MIDAS, we estimate the parameters from the in-sample period up to T and the last quarter Q and calculate the forecast as follows:
The multi-step prediction T + h is conducted by recursively substituting the unknown variance forecast until time T :
At the empirical level, we first estimate the three baseline models (i.e., the standard GARCH, the Spline-GARCH, and the GARCH-MIDAS accommodating each of the financial and macroeconomic variables) over different sub-samples corresponding to different dynamics of commodity prices. We then compare the forecasting performance of these models over an out-of-sample period.
Data
We consider, in this paper, the most important commodity futures in the real economy, which are traded in the New York Mercantile Exchange (NYMEX) and are commonly investigated in commodity finance literature. They include the WTI crude oil index, the Brent crude oil index, gold, silver, and platinum. We collect their 3-month futures prices over the period from 1 January 1996 to 31 December 2015, and calculate the log returns as r t = 100 · (log(P t /P t−1 )).
For the set of macroeconomic variables which will be used as potential drivers of the longterm commodity volatility, we consider the Product Price Index (PPI), the Industrial Production (IP), the University of Michigan Consumer Sentiment (SENTI), the overall Economic Policy Uncertainty Index (EPUI), the Effective Exchange Rate for the United States (EERUS) from the Bank of International Settlement, the bond market volatility index (MOVE), the S&P500 volatility index (VIX), the 3-month Treasury Bill rate (TB3M), the TED spread (TED), and the global real economic activity (GREA) from Kilian (2009) 2 . The latter is constructed by adjusting the prices of dry bulk cargo rates for various commodities. Given the data availability from 1 January 1992 to 1 October 2015, we calculate 95 quarterly growth rates as X M q = 100 · (P q /P q−1 − 1) for each series, except the GREA, for Apr 1st 1992-Oct 1st 2015.
3 For the GREA, we choose to use the variable in levels, since it is already deflated and linearly detrended by construction. We subdivided the full sample into three periods: (I) 1996 (I) -2005 (I) , (II) 2006 (I) -2015 , and the full sample (III) 1996-2015. Table 1 reports the descriptive statistics and some preliminary tests on all time series.
[include Table 1 about here]
We find that all time series are stationary, given the results of the Augmented Dickey-Fuller (ADF) test. Only for GREA in the first sample, the ADF test does not reject the hypothesis of a unit root in the sample. Moreover, the daily log-returns of the commodities exhibit high auto-correlation of squared returns at 12 lags (ARCH test), which suggests the use of GARCH models.
In addition to the growth rates of the macroeconomic variables, we also include the quarterly realized variance of the commodities, defined as
and the quarterly variance of the growth rates of the macroeconomic variables X M V q as explanatory variable for the long-term volatility. The latter is estimated in a similar fashion as in Schwert (1989) by taking the squared residual ε 2 q of an AR(4) model with quarterly dummy variables:
Results and Discussions
Long-term Volatility Patterns
We start our analysis by examining the parameter estimations of the standard GARCH, the Spline-GARCH, and the GARCH-MIDAS-RV models for the period from 2 January 1996 to 31 2 We are grateful to Lutz Kilian for kindly providing the data for the global real economic activity with recent updates on his personal webpage http://www-personal.umich.edu/˜lkilian/paperlinks.html.
3 We choose this time window, because the VIX is only available starting 1990. Choosing 1992 as a starting year allows us 1) have the necessary K = 16 quarters lag, i.e. four years, for the GARCH-MIDAS model and 2) to calculate proxies for the variance of all macroeconomic variables which includes a year of time lag.
December 2015. The estimation of these models allows to straightforwardly assess whether it is economically meaningful to decompose the commodity return volatility into high and low frequencies. Note that the GARCH-MIDAS-RV has the quarterly realized variance of each commodity return as an explanatory variable of its long-term volatility.
[include Table 2 about here]
The estimation results are given in Tab. 2. As expected, the GARCH-MIDAS-RV model, which incorporates the quarterly realized variance of commodity returns, yields the best goodness-of-fit (i.e., lowest BIC) for all commodities under consideration, except for platinum where the Spline-GARCH is the best-suited model. In all cases, the standard GARCH model has the worst fit, given its low Log-Likelihood (LL). For the Spline-GARCH model, the knots are identified by means of the ICSS approach and the results show five structural breakpoints for WTI and Brent oil indices, six for gold and silver, and only one breakpoint for platinum.
[include Figure 1 about here] Tab. 2 also indicates that the short-term dynamics (i.e. α and β) of the three models are highly significant and very similar with relatively close values. This finding thus suggests that the differences in statistical fit (LL) and goodness-of-fit (BIC) rather arise from the long-term volatility component. Engle et al. (2013) use a variance ratio to determine the explanatory value of the long-term volatility. The measure VR = V(log τt) V(log ht) describes the proportion of variance of the logarithmic long-term volatility and the variance of the logarithmic conditional volatility. For each GARCH-based specification, we use the conditional variance h t of the simple GARCH model as base. 4 For the remaining models, we see that the long-term component of the Spline-GARCH and the GARCH-MIDAS-RV explains the fluctuation of the variance in a range between 21% and 96%.
As an illustration, we depict, in Fig. 1 , the long-term components of each model for the WTI crude oil volatility. The long-term volatility pattern provided by the GARCH-MIDAS-RV follows closely the conditional volatility dynamics.
Drivers of Long-term Volatility
We now turn to present and discuss the results from the GARCH-MIDAS regressions over the three different sample periods for each commodity, whereby the long-term volatility component is modeled as a function of each of the financial and macroeconomic variables. This analysis thus allows us to identify the drivers of shocks or swings in the long-term volatility component. Without loss of generality, we solely concentrate on the interpretation of the MIDAS parameters θ, ω 1 , and ω 2 . The results are given in Tab. 3, where we summarize the sign of the statistically significant parameter θ.
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The results for the WTI crude oil indicate that the quarterly growth rates of all macroeconomic variables have significant effects on the WTI long-term volatility in at least one out of the three periods we consider, except PPI and TB3M. In particular, the consumer sentiment (SENTI) consistently has a negative and significant impact in all three periods. Hence, when consumer sentiment rises the oil price volatility tends to decrease, which may suggest that the economy is in its stable state. As expected, the economic policy uncertainty (EPUI), the effective exchange rate for the United States (EERUS), and the global real economic activity GREA drive up the long-term oil price volatility. The effect of the quarterly variance of the growth rates of macroeconomic variables is however not exactly similar as the PPI and TB3M variables have now significant impacts. Also, the impact of the variance of the SENTI variable on long-term oil price volatility over the full period is positive. A close look at the SENTI variable shows that for the full period, we estimate the parameters θ = −0.2359, ω 1 = 1.7843, and ω 2 = 2.8450. Hence, for a 1% increase of SENTI one quarter before, the long-term WTI volatility decreases by exp (−0.2359 · 0.0549) − 1 = −0.0129 or -1.29%. The highest impact is due to changes in the consumer sentiment five quarters before, i.e. a 1% increase in consumer sentiment decreases the long-term volatility in five quarters by exp (−0.2359 · 0.1094) − 1 = −0.0258 or −2.58%. Figure 2 shows the full lag structure for all three sample periods and how it changed from the first to the second decade of the whole sample. In the second sample period, the impact of SENTI is even bigger than for the full sample. As to the variance of the 3-month treasury bill rate, it negatively influences the long-term WTI volatility for all three sample periods. Thus, the U.S. oil price volatility decreases due to interest rate variability. This finding complements the observations of Barsky & Kilian (2001) , who document that oil price increases (decreases) were preceded by low (high) interest rates. The European Brent oil volatility shows similar patterns like its U.S. counterpart. Especially for the second period and the full sample, we observe that the GREA level is positively associated with the long-term oil price volatility. Hence, positive values in the global real economic activity index lead to higher oil price fluctuations. Kilian (2009) builds the index based on dry bulk ship cargo rates. These rates increase in times of high economic activity due to the fact that high demand meets an relatively inelastic supply curve. Thus, a positive index points towards a demand shock and an increased trading volume of commodities in general, which leads to their higher volatility. Analogously, if the GREA has a negative index, the markets cool down given the lower demand, and oil prices stabilize (less volatility). We find the GREA to be significant for all commodities in the second sub-sample. Figure 3 shows the effects of the lagged GREA levels on the long-term volatility of the two oil indices and the three metals. While the long-term volatility of the WTI and Brent is influenced by the GREA index from its first lag onwards, the metal volatility only reacts five quarters after and their highest reaction is observed at the seventh lag. Interestingly, we find that Brent reacts one quarter quicker to demand shocks than WTI, which could be explained by the fact that the Brent oil price is used as the benchmark for two-thirds of the world's oil trades.
[include Figure 3 about here] For the long-term volatility of gold and silver, we find a negative effect of the IP variable. Industrial production generally reflects the state of the U.S. economy. Thus, an increase in the IP growth rates will decrease the long-term metal volatility. This is because gold and silver are often used for hedge and/or safe-haven purposes during turbulent periods (Baur & Lucey, 2010) and are not invested extensively when the economy performs well. We also find that the EPUI growth rates positively affect gold's and platinum's volatility whatever the sub-samples, but it is not the case for silver. This finding suggests that increases in the economic policy uncertainty leads to different expectations by investors.
To summarize, our findings show that the growth rates of the industrial production (IP) and consumer sentiment (SENTI) negatively influence the long-term commodity volatility regardless of subsample periods and commodities, whenever the associated coefficients are statistically significant. The same result is reported in Karali & Power (2013) where changes in the industrial production are negatively associated with crude oil and gold. There is also a positive link between the growth rate of EPUI and the level of GREA with the long-term commodity volatility. The impact of the variance of macroeconomic variables, albeit significant, is however not consistent across commodities or subsamples. We only find the variance of SENTI (+) and PPI (−) to be consistent with only one exception each.
Forecasting Commodity Volatility
Whether the GARCH-MIDAS specifications with financial and macroeconomic variables are helpful for forecasting commodity volatility is of great interest to investors and portfolio managers. This subsection compares their predictive ability with the one of the standard GARCH, the Spline-GARCH, and the GARCH-MIDAS-RV models. We choose an out-of-sample period of four years from 3 January 2012 to 30 December 2015 (i.e. M = 1005 observations), with an expanding training window starting from 2 January 1996. Three loss functions are used to compare the forecasting performance of the different models and model specifications. They are described as follows:
whereĥ i is the forecasted conditional variance and the squared residual (r i −μ i ) 2 is the proxy for the actual variance at time i in the out-of-sample set i = 1, . . . , M . Moreover, following Hansen et al. (2011), we employ the Model Confidence Set (MCS) with 10% level of significance to identify the best forecasting models and to avoid the problem of data snooping.
[include Table 4 about here]
The results of the variance forecast are given in Tab. 4. For oil price returns (WTI and Brent), the Spline-GARCH yields the best variance prediction performance and is present in the MCS of almost all loss functions over all horizons. All GARCH-MIDAS models with macroeconomic and financial variables have relatively equal performance in forecasting the oil price volatility with respect to the RMSE criterion over 1-or 5-days ahead. For the other loss functions, only the GARCH-MIDAS-GREA model joins the Spline-GARCH in the MCS, while the GARCH-MIDAS-VIX model for the Brent oil is also included in the MCS with respect to the QLIKE. Putting together with the findings in subsection 4.2, the GREA is not only suitable for explaining the in-sample volatility, but also a promising candidate to conduct forecasts of long-term oil price volatility.
The results for gold show that all competing models belong to the set of equally well-performing models at the 1-day ahead forecast horizon with respect to the RMSE and at the 5-and 20-days ahead forecast horizon with respect to QLIKE. Only the GARCH-MIDAS-TB3M model is present in all MCS regardless of time horizons and loss functions. This is a little bit surprising in our study, because (a) it is not significant in all in-sample estimations and (b) the direction of effects is not consistent. Its predictive power seems to suggest that it contains information about the long-term volatility which is used as a tendency for the short-term forecasts. For instance, a rising tendency in the TB3M could signal stock market booms and thus more stable gold prices in the long-run because gold will be less used in hedging and diversification strategies.
For silver, the RMSE and QLIKE loss functions indicate that almost all GARCH-MIDAS models with financial and macroeconomic variables, and the GARCH and the GARCH-MIDAS-RV have equal performance at the three forecasting horizons under consideration. The MAE, on the other hand, only identifies four out of 13 models with superior performance. The inclusion of SENTI, EPUI, and MOVE variables into the GARCH-MIDAS models results in lower MAE for 5-and 20-days than the other specifications. Having realized volatility as explanatory variable for the long-term volatility shows better performance for 1-and 5-days ahead forecasts.
The long-term volatility of platinum appears to be harder to predict. We find the same macroeconomic variables as for silver to be included in the MCS. While the GARCH-MIDAS-SENTI and GARCH-MIDAS-MOVE models (also standard GARCH) show good performance for 5-and 20-days horizons, the GARCH-MIDAS-EPUI and GARCH-MIDAS-RV belong to the MCS for 1-day ahead prediction.
The results from the variance forecasting show that no single GARCH-MIDAS specification is able to predict the volatility better than the others, and this result holds across all commodities. Especially, the use of the TED to predict commodity volatility is not recommended. From 45 tests (three horizons, three loss functions, and five commodities), it is only included in ten MCS. On the contrary, the GARCH-MIDAS model using the GREA level appears to have 24 inclusions.
In addition to the volatility forecast, we evaluate the Value-at-Risk (VaR) forecast performance of the models. For this purpose, we use the multivariate unconditional coverage test of Pérignon & Smith (2008) to jointly test the coverage of p = 95%, 97.5%, and 99% VaRs. The idea of the test is based on the hit ratio test of Kupiec (1995) , which compares the empirically observed VaR exceedance with the theoretical one. Since the test by Kupiec (1995) only compares one coverage ratio at a time, the extension of Pérignon & Smith (2008) allows us to scrutinize the performance of a specific VaR forecast at three different coverage ratios jointly. We define the coverage as the ratio of VaR violations to the number of out-of-sample observations. The backtest compares this number to the theoretical coverage, e.g. for a 95% VaR the theoretical coverage is 5%.
Based on the GARCH models, we estimate the VaR as follows:
where
is the (1 − p)-quantile function of the Student-t distribution with ν degrees of freedom.
[include Table 5 The results of the VaR backtest in Table 5 can be summarized as follows. First, for the WTI and Brent crude oil, almost all models pass the VaR test from a long trading position, but fail when the short trading perspective is evaluated. Second, the test rejects more models on the long trading positions for gold and silver. Finally, except for some models at 5-days ahead VaR forecast for long trading positions, all forecasting models for platinum fail to obtain satisfactory results. Figure 4 demonstrates the VaR forecast for WTI with GARCH-MIDAS-SENTI, which has the least rejections over all VaR tests conducted (14 out of 30). On the short trading positions, i.e. traders being susceptible to earn positive returns, the GARCH-MIDAS model with the sentiment index as an explanatory variable is rejected by the backtest due to the fact that the predictions are too conservative. For example, the 95% VaR forecast which is supposed to have a coverage of 5% only yields 2.69% (27 exceptions). The 97.5% VaR only has 0.90% (9 exceptions) and the 99% VaR only has a coverage of 0.02% (2 exceptions), where 2.5% and 1% are required, respectively.
Since the model fails to provide a sufficient estimate of the VaR at any quantile, it is rejected by the Pérignon & Smith (2008) test. Models that yield too conservative VaR estimates are costly in terms of capital requirements of banks or VaR-limits of traders. However, as mentioned above, the VaR estimates for the long trading position pass the test. Here, the coverage of the 95% VaR is 5.57% (56 exceptions).
In order to check for robustness of our in-sample and out-of-sample results, we check for several different settings of our models. First, we change the number of lags K, i.e. how many past quarters information of macroeconomic variables are used. Second, we use logarithmic differences of the macroeconomic variables instead of growth rates. Third, we attempt to incorporate the first principal component of all macroeconomic and financial variables. Fourth, instead of using the Student-t distribution for the innovations z t , we evaluated our results assuming a Normal distribution. Finally, we change the frequency of our explanatory variable, which we use at a quarterly rate, to monthly growth rates to explain the long-term volatility of daily commodity returns. For all mentioned robustness checks, the results remain qualitatively intact.
Conclusion
The motivation of this paper was to identify the potential drivers of the long-term volatility of commodity prices through the GARCH-MIDAS class model, at both modeling and forecasting levels. We conduct our empirical investigation in three steps including the in-sample estimation, the identification of the long-term commodity volatility drivers, and the out-of-sample volatility forecasting. In the first step, we show that disentangling long-term and short-term volatility of commodity futures leads to a better in-sample fit by means of the Spline-GARCH and the GARCH-MIDAS models with commodity's realized volatility.
In the second step, we employ the GARCH-MIDAS framework to examine whether each of the financial and macroeconomic variables in our study matters for the long-term commodity volatility. We find that the long-term commodity volatility is negatively influenced by the growth rates of the consumer sentiment and the industrial production, but positively by the growth rate of the economic policy uncertainty and the level of the general real economic activity. We also investigate whether the variance of these financial and macroeconomic variables inhibits any information for the longterm commodity volatility, but we do not find any consistent results across commodity futures.
The last part of the paper uses the GARCH-MIDAS with financial and macroeconomic variables to forecast the volatility of commodities over the 1-, 5-, and 20-days ahead horizons. It is important to stress that the consistent results for in-sample estimations are not translated into forecasting performance. Thus, we find different best-suited models for each commodity. For example, the oil price volatility is best predicted with either Spline-GARCH or the GARCH-MIDAS-GREA. For gold, the GARCH-MIDAS-TB3M is recommended for forecasting the volatility at the 1-, 5-, and 20-days ahead forecasts. For silver and platinum, we find the GARCH-MIDAS-SENTI, the GARCH-MIDAS-EPUI, the GARCH-MIDAS-MOVE, and the GARCH-MIDAS-RV to have equally well results. At the same time, our forecasting results show, from a risk management perspective, that the inclusion of financial and macroeconomic variables in the volatility models does not lead to better Value-at-Risk predictions than the standard GARCH model.
The findings of our paper can be improved by potentially considering the asymmetric effects of financial and macroeconomic variables. For instance, Verma (2012) and Bahloul & Bouri (2016) report volatility asymmetric responses in times of bullish and bearish markets. Table 2 : Parameter estimation results of the GARCH, Spline-GARCH, and GARCH-MIDAS-RV: 2 January 1996 -31 December 2015.
Note: The asterisks * * * , * * , and * indicate significance at 1%, 5%, and 10%, respectively. LL is the Log-Likelihood and the BIC is the Bayesian Information Criterion. Numbers in bold face indicate the model with the best goodness-of-fit (lowest BIC). The variance ratio VR represents the proportion of long-term variance to total variance. 
