Abstract. We address the issue of the validity of linear response theory for a closed quantum system subject to a periodic external driving. Linear response theory (LRT) predicts energy absorption at frequencies of the external driving where the imaginary part of the appropriate response function is different from zero. Here we show that, for a fairly general non-linear many-body system on a lattice subject to an extensive perturbation, this approximation should be expected to be valid only up to a time t * depending on the strength of the driving, beyond which the true coherent Schrödinger evolution departs from the linear response prediction and the system stops absorbing energy form the driving. We exemplify this phenomenon in detail with the example of a quantum Ising chain subject to a time-periodic modulation of the transverse field, by comparing an exact Floquet analysis with the standard results of LRT. In this context, we also show that if the perturbation is just local, the system is expected in the thermodynamic limit to keep absorbing energy, and LRT works at all times. We finally argue more generally the validity of the scenario presented for closed quantum many-body lattice systems with a bound on the energy-per-site spectrum, discussing the experimental relevance of our findings in the context of cold atoms in optical lattices and ultra-fast spectroscopy experiments.
Introduction
Linear response theory (LRT) is one most useful tools of statistical physics and condensed matter theory, both classical and quantum, treated in detail in most textbook [1, 2, 3] . The success of Kubo formulas [4] in describing the response of a system weakly perturbed out of equilibrium is well known. Its realm of application goes from transport coefficients in electronic systems [1, 3] to relaxation phenomena in normal liquids, superfluids and magnetic system [2] .
The theory, which is most easily formulated in the quantum case, expresses the response of the average value at time t of an observable B t for a system whose Hamiltonian H is weakly perturbed by a term v(t)A in terms of (retarded) response functions χ BA ; the χ BA 's, also known as susceptibilities, are in turn expressed in terms of equilibrium averages of commutators of the Heisenberg's operators B H (t) and A H (t ), where the time evolution is assumed to be perfectly unitary (coherent) and governed by the equilibrium Hamiltonian H.
One of the well known properties of LRT is that it predicts a response which is in general "out-of-phase" with the perturbation -the Fourier transformed susceptibilities χ(ω) have imaginary parts -and this is generally associated to energy absorption: the systems takes energy from the driving forces at a positive rate controlled by the imaginary part of the appropriate response functions [1, 2, 3] .
Admittedly, some of the ingredients in the standard derivations of Kubo formulas -like for instance the assumption, in the quantum case, of a perfectly "coherent" evolution -are not easy to justify, at least on the macroscopic time-scales over which the results are succesfully applied. Van Kampen has even harshly criticized the whole theory as a "mathematical exercise" [5] trying to bridge the huge time-gap between the expected linearity at the macroscopic scale with an unjustified assumption of linearity in the microscopic equations of motion. Even without taking such an extreme view -after all, this "mathematical exercise" is remarkably successfull -one could still try to test the regime of validity of linear response in the time-domain, in a setting in which a coherent evolution is guaranteed: this might apply both to experiments on cold atoms in optical lattices [6] as well as to more conventional condensed matter system studied by ultra-fast spectroscopies [7, 8, 9, 10] where the dynamics of a system in the sub-pico-second range is likely not affected by the interaction with the environment.
An ideal testing ground for LRT is the coherent unitary evolution of a closed manybody quantum system subject to a periodic driving, where a Floquet analysis [11, 12] can be applied provided the usual adiabatic switching-on factors are avoided. In a recent work [13] , we have considered such a problem for a one-dimensional Ising model in a time-dependent uniform transverse field h(t), and found that the response of the system to a periodic driving of h(t) results -after a transient and in the thermodynamic limit -in a periodic behaviour of the averages of the observables. When considering the transverse magnetization after the transient, in particular, this periodic behaviour turned out to be "synchronized" in-phase with the perturbating transverse field, in such a way as to have zero energy absorbed from the driving over a cycle. Though we have exemplified these ideas using a quantum Ising chain, we have argued for their more general validity under circumstances which could be fairly applicable to closed quantum many-body systems on a lattice in absence of disorder [13] . A question is however in order at this point: "synchronization" implies that the out-of-phase response typically associated (within LRT) to energy absorption and the imaginary part of the response functions, vanish. What is the physics behind this effect? This is precisely the issue addressed by the present paper, where we plan to compare -again, for definiteness, in the quantum Ising chain -the results of an exact Floquet analysis in a regime of weak periodic driving of the transverse field with the outcome of LRT. We consider both the case of a perturbation which is extensive, i.e., involving a number of sites l which increases as the system size L in the thermodynamic limit (l, L → ∞ but l/L → constant), as well as that of a local perturbation, where l of order 1. For the case of an extensive perturbation, we find that the results of LRT are applicable only at short times, and emerge from a rather singular limit in the strength of the perturbation. LRT would predict a constant energy absorbtion at a rate proportional to the imaginary part of the corresponding response function. For any small but finite perturbation, the true response shows in turn the linear-in-time energy absorption predicted by LRT only at short times, while eventually at longer times the true energy absorption rate vanishes. Correspondingly, of the two components of the LRT, "in-phase" and "out-of-phase" only the former survives in the asymptotic limit, corresponding to the "synchronization" of the system with the perturbation. Interestingly, contrary to the dissipative component, the strength of the "in-phase" response turns out to be well described by LRT. This is essentially consistent with what is known in the context of mesoscopic physics about the origin of resistance and energy dissipation in small metallic loops subject to a timedependent magnetic flux (a uniform electric field): as discussed by Landauer [14] and by Gefen and Thouless [15] , due to phase coherence, Zener tunneling between bands does not imply energy dissipation but rather energy storage [14] , and elastic scattering due to localized potentials will generally lead to a saturation of the energy absorbed by the system [15] , without resistance (inelastic effects are essential for that). In our case, we find that in order to describe accurately also the dissipative response with linear response theory the system should act "as its own bath". This happens, for example, when the weak perturbation/driving acts locally in a finite region l of order 1: in this case we find that LRT is essentially exact at all times t, as L → ∞: the system can accomodate a linear-in-time energy increase (of order 1) even for t → ∞, as this adds a vanishingly small contribution to the energy-per-site, of order 1/L → 0.
The rest of the paper is organized as follows. In Section 2 we briefly review the LRT, for the reader's convenience, and present the slightly less common LRT calculation for a perfectly periodic perturbation without adiabatic switching-on factors. In Section 3 we present the Floquet analysis of a finite amplitude perturbation, and the arguments leading to an asymptotically periodic behaviour introduced in Ref. [13] . Section 4 contains some general energy considerations leading to the conclusions that the true response often lacks the "out-of-phase" part predicted by LRT, in particular at least when the perturbation is extensive and the model has a finite bandwidth single-particle spectrum. In Section 5 we exemplify these general considerations with a quantum Ising chain subject to a time-periodic transverse field. We will show, Section 5.3, that, while the LRT response proportional to the real part of χ(ω) is perfectly matching the exact Floquet results for small driving, the out-of-phase response due to the imaginary part of χ(ω) is, strictly speaking, missing at large times. In Section 5.4 we discuss the case of a perturbation which extends spatially over a segment of the chain of length l, analysing the case in which l/L remains constant in the thermodynamic limit (an extensive perturbation), contrasting it with the case in which l remains constant (a local perturbation), where LRT is asymptotically exact. Section 6 contains a summary of our results, a discussion of their experimental relevance, both for cold atoms in optical lattices and for ultra-fast spectroscopies, and our conclusions. Four appendices contain some technical material on the analysis of the singularities of LRT, on the transverse magnetic susceptibility of the quantum Ising chain, and on the Bogoliubov-de GennesFloquet dynamics of a general inhomogeneous quantum Ising chain.
Linear response theory
Let us start with a brief recap of LRT, as discussed in most textbooks [1, 2, 3] . Assume that the equilibrium HamiltonianĤ 0 of a given system is weakly perturbed
whereÂ is some Hermitean operator and v(t) a (weak) perturbing field. At equilibrium, the system would be governed by a thermal (Gibbs) density matrix at a (possibly vanishing) temperature T = 1/(k B β):
where Φ (0) n are the eigenstates ofĤ 0 , E (0) n the corresponding eigenenergies, and
(0) n the partition sum. LRT tells us how to calculate the (perturbed) expectation value of any operatorB at time t, B t , to linear order in the perturbation v(t), assuming a coherent (unitary) evolution governed byĤ(t). Restricting our considerations to the caseB =Â, we know that [3] :
where A eq = Tr[ρ eqÂ ] is the equilibrium value, and the retarded susceptibility χ(t) is given by:
m . The relevant information on the susceptibility is contained in its spectral function
which is, essentially, the imaginary part of the Fourier-transform χ(z) for z = ω + iη,
and is manifestly odd: χ (−ω) = −χ (ω). We will always assume (unless otherwise stated) that we are dealing with an extended system in the thermodynamic limit, so that χ (ω) is a smooth function of ω, rather than a sum of discrete Dirac's delta functions.
Consider now the case of a perfectly periodic perturbation of frequency ω 0 , for definiteness v 0 sin (ω 0 t). The standard textbook approach would include an adiabatic switching-on of the perturbation from −∞ to 0, writing v(t) = v 0 sin(ω 0 t) [e ηt θ(−t) + θ(t)], with a small positive η which is eventually sent to 0 at the end of the calculation. Since we are interested in comparing LRT with a Floquet approach, we insist on a strictly periodic perturbation turned-on at t = 0, and take v(t) = v per (t) = v 0 θ(t) sin (ω 0 t). The calculation of the response to such a perturbation is an elementary application of Eqs. (3) (4) (5) , and gives:
where δ A is the response to the periodic driving v per (t), but is not itself periodic in time.) We notice that, although the usual ±iη factors do not appear anywhere, the integrand in Eq. (7) is regular, nothwithstanding the singular denominators at ω = ±ω 0 , because the limits for ω → ±ω 0 are finite: there is no need, therefore, for a Cauchy principal value prescription. If we split the two contributions appearing in the numerators, with e ±iω 0 t and e −iωt , into two separate integrals, however, the singularity of the two denominators at ω = ±ω 0 will require a principal value prescription for both. By using the fact that χ (ω) is odd, one readily finds:
where we have introduced the Kramers-Krönig transform χ (ω 0 )
i.e., see Eq. (6), the real part of χ(ω + iη) on the upper real axis [3] . A few comments are in order here. The Riemann-Lebesgue lemma [16] states that Fourier transforms of a regular functionF (ω) (such that |F (ω)| be Lebesgue-integrable) approach 0 for large times
Physically, this result follows from dephasing associated to the overlap of the rapidly oscillating (for large t) phase-factors e −iωt weighting the "smooth"F (ω). The frequency integral appearing in the second term of Eq. (8), however, has a singularity at ω = ω 0 , which should be treated by the principal value prescription whenever χ (ω 0 ) = 0. This singularity does not allow a straightforward application of the Riemann-Lebesgue lemma, and leads to a large-t value of the integral which does not decay to 0. Indeed, as explained in Appendix A, it is a simple matter to "extract" the singularity from the integral, by isolating a term proportional to χ (ω 0 ), which turns out to have the familiar form −v 0 χ (ω 0 ) cos (ω 0 t), plus a regular (transient) term F trans (t), ending up with the expression:
where the transient part
is now vanishing for large t, due to the Riemann-Lebesgue lemma. Therefore, LRT predicts a periodic response composed, at large times of two terms: one in-phase with the perturbation, proportional to χ (ω 0 ), and one out-of-phase with it, proportional to χ (ω 0 ), associated to energy absorption (see below Section 4).
Floquet theory and synchronization
Let us now discuss the case of a periodic perturbation with a finite, but not necessarily small, amplitude. As in [13] , the dynamics in this case case can be studied using Floquet theory. Let us now, to set the notation, briefly review the basics of Floquet theory, referring the reader to the available literature for more details [11, 12, 13, 17] . In case of a time periodic Hamiltonian like Eq. (1), i.e.,Ĥ (t) =Ĥ (t + τ ) with τ = 2π/ω 0 , in analogy with Bloch theorem in the standard band theory of crystalline solids, it is possible to construct a complete set of solutions of the Schrödinger equation (the Floquet states) which are periodic in time up to a phase
The states |Φ α (t) , the so-called Floquet modes, are periodic, |Φ α (t + τ ) = |Φ α (t) while the real quantities µ α are called Floquet quasienergies. If we assume that the system starts in the density matrixρ 0 , we can expand the density matrix at time t in the Floquet basis. Exploiting the fact that the Floquet states are solutions of the Schrödinger equation we see that
The mean value of the operatorÂ at time t is therefore
where we have defined A βα (t) = Φ β (t)|Â |Φ α (t) , which is, by construction, a τ -periodic quantity. We can then divide the previous sum into two parts: a periodic one, originating from diagonal elements, and an extra piece, originating from off-diagonal elements:
We can express these two contributions, assuming a non-degenerate Floquet spectrum
where we have introduced the time-dependent τ -periodic weighted joint density of states
Suppose we now evaluate A off−diag t at an arbitrary time t 0 + nτ , where t 0 ∈ [0, τ ]. Since F t 0 +nτ (ω) = F t 0 (ω), we can readily find that:
i.e., exactly of the form to which the Riemann-Lebesgue lemma, Eq. (10) . As discussed in [13] , this occurs whenever the Floquet spectrum is a continuum (in the absence of singularities). This vanishing of the fluctuating piece, and the resulting time-periodic response, will be henceforth referred to as "synchronization" [13] . As we will argue later, this offdiagonal term appears to acquire a singular contribution whenever the driving is local, thus leading to a steady energy absorption which, however, is not extensive (see Sec. 4 and Sec. 5.4 for a discussion of this point).
Energetic considerations: synchronization versus absorption
In the following, we will discuss the physics of energy absorbtion in a system described by the generic HamiltonianĤ(t) =Ĥ 0 + v(t)Â. For this sake, it is convenient to define two energy functions: the first, E 0 (t) = Tr[ρ(t)Ĥ 0 ], is the energy of the original system in the perturbed stateρ(t), while the other, E(t) = Tr[ρ(t)Ĥ(t)] = E 0 (t) + v(t) A t , is the total energy including the perturbing-field term. Using the fact that a coherent unitary evolution implies i ρ (t) = [Ĥ(t),ρ(t)], together with the cyclic property of the trace, it is easy to derive a Hellmann-Feynmann-like formula:
(20) ‡ If strict degeneracies are present, the periodic part would get contributions from off-diagonal terms with µ β = µ α . See Sec. 5.4 for a discussion of quasi -degenracies tending to strict degeneracies in the thermodynamic limit in the case of a local perturbation.
On the other hand, using E 0 (t) = E(t) − v(t) A t , taking a derivative, it is straightforward to conclude that:
Consider now for definiteness, v(t) = v 0 sin (ω 0 t) as in Section 2. The energy change during the nth oscillation of the field, i.e., in the time window [(n − 1)τ, nτ ], is given by ∆E(n) = E(nτ ) − E((n − 1)τ ) and ∆E 0 (n) = E 0 (nτ ) − E 0 ((n − 1)τ ). Both are directly obtained from Eqs. (20) (21) (the second, through integration by parts) and have the form:
If we consider the restriction of A t to the nth-period time-window
we can expand it in a standard Fourier series
where the Fourier coefficients A 
LRT predicts in the steady state (after the decay of the transient Eq. (11)), an out-ofphase response with A (c)
, which leads to a steady-state (n → ∞) increase of the energy at a rate [3] 
which is positive, since χ (ω 0 > 0) < 0. As mentioned in the Introduction, it is well known in the context of mesoscopic physics that whenever a system is closed, energy absorption resulting from an oscillatory perturbation (for example in disordered mesoscopic rings) does not correspond to energy dissipation, but rather energy storage [14] . Most importantly, in these systems the energy absorption rate, which classically would be constant, tends to decrease at long times as a result of dynamical localization [15] . A steady increase of energy is problematic not only for mesoscopic systems but also for closed system on a lattice, say a fermionic Hubbard-like model, the transverse field quantum Ising model, or any spin model in any dimension, wheneverÂ is an extensive operator. Indeed, by simple arguments one can show that the spectrum of such Hamiltonians on a lattice of N = L D sites, D being the dimensionality of the lattice, should be bounded in a region [e L N, e U N ], where e L and e U are appropriate finite lower and upper bounds on the energy-per-site. IfÂ is extensive, then a steady (n → ∞) and extensive (∝ N ) energy increase with a rate W, like that predicted by LRT, would inevitably lead to a violation of the boundedness of the spectrum: |E(t) − E(0)|/N < |e U − e L |. Local operators, on the contrary, do not lead to an extensive energy increase, and do not violate any bound. We therefore expect, and explicitly illustrate in the following, that LRT should eventually break down after a while when the perturbation is extensive, even if we are in the thermodynamic limit.
As in the case of mesoscopic systems, also in the case of closed system on a lattice energy absorption can be hindered. In particular, this happens if all the observables "synchronize" with the perturbing field [13] by showing, after a transient, a perfectly periodic asymptotic response. When this happens A t → A diag t and A (c) 1 (n) → 0, for large n, making the energy absorption rate vanish at large times. In this case the response is asymptotically "in-phase" with the perturbation:
without the out-of-phase term proportional to cos (ω 0 t). 2 to make the comparison meaningful). We observe that for any small but finite ∆h the exact results eventually deviate, for large t, from the linear-in-t LRT prediction, saturating at large times up to small and larger-scale oscillations. Similar physics apparently emerges, for instance, in a periodically modulated homogeneous one-dimensional Hubbard model [18] , as numerically found through time-dependent density matrix renormalization group (t-DMRG) calculations [19, 20] , see Fig. 1 of Ref. [18] . The possible experimental relevance of this departure, provided the time-scale for coherent evolution is large enough, is discussed in Section 6. We mention that there are other possible scenarios by which a system can stop absorbing energy indefinitely: one involves a A 1 (n) that keeps oscillating around 0 in such a way that (E(t) − E(0))/N remains bounded.
Quantum Ising chain under periodic transverse field
In this section we corroborate the previous arguments with detailed calculations of the dynamics of a quantum Ising chain in transverse field. After introducing the model, we discuss first the LRT approximation, then the exact Floquet analysis, and finally we compare the two results. The Hamiltonian of the system iŝ
Here, the σ x,z j are spins (Pauli matrices) at site j of a chain of length L with periodic boundary conditions σ
1 , J is a longitudinal coupling (J = 1 in the following), while the transverse field has a uniform piece, h, and a time-dependent one, ∝ v(t), acting only on a subchain of length l. In the following we will take v(t) to be periodic, parameterizing it as v(t) = −(∆h/2)θ(t) sin(ω 0 t). This Hamiltonian can be transformed, through a Jordan-Wigner transformation [21] , to a "solvable" quadratic-fermion form. At equilibrium and for a homogenous transverse field, v(t) = 0, the model has two mutually dual gapped phases, a ferromagnetic (|h| < 1), and a quantum paramagnetic (|h| > 1), separated by a quantum phase transition at h c = 1. When ∆h > 0, the transverse field starts oscillating periodically, for t ≥ 0 and in a region of size l, around the uniform value h. In the notation of Sec. 2,Ĥ(t) =Ĥ 0 + v(t)Â whereĤ 0 is the homogeneous model with transverse field h (which we will set for convenience to critical value h = h c = 1) andÂ =M l = l j=1 σ x j is the transverse magnetization of a region comprising l sites. We start discussing the extensive case with l = L (the periodic driving acts on the whole chain), where translational invariance simplifies the analysis
Further technical details for the general nontranslationally invariant case are contained in Appendix D. When l = L, going to k-space,Ĥ(t) becomes a sum of two-level systems:
where E k (t) = h(t) − cos k, ∆ k = sin k, and the sum over k is restricted to positive k's of the form k = (2n + 1)π/L with n = 0, . . . , L/2 − 1, corresponding to antiperiodic boundary conditions (ABC) for the fermions [21] , as appropriate for L multiple of 4, which we assume. We will briefly refer to such a set of k, in the following, as k ∈ ABC. EachĤ k (t) acts on a 2-dim Hilbert space generated by {c † k c † −k |0 , |0 }, and can be represented in that basis by a 2 × 2 matrix
In the same representation, the unperturbed (critical) Hamiltonian is given bŷ
with eigenvalues given by ± 0 k = ±2 sin(k/2). This immediately implies that the natural resonance frequencies are at ±2 0 k , which in our units are between −4 and 4. We assume that the coherent evolution starts with the system in the ground state at time 0, which has the BCS-like form 29) in terms of the angle θ k , given by tan θ k = (sin k)/(1 − cos k). For future reference, we mention that the equilibrium (ground state) value of the transverse magnetization density is given by m eq ≡ Ψ GS |m |Ψ GS , which in the thermodynamic limit equals m eq = 2/π.
Linear response theory approximation for l = L
The time-dependent modulation of the transverse field present inĤ(t) is given by −θ(t)(∆h/2) sin(ω 0 t)M L . In the notation of Section 2, this implies a v 0 = −∆h/2 andÂ =M L . In order to have a meaningful thermodynamic limit, we calculate the zero-temperature perturbed value of the transverse magnetization densitym =M L /L by the corresponding susceptibility:
As shown in Appendix B, the corresponding χ (ω 0 ) is given, in the thermodynamic limit L → ∞, by
We notice that χ (ω 0 ) is odd and nonvanishing only provided |ω 0 | < 4, that is when the driving frequency falls inside the spectrum of the natural resonance frequencies of the system. The corresponding χ (ω 0 ) is calculated using Eq. (9). The functions χ (ω 0 ) and χ (ω 0 ) will be shown in Fig. 3 . Summarizing, the LRT prediction for the transverse magnetization density is:
where the transient part F trans (ω 0 , t) is given by Eq. (12) with v 0 = −(∆h)/2.
Exact evolution and Floquet theory for l = L
We describe here the exact evolution of the magnetization expressed through a Floquet analysis [13] , as an exemplification of the general arguments of Section 3. Details on how to compute Floquet modes and quasienergies in this case are given in [13] and the related supplementary material. There, and in Appendix D, we explain also how to extend this picture to the non-uniform case; in this section we focus on the uniform one because it is more transparent and instructive. The state of the system at all times can be written in a BCS form
where the functions u k (t) and v k (t) must obey the Bogoliubov-De Gennes equations
with initial values v k (0) = v 0 k and u k (0) = u 0 k , because at time t = 0 the system is in the ground state (30). The dynamics is quite clearly factorized in the two-dimensional subspaces generated by {c †
Using this, we can express the average transverse magnetization density at time t, in the thermodynamic limit, as:
In each k-subspace, the state can be expanded in the Floquet basis
where r
are the overlap factors between the initial state |ψ k (0) and the Floquet modes φ ± k (t) with Floquet quasi-energies ±µ k (the quasi-energies have an opposite sign because the Hamiltonian Eq. (28) has a vanishing trace). Substituting this in Eq. (36) and separating diagonal and off-diagonal matrix elements, in strict analogy with what done in Section 3, we can write m(t) as a sum of two contributions, a τ -periodic and a fluctuating one
where:
These expressions are the strict analogues of Eqs. (16)- (18): m diag (t) is periodic in time, while m off−diag (t) vanishes after a transient due to the Riemann-Lebesgue lemma, since the µ k , the overlaps r ± k and the matrix element φ
are continuous functions of k (see discussion below, and Figure 5) ). This result, first derived in [13] , implies that, after a transient, the transverse magnetization reaches a periodic "steady regime". How long is the transient, depends on ∆h: the smaller is ∆h the longer is the transient, until the singularities emerging for ∆h → 0 make m off−diag (t) no longer decaying to 0.
Comparison of LRT against exact results for l = L
Let us now discuss the results of an exact analysis in the regime of small ∆h, where LRT should apply. As already observed in Fig. 1 , LRT gives a good description of the energy absorbed at short times. Fig. 2 shows the exact m(t)−m eq versus t (solid line), compared to the LRT result (dashed line), for ∆h = 10 −2 and two values of ω 0 : ω 0 = 0.5 (upper panels), where χ (ω 0 ) = 0, and ω 0 = 5 (lower panels), where χ (ω 0 ) = 0. The agreement is perfect in the first few periods of the driving (left panels), where we clearly see the effect of a transient even in LRT. For larger t, the agreement is still perfect when ω 0 = 5 (lower right panel), while it is evidently lost for ω 0 = 0.5 (upper right panel). The upper right panel of Fig. 2 , in particular, deserves a few extra comments. The true response is evidently out-of-phase with respect to the prediction of LRT. Indeed, we observe that m(t) − m eq is essentially given by the in-phase LRT result −(∆h/2)χ (ω 0 ) sin (ω 0 t) (shown by a dashed-dotted line), apart for a small shift downwards: in other words, m(t) oscillates in phase with the perturbing field, but around an average value m 0 < m eq . Summarizing we find that, for ∆h of order 10 −2 or smaller, the large-t behaviour of the exact m(t) is given by (n) of the cos (ω 0 t) and sin (ω 0 t) components of m(t) in the time-window [(n − 1)τ, nτ ] for ω 0 = 0.5. While the latter tends, as expected, to the LRT counterpart for n → ∞, the former tends to 0.
where (· · · ) denote higher harmonics, whose Fourier coefficients we find to be of order (∆h) 2 or smaller. As detailed in the central panels of Fig. 2 , the Fourier coefficient m is the Fourier coefficient of the cos(ω 0 t) term, which vanishes exactly, while it is predicted to be χ (ω 0 ) within LRT. (C) Plot of ( m 0 − m eq )/(∆h), where m 0 is the zero-frequency (i.e., constant) Fourier coefficient in Eq. (41). In all panels, the exact Fourier coefficients are shown with red solid lines, the corresponding LRT by blue dotted lines.
for all frequencies ω 0 are summarized in Fig. 3 .
Let us go back to the issue of energy absorption. As discussed in Section 4, the out-of-phase term, proportional to χ (ω 0 ), appearing within LRT (see Eq. (33)) results in a net energy absorption for large t with a constant rate W (see Eq. (25)). This larget steady absorption is absent in the true response: Eq. (24) implies that the energy absorption rate tends asymptotically to 0 together with the cosine component m (c) 1 (n) plotted in Fig. 2 . This is better seen in Figure 1 , which illustrates the energy-per-site absorbed at time t, (E 0 (t) − E 0 (0))/L, for ω 0 = 0.5 and two values of ∆h: ∆h = 10 −2 and ∆h = 10 −3 . As discussed above, the LRT prediction grows with a rate W given precisely by Eq. (25), i.e., W/L = −(ω 0 /8)(∆h) 2 χ (ω 0 ). The arrows in Figure 1 indicate the time t * at which the exact values of (E 0 (t) − E 0 (0))/L differ from the LRT result by a quantity (∆h)
2 . This time t * is longer for decreasing values of ∆h, and depends also on ω 0 . From similar data, one can extract information on the approximate number of periods of the driving, t * /τ , for which LRT is accurate for various ∆h and ω 0 . This information is contained in Figure 4 . Notice that, especially in the low frequency region ω 0 < 1, the number of periods for which LRT works is remarkably small, of order of 10 ÷ 60 for ∆h = 10 −3 and down to numbers of order 1 ÷ 10, for ∆h = 10 −2 (for which, nominally, LRT is an excellent approximation, at least for what concerns the in-phase term).
To conclude this section, let us discuss how the principal-value singularities giving rise to the cosine term in LRT (see Eqs. (8) and (11)) become sharp but regular features when ∆h is small but finite, giving therefore rise to a vanishing transient (see Eqs. (18) and (19) ) in the true evolution. The presence of a finite small ∆h provides a natural regularization for the principal-value singularities occuring in LRT. To show this, consider again the out-of-phase contribution (o.o.p.) to the average δm LRT (t) which is given by:
(The integration over k, as opposed to the integral over ω, makes explicit the factorization of the Hamiltonian into an ensemble of two-level subsystems labeled by k.) This should be compared with the contribution to m(t) originating from the offdiagonal elements in the Floquet expansion, given by m off−diag (t) in Eq. (40), where the Floquet quasi-energies µ k appear. In the limit in which ∆h is small, µ k approaches the unperturbed energy 0 k except at isolated resonance points. Figure 5 (upper panel) shows a plot of 0 k = 2 sin k/2 compared to µ k for ω 0 = 2 and ∆h = 10 −2 : notice the avoided crossing of µ k at the border of the Floquet first Brillouin zone (1BZ) [12, 13] at [−ω 0 /2, +ω 0 /2]. In essence, when ∆h → 0, µ k tends towards 0 k , folded in the Floquet 1BZ. By taking due care of this folding, one can show that, for small ∆h, the out-of- § Do the thermodynamic limit of Eq. B.5 or put χ (ω) given by Eq. 32 in Eq. 7 and change the integration variable as ω = 4 sin(k/2). 
where the two τ -periodic quantities g k (t) and f k (t) originate from the appropriate combinations of the real and imaginary parts of the matrix element F k (t) = r
. Both g k (t) and f k (t) are regular functions with, at most, a discontinuity across the resonance, while the corresponding LRT integrand f
is highly singular and requires a principal value prescription. The lower part of Figure 5 shows the behaviour of f k (t = τ ) compared to its LRT counterpart: quite evidently, there is a finite discontinuity in f k (τ ) which develops, for ∆h → 0, into the singular denominator (ω 0 − 2 0 k ) −1 appearing in LRT.
Perturbation acting on a subchain of length l < L
Let us now discuss what happens if the perturbation acts only on a segment of the chain of length l < L, coupling to the operatorÂ =M l previously defined. We denote, from now on,m j = σ x j as the transverse magnetization at site j. The LRT prediction is simple, because linearity allows us to study the response onm j to a perturbation acting onm j and then appropriately summing the results. The key quantity needed is therefore χ j j (ω), the spectral function associated to the retarded response function
, from which we can easily reconstruct the
Note that χ l scales as l in the thermodynamic limit. As for the exact response of the system, we need to apply a inhomogeneous 2L × 2L Bogoliubov-de Gennes theory, supplemented by a single-particle Floquet analysis, whose technical details can be found in Appendix D.
Once again, we denote by A (c) 1 (n) the coefficient of the cos (ω 0 t) component of M l t evaluated during the n-th period, and by A (s) 1 (n) its sin (ω 0 t) component. As discussed in Section 4, the average energy absorption rate over the n-th period is given by W n = −(∆h/2)ω 0 A A few comments regarding energy absorption are in order. LRT being obeyed at all times, when L → ∞, for a local perturbation is in some way related to the fact that the average absorption rate −
is a quantity of order 1 which does not change the energy-per-site (E 0 (t) − E 0 (0))/L in the thermodynamic limit. When l = L/2, on the contrary, the energy absorption predicted by LRT quickly saturates, even though half of the system might act as a "reservoir" for the perturbed section. Finite size effects and time-revivals elucidate the mechanism behind energy absorption and LRT-failure in a physically quite transparent way. First of all, let us discuss the well known mechanism behind revivals in M l t . The perturbation acting on the l-subchain generates excitations propagating along the chain at a maximum velocity v = 1. If the chain is infinite, the excitations will never come back; if L is finite, due to the periodic boundary conditions, the excitations will return to the l-subchain after a time 
For l finite and L → ∞, the excitations would go on forever, propagating away from the perturbed sector of the chain taking away with them their initial energy [3] . Therefore, the finite amount of energy delivered to the system in each period spreads over an infinite space:
The energy per site deviates always infinitesimally from its initial value, and LRT is consequently obeyed. We might summarize this discussion by saying that, when the perturbation is local, it is true the common wisdom according to which an extended system acts as "its own heat bath" [3] ; thus the η → 0 factors appearing in the LRT functions are justified. When the perturbation is extensive, l ∼ L, the situation is very different. If we send L → ∞ with l/L constant, the "reservoir" L−l has an infinite space over which the excitations can propagate away. On the other hand, as clearly indicated by the results in Fig. (6) , LRT holds only for a finite number of periods which stays finite as L → ∞, and is obviously much smaller than n * = t * /τ = (L − l)/(vτ ). Evidently, the number of excitations generated by the driving in each period and the "reservoir"-space in which they can propagate scale both with L: the "reservoir", therefore, steadily increases its energy-per-site and the perturbation to the density matrix of the system will cease to be small: hence the failure of LRT, at least as far as χ l is concerned. Surprisingly, such a failure of LRT is accompanied by an excellent agreement of the χ l -response. We have evidence that essentially the same picture holds for all cases with l/L finite.
One final remark concerning the local perturbation case is in order. Assume, for definiteness, that we perturb the system on a single site,Â =m 1 , and calculate the corresponding A t . The numerical results shown above, see Fig. 6 , suggest that LRT is correct (in the limit of weak driving) at all times, i.e., A t develops, after a transient, an out-of-phase component proportional to cos (ω 0 t), which is periodic but leads to a steady increase of the total energy (albeit by a non-extensive quantity). Referring to the general discussion of Sec. 3, we might ask if this periodic but out-of-phase component originates from diagonal or off-diagonal terms in the Floquet expansion. Remarkably, by exploiting the Heisenberg representation and the Bogoliubov-de Gennes equations, and performing a single-particle Floquet analysis of the latter, see Appendix D, we have a numerical way of extracting A diag t , A off−diag t and its spectral density F t (ω), see Eqs. 17-18-19, which in principle involve many-body matrix elements and Floquet quasienergies. Our numerical analysis suggests that, for every finite size L, there are two-fold quasi-degeneracies of single-particle Floquet quasienergies µ α , (i.e., for every α there is aᾱ = α such that µᾱ ∼ µ α ) which likely become strict degeneracies for L → ∞, and which appear to be a possible source of a singularity in the spectral function F t (ω → 0), thus violating the hypothesis of the Riemann-Lebesgue lemma and giving rise to a persisting out-of-phase contribution.
Summarizing, for a localized perturbation and in the long-time limit, the terms in m 1 (t) which are diagonal in the Floquet basis contribute only to the in-phase response. Quasi-degenerate off-diagonal terms give a further contribution to the inphase response, as well as the entire out-of-phase response. These off-diagonal quasidegenerate contributions to m 1 (t) ultimately lead to a periodic response, matching LRT, up to a timet of the same order of the inverse gap among the quasi-degenerate Floquet levels, hence for longer and longert as L → ∞. This fact mirrors the physical picture that the space in which we can accomodate excitations grows to infinity in this limit.
Discussion and conclusions
The results discussed above have been explicitly demonstrated, so far, just for an Ising chain with a periodically modulated transverse field around the critical point. It is natural to ask how robust they are in more general circumstances.
The system we explicitly discuss is essentially a free-fermion (BCS) problem. Would interactions between fermions modify this result? Although we have no mathematical proof for this, we believe that this is not the case. A circumstantial evidence for this claim comes from the numerical results of Ref. [18] where a Hubbard chain with a hopping which is periodically modulated in time -mimicking fermionic cold atoms experiments -is studied using t-DMRG [19, 20] : the energy absorbed by the system shows clear signs of a saturation similar to that of our Figure 1 . Admittedly, a fermionic one-dimensional Hubbard model is still integrable (by Bethe-Ansatz) in equilibrium, but we believe that integrability is not a crucial issue in the present context: what we believe crucial (see discussion in Section 4) is that there is a maximum energy-per-site max that the system can have, so that Ψ(t)|H 0 |Ψ(t) < L max at all times, whereas LRT predicts, when χ = 0, a steady increase of energy for large t. In view of the energy considerations of Section 4, we believe that our results apply, both for extensive and local perturbations, whenever the energy-per-site spectrum is bounded; this condition is verified for all the rigid lattice systems.
A word of caution applies to systems (for example a bosonic Hubbard model) that do not have a bound on the maximum energy-per-site. An obvious counterexample to our discussion is that of a system of driven harmonic oscillators (masses interacting with nearest-neighbor springs and subject, for instance, to a localized periodic perturbation E(t)x 1 ) . The linearity of the problem, indeed, makes LRT exact at all times, implying that the system will steadily increase its energy in time when the frequency ω 0 of the driving falls inside the natural spectral range of the problem. At the linear level, obviously, Ehrenfest theorem guarantees that quantum and classical physics results coincide. When non-linearities are included, for instance adding cubic nearest-neighbor interactions, as in the Fermi-Pasta-Ulam problem [22] , interesting questions emerge concerning classical [23] versus quantum non-equilibrium physics, and deviations from LRT. Although we do not have a full picture of this problem, simulations we have conducted on the classical Fermi-Pasta-Ulam chain with a localized periodic perturbation suggest that, when the non-linearity is strong enough, there are marked deviations from LRT but in such a way that the energy increases in time in a "strongerthan-linear" way, quite differently from the saturation effects previously described for quantum systems on a lattice. Regarding classical versus quantum physics in the phenomena of interest, we stress that both the bounded energy-per-particle spectrum as well as the role of off-diagonal matrix elements with the accompanying dephasing, are intrinsically quantum ingredients: the effects described, therefore, might not survive in the classical regime. Equally deserving further study are quantum problems on the continuum -where no single-band cut-off, typical of lattice problems, applies -, as well as the case of lattice systems in the presence of phononic modes. In the first case the answer is not obvious: for instance electrons moving in a continuum crystalline potential have a band energy spectrum without an upper bound; though in some cases [14, 15] quantum coherence effects still forbid energy absorption beyond a certain limit. We observe also that there is a similarity of our results with dynamical localisation [24] (quantum coherence and saturation), but in our case a thermodynamic limit is essential, while dynamical localisation generally applies to systems whose unperturbed spectrum is characterized by a discrete level spacing.
Finally, let us stress once more the striking difference between a driving which acts locally, where LRT appears to apply at all times, and a driving involving an extensive perturbation. Evidently, no perturbation can be considered to be "small" at all times unless the system can act as a "its own bath", which implies that the perturbation should not modify in any essential way the energy-per-site: if there is an infinite space in which the finite number of excitations generated by the driving in each period can propagate, the excitation energy per site will be always infinitesimal. On the contrary, when the perturbation is extensive, the energy pumped into the system, if no mechanism for dissipation is provided, will lead to a failure of LRT after a certain finite time: surprisingly enough there are quantities, like the in-phase response proportional to χ (ω 0 ) which are well described by LRT at all times. A non-trivial case might be constituted by systems with localized states, where the excitations generated by a local perturbation, due to the absence of diffusion implied by the localization, cannot propagate away from the perturbed region: the local energy growth might then drive the system away from LRT.
Are the results we have discussed of any relevance to experiments? Obviously, no physical system is perfectly closed: coupling to an environment always leads to decoherence, take for instance the uncontrolled interactions with the electromagnetic field of cold atoms in optical lattices, or the coupling of electronic degrees of freedom in a solid to the phononic modes of the lattice. Nevertheless the evolution can be considered unitary until correlations with the environment set up: this happens after a time scale which modern experimental techniques can resolve. For instance, in experiments with cold atoms in optical lattices coherence times have been attained of ∼ 1 ms [25, 26] ; we think that taking a trapped systems of about 10 4 atoms (for which we can reasonably talk about a "thermodynamic limit") a periodic perturbation can be realised and in principle, with an appropriate choice of ω 0 , a regime can be reached in which LRT is expected to hold and where the afore-discussed effects can be checked. In the solid state, the dynamics of electrons stays coherent for much shorter time-scales, ∼ 1 ps; nevertheless, even such extremely short time-scales are in principle within the experimental reach of modern ultrafast pump-and-probe spectroscopic techniques [7, 8, 9, 10] .
Appendix A.
In this appendix we examine the singularities of the LRT susceptibility in the light of the standard textbook approach, which includes an adiabatic switching-on factor for t ∈ (−∞, 0]. Consider a periodic perturbing field which is turned on at −∞ as:
where η → 0 at the end of the calculation, and define δ A t ≡ A t − A eq . Since we will consider only the linear terms in v, we can calculate the two terms separately and add the results. The switching-on part v switch (t) = v 0 θ(−t)e ηt sin (ω 0 t) leads, for t ≥ 0 and η → 0, to:
where we made use of the standard approach for dealing with poles in terms of Cauchy principal-value integrals and Dirac's deltas:
It is clear that the first integral will have to cancel, for large t, the second term, because, physically, δ A switch t represents the relaxation towards equilibrium after the field was turned on in (−∞, 0]. Before proceeding with the (simple) mathematical justification of this statement, let us comment that the Cauchy principal value integral appearing in Eq. (A.2) is exactly the same, with an opposite sign, as that appearing in the expression for δ A per t derived in Section 2, since
Therefore, if we sum the two terms we obtain the total response to v(t) as:
as indeed expected. We now show that:
where F relax (ω 0 , t) is a function which relaxes to 0 for t → ∞. First, we see from Eq. (5) that χ (ω) is non-vanishing only when ω matches a resonance frequency of the system. We assume we are dealing with a system whose resonance spectrum is a smooth continuum, in which case χ (ω) is a regular function. The function χ (ω) is odd in ω, so if ω 0 falls inside the resonance spectrum χ (−ω 0 ) = −χ (ω 0 ) = 0; if it falls outside χ (±ω 0 ) = 0. In both cases we can formally split the first term in the integrand (the second term can be treated in the same way)
The first term is always regular, even for ω → −ω 0 , and it leads to an integral that vanishes for large t (Riemann-Lebesgue lemma). Whenever χ (±ω 0 ) = 0, the second term is singular in −ω 0 and contributes to the integral with the piece
Because of the singularity, this integral does not vanish in the long-time limit, as we are going to show evaluating it with the usual complex plane techniques. Assuming t > 0, we can close the integration contour, both at infinity and around the singularity, in the lower half complex semi-plane, as shown in Figure A1 . Using standard techniques, one concludes that the principal-value integral we need is given by (minus) the contribution around the singularity (−iπe iω 0 t /(2πi)), hence:
By repeating this argument for the term with the pole at ω 0 and exploiting the fact that χ (ω) is odd in ω, one finally arrives at Eq. (A.5), where F relax is explicitly given by:
Notice, finally, that F relax (ω 0 , t) = −F trans (ω 0 , t), where F trans (ω 0 , t) is the transient term appearing in Eqs. (11)- (12), and δ A switch t = F relax (ω 0 , t).
Appendix B.
In this appendix we evaluate the zero-temperature transverse magnetisation density for a Ising chain within linear response theory. The response function we need to calculate is (with = 1): 
, and 0 k = 2 sin(k/2). With these ingredients it is a matter of simple algebra to derive the following expression for χ(t):
which in turn immediately gives, by Fourier transforming:
(B.
3)
The spectral function χ (ω) can be directly extracted from this expression:
where we have taken the thermodynamic limit (
) which transforms the discrete sum of Dirac's delta functions into a smooth function.
It is worth mentioning the finite-size LRT expression for δ m t , immediately obtained from Eq. (B.2):
(B.5)
At finite size, there are discrete isolated resonances occurring when ω 0 coincides with one of the excitation frequencies of the unperturbed system: ω 0 = 2 0 k
. Such a resonance gives rise to a quite unphysical prediction of LRT: there is a contribution to δ m t originating from thek-term in the sum over k which can be shown (using de l'Hôpital theorem) to grow without bounds in time as −2(∆h)L −1 cos 2 (k/2) t cos(ω 0 t). Notice that this divergent contribution carries a 1/L factor. The amusing thing coming out of the thermodynamic limit is that such isolated resonances are, in some sense, transformed into "principal value singularities" which do not give rise to any divergence in δ m t , although they are, in the end, responsible for the out-of-phase contribution to δ m t , proportional to χ (ω 0 ), which we have discussed in the text.
Appendix C.
In this section we discuss the local susceptibility χ j0 . The local magnetisation operators are defined asm j ≡ σ 2), and using that for the relevant excited states ω n0 = k + k we can write
where the condition k > k has been enforced to avoid double counting of the excited states |n . The object inside the sum is symmetric upon exchange of k and k . Using this, restricting the sum to the positive k and k and going to the thermodynamic limit we get: Observe that cancellations in the sum over j, due to the highly oscillating contributions χ j0 (t), make χ l proportional to l rather than to l 2 .
A solution is evidently given byΨ
with the same γ used to diagonalize the initial t = 0 problem, as long as the timedependent coefficients U(t) satisfy the ordinary linear Bogoliubov-de Gennes timedependent equations:
with initial conditions U(t = 0) = U 0 . It is easy to verify that the time-dependent Bogoliubov-de Gennes form implies that the operators γ α (t) in the Schrödinger picture are time-dependent and annihilate the time-dependent state |ψ(t) . Notice that U(t) looks like the unitary evolution operator of a 2L-dimensional problem with Hamiltonian 2H(t). This implies that one can use a Floquet analysis to get U(t) whenever H(t) is time-periodic. This trick provides us with single-particle Floquet modes and quasi-energies in terms of which we can reconstruct, through the Heisenberg picture prescription, the expectation value of an operator ψ where U jα (t) = [U(t)] j,α and V jα (t) = [U(t)] L+j,α . By expanding the U j α (t), V j α (t) in the corresponding single-particle Floquet modes, we can easily isolate the periodic and the fluctuating part of m(t).
Further details on the practical implementation of this procedure for the homogeneous Ising case are given in the Supplementary Material of Ref. [13] . In the inhomogenous case, we aim to find the evolution matrix over one period τ , U(τ ), of the 2L × 2L Bogoliubov-de Gennes equations Eq. (D.7). Particle-hole symmetry + Notice that, due to the particle-hole form of H(t), it is enough to solve the full U(t) being given by:
