Intrinsically, driving is a Markov Decision Process which suits well the reinforcement learning paradigm. In this paper, we propose a novel agent which learns to drive a vehicle without any human assistance. We use the concept of reinforcement learning and evolutionary strategies to train our agent in a 2D simulation environment. Our model's architecture goes beyond the World Model's by introducing difference images in the autoencoder. This novel involvement of difference images in the auto-encoder gives a better representation of the latent space concerning the motion of the vehicle and helps an autonomous agent to learn more efficiently how to drive a vehicle. Results show that our method requires fewer (96% less) total agents, (87.5% less) agents per generations, (70% less) generations and (90% less) rollouts than the original architecture while achieving the same accuracy of the original.
INTRODUCTION
Today, as the world is ushering into the era of automating things, one of the critical product of the industries which is yet to be automated completely is a vehicle which is also intelligent. According to Pcmag, "An autonomous vehicle is a computer-controlled car that drives itself" [1] . There are many industries which are leading the research in autonomous vehicles; some of the most prominent are Google and Tesla. Research nowadays is inclining towards becoming a leader in the new age of the driver-less car. However, the current driver-less car is yet far from being an intelligent autonomous car. Current autonomous vehicles use LiDAR (Light Detection And Ranging) technology that measures the distance to a target by illuminating the target with pulsed laser light and measuring the reflected pulses with a sensor. This measuring and analysis help the autonomous vehicles to keep them on track. However, the various limitations associated with the LiDAR are: a) High dependency on prevention of object collision rather than driving. b) Range of LiDAR sensors is very low for a moving vehicle. c) Fails to work in an environment where the objects are in the far field of the car. d) Needs a guiding mechanism to take a turn, for example, a curved object placed at the edge of the turn. e) Deployment of LiDAR in a consumer vehicle is expensive [2] , [3] .
The new generation of autonomous vehicles therefore is based on image analysis, which is more realistic. This approach using vision benefits from an image as raw input, to drive a vehicle. It helps in driving a vehicle more realistically in the perspective that as humans, we use our sense of vision to drive rather than the sense of touch (LiDAR). In the literature, there are various researches on the angle of the camera; some use third person view; some uses the first-person perspective while some opt for † Danilo Vasconcellos Vargas is the presenter of this paper. the bird eye view of the track. In the past decade, the research in autonomous driving was dominated by a supervised learning approach where human expert's data was made to be learned by the agent. The supervised Learning approach is more suitable for tasks which are based on a generalised formula (like classification and regression). As due to the intrinsic property of supervised learning, it creates a function map of input to the output. A significant limitation of the supervised learning approach in this context is the requirement of a dataset for driving, which may or may not exist for all the environments in which an autonomous vehicle will be deployed. Also, the creation of such datasets can be expensive and unfeasible, in some cases [4] . In a supervised learning approach, an agent learns to imitate a human expert (strategy followed a by human expert) instead of learning the best possible strategy in driving a vehicle.
Intuitively, driving is a Markov's Decision Process (MDP) problem where a sequence of states is processed which involves the concepts of control theory. Though, for few smaller datasets generalised mapping of input and output works but at the same time, it is not scalable or pervasive enough for multiple environments to be deployed. Reinforcement Learning is a strategy to deal with Markovs Decision Process problems. We learn the optimal policy by sampling actions and then observing which one leads to our desired outcome. In contrast to the supervised approach, we learn this optimal action not from a classical label but from a time-delayed label called a reward. This scalar value tells us whether the outcome of whatever we did was good or bad. Hence, the goal of reinforcement learning is to take actions to maximize reward [5] . Supervised Learning has two main tasks called Regression and Classification, whereas Reinforcement Learning has different tasks such as exploitation or exploration, Markovs decision processes, Policy Learning, Deep Learning and value learning [6] . Research in reinforcement learning has taken a boost since the inception of deep learning. Reinforcement learning has been proved to overcome the supervised learning in a variety of control theory problems like Go and Atari Games. We developed an agent based on reinforcement learning to tackle the problem of driving. The motivation to establish the agent for autonomous vehicle stems from the experience of the authors who worked closely with the visually impaired people and their struggles in daily life routines. A self-driving car will indeed help the visually challenged people to commute to their destination hassle-free and safely.
The following paper is organised as follows, Section 2 covers the related works that have been done in the area of self-driving cars and the reinforcement learning, Section 3 explains about the proposed method and algorithms used to develop the self-training autonomous driving agent, Section 4 covers the experiments conducted for testing the proposed method with the state of the art, Section 5 analyses the results from the experiments conducted for the proposed method and discusses it. Section 6 concludes the paper by iterating over the findings in the project.
RELATED WORKS
This section covers the existing agents present in the literature for autonomous driving and their summary about the contribution to research in self-driving cars and autonomous vehicles. In the literature, there are various types of simulation tools available for training an agent for autonomous driving. Some of them are Open AI's Car Racing [11] , Udacity's Self Driving Car Simulator [12] , Carla [13] , Torcs [14] , etc. While all the simulators have their advantages and disadvantages, we found that testing on Open AI's car racing environment to be much simpler than the others due to a 2D environment rather than a 3D environment filling with graphics.
In 2015, using Deep Deterministic Policy Gradient (DDPG) Algorithm, Google was able to replicate and enhance the results of autonomous driving using LiDAR technology simulation. In the experiment phase, they tested the algorithm on the Torcs environment and were able to achieve the state of art results for the environment. While the approach was to use the sensory data simulation, like distance from the center of the track, speed of the car in the direction of the track and orthogonal to track, it failed to solve the environment with images as raw input as it has solved other gym environments of Mujoco. Their approach was to use the actor-critic method for continuous control, which took the benefits of both actor-critic algorithms and Q-Learning. [7] Koutnik et. al [8] , [9] in their research showed the initial learning for a driver agent using rewards for simple tracks. In their approach, they relied on edge detection mechanisms of convolution networks to determine the location of the car. They showed that reinforcement learning could be applied to challenging problems involving images as input. Their core strategy was to use evolu-tionary algorithms to optimise the episodic reward for the agent.
In many machine learning and deep learning applications, from age classification to image generation, it is a common practice to discretise continuous space. One intuition behind it argues that classification loss such as cross-entropy loss can send out more clear training signal than mean square error loss, especially if the outcomes show signs of clustering. This strategy that is used to make driving agent learn by discretising the values of steering angle, acceleration and brake open up the realm of traditional reinforcement learning algorithms like Q-Learning and actor-critic methods. Though, there is a loss of some values associated but with discretisation. These algorithms tend to perform better than their continuous domain counterparts like DDPG algorithm.
More recently, world models architecture has solved the previously unsolved CarRacing environment in the continuous domain. This architecture takes benefit of the temporal features using an MDN-RNN module and optimises the episodic rewards using evolutionary strategies. Our model uses a modified architecture of the world models to boost the performance of the original architecture.
PROPOSED MODEL
This section covers the proposed agent developed for the driving activity and the underlying algorithms present in the model.
Difference Image
We define our difference image as the background subtraction between the two consecutive frames. This difference image also contains an exciting property of capturing the motion of the foreground, and hence we believe using difference image, the underlying neural network will focus more on the features of the foreground than the background.
Autoencoder
An autoencoder is defined in the literature as a particular type of deep neural network whose primary objective is to find mappings for reconstruction in the given input domain. This type of deep neural network contains two significant modules, namely, Encoder, and Decoder. While the primary aim of the encoder is to learn a deterministic non-linear mapping of the given input domain to a lower-dimensional feature vector representation which is termed as latent space, the primary task of the decoder is to learn the inverse mapping of the latent space to the given input domain. To summarise, an autoencoder is a type of neural network which converts the input into a lower-dimensional latent space which is then used to reconstruct the input. Over the years, various kinds of autoencoders are researched upon mainly Variational Autoencoder (VAE) and Stacked De-noising Autoencoder (SDAE), Generative Autoencoder (GAE), Relational autoencoder (RAE), and others. While the applications and the purpose of different auto encoders differ but they all Traditionally, the auto encoders neural network consisted of vanilla deep neural networks. However since, the introduction of theconvolution neural network and their proven superiority over vanilla deep neural networks for handling the image or multi-dimensional data, the current state-of-the-art auto encoders consist of convolution layers. We also use the convolution layers to extract the features from the image. However, we employ a hybrid approach of using convolution layers and the fully connected layers rather than creating an all-convolution model. The reason being, to better map the features to the latent space.
Covariance Matrix Adaptation Evolution Strategy (CMA-ES)
CMA-ES [10] is an optimisation algorithm which is based on a class of algorithms classified as evolutionary algorithms. The CMA-ES algorithm is used to train the controller of the agent to find the best possible strategy for the controller to drive the vehicle. CMA-ES is suited for severe non-linear non-convex black-box optimisation problems in the continuous domain of which driving as an activity also forms a part.
Architecture of Proposed Agent
Our proposed architecture has three major components involved, as shown in Figure 1 . The difference autoencoder analyses the image and reduces the dimension of the image for better processing in the further module of MDN-RNN. MDN-RNN captures the temporal properties of the frames associated with is required for the resolution of features which are temporally connected in the frames. The result of the MDN-RNN goes to the controller module, which is responsible for the final action taken by the agent. This type of stacked architecture of the modules is inspired by the World Models Architecture presented by Ha et al. [15] . World Models Architecture is the current state-of-the-art reinforcement learning architecture for the Open AI Car Racing environment. Our proposed agent introduces the difference image in the original architecture to give a boost in performance.
Difference Autoencoder
We define our difference autoencoder as a sub-class of autoencoder, which involves the difference image processing and analysis merged into the latent space, as Figure 2 . To the best of our knowledge, this is the only architecture of autoencoder which deals with the construction of difference image from the latent space.
The advantage of using difference image intuitively is to give the neural network an explicit instruction to extract features from the foreground more aggressively than the background. This aggression towards the characteristics of foreground not only helps in localising the region of interest but also helps in expressing the more vivid features in the latent space which gets neglected in the traditional auto encoders setup. There can be three types of autoencoders possible with the involvement of difference image, The architecture of the encoder and the decoder modules are shown in the following figures. The Figure 3 shows the architecture of the encoder comprising both frame input and difference input and Figure 4 shows the architecture of the encoder involving both frame and difference output.
Recurrent Neural Network with Mixed Density Function (MDN-RNN)
We define our recurrent neural network as a temporal feature extractor from the latent space. This module takes the input from the difference autoencoder in the form of latent space and extracts the temporal features which are fed to the controller.
Controller
This module takes the input from the MDN-RNN to determine the steering angle, acceleration, and brake, for the agent to drive. This module is optimised and trained using the evolutionary algorithm CMA-ES to globally maximise the output of the agent. 
EXPERIMENTS
The following section covers the details of the experiments conducted for the STAD agent. The experiment was conducted in the CarRacing-v0 environment developed by OpenAI. In the environment, the tracks are randomly generated for each trial, and the agent is rewarded for visiting as many tiles as possible in the least amount of time. The agent receives −0.1 for every frame and +1000/N for every track tile visited where N is the number of tiles in the track. Open AI describes the environment to be solved if the path is visited in 1000 frames, i.e. with a reward of 900 (1000−0.1 * 1000). The environment is created in Box2D environment, which gives an RGB image of the frame as the output and takes a vector input of steering, acceleration and brake to drive the car. The camera position of the environment is the bird-eye where e get the top view of the environment focusing on the car.
For training the variants of difference auto-encoder, a random roll-out of 1000 episodes were taken with 100time frames. The difference image, if required, was created with the help of every frame with four subsequent frames in the episode. This reduced the training images to 996 per episodes in case of difference images. For training the MDN-RNN module, an input vector containing the latent variable of the encoded frame and the random actions associated with it were fed to the module. For training the controller module, the CMA-ES algorithm was used, a generation consisted of 8 agents was used.
The system which was used to test the agent has the following configurations, 8 core processor, 16GB RAM and Nvidia GT710 Graphics Card. While the training of Difference Auto-encoder and MDN-RNN module was done with the help of Nvidia GT710, the training of controller was done using only the cores of the processor.
For testing, the model made to run for 100 random roll-outs, and the average episodic reward in the 100 episodes was recorded.
RESULT AND ANALYSIS
Our agent with difference images can performs with the average score of 900+ episodic reward, effectively solving the task and obtaining similar results to the state of the art. Our agent achieves this average reward in a span of training for only 600 generations with only 1000 roll-outs compared to 2000 generations with 10000 rollouts in the original paper of world models. We have also used 8 agents per generations compared to 64 agents in the original article. The result from the experiments shows the involvement of difference images boosts the performance of the architecture by effectively solving the environment in considerably less training. Numerically, our controller was trained on less (96%) total agents, (87.5%) agents per generations, (70%) fewer generations and (90%) rollouts used than the original paper to achieve similar results. The table 1 shows the performance comparison with other reinforcement learning algorithms and Table 2 shows the difference in training parameters with World Models.
The figure 5 represents the minimum or worst reward a member of 8 population in the generation receives. The figure 6 represents the average reward a member of 8 population in the generation receives. The figure 7 represents the maximum or best reward a member of 8 population in the generation getd. With the episodic rewards results, we can say that the adding difference image to the model boosts the performance of the architecture. The x-axis of the figures represents generation and y-axis represents the episodic reward for the performer. Best performer in the generation is the agent who has the highest episodic reward in the generation while the worst performer in the generation, is the agent who has the lowest episodic reward in the generation. Average performer in the generation is the average episodic reward of the generation's agents. We were able to find the best performer in training with 929.82 episodic reward i.e.; the track tile is visited in 702 frames. We find that with difference images, the best performer achieves stability relatively early then without difference images. We were also able to find an average performer in training with 911.73 episodic reward. However, in the 100 random rollouts of testing,
Algorithm
Average Episodic Reward Task Aware Autoencoder [16] 200 DQN [17] 343 DDPG [18] 100 A3C (Continuous) [18] 591 A3C (Discrete) [19] 652 Open AI Benchmark [20] 838 World Model [15] 906 
CONCLUSION
We proposed a novel agent for autonomous driving based on difference images. The agent's architecture was inspired by World Models Architecture, which is the current state-of-the-art for car racing environment. Our results show that the including difference image in the output and input, it boosts the performance of the state of the art and achieve the results of the state of the art in 96% less training of the model. We show the importance of using difference image in the activities in which motion is involved. Our model also achieves stability in the reward by agents in population earlier than the state-of-the-art. Our models justify the self-training as no human expert was involved in the training and assisting the agent. The agent learns to drive the car smoothly with the help of environment specified rewards.
However, with the current involvement of difference images, there is still a limitation of producing the same effect in the first person view of self-driving cars. In the real-life environment, an agent will rarely see the topview of the car it handles. It will mostly be a third-person view or the first-person view. Therefore, it is necessary to develop an architecture which not only can handle the motion parameters in the still frame but also is invariant to the view of the agent. Our future work will cover into the developing a model architecture which is view-invariant for the self-training cars. 
