We study a one-dimensional quasiperiodic system described by the off-diagonal Aubry-André model and investigate its phase diagram by using the symmetry and the multifractal analysis. It was shown in a recent work (Phys. Rev. B 93, 205441 (2016)) that its phase diagram was divided into three regions, dubbed the extended, the topologically-nontrivial localized and the topologicallytrivial localized phases, respectively. Out of our expectation, we find an additional region of the extended phase which can be mapped into the original one by a symmetry transformation. More unexpectedly, in both "localized" phases, most of the eigenfunctions are neither localized nor extended. Instead, they display critical features, that is, the minimum of the singularity spectrum is in a range 0 < γmin < 1 instead of 0 for the localized state or 1 for the extended state. Thus, a mixed phase is found with a mixture of localized and critical eigenfunctions.
I. INTRODUCTION

Since Anderson's seminal paper in 1958
1 the metalinsulator transition has been studied in a wide range of systems. The scaling theory 2 predicts that there is no metal-insulator transition in one-dimensional (1D) systems with randomly-distributed impurities. On the other hand, 1D quasiperiodic systems [3] [4] [5] [6] [7] can host localized, extended or critical eigenstates. The Aubry-André (AA) model 8 is an important paradigm of 1D quasiperiodic systems. It can be derived from the reduction of a two-dimensional quantum Hall system in the magnetic field 9 . Due to recent advances in experimental techniques, the AA model has been realized in ultracold atoms 10, 11 and photonic crystals 12, 13 . The phase diagram of the AA model has been well understood with extensive researches [14] [15] [16] [17] [18] [19] . And many different variations of the AA model were studied also. By including a long-range hopping term or modulating the on-site potentials, some authors found a mobility edge in the spectrum which can be precisely addressed by the duality symmetry 20, 21 . The others addressed a transition from the topological superconducting phase to the localized phase in the AA model with p-wave pairing interaction [22] [23] [24] [25] . Among different variations, the off-diagonal AubryAndré model displays an abundant phase diagram. It brings up either the zero-energy topological edge modes 26 or preserves the critical states in a large parameter space 27 , depending on different ways of modulating the nearest-neighbor hopping amplitude. In a very recent paper 28 , the authors combined both the commensurate and incommensurate modulations to explore the corresponding phase diagram. The model Hamiltonian is expressed asĤ
whereĉ i is a fermionic annihilation operator, L is the total number of sites, and λ i = λ cos(2πbi) and V i = V cos(2πβi + φ) denote the commensurate and incommensurate modulations, respectively. A typical choice of the parameters is b = 1/2, β = ( √ 5 − 1)/2 and φ = 0. For convenience, t = 1 is set as the energy unit.
It was argued that the phase diagram of this model can be divided into three regions, which are the extended, the topologically-nontrivial localized and the topologicallytrivial localized phases, respectively. In this paper we revisit this model by using the symmetry and the multifractal analysis. Our findings are summarized in the phase diagram (Fig. 1) . The main results includes (i) there exists an additional region of extended phase (region II) which can be mapped into region I by a newlydiscovered symmetry transformation, and (ii) region III and IV are mixed phases instead of localized phases in which most of the eigenstates are critical states.
The rest of the paper is organized as follows. In Sec. II, we present the symmetry transformation for Hamiltonian (1), and use it to determine the boundaries between different phases. We further show that region I and II are in the extended phase by calculating the inverse participation ratio numerically. In Sec. III, we apply the multifractal analysis in two different approaches. In both approaches we verify that region III and IV are mixed phases with most of the eigenstates being critical states.
II. SYMMETRY TRANSFORMATION AND INVERSE PARTICIPATION RATIO
We identify the phase boundaries of the off-diagonal Aubry-André model by finding its symmetry transformation. For our purpose, the Schrödinger equation is expressed every four sites as
where ψ j denotes the eigenfunction in the firstquantization language and E is the eigenenergy. n is an arbitrary integer. We find a transformation with a period of four sites which keeps the Schrödinger equation invari-
. This transformation changes the sign of the wave function, but has no influence on whether the wave function is localized or not. The shift of β by 1/2 keeps the absolute value of V j invariant at each site. Therefore, as we exchange t and λ while keeping V invariant the wave function only changes the sign at some sites. The transformation of (t, λ, V ) from (1, λ, V ) to (λ, 1, V ) does not change whether the eigenstate is localized or extended. Furthermore, multiplying the Hamiltonian by an arbitrary number does not change its eigenfunctions. As t = 1 is fixed, the simultaneous transformation λ → 1/λ and V → V /λ must relate two points in the phase diagram that belong to the same phase.
Under this transformation, region I in the phase diagram ( Fig. 1 ) is mapped into region II. For example, the boundary AB (V = −λ + 1), after the transformation, becomes BC (V = λ−1). Especially, all the region below the boundary AB can be mapped into the region below BC. Therefore, region I and II are dual and belong to the same phase. The boundary AD is V = λ + 1. It keeps invariant under the symmetry transformation. Region III and IV are both mapped into themselves under the symmetry transformation.
By numerically calculating the inverse participation ratio (IPR) and the mean inverse participation ratio (MIPR), we find that region I and II are both the extended phase. The IPR of a normalized wave function ψ is defined as 29, 30 where L denotes the total number of sites and n is the energy level index. It is well known that the IPR of an extended state scales like L −1 which goes to 0 in thermodynamic limit. But for a localized state IPR is finite even in thermodynamic limit. For a critical state IPR scales as L −θ with 0 < θ < 1. There are L different eigenfunctions for a specific Hamiltonian. We then define the mean inverse participation ratio (MIPR) as
where IPR n denotes the IPR of the nth eigenstate. In Fig. 2 , we plot MIPR as a function of λ at three disorder amplitudes: V = 0.2, V = 0.5, and V = 0.8. Here we used L = 987. There are two turning points of MIPR located at λ = 1 − V and λ = 1 + V , respectively. At the turning points MIPR becomes very steep. We also checked that with increasing number of sites L the change of MIPR at the turning points becomes even sharper. In the thermodynamic limit L → ∞, a singularity behavior of MIPR is expected signaling a transition between the extended phase and the localized (or critical) phase. So the thermodynamically vanishing MIPR suggests that the system is in the extended regions for λ < 1 − V and λ > 1 + V .
We further study the distribution of IPR with different eigenstates. The results are plotted in Fig. 3 . We find the zero-energy modes (the red dots) in the region I, II and III. Thus, these three regions are in the topologicallynontrivial phase. But region IV is topologically trivial. Fig. 3(a) and Fig. 3(b) plot the IPR distribution in region I and II, respectively. The distribution has the same characteristics in these two regions. For almost all the eigenstates, their IPR are close to each other, being very low (around 10 −4 ). This indicates that region I and II has a pure energy spectrum, that all the eigenstates are extended. The extended, critical and localized states do not coexist in these two regions.
On the other hand, region III and IV have the significantly different IPR distribution (see Fig. 3(c) and Fig. 3(d) ). In these two regions, the value of IPR is at least one order of magnitude larger than that of the extended state (> 10 −3 ). At the same time, the IPRs of different eigenstates disperse widely in a range over two orders of magnitude (from 10 −3 to 10 −1 ). Such a dispersed distribution suggests that region III and IV should not be the pure localized phase. Instead, there should exist critical states in these two regions. To clarify the nature of them, we will apply the multifractal analysis to the eigenfunctions in next section.
III. MULTIFRACTAL ANALYSIS
We carry out the multifractal analysis in two different approaches. In the first approach, we fix the total number of sites in the system, while dividing the system into a series of boxes with the box length tunable. This is called the box-counting method 31, 32 . In the second approach, we obtain the scaling behavior of the wave functions by changing the total number of sites.
A. Box-counting method
Let us consider a normalized wave function ψ defined over a chain of L sites. The probability of finding the particle at site j is given by p n j = ψ n j 2 which satisfies L j=1 p n j = 1. In the multifractal analysis of wave functions, p n j ≥ 0 is viewed as an increase at site j for the nth eigenvalue. And the increase is supposed to satisfy a local power law everywhere along the chain.
We divide the chain into L/l segments with each segment containing l sites. The total increase in the mth segment is given by P n m = ml j=(m−1)l+1 p n j . We then introduce a partition function
The partition function obeys a power law κ ∼ (l/L) τ where the exponent τ is related to the multifractal dimension by D(q) = τ (q)/(q − 1). Following previous literatures we set q = 2. It has been found that τ (2) = D(2) tends to 0 for a localized state but to 1 for an extended state. 0 < τ (2) < 1 signals a critical state. We select two typical points in region III and IV, which are (λ, V ) = (0.5, 0.55) and (0.5, 1.55), respectively. Fig. 4 plots the corresponding κ as a function of l on the logarithmic scale. By carefully checking the eigenstates in region III and IV, we find that the system has a mixed spectrum either of a localized or of a critical eigenstate. Here we take few typical eigenstates as examples. For the 668th eigenstate at V = 0.55 (red crosses in Fig. 4) , κ scales as l 0.708 as l < 10 2 , but τ (2) tends to 0 for larger segment. The existence of a turning point in the curve of κ is the typical feature of a localized state. Indeed, the localized states display multifractal feature up to the localization length. Similarly, the 393th eigenstate at V = 1.55 is also a localized state (see red stars in Fig. 4) . But for the 759th eigenstate at V = 0.55 (blue crosses) and the 635th eigenstate at V = 1.55 (blue stars), κ scales as l 0.613 over the whole domain of l. The lack of turning point and a fractional τ together indicate that these two states are critical. Therefore, in region III and IV the system has a mixed spectrum in which the localized and critical states coexist.
We further study the average of κ over different eigenstates, defined as
where κ n denotes the partition function of the nth eigenstate. The inset of Fig. 4 plots κ as a function of l on the logarithmic scale. In both region III and IV, κ scales approximately as l τ over the whole domain of l. No obvious turning point is found. And 0 < τ < 1 is a fraction. This indicates that most of the eigenstates in region III and IV are critical states. Otherwise, κ would have a turning point and display a platform for larger l. Because for larger l, τ (2) tends to 0 for a localized state but bigger than 0 for a critical state. If there were a significant fraction of localized states in the spectrum, their contribution to κ would dominate, and κ would then display a platform.
It is worth mentioning that the Legendre transformation of τ (q) is no more than the singularity spectrum. The latter is an important quantity characterizing the multifractal nature of the system. We will discuss the singularity spectrum in next subsection. Considering numerical stability, we will employ a different method for calculating it.
B. Finite size scaling
In the box-counting method, the segment length is tunable. An extreme case is that each segment contains only a single site. The segment length is then 1/L. Note that the length of the whole chain is usually normalized to unity in the multifractal analysis. Therefore, the segment length can also be changed by changing the total number of sites L. According to previous works 3, 33, 34 , it is convenient to choose L = F m where F m is the mth Fibonacci number. The advantage of this choice is that the golden ratio can be expressed as β = (
Fm . In a multifractal system the increase p n j at any site satisfies a local power law:
where γ n j is the singularity exponent. The set of sites that share the same singularity exponent γ is a fractal set of dimension f (γ). f (γ) is just the so-called singularity spectrum. The approach of obtaining f (γ) is summarized as follows. The partition function is now defined as Z m (q) = 
with γ = 1 ǫ dG m dq and ǫ = ln β. For a critical wave function, f (γ) is nonzero in an interval (γ min , γ max ) in which f (γ) changes continuously. In the thermodynamic limit m → ∞, the value of γ min can be used to distinguish the extended state (γ min = 1), the localized state (γ min = 0) and the critical state (0 < γ min < 1). Since there are F m eigenstates for each Hamiltonian, we use the average of γ min over all the F m eigenstates as the indicator, which is denoted by γ min . We plot γ min as a function of 1/m for different (λ, V ) in Fig. 5 . We find that γ min extrapolates to 1 for (λ, V ) = (0.5, 0.2) and (1.5, 0.2) which are both in the extended phase. This fits our expectation. γ min extrapolates to 0.35 for (λ, V ) = (0.5, 0.55), and to 0.27 for (λ, V ) = (0.5, 1.55). The fractional γ min is another evidence that most of the states in region III and IV are critical states.
IV. CONCLUSIONS
In summary, we clarify the phase diagram of the offdiagonal AA model. For this purpose, we discovered a symmetry transformation which changes the sign of the wave function but keeps its amplitude invariant. We also apply the box-counting and the finite size scaling methods in analyzing the eigenfunctions. These two different approaches both show that the wave functions display multifractal behavior. We believe that the methods employed in this paper are useful in a wide range of variations of the AA model. 
