Introduction
[2] Soil moisture occupies a central position in the hydrologic cycle, interfacing between land surface hydrologic processes and atmosphere on one hand and between land surface processes and lithosphere (groundwater zone) on the other hand. The zone of soil moisture (also called vadose zone) is often called the gate keeper in hydrology. Soil moisture is fundamental to analysis and evaluation of soil erosion, droughts, generation of runoff, irrigation scheduling and management, maintaining salt balance and reducing water logging, tactical military encampment and mobility, determination of evapotranspiration, sustaining ecological health, and spread of bacterial and viral activities. Because of its ubiquitous use, recent years have witnessed considerable emphasis on measurement of soil moisture using, as for example, neutron probes, TDR probes, and remote sensing techniques. In the case of remote sensing, soil moisture estimates are obtained within a depth of no more than 5 cm [Ulaby et al., 1996] and modeling methods are needed to estimate the entire soil moisture profile.
[3] The soil moisture profile using near-surface soil moisture observations has been estimated using a range of approaches [Schmugge et al., 1980] which can be grouped into (1) theoretical [Russo, 1988] , (2) probabilistic [Assouline et al., 1998 ], (3) water balance [Singh, 1989] , (4) regression [Arya et al., 1983] , (5) inverse [Kostov and Jackson, 1993] , and (6) intelligence [Koekkoek and Booltink, 1999] . Theoretical approaches include solution of equations governing flow of water in soils. The solution, of course, requires the knowledge of soil hydraulic characteristics, including a hydraulic conductivity function and a water retention function which needs to be determined. Thus, in this sense this becomes an inverse problem. In probabilistic techniques, the soil structure is hypothesized to evolve from a random fragmentation process. Assouline et al. [1998] have presented a conceptual model using a probabilistic approach in which the fragmentation process leads to the determination of the soil particle size distribution. Particle volumes are converted into pore volumes using a power function. Then, a capillarity equation is employed to obtain an expression for the water retention curve. Or et al. [2000] developed a stochastic model coupling the probabilistic nature of pore space distributions with physically based soil deformations employing the Fokker-Planck equation. They addressed three features of pore space evolution: reduction of total porosity, reduction of mean pore radius, and changes in the variance of pore size distribution. This model permits computation of temporal variation of near-surface soil hydraulic properties. Using the Shannon entropy Al-Hamdan and Cruise [2010] derived soil moisture profiles. Although they did not discuss the probabilistic attributes of their methodology and of soil moisture profiles, their approach is probabilistic. Pachepsky et al. [2006] employed information theory measures to compare and evaluate different soil water models.
[4] The water balance approach incorporates soil moisture as the output in the water balance [De Troch et al., 1996] . This approach entails modeling infiltration, including redistribution and reinfiltration [Melone et al., 2006] . In recent years soil moisture observations have been assimilated into hydrologic models [Das and Mohanty, 2006] and integrating soil moisture observations with hydrologic models seems a more promising approach [Kostov and Jackson, 1993] . Regression techniques are curve fitting, relating near-surface soil moisture observations to wetting and drying separately at specific locations. For shallow depths Arya et al. [1983] , Bruckler et al. [1988] , Srivastava et al. [1997] , among others, found regression techniques to yield satisfactory estimates, but the development of regression relations needs sufficient observations at each location and that these relations cannot be transferred to other locations.
[5] In the inverse approaches, since the microwave brightness temperature profile is estimated from soil moisture estimates, using an inverse technique remotely sensed brightness temperature can be employed for estimating soil moisture [Kostov and Jackson, 1993] . Intelligence techniques are based on artificial neural networks [Koekkoek and Booltink, 1999; Jain et al., 2004] , genetic algorithms, fuzzy logic, artificial intelligence, and the like. Using a priori information on the hydrologic properties of soils, soil moisture content is determined at different depths. Methods of determination include correlations between surface soil moisture and that at lower layers [Kondratyev et al., 1977] , or energy based methods with radiative properties of soil at different soil moisture states [Reutov and Shutko, 1986] , or models using hydrostatic principles [Jackson et al., 1987] .
[6] This review suggests that although the Shannon entropy was used by Pachepsky et al. [2006] and Al-Hamdan and Cruise [2010] , the Tsallis entropy has not been employed for describing the movement of soil moisture thus far. It may be interesting to explore the use of the Tsallis entropy for soil moisture modeling, for it possesses a number of interesting properties and encompasses the Shannon entropy as a special case. The objective of this study, therefore, is to develop an entropy theory using the Tsallis entropy for describing the one-dimensional movement of soil moisture in unsaturated soils, and test the theory using experimental observations reported in the hydrologic literature. The theory permits a probabilistic description of soil moisture. The paper is organized as follows. Introducing the problem of soil moisture movement and estimation in this section, the soil moisture zone or vadose zone is described in section 2. The entropy theory is developed in section 3, and application of the theory is illustrated by deriving soil moisture profiles in section 4. The theory is tested in section 5, followed by conclusions in section 6.
Soil Moisture Zone
[7] The porous medium below the land surface can be divided into two zones: one between the water table and the land surface, and the other below the water table. The water table is defined as the surface on which the fluid pressure in the pores of a medium is exactly atmospheric. This means that the hydraulic head at any point on the water table must equal the elevation of the water table at that point. The porous medium below the water table is saturated, i.e., the pores are filled with water, and can be referred to as groundwater or saturated geologic zone. The porous medium above the water table is often divided into three zones: (1) capillary fringe, (2) intermediate zone, and (3) soil moisture zone (also called root zone). There exists a narrow zone immediately above the water table, called capillary zone or fringe, where the porous medium is tension saturated but the pressure head is negative. This zone is also called tension-saturated zone. This pressure is the air entry pressure or bubbling pressure. The medium above the capillary fringe is called unsaturated zone or vadose zone or zone of aeration. In this zone, pores are partially filled with water, and partially filled with air. This means that water in the soil pores is under surface tension forces and thus the pressure will be negative. In this zone both the moisture content () and the hydraulic conductivity (K) are functions of the pressure head (y). Furthermore, the -y relationship is hysteretic and the same is true of the K-y relationship. This means that these relationships during wetting are somewhat different from those during drying. From an agricultural standpoint, the vadose zone can be further divided into two zones. The zone below the land surface is the zone in which agricultural crops grow and it may thus be called root zone. This is also referred to as soil moisture zone. Below this zone is intermediate zone or percolation zone or transmission zone.
[8] When water is applied to the land surface either artificially by irrigation or naturally by rainfall, part of this water infiltrates the soil, depending, of course, upon soil characteristics, soil treatment, vegetation, and antecedent soil moisture condition. The movement of moisture upon entry at the surface will depend on the duration for which water is applied at the surface and the moisture existing beforehand. The soil surface will first get saturated at the surface and the saturated zone will move downward until it reaches the water table. This case, labeled as case 1, is called the wetting phase. In this case the distribution of soil moisture is monotonically decreasing from the surface to the water table or up to a point of concern. When the supply of water is cut off, the downward movement of moisture will continue and the soil will start draining. This case, labeled as case 2, is called the drying phase. In this case the distribution of moisture is monotonically increasing downward. Between these two phases there exists a situation where the distribution of moisture is monotonically increasing downward up to a point (zone one) but then decreasing downward (zone two). In this case, labeled as case 3, one can divide the unsaturated zone into these two zones. The three cases are shown in Figure 1 .
Development of Entropy Theory
[9] Consider a soil column of length L. The moisture in this soil column can vary from a very low-value Q 0 to the soil porosity n. Let the effective saturation be defined as
where Q is the moisture content, Q 0 is the initial moisture content or the moisture content that cannot be extracted by plants, and n is porosity. It is assumed that all values of soil depth z are equally likely between 0 and L corresponding to a given , and all values of are equally likely at any value of z, (z). Thus, the effective saturation is considered as a random variable with probability density function as f() which is determined using the entropy theory.
[10] For determining the movement of moisture, an entropy theory is formulated as comprising five parts: (1) Tsallis entropy, (2) principle of maximum entropy (POME), (3) specification of constraints for the maximization of the Tsallis entropy in accord with POME, (4) maximization of entropy, and (5) determination of least biased probability distributions of soil moisture and maximum entropy. The theory is employed to derive soil moisture profiles for the aforementioned cases.
Tsallis Entropy
[11] Nearly two decades ago, Tsallis [1988] introduced what is now referred to as the Tsallis entropy, which can be expressed as
where m is a real number, k is a conventional positive constant (needed to keep the units of H consistent) taken as unity without loss of generality, and a and b are lower and upper limits of . H describes the uncertainty associated with f() and in turn
is considered as a measure of uncertainty, then equation (2) represents the average uncertainty of . More the uncertainty more information will be needed to characterize . In this sense, information and uncertainty are related. Thus, the key in equation (2) is to derive the least biased f().
[12] Before proceeding further, it may be useful to review the Tsallis entropy here. The Tsallis entropy is a nonextensive entropy and reduces to the Shannon entropy if exponent m in equation (2) is unity. It can also be said that for m → 1, equation (2) reduces to the Boltzmann-Gibbs statistics. H is maximum for all values of m in the case of equiprobability. H is maximum if m > 0 and is minimum if m < 0. Like the Shannon entropy, the Tsallis entropy satisfies the additivity property for independent systems. Because of these and other properties, the Tsallis entropy has received and continues to receive a great deal of attention, especially in physics. It has been applied to describe a variety of thermodynamical systems with long-range interactions or memory and with fractal or multifractal boundary conditions, including turbulence, fractility and nonextensivity, scaling, anomalous diffusion, and complexity. Tsallis [2004] provided a comprehensive review of the construction and physical interpretation of nonextensive statistical mechanics, with particular reference to the Tsallis entropy. In 2005 European Physical Society published a special issue of Europhysics News on Nonextensive Statistical Mechanics: New Trends and perspective, in which a number of articles deal with different aspects and applications of the Tsallis entropy [Boon and Tsallis, 2005] . In a review of nonextensive statistical mechanics and thermodynamics, Tsallis [2002] explored the possibility of using m − 1 (entropic nonextensivity) as a measure of complexity for some classes of systems exemplified as above and high-energy collisions, solar neutrino problem, and so on.
[13] Boghosian [1996] presented the construction of a comprehensive thermodynamic description of two dimensional turbulence. He noted that two-dimensional Euler turbulence and drift turbulence did not maximize the Boltzmann entropy but the maximization of the Tsallis entropy was capable of explaining this phenomenon. Gotoh and Kraichnan [2004] critically examined the applicability of the Tsallis entropy to turbulence. Arimitsu [2002a, 2002b] derived the probability density function of velocity fluctuation with the multifractal aspect in fully developed turbulence. Non-Gibbsian statistics are being observed these days in various fields and with the aid of the Tsallis entropy, they were able to obtain an abstract statistical mechanics.
[14] Costa et al. [1997] provided the microscopic interpretation of the entropic index m characterizing nonextensive statistics. They showed that a fractal subset of the phase space within which the system is driven by its own dynamics determines m. They investigated the power law sensitivity to initial conditions within a logistic-like map, and derived the relation between m and fractal dimension of the onset-to-chaos attractor. Extending the results of this study, Lyra and Tsallis [1998] provided general scaling arguments and showed that proper nonextensive statistics can be inferred from the scaling properties of the dynamical attractor at the start of chaos in one-dimensional dissipative maps. At the self-organized critical state Papa and Tsallis [1998] showed a power law sensitivity in the system of competing logistic maps.
[15] The Boltzmann-Gibbs statistics is not capable of dealing with anomalous diffusion which plays a fundamental role in the dynamics of a wide class of systems, such as turbulent flows, phase space motion in chaotic dynamics, and transport in highly heterogeneous materials. Anomalous diffusion is controlled by Levy distributions. Zanette and Alemany [1995] have pointed out that the Tsallis entropy is a natural tool for constructing a thermodynamic formalism of the anomalous diffusion. They then computed the mean square displacement as a function of time and generalized the Einstein relation of diffusivity and temperature for random walks of the Levy flight type. Tsallis and Bukman [1996] derived exact time-dependent solutions and their thermostatistical basis for anomalous diffusion. Prato and Tsallis [1999] developed a nonextensive foundation of Levy distributions. Indeed they showed that nonextensive statistical mechanics, formulated in terms of m-expectation values, unifies the foundations of both the Gaussian and Levy distributions.
[16] These applications have been primarily in physics, although many of them relate to hydrological processes and will therefore have relevance in hydrological analysis and modeling. Koutsoyiannis [2005a Koutsoyiannis [ , 2005b was the first to employ the Tsallis entropy to characterize stochastic behavior of hydrological processes. Keylock [2005] introduced the Tsallis entropy and m-exponential distribution for deriving flood recurrence intervals. He reasoned that a distribution derived from power law considerations would be more appropriate than the power law itself. Hence it can be argued that the nonextensive statistical mechanics has potential for much broader application in hydrology than is presented in this study.
Principle of Maximum Entropy
[17] The principle of maximum entropy formulated by Jaynes [1957a Jaynes [ , 1957b says that the least biased probability distribution of , f(), will be the one that will maximize equation (2), subject to the given information on expressed as constraints. In other words, if no information other than the given constraints is available then the probability distribution should be selected such that it is least biased toward what is not known. Such a probability distribution is yielded by the maximization of the Tsallis entropy. Thus, one of the key points is to define constraints on .
Specification of Constraints
[18] Information on can be obtained using the knowledge of soil physics and experimental observations. For a given soil, one may measure soil moisture at different depths and describe its characteristics. If soil moisture observations are available, then one way to express information on the soil moisture (z) is in terms of constraints C r , r = 0, 1, 2,…, n, defined as
where g r (), r = 1, 2,…, n, represent some functions of , a is the lower limit of , and b is the upper limit of , n denotes the number of constraints, and g r ðÞ is the expectation of g r (). If, for example, r = 1 and g 1 () = , equation (3b) would correspond to the mean effective saturation = ; likewise, for r = 2 and g 2 () = ( − ) 2 equation (3b) would denote the variance of . For most moisture profiles, more than two constraints are not needed. Tsallis et al. [1998] examined the role of constraints for the Tsallis entropy and their consequences for various systems. The constraints can be expressed in two ways: (1) in an ordinary manner used as above in equations (3a) and (3b) and (2) in power form involving [ f()] m . Abe and Bagci [2005] examined these two ways of choosing constraints and showed that both of them lead to the maximum Tsallis entropy distributions of a similar type, but the second way is connected to the generalized relative entropy. However, S. Abe (Instability of q-expectation value, 2008, available at arXiv:0806.3934v1) showed that the m-expectation value is not stable under small changes of a probability distribution, whereas the ordinary expectation value is. This subject needs further scrutiny for problems in hydrology and is beyond the scope of this study. For this study we chose the first way for purposes of simplicity.
Maximization of the Tsallis Entropy
[19] In order to obtain the least biased f(), the entropy given by equation (2) is maximized, subject to equations (3a) and (3b), and one simple way to achieve the maximization is the use of the method of Lagrange multipliers. To that end, the Lagrangian function L can be constructed as
where l 1 , l 2 ,…, l m are Lagrange multipliers. In order to obtain f() which maximizes L, one may recall the EulerLagrange equation of the calculus of variation, and therefore one differentiates L with respect to f() [noting as parameter and f as variable] and equates the derivative to zero and obtains
3.5. Probability Distribution and Entropy of Soil Moisture [20] Equation (4b) leads to the probability density function of in terms of the given constraints:
where l r 's are Lagrange multipliers which can be determined with the use of equations (3a) and (3b). Integration of equation (5a) leads to the cumulative distribution function or simply probability distribution of , F():
[21] Substitution of equation (5a) in equation (2) results in the maximum entropy of f() or :
Equation (6) shows that the entropy of the probability distribution of f() or depends only on the constraints, since the Lagrange multipliers themselves can be expressed in terms of the specified constraints. Equations (2), (3a), (3b), (5a), and (6) constitute the building blocks of the entropy theory.
Derivation of Soil Moisture Profiles
[22] Now the entropy theory is applied to the derivation of soil moisture profiles for the aforementioned three cases.
To that end, a fundamental hypothesis is employed. This hypothesis states that the cumulative probability distribution of is a linear function of z and its specific form will depend on the case under consideration.
Case 1: Wet Case
[23] This case occurs during and immediately after rainfall or application of water at the soil surface and is designated as wet case. The moisture content is highest near the surface and decreases downward.
Formulation of Hypothesis
[24] It is hypothesized that the cumulative probability distribution function of can be expressed as [25] In order to derive the moisture content profile using the entropy theory, the following constraints are defined:
Specification of Constraints
where L and u are the values of the effective saturation at z = L and z = 0, respectively.
Maximization of Entropy
[26] Applying POME and the method of Lagrange multipliers, one constructs the Lagrangian functions L as:
where l 0 and l 1 are Lagrange multipliers. Differentiating equation (9a) with respect to f() and equating the derivative to 0 while recalling the Euler-Lagrange equation of the calculus of variation, one obtains
Probability Density Function
[27] Equation (9b) results in the probability density function of as
Equation (10) contains the Lagrange multipliers l 0 and l 1 which are determined using equations (8a) and (8b). For simplicity, one may write:
The probability density function of soil moisture content, given by equation (11), is shown in Figure 2a for a wet case. It increases from a finite value and takes on a shape which is concave to the axis.
Maximum Entropy
[28] Using equation (10) in equation (2), one obtains the maximum entropy as
or with the use of equation (11) in equation (2), the maximum entropy can be written as
Determination of Lagrange Multipliers
[29] Substitution of equation (11) in equation (8a) yields
Figure 2. Probability density functions: (a) wet case and (b) dry case.
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Integration of equation (13) results in
[30] Now substituting equation (11) in equation (8b), one gets
Integration of equation (15) leads to
Equations (14) and (16) contain two unknown Lagrange multipliers l * and l 1 . These equations are nonlinear and can be solved numerically to obtain the value of Lagrange multipliers for given values of m, , L , and u .
[31] If L = 0, equation (14) simplifies to
Likewise equation (16) simplifies to
Equation (17) and (18) can also be employed to determine the Lagrange multipliers l * and l 1 for the simplified situation.
Soil Moisture Profile
[32] Coupling equations (11) and (7),
Integrating equation from = u to , and z = 0 to z, one gets
Equation (20) describes the moisture profile as a function of z for case 1, where the maximum soil moisture occurs at the surface and moisture decreases downward with increasing value of z.
Case 2: Dry Case
[33] The lowest moisture occurs at z = 0 and highest at z = L.
Specification of Hypothesis
[34] It is hypothesized that
Specification of Constraints
[35] The constraints for this case can be expressed as
Maximization of Entropy
[36] Following the same procedure as for case 1, the Lagrangian function L is obtained and is found to be the same as equation (9a).
Probability Density Function
[37] The entropy based probability distribution f() for this case is found to be the same as equation (11).
Determination of the Lagrange Multipliers
[38] Substituting equation (11) in equation (22), one obtains
Substituting equation (11) in equation (23), one obtains
Equation (24) and (25) can be employed to determine the unknown Lagrange multipliers l * and l 1 .
[39] If u = 0, equations (24) and (25) simplify to
Equations (26) and (27) can be employed to determine the Lagrange multipliers l * and l 1 .
Soil Moisture Profile
[40] Substitution of equation (11) in equation (21) yields
Solution of equation (28), subject to the condition that = u at z = 0 to = at z = z, can be expressed as
[41] If u = 0, equation (29a) reduces to
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Equation (29a) yields the soil moisture profile as a function of z with parameters determined from equations (24) and (25) or equation (29b) for the simplified case with parameters determined from equations (26) and (27).
Case 3: Mixed Case
[42] This case can be considered to consist of two parts: Part I corresponding to the dry case and part II corresponding to the wet case. For part I, 0 ≤ z ≤ d, the probability density function of , f(), is the same as in case 2 with the proviso that u ≤ ≤ d , = d at z = d. Following the same steps as for case 2 (dry case), the moisture profile from equation (29a) becomes
Equation (30) contains the unknown Lagrange multipliers l * and l 1 which can be determined using the modified form of constraints given by equations (22) and (23):
where
Now substituting equation (11) in equation (31a), one gets
Integration of equation (32a) yields
Substitution of equation (12) in equation (31b) yields
Solution of equation (33) yields
Equations (33a) and (33b) are solved to obtain the unknown Lagrange multipliers l * and l 1 given the values of m, u , and up . Note that d is common between the two parts so it is estimated by matching the soil moisture profiles for the two cases at z = d.
[43] For part II (corresponding to the wet case), d ≤ z ≤ L. The moisture profile can be expressed from equation (20). Note that the hypothesis expressed by equation (7) is valid 
Equation (34) has two unknown Lagrange multipliers which can be determined by modifying the constraints for this case expressed by equations (8a) and (8b) as follows:
Substitution of equation (11) in equation (35a), with the condition that at
This leads to
Likewise, substituting equation (11) in equation (35b) one obtains
Equations (36a) and (36b) are nonlinear and are therefore to be solved numerically for l 1 and l * .
Testing of the Theory
[44] Equation (12) gives the probability density function of the soil moisture content, in which the probability density for any value of moisture content must always be positive. Therefore, l * + l 1 < 0 or for < −l * /l 1 . This shows that if one parameter is positive then the other a Notation: u , soil moisture at z = 0; m_I , mean moisture content for data set 1; m_II , mean moisture content for data set II, L , soil moisture at z = L; l 1 = first Lagrange multiplier; l * , modified zeroth Lagrange multiplier; m, exponent. parameter must be proportionately negative in order to ensure the positivity of the probability density function values. Likewise, equation (11) yields the Tsallis entropy of the moisture content. The entropy will be positive if (l * + l 1 ) > m/(m − 1).
Variation in Soil Moisture Profiles With Variation in Parameters
[45] It may be interesting to investigate how the soil moisture profiles for wet (equation (20) or its simplification given by equation (18)), dry (equation (29) or its simplification) and mixed (equations (30) and (34)) cases vary with changes in parameters: m, l 1 , and l * . Soil moisture profiles as a function of z were computed for the three cases by varying one parameter at a time. For the wet (case 1), Figure 3a shows soil moisture profiles for different values of the m parameter, Figure 3b for different values of l 1 , and Figure 3c for different values of l * . It is seen that the moisture profile is quite sensitive to these parameters. For m equal to or exceeding 3/2, the moisture profile does not change significantly. For these values of m and up to m = 5/4, the profile is concave to the axis and then for m < 1, its shape changes and becomes convex. This is because of the nature of the nonlinear equation of the soil moisture profile. Extensive testing showed that m = 3/4 was more realistic and yielded better moisture profiles and hence the value of m was fixed at 0.75. For extreme values of l 1 the moisture profile becomes a straight line as shown in Figure 3b . The value of parameter l 1 can take on both positive and negative values. In between these extremes, the moisture profile is curved-convex to the horizontal axis. The same is found for parameter l * (as shown in Figure 6 ). The value of this parameter is usually positive.
[46] For the dry case, the moisture profiles as a function of z are shown in Figure 4a for different values of m, in Figure 4b for different values of l 1 and in Figure 4c for different values of l * . It is interesting to note that the shape of moisture profiles for different values of m is opposite to that in the wet case. This is also true for the shapes of soil moisture profiles for different values of l 1 and l * . The value of parameter l * remains positive but l 1 can take on both negative and positive values.
Experimental Observations
[47] Melone et al. [2006] reported experimental data on loam soil, and sandy clay loam. Experiments were conducted using a soil tray 152 cm long, 122 cm wide, and 78 cm deep. Beneath the bottom of the soil column, a 7 cm deep gravel layer was provided to allow for the outflow of percolated water. Experiments started on a uniform soil Figure 5 . Soil moisture profiles for wet cases for (a) SME 1 and (b) SME 3. Here _A is observed (or actual) moisture content and _TS is moisture content computed using the Tsallis entropy with exponent m = 3/4. moisture content and under uniform rainfall. For sandy clay loam soil, rainfall = 2.4 cm/h for 8 h, K = 2.1 cm/h, n = 0.485, 0 = 0.043, ET = 0, and no lateral runoff. Therefore, the accumulated rainfall w was = 2. 4, 4.8, 7.2, 9.6, 12, 14.4, 16.8, and 19 .2 cm at t = 1, 2, 3, 4, 5, 6, 7, and 8 h, respectively. The value of L = 55 cm = the effective soil column depth during the rainfall event. After the rainfall event, w = 19.2 cm during the time of redistribution of soil moisture, assuming no deep percolation. From these reported data, four sets of data for the wet case (labeled as Soil Moisture Experiments (SME) 1, 2, 3, and 4), two sets of data for the dry case (labeled as Soil Moisture Experiments (SME) 1, and 2) and three sets of data for the mixed case (labeled as Soil Moisture Experiments (SME) 1, 2, and 3) were extracted. In addition, two sets of experimental data on soil moisture for the dry case were obtained from Heathman [1992 Heathman [ , 1994 published by the U.S. Department of Agriculture. The measurements were made using a Resonant Frequency Capacitance (RFC) probe 15.24 cm (6 inch) intervals to a depth of 114.3 cm (45 inches) beginning at 7.62 cm (3 inches) below the soil surface. These data sets were labeled as USDA Experiment (EXP) 1 and 2. In all there were eleven data sets and these were used for determining parameters and testing the entropy theory.
Parameter Estimation
[48] In order to construct soil moisture profiles, values of at the soil surface (upper boundary condition), u ; the value at the lower boundary, L ; and the average value need to be specified. Also need to be specified are the initial soil moisture content 0 , soil porosity n, and the location of the lower boundary or the depth d of the soil column. These moisture values were obtained from the observations of soil moisture content. For both wet and dry cases, values of u , L , and m were obtained from observations for each experimental data set, as given in Table 1 . Then, values of parameters, Lagrange multipliers, l 1 and l * were obtained by fitting soil moisture profile equations to experimental data sets and are shown in Tables 1 and 2 . For the mixed case, values of u , d , and m were obtained from observations. Values of parameters l 1 and l * are shown in Table 3 .
Computation of Soil Moisture Profiles
[49] Soil moisture profiles were computed using equation (20) with m = 0.75 for each data set for the wet case. The relative error between observed and computed soil moisture values were also computed for all four data sets and these are shown in Table 4 . For two sample data sets the profiles are shown in Figures 5a and 5b. The relative error was less than 13% for SME 1, less than 1% for SME 2, less than 24% for SME 3, and less than 138% for SME 4. In each case there was just one value of moisture content that was not captured well. This may be either due to experimental observation error or errors in parameter values.
[50] For the dry case, computed and observed soil moisture values are shown in Tables 5 and 6 . For two sample data sets computed and observed soil moisture profiles are shown in Figures 6a and 6b . The relative error was less than 27% for SME 1, less than 1% for SME 2, less than 9% for USDA-EXP 1 and less than 4% for USDA-EXP 2. Overall, the computed soil moistures were in good agreement with the observed profiles.
[51] For the mixed case, computed and observed soil moisture values are shown in Table 7 . For two sample data sets computed and observed soil moisture profiles are shown in Figures 7a and 7b . The relative error was less than 2% for SME 1, and less than 27% for SME 2. The computed soil moisture profiles were in good agreement with the observed profiles. Figure 6 . Soil moisture profile for (a) SME 1 and (b) USDA EXP I for dry cases. Here _A is observed (or actual) moisture content and _TS is moisture content computed using the Tsallis entropy with exponent m = 3/4.
Practical Application
[52] The proposed entropy theory-based soil moisture profiles can be incorporated in watershed hydrologic modeling. To that end, in addition to parameters l 1 and l * , values of d and m need to be determined. The value of d can be obtained using an infiltration model or a kinematic wave model requiring only the value of soil moisture at the surface. Following Singh [1997] and Singh and Joseph [1994] , this depth can be computed as
where K is the hydraulic conductivity (treated as parameter), and t is time the wetting front takes to travel the distance d.
[53] The mean value of , m , can be calculated using a water balance method, discussed by Al-Hamdan and Cruise [2010] , as
where w is the water applied to the soil surface and can be computed considering the water balance for any time step as
where all quantities are measured in units of depth, i is the time step, i − 1 is the previous time step, w is the water depth applied to the soil within a time step, w 5 is the water content (in units of depth) for the 5 cm deep surface (which can be measured by say remote sensing), P is the amount of precipitation (in units of depth), ET is the amount of evapotranspiration (in units of depth), and DR is the difference between the amount of runoff leaving a particular soil area and the amount entering that soil area cell (in units of depth). The values of u and L must also be specified.
Conclusions
[54] The following conclusions are drawn from this study.
[55] 1. The entropy theory seems capable of simulating soil moisture profiles for wet, dry and mixed cases reasonably well.
[56] 2. Parameters of the theory can be determined from observations.
[57] 3. More testing is needed to test the theory and regionalize its parameters. Figure 7 . Soil moisture profiles for mixed cases (a) for SME I and (b) for SME 3. Here _A is observed (or actual) moisture content and _TS is moisture content computed using the Tsallis entropy with exponent m = 3/4.
