A linear partial spread is a set of mutually skew lines of some P(V ) -where V is a finite dimensional vector space over a field -that are characterized by the property that their images under the Plücker embedding are in a given subspace of P 2 V ; it is a linear spread if the lines in it cover the whole space. We will provide methods to construct linear partial spreads, and characterize some of the linear partial spreads built in this way by means of the concept of transversal line.
Introduction
A set of mutually skew lines of a projective space is usually called a partial spread. If any point of the projective space is incident with a line of a partial spread, then this is a spread. Spreads are distinguished on the basis of their extra properties. For example, if the lines of a spread which intersect a line not belonging to it always form a regulus, then the spread is regular. Recall that, when the projective space is of the form P(V ) for some finite dimensional vector space V over a field, a regulus is the set of lines going through a couple of points which correspond one to the other under a projectivity between skew lines.
Projective spaces of the kind above are equipped with the so-called Plücker embedding. For any P(V ), this is an injective map from the set of lines of P(V ) to the set of points of P 2 V sending the line spanned by two vectors x and y of V to the subspace generated by x ∧ y. Exploiting it, it is possible to define a special class of line sets: a set of lines, say L, is linear if there exists a subspace U of P 2 V such that the lines in P(V ) whose images under the Plücker embedding are points of U are precisely the lines of L. If this is the case, we will say that U is a detecting subspace for L. Linear spreads (or partial linear spreads) are spreads (resp. partial spreads) which are also linear sets of lines. Linear spreads were studied by Herzer in [5] 1 . In his work, it is proven in particular that every regular spread of P(V ) is linear. Since regular spreads surely exist when P(V ) has finite order and odd dimension -see §4.1 of [6] for a proof -the class of linear spreads is not empty.
As a motivation for this research, in [1, 4, 2] the existence of some combinatorial structures, such as blocking sets of minimun size in Grassmann spaces and linear line partitions, is linked to the eventual existence of non-regular linear spreads. This seems to be an open problem.
The remaining part of the paper is divided in two sections. In the first one, we will describe ways to produce linear partial spreads. In the second one, we will characterize some of the spreads built in this way in a more geometrical fashion, using the concept of transversal line. It should be observed that the notion of (partial) spread can be generalized replacing lines with any other kind of subspace of fixed dimension, and that the concept of linearity -and regularity -can be naturally adapted to this setting, too. See again [5] for details. However, we will not deal with such a generalization.
Constructing linear partial spreads
It is easy to produce examples of linear partial spreads. As a little evidence, the intersection of linear partial spreads is again a linear partial spread. The next lemma also points in this direction. In its statement, as well as in the rest of the paper, V will denote a finite dimensional vector space over a field. Lemma 1. Let U be a subspace of P(V ). Then the set of lines of P(V ) which are incident with a point of U is linear.
Proof. Let us denote by U the subspace of V corresponding to U. The subspace of P 2 V spanned by the image under the Plücker embedding of set of lines we are considering is P U V . We are going to show that it is a detecting subspace.
Let be a line of P(V ) whose image under the Plücker embedding is a point of P U V , and let v 1 and v 2 form a basis for . It suffices to show that there exist nonzero vectors u of U and v of V whose wedge-product is v 1 ∧ v 2 . In fact, since the Plücker embedding is injective, it follows that is the span of u and v, hence it is incident with the point u of U.
If at least one of the v i 's belongs to U there is nothing to prove. Otherwise, let us consider a complement W to U in V . There exist u 1 and u 2 in U together with w 1 and w 2 in W such that u 1 + w 1 = v 1 and u 2 + w 2 = v 2 . In particular,
The first three terms in the sum on the right belong to U V , while the last one is in 2 W . Since the two subspaces have trivial intersection, w 1 ∧ w 2 is zero, hence there exists a scalar α such that w 2 = αw 1 . We can choose u = v 2 − αv 1 and v = v 1 .
So the set of lines of a linear partial spread intersecting a fixed subspace form again a linear partial spread. Now we will describe a technique to construct linear partial spreads from scratch. Proposition 1. Let T and U be skew subspaces of P(V ), and let ν be a Veronese mapping from T to U. Then the lines of P(V ) which are incident with both a point of T and its image under ν form a linear partial spread.
Veronese mappings are defined for example in [3] . We record the facts about them that we will use. To begin with, a Veronese mapping ν from some P(V ) to another P(W ) is an injective map from the points of the former space to the points of the latter. It has a degree, which is a positive integer d. Furthermore, if v 1 , . . . , v n is a basis for V , then there exist linearly independent vectors y e of W , where e ranges over the n-uples of natural numbers with weight (i.e. the sum of the components) d, such that given scalars α 1 , . . . , α n not all equal to zero,
We will say that the y e 's form an independent set associated to the x i 's. The other way round, if the y e 's form an independent set of vectors of W , then there exists a unique Veronese mapping, necessarely of degree d, satisfying the previous identity. When P(V ) is a line, Veronese mappings are best known as rational normal maps.
Proof. Since Veronese mappings are injective, it is a consequence of the VeblenYoung property and of the skewness between T and U that the set of lines we are considering is a partial spread. It remains to prove that it is also linear.
Let us denote by T the subspace of V corresponding to T, and by d the degree of the Veronese. Moreover, let x 1 , . . . , x n be a basis of T , let the y e 's form an independent set associated to it, and let U denote the span of the y e 's. Here, as well as in the rest of the proof, bold-faced letters denote n-uples of natural numbers. In particular, the c i 's will denote the n-uples of weight one having all but the i-th component equal to zero. However, when applying a subscript index i to any other bold-faced letter, we will be denoting the i-th component of the corresponding n-uple. The x i ∧ y e 's form a basis of T U . Denoting with the (x i ∧ y e ) * 's the elements of the dual basis, let us finally set D equal to the orthogonal of the span of the (x i ∧ y e ) * − (x j ∧ y f ) * 's such that e + c i = f + c j . We will show that P(D) is a detecting subspace.
Given a line of P(V ), it is straightforward to check that if it belongs to the partial spread then its image under the Plücker embedding is a point of P(D). In order to prove the converse implication note that applying Lemma 1 twice, we have that the set of lines of P(V ) which are incident with both a point of T and a point of P(U ) is linear. Moreover, the span of its image under the Plücker embedding is P T U , and P(D) is clearly contained in it. It follows that if the image of under Plücker is a point of P(D) then there exist a point P of T and a point Q of P(U ) such that is P Q. Hence it is enough to show that Q is the image of P under ν.
Let the α i 's and the β e 's be scalars such that
Equivalently, we have to show that
for every e and f of weight d. We will prove a stronger result, that is to say, for every e and f of weight d and every g and h of same arbitrary weight,
provided that e + g = f + h. Let us proceed by induction on the weight c of g and h. The base case c = 0 is trivial. When c > 0 we distinguish two cases. If g i and h i are both not zero for some i, then
where g = g − c i , h = h − c i and the equality in the middle is the inductive hypothesis. Otherwise, let i be such that h i is greater than zero. Then e i is greater than zero and there exists j different to i with g j > 0. Put e = e − c i + c j and g = e + c i − c j .
By virtue of the previous case
Since e + c j = e + c i , by construction of D we have that α j β e = α i β e . Multipling both terms by α
n we obtain that
and the thesis follows.
Projectivities between lines are Veronese mappings of degree one; so a regulus of P(V ) is a linear partial spread.
Characterizing a class of linear partial spreads
The linear partial spread considered in Proposition 1 has a special feature: there exists a subspace -the T in the statement -such that (i) every line in the partial spread is incident with a point of the subspace and, viceversa, (ii) every point of the subspace is incident with a line of the partial spread. Given a subspace with these two properties, we will say that it is a transversal for the partial spread. The next proposition says that every linear partial spread admitting a one-dimensional transversal is of the kind described in Proposition 1.
Proposition 2. Suppose we are given a linear partial spread of P(V ) together with a line which is transversal to it. Then (i) there exists a subspace U of P(V ) which is skew to and such that every line in the partial spread is incident with a point of U, and (ii) for any such U, the map ν from the points of to the points of U such that P P ν is in the partial spread for every point P of , is a normal rational map of degree d − 1 or d, where d is the dimension of the span of the image of the partial spread under the Plücker embedding. If the order of P(V ) is bigger than d + 1, then the degree of ν is d − 1.
Note that the order of P(V ) is at least d + 1.
Proof of (i).
Since is a transversal, the span of the image of the partial spread under the Plücker embedding is a subspace of P V . It is proper, since by linearity of the partial spread the image of does not belong to it. Therefore such a span is embedded in an hyperplane of P V which still does not contain the image of . Let us denote by H the subspace of 2 V associated to it. Moreover, let x 1 and x 2 form a basis for . For each x i , let us denote by U i the preimage of H under the linear map from V to V sending x to x i ∧ x. Finally, put U = U 1 ∩ U 2 . We are going to show that we can choose U = P(U ).
To this end, it is enough to prove that and U intersect trivially and that U = H. Since x 1 does not belong to U 2 and, simmetrically, x 2 ∈ U 1 , the first condition holds. Since U is contained in H, to check the second condition it remains to prove that the two subspaces have the same dimension. Denoted by n the dimension of V , we have that V has dimension 2n − 3, hence H has dimension 2(n − 2). On the other hand, the U i 's are both proper subspaces of V and preimages of an hyperplane, hence they are hyperplanes of V . Since they are also distinct, their intersection has dimension n − 2, and the thesis follows.
Now it is convenient to pause and prove a lemma, whose statement uses constructions and notations of point (ii) of Proposition 2.
Lemma 2. Let P 1 , . . . , P m be distinct points of , and for each P i let us denote by Q i its image under ν and by R i the image of P i Q i under the Plücker embedding. If the Q i 's are dependent, then the R i 's generate the span of the image under the Plücker embedding of the whole partial spread. If the order of P(V ) is bigger than m then the converse holds, too.
Proof. Let U be such that P(U ) = U. The first implication follows once we show that, given pairwise linearly independent vectors x 1 , . . . , x m and x of and nonzero linearly dependent vectors u 1 , . . . , u m of U , there exist a nonzero u in U together with scalars α 1 , . . . , α m such that
In fact, suppose we already proved it. To deduce the implication we are interest in, it is enough to show that the image of any line in the partial spread is in the span of the R i 's. If is one of the P i Q i 's, this is clear. So suppose this is not the case, and let us denote with P the point of incident with . Moreover, for each P i let x i be a vector whose span is P i , and similarly let u i be a vector spanning Q i . Finally, let x be such that P = x . These vectors satisfy the hypothesis of the auxiliary statement, hence there exists 0 = u ∈ U such that x ∧ u is in the span of the x i ∧ u i 's. So, once we put Q = u , the image of P Q under the Plücker embedding is in the span of the R i 's. Therefore it is enough to show that P Q and are the same line. To this end, note that P Q is contained in particular in the span of the image of the whole partial spread. Since the latter is a detecting subspace, we have that P Q is in the partial spread. Being the only line in the partial spread incident with P , the thesis follows.
In order to prove the auxiliary statement we can assume that, while the u i 's are dependent, any proper subset of them is not. In fact, the u i 's admit a subset with these two properties, and if the statement is true for such a subset, then it is a fortiori true for the entirety of the u i 's. Moreover, since the u i 's are nonzero, m is at least two. Then there exist nonzero scalars β 1 , . . . , β m−1 such that
Here and in the remaining of the paragraph j ranges between 1 and m−1. Since the x i 's and x are pairwise independent, there exist non zero scalars λ j and µ j such that
It is straightforward to check that we can put
To prove the converse implication, let the u i 's be as before vectors spanning the Q i 's. Moreover, let x and y form a basis for , and for each P i let λ i and µ i be scalars such that P i is generated by λ i x + µ i y. Since the order of the projective space is at least m + 1, there exists a point P of distinct from the P i 's. Let λ and µ be scalars such that P = λx + µy . Note that λµ i = λ i µ for every i. Finally, let u be a vector whose span is the image of P under ν. Since the R i 's span the subspace generated by the images of the partial spread under the Plücker embedding, there exist scalars α 1 , . . . , α m such that
The term on the left is not zero, hence the α i 's cannot be all zero. Since x U and y U have trivial intersection, from the previous equality it follows that
Starting from the last two equalities, multiplying both members of the first one by µ, those of the second one by λ, and subtracting memberswise we have that
We are ready to give the rest of the proof.
Proof of (ii). Let 1 , . . . , d+1 be lines in the partial spread whose images under the Plücker embedding generate the span of the image of the whole partial spread. For each i let us denote by P i the point of incident with it, and by Q i the image of P i under ν. We will consider two cases. One will be when the Q i 's are dependent, and the other one when they are independent and the order of P(V ) is d + 1. According to the converse implication in Lemma 2 these are the only possibilities. Moreover, we will show that if the first one occurs, then the degree of ν is d − 1, and it is d otherwise, so that the last statement of the proposition will follow exploiting again Lemma 2. From now on, let u i be a vector spanning Q i , and let U be the span of the u i 's. Moreover, let x and y form a basis for , and let λ i and µ i be scalars such that P i = λ i x + µ i y .
We begin with the latter case, in which the u i 's form a basis for U . Since the P i 's are distinct, the Vandermonde matrix
is invertible. Let z 0 , . . . , z d be the basis of U such that the previous is the matrix associated to the identical map on U with respect to the basis u 1 , . . . , u d+1 on the domain and the basis z 0 , . . . , z d on the codomain; here we are using the convention of multipling row-vectors on the left. There exists a rational normal map from to U which associates to the basis for consisting of x and y the independent set for U consisting of the z i 's, where it is understood that each z i corresponds to the couple (d − i, i). It has degree d and sends each P i to Q i . Since there are no points on other than the P i 's, the thesis follows.
In the other case, the u i 's are linearly dependent. However, by Lemma 2 every proper subset of them is independent, hence there exist non zero scalars
Let us put
As elements of the vector space consisting of d copies of the field of the scalars, any proper subset of the v i 's is linearly independent, hence there exist non zero scalars δ 1 , . . . , δ d such that
The matrix of the identical map on U is
with respect to the basis
u d on the domain and a suitable basis z 0 , . . . , z d−1 on the codomain. The rational normal map ν which associates the independent set z 0 , . . . , z d−1 to x and y, where now each z i corresponds to the couple (d − 1 − i, i), has degree d − 1, and sends each P i to Q i . We are going to show it coincides with ν.
The set of lines connecting the points of with their images under ν contains the i 's, and by Proposition 1 it is linear. Therefore the whole partial spread is contained in it. Since P P ν is the only line in the set which is incident with a point P of , and P ν and P ν are the only points of U which are incident with P P ν and P P ν , respectively, the thesis follows.
A corollary of Proposition 2 is the well-known fact that if P(V ) has dimension three, then every linear spread is regular.
When the transversal has dimension bigger than one, the analogous of Proposition 2 is not true. To see this, suppose that V is an eight-dimensional vector space over a field with at least three elements, let x 1 , x 2 and x 3 be three independent vectors, put y (1,1,0) = x 3 , and let us complete the independent set consisting of the x i 's to a basis of V whose remaining elements will be denoted with the y e 's where e ranges over the five triples of natural numbers with weight 2 and different from (1, 1, 0). Let us denote by ν the Veronese mapping from the subspace T of P(V ) corresponding to the span of the x i 's into P(V ) that associates to the basis consisting of the x i 's the independent set consisting of the y e 's. The set of lines connecting a point of T to its image under ν is a linear partial spread; this can be checked with techniques which are similar to those employed in proof of the Proposition 1.
Note that T is a transversal. However, in general there exists no Veronese mapping ν from T to another subspace U skew with it such that every line in the partial spread is incident with both a point of T and its image under ν . The case in which ν has degree at least two is ruled out, since U would have dimension at least five. If ν had degree one, then the image of the partial spread under the Plücker embedding would be contained in an eight dimensional subspace of P 2 V . However, it is easy to see that the span of the image has dimension nine.
