1. Introduction, Let A be a closed operator from a Hubert space 6 to a Hubert space £>' ' . The main purpose of this present paper is to develop a spectral theory for an operator A of this type. This theory is analogous to the given in the self-adjoint case and reduces to the standard theory when A is self-adjoint. The spectral theory here given is based on generalization of the concept of self-adjointness. Let A* denote the adjoint of A. An operator Ton ξ) to ξ>' will be said to be an elementary operator if TT* T = T. If T is elementary, the operator 7A* T can be considered to be an adjoint of A relative to T. If A = TA* T, then A will be said to be self-adjoint relative to T. The polar decomposition theorem for A implies the existence of a unique elementary operator R relative to which A is self-adjoint and having the further property that R has the same null space as A and that A*R is a nonnegative self-adjoint operator in the usual sense. Every elementary operator T relative to which A is self-adjoint is of the form T = T o + R x -R 2 , where R = R x + R 2 and T Q , R lf R 2 are ^-orthogonal. Two operators B and C are said to be ^-orthogonal if JB*C -0 and BC* = 0 on dense sets in § and ξ>' respectively.
1. Introduction, Let A be a closed operator from a Hubert space 6 to a Hubert space £>' ' . The main purpose of this present paper is to develop a spectral theory for an operator A of this type. This theory is analogous to the given in the self-adjoint case and reduces to the standard theory when A is self-adjoint. The spectral theory here given is based on generalization of the concept of self-adjointness. Let A* denote the adjoint of A. An operator Ton ξ) to ξ>' will be said to be an elementary operator if TT* T = T. If T is elementary, the operator 7A* T can be considered to be an adjoint of A relative to T. If A = TA* T, then A will be said to be self-adjoint relative to T. The polar decomposition theorem for A implies the existence of a unique elementary operator R relative to which A is self-adjoint and having the further property that R has the same null space as A and that A*R is a nonnegative self-adjoint operator in the usual sense. Every elementary operator T relative to which A is self-adjoint is of the form T = T o + R x -R 2 , where R = R x + R 2 and T Q , R lf R 2 are ^-orthogonal. Two operators B and C are said to be ^-orthogonal if JB*C -0 and BC* = 0 on dense sets in § and ξ>' respectively.
An operator B will be called a section of an operator A if there is an operator C ^-orthogonal to B such that A = B + C. If R is the elementary operator associated with A, there exists a one parameter family A λ , R λ (0 < λ < oo) of sections of A, R respectively such that R λ is the elementary operator belonging to A λ , || A λ || ^ λ, A μ (μ < λ) is a section of A λ and A = I XdR λ . From this result it is seen that A posJo sesses a spectral decomposition relative to any elementary operator T relative to which A is self-ad joint. These results can be extended to the case in which A is normal relative to T. When φ' = φ and T is the identity, these results give the usual spectral theory for selfadjoint operators. Examples are given in § § 4 and 10 below. In particular spectral resolutions are given for the gradient of a function and its adjoint, the divergence of a vector. The finite dimensional case has been treated in a recent paper by the author 1 . The results given below are elementary in nature and are based upon the fundamental ideas concerning Hubert spaces. These ideas can be found in the standard treatises on Hubert space. The concept of *-commutativity is introduced. This concept is used in the development of the spectral theory. It is shown that a reciprocally compact operator has a discrete principal spectrum. The concept of reciprocal compactness is connected with the concept of ellipticity of differential operators, as is indicated in the last section below.
2. Preliminaries* Let ξ> and ξ>' be two Hubert Spaces over a scalar field ©. The field © will be taken to be either the field of real numbers or the field of complex numbers. The two case can be treated simultaneously by defining the conjugate b of b to be b itself in the field of reals. The spaces ξ> and §' may coincide. The same notations will be used for the inner product in each of the two spaces. Thus, the symbol (x ly x 2 ) denotes the inner product of x 1 and x 2 , whether x ι and x 2 are in ξ> or in ξ)\ The norm of x will be denoted by ||α?||. Strong convergence of a sequence {x n } to x 0 will be denoted by x n =φ χ Q and weak convergence by x n -• x 0 .
The closure of a subclass & of φ will be denoted by ^ and
Clearly & L is' a subspace of ξ>. By the sum 2ί + & of two linear subclasses 21 and & will be meant the class of all elements of the form x + y with x in 21 and y in ^. It will be called a direct sum if 21 and & have no nonnull elements in common.
A linear tranformation A will be said to be from . £> to £>' if its domain ^) A is in ξ> and its range & A is in ξ>\ If 3$ A -$ the phrase "on ξ) to £>'" will be used to emphasize this fact. The phrase "A in §" will be used occassionally in case £' = .£. A linear transformation B from ξ> to £>' will be called an extension of A, written A g B or B ^ A, in case ^B 3 ^^ and B = 4 on ^4. If HF"^ = ξ>, then A will be said to be dense in £>. The transformation A will be said to be bounded if it maps bounded subsets of & A into bounded sets of ξ>\ If A is bounded, its norm \\A\\ is defined to be the least upper bound of \\Ax\\ for all x in & A having || x \\ -1. If whenever x n e D Ay x n =$x 0 , Ax n =Φ y 0 we also have x 0 e 2$ A and Ax 0 = y 0 , then A will be said to be closed. If whenever x 0 , x n e & A and a; =Φ OJ O , Ax Λ =^> 2/ 0 we have Ax 0 = ?/ 0 then A is said to be preclosed. A closed dense linear transformation is bounded if and only if &r A -ξ>. The minimal closed extension of A, if it exists, will be called the closure of A and will be denoted by A. If A is preclosed, its closure exists. By the null class 3l Λ of A will be meant all x in 3ί A such that Ax = 0. There is a unique extension of A whose domain is & A + %l A and whose null space is %Ϊ A . If A is closed then 9^ is closed.
Consider now a dense linear transformation A from § to £>' and let £2f A * be the class of all vectors y in fg r for which there exists a vector A*y in § such that the relation.
(Ax, y) = (x, A*y)
holds for all x in <%r Λ . The transformation A* from ξ>' to ξ> so defined is a closed linear transformation whose domain is & A * : , whose null class 9^* is ^i and whose range ,^V is a subclass of 5Ri.
A linear transformation A from ξ) to § will be said to be selfad joint if it is dense and if A* = A. A self-ad joint linear transformation A will be said to be nonnegative, written A ^ 0, if the inequality (Ax, x) ^ 0 holds for all x in ^4 . By a projection E in φ will be meant a self-adjoint operator such that E 2 = #. It will be convenient to use the term "operator" to denote a closed dense linear transformation. We shall have occassion to use the following well known result. 3. The reciprocal and ^reciprocal of a closed operator. Consider a linear transformation A from ξ> to ξ>' whose domain S) 4 is expressible as a direct sum £^ = ( & P A + 9^, where 9ί 4 is the null space of A and C^A is orthogonal to !Q A . The class r^ will be called the carrier of A. If 9^ is closed, then £2) A has such a representation. Consequently, the carrier of a closed linear transformation is well defined.
The transformation A establishes a one-to-one correspondence between its carrier and its range. 1^, %) = (2/ 0 > A*-1^) holds for all y 0 in ^-i*. It follows that x is in ί^-i* and that A~J*x = A*-J x. It follows that A" 1 *, A*" 1 coincide on their carriers, as well as their null spaces and hence are identical.
The element A*" 1 plays an important role in the results given below and will be called the ^-reciprocal of A.
As The concept of reciprocal boundedness is the basis for a large class of existence theorems for ordinary and partial differential equations. In view of the last conclusion in the theorem existence theorems for nonself-adjoint problems follows from those for self-adjoint problems. In order to prove the theorem it is sufficient to consider a transformation of the form B = XA + (l/λ)A*-\ where λ is a positive number. Let y 0 be a vector in & Λ .
By Theorem 2:1, with A replaced by XA, there is a unique vector x in & A and y in 3J A * such that
The vector y is therefore in & A = 5fti* and in the carrier of A*. Consequently, y = (l/λ)^*-1^ and Suppose that x n e&r ϋ , x n^ x 0 , Cx n =Φ z 0 . Set y n = Ax n , z n = By n = Cx n . If A is bounded, then y n => Ax 0 . Since By n = C^w =Φ ^ it follows that z 0 = J?A^0 = Cx 0 . Consequently C is closed. Observe that this conclusion is valid even if yi A * Φ %l B . Since y n e ^B we have y n -Ax n = B~ιz n . If B 1 is bounded, then y n = Ax n =^ B^ZQ. Hence B~% = AίCo, that is 2 0 = EA^o = Cx 0 . Consequently C is closed in this event also. The remaining statements in the theorem are readily verified. 4. Examples* The results here given were motivated in part by certain applications to differential equations. It will be convenient to explain in part two of these applications at this time. EXAMPLE 1. Let ξ> be the class of all real valued Lebesgue square integrable functions x in the interval 0 ^ t g π. This class with
as its inner product and the real numbers as scalars from a Hubert space. Let 21 be the class of all absolutely continuous functions x(t) (0 g t = π) whose derivatives x are in ξ). Let A be the differential operator djdt having as its domain the class & A of all functions in 21 having The operator AA* is also reciprocally bounded.
A preview of the theory to be presented below can be given for this example by recalling certain known facts. Let
The function x n form a complete orthonormal system in §. A function x in φ is accordingly given by the fourier sine series.
where convergence is taken to be convergence in the mean of order 2. Similarly a function y in § is expressible in the form Hubert space with the real numbers as its scalar field. Let 31 be the class of all functions x in § such that (i) x(s, t) is absolutely continuous in s on 0 :£ s ^ π for almost all t on 0 ^ t ^ π and is absolutely continuous in t on 0 :g t ^ π for almost all s on 0 ^ s ίg π;
(ii) The partial derivatives x s ,x t , (which exist almost everywhere) are in £>. Let φ' be the Hubert space defined by the cartesian product Φ x •£. Observe that the gradient of x, written grad x, is defined on SI and maps Sί into §'.
We shall be concerned with the operator Ax = grad x whose domain 3ί A consists of all functions x in SI which vanish on the boundary, in the sense that x(0, t) -x{π, t) -0 for almost all t on 0 ^ ί g TΓ and x(s, 0) = (x π) = 0 for almost all s on 0 f § s S π. It can be shown that the mapping A so defined is a closed dense operator A from § to ξ)\ In fact it is the closure of the transformation grad x restricted to functions of class C" that vanish on the boundary of the given square. Its adjoint A* is defined by A*y = -div y, where div y is the closure of the usual divergence operator defined on the class of all vectors y in §' of class C". 
These formulas are analogous to (4:4) and with minor modifications illustrate the spectral theory given below for an arbitrary closed operator whose reciprocal is compact.
5 Some properties of nonnegative self*adjoint operators. It is the purpose of this section to establish certain properties of nonnegative self-ad joint operators. The first of these is given in the following THEOREM 5.1. Let A be a nonnegative self-ad joint operator from ξ> to § and let E be the projection
There exists a unique pair of nonnegative self-adjoint operators C and D such that
.
MAGNUS R. HESTENES
The operators C and D are bounded and are given by the formulas
TΛei/ focwe £fee same mtii space as A. Moreover
In order to prove this result let C and D be defined by the formula (5.3). Then C and D are bounded. In fact \\C\\S 1, || 2?|| ^ 1. The set £^ = & A Π ^^-i is the domain of each of the transformations
These operators are accordingly reciprocally bounded operators and are the reciprocals of CD and DC, by Theorem 3.5. Hence (5.4) holds. In addition 1 )* 3 C* = C Hence A" 1 = C, as was to be proved.
COROLLARY. A reciprocally bounded nonnegative self-adjoint operator possesses a unique square root.
We are now in position to complete the proof of Theorem 5.2. To this end let C and D be related to A as described in Theorem 5.1. Since C and D are bounded and commute, their square roots M and N satisfy the relations
Hence ΛΓ"W 2 = M 2 N~λ and
Setting 2/ = Afe with x in the carrier of N and using the fact that MN = NM ^ 0 we find that
for all 7/ in the carrier of MN' 1 .
Hence ΛίiV" 1 is a nonnegative selfad joint operator whose square is A. It remains to show that if P is a nonnegative self-adjoint operator whose square is A, then P -MN" 1 . To do so observe that
Since reciprocally bounded operators have unique square roots it follows that
Since P and N~ιM are self-adjoint, they are equal. This completes the proof of Theorem 5.2.
6. Elementary operators and the polar fornu By an elementary operator R from φ to §' will be meant one that is its own ^-reciprocal, or equivalently one whose adjoint is its reciprocal. It is characterized by the relation (6.1) RR*R=R.
An elementary operator maps its carrier isometrically onto its range. If R Φ 0 then ||22|| = 1. It is easily seen that an operator R is elementary if and only if E -R*R is a projection in ξ 
satisfy the relations
El = E+ = E$ , El = E-= E* , E+E-= E_E + = 0
and hence are projections. Moreover
Conversely, if R is expressible in this form it is a self-adjoint elementary operator, as one readily verifies. It should be observed in passing that if R is an elementary operator from § to ξ>' and F is a projection in § that commutes with the projection E = R*R, then S -RF is also elementary. This follows because S*S = FR*RF= FEF = FE is projection. Similarly if F r is a projection in £>' that commutes with RR*, then F'R is elementary.
Let R be an elementary operator from ξ> to ξ>\ An operator A from φ to £>' will be said to be self-adjoint relative to R in case (6.2) A = iL4*JΪ .
If φ = φ' and R is the identity, this concept reduces to the usual definition of self-ad join tness. We have the following In view of the corollary to Theorem 3.5 it is seen that RA~ιR is the reciprocal of A* = i2*AJ?*, that is, A*" 1 = RA~ιR, This proves the theorem.
It is easily seen from the formula (6.2) that %l R = ΉIA if and only if %l R * = ^A*. In addition we have the following COROLLARY.
An operator A is self-adjoint relative to an elementary operator and only if (6.4) A = RR*A = AR*R , R*A = A*R, RA* = AR* .
The existence of elementary operator R relative to which A is selfadjoint is established in the following THEOREM 6.2. Given an operator A from § to £>' there is a unique elementary operator R such that A is self-adjoint relative to R, 9^ = 3l Λ and A*R is nonnegative.
The operators A~ιR, AR* and A*~ιR* are also nonnegative and 9ΐ 4 * = 9^*.
In order to prove this result P be the square root of A*A. Then P is nonnegative and 9^P = 31 A . We shall show that the operator R = (P~ιA*)* has the properties described theorem. Observe first that (6.5) R a AP-1 , R* a P~ιA* and hence that 
is normal if and only if R* commutes with A. If A is normal so also is R. The operator A is self-adjoint if and only if R is self-adjoint and commutes with A. Finally A is self-adjoint and nonnegative if and only if R is a projection.
Since This follows because its associated elementary operator R is selfadjoint and hence is the difference R -E+ -£7_ of two orthogonal projections. Since R and E = E+ + E-commute with A so also does E + and i?_. Using this fact it is seen that A + = AE + , A_ = AE-have properties described in the corollary. An operator B will be called a section of an operator A, if there is an operator C ^-orthogonal to B such that A = B + C. If B is a section of A, its associated elementary operator S is a section of the associated elementary operator R of A. As a first result characterizing sections of A we have the following. Consequently, S is a section of R, by Theorem 7.3. The last statement in the theorem follows similarly.
. Let R be an elementary operator and let E -R*R. Let F be a projection in ξ>. Then S = RF is a section of R if and only if EF -FE. Similarly if F' is projection to ξ>' , then F'R is a section of R if and only if E'
8* **commutativity. A bounded operator B from § to £>' will be said to ^-commute with an operator A from φ to £>' if (8.1) A*B 2 B*A , AB* 2 #A* .
It should be observed that products A*B and AB* appearing in (8.1) are closed and dense and hence are operators. In the present section we shall derive some elementary properties of ^-commutative operators of this type. Throughout this section the operator B is restricted to be bounded, while A is arbitary. The associated projections will be denoted by Since A*T is self-adjoint, its associated elementary operator S is self-adjoint and hence is expressible as the difference S = E+ -E-of two orthogonal projections E+, £'_ whose sum is E-R*R.
The operator A*TS is nonnegative and selfad joint. It follows from Theorem 6.1 that R = TS and T = i?S. Setting R + = Λ£7 + , i2_ = ##_ we see that
Since Ai2* -Ai?ΐ + AR1 and AT* -AR% -Ai?_ are self-adjoint, so also are AR% and AR1.
Moreover AR% ^ 0 and AR* ^ 0 since they are orthogonal and AR* ^ 0. The elementary operators R+ and 12-are therefore the elementary operators associated respectively with A+ = AE + and A~ -AE^. Since J? + and R-are ^-orthogonal it follows that A + and A_ are ^-orthogonal. Consequently A, 12, T are expressible in the form (9.1). The remaining statements in the theorem are easily established. Similarly iϋ λ __ + R λ0 is a section of iϋ μ _ and R μ0 + i? μ+ is a section of R λ+ .
COROLLARY.

TWO elementary operators R and T on $ to
In order to prove this result let C = A -XR, where λ is a fixed positive number. Let T be the elementary operator associated with C. Since R ^-commutes with A and R, it follows that R ^-commutes with C. By virtue of Theorem 9:1 R also ^-commutes with T. Similarly T -commutes R and C and hence also with A = C + λ/ϋ. Applying Theorem 9.1 to A, R, T and to C, Γ, iϋ it is seen that they aree xpressible uniquely as sums Hence the first relation in (9.3c) holds. Since P = R*A_ ^ 0 and Q = i?ΐC_ ^ 0 satisfy the relation P + Q = XϋL, they are bounded and commute. Hence PQ -A1C--CtA-^ 0. Using the relations
it is seen that the first relation in (9.3c) holds. In order to prove the last statement with μ > λ apply the results described in the first part with A λ+ , R λ+ , μ playing role of A, R, λ. One then obtains the partitions Let A λ (0 < λ < oo) be the one parameter family of sections of A described in the last corollary. By the principal spectrum A of A will be meant the set of all numbers λ 0 on 0 ^ λ < oo such that A λ is constant on no neighborhood of λ 0 . The principal spectrum of A* is also A. The spectrum of A" 1 and A*" 1 is the closure of the reciprocals 1/λ of the points λ Φ 0 in A.
If iϋ λ is the elementary operator of A λ described in the last corol- 
If μ> X, then A λQ + A v _ is a section of A^f T λ0 + Γ λ _ is a section of T μ _, A μ+ + A μ0 is a section of A κ+ and T μ + T μ0 is a section of T λ+ .
In order to prove this result observe first that by Theorem 9.1 the operators A, R, T have unique decompositions 
have the properties described in Theorem 9.3. The uniqueness of the decomposition follows from (9.7) and the connections between T and R.
COROLLARY.
The operators T λ = Γ λ0 + Γ λ _, ^λ = ^λ 0 + ^λ_ = Γ λ = A*Γ λ have the following properties: 
J-oo J-oo
When ξ) = §' and T 7 is the identity one obtains the usual spectral resolution for self-adjoint operators.
lO Spectrum of the gradient operator* Let ξ> be the class of all complex valued Lebesgue square integrable functions x(t) = x(t u •••,*») of points t = (t lf •••,*") in an m-dimensional Euclidean space. It is convenient to normalize a function in ξ> to be equal to the limit of its integral mean whenever these limits exist and setting x(t) = 0 elsewhere. ds where <p λ (s) is the characteristic function of the sphere | s \ g λ. The principal spectrum of A is accordingly point set 0 ^ λ < co.
ll Principal values and principal vectors* In the present section we shall be interested in certain special points of the principal spectrum of A which we shall call principal values of A. Before defining this concept it will be convenient to introduce the concept of the rank of an operator. By the rank of an operator A will be meant the dimension of its carrier, or equivalently the dimension of its range. It is clear that the ranks of A, A*, A" A number λ on 0 < λ < co will be said to be a principal value of an operator A if the rank of the section A λ0 = λϋ? λ0 of A described in Theorem 9.2 is not zero. The rank of A λ0 will be called the order of λ as a principal value of A and A λ0 will be called the corresponding principal section of A. The non-null vectors in the carrier of A λ0 will be called the principal vectors of A corresponding to λ, The non-null Hence Q ^-commutes with P and Q -R*B -B*R by the last lemma. Similarly RB* = 5i2*. Consequently B ^-commutes with R.
In order to prove that S ^-commutes with A it is sufficient, by Lemma 12.1, to show that S ^-commutes with C = aA + βA*' 1 , where a and β are positive numbers. The operator C is reciprocally bounded and ^-commutes with B. The operator C*" 1 is bounded and ^-commutes with B. Hence S ^-commutes C*" 1 and also with C. This completes the proof of the lemma. LEMMA 
// an elementary operator T ^-commutes with A, then T ^-commutes with a section A x of A if and only if it ^-commutes with the elementary operator R x associated with A lm
Let A λ be a section of A and let A Q be the section of A such that We state without proof the following THEOREM 13.3. Let C be the operator related to A as described in Theorem 13.1 and let
The one-parameter family of operators
contains A for t = 1, A*" 1 for t --1, R for t = 0 and is swc/& £/&a£ A, ( -1 < t < 1) is bounded and reciprocally bounded.
As a further result we have THEOREM 13.4. Let C and d be the bounded operators related respectively to two operators A and A 1 as described in Theorem 13.1.
Then A x is a section of A if and only if d is a section of C.
Let R 1 and R be the elementary operator associated with A x and A hence also with C x and C. If A x is a section of A, then
R.C-'R, = R.A-'R, + R,R*R X = Ar
1 + J2 X = Cr 1 .
Since R x ^-commutes with C it follows that C 1 is a section of C. The converse is readily verified. The result given in Theorem 13.2 enables us to extend the definition of *-commutativity to two unbounded operators A x and A 2 . To this end let CΊ and C 2 be the bounded operators related respectively to A x and A 2 as described in Theorem 13.1. The operators A x and A 2 will be said to ^-commute if the operators CΊ and C 2 ^-commute. This definition is consistent with the one given heretofore for the case in which one of the operators is bounded. The result described in Lemma 12.3 is valid without the assumption that B is bounded.
14 Further decomposition of operators* In this section we assume that A and B are arbitrary operators from ξ> to £>' . As an extension of Theorem 9.1 we have 
?_ ^-commutes with A-. Conversely if A, R, B, S are so expressible then B and S ^-commute with A and R.
In view of the results given in the last section we may assume that A and B are bounded. Suppose that B ^-commutes with A> then B *-commutes with R, and S ^-commutes with A, by Lemma 12.3. By virtue of Theorem 9.1 applied to A, R, S, it is seen that A, R, S have the decomposition (14.1) such that condition (a) holds and S o is ^-orthogonal to R Q . Applying Theorem 9.1 to the operators B, S, R it is seen that B, S, R have the decomposition (14.1) such that condition (β) holds and S o is ^-orthogonal to R o . Since the decomposition of R and S are unique, the decomposition (14.1) holds such that (a), {β) y and (7) hold. Since It follows that if we define BT*C to be the product of B and C, the class 9Ji(A, T) is a Banach algebra with the operator Γ as a unit element and TB*T as an involution. The subclass _S^(A, T) of all operators B in 2K(A, Γ) such that 5= Γ5*?
7 form a Banach algebra over the reals.
16 Compact and reciprocally compact operators. An operator A from § to φ' will be said to be compact if given a bounded sequence {#J in £& A , the sequence {Aα; w } has a strongly convergent subsequence. An operator A will be said to be reciprocally compact if its reciprocal is compact. Since compact operators are bounded, it follows that reciprocally compact operators are reciprocally bounded. It should be observed that an operator A is compact if an only if given a weakly convergent sequence {x n } in £%r A9 the sequence {Ax n } converges strongly. THEOREM 
An operator A is of finite rank if and only if it is compact and reciprocally bounded. An operator A is of finite rank if and only if it is bounded and reciprocally compact An operator A is of finite rank if and only if it is compact and reciprocally compact.
Suppose that A is compact and reciprocally bounded. Then 9^ and & A are closed. Let {x n } be a sequence in W A converging weakly to a point x 0 . Since A is compact y n = Ax n converges strongly to y 0 = Aoc 0 . it follows that x = A~xy n converges strongly to x 0 = A~ιy. Consequently weak convergence on ^A implies strong convergence. It follows that <if A is of finite dimension. Hence A is of finite rank. Conversely if A is of finite rank, then A is compact and reciprocally bounded. The remaining statements follow readily. The second statement follows from the first. If A is compact, its sections are compact and hence its reciprocally bounded sections are of finite rank, by Theorem 16.1. Suppose now that A is an operator whose reciprocally bounded sections are finite rank. Then as was seen in § 9, given a number λ > 0, the operator A can be written as the sum A = A λ+ + A λ of two ^-orthogonal operators such that A λ+ is reciprocally bounded and A λ is of norm at most λ. In view of our hypothese A λ+ is of finite rank and hence is compact. It follows that A is bounded and that & A = ξ>. Let {x n } be a sequence in <£ί A converging weakly to zero. Then, || Ax n || g || A λ+ x n || + || A κ x n \\ ^ \\ A λ+ x n || + λ || x n || .
Since A λ+ is compact we have lim %==0O ||^l λ+ # n || = 0. Consequently lim Λ =ooSup II Ax n || ^ XM where M is a bound for the sequence \\x n \\. Since λ is arbitrary it follows that Ax n =Φ 0 and hence that A is compact, as was to be proved. Again, the second statement follows from the first. In order to prove the first statement we use the decomposition A = A x+ + A λ of A into the ^-orthogonal sections described in § 9, where λ is an arbi-trary positive number. The points of the spectrum of A that exceed λ comprise the spectrum of A λ+ . The remaining points of the spectrum of A comprise the spectrum of A λ . If A is compact, then A λ+ is of finite rank. Consequently the points of the spectrum of A that exceed λ consist of a finite number of principal values of A λ+ , each being of finite order. Since λ is arbitrary it follows that the spectrum of A consists of a bounded set of isolated principal values of finite order. Conversely if the spectrum of A consists of a bounded set of isolated principal values of finite order, then A λ+ is of finite rank for every value of λ. Consequently A is compact, as was to be proved.
The following corollary is immediate. 17 Operators of finite character* By the nullity of an operator will be meant the dimension of its null space. An operator A will be said to be of finite character if it is of finite nullity and if its bounded sections have finite rank, or equivalently by, if it is of finite nullity and is reciprocally compact. Operators of this type play an important role in the calculus of variations and in existence theorems for elliptic partial differential equations. In fact the condition of ellipticity is equivalent to the condition that an operator be of finite character relative to a suitably chosen norm, provided the domain of the independent variable is bounded. The operators described in § 4 are of finite character. Suppose that A is of finite character. Then the nullity of A is finite, and A" 1 is compact. Let {x n } be a sequence in ^ such that {Ax n } is bounded. Setting y n = Ax n we have x n = A~xy n . Since {y n } is in the carrier of A" 1 and A" 1 is compact it follows that {x n } has a strongly convergent subsequence. Suppose next that {x n } is a bounded sequence in & A such that {Ax n } is bouneded. Then x is expressible in the form x n = x n0 + x nl , where x n0 e 5Jΐ^ and x nl e <^Λ. Since $l A is of finite dimension and Ax n = Ax nl , the boundedness conditions imposed imply that {x n } has a strongly convergent subsequence. The criteria given in the theorem are accordingly necessary conditions for A to be of character.
Suppose conversely that every bounded sequence {x n } in 2$ A for which {Ax n } is bounded has a strongly convergent subsequence. Then the nullity of A is finite, since otherwise there would exist a orthonormal sequence {x n } in s Jί A . Such a sequence would have Ax n = 0 and would possess no strongly convergent subsequence.
The reciprocal A" 1 is bounded. If this were not so we could select a sequence {x n } in ^A such that || x n || = 1 and || Ax n || ^ \\n. In view of the last inequality the sequence could be chosen so as to converge strongly to a vector x 0 . Since A is closed it would follow that x Q would be in <g^, || χ Q \\ = 1 and Ax 0 =0. This is impossible. This criterion, stated in a somewhat different form, is the basis for a large class of existence theorems for weak solutions of partial differential equations.
Since || T*Ax || = || Ax || it follows from Theorem 17.1 that A is finite character if and only if T*A is of finite character. Moreover T*A is self-adjoint. It follows that it is sufficient to consider the case A -A* and T = I. Let {x n } be a bounded sequence such that {Ax n } is bounded. From the inequality \(Ax,x)\^\\x\\\\Ax\\ it follows that {(Ax n , x n )} is bounded. Consequently if the criterion described in the theorem holds, then {x n } has a strongly convergent subsequence. By virtue of Theorem 17.1 the operator A is of finite character. It remains to show that if A is expressed as the difference A -B -C of two orthogonal nonnegative self-adjoint operators, then either B or C is of finite rank. If this were not the case one could select an orthogonal sequence {y n } in <g=i and {z n } in <g* σ such that (By m , y n ) = (Cz m z n ) = S mn . The vectors x n = a n (y n + z n ) then satisfy the relation Choosing a n such that || x n || = 1, we obtain an orthogonal sequence {x n } such that (Ax n , x n ) = 0. This sequence cannot have a strongly convergent subsequence. Consequently either B or C is of finite rank, as was to be proved.
Conversely suppose that B or C is of finite rank and A = B -C is of finite character. For definiteness suppose that C is of finite rank. Then B is of finite character. Consider now a bounded sequence of vectors {x n } in <^A, such that {(Ax n , x n )} is bounded. Select y n in ^B and z n in <g^ such that # n = j/ w + z n . Then (AB W , a? w ) = (By n , y n ) -(C« n , z) .
It follows that {(By n , y n )} is bounded. Consequently, {y n } has a convergent subsequence. Since {z n } is restricted to a finite dimensional subspace of £gr A , it follows that {x n } has a strongly convergent subsequence. This completes the proof of the theorem. If {x n } is a sequence in ^r B such that || x n ||, || Bx n \\ are bounded, then || Ax n || is bounded also. It follows from Theorem 17.1 that {x n } converges strongly in subsequence. Consequently B is of finite character, by virtue of Theorem 17.1.
A linear transformation K from φ to φ" will be said to be compact relative to A if & κ z> ϋ^ and if for every bounded sequence {#"} in £^ such that {Ax n } is bounded, the sequence {Kx n } has a strongly convergent subsequence. Suppose that K is compact relative to A. Suppose further there is an a > 0 such that (17.1) holds on £& Λ for no constant β. We can select a non-null sequence {x n } such that \\Kx u \\^a\\Ax u \\+n\\x n \\.
We can suppose that || Kx n \\ = 1. Then || Ax n \\ is bounded and x n =^0. Since K is compact relative to A it follows that Kx n =Φ 0, in subsequence, contrary to the fact that || Kx n || = 1.
Suppose that (17.1) holds as stated. Let {x n } be a bounded sequence such that {Ax n } is bounded. A subsequence, rename it {x n }, converges strongly to a vector x 0 . The point x 0 is in 3f A since A is closed. Given a > 0 choose β so that (17.1) holds. Then Since α: is arbitrary it follows that {Kx n } converges strongly to Kx 0 . The operator K is therefore compact relative to A, as was to be proved. In order to see that B is closed when A is of finite character let {x n } be a sequence such that x n =Φ x Q , Bx n => y n . In view of (17.1) with a<\ || Kx n || ^ α || As. || + β \\ x n \\ ^ a \\ Bx n \\+a\\ Kx n \\+β\\ x n || . We see that {Kx n } is bounded. Consequently {Ax n } is bounded also. It follows that {Kx n } converges to Kx 0 and that Ax n =Φ y Q -Kx 0 . Since A is closed # 0 -Kx 0 = Ax Q , that is, y 0 -Bx 0 . The operator B is accordingly closed. Since B and A has the same domain, B is of finite character. Conversely if B is an operator of finite character, so also is A since
In a similar manner we obtain THEOREM 17.6. Let A be an operator from ξ> to ξ>' and let K be an operator from ξ> to ξ>" that is compact relative to A. Let The proof of this result is like that of Theorem 17.2 and is equivalent to the result given in Theorem 17.2 is A = A*. In this theorem the role of (Ax, x) may be replaced by (Ax, x) + (x, Ax).
18. Elliptic partial differential equations* The purpose of the present section is to indicate the connections between the results described in the preceding pages with the theory of elliptic partial differential equations. To this end let β be a bounded region in an mdimensional Euclidean space of points t = (t l9 •••, t m ). The boundary of Ω will be assumed to be nonsingular and to be of class C°°. The results given below are valid under much weaker assumptions but we shall not consider them at this time.
The symbol a will be used to designate an m-tuple a = (a lf , a m ) of nonnegative integers. Let \a\ = a λ + + a m . The symbol D a . will be used to denote the differential operator v ' dt? dtT Let ξ> n4 be the class of all Lebesgue square integrable complex valued solutions z of A* k z = 0. The existence of strong solutions is thereby established. In order to illustrate these ideas consider the case in which the operator C is defined by a formula of the form (18.2) c δ j(t)xi(t) (δ = l,-. ,q;j = l,..-,n:\a\^k) where j and a are summed and the coefficients are continuous on the closure of Ω. Select B k -G k . Then A k -CB k is elliptic, that is, an inequality of the form (17.1) holds if and only if the following two conditions are met:
(1) Given a point t m Ω there is no non-null set of real numbers ξ = (ξ 19 ..., ξ m ) and no non-null set of complex numbers ξ = (ξ\ . , ζ n ) such that the relations , ξ m ) whose normal component is complex and whose tangential components are real.
If the first of these conditions is met then A k = CB k is elliptic, where B k is the restriction of G k defined by the closure of the subclass of 3ϊ\ whose elements are continuous and have x 3 a (t) = 0 (| a \ < k) on the boundary of Ω.
These and related results can be found in the recent papers 6) on partial differential equations by Aronszajn Browder, Friedrichs, Gaarding, Hormander, Morrey, Nirenberg, Schechter and the author.
