This paper presents two categories of effective continuous cpos. We define a new criterion on the basis of a cpo as to make the resulting category of consistently complete continuous cpos cartesian closed. We also generalise the definition of a complete set, used as a definition of effective bifinite domains in [HSH02] , and investigate what closure results that can be obtained.
Introduction
This paper develops a theory of effective continuous complete partial orders. The theory of cpos or domain theory started with the works of Dana Scott (see for example [Sco72] , [Sco93] ) and Yurij Ershov (see [Ers72] , [Ers73b] ).
An important class of domains is the consistently complete algebraic cpos. The theory of effective domains has been thoroughly developed for consistently complete algebraic cpos, beginning in for example [EC76, Sco70, MR76] . The motivation is that this concept is sufficiently rich to represent computability on a wide variety of algebraic structures. In particular, it is relatively easy to construct cartesian closed categories of effective consistently complete algebraic cpos.
In this paper we consider the case when the cpo is merely continuous. That is, we consider the case when there is a basis for the cpo, but it is not necessarily the case that the compact elements form a basis. It is natural to retain the same notion of effectivity as for effective consistently complete algebraic cpos. Then it seems necessary to impose new restrictions on the basis in order to obtain a cartesian closed category of effective continuous cpos. We define two categories of continuous cpos and study what closure properties they have. We first discuss a new restriction called almost algebraic on a basis. An inspiration for this notion is [SS01] . In that paper a basis with the inverse approximation property is considered, resulting in a cartesian closed subcategory of the consistently complete continuous cpos.
In our second attempt we combine almost algebraicity with the notion of a cbifinite basis, which is a generalisation of the characterisation of a bifinite domain in [HSH02] .
The paper is organised as follows. We start by reviewing basic domain theory, category theory, numberings and effectivity for continuous cpos in Section 2. In Section 3 we present the definition of an almost algebraic basis, and obtain as a result a cartesian closed subcategory of the consistently complete continuous cpos. In Section 4 we define the c-bifinite domains and study what closure results that can be obtained. Finally, in Section 5 we define effectivity for c-bifinite domains, and prove effective versions of the theorems in Section 4.
Preliminaries
In this section we review basic domain theory, category theory and effective domain theory.
Domain theory
This section presents a background on domain theory. The reader can find more details and proofs in [AJ94] and the textbook [SHLG94] .
Let D be a set and let be a binary relation on D. Then (D, ) is a preorder if is reflexive and transitive. (D, ) is a partial order if is in addition antisymmetric. Let D = (D; , ⊥) be a partial order with a least element ⊥. Two elements x, y ∈ D are consistent if there is a z ∈ D such that x z and y z. That x and y are consistent is sometimes denoted by Cons(x, y). A set A ⊆ D is directed if A = ∅ and (∀x, y ∈ A)(∃z ∈ A)(x z ∧ y z). We let A denote the least upper bound (or supremum) of A if it exists. We say that D is a complete partial order (or cpo for short) if any directed set in D has a supremum in D. Let (D, D ) and (E, E ) be partial orders. Then the cartesian product (D × E, ) of D and E is the partially ordered set D × E := {(x, y) : x ∈ D ∧ y ∈ E}, ordered by (x, y) (z, w) :⇔ x D y ∧ z E w. It is a cpo when D and E are cpos.
Definition 2.1. Let D = (D; , ⊥) be a cpo. For x, y ∈ D we say that x is way below y (written x y) if for each directed A ⊆ D y A ⇒ (∃z ∈ A)(x z).
An element x is compact if x x. We let D c stand for the set of compact elements of D. (ii) z x y w ⇒ z w.
2 We let ↓ ↓ A := {x ∈ D : (∃y ∈ A)(x y)} and write ↓ ↓ x for ↓ ↓ {x}. Correspondingly, we let ↑ ↑ A := {x ∈ D : (∃y ∈ A)(x y)} and write ↑ ↑ x for ↑ ↑ {x}. (ii) x = {y ∈ D : y x}.
Observe that the way-below relation on a continuous cpo D with a base B can be used to describe the order relation on D, since x y ⇔ B x ⊆ B y .
The following observation is immediate given Lemma 2.2.
Proposition 2.6. (i) A cpo is continuous if and only if it has a base.
(ii) The structure of a continuous cpo D is totally determined by on a base for D.
2
The way-below relation is transitive and anti-symmetric. It is normally not reflexive. If it is reflexive on a base B for a cpo D then we have a minimal base, that is B = D c .
Furthermore, the way-below relation satisfies the following interpolation property for continuous cpos, upon which many observations rely. We write A ⊆ f B if A is a finite subset of B, and M y if (∀z ∈ M )(z y). An ideal is a subset I ⊆ P of a partial order (P ; ) such that (i) x, y ∈ I ⇒ (∃z ∈ I)(x, y z); and
The ideal completion Idl(P ) of a partial order (P ; ) is the set of all ideals in P ordered by subset inclusion. It is an algebraic cpo.
The function space
In this section we describe the continuous functions between cpos.
Definition 2.9. Let D and E be cpos. f : D → E is a (Scott-)continuous function if f is monotone and for all directed sets A ⊆ D we have
We denote the function space, the set of all continuous functions from D to E with the pointwise ordering, by [D → E]. The function space is a cpo, in which for every directed set F ⊆ [D → E] we have that ( F)(x) = {f (x) : f ∈ F}. We also have the following useful lemma for continuous functions between continuous cpos. 2 The simplest continuous functions are the (single) step functions <a; b>.
Definition 2.11. The step function <a; b> : D → E, for a ∈ D and b ∈ E, is defined by
It is straightforward to see that <a; b> is continuous. We have the following relationship between step functions and continuous functions.
Proposition 2.12. Let D and E be cpos and let a ∈ D and b ∈ E.
(ii) If D and E are continuous cpos with bases B D and
{g(a) : g ∈ F }. By assumption, b g(a) for some g ∈ F and hence <a; b> g. For (ii), suppose {<a; b> : a ∈ B D , b ∈ B E , b f (a)} has g as an upper bound and let x ∈ D. Suppose b f (x). Then b f (a) for some a x by continuity. Hence <a; b> g, and <a; b>(
, so f g.
Cartesian closure for cpos
In this section we review some category theory for domains. The standard textbook reference for category theory is [Mac71] . Recall that a category C is said to be cartesian closed if it has a terminal object and is closed under finite products and exponentiation. Let CPO be the category of cpos with continuous functions as morphisms. Then CPO is cartesian closed. Due to the following lemma, whose complete proof appears in [Jun89] , it is easy to prove cartesian closure (when it holds) for the subcategories of CPO we are interested in.
Lemma 2.13. Let C be a cartesian closed full subcategory of CPO and let D and E be objects of C. Then the following holds:
(i) The categorical product in C of D and E is isomorphic to the cartesian product D × E.
(
Note that we require that all cpos have a bottom element. Hence a terminal object does always exist. Most of the time it is trivial to construct the cartesian product for domains. Therefore, the previous lemma in practice reduces the problem of showing cartesian closure for C to the problem of showing that
Neither ALG, the category of algebraic cpos with continuous functions as morphisms, nor CONT, the category of continuous cpos with continuous functions as morphisms, is cartesian closed. This means that we must restrict ourselves to smaller classes of domains. Historically this was first done for the consistently (or bounded) complete domains. As the name indicates, they have suprema for all bounded (and not necessarily only directed) subsets. Definition 2.14. A cpo D = (D; , ⊥) is consistently complete if for x, y ∈ D such that x and y are consistent then x y exists in D.
Let CDOM be the category of consistently complete continuous cpos with continuous functions as morphisms.
We note the following proposition, important when considering the effectivity of the function space construction.
Proposition 2.15. Let D be a continuous cpo, E a consistently complete cpo, and let a 1 , . . . , a n ∈ D and b 1 , . . . , b n ∈ E. Then
if, and only if,
Proof. For the non-trivial direction define h: D → E by
Then h is well-defined by consistent completeness and h is monotone. Suppose A ⊆ D is directed and a i A. By the continuity of D there is
Note that if { a 1 ; b 1 , . . . , a n ; b n } is consistent then the function h in the proof is n i=1 a i ; b i . The following characterisation of the continuous function space is easily obtained by Proposition 2.12, and as a result we have that CDOM is cartesian closed. 
Note that if a ∈ D c and b ∈ E c then the step function a; b is compact. It follows that if D and E are consistently complete algebraic cpos then there is a base for [D → E] consisting only of compact elements. Hence [D → E] is a consistently complete algebraic cpo. Thus DOM, the category of consistently complete algegraic cpos with continuous functions as morphisms, is cartesian closed.
Numberings and effective continuous cpos
In this section we review some definitions and standard facts about numberings. See [Mal71] for basic definitions and [Ers73a] , [Ers75] for more details. Recall first from recursion theory that a set is recursively enumerable (r.e. for short) if it is the empty set or if it is the image of a recursive function. An n-ary relation is r.e. if the n-tuples (coded as natural numbers) form a recursively enumerable set. {W e } e∈ω denotes the family of recursively enumerable sets in some standard numbering of the recursively enumerable sets. Likewise, K n denotes the finite set of natural numbers with canonical index n in some standard numbering. We let < , > denote a recursive pairing function and let π 0 and π 1 denote the corresponding recursive projection functions.
Let A be a set. A numbering of A is a surjective function α : Ω α → A, where Ω α is a recursive set. We say that the set A is numbered (or indexed ) by α. Note that all information of A is included in α, but we nevertheless write (A, α). If α and β are two numberings of A and B, then α × β : Ω α × Ω β → A × B denotes the product numbering of A and B, where (α × β)(n) = (α(π 0 (n)), β(π 1 (n))). Let α n : Ω α n → A n denote the product numbering of n copies of α. Let α i : Ω α i → A i be functions and let α = α 1 ×α 2 ×. . . α n be the corresponding product numbering. An n-ary relation S ⊆ n i=1 A i is α-semidecidable if α −1 (S) is recursively enumerable, and α-decidable if α −1 (S) is recursive. Let (A, α) and (B, β) be numbered sets. A function f : A → B is (α, β)-computable if there exists a recursive functionf :
When the equality relation is decidable for a numbering α we call α decidable. We can extend a decidable numbering of a set A to a decidable numbering of its finite subsets by defining the subset numberingα of
Note that if α is decidable then the relation a ∈ K for a ∈ A and
We now present a weak version of effectivity for continuous cpos. Suppose now that (D, α) and (E, β) are weakly effective domains. Intuitively, we want a continuous function f ∈ [D → E] to be effective whenever it for every α-computable input x outputs a β-computable element f (x) in an uniform way. By continuity, this means that we demand the relation b f (a) to be (α, β)-semidecidable.
Definition 2.18. Let (D, α) and (E, β) be weakly effective domains.
(i) An element x ∈ D is α-computable if the set α −1 (approx(x)) is r.e. An r.e. index for the set α −1 (approx(x)) is an index for x.
(ii) A continuous function f :
) is an r.e. relation. An r.e. index for the set { m, n :
We consider a stronger notion of effectivity than weakly effective domains in order to obtain a cartesian closed category. We restrict ourselves to consistently complete continuous cpos. 
We call (D, α) an effective consistently complete continuous cpo.
We will often without loss of generality assume that Ω α = ω.
Remark 2.20. Note that for an effective consistently complete continuous cpo we have that
(ii) consistency with respect to the way-below relation is equivalent to consistency with respect to for a reduced basis. This is because a basis B is reduced if and only if {b} is consistent with respect to the way-below relation, for each b ∈ B.
By restricting Definition 2.19 to algebraic cpos we obtain a cartesian closed category of effective consistently complete algebraic cpos. This is easily proved with help of the characterisation of the function space obtained in Proposition 2.15 and Theorem 2.16.
A cartesian closed category of effective consistently complete continuous cpos
In this section we define a restriction on the bases for continuous cpos that gives us a nice characterisation of the relations and on the function space. We apply it to Definition 2.19 and obtain as a result a cartesian closed category of effective consistently complete continuous cpos.
Almost algebraic bases
In this section we explore a natural criterion on the basis that makes the two basic relations on the function space characterisable in terms of the relations on the base domains. (i) There is a sequence (a n ) n∈ω ⊆ B with a 0 a 1 · · · a. If b a then there exists n ∈ ω such that b a n .
We say that D is an almost algebraic cpo if D has an almost algebraic basis. A sequence as in (i) above is called an almost algebraic sequence.
Remark 3.2. Note the following in connection to Definition 3.1.
(i) The conditions hold for the basis of compact elements of an algebraic cpo.
(ii) An almost algebraic basis B is reduced. This follows from the existence of an almost algebraic sequence.
(iii) The chain condition for an almost algebraic sequence can be weakened to only the requirement a 0 a 1 · · · a, since this can be proven to be equivalent with the given stronger variant. The following proposition gives a characterisation of the basic relations on the function space. 
Proof. Note that the directions ⇐ trivially hold without any extra condition. We now show the directions ⇒. For (i) we note that <a; b> <c; d> holds if and
For (ii) we let <a; b> <c; d>.
c be a decreasing sequence as in the first condition of almost algebraic and let (d i )
d be an increasing sequence such that
From the if direction of (ii) we have for each i ∈ ω,
We claim that i <c i ; d i > = <c; d>. Note that one direction is immediate. Let x c and choose an element c i x. Note that <c i ; d i >(x) = d i and that this holds for almost all i. Hence:
Then for all x c: 
A crucial lemma
In this section we generalise to arbitrary continuous functions the characterisation given in Proposition 3.4 of the way-below relation on the function space, under the extra assumption that the cpos are consistently complete. This lemma will be crucial in the following when we want to lift the effectivity of the order relations to the function space.
Lemma 3.5. Let D and E be consistently complete continuous cpos with bases
Proof. The implication from right to left follows from Proposition 2.12.
We now show the implication from left to right. It suffices to prove it in the case when f ∈ B [D→E] . Let f = i∈I <c i ; d i >, where I is finite, c i ∈ B D and d i ∈ B E . Without loss of generality we assume b =⊥.
From the assumption that B D is almost algebraic we obtain descending sequences (a j ) for a and (c j i ) j for each c i , where i ∈ I. Since E is a continuous cpo and B E is countable we choose increasing sequences (d
for j < j . The crucial thing is to prove, for sufficiently large j ∈ ω, the equality j i∈I
Let e ∈ B D , let d = f (e) = {d i : c i e} and let I 0 = {i : c i e}. The interesting case is when I 0 is non-empty and hence we let i ∈ I 0 . Thus we have c j i e, for sufficiently large j. Let j 0 be such that
Thus for j ≥ j 0 we have {d
which proves the equality ( * ).
From the assumption <a; b> i∈I <c i ; d i > we obtain a j 0 such that if j ≥ j 0 then <a; b> I <c
For each a n in the descending sequence towards a we have b = <a; b>(a n ) ( <c
a then x a n for all sufficiently large n. Hence a. This implies that:
On the other hand, b = <a; b>(a n 0 ) {d
From this we obtain b {d
a. Thus it follows that:
Cartesian closure
In this section we prove the main theorem of the section. Recall from Remark 2.20 that consistency with respect to the way-below relation is equivalent to consistency with respect to for an almost algebraic (and hence reduced) basis. Let I be a finite set and let
Thus the set {<a i ;
a i be an increasing sequence with respect to such that {a j i : j ∈ ω} = a i and let b j i b i be an almost algebraic sequence for b i . We need to show that there is j ∈ ω such that {<a
Suppose that A J is consistent. Then C J = {b i : i ∈ J} is consistent by Proposition 2.15 and hence C J ∈ B E , since B E is closed. Then there isb ∈ B E such thatb C J , since B E is almost algebraic. It follows that there is j J ∈ ω such that for each j ≥ j J we have b j i b and hence that {b j i : i ∈ J} is a consistent set in B E , for each j ≥ j J . Suppose that A J is inconsistent and suppose further that A j J = {a j i : i ∈ J} is consistent, for each j ∈ ω. We will show that this results in a contradiction. Note that A j J exists for each j ∈ ω and hence A = { A j J : j ∈ ω} is an increasing chain in B D . Thus A exists and
It follows that A J is consistent. This contradiction shows that there is j J ∈ ω such that for each j ≥ j J we have that A j J is inconsistent.
Choose j ∈ ω such that j ≥ j J , for each of the finitely many J ⊆ I. Suppose that {a j i : i ∈ J} is consistent. Then A J is consistent by construction and hence {b j i : i ∈ J} is consistent. This shows that
is an almost algebraic sequence for f .
We now show that B [D→E] is almost algebraic(ii). It suffices to show that
for a finite set I and b =⊥. The argument can then be repeated for an arbitrary basis element instead of <a; b>. Suppose that ↑ ↑ I <c i ; d i > ⊆ ↑ ↑ <a; b>. Since B E is an almost algebraic basis we have almost algebraic sequences d 
for
It follows that <a; b>
The following theorem is an immediate consequence of Lemma 3.6.
Theorem 3.7. The category of consistently complete continuous cpos with closed, countable and almost algebraic bases and continuous functions as morphisms is cartesian closed.
We now consider effectivity. Then γ is defined by
Note that N is recursive set. This is because membership in N is decided by deciding the consistency of a finite set of step functions, which is decidable by Proposition 2.15 and the assumptions.
We take the liberty to suppress the numberings in the rest of the proof. We first show that on B [D→E] is γ-decidable. Note that it is sufficient to show <a; b>
for a finite set of step functions indexed by I.
The direction right to left is immediate and hence we concentrate on the direction left to right. The second part of the disjunction holds because B D is almost algebraic. To prove this we let (a n ) a be an almost algebraic sequence for a. We may without loss of generality assume that b =⊥. Let x ∈ D and suppose that a x holds. Then we know firstly that there is some a n x and secondly that C n := {c i : i ∈ I ∧ c i a n } = ∅.
This holds since <a; b>(a n ) = b I <c i ; d i >(a n ), and hence if b =⊥ then C n = ∅. Since I is finite there must be an n 0 such that for all n ≥ n 0 we have C n = C n+1 . Let J = {i ∈ I : c i a n 0 }. By almost algebraic(ii) we know that J c i a and hence that J d i b holds. This proves the equivalence ( * ) and hence we have shown that is γ-decidable.
We now show that ([D
The right-hand side is equivalent to (∀j ∈ J)(b j I {d i : a j c i }) by Lemma 3.5, and this expression is decidable since D and E are effective consistently complete continuous cpos.
To show Definition 2.19 (ii) we note that h and g are consistent if and only if the set
is consistent. Checking the consistency of K reduces by Proposition 2.15 to checking the consistency of finite sets of elements in B D and B E , and this is decidable by assumption. We now show Definition 2.19 (iii). Suppose that h and g are consistent. For f ∈ B [D→E] we have that f = g h if and only if f = {<a; b> ∈ K}. This is recursive, since and then = is γ-decidable on B [D→E] . Thus ([D → E], γ) is an effective consistently complete continuous cpo.
Note that for f ∈ [D → E] we have the following equivalences:
where the last one holds by Lemma 3.5. Hence f is (α, β)-effective if and only if f is γ-computable. It follows that the category of effective consistently complete continuous cpos with closed and almost algebraic bases is cartesian closed. 
C-bifinite domains
In this section we extend some of our results to a category of continuous cpos containing objects that are not consistently complete.
Basic definitions
In this section we generalise the definitions and results for the category of effective bifinite domains in [HSH02] , and we refer to that paper for more details. We make a generalisation of the definition of a complete set, demanding the sets to be complete with respect to the way-below relation instead. The lemmas and definitions that then follow are all straightforward generalisations of the bifinite case. Remark 4.5. Note that every consistently complete continuous cpo is c-bifinite. Furthermore, note that every algebraic cpo with a c-bifinite basis is bifinite.
Definition 4.6. Let D and E be continuous cpos with bases B D and B E .
(ii) If u is c-joinable then we define the function s u : D → E by
Remark 4.7. Note that s u above is well-defined, since A is wa-complete.
The following lemma is an essential ingredient in the function space construction.
Lemma 4.8. Let D and E be c-bifinite domains with c-bifinite bases B D and B E , and let u ⊆ f B D × B E be c-joinable.
Proof. (i) is easy. For (ii) let (a, b) ∈ u and π 0 (u) = A. Clearly we have <a; b> s u , for each (a, b) ∈ u. Let f ∈ [D → E] be such that <a; b> f , for each (a, b) ∈ u. Then s u (x) f (x) holds for all x ∈ D, since s u (x) is decided by the value of one step function in u. This shows (ii).
The argument for (iii) is more involved. Let f ∈ [D → E]. By Proposition 2.12 it is sufficient to show that
Since D is a c-bifinite domain we can find a finite wa-completeĀ such thatĀ ⊇ A u ∪ A v . Likewise, since E is a c-bifinite domain we can find a finite wacompleteB such thatB ⊇ π 1 (u) ∪ π 1 (v). For each x ∈ D we let a x = max(Ā ∩ ↓ ↓ x) and b x = max(B ∩ ↓ ↓ f (a x )). We claim that w := {(a x , b x ) : x ∈ D} is c-joinable and that s w ∈ F is such that s u , s v s w .
In order to prove that w is c-joinable we first note that A w = π 0 (w) is wacomplete by construction. Note further that if a x a y ∈ A w then b x b y follows from the monotonicity of f . Furthermore, b x f (a x ) holds and thus we have shown that s w ∈ F.
We now show s u s w . Let (a, b) ∈ u and let x a. Then a x a and thus
Since b x is the maximal element inB way-below f (a x ) we have
It follows that <a; b> s w and then s u s w . We prove s v s w in a silent way and thus we have shown that F is directed. It remains to show that f = F. Fix x ∈ D and let b f (x). By continuity we choose a x such that b f (a). We interpolate and find an element b such that b b f (a), and hence we have that <a; b > ∈ F. (Actually, <a; b > is not c-joinable, but clearly an element of some c-joinable set of step functions in F. See the comment following directly after the proof.) Thus b F(x), and we conclude that f (x) F(x). The other direction is immediate. This shows (iii).
We see that suprema of finite consistent sets of step functions built from cjoinable sets form a base. Especially, to all step functions <a; b> (for a =⊥) there are corresponding c-joinable sets {(⊥, ⊥), (a, b)}. This gives us a crucial step towards a cartesian closed category.
It is also possible to characterise a c-bifinite domain D in terms of the existence of a directed set of deflations on D, in a similar manner as the finite projections on bifinite domains. The deflations can easily be constructed from the wa-complete cover. (Recall that a deflation is a continuous function below identity with finite image. See [Jun88, Jun89] for details on deflations.)
A crucial lemma revisited
The purpose of this section is to prove the analogue of Lemma 3.5 for c-bifinite domains. We first need the following technical lemma, showing that we can modify given approximating sequences so as to reflect relations between elements in a more strict way. for all i ∈ I, j ∈ ω.
Proof. For each i ∈ I, let (d j i ) j be sequences in B satisfying (i) and (ii). These exist by the assumption that B is countable.
Let V 0 = {x ∈ V : x is -minimal in V }. For the inductive step we let
This gives for all k and x, y ∈ V k that if x y then x = y.
For
have been defined for all j and i such that x i ∈ l≤k V l , and suppose (i),(ii) and (iii) hold for these.
Fix j and suppose that x i ∈ V k+1 . Note that if x t x i then x t ∈ l≤k V l and note that there are only finitely many such x t . Thus there isd 
For each j ∈ ω we let C j = {c e) and choose j 0 ∈ ω such that (∀e ∈C 0 )(j 0 ≥ j e 0 ). This is possible since the sequences are almost algebraic and I andC 0 are finite sets. Note that it follows for each e that j ≥ j 0 ∧ e ∈C 0 ∧ e c i ⇒ e c j i . Suppose now for the inductive step thatC k and j k have been defined such that j k ≥ j k−1 and such that the following hold:
(iii)C k is finite and wa-complete.
LetC k+1 ⊇ C j k be a finite and wa-complete set obtained from the wa-complete cover and define I e k+1 = {i ∈ I : c i e} for each e ∈C k+1 . Let j e k+1 ∈ ω be such that (∀i ∈ I e k+1 )(c j e k+1 i e) and let j k+1 ∈ ω then be such that j k+1 ≥ j k and (∀e ∈C k+1 )(j k+1 ≥ j e k+1 ). It is clear that this construction gives a sequence ofC k and j k satisfying (i) -(iii) above, for each k ∈ ω.
We now construct a c-joinable set v k for each pair (C k , j k ) of the sequence. For each e ∈C k we let c ie = max(C ∩ ↓ ↓ e) and let v k = {(e, d holds by Lemma 4.9 and thus we conclude that v k is c-joinable, sinceC k is wa-complete.
We now show that 
e follows from (ii) above, where c
ie holds. Thus we have shown (c
we then finally deduce:
This shows s v k s v k+1 . We now show that k∈ω s v k = s u . Let x ∈ D and let c i = max(C ∩ ↓ ↓ x). Then it follows that s u (x) = d i . By the construction above we obtain a k 0 such that if k ≥ k 0 then c
. But k ≥ k 0 was arbitrary. Thus:
showing that k∈ω s v k = s u . Let <a; b> s u . Then there is k ∈ ω such that <a; b> s v k . For an almost algebraic sequence (a n ) n for a we let e n = max(C k ∩ ↓ ↓ a n ) and c in = max(C ∩ ↓ ↓ e n ). Note that if n < m then e m e n and c im c in . Thus there is some n 0 such that n ≥ n 0 ⇒ e n = e n 0 ∧ c in = c in 0 .
Remark 4.12.
It is an open problem whether there exists a basis B [D→E] for [D → E] that is almost algebraic, under the assumption that B D and B E are countable almost algebraic and c-bifinite bases for D and E. The problem is to construct an almost algebraic sequence to a basis element. If this can be carried out then the category of c-bifinite domains with countable almost algebraic bases and continuous functions as morphisms is cartesian closed. We would in that case also have a reasonable cartesian closed subcategory of effective objects, as will be shown below.
Closure under the Plotkin power domain construction
In this section we prove that the c-bifinite domains are closed under the Plotkin power domain construction. Let us first recall the construction of the Plotkin power domain of a continuous cpo. 
The first part of the conjunction is called the Smyth condition and the second part the Hoare condition. 
Proof. To prove (i), let A EM B and let A be a directed set of ideals in
and then A ⊆ A. Hence there is an ideal I ∈ A such that A ∈ I and such that if C EM A then C ∈ I. This implies that [A] ⊆ I and then it follows that [A] [B]. Now let [A] [B], where A = {a 1 , a 2 , . . . , a m } and B = {b 1 , b 2 , . . . , b n }. For each a ∈ A, let E a = approx B D (a) and for each b ∈ B let F b = approx B D (b). Let E = E a 1 × E a 2 , . . . , E am and let F = F b 1 × F b 2 , . . . , F bn , We now let (E, ) and (F, ) be the directed set obtained by letting be the product ordering on E and F with respect to . That is, (f 1 , f 2 , . . . , f n ) (f 1 , f 2 , . . . , f n ) ∈ F if and only if f i f i for i = 1, 2, . . . , n, and similarly for on E. For (f 1 , f 2 , . . . , f n ) ∈ F we define B(f 1 , f 2 , . . . , f n ) = {f 1 , f 2 , . . . , f n }. Similarly, for (e 1 , e 2 , . . . , e m ) ∈ E we define A(e 1 , e 2 , . . . , e m ) = {e 1 , e 2 , . . . , e m }. Note that   (f 1 , . . . , f n ) (f 1 , . . . , f n ) ⇒ B(f 1 , . . . , f n ) EM B(f 1 , . . . , f n ) EM B and note that (e 1 , . . . , e m ) (e 1 , . . . , e m ) ⇒ A(e 1 , . . . , e m ) EM A(e 1 , . . . , e m ) EM A.
We claim that
To prove the non-trivial direction of the claim, let C EM B and let c ∈ C. Then there is b c ∈ B such that c b c . It follows that there is f c ∈ F bc such that for
Note that this is possible since F b i is directed under and C is a finite set. Thus C EM {f 1 , f 2 , . . . , f n }, which proves the claim.
Since
. . , f n ). In particular, we have for (e 1 , e 2 , . . . , e m ) ∈ E that A(e 1 , e 2 , . . . , e m ) EM B(f 1 , f 2 , . . . , f n ).
Let a ∈ A. Then for each e ∈ E a there is f j such that e f j . Since we have only finitely many such f j there is some f k such that e f k for each e ∈ E a . It follows that a f k , that is a b k . Conversely, let b j ∈ B. Then b j f j . As noted above, for each (e 1 , e 2 , . . . , e m ) ∈ E there is i such that e i f j . But since A is finite there is some i such that e f j for each e ∈ E a i , that is a i f j b j . Thus we have shown A EM B.
We now show (ii). We focus on the implication from right to left where we use that D is almost algebraic. Let [A] [B] . We need to show A EM B.
We first show the Hoare condition. Let A, B and E be as above. Again we note that (e 1 , . . . , e m ) (e 1 , . . . , e m ) ⇒ A(e 1 , . . . , e m ) EM A(e 1 , . . . , e m ) EM A.
For (e 1 , . . . , e m ) ∈ E we thus have A(e 1 , . . . , e m ) EM B. Fix a ∈ A. Then, since B is finite, there is b a ∈ B and e ∈ E a such that for all e ∈ E a : e e ⇒ e b a . Proof. Let F be a wa-complete cover of B. We show that
But then approx
is a wa-complete cover of B P P (D) . Let A ∈ F. We need to show that
. It suffices by Lemma 4.2 to show that there is
. We define
We now show that [
). Note first that B C ⊆ A, since A is wa-complete. Note also that B C EM C and hence it follows by Lemma 4.14 (i) that
. It follows by Lemma 4.14 (i) that K EM C. We must show that [K] [B C ]. It suffices to show that K EM B C by Lemma 4.14 (ii).
We first show that the Hoare condition holds. Let k ∈ K. Then there exists c k ∈ C such that k c k . Hence there exists b k ∈ B C such that b k = max(A ∩ ↓ ↓ c k ). But since A is wa-complete and K ⊆ * A, it follows that k b k . Thus the Hoare condition holds.
We now show that the Smyth condition holds. Let b ∈ B C . Then there exists Proof. We show that B P P (D) is almost algebraic. To prove the first condition, let
For each a ∈ A we choose an almost algebraic sequence (a j ) j for a. Define for j ∈ ω the set A j = {a j : a ∈ A}. We claim that ([
Hence there is j c such that
c.
On the other hand, for each a ∈ A there is c a ∈ C such that a c a , and hence there is j a such that j ≥ j a ⇒ a a j c a .
. This shows that B P P (D) is almost algebraic(i).
To prove the second condition, let A,
. We need to show [B] [A]. By Lemma 4.14 it is sufficient to show that B EM A. We first show the Smyth condition. Let A 
Effective c-bifinite domains
In this section we develop an effectivity notion for c-bifinite domains.
Basic definitions
In this section we present the definition of an effective c-bifinite domain. It is a generalisation of the definition of an effective bifinite domain in [HSH02] .
Definition 5.1. Let (D; , ⊥) be a continuous cpo and let B be a c-bifinite basis for D. We say that B is effective if there is a numbering α : ω → B such that
on B is α-decidable;
(ii) on B is α-decidable; and (iii) there is anα-computable wa-complete cover F of B, i.e. α(m) ∈α(n) is a recursive relation.
We call (D, α) an effective c-bifinite domain if D has an effective c-bifinite basis.
In order to prove an effective version of Theorem 4.11 we need two lemmas. First we prove a lemma that gives a characterisation of the wa-complete subsets of a wa-complete set. For the only if direction we need to use that B D is almost algebraic. Let C ⊆ B, a ∈ A, C a and let (a n ) n be an almost algebraic sequence for a. Suppose that B is wa-complete. Then there exists b n ∈ B such that C b n a n , for each n ∈ ω. But since B is finite there exists b ∈ B such that C b a n holds, for each n ∈ ω. It follows that b a, since B D is assumed to be almost algebraic.
We note the following corollary. Proof. Given B ∈ ℘ f (B D ) we search for A ∈ F such that B ⊆ A. This is effective since is α-decidable. We then use the condition in Lemma 5.2 to decide whether B is wa-complete.
The following lemma says that we can extend the domain of a base function to a larger wa-complete set, without changing the value of the function. 
Two theorems for effective c-bifinite domains
In this section we prove two theorems for effective c-bifinite domains on the closure under the function space and the Plotkin power domain construction. First we present the generalisation of Theorem 4.11. Proof. Let F = {A i : i ∈ ω} and G = {B i : i ∈ ω} be theα-computable and β-computable wa-complete covers of B D and B E , respectively. By Corollary 5.5 above we have that
is a basis for [D → E]. We construct a numbering γ of B [D→E] in an informal manner. Denote α × β(j) by {(a l , b l ) : l ∈ I j }. We define the recursive domain Ω γ of γ by < i, j >∈ Ω γ ⇔ {(a l , b l ) : l ∈ I j } satisfies the monotonicity requirement in the definition of c-joinable and {a l : l ∈ I j } = A i .
Define γ : Ω γ → B [D→E] by γ(< i, j >) = s u , where u = {(a l , b l ) : l ∈ I j }. Extend the domain of γ to ω by γ(< i, j >) =⊥ [D→E] if < i, j > / ∈ Ω γ . Note that we have computable access via the coding γ to all the ingredients of the elements in the basis. We can thus take the liberty to reason informally from here.
We obtain that on B [D→E] Note that the decidability of follows from the claim. The direction right to left is immediate and hence we concentrate on the direction left to right. Without loss of generality we assume that b =⊥ E and hence we need to show the second part of the disjunction. Let (a, b) ∈ u and choose an almost algebraic decreasing sequence (a n ) n a for a, which exists since B D is almost algebraic. For each x ∈ D we note that if a x then we can find an index i such that a i
x. Hence it follows that C i := {c ∈ π 0 (v) : c a i } = ∅. Since π 0 (v) is finite there must be an index n 0 ∈ ω such that C n = C n+1 holds, for each n ≥ n 0 . Let c = max(π 0 (v) ∩ ↓ ↓ a n 0 ). Since B D is almost algebraic(ii) we know that c a. Furthermore, <a; b> s v and hence <a; b>(a n 0 ) = b s v (a n 0 ) = <c; d>(a n 0 ) = d, where (c, d) ∈ v. This shows that the second part of the disjunction holds and thus we have proved the equivalence ( * ).
The next step is to construct aγ-computable cover of B [D→E] . Given A ∈ F and B ∈ G we define M AB = {s v : v ⊆ A × B ∧ v c-joinable ∧ π 0 (v) = A}.
Clearly we have that the set H = {M AB : A ∈ F, B ∈ G} isγ-computable. By the argument of Theorem 4.11 we see that each M AB is wa-complete and hence that H is a wa-complete cover. Thus ([D → E], γ) is an effective c-bifinite domain.
We finish the proof by observing that for each c-joinable set u ⊆ f B D × B E and for each function f ∈ [D → E] we have s u f ⇔ (∀(a, b) ∈ u)(<a; b> f ) ⇔ (∀(a, b) ∈ u)(b f (a)).
It follows that f is (α, β)-effective if and only if f is γ-computable.
We now show an effective version of Theorem 4.15. Proof. We examine the proof of Theorem 4.15 and note that the cover G isα-decidable. We also note that and on B P P (D) areα-decidable by Lemma 4.14.
