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Dynamical localization is one of the most startling manifestations of quantum interference, where
the evolution of a simple system is frozen out under a suitably tuned coherent periodic drive. Here,
we show that, although any randomness in the interactions of a many body system kills dynamical
localization eventually, spectacular remnants survive even when the disorder is strong. We consider
a disordered quantum Ising chain where the transverse magnetization relaxes exponentially with
time with a decay time-scale τ due to random longitudinal interactions between the spins. We show
that, under external periodic drive, this relaxation slows down (τ shoots up) by orders of magnitude
as the ratio of the drive frequency ω and amplitude h0 tends to certain specific values (the freezing
condition). If ω is increased while maintaining the ratio h0/ω at a fixed freezing value, then τ
diverges exponentially with ω. The results can be easily extended for a larger family of disordered
fermionic and bosonic systems.
The dynamics of quantum systems driven out of equi-
librium by coherent periodic drives has remained an in-
triguing topic of interest from the early days of quantum
mechanics (see, e.g., [1]) to date [2–28]. One interesting
and well-known phenomenon in this field, where repeated
quantum interference results in a scenario which is quite
counter-intuitive and unexpected from the classical point
of view, is that of dynamical freezing in a quantum sys-
tem under a periodic drive. Illustrious examples include
the localization of a single quantum particle for all time
while being forced periodically in free space (dynamical
localization [29]), or in one of the two wells of a double-
well potential modulated sinusoidally (coherent destruc-
tion of tunneling [30]). In both cases, this happens due
to the coherent suppression of tunneling.
A many-body version of this phenomenon, dubbed as
dynamical many-body freezing, has also been observed
both theoretically [31–36] and experimentally [26]. Dy-
namical many-body freezing, however, is a more drastic
version of dynamical localization: in the latter only the
tunneling term is renormalized to zero by the external
drive, resulting in localization in real space, while in the
former the entire many-body Hamiltonian - with all its
mutually non-commuting terms - vanishes [31]. This im-
plies freezing of any arbitrary initial state in the Hilbert
space, rather than freezing of initial states localized in
real space only. Intuitively, such an unequivocal freezing
of all degrees of freedom of a many-body system seems
possible only under very special circumstances, where
certain simplicities in the structure of the Hamiltonian
allow for such large-scale destructive quantum interfer-
ence. Here, we demonstrate that such dynamical many-
body freezing can have strong manifestations even in a
system where dynamics is induced by interactions which
are totally random.
The plan of the paper is as follows. After introducing
the system and the drive, we briefly sketch the content of
our analytical approach to the problem. Then we discuss
our main results in that light. The precise condition of
maximal freezing is obtained from this analysis. We also
go beyond that, using exact numerical results for large
system-sizes, averaged over several disorder realizations,
and discuss further characteristics of the phenomenon.
Finally conclude with an outlook. Consider the following
disordered one-dimensional Ising chain, subjected to a
sinusoidal transverse field:
H(t) = −αJ
L−1∑
i
Jiσ
x
i σ
x
i+1 −
L∑
i
{h0 sin (ωt) + αhi}σzi ,
(1)
where σα’s (α = x, y, z) are components of Pauli spins,
Ji’s and hi are respectively the (quenched) interactions
and on-site fields - both drawn randomly from a uni-
form distribution between (−1,+1) . The transverse field
is subjected to an external drive of frequency ω (period
T = 2pi/ω) and amplitude h0 (we set ~ = 1).
The Hamiltonian in Eq. 1 can be mapped to the Hamil-
tonian [37–39],
H(t) = −αJ
L∑
i
Ji
(
c†i c
†
i+1 + c
†
i ci+1 + h.c.
)
− 2
L∑
i
{h(t) + αhi} c†i ci, (2)
with hard-core bosons created (annihilated) by c†i (ci)
These bosons satisfy {c†j , cj} = 0, and the usual bosonic
commutation relations for i 6= j. Also, h(t) = h0 sinωt.
In order to gain insight into the drive-dependent sharp
jumps in the relaxation time-scale, we follow a recently
developed scheme [40] of deducing a renormalized time-
independent effective Hamiltonian Heff which describes
the evolution of the system if observed stroboscopically
at instants t = nT , where n denotes natural numbers:
U(nT ) = e−iHeffnT , where U(t) = T exp [−i ∫ t
0
H(t′)dt′]
(T denotes time-ordering). For ω  |αJ |, i.e. in the
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2FIG. 1. (Color Online) Dynamical Freezing without field disorder (hi = 0): (a) Exponential relaxation of the expectation
value of mz with time for different values of the drive frequencies ω. Unless otherwise indicated, the drive amplitude h0 is
fixed at 7.0. For certain specific values of ω (e.g., ω = 5.07, 11.64), the relaxation is tremendously slowed down. The relaxation
in the absence of the drive is labeled separately for comparison. The inset compares a representative sample of the numerical
data (shown as points) to the curves fitted to them using Eq. 6. (b) τ vs ω for fixed h0: The sharp peaks indicate dramatic
enhancements of τ for certain values of ω. Three of the most prominent peaks are identified as P1−3. The values of ω at these
peaks are P1 ≈ 3.24, P2 ≈ 5.07, and P3 ≈ 11.64. Those values are identified to be the ones for which the effective Hamiltonian
Heff (Eq. 4) vanishes. The red dot pointed by the arrow-head represents the case in absence of the drive. (c) τ vs ω at fixed η:
Comparison of enhancement of τ as ω is increased keeping η = 4h0
ω
fixed for two cases - under the freezing condition J0(η) = 0
(η ≈ 2.4048), and away from it J0(η) ≈ 0.765 (η = 1.0) as marked in the Fig. Exponential enhancement of τ with ω is observed
(numerical data fitted with the τ(ω)
∣∣
J0(η)=0 = τ0 + τse
ω/ωs form) under the freezing condition, while no noticeable variation
of τ is observed away from the freezing condition. Results are for L = 100, averaged over > 103 disorder realizations of the
bonds Ji. The error-bars due to disorder-induced fluctuations are about the point size (see e.g., Fig. S1 of Suppl. Matt.), and
hence omitted (except for (c)) to avoid cluttering.
limit of fast drive, no appreciable evolution takes place
within a period, and stroboscopic observations represent
smooth evolutions to a good approximation. It follows
from Floquet theory [41] that for a T -periodic Hamil-
tonian H(t), the time-evolution operator can be writ-
ten as U(t) = e−iHeff tZ(t), where Z(t) is T -periodic and
Heff is Hermitian. Clearly, Heff is an operator that is
largely non-local in the original degrees of freedom and
is not necessarily amenable to any simple physical inter-
pretation. However, since Z(0) = Z(nT ) = 1 (identity),
Heff can be considered as an effective time-independent
Hamiltonian giving the correct stroboscopic evolution.
Using the above decomposition of U(t) and the time-
dependent Schro¨dinger equation it satisfies, we get
Heff = Z
†(t)H(t)Z(t)− iZ†(t)(∂tZ(t)). (3)
Deducing the exact form of Heff from the above equation
is as hard as solving the original time-dependent problem.
However, controlled approximations in the large ω limit
can be obtained [40] using a flow equation technique [42,
43] which we employ here. This gives (see Suppl. Matt.
for details)
Heff = −J
∑
i
j
(0)
i
(
c†i c
†
i+1 + h.c.
)
− J
∑
i
j
(1)
i
(
c†i ci+1 + h.c
)
− µ
∑
i
j
(2)
i c
†
i ci, (4)
with η ≡ 4h0/ω, and the constants j(s)i , µ defined as fol-
lows.
j
(0)
i ≡ αJi
{
J0(η)− 4αhi
ω
β(η)
}
,
j
(1)
i ≡ αJi J0(η),
j
(2)
i ≡
hi
J
,
µ ≡ 2αJ. (5)
Here, J0(η) is the ordinary Bessel function of order zero
(note that the way they are defined in Eq. (1), Jis are
dimensionless and hi’s have dimension of energy). In
addition, the function β(η) ≡∑n 6=0 Jn(η)/n.
The above expression for Heff is obtained under a
rotating-wave approximation (RWA) which holds for
ω  J, α. This effective Hamiltonian accurately repro-
duces the dynamics of the full system stroboscopically to
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103
101 102 103 104
FIG. 2. (Color Online) Dependence of τ on the drive param-
eters. Numerical data for τ vs 1/J0(η) for hi = 0, h0 = 7
(for a single random realization) are shown for the range of ω
around the peaks P1,2,3 of Fig. 1(b). The black dashed line is
a guide to the eye. As expected from Eqs. (4, 5), we observe
τ ∝ 1/J0(η) where J0(η) α/ω2. However, for small J0(η),
τ tends to saturate to a large value viz. the respective peak
values in Fig. 1(b) (instead of diverging).
the lowest order in α/ω [44]. Now we describe our main
results for the driven spin Hamiltonian H(t) and ana-
lyze it in light of the effective time-independent Hamil-
tonian Heff . To avoid cluttering, the results presented
in Fig. 1 and the main discussion are focused on the
case where the field disorder is absent (hi = 0), the case
with hi 6= 0 is given afterwards. Imagine that the spins
(in H(t)) are initially prepared in a state strongly po-
larized in +z-direction and the transverse magnetization
mz = 1L 〈
∑L
i=1 σ
z
i 〉 ≈ 1. (here 〈...〉 denotes quantum ex-
pectation values, and O denotes average of O over dis-
order realizations). In the absence of the drive (h0 = 0),
the magnetization mz relaxes with time since the ran-
dom interaction terms in the Hamiltonian do not com-
mute with it. If the drive is switched on, the character-
istic time-scale of the relaxation changes, depending on
the drive. The relaxations of mz with time for various
drive frequencies are shown in Fig. 1(a) (these results
are obtained by numerically solving the time-dependent
Schro¨dinger equation for several disorder realizations and
averaging over them). The relaxations (both in the ab-
sence and presence of the drive) are fitted accurately with
the exponential decay form (inset of Fig. 1(a)).
〈mz(t)〉 = mz0e−t/τ , (6)
where τ is the decay constant. Our main result concerns
the behavior of the decay time-scale τ as a function of
the drive frequency ω for a given drive amplitude h0.
Freezing Points: The behavior is quite dramatic, as
shown in Fig. 1(b): for certain values of ω, the value of
τ shoots up sharply by orders of magnitude compared
to the undriven case. This corresponds to the extreme
slowing down (freezing) of the decay of mz visible for
certain values of ω in Fig. 1(a). This can be explained by
noting that for hi = 0 (as considered in the figure), the
effective Hamiltonian Heff ∝ J0(η) to leading order in
α/ω (Eq. 4,5) and hence τ ∝ 1/J0(η) for ω  J, α, (see
Fig. 2). Thus, there is an overall renormalization of the
time-scale, which can be controlled by the factor J0(η).
Under the special condition J0(η) = 0 (the freezing
condition), Heff vanishes, indicating a large enhancement
of all timescales observable in the dynamics governed by
Heff . Interestingly, this implies that the slowing down
is not only limited to mz(t), or to any special initial
condition. For finite ω, the approximation is, of course,
valid only as long as J0(η)  α/ω2 – otherwise higher
order terms in α/ω come into play. This results in a
saturation due to the breakdown in the linear behaviour
of τ with 1/J0(η) (Fig. 2). The saturation is also seen in
the large but finite values of τ observed at the freezing
points (P1,2,3) of Fig. 1 (b), instead of infinite τ as
suggested by the vanishing of Heff at those points.
Beyond the Rotating-Wave Approximation: Though
τ does not diverge for finite ω due to higher order
corrections to RWA, those corrections should vanish as
ω → ∞, resulting in limω→∞ τ → ∞ under the freezing
condition J0(η) = 0. To characterize the dependence of
τ on ω under the freezing condition going beyond RWA,
we numerically study the variation of τ with ω fixing
η to a freezing value. Fig. 1 (c) shows that τ diverges
exponentially with ω. The numerical results in the figure
are fitted well with the form τ(ω)
∣∣
J0(η)=0 = τse
ω/ωs − τ0.
If η is held fixed to some value such that J0(η) 6≈ 0 (away
from freezing), τ does not show any appreciable change
with increase in ω within the range considered (Fig. 1
c). In this range, τ increased by orders of magnitude for
the freezing case.
The ω → ∞ limit: Note that absolute freezing, i.e. the
divergence of τ in the ω → ∞ limit under the freezing
condition, is a counter-intuitive result. Intuitively, an
infinitely fast purely sinusoidal drive should simply be
equivalent to the absence of the drive altogether, since
the driven parameters return back to themselves within
no appreciable time in each cycle. This would mean that
mz should decay when ω →∞ as if there was no drive at
all. This is indeed the case away from freezing – in the
large ω range we considered, (see Fig 1 c), τ remains same
as that of the undriven case as ω is increased. However,
under the freezing condition, τ diverges exponentially,
indicating that the decay will completely stop due to the
drive as ω →∞.
Static disordered field (hi 6= 0): Now we briefly present
4FIG. 3. (Color Online) Dynamical Freezing with field disorder: (a) Exponential relaxation of mz with time for different
values of the drive frequencies ω. (b) The timescale τ of the exponential relaxation of mz vs ω. Note the peaks at the roots
of J0(η), the same places as peaks P1−3 in Fig 1. The red dot pointed by the arrow-head represents the case in absence of the
drive. The inset plots τ vs ω (log-scale) at smaller values while adjusting h0 so as to remain at the first root of J0(η). At very
small values of ω, the higher order contributions destroy the dynamical equivalence between H(t) and Heff , leading to a loss
of freezing. Freezing begins to appear as ω is increased, as seen in the inset by the growth of τ with ω for η fixed to a freezing
value. All the parameters are the same as in Fig 1, except with field disorder hi switched on. hi is distributed uniformly and
randomly between ±1
.
the results for the case with quenched disorder in the
transverse field. Including randomness in the field does
not alter the basic features of the phenomenon discussed
above, but there are some quantitative differences that
we discuss here. In this case Heff does not vanish even to
first order in 1/ω at the freezing point due to the field-
dependent terms in Eq. 4 that scale inversely with ω.
Thus, we expect freezing at the roots of J0(η) to last
for shorter times at large ω when the field disorder is on.
This is qualitatively verified by our numerical simulations
of the exact dynamics with field disorder on. Figure 3
shows plots of mz and the exponential relaxation time
scale therein in regimes similar to Fig. 1, except with the
field disorder switched on. The plots show that freezing
is maintained at the roots of J0(η), although the time
scale of the decay is one order of magnitude less than the
case without any static field.
Summary and Outlook: We have shown that dynamical
localization can have drastic manifestations in many-
body systems with extensive disorder. We show that
the application of a coherent periodic drive with specific
values of the ratio of the drive frequency ω and the am-
plitude h0 (freezing condition), can drastically slow down
the natural relaxation induced by random interactions
between the spins in a disordered Ising chain for any ar-
bitrary initial state in the Hilbert space. For moderately
high values of ω and h0, τ is observed to be orders of
magnitude higher than its value away from freezing (or
that in absence of the drive). At a specific freezing point
(h0/ω kept fixed), the characteristic relaxation time τ
diverges exponentially with ω. However, if the ratio is
fixed away from the freezing value, increasing ω does not
have any observable effect on τ. These results are the
first of their kind, showing drastic survival of dynamical
localization, which is the result of large-scale destructive
quantum interference induced by a periodic drive, in a
highly disordered system. This opens up possibilities
of preserving arbitrary (even unknown) quantum states
of interacting qubits (Ising spins) from decaying due to
unknown stray interactions. Experimental realizations
of bosons in disordered 1d potentials in optical lattices
have already been achieved experimentally [45, 46].
Coherent periodic drives applied to hardcore bosons
in optical lattices, used for realizing spin chains with
precise control over the Ising-like couplings, have also
materialized [24]. Hence, experimental observations of
the freezing phenomenon seem feasible in a present day
cold-atom laboratory.
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Supplementary Materials
In these supplementary notes, we detail some of the methodologies used to obtain the results detailed in the main
paper. Our starting point is the transformed Hamiltonian in Eq. (2) of the main paper viz.
H(t) = −αJ
L∑
i
Ji
(
c†i c
†
i+1 + c
†
ici+1 + h.c.
)
− 2
L∑
i
{h(t) + αhi} c†i ci, (S1)
with h(t) = h0 sinωt. The first section elaborates on the numerical methods used to gather the time-magnetization
data from the Hamiltonian above. The second section details the Floquet-RG flow equations used to pinpoint the
approximate unitary transformation needed to obtain the effective Hamiltonian Heff in the main paper. The final
section details comparison of numerical evolution of the Heff - dynamics with that of the full Hamiltonian, as well as
key qualitative observations in the former observed in the latter.
NUMERICAL METHODOLOGY:
In order to numerically simulate the time-dynamics of the Hamiltonian in Eq. S1, we rewrite it in terms of free
fermions [r1]. Though the transformation is non-local in nature, we exploit a natural ordering in the sites to yield a
Hamiltonian identical to Eq. S1 (except with free fermions instead of hard-sphere bosons) by canceling out nonlocal
contributions. The present disordered case can be block-diagonalized by rewriting Eq. S1, with free fermions, in terms
of Nambu spinors Ψ:
H(t) = Ψ†H¯(t)Ψ,
Ψ† ≡ (c†1 c†2 . . . c†L, c1 c2 . . . cL) ,
H¯(t) ≡
(
A(t) B(t)
−B(t) −A(t)
)
. (S2)
Here, A and B are real L × L matrices. The matrix A = Ad(t) + Ao, where Adi,j(t) = − [h(t) + αhi] δi,j is diagonal.
The non-zero elements of Ao and B(t) are given by Aoi,i+1 = A
o
i+1,i = −αJJi/2, Bi,i+1(t) = −Bi+1,i(t) = −αJJi/2.
The Heisenberg equations of motion for the operator ci,H(t) are
i
d
dt
ci,H(t) = U
†(t) [ci, H(t)]U(t), (S3)
where the subscript H denotes operators in the Heisenberg picture, and U(t) is the time translation that solves the
Schro¨dinger equation of the Hamiltonian in Eq. S1. Note that, for every operator O(t) in the Schro¨dinger picture,
the corresponding operator in the Heisenberg picture, OH(t) = U
†(t)O(t)U(t). We now substitute the last of Eq. S2
into the rhs of Eq. S3 to yield
i
d
dt
ci,H(t) = 2
∑
j
[
Aij(t)cj,H(t) +Bij(t)c
†
i,H(t)
]
. (S4)
These equations can be solved by the trial solution ci,H(t) =
∑
µ
[
uiµ(t)γµ,H(t) + v
∗
iµ(t)γ
†
µ,H(t)
]
, where the Bogoliubov
ansatz makes the many body state |Ψ(t)〉 the emergent vacuum of the modes created by γ†µ(t) ∀t viz. |Ψ(t)〉 ∼∏
µ γµ(t)|0〉, where the normalization has been suppressed, and the product is over all lattice sites. A necessary and
sufficient condition for the emergent modes to generate the emergent vacuum is that γν(t)|Ψ(t)〉 = 0, leading to
d
dt (γν(t)|Ψ(t)〉) = 0. In the Heisenberg picture, this condition can be rewritten as i ddtγµ,H(t) = 0. Using this result,
we substitute the trial solution into Eq. S4 and compare operator coefficients. This leads to the following dynamical
system:
i
d
dt
uiµ(t) = 2
L∑
j=1
[
Ai,j(t)ujµ(t) +Bi,j(t)vjµ(t)
]
i
d
dt
viµ(t) = −2
L∑
j=1
[
Ai,j(t)vjµ(t) +Bi,j(t)ujµ(t)
]
.
(S5)
2FIG. S1. (Color Online)Disorder fluctuations in the numerics: Nonfreezing (a) vs Freezing (b): (a) Disorder average
of magnetization (i.e. Q where Q ≡ 〈mz(t)〉), as well as fluctuations (i.e. (Q2 −Q2)1/2) as a function of ω (main-frame) with
h0 adjusted to keep η ≡ 4h0/ω = 1.0, away from the freezing condition i.e. J0(η) 6= 0; inset shows mz vs t - for corresponding
cases. (b) Under the freezing condition, J0(η) ≈ 0 at the first zero of the Bessel function. Here, Q approaches unity with
increasing ω as predicted by the theory - the effective Hamiltonian (Eqs. S23) vanishes to order higher than one in 1/ω. In
all plots, the field disorder is absent (hi = 0), ~ = 1, J = 1, and the disorder strength α = 0.3. The red error bars represent
disorder fluctuations, and are negligible away from freezing (panel(a)), as well as at freezing for large ω. The largest fluctuations
occur when the freezing condition breaks down due to the contributions of higher order terms in the effective Hamiltonian, but
do not go above 0.14 as seen in panel (b).
The objects ujµ(t), vjµ(t) can be encapsulated into L×L matrices u(t) and v(t). Unitary evolution and canonicality
demands that {γµ(t), γ†ν(t)} = δµν , {γµ(t), γν(t)} = {γ†µ(t), γ†ν(t)} = 0. Thus, u†(t)u(t)+v†(t)v(t) = 1, and vT (t)u(t)+
uT (t)v(t) = 0. Any initial condition we choose must satisfy these conditions at t = 0. Our choice of initial condition
viz. the classical ground state strongly polarized in the +z-direction, translates to |Ψ(0)〉 ∼∏i c†i |0〉. This can be set
by putting u(0) = 0, v(0) = 1.
The magnetization per site can be shown via Jordan-Wigner transformation to be 〈mz(t)〉 ≡ −1+ 2L
∑
i〈Ψ(0)|c†i,H(t)
ci,H(t)|Ψ(0)〉. Substituting the trial solution and using the canonical anti-commutation relations of γµ(t) simplifies
the magnetization to
〈mz(t)〉 = −1 + 2
L
Tr
[
v†(t)v(t)
]
. (S6)
The following exponential form fits the exact numerical data for the disorder-averaged magnetization very well -
〈mz(t)〉 = mz∞ + (mz0 −mz∞) e−t/τ , (S7)
where mz0 (≈ 1 for our case) and mz∞ are the values of mz at the initial and the infinite time limit respectively, and
τ is the decay time-scale. Here, just as in the main paper, 〈. . . 〉 denotes quantum expectation values, and O denotes
average of operator O over disorder realizations. If we turn off the field disorder i.e. set hi in Eq. S1 to 0 ∀i, then
mz∞ ≈ 0, yielding Eq. (2) in the main paper.
All the figures in the main paper are obtained by solving Eqns. S5 numerically using the Runge-Kutta Prince-
Dormand (8, 9) routine from the GNU Scientific Library [r2], and matrix operations (such as the evaluation of Eq. S6)
were vectorized using its associated BLAS library [r3]. Multiple disorder realizations for the same parameter set
were built by using the luxury random number generator in the GNU Scientific Library [r2], and were run in parallel
using the Message Passing Interface. The disorder averages of time-averaged magnetization, denoted by Q where
Q ≡ 〈mz(t)〉, have already been plotted in the main paper. The disorder fluctuations were typically quite small for a
large range of drive parameters at α = 0.3, and were omitted in the main paper. For the sake of completeness, the
disorder fluctuations in the time-averaged magnetization are shown for a representative range of drive parameters in
Fig. S1 .
3ANALYTICAL TREATMENT VIA UNITARY RENORMALIZATION GROUP FLOW IN FLOQUET SPACE
In this section, we elaborate on our analytical treatment of this problem by mapping the T = 2pi/ω - periodic
Hamiltonian in the Hilbert space H to an effective time-independent Hamiltonian Heff such that the unitary evolution
coincides with eiHeff t when t = nT . In order to achieve this, we conceive a family of HamiltoniansH(l; t), parametrized
by l, all of which are linked to each other by unitary transformations given by the operation P l1,l2;t, i.e.
H(l′; t) = P l′,l;t [H(l; t)] ≡ Z†(l′, l; t)H(l; t)Z(l′, l; t)− i Z†(l′, l; t)
{
∂
∂t
Z(l′, l; t)
}
∀ l, l′, (S8)
and H(0; t) is our original Hamiltonian H(t). In addition, we conceive a parameter value l¯ such that Heff ≈ H(l¯; t) =
P l¯,0;t [H(t)] is approximately time independent. This leads to the relation
U(t) ≈ e−iHeff tZ(t) (S9)
where we have dropped the dependencies on l¯, l, and U(t) solves the Schro¨dinger equation for the original Hamiltonian
viz. i∂tU(t) = H(t)U(t). Note that Floquet’s theorem ensures (see [r4, r5] and references therein) that Z(t) is
time-periodic if H(l¯; t) is time independent. If the family of transformations can be generated in such a way that
U(l¯, l; 0) = 1, then this result can be combined with Eq. S9 to yield U(t) ≈ e−iHeff t at integer multiples of the period.
Thus, the claim made in the main paper that Heff is dynamically equivalent to H(t) when strobed at multiples of
the time period is verified. The Wilson (Wegner) numerical renormalization group provides a systematic approach
towards determining such a family of transformations, as well as the value l¯, via unitary flows [r6]. The three step
prescription restricts such flows to the Floquet-Hilbert space that is appropriate for time-periodic Hamiltonians, and
is detailed below.
The first of the three-step process, rewriting the spin Hamiltonian in bosonic language, has already been performed
in Eq. S1. In the next step, we separate the Hamiltonian in Eq. S1 into H(t) = Hs +Hd(t), where
Hs(Ji, hi) = −αJ
L−1∑
i
Ji
(
c†ic
†
i+1 + c
†
ici+1 + h.c.
)
− 2α
L∑
i
hic
†
i ci ,
Hd(Ji, t) = −2 h(t)
L−1∑
i
c†i ci , (S10)
This Hamiltonian is defined in a complete Hilbert space H. In this Hilbert space, we transform the Hamiltonian by
the unitary transformation Λ(t) = exp
{
i
∫ t
0
dτ Hd(τ)
}
, yielding
H˜(t) = Λ(t) H(t) Λ†(t)− i Λ(t)
{
∂
∂t
Λ(t)
}†
= Λ(t) Hs Λ
†(t). (S11)
This Hamiltonian, like the previous one, is periodic in time with period T . In that case, Floquet’s theorem states
that the corresponding Schro¨dinger equation can be solved by states of the type |ψp(t)〉 = eiΩpt |φp(t)〉, where
|φp(t + nT )〉 = |φp(t)〉, and the Floquet quasienergies Ωp are real. Using Fourier’s theorem, the Floquet eigenstates
|φp(t)〉 can be expanded in a basis |n〉, where 〈t|n〉 = e−i nωt. These basis states span a Hilbert space HT ⊂ H,
consisting of states that are time-periodic in T , yielding H˜(t) =
∑
n H˜n e
−i nωt, with time-independent operators H˜n.
The corresponding Floquet operator K(t) ≡ H˜(t)− i ∂t is now mapped to an analogous operator K in the Floquet -
Hilbert space H⊗HT to yield
K = H˜0 ⊗ 1+ 1⊗ ω nˆ+
∑
n6=0
H˜n ⊗ σn. (S12)
In Eq. S12, the operator i ∂t has been mapped to 1 ⊗ ω nˆ. Here, the Floquet number operator acts only in HT
via the basis states as nˆ |n〉 = n |n〉. In addition, the operators σn ∈ HT act as ladder operators on the basis states
with σm |n〉 = |n+m〉. Note that σ0 = 1, and the n = 0 term in the structure of K is shown separately in Eq. S12.
Starting from Eq.s S11 and S10, as well as the Fourier expansion above, we can obtain the components H˜n. Using
the Jacobi-Anger expansion [r7], exp [i η sinωt] =
∑
m Jm(η) e−inωt, we obtain
H˜0 = −αJ
L−1∑
i=1
J0(η)Ji
(
c†ic
†
i+1 + c
†
i ci+1 + h.c
)
− 2 α
L−1∑
i=1
hic
†
ici, (S13)
4with η ≡ 4 h0/ω, and the n 6= 0 components given by H˜n =
∑
i H˜
(i)
n , where
H˜(i)n ≡ −αJJi
{
Jn(η)
(
c†i c
†
i+1 + c
†
i ci+1
)
+ J−n(η)
(
ci+1ci + c
†
i+1ci
)}
. (S14)
The ultimate purpose of writing our Hamiltonian in this manner is to use a systematic approach to renormalize the
hopping terms in H˜
(i)
n to determine any regime in the parameter space where they all might be ignored. The final
step viz. the execution of this approach is described below.
The final step involves determining unitary transformations in K that lead to a dynamically equivalent expression
whose time dependent parts (H˜n6=0) vanish, yielding an effective Hamiltonian Heff = H˜0. In order to do so, we insert
an unknown parameter l and seek a family of unitary transformations on K(l) ∈ H ⊗ HT generated by choosing
antihermitian operators Γ(l) ∈ H⊗HT , such that K = K(l)|l=0, and the flow equations,
d
dl
K(l) =
[
Γ(l) , K(l)
]
, (S15)
are satisfied by all K(l) while maintaining the same component structure as shown in Eq. S12. This way, our theory
remains ’renormalizable’ for all l. Any terms that do not belong in one of the components are ’non-renormalizable’,
and are reduced iteratively by generating new trials for Γ(l) that absorb these terms. The fixed point of Eq. S15 (at,
say l = l¯) should yield the time-independent Hamiltonian via the solution U †s (l¯, t)HeffUs(l¯, t), where Us(l, t) are the
unitary transformations that link the different K(l) to K(0). In order to obtain the first iterative solution for Eq. S15,
we choose for Γ(l) the Wilson generator [r8–r10]
Γ1(l) =
∑
n6=0
bn(l)
[
1⊗ ωnˆ, H˜n ⊗ (σn − 1)
]
, (S16)
and the trial solution for the corresponding flow in Eq. S15,
K1(l) = H˜0 ⊗ 1+ 1⊗ ω nˆ+
∑
j,m 6=0
bm(l) H˜m(Jj)⊗ σm, (S17)
with the initial condition bm(0) = 1. In Eq. S16, the RHS is the commutator between the only term in K(l) that is
fully diagonal in H ⊗HT [r9], and the time-dependent parts of K(l) that come from the nonzero Fourier modes of
H˜(t). The choice of (σn − 1) over σn in Eq. S16 ensures that the unitary transformation that takes H(t) to Heff is
unity at t = 0 [r10]. Substituting Eqs. S17 and S16 into Eq. S15 yields a dynamical system after comparing terms
on both sides, b′n(l) = −ω2n2bn(l), or bn(l) = exp
(−n2ω2l). Here, we have dropped all non-renormalizable terms in
the RHS of Eq. S15. These are now sent to the next iteration, which yields the dominant contribution in ω. The new
generator, chosen in a manner similar to the previous iteration, is
Γ2(l) = Γ1(l) + 2α
2J
∑
i,n6=0
bn(l) Ji hi
{
Jn(η)fˆ †i − J−n(η)fˆi
}
⊗ (σn − 1) ,
fˆ †i ≡ c†i−1
(
ci − c†i
)
− c†i
(
c†i+1 + ci+1
)
. (S18)
Analogously, the trial for the next iteration is
K2(l) = K1(l) + α
∑
i
Ji hi
{
a+(l)fˆ
†
i − a−(l)fˆi
}
⊗ 1, (S19)
with new parameters a±(l), and the initial conditions a±(0) = 0 , bm(0) = 1 keep K(0) = K. Substituting these into
Eq. S15 and comparing like terms on both sides yields the following nontrivial flow dynamics for the parameters,
dbn
dl
= −ω2n2bn,
da+
dl
= −2αJω
∑
n6=0
nbn(l) Jn(η),
da−
dl
= +2αJω
∑
n6=0
nb−n(l) Jn(η), (S20)
5FIG. S2. (Color Online) Plots of Q v.s. ω for two different values of α. In the main panels, the red circles (blue curves) plot
the ordinate obtained from the time-evolution of the full Hamiltonian given by Eq. S1 (effective Hamiltonian given by Eqs.
S23) averaged over t = [0, 300], and 103 disorder realizations. The values of α chosen are indicated in the main legends. Panels
(a) and (c): The value of η = 4h0/ω was kept fixed at the first root of J0(η) as indicated by a gray arrow next to the plot of
J0 (green dashed) in the inset on panel (a). Panels (b) and (d): Here, η was fixed at the fourth root as indicated in the inset
on panel (b). In both insets, the blue curves plot β(η).
where we have truncated out non-renormalizable terms [r11] by substituting a±(l) = a ± (0) = 0 on the RHS of the
flow equation for this iteration [r10]. These equations yield the same solution for bn as the previous iteration, and
a±(l) = ∓2αJ
ω
∑
n6=0
(
1− e−n2ω2l
) Jn(η)
n
. (S21)
The fixed point of the flow dynamics occurs when l→∞, where a±(∞) = ∓2αJβ(η)/ω, and β(η) ≡
∑
n6=0 Jn(η)/n.
Substituting these in Eqs. S19 and S17 yields
K2(∞) =
{
H˜0 − 2α
2J
ω
β(η)
∑
i
Jihi
(
fˆi + fˆ
†
i
)}
⊗ 1+ 1 ⊗ ωnˆ+O(α/ω2). (S22)
In Eq. S22, we identify the first part in the sum on the RHS with the time-independent part of the Hamiltonian,
H˜0 ∈ H, the second part with the operator −i ∂t ∈ HT , and all the H˜n6=0 as the time-dependent parts, which scale
as O(ω−2). Thus, this new Floquet operator maps to a time-independent Hamiltonian Heff ∈ H up to O(ω−1), viz.
Heff = −J
∑
i
j
(0)
i
(
c†i c
†
i+1 + h.c.
)
− J
∑
i
j
(1)
i
(
c†i ci+1 + h.c
)
− µ
∑
i
j
(2)
i c
†
ici,
j
(0)
i ≡ αJi
{
J0(η)− 4αhi
ω
β(η)
}
,
j
(1)
i ≡ αJi J0(η),
j
(2)
i ≡
hi
J
,
µ ≡ 2αJ. (S23)
Note that, in order to obtain Heff , we have canceled out terms like
∑
i c
†
i−1ci with terms like
∑
i c
†
i ci+1 while summing
over large number of lattice indices. Setting the field disorder hi to zero recovers the analytical results discussed in the
main paper, where the full Hamiltonian maps via unitary flows to an identical effective Hamiltonian with renormalized
hopping J → JJ0(η).
6FIG. S3. (Color Online) Here we plot τ vs 1/J0(η) for discrete values of η for which β(η) = 0 (six smallest roots) is satisfied.
Plots for different values of J are shown. We observe a linear behavior (discrete data points fitted with least-square lines) in
the regime µ ≪ J. This can be explained from the fact that for β(η) = 0 and µ ≪ J , Heff ∝ J0(η) (Eq. S23) to a good
approximation, and hence all timescales (including) τ should be proportional to 1/J0(η). The inset shows continuous plots of
τ vs 1/|J0(η)| in the immediate neighborhood of a root of β(η). The root is indicated by a vertical (dot-dashed) red line, and
the values of J chosen are indicated in the main legend.
COMPARISON WITH NUMERICS
The validity and limits of our theoretical description in the previous section can be quantitatively determined by
evolving the dynamics in Eq. S5 in the first section with the time-independent Heff in Eq. S23. Switching to the
fermion representation leaves the Heff invariant, and the matrices A(t), B(t) are time independent. The nonzero
matrix elements in the dynamics for Heff are given by Aij = −αhi δij , Bi,i+1 = −Bi+1,i = αJji/2 at any freezing
point given by J0(η) = 0. The quantities Q and mz(t) can be extracted and compared with those from the evolution
of Eq. S5 with the full Hamiltonian in Eq. S1. Figure S2 shows plots comparing the approach to freezing in Q with
increasing ω for both the time evolution of H(t) and Heff . The left panels show plots when h0 is adjusted for each
ω such that η is at the first root of the zeroth order Bessel function, and the right panels show similar plots for the
fourth root. Based on the structure of our truncated approximation for Heff in Eq. S23, we expect that higher order
contributions will be controlled by powers of the disorder strength α, as well as the value of β(η) at freezing. This
is borne out by the data shown in Fig. S2. When η is at the first root of J0, the value of β(η) is near-maximum
(see the insets of Fig. S2). Here, contributions from the higher order terms cause theory to differ from the numerics
quantitatively if α is appreciable. This can be seen in Fig S2 (c), where α = 0.3. However, these deviations are smaller
when α is decreased to 0.003 as seen in Fig S2 (a). The function β(η) decreases non-monotonically with increasing
η (insets in Fig S2), suppressing higher order contributions at larger roots. Note that J0(η) and β(η) never vanish
simultaneously. The best agreement is in Fig S2 (b), where α and β(η) are the smallest among the chosen values at
freezing.
Another aspect of the exact dynamics that can be inferred from the effective Hamiltonian in Eq. S23 is the time-scale
of the magnetization at or near the roots of the function β(η). If we switch off the field disorder hi by replacing them
with a constant transverse field hi = J , then, in the immediate neighborhood of a root of β(ηr), a Taylor expansion
yields j
(0)
i ≈ αJi{J0(ηr) − (4αJ/ω)(η − ηr)β′(ηr)}, where β′ denotes the η− derivative of β. Since η and ηr both
scale inversely with ω, varying η by varying h0 alone leads to a ω
−2− dependence on the second term, allowing us
to ignore it for large ω. Thus, the contribution of the transverse field at or near the roots of β is negligible in this
regime. In this regime, the time-scale τ of the magnetization mz(t) is expected to scale linearly with the inverse of the
renormalized hopping viz. 1/|JJ0(η)| provided J is sufficiently large compared to α so as to minimize the dynamical
effects of the bond disorder. Figure S3 shows plots of the time-scale τ , obtained via exponential fit to the decay of
mz(t), at the first six roots of β(η). The data is plotted against 1/|J0(η)|, and the points fitted by least-squares to
7lines. The plots demonstrate that the fits get progressively better as J is increased, with deviations due to bond
disorder becoming more and more prominent at smaller J . The inset also shows continuous plots of τ vs. 1/|J0(η)|
in the immediate neighborhood of a single root of β(η) (shown as a vertical red line), demonstrating approximately
linear behavior in the vicinity of the root. Deviations from linearity occur for larger values of η, where higher order
terms in the Taylor expansion begin to contribute. These contributions are non-monotonic, however, and reduce as η
approaches another root of β.
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Substituting the value of H
(j)
n from eqn. S14 yields contributions that go as JiJj , with no like terms in the l-derivative
of the trial K2(l) in eqn. S19 with which to compare. However, given that |Ji| < 1, these terms can be ignored in
comparison to dominant contributions that are linear in Ji . In order to obtain their effects, the next trial for K(l), as
well as corresponding choice for Γ(l), will have to absorb them with a new set of flow parameters as weights. The other
leftover term is [Γ2(l)− Γ1(l),K2(l)−K1(l)], which goes as α3 and can be ignored for small disorder strength.
