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semi-implicit scheme for the simulation of fluid-structure systems involving an
incompressible viscous fluid. The error analysis is performed on a fully dis-
cretized linear coupled problem: a finite element approximation and a semi-
implicit time-stepping strategy are respectively used for space and time dis-
cretization. The fluid is described by the Stokes equations, the structure by
the classical linear elastodynamics equations and all changes of geometry are
neglected. We derive an error estimate in finite time and we prove that the
time discretization error for the coupling scheme is at least
√
δt. Finally, some
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Analyse de convergence d’un sche´ma de
projection semi-implicit pour des problemes
d’interaction fluide-structure
Re´sume´ : Dans cet article on e´tudie la convergence d’un sche´ma de projection
semi-implicite pour la simulation des phe´nome`nes d’interaction fluide-structure
dans le cas ou` le fluide est visqueux incompressible. L’analyse d’erreur est
effectue´e sur le systeme line´aire des e´quations de Stokes couple´es aux e´quations
de l’e´lasticte´ discretise´es en temps et en espace. La discretisation en espace
repose sur une approximation e´le´ments finis avec raccordement incompatible
a` l’interface fluide-structure. La discretisation en temps des e´quations fluides
repose sur le sche´ma non incre´mental de Chorin-Temam et le couplage entre
le fluide et la structure se fait de fac¸on semi-implicite en temps. On montre
que l’ordre de convergence est au moins de
√
δt en temps alors que l’ordre
de convergence en espace de´pend de l’ope´rateur e´le´ments finis de raccord a`
l’interface et du mode`le de structure conside´re´. Des tests nume´riques sur la
convergence en temps confirment les re´sultats the´riques obtenus.
Mots-cle´s : interaction fluide-structure, analyse de convergence, couplage
semi-implicite, sche´ma de projection de Chorin-Temam
Convergence analysis of a semi-implicit FSI coupling scheme 3
1 Introduction
The numerical simulation of fluid-structure systems involving an incompress-
ible viscous fluid may be difficult when the so-called added-mass effect is strong
[12, 21]. This remains true even for really simple linear coupled systems. In
literature, a great variety of strategies have been proposed to solve this kind of
problem. Generally speaking, they can be classified in three groups of coupling
schemes: implicit (also called fully coupled), explicit (or staggered) and semi-
implicit. The implicit ones, like for example [3, 19, 23, 36], preserve the energy
balance at the interface between fluid and structure but are computationally ex-
pensive. Explicit schemes are cheaper but generally unstable in problems with a
strong added-mass effect. They require ad hoc treatments of the interface cou-
pling conditions to be stable (see for example [11, 30]). Semi-implicit schemes,
which represent a good compromise between the previous two, are cheaper than
the implicit ones but more stable than the explicit ones [1, 4, 20, 37]. In the
latter group, the key idea is to perform an explicit-implicit splitting, based on
the use of projection schemes, like the Chorin-Temam method [13, 14, 43] or the
algebraic splitting methods [38, 40]. At each time step, the projection sub-step
is implicitly coupled with the structure, whereas the viscous sub-step, taking
into account the convective-viscous effects and the geometrical non-linearities,
is treated explicitly.
A number of works has been devoted to the analysis of fluid-structure inter-
action (FSI) coupling schemes [17, 25, 26, 42], among them we refer in particular
to [34], in which the convergence of a fully implicit time dependent linearized FSI
problem with non matching finite elements at the interface has been analyzed.
There, optimal error estimates are derived.
Our work is devoted to the convergence analysis of the projection semi-
implicit algorithm proposed in [20], in which the non-incremental Chorin-Temam
projection scheme has been used to obtain a conditionally stable semi-implicit
coupling scheme (see [20, Theorem 1]). The analysis will be carried out for a lin-
ear fluid-structure problem where the fluid is described by the Stokes equations,
the structure by the classical linear elastodynamics equations (linearized elastic-
ity, plate or shell models) and all changes of geometry are neglected. The fluid
and structure equations are fully discretized in space and time. In particular, for
the coupled problem a space finite element discretization with non-conforming
matching at the interface is considered, the fluid is discretized in time with
the non-incremental Chorin-Temam projection scheme, while the structure by
a first order in time scheme. The coupling conditions at the interface are first
order in time approximations and are treated in a semi-implicit way.
The algorithm raises interesting theoretical and numerical problems concern-
ing its accuracy in time and, to our knowledge, this is the first study where error
estimates are derived for such schemes. Our aim is to better understand what
kind of time accuracy could be expected. It is clear that the scheme will be at
most of order one. However, there are two main reasons for which it could be
of order less than one. First, it is well-known that the non-incremental Chorin-
Temam scheme, in a pure hydrodynamic problem, has a reduced time accuracy.
For the latter, the following error estimates for the velocities uh, u˜h and the
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pressure ph were indeed proved (see [2, 18, 28, 29, 39] for more details):
||u(tn)− unh||l∞(L2(Ωf )) + ||u(tn)− u˜nh||l∞(L2(Ωf )) ≤ c(hk+1 + δt),
||u(tn)− u˜nh||l∞(H1(Ωf )) + ||p(tn)− pnh||l∞(L2(Ωf )) ≤ c(hk +
√
δt),
(1)
where k is the finite element order (we refer to Section 3 for the notation used).
How the accuracy of the fluid scheme acts on the one of the coupled scheme
must then be studied. Second, the semi-implicit treatment of the coupling con-
ditions at the fluid-structure interface may also contribute to a modification
of the convergence order. Our aim is therefore to investigate through a theo-
retical analysis and by means of some numerical experiments if and how the
convergence rate of the projection semi-implicit algorithm is affected.
The paper is organized as follows. In Section 2, the coupled fluid-structure
problem is introduced in a differential form. Initial and boundary conditions are
given both for the Stokes and the elastodynamic equations. Subsequently the
variational formulation and the corresponding variational setting are presented.
Section 3 describes the projection semi-implicit scheme proposed in [20]. Spe-
cial attention is given to its time and space discretization and to the interface
matching operator between the fluid and structure domains. In particular, we
remark that for the structure, the Leap-Frog time discretization scheme is used
throughout the analysis since a conditional stability has been proved in this case.
The study for the Newmark scheme is still an open question from a theoretical
point of view, even if computationally it is known to lead to stable algorithms.
A non-conforming space discretization of the coupled domain is considered and
two possible matching operators are analyzed: a pointwise matching and an
integral one. The introduction of a matching operator comes from the fact that,
for the time being, the stability analysis of the semi-implicit scheme is proved in
[20] under stability conditions that involve different mesh sizes for the fluid and
the structure. In Section 4, we build appropriate finite element approximations
of the continuous velocity, pressure and displacement. In Section 5, we state
the main result and we detail the error analysis of the numerical scheme. A
discussion on the optimality in space of the error estimates depending on the
structure model, on the interface matching operator and on the polynomial de-
gree of the approximation for the fluid is also presented. Numerical experiments
that confirm the theoretical result are given in Section 6. There, the time ac-
curacy of the analyzed semi-implicit coupling scheme is compared to the ones
of two other FSI algorithms with respect to an analytical solution. Finally, the
last section is devoted to concluding remarks.
2 Problem setting
2.1 Hypotheses and notations
In order to carry out the analysis we consider a simplified fluid-structure in-
teraction model where a low Reynolds regime is assumed and where the fluid-
structure interface undergoes infinitesimal displacements. The fluid might then
be simply described by the Stokes equations in a fixed domain Ωf ⊂ Rd, d = 2, 3.
For the structure we also consider a linear behavior, described either by the
classical linearized elastodynamics equations or by equations based on linear
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beam/plate/shell models. The reference domain of the solid is denoted by
Ωs ⊂ Rd. It will be either a domain or a surface of Rd (in this latter case the elas-
tic domain is identified by its mid-surface). We still denote by Σ def= ∂Ωs ∩ ∂Ωf
the fluid-structure interface. When the structure is described by beam/shell
model we have Ωs = Σ, see Figure 1. We indicate by Γdf (resp. Γ
d
s) the fluid
(resp. structure) boundary which doesn’t belong to the fluid-structure interface.
Namely Γdf = ∂Ω
f\Σ (resp. Γds = ∂Ωs\Σ).
(a) Case Ωs 6= Σ (b) Case Ωs = Σ
Figure 1: Examples of geometric configurations.
When dealing with a d-dimensional structure, our fluid-structure problem
reads as follows:
Find the fluid velocity u : Ωf × R+ → Rd, the fluid pressure p : Ωf × R+ → R
and the structure displacement η : Ωs × R+ → Rd such that
ρf∂tu−∇ · σf (u, p) = 0 in Ωf ,
∇ · u = 0 in Ωf ,
u = 0 on Γdf ,
ρs∂ttη −∇ · σs(η) = 0 in Ωs,
η = 0 on Γds ,
(2)
with the interface coupling conditions{
u = ∂tη on Σ,
σs(η)ns = −σf (u, p)nf on Σ. (3)
Here, ρf and ρs represent respectively the fluid and solid densities, σf (u, p) def=
−pI+2µ(u) stands for the fluid Cauchy stress tensor, with µ the fluid dynamic
viscosity and (u) def= 12
(∇u+∇uT) the strain rate tensor. In the structure
equation, σs(η) stands for the Cauchy stress tensor and is related to the dis-
placement η through an appropriate constitutive law (the Hook’s law in the
case of linearized elasticity). The coupling between the fluid and the structure
is realized by imposing at the interface Σ the kinematic condition (3)1 and the
action-reaction principle (3)2. In (3)2, nf and ns define, respectively, the out-
ward unit normals to the fluid and solid domains. The coupled problem (2)-(3)
is finally completed by the initial conditions
u(0) = u0, η(0) = η0, ∂tη(0) = η1. (4)
Before going any further in the analysis, a few remarks are in order:
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6 Astorino & Grandmont
• To avoid a pedantic notation the space-time dependence of the unknowns
will be occasionally omitted throughout this work, the equivalence of the
notations
u = u(t) = u(x, t), p = p(t) = p(x, t) and η = η(t) = η(x, t),
is however assumed.
• For the sake of simplicity, we choose to consider homogeneous Dirichlet
boundary conditions on Γdf and Γ
d
s and no external forces on the cou-
pled system. Nonetheless, the performed convergence analysis could be
easily extended to a case where more general assumptions on boundary
conditions hold and external forces are considered.
• When the structure motion is described by a beam, shell or membrane
model the coupling condition is the kinematic condition (equality of the
velocities) and instead of condition (3)2, the load applied by the fluid on
the elastic media appears in the right-hand side of the structure equation.
Nevertheless, the variational formulation of both problems takes the very
same form.
2.2 Variational formulation
In order to provide a variational setting for the above coupled problem, we
consider the usual Sobolev spaces Hm(Ω), m ≥ 0, with the subspaces
Hm0 (Ω)
def= {f ∈ Hm(Ω) : f = 0 on ∂Ω}
and
Hm0,Γ(Ω)
def= {f ∈ Hm(Ω) : f = 0 on Γ}.
Here L2(Ω) = H0(Ω) and the associated scalar product will be denoted by
(·, ·)Ω. The space Hm(Ω) is equipped with the norm ‖ · ‖m,Ω and semi-norm
| · |m,Ω for a given domain Ω ⊂ Rd. Hence, for the fluid, we define the functional
spaces
V f
def=
{
vf ∈ H1(Ωf ) : vf = 0 on Γdf
}
,
Q
def=
{
q ∈ L2(Ωf )} ,
while for the structure, the functional space is denoted by V s ⊆ {vs ∈ H1(Ωs) : vs = 0 on Γds}.
In the particular case of linearized elasticity the equality holds, that is
V s =
{
vs ∈ H1(Ωs) : vs = 0 on Γds
}
.
We also assume that no distinction will be made between spaces of real-valued
functions and spaces of vector-valued functions.
A first weak formulation for the problem (2)-(3) can be derived by multiply-
ing equations (2)1 and (2)4 by a test function v ∈ H10 (Ωf ∪ Ωs ∪ Σ) such that
v|Ωs ∈ V s. Performing an integration by parts and using the interface condition
(3)2 yields
ρs(∂ttη,v)Ωs + as(η,v) + ρf
(
∂tu,v
)
Ωf
+ 2µ
(
(u), (v)
)
Ωf
− (p,∇ · v)
Ωf
+
(
q,∇ · u)
Ωf
= 0,
∀(v, q) ∈ H10 (Ωf ∪ Ωs ∪ Σ)× L2(Ωf ), v|Ωs ∈ V s, (5)
INRIA
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where as(·, ·) denotes the bilinear form associated with the structure part. We
will assume that as(·, ·) defines a scalar product on V s and that exists r ≥ 1
such that
as(v,v) ≥ C‖v‖2r,Ωs , ∀v ∈ V s. (6)
Typically, r will be equal to 1 or 2. In the case of linearized elasticity, as(·, ·)
writes
as(η,v) =
(
σs(η), (v)
)
Ωs
,
and it is coercive in H10,Γds (Ω
s) (thus r = 1) thanks to Korn’s inequality [15].
In (5), a global test function v ∈ H10 (Ωf∪Ωs∪Σ) has been used. Nonetheless,
we could also have independent test functions that are not necessary equal at
the interface Σ of the two subdomains. In this case, a more general variational
formulation of (2)-(3) could be written by introducing a Lagrange multiplier ξ
such that (u,η, p, ξ) satisfy
ρs(∂ttη,vs)Ωs + as(η,vs) + ρf
(
∂tu,v
f
)
Ωf
+ 2µ
(
(u), (vf )
)
Ωf
− (p,∇ · vf)
Ωf
+
(
q,∇ · u)
Ωf
+ 〈ξ,vs − vf 〉Σ = 0,
∀(vs,vf , q) ∈ V s × V f ×Q. (7)
Here, the operator 〈·, ·〉Σ denotes the duality product between (H1/200 (Σ))′ and
H
1/2
00 (Σ). The space H
1/2
00 (Σ) is a subspace of H
1/2(Σ) with a strictly finer
topology, such that, if we extend by zero on ∂Ωf (resp. ∂Ωs) any v ∈ H1/200 (Σ),
then the extension belongs to H1/2(∂Ωf ) (resp. H1/2(∂Ωs)). For a proof of the
existence of the Lagrange multiplier ξ we refer to [34].
This last formulation will be the one used in our analysis. As a matter of fact,
since we will consider non-conforming finite element, the discrete test functions
will not be equal at the interface but will only satisfy a weak matching.
Note that any regular enough solution of such a coupled fluid-structure sys-
tem satisfies an energy equality that writes
ρf
2
∫
Ωf
|u|2︸ ︷︷ ︸
Fluid kinetic energy
+ 2µ
∫
Ωf
|(u)|2︸ ︷︷ ︸
Dissipation within the fluid
+
ρs
2
∫
Ωs
|∂tη|2︸ ︷︷ ︸
Structure kinetic energy
+
1
2
as(η,η)︸ ︷︷ ︸
Structure mechanical energy
=
ρf
2
∫
Ωf
|u0|2 + ρ
s
2
∫
Ωs
|η1|2 +
1
2
as(η0,η0).
For the well-posedness of the linear fluid-structure interaction problem we refer
to [17, 34, 35], and, in all that follows, we will assume that its solution is smooth
enough.
Remark 1 We recall that for the coupled problem (2)-(3) different resolution
strategies has been developed: from monolithic approaches, to partitioned proce-
dures (see e.g. [22, Chapter 9] for a review). The semi-implicit fluid-structure
interaction scheme we will analyze is based on a Dirichlet–Neumann partitioned
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8 Astorino & Grandmont
procedure: the fluid problem is solved with a Dirichlet boundary condition at the
interface, the structure with a Neumann boundary condition. In this framework,
the variational formulation (5) could be equivalently rewritten in the following
way:
For all (vf , q) ∈ (V f ∩H10 (Ωf ))×Q and vs ∈ V s, find (u, p,η) ∈ V f ×Q×V s
such that
ρf
(
∂tu,v
f
)
Ωf
+ 2µ
(
(u), (vf )
)
Ωf
− (p,∇ · vf)
Ωf
+
(
q,∇ · u)
Ωf
= 0,
u = ∂tη, on Σ,
ρs(∂ttη,vs)Ωs + as(η,vs) = −〈R(u, p),L(vs)〉 .
(8)
The operator L represents a continuous extension operator from V s into the
space V f , while
〈R(u, p),vf〉 is defined by〈R(u, p),vf〉 def= ρf(∂tu,vf)Ωf +2µ((u), (vf ))Ωf−(p,∇·vf)Ωf , ∀vf ∈ V f ,
and it represents the fluid interface load on the structure.
Note that, since
〈R(u, p),vf〉 depends only on the trace of vs at the interface
and not on the choice of L, we can easily prove the equivalence between (5) and
(8) thanks to the following decomposition
H10 (Ω
f ∪ Ωs ∪ Σ) = VD ⊕ VN ,
where
VD =
{
v ∈ H10 (Ωf ∪ Ωs ∪ Σ) : v|Ωf = vf ∈
(
V f ∩H10 (Ωf )
)
and v|Ωs = 0
}
,
VN =
{
v ∈ H10 (Ωf ∪ Ωs ∪ Σ) : v|Ωs = vs ∈ V s and ∃ L s.t. v|Ωf = L(vs)
}
.
3 Semi-implicit projection scheme
Let us denote by δt > 0 the time step. Assuming that u˜n, un, pn, ηn and ηn−1,
approximations of u(tn),η(tn), p(tn) and η(tn−1), are known at time tn = nδt,
the semi-implicit projection scheme, introduced in [20], for the coupled system
(2)-(3) is given by
Step 1: (explicit viscous-structure coupling)
ρf
u˜n+1 − un
δt
− 2µdiv ((u˜n+1)) = 0, in Ωf ,
u˜n+1 =
ηn − ηn−1
δt
, on Σ.
(9)
Step 2 : (implicit pressure-structure coupling)
• Fluid projection sub-step:
ρf
un+1 − u˜n+1
δt
+∇pn+1 = 0, in Ωf ,
divun+1 = 0, in Ωf ,
un+1 · nf = η
n+1 − ηn
δt
· nf , on Σ.
(10)
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• Solid sub-step: ρs
ηn+1 − 2ηn + ηn−1
δt2
− divσs(ηn+1) = 0, in Ωs,
σs(ηn+1) · ns = σf (u˜n+1, pn+1) · ns, on Σ.
(11)
Note that, at the first step, the kinematic condition verified by u˜n+1 is explicit,
whereas, for the second step, the kinematic condition verified by un+1 is implicit.
The stress applied by the fluid on the structure is thus split in two: the pressure
part computed through an implicit procedure and the viscous part computed
through an explicit one.
Remark 2 Usually the time discretization for the structure is based on a New-
mark scheme. Nevertheless, since the conditional stability of the semi-implicit
has been proved only for the Leap-Frog time discretization scheme, we will derive
error bounds in this case. The study for the Newmark scheme is still an open
question from a theoretical point of view, even if, from a computational point of
view, it leads to stable algorithms.
In order to define the variational formulation of (9)-(11) we introduce the spaces
Y f
def=
{
vf ∈ L2(Ωf ) :∇ · vf ∈ L2(Ωf ), vf · n = 0 on Γdf
}
,
Y f0
def=
{
vf ∈ Y f : vf · nf = 0 on Σ} .
Assuming that u˜n, un, ηn and ηn−1 are known at time tn = nδt, the semi-
discretized in time formulation writes:
Find (u˜n+1,un+1, pn+1,ηn+1) ∈ V f × Y f × L2(Ωf )× V s such that:
Step 1: (explicit viscous-structure coupling)
ρf
δt
(
u˜n+1 − un, v˜f)
Ωf
+ 2µ
(
(u˜n+1), (v˜f )
)
Ωf
= 0, ∀v˜f ∈ V f ∩H10 (Ωf ),
u˜n+1 =
ηn − ηn−1
δt
, on Σ,
(12)
Step 2: (implicit pressure-structure coupling)
ρf
δt
(
un+1 − u˜n+1,vf)
Ωf
− (pn+1,∇ · vf)
Ωf
+
(
q,∇ · un+1)
Ωf
= 0,
∀(vf , q) ∈ Y f0 × L2(Ωf ),
un+1 · nf = η
n+1 − ηn
δt
· nf , on Σ,
ρs
δt2
(
ηn+1 − 2ηn + ηn−1,vs)
Ωs
+ as(ηn+1,vs) = − 〈Rµ(u˜n+1),L(vs)〉
− 〈Rp(un+1, pn+1),L(vs)〉 , ∀vs ∈ V s,
(13)
RR n° 6996
10 Astorino & Grandmont
where Rµ and Rp are the fluid residuals〈
Rµ(u˜n+1), v˜f
〉
def=
ρf
δt
(
u˜n+1 − un, v˜f)
Ωf
+ 2µ
(
(u˜n+1), (v˜f )
)
Ωf
,〈Rp(un+1, pn+1),vf〉 def= ρf
δt
(
un+1 − u˜n+1,vf )Ωf −
(
pn+1,∇ · vf )Ωf ,
for all v˜f ,vf ∈ V f . In this scheme the residual R has been split in two terms,
Rµ and Rp, one associated with the viscous step, the other with the projection
step.
3.1 Fully discretized scheme
In the following, {T fh }0≤h≤1 (resp. {T sH}0≤H≤1) is the family of triangulations
of the domain Ωf (resp. Ωs). For each triangulation the subscripts h,H ∈ (0, 1]
refer to the level of refinement of the triangulation. In particular, h is defined
as
h
def= max
K∈T fh
hK ,
with hK the diameter of the element K. We define H in an analogous way. In
addition, we assume that both families of triangulations are quasi-uniform. For
instance, for {T fh }0<h≤1, this implies that
hK
ρK
< CR, hK ≥ CUh, ∀K ∈ Th, ∀h ∈ (0, 1], (14)
where ρK stands for the diameter of the largest inscribed ball inK and CR, CU >
0 are fixed constants. In the sequel, C > 0 is used to denote a generic mesh
independent constant. We define Qh as an internal Lagrange finite element
approximation of L2(Ωf ), Xfh as an internal C0 finite element approximation of
H1(Ωf ), V fh = X
f
h ∩ V f , V sH being an internal, at least C0, finite element space
approximation of V s. We assume that Xfh satisfies:{
vh ∈ C0(Ωf ),vh|K ∈ Pk,∀K ∈ T fh
}
⊂ Xfh , with k ≥ 1, (15)
where Pk, k ≥ 0, is the space of polynomials of degree less than or equal to k.
Moreover, the spaces V fh and Qh are chosen in such a way that every couple
(vh, qh) in V
f
h ×Qh satisfies the LBB condition [9, 10]. We refer to [17] where,
assuming that
(
V fh ∩H10 (Ωf )
)×(Qh∩L20(Ωf )) satisfies the LBB, it is proved that
it is also the case for V fh ×Qh. Here, the space L20(Ωf ) denotes the subspace of
L2(Ωf ) of zero-average functions in Ωf . We also set V fh,0
def= V fh ∩H10 (Ωf ). The
space Y f (resp. Y f0 ) is approximated by Y
f
h (resp. Y
f
h,0) such that V
f
h ⊂ Y fh . For
a discussion on the possible choices of approximation spaces for the projection
method we refer to [28]. Furthermore, we denote by V sH(Σ) and V
f
h (Σ) the finite
element trace spaces associated with V sH and V
f
h , respectively. Note that V
s
H(Σ)
is equal to V sH whenever Ω
s ⊂ Rd−1. Finally, pih : V sH(Σ)→ V fh (Σ) stands for a
given interface matching operator. For instance, pih can be a linear interpolation
operator associated with the fluid finite element (nodal-wise matching) or a
projection based operator (see [7]). Therefore, the fully discretized problem
INRIA
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writes as follows:
Find (u˜n+1h ,u
n+1
h , p
n+1
h ,η
n+1
H ) ∈ V fh × Y fh ×Qh × V sH such that
ρf
δt
(
u˜n+1h − unh, v˜fh
)
Ωf
+ 2µ
(
(u˜n+1h ), (v˜
f
h)
)
Ωf
= 0, ∀v˜fh ∈ V fh,0,
u˜n+1h = pih
(
ηnH − ηn−1H
δt
)
, on Σ,
(16)

ρf
δt
(
un+1h − u˜n+1h ,vfh
)
Ωf
− (pn+1h ,∇ · vfh)Ωf + (qh,∇ · un+1h )Ωf = 0,
∀(vfh, qh) ∈ Y fh,0 ×Qh,
un+1h · nf = pih
(
ηn+1H − ηnH
δt
)
· nf , on Σ,
ρs
δt2
(
ηn+1H − 2ηnH + ηn−1H ,vsH
)
Ωs
+ as
(
ηn+1H ,v
s
H
)
= − 〈Rµ(u˜n+1h ),Lh(vsH)〉
− 〈Rp(un+1h , pn+1h ),Lh(vsH)〉 , ∀vsH ∈ V sH .
(17)
Here, Lh : V sH(Σ) −→ V fh stands for any given discrete continuous lifting oper-
ator satisfying
Lh(bH) = pih(bH), on Σ. (18)
There are several reasons for introducing non-conforming finite elements at
the interface. On the one hand, the fluid-structure problem could involve differ-
ent type of operators (take, for instance, Stokes coupled with a plate) for which
the finite element discretization may lead to non-conforming finite elements at
the interface even for matching grids. On the other hand, from a technical point
of view, the stability of this semi-implicit scheme is known under sufficient con-
ditions obtained by using different mesh sizes [20]. Note, however, that in [1],
where the Nitsche’s method has been used to impose Dirichlet boundary condi-
tions in the explicit step, this restriction does not appear. We finally recall that
for the scheme (16)-(17) the following stability result has been proved in [20]:
Theorem 1 Assume that the interface operator pih : V sH(Σ) −→ V fh (Σ) is L2-
stable on V sH(Σ). Then, there exists a constant C > 0, independent of the
physical and discretization parameters, such that under the condition
ρs ≥ C
(
ρf
h
Hα
+
µδt
hHα
)
, with α def=
{
0, if Ωs = Σ,
1, if Ωs 6= Σ, (19)
the semi-implicit coupling scheme is stable in the energy-norm.
Considering (19), we note that:
• when α = 0, then the stability condition does not involve the structure
mesh size and, in particular, one could set H = h, and stabilize the scheme
by simply reducing h (and δt).
• when α = 1, if ρs is large enough, then one could also consider conforming
matching at the interface. Note moreover, that in the numerical simu-
lations performed so far, a conforming matching has always been used
without any consequence on stability.
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3.2 Interface matching operators
We now give the definitions as well as some properties of two possible matching
operators: a pointwise matching and an integral one.
3.2.1 Pointwise matching
Let pih : C0(Σ) −→ V fh (Σ) be the standard finite element interpolation operator
associated with the fluid part. As in Theorem 1, we assume that this operator
satisfies the assumption:
pih is L2-stable and H10 -stable in V
s
H(Σ), (20)
and the following approximation property: ∀ 0 ≤ l ≤ k+1, s.t. V s(Σ) ⊂ H l(Σ),
‖pih(bH)− bH‖0,Σ ≤ Chl‖bH‖l,Σ, ∀bH ∈ V sH(Σ), (21)
where V s(Σ) denotes the space of trace functions on the interface Σ of V s.
Note that since we assume that V s is continuously embedded in Hr(Ωs), then
l ≤ r − α2 with
α
def=
{
0, if Ωs = Σ,
1, if Ωs 6= Σ. (22)
The property (20) holds true, for instance, when the fluid interface mesh is
a sub-triangulation of the solid interface mesh, namely, for all K ∈ T fh with
|K ∩ Σ| 6= 0 there exists K ′ ∈ T sH such that
K ∩ Σ ⊂ K ′ ∩ Σ.
We refer to [20] for a proof of the L2-stability. In a similar way one can prove
that the finite element interpolation operator is H10 -stable on V
s
H(Σ). Under
the same assumption on the interface meshes, estimate (21) can be proved by
introducing the Clement operator that is known to verify (21) (see [16]) and by
using (20) for the finite element interpolation operator pih.
Remark 3 Note that if we consider the Clement operator instead of the stan-
dard finite element interpolation operator then properties (20) and (21) hold
with no additional assumption on the interface mesh (see [16]).
3.2.2 Mortar matching
In the case of a mortar matching, the operator pih : L2(Σ) −→ V fh (Σ) is defined
as follows: ∫
Σ
(b− pih(b)) · φh = 0,∀φh ∈ V˜ fh (Σ), (23)
where V˜ fh (Σ) is a subspace of X
f
h (Σ) such that{
vh ∈ C0(Σ),vh|K ∈ Pk−1,∀K ∈ T fh with |K ∩ Σ| 6= 0
}
⊂ V˜ fh (Σ), with k ≥ 1.
We will moreover assume that V˜ fh (Σ) has good approximation properties. More
precisely, let p˜ih be the L2 orthogonal projection operator on V˜
f
h (Σ), then ∀ 0 ≤
τ ≤ 1, ∀v ∈ Hτ (Σ)
‖p˜ih(v)− v‖0,Σ + h− 12 ‖p˜ih(v)− v‖
(H
1
2
00(Σ))
′
≤ Chτ‖v‖τ,Σ. (24)
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The proof of this property, in the two-dimensional case, can be found in [7, 8].
Moreover, we require that the mortar operator pih verifies the following stability
properties: ∀v ∈ H10 (Σ)
‖pih(v)‖0,Σ ≤ C‖v‖0,Σ, (25)
‖pih(v)‖H10 (Σ) ≤ C‖v‖H10 (Σ), (26)
and for all v ∈ H 1200(Σ),
‖pih(v)‖
H
1
2
00(Σ)
≤ C‖v‖
H
1
2
00(Σ)
. (27)
Finally, the following error estimate is assumed to hold true, ∀ 12 ≤ λ ≤ k + 1
∀v ∈ Hλ(Σ) ∩H 1200(Σ), ‖pih(v)− v‖
H
1
2
00(Σ)
≤ Chλ− 12 ‖v‖λ,Σ. (28)
The proof of (25)-(28) can be found in [5] for the two-dimensional case. Exam-
ples of three-dimensional finite element spaces verifying the same inequalities
can be found in [6]. Note that these properties imply that V˜ fh (Σ) is a good
approximation of the space (H
1
2
00(Σ))
′.
4 Construction of the finite element approxima-
tions
In this section, we build an appropriate finite element approximation of the
exact solution (u, p,η) defined in Section 2, that verifies an implicitly discretized
kinematic condition at the interface (see (29)). A time discretization error
will be consequently introduced in the error estimate. In [34], a quite similar
construction is made. There, the authors first build approximations of the
fluid and structure displacements that match at the interface at each time and
then they build velocities satisfying an implicit condition at the interface. Here
instead we directly build the approximations of the fluid velocity uh(t) ∈ V fh
and of the structure displacement ηH(t) ∈ V sH such that
uh(ti) = pih
(
ηH(ti)− ηH(ti−1)
δt
)
, ∀i s.t. ti ≤ T. (29)
Moreover, since we consider two different types of matching operators pih at
the interface, a discussion on the optimality of the pointwise matching operator,
depending on the elastic model, will follow (the mortar operator leading to
optimal error estimate in every cases).
First, we define (P fh (u)(t), P
f
h (p)(t), P
s
H(η)(t)) as follows:

2µ
(
(P fh (u)(t)), (vh)
)
Ωf
+
(
P fh (p)(t),∇ · vh
)
Ωf
=
2µ ((u)(t), (vh))Ωf + (p(t),∇ · vh)Ωf ,∀vh ∈ V fh ,(
qh,∇ · P fh (u)(t)
)
Ωf
= 0,∀qh ∈ Qh,
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and
as(P sH(η)(t),vH) = a
s(η(t),vH),∀vH ∈ V sH .
Then, in a standard way (see [10, 16]), these finite element functions satisfy the
following error estimates:
‖P fh (u)(t)− u(t)‖1,Ωf + ‖P fh (p)(t)− p(t)‖0,Ωf ≤
inf
vh∈V fh
‖u(t)− vh‖1,Ωf + inf
qh∈Qh
‖p(t)− qh‖0,Ωf , (30)
‖P sH(η)(t)− η(t)‖V s ≤ inf
vH∈V sH
‖η(t)− vH‖V s . (31)
We now build corrections of (P fh (u), P
s
h(η)) such that (29) is satisfied and
(∇ · uh, qh)Ωf = 0, ∀qh ∈ Qh. These two conditions imply that∫
Σ
pih
(
ηH(ti)− ηH(ti−1)
δt
)
· n = 0.
Nevertheless,
∫
Σ
pih
(
P sH(η)(t
i)− P sH(η)(ti−1)
δt
)
· n 6= 0. Consequently, we add
a correction cH(t) to P sH(η) so that
∫
Σ
pih
(
P sH(η)(t) + cH(t)
)
·n is equal to a
given time independent constant. Let usH ∈ V sH be an approximation of us ∈ V s
such that
∫
Σ
us ·n 6= 0. Then, for h and H sufficiently small ∫
Σ
pih(usH) ·n 6= 0.
We set
ηH(t) = P
s
H(η)(t) + cH(t) = P
s
H(η)(t)−
∫
Σ
(
pih(P sH(η)(t))− η0
)
· n∫
Σ
pih(usH) · n
usH .
With this definition
∫
Σ
pih(ηH(t)) · n =
∫
Σ
η0 · n, for all t. Next, we build a
correction of P fh (u)(t), denoted zh(t), that is affine in time and such that
P fh (u)(t
i) + zh(ti) = pih
(
ηH(ti)− ηH(ti−1)
δt
)
· n, on Σ,
and
(∇ · zh, qh)Ωf = 0, ∀qh ∈ Qh.
This can be done by solving a discrete Stokes problem:
Find (zh(ti), µh(ti)) ∈ V fh ×
(
Qh ∩ L20(Ωf )
)
such that{
2µ
(
(zh(ti)), (vh)
)
Ωf
+
(
µh(ti),∇ · vh
)
Ωf
= 0, ∀vh ∈ V fh ∩H10 (Ωf ),(
qh,∇ · zh(ti)
)
Ωf
= 0 ,∀qh ∈ Qh ∩ L20(Ωf ),
and
zh(ti) = pih
(
ηH(ti)− ηH(ti−1)
δt
)
· n− P fh (u)(ti), on Σ.
This discrete Stokes problem is well-posed and the couple (zh(ti), µh(ti)) satis-
fies
‖zh(ti)‖1,Ωf + ‖µh(ti)‖0,Ωf ≤ C
∥∥∥∥pih(ηH(ti)− ηH(ti−1)δt
)
− P fh (u)(ti)
∥∥∥∥
H
1
2
00(Σ)
.
(32)
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Finally, we define affine in time velocity and pressure such that
uh(ti) = P
f
h (u)(t
i) + zh(ti),
and
ph(ti) = P
f
h (p)(t
i) + µh(ti).
We now verify that the considered velocity, pressure and displacement are
good approximations of (u, p,η) in V f × Q × V s. Thus, the correction terms
(zh, µh, cH) have to be estimated. In this study, an error in time as well as an er-
ror due to the incompatible matching at the interface will appear. First, we esti-
mate cH(t) = −
∫
Σ
(
pih(P sH(η)(t)) · n− η0 · n
)
usH , with u
s
H =
usH∫
Σ
pih(usH) · n
. We note that
∫
Σ
η(t) · n =
∫
Σ
η0 · n for all t, consequently
cH(t) = −
∫
Σ
(
pih(P sH(η)(t)) · n− η(t) · n
)
usH . (33)
Next we distinguish two cases.
Pointwise matching. If the operator pih is the interpolation operator then
we write
cH(t) = −
∫
Σ
(
pih(P sH(η)(t))−P sH(η)(t)
)
·n usH+
∫
Σ
(
P sH(η)(t)−η(t)
)
·n usH .
Consequently, we obtain
‖cH(t)‖V s ≤ C
(
‖pih(P sH(η)(t))− P sH(η)(t)‖0,Σ + ‖η(t)− P sH(η)(t)‖0,Σ
)
.
To estimate the first term we use assumption (21), and the second term is
estimated using (31). Thus,
‖cH(t)‖V s ≤ C
(
hl‖P sH(η)(t)‖l,Σ + inf
vH∈V sH
‖η(t)− vH‖V s
)
,
for all 0 ≤ l ≤ k + 1 such that V s(Σ) is continuously embedded in H l(Σ). In
particular, l ≤ min(r − α2 , k + 1), where α is defined by (22) and r is such that
V s is continuously embedded in Hr(Ωs). Moreover, due to the definition of
P sH(η), for l ≤ r − α2 , we have
‖P sH(η)‖l,Σ ≤ C‖P sH(η)‖r,Ωs ≤ C‖P sH(η)‖V s ≤ C‖η‖V s .
This last inequality yields
‖cH(t)‖V s ≤ C
(
hl‖η(t)‖V s + inf
vH∈V sH
‖η(t)− vH‖V s
)
.
RR n° 6996
16 Astorino & Grandmont
Mortar matching. Now we consider the case where the matching is ensured
by the mortar finite element operator. We have the following decomposition of
cH(t)
cH(t) = −
∫
Σ
(
pih
(
P sH(η)(t)
) · n− η(t) · n)usH
= −
(∫
Σ
pih
(
P sH(η)(t)− η(t)
) · n)usH + ∫
Σ
(
pih
(
η(t)
) · n− η(t) · n)usH .
Consequently,
‖cH(t)‖V s ≤ C
(∥∥pih(P sH(η)(t)− η(t))∥∥0,Σ + ∣∣∣∣∫
Σ
(pih(η(t))− η(t)) · n
∣∣∣∣ ).
Since we assume that the integral matching operator is stable in the L2-norm,
see (25), we obtain
‖cH(t)‖V s ≤ C
(
‖P sH(η)(t)− η(t)‖0,Σ +
∣∣∣∣∫
Σ
(pih(η(t))− η(t)) · n
∣∣∣∣ ).
The first term of this inequality is estimated as in (31). For the second term,
we take advantage of the definition of the operator to get∫
Σ
(pih(η(t))− η(t)) · n =
∫
Σ
(pih(η(t))− η(t)) · (n− p˜ih(n)),
and thus∣∣∣∣∫
Σ
(pih(η(t))− η(t)) · n
∣∣∣∣ ≤ C‖pih(η(t))− η(t)‖H 1200(Σ)‖n− p˜ih(n)‖(H 1200(Σ))′ .
From the assumptions (24) and (28) made respectively on p˜ih and pih we have∣∣∣∣∫
Σ
(pih(η(t))− η(t)) · n
∣∣∣∣ ≤ Chλ‖η(t)‖λ,Σ, ∀ 12 ≤ λ ≤ k + 1.
To summarize, in both cases we have
‖cH(t)‖V s ≤ C
(
hl‖η(t)‖V s + inf
vH∈V sH
‖η(t)− vH‖V s
)
,
where, in case of the finite element interpolation operator,
l ≤ min
(
r − α
2
, k + 1
)
; (34)
while in the mortar case
1
2
≤ l ≤ k + 1. (35)
Thus the difference between the continuous displacement η and its finite element
approximation ηH in V s can be estimated by the best approximation of η in
V sH and a term measuring the error due to the non-conforming matching at the
interface:
‖η(t)− ηH(t)‖V s ≤ C
(
hl‖η(t)‖V s + inf
vH∈V sH
‖η(t)− vH‖V s
)
, (36)
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where l is subject to the same restrictions (34)-(35) as above.
Now we take care of the fluid velocity and estimate ‖u(ti)−uh(ti)‖1,Ωf . We
have to estimate ‖z(ti)‖1,Ωf . By definition of zh and remembering (32),
‖zh(ti)‖1,Ωf ≤ C
∥∥∥∥pih(ηH(ti)− ηH(ti−1)δt
)
− P fh (u)(ti)
∥∥∥∥
H
1
2
00(Σ)
. (37)
But thanks to the assumption of H1/200 -stability of pih (see (20) and (27)) and to
the fact that pih(vh) = vh, ∀vh ∈ V fh (Σ)
‖zh(ti)‖1,Ωf ≤ C
∥∥∥∥ηH(ti)− ηH(ti−1)δt − P fh (u)(ti)
∥∥∥∥
H
1
2
00(Σ)
.
Note that we have used the H1/200 -stability of pih not only on V
s
H(Σ) but also on
the space of functions that writes as a sum of functions of V sH(Σ) and of V
f
h (Σ).
It is clear the mortar finite element operator verifies this property. For the finite
element interpolation operator at the interface it is stable on every spaces whose
C0 functions are polynomial on K ∈ T fh with |K ∩Σ| 6= 0. The needed stability
property will then be verified for instance when the fluid interface mesh is a
sub-triangulation of the solid interface mesh. Consequently
‖zh(ti)‖1,Ωf ≤ C
(∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
+
∥∥∂tηH(ti)− ∂tη(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂tη(ti)− P fh (u)(ti)∥∥
H
1
2
00(Σ)
)
≤ C
(∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
+
∥∥P sH(∂tη)(ti)− ∂tη(ti)∥∥
H
1
2
00(Σ)
+
∥∥∂tcH(ti)∥∥
H
1
2
00(Σ)
+
∥∥u(ti)− P fh (u)(ti)∥∥
H
1
2
00(Σ)
)
≤ C
(
inf
vH∈V sH
∥∥∂tη(ti)− vH∥∥V s + inf
vh∈V fh
∥∥u(ti)− vh∥∥V f
+
∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
+
∥∥∂tcH(ti)∥∥
H
1
2
00(Σ)
)
.
We have then to estimate
∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
and ‖∂tcH(ti)‖
H
1
2
00(Σ)
.
Recalling the definition of ηH , it is easy to see that∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
≤
∥∥∥∥P sH(η)(ti)− P sH(η)(ti−1)δt − P sH(∂tη)(ti)
∥∥∥∥
H
1
2
00(Σ)
+
∥∥∥∥cH(ti)− cH(ti−1)δt − ∂tcH(ti)
∥∥∥∥
H
1
2
00(Σ)
.
But
cH(ti)− cH(ti−1)
δt
−∂tcH(ti) = −
(∫
Σ
pih
(
P sH(η)(t
i)− P sH(η)(ti−1)
δt
− P sH(∂tη)(ti)
)
· n
)
usH ,
which yields∥∥∥∥cH(ti)− cH(ti−1)δt − ∂tcH(ti)
∥∥∥∥
H
1/2
00 (Σ)
≤ Cδt∥∥η∥∥
W 2,∞(0,T ;V s),
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and thus, due to the definition of P sH ,∥∥∥∥ηH(ti)− ηH(ti−1)δt − ∂tηH(ti)
∥∥∥∥
H
1
2
00(Σ)
≤ Cδt∥∥η∥∥
W 2,∞(0,T ;V s).
Moreover, as for the estimate of ‖cH‖
H
1
2
00(Σ)
, we have
‖∂tcH(ti)‖
H
1
2
00(Σ)
≤ C‖∂tcH(ti)‖V s ≤ C
(
hl‖∂tη(ti)‖V s + inf
vH∈V sH
‖∂tη(ti)− vH‖V s
)
.
with l verifying either (34) in the interpolation case or (35) in the mortar case.
Therefore,
∥∥zh(ti)∥∥1,Ωf ≤ C(δt∥∥η∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂tη(ti)− vH∥∥V s
+ inf
vh∈V fh
∥∥u(ti)− vh∥∥V f + Chl∥∥∂tη(ti)∥∥V s)
and
∥∥u(ti)− uh(ti)∥∥1,Ωf ≤ C(δt∥∥η∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂tη(ti)− vH∥∥V s
+ inf
vh∈V fh
∥∥u(ti)− vh∥∥1,Ωf + infqh∈Qh ∥∥p(ti)− qh∥∥0,Ωf + hl∥∥∂tη(ti)∥∥V s
)
. (38)
Finally, for the pressure we have exactly the same estimate, namely,
∥∥p(ti)− ph(ti)∥∥1,Ωf ≤ C(δt∥∥η∥∥W 2,∞(0,T ;V s) + infvH∈V sH ∥∥∂tη(ti)− vH∥∥V s
+ inf
vh∈V fh
∥∥u(ti)− vh∥∥1,Ωf + infqh∈Qh ∥∥p(ti)− qh∥∥0,Ωf + hl∥∥∂tη(ti)∥∥Hl(Σ)
)
. (39)
Again, l verifies either (34) in the interpolation case or (35) in the mortar case.
5 The error analysis
Here we focus on the error analysis of the projection semi-implicit scheme for
the velocity unknowns. The analysis will be performed assuming homogeneous
Dirichlet conditions on the fluid velocity and on the structure displacement.
As observed for example in [29], different boundary conditions could be used,
provided we have at hand proper assumptions and regularity estimates. In the
following, for the sake of conciseness, we will indicate with
ekh
def= ukh − uh(tk), e˜kh def= u˜kh − uh(tk), ekH def= ηkH − ηH(tk),
the errors associated with the fluid velocities and with the structure displace-
ment.
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5.1 Main result
Theorem 2 Assume that hypotheses (20)-(21) (resp. (24)-(28)) are satisfied
when pih is a finite element interpolation (resp. mortar) operator at the inter-
face. Under the stability condition of the semi-implicit scheme, i.e.
ρs ≥ C
(
ρf
h
Hα
+
µδt
hHα
)
, with α =
{
0, if Ωs = Σ,
1, if Ωs 6= Σ,
and if the solution of the coupled problem (2)-(3) is smooth enough in space
and time, then the discrete solution of (12)-(13) satisfies the following error
estimate
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
1
4
as(en+1H , e
n+1
H )+
N∑
n=0
µδt‖(e˜n+1h )‖20,Ωf
≤ Cδt+ Ch2k + CH2m + Ch2l, (40)
where C denotes a strictly positive constant independent of h,H and δt. Here
m depends on the choice of the finite element approximation space associated
with the structure part and, for vs smooth enough, is such that
inf
vH∈V sH
‖vs − vH‖V s ≤ CHm;
while l depends on the choice of the operator pih, that is,
• l ≤ min (r − α2 , k + 1) for interpolation type operator,
• 12 ≤ l ≤ k for mortar type operator.
Before giving a proof of the previous theorem, a few remarks are in order.
Considering the accuracy in time, the fluid-structure interaction scheme has
globally a convergence order of
√
δt. As observed in the proof, this is due to
the use of the non-incremental Chorin-Temam projection scheme in the fluid
problem (which is known to satisfy (1) for the hydrodynamic problem) and to
the semi-implicit coupling at the interface. Moreover, the optimality of the
error estimate is strictly dependent on the interface operator used. As a matter
of fact, the mortar matching will give, in any case, optimal error estimate,
whereas the finite element interpolation operator will lead to an optimal error
bound only in specific cases depending on the structure model and on the degree
of the polynomial approximation for the fluid. For instance, if we consider a
membrane, then r = 1 and α = 0 and the error estimate will be optimal for
k = 1. Table 1 summarizes the different cases.
Proof. For the sake of clarity, due to its complexity, the proof will be split
in several parts. Each one focuses on a particular point of the error estimate.
Part 1. The first step to obtain the error estimate (40) is to derive the equa-
tions verified by the errors ekh, e˜
k
h and e
k
H .
Let us consider the fluid equation associated with the coupled problem (7).
Choosing (vf , q,vs) = (vfh, qh, 0), with (v
f , q) ∈ V fh,0 × Qh, in (7) and recall-
ing the definition of the finite element approximations (uh(tn+1), ph(tn+1)) of
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pih
d-dimensional
structure
(r = 1, α = 1)
(d-1)-dimensional
structure: 2nd
order oper.
(r = 1, α = 0)
(d-1)-dimensional
structure: 4th
order oper. (
r = 2, α = 0)
Interpolation non optimal k = 1 optimal k ≤ 2 optimal
Mortar optimal ∀k optimal ∀k optimal ∀k
Table 1: Optimality of the error estimates depending on the structure model,
the matching operator and the polynomial degree of the approximation of the
fluid.
(u(tn+1), p(tn+1)), we obtain
ρf
(
uh(tn+1)− uh(tn)
δt
,vfh
)
Ωf
+2µ
(
(uh(tn+1)), (v
f
h)
)
Ωf
−(ph(tn+1),∇·vfh)Ωf
+
(
qh,∇ · uh(tn+1)
)
Ωf
= ρf
(
uh(tn+1)− uh(tn)
δt
− ∂tu(tn+1),vfh
)
Ωf
. (41)
Similarly, for the structure part, thanks to the definition of the finite element
approximation ηH(tn+1) of η(tn+1) and choosing, in the variational formulation
(7), (vf , q,vs) = (Lh(vsH), 0,vsH), such that vsH ∈ V sH , we have
ρs
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt2
,vsH
)
Ωs
+ as(ηH(t
n+1),vsH)
= ρs
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt2
− ∂ttη(tn+1),vsH
)
Ωs− 〈R(u(tn+1), p(tn+1)),Lh(vsH)〉
+as(ηH(t
n+1)− η(tn+1),vsH) +
〈
ξ(tn+1),vsH − pih(vsH)
〉
Σ
.
(42)
The two equations are satisfied for all tn+1 ≤ T . The last two terms on the
right-hand side of (42) are respectively due to the introduction of the finite
element approximation and to the non-conforming finite element discretization
at the interface. The discrete lifting operator Lh : V sH(Σ)→ V fh verifies
Lh(vsH) = pih(vsH), on Σ.
The lifting Lh is chosen to be equal to rh ◦ pih, where rh is a continuous linear
lifting from V fh (Σ) onto V
f
h (for example defined thanks to a discrete Poisson
problem), such that
‖rh(vfh)‖1,Ωf ≤ C‖vfh‖
H
1
2
00(Σ)
, ∀vfh ∈ V fh (Σ), (43)
Here the constant C does not depend on the space discretization. Consequently,
Lh satisfies
‖Lh(vsH)‖1,Ωf ≤ C‖pih(vsH)‖
H
1
2
00(Σ)
, ∀vsH ∈ V sH(Σ). (44)
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Subtracting equation (41) from (16)1, we get the error equation associated
with the first step of the semi-implicit scheme:
∀(v˜fh, qh) ∈ V fh,0 ×Qh,
ρf
(
e˜n+1h − enh
δt
, v˜fh
)
Ωf
+ 2µ
(
(e˜n+1h ), (v˜
f
h)
)
Ωf
+
(
ph(tn+1),∇ · v˜fh
)
Ωf
− (qh,∇ · uh(tn+1))Ωf = ρf (∂tu(tn+1)− uh(tn+1)− uh(tn)δt , v˜fh
)
Ωf
. (45)
The error equation associated with the fluid part of the second step can be
obtained by rewriting (17)1 in the following form:
ρf
δt
(
en+1h −e˜n+1h ,vfh
)
Ωf
−(pn+1h ,∇·vfh)Ωf+(qh,∇·en+1h )Ωf+(qh,∇·uh(tn+1))Ωf = 0,
∀(vfh, qh) ∈ Y fh,0 ×Qh. (46)
Finally, for the structure part, subtracting equation (42) from (17)3 leads to
ρs
(
en+1H − 2enH + en−1H
δt2
,vsH
)
Ωs
+ as(en+1H ,v
s
H)
= ρs
(
∂ttη(tn+1)− ηH(t
n+1)− 2ηH(tn) + ηH(tn−1)
δt2
,vsH
)
Ωs
+ T n+1h
− as(ηH(tn+1)− η(tn+1),vsH)−
〈
ξ(tn+1),vsH − pih(vsH)
〉
Σ
, ∀vsH ∈ V sH ,
(47)
where
T n+1h
def=
〈R(u(tn+1), p(tn+1)),Lh(vsH)〉− 〈Rµ(u˜n+1h ),Lh(vsH)〉
− 〈Rp(un+1h , pn+1h ),Lh(vsH)〉
= ρf
(
∂tu(tn+1),Lh(vsH)
)
Ωf
+ 2µ((u(tn+1)), (Lh(vsH))
)
Ωf
−(p(tn+1),∇ · Lh(vsH))Ωf − ρf ( u˜n+1h − unhδt ,Lh(vsH)
)
Ωf
−2µ((u˜n+1h ), (Lh(vsH)))Ωf − ρf (un+1h − u˜n+1hδt ,Lh(vsH)
)
Ωf
+
(
pn+1h ,∇ · Lh(vsH)
)
Ωf
= ρf
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
,Lh(vsH)
)
Ωf
−ρf
(
en+1h − enh
δt
,Lh(vsH)
)
Ωf
− 2µ((e˜n+1h ), (Lh(vsH)))Ωf
+2µ
(
(u(tn+1)− uh(tn+1)), (Lh(vsH))
)
Ωf
+
(
pn+1h − p(tn+1),∇ · Lh(vsH)
)
Ωf
.
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Part 2. We now add (45), (46) and (47) and test them using the following
test functions:
vsH = e
n+1
H − enH , vfh = δt
(
en+1h − Lh
(
vsH
δt
))
, qh = 0,
v˜fh = δt
(
e˜n+1h − Lh
(
vsH
δt
)
+ L′h
(
en+1H − 2enH + en−1H
δt
)
+L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
))
,
where L′h is a second discrete lifting operator, satisfying L′h(vH) = pih(vsH) on Σ.
It is defined as in [20] by:
L′h(bH) def=
Nh∑
i=1,xih∈Σ
pih(bH)(xih)φ
i
h,
with {xih}Nhi=1, {φih}Nhi=1 the sets of nodes and shape functions of V fh . We dis-
tinguish the latter from Lh since the two have different properties. This new
lifting satisfies the following lemma (proved in [20])
Lemma 1 If the interface operator pih is stable in the L2-norm on V sH(Σ), then
there exists a constant C > 0, depending only on the local mesh geometry and
on the polynomial order, such that:
‖L′h(bH)‖20,Ωf ≤
Ch
Hα
‖bH‖20,Ωs ,
‖∇L′h(bH)‖20,Ωf ≤
C
hHα
‖bH‖20,Ωs ,
(48)
for all bH ∈ V sH , and α given by (22).
Remark 4 The last two terms in the definition of the test function v˜fh represent
an appropriate correction, added because u˜n+1h is equal to the structure velocity
at the previous time step at the interface (explicit coupling). This guarantees
the admissibility of the test functions.
After some direct simplifications, we have
ρf
(
e˜n+1h − enh, e˜n+1h
)
Ωf
+ 2µδt‖(e˜n+1h )‖20,Ωf + ρf
(
en+1h − e˜n+1h , en+1h
)
Ωf
+ρs
(
en+1H − 2enH + en−1H
δt2
, en+1H − enH
)
Ωs
+ as(en+1H , e
n+1
H − enH)
+Pn+1h + Cn+1h + Sn+1h = Dn+1h +An+1h . (49)
In the left-hand side Pn+1h , Cn+1h and Sn+1h are respectively defined by
Pn+1h
def= δt
(
ph(tn+1),∇ · (e˜n+1h − en+1h )
)
Ωf
+δt
(
ph(tn+1),∇ · L′h
(
en+1H − 2enH + en−1H
δt
))
Ωf
+δt
(
ph(tn+1),∇ · L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
))
Ωf
,(50)
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Cn+1h
def= ρf
(
e˜n+1h − enh,L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
))
Ωf
+2µδt
(
(e˜n+1h ), 
(
L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
)))
Ωf
,(51)
Sn+1h
def= ρf
(
e˜n+1h − enh,L′h
(
en+1H − 2enH + en−1H
δt
))
Ωf
+2µδt
(
(e˜n+1h ), 
(
L′h
(
en+1H − 2enH + en−1H
δt
)))
Ωf
. (52)
The term Pn+1h regroups all the parts related to the pressure ph(tn+1). In Cn+1h
we put the terms associated with the semi-implicit coupling (see the follow-
ing remark for more details), while in Sn+1h there are the terms that will be
controlled by means of the stability condition (19).
Remark 5 The discrete fluid velocities, u˜n+1h and u
n+1
h , verify respectively an
explicit and an implicit interface condition, while the finite element approxi-
mation of the continuous solution u is based only on the implicit one. This
difference generate therefore terms like the ones in (51). By the way, we also
observe that the last term in (50) is of the same kind. Note that similar terms
would appear using a finite element approximation of u satisfying an explicit
coupling condition.
Finally, considering the right-hand side, in Dn+1h we include terms in which a
time consistency error has to be estimated, that is
Dn+1h
def= ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
, e˜n+1h
)
Ωf
+ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
,L′h
(
en+1H − 2enH + en−1H
δt
))
Ωf
+ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
,L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
))
Ωf
+ρs
(
∂ttη(tn+1)− ηH(t
n+1)− 2ηH(tn) + ηH(tn−1)
δt2
, en+1H − enH
)
Ωs
; (53)
while An+1h regroups terms in which a space consistency error has to be esti-
mated (depending on the finite element approximation of the continuous solution
we built):
An+1h
def= −as(ηH(tn+1)− η(tn+1), en+1H − enH)−
〈
ξ(tn+1), en+1H − enH − pih(en+1H − enH)
〉
Σ
+2µ((u(tn+1)− uh(tn+1)), (Lh(en+1H − enH))
)
Ωf
+δt
(
ph(tn+1)− p(tn+1),∇ · Lh
(
en+1H − enH
δt
))
Ωf
. (54)
In (49), most of the terms involving the continuous lifting Lh cancel each other
except for the two appearing in An+1h . The cancellation is due to the fact that
they are linked to the energy balance of the system at the interface.
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Next we set
En+1h
def= ρf
(
e˜n+1h − enh, e˜n+1h
)
Ωf
+ 2µδt‖(e˜n+1h )‖20,Ωf + ρf
(
en+1h − e˜n+1h , en+1h
)
Ωf
+ρs
(
en+1H − 2enH + en−1H
δt2
, en+1H − enH
)
Ωs
+ as(en+1H , e
n+1
H − enH). (55)
In En+1h we collect all the terms associated with the energy of the system. Using
the identity (a − b, a) = 12‖a‖2 − 12‖b‖2 + 12‖a − b‖2, the bi-linearity and the
symmetry of as(·, ·) and introducing the quantity
E˜n+1
def=
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
1
2
as(en+1H , e
n+1
H ),
we have
En+1h =
ρf
2
[‖en+1h ‖20,Ωf − ‖enh‖20,Ωf + ‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]
+
ρs
2
[∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
−
∥∥∥∥enH − en−1Hδt
∥∥∥∥2
0,Ωs
+
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
]
+
1
2
[
as(en+1H , e
n+1
H )− as(enH , enH) + as(en+1H − enH , en+1H − enH)
]
+ 2µδt‖(e˜n+1h )‖20,Ωf
= E˜n+1 − E˜n + ρ
f
2
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − enh‖20,Ωf ]+ 2µδt‖(e˜n+1h )‖20,Ωf
+
ρs
2
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
1
2
as(en+1H − enH , en+1H − enH). (56)
Making use of the equality (56) in (49) and reordering the different terms, we
get
E˜n+1 +
ρf
2
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]+ 2µδt‖(e˜n+1h )‖20,Ωf
+
ρs
2
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
1
2
as(en+1H − enH , en+1H − enH)
= E˜n − Pn+1h − Cn+1h − Sn+1h +Dn+1h +An+1h . (57)
Part 3. We now give an upper bound for each term in the right-hand side
of (57). In the following we will frequently make use of the classical Young’s
inequality
ab ≤ γ
2
a2 +
1
2γ
b2 ∀γ > 0,
that will be simply replaced by
ab ≤ γ
2
a2 + Cb2, (58)
or by
ab ≤ C(a2 + b2), (59)
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whenever the definition of the constant γ for one (or both) of the terms doesn’t
play a key role in the convergence analysis. The quantity C represents a positive
constant.
Let us consider Pn+1h . First we integrate by parts all its terms:
− Pn+1h = δt
(∇ph(tn+1), e˜n+1h − en+1h )Ωf
+δt
(
∇ph(tn+1),L′h
(
en+1H − 2enH + en−1H
δt
))
Ωf
+δt
(
∇ph(tn+1),L′h
(
ηH(tn+1)− 2ηH(tn) + ηH(tn−1)
δt
))
Ωf
;(60)
note that in the latter no extra boundary terms were introduced since
(
en+1h − e˜n+1h
) · n|Σ = pih(ηn+1H − 2ηnH + ηn−1H
δt
)
· n|Σ.
Then, the Young’s inequality and the properties (48) of L′h yield
− Pn+1h ≤
γ1ρ
f
2
‖en+1h − e˜n+1h ‖20,Ωf +
Chρf
Hα
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
Chρf
Hα
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+
Cδt2
ρf
‖∇ph(tn+1)‖20,Ωf .
(61)
In a similar way, for Cn+1h and Sn+1h , defined respectively by (51) and (52), using
(58) and the properties (48) of L′h, we get
− Cn+1h ≤
γ2ρ
f
2
‖e˜n+1h − enh‖20,Ωf + γ3µδt‖(e˜n+1h )‖20,Ωf
+ C
(
hρf
Hα
+
µδt
hHα
)∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
, (62)
− Sn+1h ≤
γ1ρ
f
2
‖en+1h − e˜n+1h ‖20,Ωf + γ3µδt‖(e˜n+1h )‖20,Ωf
+ C
(
hρf
Hα
+
µδt
hHα
)∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
. (63)
For Dn+1h , defined by (53), we rewrite the first term as
ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
, e˜n+1h
)
Ωf
=
ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
, e˜n+1h − en+1h
)
Ωf
+ ρfδt
(
∂tu(tn+1)− uh(t
n+1)− uh(tn)
δt
, en+1h
)
Ωf
, (64)
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then, the use of (59) and once again of the properties (48) yield after some
rearrangements
Dn+1h ≤ Cρfδt(‖e˜n+1h −en+1h ‖20,Ωf+‖en+1h ‖20,Ωf )+
Chρfδt
Hα
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
Chρfδt
Hα
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+ Cρsδt
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+ Cρfδt
∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
+ Cρsδt
∥∥∥∥∂ttη(tn+1)− ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt2
∥∥∥∥2
0,Ωs
. (65)
Remark 6 Instead of rewriting the first term as in (64), another possibility is
to apply first the Young’s inequality (59) and then control ‖e˜n+1h ‖20,Ωf thanks to
the Korn’s inequality.
Before estimating the four terms of An+1h , we first apply to the error equation
(57) the estimates (61), (62), (63) and (65), respectively obtained for Pn+1h ,
Cn+1h , Sn+1h and Dn+1h . Then, after adding up from n = 0 to N , where N is a
positive integer such that (N + 1)δt ≤ T , and rearranging the different terms,
we obtain
E˜N+1 +
ρf
2
N∑
n=0
[(1− γ2)‖e˜n+1h − enh‖20,Ωf + (1− 2γ1)‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
2µδt (1− γ3) ‖(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
≤ E˜0 +
N∑
n=0
C
(
hρf
Hα
+
µδt
hHα
)∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Cδt2
ρf
‖∇ph(tn+1)‖20,Ωf +
N∑
n=0
C
hρfδt
Hα
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Cρfδt(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsδt
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Chρfδt
Hα
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Cρfδt
∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
+
N∑
n=0
Cρsδt
∥∥∥∥∂ttη(tn+1)− ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt2
∥∥∥∥2
0,Ωs
+
N∑
n=0
An+1h . (66)
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Remark 7 We note, in particular, that the second and fourth term in the the
right-hand side have been separated intentionally. Indeed, as observed in the
following, the second one induces a lower convergence rate in time for the semi-
implicit scheme, while the fourth one doesn’t.
For the sake of clarity, in the following we will redefine
∑N
n=0An+1h as
∑4
i=1 T
N
i ,
where TNi for 1 ≤ i ≤ 4 are introduced and analyzed below. We set
TN1
def= −
N∑
n=0
as(ηH(t
n+1)− η(tn+1), en+1H − enH),
TN2
def= −
N∑
n=0
〈
ξ(tn+1), en+1H − enH − pih(en+1H − enH)
〉
Σ
,
TN3
def=
N∑
n=0
2µ((u(tn+1)− uh(tn+1)), (Lh(en+1H − enH))
)
Ωf
,
and
TN4
def=
N∑
n=0
(
ph(tn+1)− p(tn+1),∇ · Lh
(
en+1H − enH
))
Ωf
.
Considering the term TN1 = −
∑N
n=0 a
s(ηH(tn+1)− η(tn+1), en+1H − enH) we
have
TN1 = −
N+1∑
n=1
as(ηH(t
n)− η(tn), enH) +
N∑
n=0
as(ηH(t
n+1)− η(tn+1), enH)
=
N∑
n=1
as((ηH(t
n+1)− η(tn+1))− (ηH(tn)− η(tn)), enH)
−as(ηH(tN+1)− η(tN+1), eN+1H ) + as(ηH(t1)− η(t1), e0H)
Choosing ηH(t0) = η0H (i.e. e
0
H = 0) and using the continuity of a
s(·, ·) we get
|TN1 | ≤
N∑
n=1
Cδt
(∥∥∥∥ηH(tn+1)− η(tn+1)δt − ηH(tn)− η(tn)δt
∥∥∥∥2
V s
+ as(enH , e
n
H)
)
+C
∥∥ηH(tN+1)− η(tN+1)∥∥2V s + γ42 as(eN+1H , eN+1H ).
By a Taylor expansion, since we assume that the continuous solution is smooth
enough, TN1 can be bounded by
|TN1 | ≤
N∑
n=1
Cδt
(∥∥∥∥∂tη(tn+1)− ηH(tn+1)− ηH(tn)δt
∥∥∥∥2
V s
+ as(enH , e
n
H)
)
+C
∥∥ηH(tN+1)− η(tN+1)∥∥2V s + γ42 as(eN+1H , eN+1H ) + Cδt2. (67)
Before going on, we observe that the quantity
∥∥ηH(tN+1)− η(tN+1)∥∥2V s will be
estimated by means of estimate (36). Moreover, the Taylor formula and the fact
that e0H = 0 will be used also in the remaining estimates of T
N
i , ∀ 2 ≤ i ≤ 4,
but their notification will be omitted.
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The term TN2 = −
∑N
n=0
〈
ξ(tn+1), en+1H − enH − pih(en+1H − enH)
〉
Σ
, represent-
ing the consistency error associated with the non-conforming matching at the
interface, can be rewritten as
TN2 = −
N+1∑
n=1
〈
ξ(tn), enH − pih(enH)
〉
Σ
+
N∑
n=0
〈
ξ(tn+1), enH − pih(enH)
〉
Σ
= −
N∑
n=1
〈
ξ(tn+1)− ξ(tn), enH − pih(enH)
〉
Σ
−〈ξ(tN+1), eN+1H − pih(eN+1H )〉Σ + 〈ξ(t1), e0H − pih(e0H)〉Σ.
Depending on the choice of the operator pih we have different kind of estimates.
If pih is a mortar-type operator, using property (23) we have
TN2 = −
N∑
n=1
δt
〈
ξ(tn+1)− p˜ih(ξ(tn+1))
δt
− ξ(t
n)− p˜ih(ξ(tn))
δt
, enH − pih(enH)
〉
Σ
−〈ξ(tN+1)− p˜ih(ξ(tN+1)), eN+1H − pih(eN+1H )〉Σ + 〈ξ(t1)− p˜ih(ξ(t1)), e0H − pih(e0H)〉Σ,
where p˜ih(ξ(ti)) ∈ V˜ fh (Σ) denotes the L2 orthogonal projection of ξ(ti) on V fh (Σ).
First we estimate |TN2 | as
|TN2 | ≤
N∑
n=1
Cδt
(∥∥∥∥(I − p˜ih)(ξ(tn+1)− ξ(tn)δt
)∥∥∥∥2
(H
1
2
00(Σ))
′
+
∥∥enH − pih(enH)∥∥2H 1200(Σ)
)
+C
∥∥(I − p˜ih)(ξ(tN+1))∥∥2
(H
1
2
00(Σ))
′ +
γ4
2
∥∥eN+1H − pih(eN+1H )∥∥2H 1200(Σ).
Then, the H
1
2
00(Σ)-stability of pih, see (27), and the coercivity of as(·, ·) on
H10,Γsd
(Ωs) yield∥∥enH − pih(enH)∥∥2H 1200(Σ) ≤ C∥∥enH∥∥2H 1200(Σ) ≤ C∥∥enH∥∥21,Ωs ≤ as(enH , enH).
Therefore |TN2 | can be controlled by
|TN2 | ≤
N∑
n=1
Cδt
(∥∥∥∥(I − p˜ih)(ξ(tn+1)− ξ(tn)δt
)∥∥∥∥2
(H
1
2
00(Σ))
′
+ as(enH , e
n
H)
)
+C
∥∥(I − p˜ih)(ξ(tN+1))∥∥2
(H
1
2
00(Σ))
′ +
γ4
2
as(eN+1H , e
N+1
H )
≤
N∑
n=1
Cδt
(∥∥(I − p˜ih)(∂tξ(tn+1))∥∥2
(H
1
2
00(Σ))
′ + a
s(enH , e
n
H)
)
+C
∥∥(I − p˜ih)(ξ(tN+1))∥∥2
(H
1
2
00(Σ))
′ +
γ4
2
as(eN+1H , e
N+1
H ) + Cδt
2.(68)
To estimate the quantity
∥∥(I−p˜ih)(ξ(tN+1))∥∥
(H
1
2
00(Σ))
′
(as well as
∥∥(I−p˜ih)(∂tξ(tn+1))∥∥
(H
1
2
00(Σ))
′
)
we make use of (24) and of the standard finite element estimate on {vh ∈
C0(Σ),vh|K ∈ Pk−1,∀K ∈ T fh with |K ∩ Σ| 6= 0} ⊂ V˜ fh (Σ),∥∥(I − p˜ih)(ξ(ti))∥∥
(H
1
2
00(Σ))
′
=
∥∥ξ(ti)− ξ˜h(ti)− p˜ih(ξ(ti)− ξ˜h(ti))∥∥
(H
1
2
00(Σ))
′
≤ Ch 12 ∥∥ξ(ti)− ξ˜h(ti)∥∥0,Σ ≤ Chl∥∥ξ(ti)∥∥l− 12 ,Σ, ∀ 12 ≤ l ≤ k, ∀ξ˜h ∈ V˜ fh (Σ).
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We note, in particular, that V˜ fh (Σ) has good approximations properties for
(H
1
2
00(Σ))
′. Therefore, in the mortar case, TN2 can be controlled by
|TN2 | ≤
N∑
n=1
Cδtas(enH , e
n
H) +
γ4
2
as(eN+1H , e
N+1
H ) + Cδt
2 + Ch2l, ∀ 1
2
≤ l ≤ k.
(69)
Whereas, when pih is a finite element interpolation operator, we can
conclude that
|TN2 | ≤
N∑
n=1
Cδt‖enH − pih(enH)‖0,Σ + C‖eN+1H − pih(eN+1H )‖0,Σ
≤
N∑
n=1
Cδthl‖enH‖l,Σ + Chl‖eN+1H ‖l,Σ
≤
N∑
n=1
Cδt‖enH‖2l,Σ + C‖eN+1H ‖2l,Σ + Ch2l, with l ≤ min
(
r − α
2
, k + 1
)
,
where we have used the approximation property (21). Finally, the inequality
‖v‖l,Σ ≤ C‖v‖l+α2 ,Ωs ≤ C‖v‖r,Ωs , ∀v ∈ Hr(Ωs),
and the coercivity of as(·, ·) in V s ⊂ Hr(Ωs) lead to
|TN2 | ≤
N∑
n=1
Cδtas(enH , e
n
H)+
γ4
2
as(eN+1H , e
N+1
H )+Ch
2l, with l ≤ min
(
r − α
2
, k + 1
)
.
(70)
Like the previous terms, TN3 =
∑N
n=0 2µ((u(t
n+1)−uh(tn+1)), (Lh(en+1H −
enH))
)
Ωf
is first rewritten as
TN3 =
N+1∑
n=1
2µ
(
(u(tn)− uh(tn)), (Lh(enH))
)
Ωf
−
N∑
n=0
2µ
(
(u(tn+1)− uh(tn+1)), (Lh(enH))
)
Ωf
=
N∑
n=1
2µδt
(

(
u(tn+1)− u(tn)
δt
)
− 
(
uh(tn+1)− uh(tn)
δt
)
, (Lh(enH))
)
Ωf
+2µ
(
(u(tN+1)− uh(tN+1)), (Lh(eN+1H ))
)
Ωf
− 2µ((u(t1)− uh(t1)), (Lh(e0H))
)
Ωf
,
and then bounded by
|TN3 | ≤
N∑
n=1
Cδt
(
µ2
∥∥∥∥(∂tu(tn+1)− uh(tn+1)− uh(tn)δt
)∥∥∥∥2
0,Ωf
+
∥∥(Lh(enH))∥∥20,Ωf
)
+Cµ2
∥∥(u(tN+1)− uh(tN+1))∥∥20,Ωf + C∥∥(Lh(eN+1H ))∥∥20,Ωf + Cδt2.
The definition of Lh, the inequality (44) and the stability properties of pih (see
(20) in the finite element interpolation operator case or (27) in the mortar case)
yield∥∥(Lh(enH))∥∥20,Ωf ≤ C∥∥pih(enH)∥∥2H 1200(Σ) ≤ C∥∥enH∥∥2H 1200(Σ) ≤ Cas(enH , enH) ∀n ≥ 0,
(71)
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that gives
|TN3 | ≤
N∑
n=1
Cδt
(
µ2
∥∥∥∥(∂tu(tn+1)− uh(tn+1)− uh(tn)δt
)∥∥∥∥2
0,Ωf
+ as(enH , e
n
H)
)
+Cµ2
∥∥u(tN+1)− uh(tN+1)∥∥21,Ωf + γ42 as(eN+1H , eN+1H ) + Cδt2. (72)
Note that here
∥∥u(tN+1)− uh(tN+1)∥∥21,Ωf can be estimated as in (38).
Finally, for TN4 =
∑N
n=0
(
ph(tn+1)− p(tn+1),∇ · Lh
(
en+1H − enH
))
Ωf
we have
that
TN4
def=
N+1∑
n=1
(
ph(tn)− p(tn),∇ · Lh(enH)
)
Ωf
−
N+1∑
n=0
(
ph(tn+1)− p(tn+1),∇ · Lh(enH)
)
Ωf
=
N∑
n=1
δt
((
ph(tn+1)− ph(tn)
δt
)
−
(
p(tn+1)− p(tn)
δt
)
,∇ · (Lh(enH))
)
Ωf
+
(
ph(tN+1)− p(tN+1),∇ · (Lh(eN+1H ))
)
Ωf
− (ph(t1)− p(t1)),∇ · (Lh(e0H))
)
Ωf
and therefore
|TN4 | ≤
N∑
n=1
Cδt
(∥∥∥∥∂tp(tn+1)− ph(tn+1)− ph(tn)δt
∥∥∥∥2
0,Ωf
+ as(enH , e
n
H)
)
+C
∥∥p(tN+1)− ph(tN+1)∥∥20,Ωf + γ42 as(eN+1H , eN+1H ) + Cδt2, (73)
where, as for TN3 , we have used the fact that∥∥∇ · (Lh(enH))∥∥20,Ωf ≤ Cas(enH , enH) ∀n ≥ 0.
Note moreover that the quantity
∥∥p(tN+1) − ph(tN+1)∥∥20,Ωf verifies estimate
(39).
Part 4. We finally replace in (66) the terms TNi , for 1 ≤ i ≤ 4, by the
corresponding bounds (67), (69) (or (70) depending on the type of matching
operator at the interface), (72) and (73), and we set γ1 = 14 , γ2 = γ3 =
1
2 and
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γ4 = 18 . After some rearrangements, we obtain
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
µδt‖(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
≤
N∑
n=0
Cρfδt(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsδt
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Chρfδt
Hα
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
N∑
n=1
Cδtas(enH , e
n
N ) + I +H+ T + Cδt2 + Ch2l, (74)
where
En+1
def=
ρf
2
‖en+1h ‖20,Ωf +
ρs
2
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
1
4
as(en+1H , e
n+1
H ).
Here, T contains the terms that cause a reduction of the convergence rate in
time, H the ones that introduce a time consistency error, while I regroups the
remaining terms, associated with the space discretization errors. More precisely
I def= C ∥∥ηH(tN+1)− η(tN+1)∥∥2V s+Cµ2∥∥u(tN+1)−uh(tN+1)∥∥21,Ωf+C∥∥p(tN+1)−ph(tN+1)∥∥20,Ωf .
Using (36), (38) and (39), I can be bounded by
I ≤ Cδt2 + Ch2k + CH2m + Ch2l. (75)
In (75), k and m represent (and will represent in all that follows) the fi-
nite element order respectively for the fluid and the structure part, while l ≤
min
(
r − α2 , k + 1
)
(resp. 12 ≤ l ≤ k+ 1) for a finite element interpolation (resp.
mortar) matching operator at the interface.
RR n° 6996
32 Astorino & Grandmont
H regroups some of the terms coming from the estimates of Dn+1h and of
TN1 , T
N
3 , T
N
4 , and is equal to
H def=
N∑
n=0
C
hρfδt
Hα
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Cρfδt
∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
+
N∑
n=0
Cρsδt
∥∥∥∥∂ttη(tn+1)− ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt2
∥∥∥∥2
0,Ωs
+
N∑
n=1
Cδt
∥∥∥∥∂tη(tn+1)− ηH(tn+1)− ηH(tn)δt
∥∥∥∥2
V s
+
N∑
n=1
Cδtµ2
∥∥∥∥(∂tu(tn+1)− uh(tn+1)− uh(tn)δt
)∥∥∥∥2
0,Ωf
+
N∑
n=1
Cδt
∥∥∥∥∂tp(tn+1)− ph(tn+1)− ph(tn)δt
∥∥∥∥2
0,Ωf
.
The first term can be bounded by
N∑
n=0
C
hρfδt
Hα
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
≤ Chρ
f
Hα
δt2, (76)
using the fact that∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
≤ C
(∥∥∥∥ηH(tn+1)− ηH(tn)δt − ∂tηH(tn)
∥∥∥∥2
0,Ωs
+
∥∥∥∥∂tηH(tn)− ηH(tn)− ηH(tn−1)δt
∥∥∥∥2
0,Ωs
)
≤ Cδt2. (77)
In order to control the remaining time consistency errors, we will follow the
same steps as in the derivation of (36), (38) and (39) and use the defini-
tions of the different correction terms (zh, µh, cH). For example, considering∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
we have
∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
=
∥∥∥∥∥∂tu(tn+1)− P fh (u)(tn+1)− P fh (u)(tn)δt − zh(tn+1)− zh(tn)δt
∥∥∥∥∥
2
0,Ωf
≤ C
∥∥∥∂tu(tn+1)− P fh (∂tu)(tn+1)∥∥∥2
0,Ωf
+C
∥∥∥∥zh(tn+1)− zh(tn)δt
∥∥∥∥2
0,Ωf
+Cδt2.
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The first term can be estimated by remembering the definition of P fh :∥∥∥∂tu(tn+1)− P fh (∂tu)(tn+1)∥∥∥2
0,Ωf
≤ C inf
vh∈V fh
‖∂tu(tn+1)− vh‖2V f .
For the second term, recalling the definition of the correction term zh, it is easy
to see that∥∥∥∥zh(tn+1)− zh(tn)δt
∥∥∥∥2
0,Ωf
≤ C
∥∥∥∥pih(ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt2
)
− P fh
(
u(tn+1)− u(tn)
δt
)∥∥∥∥2
H
1
2
00(Σ)
.
Thus the H
1
2
00-stability of pih and the fact that pih(vh) = vh, ∀vh ∈ V fh (Σ), lead
to ∥∥∥∥zh(tn+1)− zh(tn)δt
∥∥∥∥2
0,Ωf
≤ C
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt2 − P fh
(
u(tn+1)− u(tn)
δt
)∥∥∥∥2
H
1
2
00(Σ)
.
The upper bound is now estimated following the same arguments used for the
estimate of zh. In particular, by taking into account the fact that ∂tu(t) =
∂ttη(t) at the interface, we get∥∥∥∥zh(tn+1)− zh(tn)δt
∥∥∥∥2
0,Ωf
≤ C
(
δt2
∥∥η∥∥2
W 3,∞(0,T ;V s)+ infvH∈V sH
∥∥∂ttη(ti)−vH∥∥2V s
+ inf
vh∈V fh
∥∥∂tu(ti)− vh∥∥2V f + Ch2l∥∥∂ttη(ti)∥∥2V s),
with 12 ≤ l ≤ k+ 1 for the mortar case and l ≤ min
(
r − α2 , k + 1
)
for the inter-
polation case. Therefore, with our particular choice of the finite element approx-
imation spaces, the quantity
∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
is controlled
by∥∥∥∥∂tu(tn+1)− uh(tn+1)− uh(tn)δt
∥∥∥∥2
0,Ωf
≤ C
(
δt2
∥∥η∥∥2
W 3,∞(0,T ;V s) + infvH∈V sH
∥∥∂ttη(ti)− vH∥∥2V s
+ inf
vh∈V fh
∥∥∂tu(ti)− vh∥∥2V f + Ch2l∥∥∂ttη(ti)∥∥2V s)
≤ Cδt2 + Ch2k + CH2m + Ch2l. (78)
All the other terms of H can be bounded in a similar manner, consequently,
using (76):
H ≤ Cδt2 + Ch2k + CH2m + Ch2l + Chρ
f
Hα
δt2.
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Finally, the stability conditions (19) imply:
H ≤ Cδt2 + Ch2k + CH2m + Ch2l. (79)
Let us now consider
T def=
N∑
n=0
C
(
hρf
Hα
+
µδt
hHα
)∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Cδt2
ρf
‖∇ph(tn+1)‖20,Ωf . (80)
Using (77), T can be bounded by
T ≤ C
(
hρf
Hα
+
µδt
hHα
+ 1
)
δt. (81)
By applying the stability conditions (19), T can be bounded by Cδt, which
leads to a time error estimate of order
√
δt.
Remark 8 Note that the reduction of the convergence rate in time is due to two
different contributions. The first part, associated with the term
∥∥∥∥ηH(tn+1)− 2ηH(tn) + ηH(tn−1)δt
∥∥∥∥2
0,Ωs
,
comes intrinsically from the semi-implicit coupling (see Remark 5). The second
part, associated with the term ‖∇ph(tn+1)‖20,Ωf , comes from the non-incremental
Chorin-Temam scheme. It is well-known that this scheme has a reduced time
accuracy in a pure hydrodynamic problem. Nevertheless, we must observe that,
for the non-incremental Chorin-Temam scheme, the reduced time accuracy af-
fects the fluid pressure in the L∞(0, T ;L2(Ωf )) norm and the fluid velocity error
in the L∞(0, T ;H1(Ωf )) norm (see for example [33]). Here we also obtain a
reduced time accuracy for the fluid velocity error in the L∞(0, T ;L2(Ωf )) norm.
This may be due to the way we derived our error estimate as well as to the fact
that the reduced time accuracy observed for the pressure and the fluid velocity
affects the whole fluid–structure scheme.
Remark 9 Note finally that, if in (81) we don’t apply the stability condition,
in some particular case (e.g. α = 0) the convergence rate in time of the first
term of T could be slightly better than δt.
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Consequently, from estimate (74) and using (75), (79) and (81), we obtain
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ]
+
N∑
n=0
µδt‖(e˜n+1h )‖20,Ωf +
1
2
N∑
n=0
as(en+1H − enH , en+1H − enH)
+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
≤
N∑
n=0
Cρfδt(‖e˜n+1h − en+1h ‖20,Ωf + ‖en+1h ‖20,Ωf )
+
N∑
n=0
Cρsδt
∥∥∥∥en+1H − enHδt
∥∥∥∥2
0,Ωs
+
N∑
n=0
Chρfδt
Hα
∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
+
N∑
n=1
Cδtas(enH , e
n
N ) + Cδt+ Ch
2k +H2m + Ch2l, (82)
where 12 ≤ l ≤ k for the mortar case and l ≤ min
(
r − α2 , k + 1
)
for the inter-
polation case. Note that we can restrict ourselves to case where l ≤ k for both
matching operators since r is typically equal to 1 or 2.
The analysis is concluded applying a discrete version of the Gronwall’s in-
equality. Here, for the sake of completeness, we recall only the result, referring
to [32] for a proof of it.
Lemma 2 Let δ, g0, an, bn, cn and γn be a sequence of non negative numbers
for integers n ≥ 0 so that
an + δ
n∑
j=0
bj ≤ δ
n∑
j=0
γja
j + δ
n∑
j=0
cj + g0
Assume that γjδ < 1 for all j, and set σj = (1− γjδ)−1. Then, for all n ≥ 0.
an + δ
n∑
j=0
bj ≤ exp
δ n∑
j=0
σjγj
δ n∑
j=0
cj + g0
 .
Assuming that the stability condition (19) holds true, the discrete Gronwall’s
lemma yields
EN+1 +
ρf
4
N∑
n=0
[‖e˜n+1h − enh‖20,Ωf + ‖en+1h − e˜n+1h ‖20,Ωf ] +
N∑
n=0
µδt‖(e˜n+1h )‖20,Ωf
+
1
2
N∑
n=0
as(en+1H −enH , en+1H −enH)+
N∑
n=0
(
ρs
2
− Chρ
f
Hα
− Cµδt
hHα
)∥∥∥∥en+1H − 2enH + en−1Hδt
∥∥∥∥2
0,Ωs
≤ Cδt+ Ch2k + CH2m + Ch2l, (83)
that concludes the derivation of error estimate (40).
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6 Numerical results
In this section we investigate numerically the order of convergence in time of
the semi-implicit coupling scheme. Some computational results that confirm
the previous analysis will be presented. Moreover, the numerical experiments
realized give a deeper insight into the accuracy of the scheme that could be
useful for further improvements of the theoretical analysis.
First the two-dimensional test case used for all the simulations will be in-
troduced. Later, the convergence rate of the semi-implicit scheme (12)-(13)
will be evaluated and compared to the one of other FSI algorithms. All the
computation have been performed with FreeFem++ [31].
The test case. A two-dimensional test case consisting of the following ana-
lytical solution over the domains Ωf = [0, 1] × [0, 1] and Ωs = [0, 1] × [1, 1.25]
(Figure 2) is considered:
ux = cos(x+ t) sin(y + t) + sin(x+ t) cos(y + t),
uy = − sin(x+ t) cos(y + t)− cos(x+ t) sin(y + t),
p = 2µ(sin(x+ t) sin(y + t)− cos(x+ t) cos(y + t)) + 2Λ2 cos(x+ t) sin(y + t),
ηx = sin(x+ t) sin(y + t),
ηy = cos(x+ t) cos(y + t),
(84)
where Λ2 stands for the second Lame´ constant of solid. For the fluid, the
physical parameters are ρf = 1.0 g/cm3, µ = 0.013 poise. For the solid, we have
ρs = 1.9 g/cm3, the Lame´ constant Λ2 = 3 dyne/cm2, and the Poisson’s ratio
ν = 0.3.
External boundary conditions, initial conditions and body forces, for the
fluid and the structure, are chosen in order to ensure that the coupled system
(2)-(3) is satisfied by the exact solution (84). In particular, considering Figure
2, Dirichlet and Neumann boundary conditions are respectively imposed on Γd
and Γn.
n! ! n
! d
! d
! d ! d
"
f
"
s
#
Figure 2: Computational domain.
For all the numerical simulations, we have adopted a conforming matching
between the fluid and the structure without any consequence on the stability of
the scheme (see Section 3). A uniform space discretization step h = 0.05 cm has
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been set. For the fluid, we have resorted Taylor-Hood finite element, while for
the structure, P2 finite elements have been used in order to guarantee a small
space discretization error. For the time discretization, a sequence of decreasing
time steps (δt = 5 ·10−2, 2.5 ·10−2, 1.25 ·10−2, 6.25 ·10−3, 3.125 ·10−3s) has been
used to compare the numerical solutions to the exact one (84).
Three different FSI algorithms are compared: the semi-implicit scheme (12)-
(13), a fully implicit scheme where the Stokes equations are solved as a mixed
problem in the velocity and pressure unknowns, and a modified version of
the semi-implicit scheme where we replace the non-incremental Chorin-Temam
method with its incremental version (see for instance [29]). The latter is there-
fore given by:
Step 1: (explicit viscous-structure coupling)
ρf
u˜n+1 − un
δt
− 2µdiv ((u˜n+1)) +∇pn = 0, in Ωf ,
u˜n+1 =
ηn − ηn−1
δt
, on Σ.
Step 2: (implicit pressure-structure coupling)
• Fluid projection sub-step:
ρf
un+1 − u˜n+1
δt
+∇(pn+1 − pn) = 0, in Ωf ,
divun+1 = 0, in Ωf ,
un+1 · nf = η
n+1 − ηn
δt
· nf , on Σ.
• Solid sub-step: ρs
ηn+1 − 2ηn + ηn−1
δt2
− divσs(ηn+1) = 0, in Ωs,
σs(ηn+1) · ns = σf (u˜n+1, pn+1) · ns, on Σ.
Moreover, for both of the semi-implicit schemes, the fluid part of the projection
step has been rewritten as a Poisson problem for the pressure (see [1, 28] for
more details). For the sake of conciseness, in the following, we address the
previous schemes respectively as: non-incremental semi-implicit scheme, fully
implicit scheme and incremental semi-implicit scheme.
The errors, between the numerical solutions and the exact one, are computed
with respect to the norms l∞(τ, T, L2(Ωf )), for u and p, l∞(τ, T, L2(Ωs)), for
the structure velocity w def= ∂tη, and l∞(τ, T,H1(Ωs)), for η, with τ = 0.5 and
T = 1. They are presented in Figure 3 and reported in logarithmic scale as a
function of δt: in red for the non-incremental semi-implicit algorithm, in green
for the incremental one while in blue for the fully implicit scheme.
Non-incremental semi-implicit scheme versus fully implicit scheme.
Let us first consider the time discretization error of the two algorithms. From
Figure 3, it can be easily observed that for a given time step the discretization
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error is smaller in the fully implicit scheme than in the non-incremental semi-
implicit scheme. As we will see later, this difference is mainly due to the use of
the non-incremental Chorin-Temam scheme in the fluid problem.
For the convergence in time, as expected, the fully implicit scheme is first
order accurate in time for velocity, pressure and displacement. Instead, for the
semi-implicit one, we observe a lower convergence rate if compared to the im-
plicit scheme. We can therefore confirm also from a numerical point of view that
the scheme (12)-(13) has a convergence rate globally lower than one. In detail,
it is important to note that a small reduction of convergence is experienced for
the fluid pressure and for the structure unknowns, but not for the fluid velocity.
The latter is indeed still linear in time. Therefore, at least in this test case,
it seems that the velocity error with respect to the norm l∞(τ, T, L2(Ωf )) isn’t
affected by a reduced convergence rate.
Remark 10 It is worth noticing that the test case proposed is only one of the
many different analyzed and in none of them we have observed a reduction in
the velocity accuracy in the l∞(τ, T, L2(Ωf )) norm.
The convergence in time of the velocity unknowns remains therefore an open
problem for the semi-implicit scheme. Possible improvements can be done either
in the choice of the test case, or in a non-trivial improvement of our theoretical
result, that aims at decoupling the analysis of the velocity error from the one of
the pressure and displacement errors, in order to retrieve its linear convergence
rate.
Non-incremental semi-implicit scheme versus incremental semi-implicit
scheme. Here the convergence in time of the semi-implicit scheme is inves-
tigated by comparing the non-incremental version of the semi-implicit scheme
with the incremental one. It is well-known that, for pure Stokes and Navier-
Stokes problems, the incremental version of the Chorin-Temam scheme has bet-
ter accuracy properties than the original one (see for example [18, 27, 28, 29]
and references therein). A linear convergence in time is indeed retrieved for
velocities and pressure (for a proof refer to [28, 41]):
||u(tn)− unh||l∞(L2(Ωf )) + ||u(tn)− u˜nh||l∞(L2(Ωf )) ≤ c(hk+1 + δt),
||u(tn)− u˜nh||l∞(H1(Ωf )) + ||p(tn)− pnh||l∞(L2(Ωf )) ≤ c(hk + δt).
A direct comparison between the numerical results of the two schemes, Figure
3, clearly shows that the choice of the numerical method for the fluid problem
changes the accuracy in time of the whole fluid-structure interaction procedure.
In detail, the non-incremental Chorin-Temam method induces a numerical dis-
sipation on the coupled problem and modifies the convergence in time of the
structure problem. With the incremental semi-implicit scheme a linear conver-
gence rate in the fluid-structure problem seems to be retrieved.
Incremental semi-implicit scheme versus fully implicit scheme. Through
this last comparison we stress once more the efficiency of the semi-implicit algo-
rithm proposed in [20] and, in particular here, of its incremental version. Indeed,
the latter is computationally cheaper than the fully implicit algorithm but it
guarantees the same convergence order and similar discretization errors in time
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(see Figure 3). Finally we note that the semi-implicit coupling does not seem
to affect the convergence of the incremental scheme. A deeper investigation of
this last point will be addressed in future works both from a theoretical and
numerical point of view.
0.001 0.01 0.1
Time
0.001
0.01
0.1
1
Non-incremental Semi-Implicit
Incremental Semi-Implicit
Implicit
!"# $%
&%'())u-
u e
x|
| 0
0.001 0.01 0.1
Time
0.001
0.01
0.1
Non-incremental Semi-Implicit
Incremental Semi-Implicit
Fully Implicit
!"# $%
&%'())*-
p e
x|
| 0
0.001 0.01 0.1
Time
0.0001
0.001
0.01
0.1
Non-incremental Semi-Implicit
Incremental Semi-Implicit
Implicit
!"# $%
&%'(()-
η e
x|
| 1
0.001 0.01 0.1
Time
0.001
0.01
0.1
Non-incremental Semi-Implicit
Incremental Semi-Implicit
Implicit
!"# $%
&%'(()*
w e
x|
| 0
Figure 3: Convergence of the different FSI algorithms to the exact solution,
for velocities, pressure and displacement. In red the non-incremental version of
the semi-implicit scheme, in green the incremental one, while in blue the fully
implicit scheme. Dashed lines are used to compare the slopes of the represented
curves.
Before concluding, some more remarks are in order:
• The choice of the test case and of the physical and numerical parame-
ters has been accurately set in order to satisfy the stability condition (19)
and to stress the effects of a convergence rate lower than one in the non-
incremental semi-implicit scheme. As a matter of fact, depending on the
exact solution considered or on the parameters chosen, a linear conver-
gence rate could be observed for some of (or even all) the unknowns.
• In the non-incremental semi-implicit scheme, we observe numerically a
difference in the convergence rates of the fluid velocity and pressure. This
difference seems to be in agreement with the estimates (1) and with the
results reported in [27, 28, 29, 39] for the pure Stokes and Navier-Stokes
problems. In addition for a pure fluid problem, numerical experiments
done by other investigators (see [24, Chapter 7] ) show a substantial im-
provement in accuracy if in the Darcy formulation of the projection step
one replaces the boundary condition on the normal component of the ve-
locity by a full Dirichlet, which makes sense for the fully discrete problem.
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Clearly, this technique could be also used in the sub-problem (17) of the
coupling algorithm.
7 Conclusion
In this paper we have analyzed from a theoretical and numerical point of view
the semi-implicit scheme proposed in [20]. From a theoretical point of view
the convergence of the scheme has been proved using a non-conforming space
discretization of the two domains and the Leap-Frog scheme for the structure
time discretization. The cases of mortar and interpolation matching operator
have been considered. The study for the Newmark scheme is still an open
question, even if, from a computational point of view, it is known to lead to
stable algorithms.
We proved that the projection semi-implicit coupling scheme proposed in
[20] is at least
√
δt accurate in time. We supported our theoretical result with a
numerical test where a small reduction of the convergence rate for pressure and
displacement is observed. However, the effects of the coupling scheme on the
fluid velocity remain an open question since no accuracy reductions have been
experienced. Finally the use of the incremental version of the Chorin-Temam
method in the fluid-structure interaction scheme actually improves the global
accuracy and a linear convergence rate is retrieved for all the unknowns.
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