We give asymptotic approximations of the zeros of certain high degree polynomials. The zeros can be used to compute the lter coe cients in the dilation equations which de ne the compactly supported orthogonal Daubechies wavelets. Computational schemes are presented to obtain the numerical values of the zeros within high precision.
Daubechies wavelets
The polynomial formed by the rst N terms of the binomial expansion where (a) k = ?(a+k)=?(a), plays an important role in the construction of the compactly supported Daubechies wavelets. There is a close connection between the zeros of P N (y) and the 2N lter coe cients h(n) of the Daubechies wavelet D 2N . For a complete account of the theory we refer to Chapter 6 of Daubechies (1992) . In this section we give the details that are relevant to this paper. In later sections we describe the asymptotic methods for obtaining the zeros of P N (y) and discuss methods how to obtain the coe cients h(n) numerically. This paper is an extension of work done by Shen & Strang (1995).
Some properties of Daubechies wavelets
We recall that the lter coe cients h(n) de ne the dilation equation
h(n) (2x ? n); (1:2) the solution of which is called the scaling function. We take the following normalization of and, hence, of the coe cients h(n): (?1) n h(1 ? n) (2x ? n); (1:4) which is also denoted by D 2N .
Denote (1:7)
On the one hand, the orthonormality of the functions ( + k); k 2 ZZ can be expressed in terms of the lter coe cients by the relation X h(n ? 2j)h(n ? 2k) = j;k ; where j; k; n run over all relevant indices that de ne the nite set h(n). On the other hand, the orthonormality is given by the relation jm 0 ( )j 2 + jm 0 ( + )j 2 = 1: This property gives a certain degree of approximating quality of the wavelet and leads to vanishing moments for the lter coe cients:
n n k h(n) = 0; k = 0; 1; : : : N ? 1:
(1:10)
The construction of Daubechies wavelets
Taking the symmetric product of the two lter functions, and writing z = e and y is de ned by z + 1=z = 2 ? 4y, that is, y = sin 2 1 2 . Indeed, the product Q N (z)Q N (1=z) can be written as a polynomial of y or cos , as can be veri ed easily.
When the coe cients f(n) in (1.12) are known, the lter coe cients h(n) follow from (1.9) and (1.7). The problem for constructing Daubechies wavelets is to nd f(n).
Substituting (1.11) into the orthonormality relation (1.8) we obtain for the polynomial P N the relation satis es the relation in (1.13). Also, this P N is the polynomial introduced in (1.1).
Namely, using the substitution t = (1 ? y)u we obtain from (1.14):
( For N = 3 we can also obtain exact solutions of the nonlinear equations, but for larger values of N this is not possible. In addition, the complexity of the computational scheme increases. Remark 1.1. The above equations for f(0); f(1) are symmetric with respect to these quantities. Interchanging the values of f(0); f(1) gives a di erent set h(n) (with h(j) ! h(3 ? j); j = 0; 1; 2; 3). The present choice of f(0); f(1) gives Q 2 (z) = f(0) + f(1)=z, with a zero at z 1 = 2 ? p 3 , inside the unit circle. A di erent method is based on the zeros of P N (y). When we have computed the N ?1 zeros y n of P N (y), we can compute the corresponding zeros z n of Q N (z), by using the relation z n + 1=z n = 2 ? 4y n . We have (recall that Q N (1) = 1)
For each value y n there are two z?zeros: z n and 1=z n . We use the zeros z n inside the unit circle. By expanding the product representation of Q N we obtain the coe cients f(n) of (1.12), which are needed in (1.9). By expanding and using (1.7) and (1.9) we obtain the coe cients h(n) from This gives the coe cients h(n) given in (1.16).
In Figure 1 .1 we show the 99 zeros of P 100 (y) and the corresponding z?zeros. In Shen & Strang (1995) the location of the zeros of P N (y) for large values of N is discussed. The zeros approach a limiting curve j4y(1 ? y)j = 1 in the complex plane. As remarked by Shen and Strang, the wide dynamic range in the coe cients of P N (y) makes the zeros di cult to compute for large N. They give pictures of the zeros located near the limiting curve up to N = 70, and they observe false results when using standard Matlab methods for N = 100. In the present paper we give an asymptotic expansion of the zeros, and we show by numerical veri cation that these approximations are excellent starting values for obtaining iterated high precision values of the zeros. The methods of computing the high degree polynomial P N (y) are also based on a uniform asymptotic representation of the incomplete beta function, of which details are given in a nal section. 
Asymptotic inversion of the incomplete beta function
We recall the relation given in (1.15) P N (y) = (1 ? y) ?p I 1?y (p; p); (2:1) where the incomplete beta function is de ned in (1.14). In Temme (1992) the asymptotic inversion of the incomplete beta function I x (a; b) for large values of a and b is discussed. That is, an asymptotic approximation is given of the solution x of the equation I x (a; b) = q, with 0 < q < 1. We can use the same inversion method for nding complex x?zeros (di erent from zero) by taking q = 0. In Temme (1992) a and b large, with a=b and b=a bounded away from zero; at least one of the parameters a; b is large. The rst case applies to the present situation, because we are interested in the zeros of I 1?y (N; N).
We repeat the main steps of the inversion procedure of I x (a; a + ) given in x2 of Temme (1992) , by taking a = N; = 0. First we write I 1?y (N; N) in terms of an error function. and that the following standard form (in the sense of Temme (1982) ) can be obtained In fact, we replace in (2.4) (N) ( ) by 1, and the error is contained in R N ( ). We try to nd zeros of I 1?y (N; N) by using representation (2.7), assuming that N is large. First we nd zeros in terms of ; afterwards, we determine y from the second line in (2.3). When N is large, we consider the zeros of the error function as a rst approximation to the zeros of the incomplete beta function. We assume that 0 is known and that, for large N, this value is a rst approximation for the value that satis es the second equation in (2.9). The relation between and 0 is written as = 0 + "; (2:10) and we try to determine ". We can expand the quantity " in the form " " 1 N + " 2 N 2 + " 3 N 3 + : : : ; (2:11) as N ! 1. The coe cients " i can be found by using a perturbation method. For details we refer to Temme (1992 The derivatives 0 ; " 0 , etc., are with respect to , and all quantities are evaluated at 0 .
Transformation into Gaussian form

Inversion of the incomplete beta function
More information on the coe cients " i will be given in x4.2.
More details on the zeros and numerical examples
As explained in the previous section, the zeros of P N (y) are approximated in terms of the zeros of the error function. From Fettis, Caslin & Cramer (1973) we know that two in nite strings of zeros of erfc w occur in the neighbourhood of the diagonals v = u in the left half plane u < 0, w = u + iv. The rst few zeros are given in If N is even P N (y) has one real zero (recall that this polynomial is of degree N ? 1) , and this real zero will be approximated by using w N=2 (see (3.1)), and for the complex zeros we can use w k ; k = 1; 2; : : : N=2 ? 1. When N is odd we use w k ; k = 1; 2; : : : (N ? 1)=2.
We have used the asymptotic expansion (2.11) for N = 100 with ve terms, and obtained approximations of the zeros of P N (y) which were accurate with a precision of at least 12 digits. The zeros near y = 1 2 are more accurate than those near the extreme point y = 1 2 ? 1 p 2 . The latter correspond to ?values that are closer to the singular points 2 p exp( i=4) of the mapping given in (2.2). The asymptotic expansion (2.11) breaks down at these points.
When N increases the used ?zeros are bounded away from these singular points.
To see this, observe that we need w k , with 1 k N=2. From (3.1) we see that w N=2 p N e 3 i=4 . Because w k , a zero of the error function, corresponds to ? 0 p N=2 , we see that the maximal 0 satis es 0 p 2 exp( i=4). Remark 3.1. We will not discuss the role of other zeros in the ?plane in the neighborhood of the diagonals. A similar phenomenon is explained in Temme (1995) . The point is that, although we started with integer values of N, the incomplete beta function in (2.1) and (2.7) can be interpreted with general complex values of N. When N is not an integer there are more y?zeros, but those occur on other Riemann sheets of the multi-valued incomplete beta function.
Numerical aspects
When N is large the representation of P N (y) in (1.1) is not suitable for verifying the accuracy of the zeros that are obtained by asymptotic methods with, say, 12 accurate digits. When N = 100 the coe cient of the power y 99 is an integer with about 60 digits, and ? 198 99 y 99 is about 10 30 when y = 1 2 . It follows that the zeros have to be very accurate to verify them by using (1.1), and we have to perform the computations with many extra digits.
The incomplete beta function can computed for large values of N by using a uniform asymptotic expansion, which a gives a more stable representation. More details are given in the next section. We have veri ed the accuracy of the zeros by using this expansion, and obtained the accuracy mentioned above. However, we can use di erent numerical veri cations, for instance the ones based on sums and products of zeros of polynomials. For the n zeros y k of the polynomial P(y) = a n y which con rms our earlier claim about the accuracy of the zeros. We have obtained more accurate values of the zeros of P N (y); N = 100 by using the multi-length facilities of Maple and using the earlier obtained zeros as starting values in a Newton-Raphson process based on representations of P N (y) given in (2.1) and (2.7). In this way we obtained the zeros y n with 45 relevant digits.
In Shen & Strang (1995) there is no discussion on numerical methods for obtaining the lter coe cients h(n), once the zeros y n or z n are available. As we have explained in x1.3 we need the f(n) in (1.17), but the computation of f(n) by using the zeros of Q N (z) may be unstable when N is large. Another source of errors comes from expanding the product of the binomial term and Q N (z) in (1.17). Unfortunately, we don't have available asymptotic methods for obtaining the lter coe cients (we have powerful methods for P N , but not for Q N ). Further numerical research is needed to compute h(n).
In fact, highly accurate values of y n are needed in order to obtain accurate values of h(n) by using straightforward methods. Expanding the right-hand side of (1.17) in powers of 1=z, and using 45-digits accurate values of z n , we have obtained a set h(n) that satis es shown are the values of ? 10 log jh(n)j; n = 0; 1; : : : ; 199.
Asymptotic expansions 4.1. The incomplete beta function
We summarize from Temme (1982) , (1996) the details of an expansion for the incomplete beta function that is based on formula (2.7). We can expand R N ( ) e 4.2. The coe cients " k of (2.11) In (2.14) and (2.15) we have given the coe cients " 2 and " 3 . It is convenient to remove derivatives by using (4.2) . In this way we obtain " 2 = 1 8 (8 + 3 2 ? 8 2 + 4 3 " 1 ? 8 2 " 1 ? 4" 2 1 2 )= 3 ;
