I examine the behavior of inventories and their role in the short-run dynamics of commodity production and price.
This paper differs from earlier studies of inventory behavior in three respects.
First, I focus on homogeneous and highly fungible commodities. This helps avoid aggregation problems, simplifies the meaning of marginal convenience yield, and allows the use of direct measures of units produced, rather than inferences from dollar sales.
Second, I estimate Euler equations, and allow marginal convenience yield to be a convex function of inventories. This is more realistic, and better explains the value of storage and its role in the dynamics of price.
Third, I use futures prices to directly measure marginal convenience yield.
This produces tighter estimates of the parameters of the convenience yield function.
Introduction.
The markets for many commodities are characterized by periods of sharp changes in prices and inventory levels. 1 This paper examines the behavior of inventories, and their role in the short-run dynamics of production and price. It also seeks to determine whether observed fluctuations in spot and futures prices can be explained in terms of rigidities in production and desired inventory holdings.
In a competitive market for a storable commodity, producers and consumers react to stochastic price fluctuations by balancing costs of adjusting consumption and production with costs of increasing or decreasing inventory holdings. These costs affect the extent to which prices fluctuate in the short run. For example, if adjustment costs are small and there are no substantial short-run diseconomies of scale, there will be little need to adjust inventories, and shocks to demand or supply that are expected to be short lived will have little impact on price.
Such shocks will likewise have little impact if adjustment costs are high but the cost of drawing down inventories is low.
To determine these costs, I model the short-run dynamics of production, sales, and storage for three commodities: copper, heating oil, and lumber.
I assume optimizing behavior on the part of producers, and estimate structural parameters that measure adjustment costs, costs of producing, and costs of drawing down inventories. I then examine the implications of these costs for inventory behavior, and for the behavior of spot and futures prices.
Because of its importance in the business cycle, inventory behavior in manufacturing industries has been studied extensively.
Recent work has
shown that there is little support for the traditional production smoothing -2 model of inventories; in fact, the variance of production generally exceeds the variance of sales in manufacturing.
2 Instead, the evidence seems to favor models of production cost smoothing, in which inventories are used to shift production to periods in which costs are low, and models in which inventories are used to avoid stockouts and reduce scheduling costs.
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The role of inventories seems to be different in commodity markets. At least for two of the three commodities studied here, the variance of production is substantially less than the variance of sales, and there is evidence that inventories are used to smooth production. On the other hand, the cost of drawing down inventories rises rapidly as inventory levels fall, because inventories are also needed to maintain production and delivery schedules. This limits their use for production or production cost smoothing, particulary during periods of high prices following shocks.
Besides their focus on manufactured goods, most earlier studies of inventory behavior and short-run production dynamics rely on a linearquadratic model to obtain an analytical solution to the firm's optimization problem. Examples include Eichenbaum's (1984 Eichenbaum's ( , 1989 ) studies of finished goods inventories, the studies of automobile production and inventories by Blanchard (1983) and Blanchard and Melino (1986) , and Eckstein and Eichenbaum's (1985) study of crude oil inventories. All of these models include a target level of inventory (proportional to current or anticipated next-period sales) and a quadratic cost of deviating from that level. 4 Although convenient, the linear-quadratic specification is a major limitation of these models. First, marginal production cost might not be linear. Second and more important, a quadratic cost of deviating from a target inventory level implies that the net marginal convenience yield from holding inventory (the negative of the cost per period of having one less unit of inventory) is linear in the stock of inventory.
Aside from permitting negative inventories, this is simply a bad approximation. Early studies of the theory of storage have demonstrated, 5 and'a cursory look at the data in the next section confirms that at least for commodities, marginal convenience yield is a highly convex function of the stock of inventory, rising rapidly as the stock approaches zero, and remaining close to zero over a wide range of moderate to high stocks. There is no reason to expect a linear approximation to be any better for manufactured goods.
The alternative approach to the study of inventory behavior and production dynamics is to abandon the linear-quadratic framework, adopt a more general specification, and estimate the Euler equations (i.e., firstorder conditions) that follow from intertemporal optimization. This approach is used in recent studies of manufacturing inventories by Miron and Zeldes (1988) , who show that the data strongly reject a general model of production smoothing that takes into account unobservable cost shocks and seasonal fluctuations in sales, and Ramey (1988) , who, by introducing a cubic cost function, shows that declining marginal cost may help explain the excess volatility of production. However, both of these studies maintain the assumption that the cost of deviating from the target inventory level is quadratic, so that the marginal convenience yield function is linear.
This study differs from earlier ones in three major respects. First, I
focus on homogeneous and highly fungible commodities. This helps avoid aggregation problems, and simplifies the meaning of marginal convenience yield and its role in the dynamics of production and price. Also, it allows me to use direct measures of units produced, rather than inferences from dollar sales and inventories. Second, as in Miron and Zeldes and Ramey, I estimate Euler equations, but I allow the marginal convenience yield to be a -4 -convex function of the stock of inventory. This is much more realistic, and better explains the value of storage and its role in the short-run dynamics of price. Third, I utilize futures market data, together with a simple arbitrage relation, to obtain a direct measure of marginal convenience yield. This makes it possible to obtain tighter estimates of the parameters of the marginal convenience yield function.
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The next section discusses the characteristics and measurement of marginal convenience yield, presents basic data for the three commodities, and explores the behavior of price, production and inventories. Section 3 lays out the model, and Section 4 discusses the data and estimation method.
Estimation results are presented in Section 5, and Section 6 concludes. Then, to avoid arbitrage opportunities, tT must satisfy:
where Pt is the spot price, fT,t is the forward price for delivery at t+T, and rT is the risk-free T-period interest rate. To see why (1) must hold, note that the (stochastic) return from holding a unit of the commodity from t to t+T is t,T + (Pt+T -Pt ) -If one also shorts a forward contract at time t, one receives a total return by the end of the period of kt,T + fT,t -Pt. No outlay is required for the forward contract and this total return is non-stochastic, so it must equal rTPt, from which (1) follows.
In keeping with the literature on inventory behavior (see the references in Footnotes 2, 3, and 4), we will work with the net marginal convenience yield valued at time t. Denote this by tTtT/(1 + rT), so that (1) becomes: 1973, 1977-79, 1983, and 1986-87 , the net convenience yield also rose. The net convenience yield for lumber and heating oil also reached peaks of 8 to 10 percent of price.
During these periods of high prices and high convenience yields, inventory levels were lower than normal, but still substantial. This suggests that production is rigid in the short run, and cannot be adjusted quickly in response to higher prices. But it also suggests that an important function of inventories is to avoid stockouts and facilitate the scheduling of production and sales. This function probably dominates during periods when prices are high and inventory levels are low. During more normal period, inventories may also serve to smooth production. Table 1 compares the variances of detrended production, sales, and
inventories. The first row shows the ratio of the variance of production to the variance of sales for each commodity. For copper and heating oil, the variance of production is much less than that of sales. One explanation is that demand shocks tend to be larger and more frequent than cost shocks.
One might expect this to be the case with heating oil, where seasonal fluctuations in demand are considerable, and to a lesser extent for lumber.
The second row shows the ratios of the nonseasonal components of the variances (obtained by first regressing each variable against a set of monthly dummies and time). As expected, this ratio is much larger for heating oil, and slightly larger for lumber. However, for copper and heating oil, the variance of production still exceeds that of sales.
Also shown in Table 1 is the ratio of the variance of production to that of inventories, normalized by the squared means. Note that for copper and heating oil, there is much more variation in inventory than in production, whether or not the variables have been deseasonalized. This --suggests that for these two commodities, one important use of inventories is to smooth production. The picture is somewhat different, however, for lumber. The variances of production and sales are about the same, and production varies much more than inventories, especially after deseasonalizing the variables. Also, production and sales track each other very closely. Hence production smoothing is probably not an important role for inventories of lumber. Instead, large maintenance levels of inventories seem to be needed to maintain scheduling and avoid stockouts.
Finally, what do the data tell us about the dependence of the marginal convenience yield on the level of inventories? One would expect the marginal value of storage to be proportional to the price of the commodity, and to depend on anticipated sales. In the model presented in the next section, I use the following functional form for t, which is reasonably general but easy to estimate:
Figures 2a, 2b, and 2c show t plotted against the inventory-sales ratio, Nt/Qt+l, for each commodity. These figures suggest that t is likely to be well represented by eq. (2), with , > 0, and that the linear relationship that has been used in most studies of inventories is likely to be a poor approximation to what is in fact a highly convex function.l5 Table 2 shows simple nonlinear least squares estimates of eqn. (2), with monthly dummy variables included for a.
(These monthly dummies can capture seasonal shifts the cost of storage, as well as seasonal shifts in the gross marginal convenience yield.) For all three commodities, the fit is good, and we can easily reject --1, i.e., that is linear in N. In addition, the monthly dummy variables are significant as a group for lumber and heating oil. As expected, there are strong seasonal fluctuations in the use of these two commodities, so that the benefit from holding inventory is likewise seasonal.
3. The Model.
Intertemporal optimization by producers requires balancing three costs:
the cost of producing itself, which may vary with the level of output and over time as factor costs change; the cost of changing production, i.e., adjustment cost; and the cost of drawing down inventories. Our objective is to estimate all three of these costs, and determine their dependence on output, sales, and inventory levels.
To do this, I make use of fact that in the U.S. markets for copper, heating oil, and lumber, producers can be viewed as price takers. This, together with the fact that futures prices provide a direct measure of the marginal value of storage, allows me to estimate absolute costs, rather than relative ones as in other studies (such as those of Blanchard (1983) , Ramey (1988) , and Miron and Zeldes (1988) ).
I model the direct cost of production as quadratic in output, and I assume that there is a quadratic cost of adjusting output. For all three commodities, most inventories (and all of the inventories included in our data) are held by producers. Hence (Nt,Qt+l,Pt) is the cost that the firm bears from production and scheduling inefficiencies, stockouts, etc., when the inventory level is Nt and expected sales is Qt+l' (This excludes physical storage costs.) Both production cost and the net benefit from storage are likely to fluctuate seasonally, so I introduce monthly dummy variables to account for each. Allowing for unobservable shocks to the cost of storage, the total cost of production can be written as:
Here, the jt's are a set of factor prices; a wage index and a materials cost index for all three commodities, and in addition the price of crude oil for heating oil. These yjt's and the error term t allow for both observable and unobservable cost shocks.
Inventories must satisfy the following accounting identity:
Taking price as given, firms must find a contingency plan for production and sales that maximizes the present value of the flow of expected profits, subject to eqn. (4):
where Et denotes the expectation conditional on information available at t, and Rt,, is the r-period discount factor at time t. All prices and costs in this model are in nominal terms, so Rt, -1/(1 + rt 7 ,), where rt is the r-period nominal interest rate at t. The maximization is subject to the additional constraint that N > 0 for all r, but because Z -X as N 0, this constraint will never be binding.
To obtain first-order conditions for this problem, use eqn. (4) Maximizing with respect to N t and using N -'~Pt(Nt/Qt+l ) ' o yields:
Eqn. (6) The equation also contains an error term, but note that this is not an expectational error; it simply represents the unexplained part of marginal cost.
Eqn. (7) describes the tradeoff between selling out of inventory versus producing, holding Q fixed. To see this, move a + ZjajDjt -Pt(Nt/Qt+l ) to the left-hand side. The equation then says that net marginal convenience yield (the cost over the coming period of having one less unit of inventory) must equal the expected change in full marginal cost (the increase in cost this period minus the discounted decrease next period) from producing one more unit now, rather than selling it from inventory and producing it next period instead.
This expected change in marginal cost may be due to expected changes in factor prices (RltEtwjt+l may be larger or smaller than wjt), expected increases in cost due to convexity of the cost function, and changes in expected adjustment costs. Again, the error terms in eqn. (7) represent the unexplained parts of marginal production and storage costs.
Eqn. (7) 
The basic model therefore contains three equations: (6), (7) and (8).
These are estimated as a system, subject to cross-equation parameter constraints. 1 7 ,18 A number of issues regarding data and estimation are discussed in the next section.
One possible problem with this model is that I have arbitrarily specified the net marginal convenience yield function, t. Of course, this is also a problem with every earlier study that includes a cost of storage.
However, in this case, if the primary interest is to estimate the parameters of the production cost function and the parameter P 1 that measures the cost of adjustment, we can use eqn. (8) to eliminate At altogether. Substituting the left-hand side of (8) for the terms that represent t in (7) gives the following alternative Euler equation:
Note that this also eliminates inventories, Nt, as a variable in the model. This section discusses the method of estimating the two versions of the model (eqns. (6), (7), and (8), and eqns. (6) and (7')), and the data set.
Estimation.
A natural estimator for an Euler equation model is an instrumental variables procedure that minimizes the correlation between variables known at time t and the equation residuals. Hence I simultaneously estimate eqns.
(6), (7), and (8) using iterative three-stage least squares. The choice of instruments for this procedure deserves some comment.
Recall that the error terms t and t represent unobserved shocks to production cost, storage cost, and demand. Unit sales for each commodity is calculated from unit production and end-of-month inventories using eqn. (4). The resulting series were compared -15 -to data from the same sources that are purportedly a direct measure of unit sales. The series were mostly identical, but occasionally data points will differ by up to one percent. include as an additional cost variable the producer price index for crude petroleum (w 3 t).
Some issues arise with respect to the choice of discount factor and the measurement of spot price, which I discuss in turn. Some studies have used a constant (real) discount factor, but in commodity markets, changes in nominal interest rates can have important effects on inventory holdings and price. Hence it is important to let the discount factor vary across time.
The choice of Rt should reflect the rate actually used to discount nominal cash flows at time t. In the case of eqn. (8), which is an arbitrage relationship, this should clearly be the risk-free rate, e.g., the nominal Treasury bill rate. In the case of eqns. (6) and (7), however, the rate should include a premium that reflects the systematic risk associated with the various components of production cost. Unfortunately, this risk is likely to vary across the components of cost (in the context of the CAPM, it will depend on the beta of the commodity as well as the betas of the individual factor inputs), so there is no simple premium that can be easily measured. The third approach, which I use here, is to infer a spot price from the nearest active futures contract (i.e., the active contract next to expire, typically a month or two ahead), and the next-to-nearest active contract. This is done by extrapolating the spread between these contracts backwards to the spot month as follows:
where Pt is the end-of-month spot price, Flt and F 2 t are the end-of-month prices on the nearest and next-to-nearest futures contracts, and n 01 and n02
are, respectively, the number of days between t and the expiration of the nearest contract, and between the nearest and next-to-nearest contract. The ).
Results
. Tables 3 and 4 show, respectively, the results of estimating eqns. (6), (7), and (8), and eqns. (6) and (7'), for each commodity. Each model was first estimated without any correction for serial correlation, but the residuals of eqns. (6), (7) and (7') appeared to be AR(1). These equations were therefore quasi-differenced, and each model was re-estimated. The overidentifying restrictions are not rejected, however, for copper and heating oil.
As for the estimates themselves, several points stand out. First, for all three commodities, the estimated marginal convenience yield function is strongly convex --the cost of drawing down inventories rises rapidly as levels fall. Thus while production smoothing may indeed by an important role for inventories (as the numbers in Table 1 A second point is that Pl, the adjustment cost parameter, is insignificantly different from zero and/or negative for every commodity. This is the case both for the full model, and for eqns. (6) and (7'). Also, for copper and lumber, both versions of the model yield estimates for b, the slope of the marginal cost curve, that are insignificantly different from zero. It is hard to reconcile this with a production smoothing role for inventories (even during periods when inventories are large), as suggested (at least for copper) by the numbers in Table 1 .
The results for heating oil do provide evidence of rising marginal costs, and the estimates are also economically meaningful. For example, this component of cost accounts on average for over 15 percent of the price of heating oil. Over the sample period, temporary increases in output added 3 to 6 cents to marginal cost because of the convexity of the cost function.
This is further evidence that heating oil inventories are used to smooth production.
Several alternative versions of the model were also estimated. First, eqns. (6), (7) and (8), and eqns. (6) and (7') were estimated using Finally, a risk premium parameter was added to the discount factor in eqns.
(6), (7) and (7'), but estimates of this parameter were insignificant and/or not economically meaningful.
Conclusions.
Unlike models of manufacturing inventories, I have stressed the convex nature of the marginal convenience yield function, and used futures market data to infer values for this variable.
But this also means estimating
Euler equations, with the difficulties that this necessarily entails. The greatest difficulty is that estimation of structural parameters hinges on capturing intertemporal optimization by producers over periods corresponding to the frequency of the data -one month in this case. This may be too much to expect from the data, and may explain the rejection of the overidentifying restrictions for lumber, and the failure to find any evidence of adjustment costs or, for copper and lumber, a positively sloped marginal cost curve.
Of course there may also be problems with the specification of the model. A symmetric, convex adjustment cost function ignores important irreversibilities in production.
Copper is a good example of this. There are sunk costs of building mines, smelters, and refineries, and sunk costs of temporarily shutting down an operation or restarting it. Such costs can Nonetheless, the data reported in Table 1 and the parameter estimates for heating oil do indicate some production smoothing role for inventories.
Although this may be important during periods of low or normal prices, it is probably not the primary role of inventories during periods of temporarily high prices. The very high net marginal convenience yields that are observed at such times, and the convex convenience yield functions that are estimated for all three commodities, are evidence that inventories may then have a more important role as an input to production. That role may be to facilitate production and delivery schedules and to avoid stockouts. That it is necessary is made clear by the fact that producers are willing to keep inventories on hand at an effective cost that is sometimes very high.
-21 - Table 1 Table 3 -Estimation of (6). (7). and (8) CopDer Lumber Note: P 1 and P 2 are AR(1) coefficients for Eqns. (6) and (3). J is the minimized value o5 the objective function, distributed as X (59) for copper and lumber, and X (52) for heating oil. A * indicates significant at 5%. Asymptotic standard errors are in parentheses. Table 4 -Estimation of (6) and (7') 
24.72
Note: P 1 and P 2 are AR(1) coefficients for Eqns. (6) and (').
J is the minimized value oJ the objective function, distributed as X (43) for copper and lumber, and x (38) for heating oil. A * indicates significant at 5%.. Asymptotic standard errors are in parentheses. Cox, Ingersoll and Ross (1981) and French (1983) .) Let rw be the yield to maturity of the bond. Then approximating dB/B by rdt -(T-w)dr, and FT,w by its mean value over (w,T), the average percentage bias, (F-f)/F, for a one-month contract is roughly:
where r is the mean monthly bond yield, and cov is the sample covariance.
Using the three-month Treasury bill rate for r and the nearest active contract price for F, I obtain the following estimates for this bias:
copper, .0030%; lumber, -.0032%; and heating oil, .0077%. The largest bias is for heating oil, but even this represents less than a hundreth of a cent for a one-month contract.
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The standard deviations of monthly percentage changes in the spot prices of copper, lumber, and heating oil, for example, have all averaged more than 10 percent over the past two decades, and in some years have been three or four times higher.
2.
See, for example, Blanchard (1983 ), Blinder (1986 ), and West (1986 .
But also see Fair (1989) , who shows that the use of disaggregated (three-and four-digit SIC) data, for which units sold is measured directly rather than inferred from dollar sales, supports the production smoothing model.
3.
See Blanchard (1983) , Miron and Zeldes (1988), and Eichenbaum (1989) .
All of their models include a cost of deviating from a target inventory level, where the target is proportional to sales. As Kahn (1987) has shown, this is consistent with the use of inventories to avoid stockouts.
4.
As these authors show, the solution to the firm's optimization problem can be stated as a set of parameter restrictions in a vector autoregression. For analytical studies of the linear-quadratic inventory model, see Blinder (1982) and Eichenbaum (1983) .
5.
See, for example, Brennan (1958) and Telser (1958) .
Studies of manufactured inventories generally use Department of
Commerce data in which production is computed from dollar sales, a deflator, and inventories. Fair (1989) shows that the resulting measurement errors add spurious volatility to the production series.
7.
Two other studies of commodity inventories and prices should be mentioned. Bresnahan and Suslow (1985) show that with inventory stockouts, price can take a perfectly anticipated fall, i.e., the spot price can exceed the futures price.
Hence capital gains are limited (by arbitrage through inventory holdings), but capital losses are unlimited. However, they ignore convenience yield, which, as we will see, is an important component of the total return to holding inventory. Also, Thurman (1988) develops a rational expectations model of inventory holding which he estimates for copper, but the model is linear and takes production as fixed.
8.
This is supported by earlier studies of commodities (see Footnote 5), and by my data for copper, lumber, and heating oil. As for manufactured goods, Ramey (1989) models inventories as a factor of production, and her results imply that production cost can rise sharply as inventories become small. This view of inventories as an essential factor of production is consistent with my findings.
9.
Thus b is the net flow of benefits that accrues from the marginal unit of inventory, a notion first introduced by Working (1948 Working ( , 1949 . Williams (1987) shows how convenience yield can arise from-non-constant costs of processing.
10. Note that the expected future spot price, and thus the risk premium on a forward contract, will depend on the "beta" of the commodity. But because t,T is the capitalized convenience yield, expected spot prices or risk premia do not appear in eqn. (1'). Indeed, eqn. (1') depends in no way on the stochastic structure of price evolution or on any particular model of asset pricing, and one need not know the "beta" of the commodity.
11. If the interest rate is non-stochastic, the present value of the expected daily cash flows over the life of the futures contract will equal the present value of the expected payment at termination of the forward contract, so the futures and forward prices must be equal. If the interest rate is stochastic and positively correlated with the price of the commodity (which we would expect to be the case for most industrial commodities), daily payments from price increases will on average be more heavily discounted than payments from price decreases, so the initial futures price must exceed the forward price. For a rigorous proof of this result, see Cox, Ingersoll, and Ross (1981) .
12. French (1983) compares the futures prices for silver and copper on the Comex with their forward prices on the London Metals Exchange, and shows that the differences are very small (about 0.1% for 3-month contracts).
13. During 1988, the net convenience yield for copper reached 40 cents per pound, which was nearly 30 percent of the price.
14. Ideally, an expression should be derived for t from a dynamic optimizing model of the firm in which there are stockout costs, costs of scheduling and managing production and shipments, etc., but that is well beyond the scope of this paper.
However, Brennan (1986) shows that a functional form close to (2) can be derived from a simple transactions cost model.
If
t is a convex function of Nt, the spot price should be more volatile than the futures or forward prices, especially when stocks are low. Fama and French (1988) show that this is indeed the case for a number of metals.
16. More general specifications could have been used for both direct cost and the cost of adjustment, but at the expense of adding parameters. 
i.e., firms hold inventory up to the point where the expected capital gain in excess of interest costs just equals the full marginal cost of storage, where the latter is the cost of physical storage less the gross benefit (marginal convenience yield) that the unit provides. This equation can be derived by using (4) to eliminate Qt instead of t and then maximizing with respect to Nt.
(If the only errors are expectational, the covariance matrix of (6), (7), and (i) would be singular, but this problem does not arise if there are also random -30 -shocks to current production and storage costs.) But expectational errors in (i) are likely to be large, so it is preferable to use the information in futures prices and estimate (8).
18. The model as specified above ignores the demand side of the market.
Assuming a quadratic cost of adjusting consumption, the corresponding intertemporal optimization problem of buyers is: where U(Qt) is the utility (e.g., gross revenue product in the case of an industrial buyer) from consuming at a rate Qt' given an index of aggregate economic activity X t.
max Et Z Rt,[U(Qr) -PQr -(1/2)$ 2 (AQ)2] (i) (Qt) r-t
The corresponding first-order condition is:
Pt -UQ(Qt,Xt) -1 l(AQt -EtRltAQt+l)
i.e., marginal utility must equal full marginal cost, where the latter equals the price of a unit plus the expected change in adjustment cost from consuming one more unit now. One can also estimate the expanded system, i.e., eqns. (6), (7), (8),'and (ii).
19. I make the assumption of conditional homoscedasticity for simplicity.
If the assumption is incorrect, the parameter estimates will still be consistent, but the standard errors and test of the overidentifying restrictions will not be valid. 23. The use of an average cost of capital for firms in the industry is also incorrect; we want a beta for a project that produces a marginal unit of the commodity, not a beta for equity or debt of the firm.
24. There are often additional thinly traded contracts, but the number of transactions may not suffice to measure the end-of-month spot price.
25. For a model that accounts for these sunk costs, see Brennan and Schwartz (1985) .
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