Abstract-A novel method for moving-target tracking using single-channel synthetic aperture radar (SAR) with a large antenna beamwidth is introduced and evaluated using a field experiment and real SAR data. The presented approach is based on subaperture SAR processing, image statistics, and multitarget unscented Kalman filtering. The method is capable of robustly detecting and tracking moving objects over time, providing information not only about the existence of moving targets but also about their trajectories in the image space while illuminated by the radar beam. We have successfully applied the method on an experimental data set using miniature SAR to accurately characterize the movement of vehicles on a highway section in the radar image space.
I. INTRODUCTION
T RACKING move down objects in synthetic aperture radar (SAR) data is a challenging task demanding state-of-theart processing. Traditional moving-target indication (MTI) in SAR data relies on space-time adaptive processing [1] , [2] , along-track interferometry (ATI) [3] , [4] , displaced phase center array [5] , detection by focusing with different estimated velocity vectors [6] , monopulse processing [7] , exploiting patch differences in autofocus results [8] , or a combination of the above [9] , [10] . An alternative approach for MTI solutions is the development of new sensor technologies, e.g., a special MTI mode as the scan-MTI mode of phased array multifunctional imaging radar (PAMIR) [11] - [13] . However, for some of these approaches, the restrictions on the movements of the object, e.g., only linear motion, and on the transmitter flight track limit the potential applications. Furthermore, in most methodologies, multiple antenna channels are required to achieve satisfactory detection probability, and the presence of moving objects is only indicated with limited information about the speed and direction of detected objects. However, when dealing with ultralightweight sensors such as miniature SAR Manuscript received July 18, 2011; revised January 10, 2010; accepted February 22, 2012 . Date of publication May 9, 2012; date of current version October 24, 2012 . This work was supported in part by armasuisse W+T.
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Digital Object Identifier 10.1109/TGRS.2012.2191561 (MiSAR) [14] , [15] -commonly required in unmanned aerial vehicles (UAVs)-generation of multichannel data may not be feasible. Therefore, to overcome these problems, we make use of an approach based on image statistics of geocoded SAR images, unscented Kalman filtering, and multitarget hypotheses to extract the movement of objects illuminated by the beam of a suitable single-channel wide-beam SAR sensor. We propose a combination of image processing and advanced multitarget tracking techniques with hidden state-space representation as a promising approach for solving the problem of multiple targets with movements that contain a certain degree of nonuniformity and nonlinearity, to overcome the previously listed limitations. Multitarget tracking for radar applications is presented in [16] . Special emphasis has been placed on improving existing tracking methods in recent years within the computer science community, with applications to a variety of problems [17] - [19] . These promising approaches are introduced and adapted to the tracking of moving objects in SAR data [20] where a general framework is demonstrated. Based on the aforementioned progress, an algorithm to track moving objects in wide-beam single-channel systems was developed and evaluated. The proposed algorithm which relies on the processing of a large number of highly "overlapping apertures with reduced bandwidth" (OAwrB) and subsequent tracking of anomalies in the temporal image statistics provides a flexible and promising solution for the tracking of moving objects even under conditions where most other methods available for single-channel SAR systems fail. We demonstrate that by successfully testing the method on a data set recorded with the wide-beam single-channel MiSAR system in southern Germany, where we were able to accurately extract the trajectories of most of the cars and trucks on the highway's associated on-ramps in the image space. However, these trajectories are the movements of the targets in the image space only and not the real movements in the 3-D space, which are distorted due to the Doppler shift.
In the following, we briefly introduce the MiSAR sensor and its specifications, as well as the test area. Then, the method is described in detail. Beginning with the SPECtral ANalysis (SPECAN)-processed OAwrB images, we will focus on the extraction of potential moving objects in each OAwrB and subsequently use these observations to integrate the findings in a general tracking framework to obtain the trajectories of the moving objects over time. We describe the results obtained on the MiSAR data set and conclude with potential future research and applications. 
II. METHOD

A. Test Site and Sensor
The study area is located south of the city of Ulm in southern Germany. In Fig. 1 , the focused geocoded single-channel SAR image is overlaid on a topographical map. The strip is ∼2450 m long and ∼850 m wide. Two highways, one with along-track and one with cross-track orientation, are present: They serve as the main areas for testing the tracking method.
The sensor system used for the experiments is the frequencymodulated continuous-wave MiSAR system developed by the European Aeronautic Defence and Space Company, Germany [14] , [15] . It is a small lightweight system that operates at 35 GHz in Ka-band and can be mounted on UAVs or small manned aircraft. The sensor's azimuth beamwidth for the experiment is ∼14
• , and the pulse-repetition frequency (PRF) is 2000 Hz, with resolution ∼0.5 m in range and azimuth.
MiSAR's slant range is approximately three times the cruise altitude. In the experiment discussed, the slant range was ∼1500 m.
B. Overview of the Processing Chain
The proposed method for tracking moving targets in SAR data with a wide-beam sensor can be subdivided into three major parts. The first task is to process and geocode the SAR data to OAwrB images. The tracking algorithm works independent of the focusing algorithm. We use the SPECAN algorithm [21] , [22] to focus the OAwrB images, as it is an ideal burst processing method for low-bandwidth images. Having obtained a sequence of images where static targets stay at the same position while the moving targets are displaced over time, we collect image statistics and use image processing methods to extract potential moving objects in each image. The candidate objects are based only on single images, with the temporal behavior ignored at this stage. In the third processing step, we use a multitarget unscented Kalman filter (UKF) approach incorporating a dynamic model to associate the extracted time-independent observation of step 2 to generate maximum-probability moving-target trajectories. An overview of the processing chain can be seen in Fig. 2 .
C. Processing and Geocoding the Raw Data
In preparation for the tracking algorithm, the OAwrB images are first processed. They have an azimuth extent of 250-300 m, determined by the azimuth beamwidth and slant range. An implicit tradeoff is made between a low bandwidth with a higher energy concentration of moving versus static targets and a high bandwidth with a better image resolution. We chose short bursts of only 0.25 s, corresponding to ∼8 m synthetic aperture length, i.e., around 2% of the full synthetic aperture, resulting in a good energy conservation of moving targets while also offering a reasonable spatial resolution (∼1 m). A compromise has to be made between the following: 1) a high overlap implying a high temporal resolution and, thus, an improved tracking reliability and 2) computation time. We chose an overlap between the OAwrB images of ∼90% (step width: 0.0195 s).
Preprocessing steps such as Kalman-filter-based global positioning system (GPS)/inertial navigation system (INS) integration, track linearization including first-order motion compensation, range cell migration correction (performed in the range-Doppler domain), and side-lobe suppression are performed before the SPECAN algorithm can be applied. SPECAN, a burst processing method ideal for OAwrB images, is a very computationally efficient method. It directly delivers a focused image for nearly the entire illuminated footprint, also in the azimuth dimension, using a short azimuth segment (or burst), where the azimuth extent of the processed image is much larger than the burst length. SPECAN is significantly less computationally demanding than other stripmap processing methods such as range-Doppler, Ω−k, or chirp scaling.
The use of SPECAN in the past [21] , [22] has often been restricted to narrow antenna beamwidths and small squint angles (i.e., satellite sensors). We implemented the algorithm described in [23] for wide-beam airborne sensors, briefly summarized here. The most important assumption made in Fig. 2 . Flowchart of the processing chain. SPECAN is that the Doppler rate should be constant for any target during the whole of its integration time and that this rate is constant for all targets at the same slant range. While the Doppler centroid is deduced from the navigational data, the Doppler rate is taken as its instantaneous value for a target at a given slant range and a given squint angle associated with the Doppler centroid relative to the linearized track. With the previously mentioned constant-Doppler-rate assumption, all targets at the same slant range have similar Doppler histories. Plotting the Doppler centroid versus azimuth time, these histories are approximated by straight lines with the slope of the Doppler rate (ramps). The principle of SPECAN is based on the observation that the position of any target (or, equivalently, its azimuth time) is uniquely determined by its frequency value at some reference time. This equivalence makes it possible to reduce the required processing to only two steps, namely, deramping and SPECAN. The deramping transforms the Doppler history into constant-frequency lines, and the SPECAN maps these frequency components to the azimuth time. The SPECAN is performed through a scaled Fourier transform implemented via fast convolution using the chirp z transform as described in [24] . Compared to the basic variant of SPECAN using a simple Fourier transform, this has the advantage of producing images with an azimuth pixel spacing independent of the range, therefore avoiding the need to interpolate the data at the final stage. In addition, the azimuth pixel spacing can be adjusted using a scale factor.
Finally, tracking the target requires that the stack of images shares a common geometry. The OAwrB images are geocoded once they have been focused with the SPECAN algorithm to provide the position and velocity of the moving targets in a geodetic coordinate system. For the geocoding, first, a set of points around the perimeter of the focused image is projected into a map geometry using a forward geolocation algorithm. Then, a region of interest containing the coordinates of these points plus a margin is defined, and a regular grid in local map coordinates is created in this region of interest. Finally, the image samples are extracted from the input data using a standard backward geocoding algorithm. Both forward and backward geocoding processes are based on a standard range-Doppler approach [25] using a digital elevation model and all necessary geodetic and cartographic transformations and parameters. A detailed description of this algorithm can be found in [23] .
The geocoded images have a pixel spacing of 0.5 m and were evaluated to analyze the internal accuracy of the geocoding procedure. Since no reflectors were deployed in the campaign, three bright static targets on a dark concrete area were used to estimate the geolocation accuracy, relevant for the later detection and tracking algorithm. The standard deviation of these static targets varies between 0.51 and 1.37 m in northing and between 0.94 and 1.86 m in easting over the whole sequence of images where the static targets were in the antenna beam. The image-to-image shifts of the geolocation are, on average, 0.06 m in northing and 0.18 m in easting. The accuracy of the geocoded images is most reliable in the center of the images and degrades toward the edges. Causes of error are inaccurate navigation data, motion compensation of small flight track segments, and also SPECAN algorithm uncertainties at the image edges (mainly azimuth dimension). Nevertheless, the variations in the relative image-to-image positions are sufficiently accurate for our detection and tracking purposes.
D. Extraction of Moving-Target Candidates
After the raw data focusing to geocoded OAwrB images, one obtains an image stack S(m, n, t) over time for which the following statement holds.
Let I t (m, n) be the OAwrB geocoded amplitude image at time t
if the pixel at position (m, n) is a valid pixel in image I t undef ined, otherwise.
(1)
From (1), one can derive the mean and standard deviation of each pixel's intensity over timē
As we approximate the mean and standard deviation based on pixel samples, it is clear that, with increasing numbers of samples, the reliability of the estimated statistics and, thus, the detection probability of potential moving objects improves. This increase in the number of pixel samples is dependent on the pixel's beam dwell time and is consequently best achieved by using a wide-beam sensor where our proposed method works independent of the acquisition mode. With minor adaptations, the method could also be applied to sensors with a narrower azimuth beamwidth using spotlight mode to achieve longer dwell times.
From the statistics calculated in (2), we can derive the outlier pixels with high positive variance that indicate the presence of nonstatic pixels at specific OAwrB instances.
B(m, n, t) is defined as a Boolean matrix with value 1 for potential moving pixels and 0 otherwise
The value of α specifies the threshold that determines which pixels are treated as candidate moving objects. The parameter α is a sensor-specific property and was chosen on an experimental basis. In theory, the parameter could be derived from an extensive calibration data take, overflying the same restricted control area twice-once with and once without moving objects-to estimate the optimal value for α. However, experiments have shown that the choice of α is not critical provided that it stays within a certain range. We set α = 4.5 in our MiSAR experiment, providing an appropriate tradeoff between false positive detections and missing candidates. Until this point, we have been dealing with a pixel-based matrix, but to obtain a set of potential moving-object candidates at each time step, we next make use of segmentation algorithms to group single pixels into connected object areas. First of all, morphological open and close operations are conducted to reduce noise in the Boolean matrix B. A morphological reconstruction based on the new matrices B and S is then performed to connect neighboring objects that have a high positive variance on a connecting path. An efficient morphologic reconstruction is described in [26] . For each image at time t, B t acts as a seed point mask and S t acts as a marker image to obtain S new t which is used to calculate B new t equivalent to (3), using a slightly lower threshold α 2 (in our MiSAR experiment, α 2 = 3.5). Fig. 3 shows the output of the algorithm for a particular time.
Finally, one has to extract connected objects from the Boolean pixel mask. We use an extraction algorithm based on border tracing as described in [27] and summarized in the following.
Let (p, r) be the first spatial edge where a 0/1 switch occurs 3 = r} with the four-neighborhood being defined as follows:
Find the first r
and add r * to the list of border points. If r * is equal to the initial point of (4.1), the complete object border was traced, and the next 0/1 switch in the image needs to be found to extract the next object starting from (4.1). Otherwise, set r = p and p = r * , and repeat steps (4.2) and (4.3) until r * equals the initial point of (4.1)
→ r := p, p := r * and proceed with (4.2). Thus, one obtains a set of objects for each binary image B t indicating potential moving objects. This set of moving-object candidates includes a considerably higher number of (false) detections than the final detection set after the tracking model is applied. The reasons are as follows: 1) the relatively low values for the threshold α and the processed bandwidth of the OAwrB which enable detection of objects with low radar cross section (RCS) 1 at the cost of a higher number of false detections in single OAwrB images and 2) speckle noise effects. Fortunately, the dynamic modeling of temporal tracking successfully suppresses most of these misdetections given that nonmoving detections (e.g., speckle noise and static above-threshold detections) appear randomly or completely static in the image space, thus lacking any dynamic behavior over time and therefore getting identified as clutter by the tracking model. For each object, characteristics like the center of mass and the area are calculated. The area can be used to eliminate small objects most likely caused by noisy artifacts. Additional object characteristics might be useful for the tracking algorithm but were not investigated in this work. The center of mass shown in Fig. 4 is used as the "raw" observation for the Kalman tracking approach discussed in the next section when considering temporal behavior.
E. Tracking of the Moving Objects
A broad overview of multitarget tracking algorithms is provided in [28] . The advanced multitarget tracking algorithm that we investigate in this paper is based on the theory of unscented Kalman filtering (e.g., [29] and [30] ) and sequential Monte Carlo methods (e.g., [31] ) in general and on a combination of both for multitarget tracking specifically on the work by Särkkä et al. [32] . The tracking approach developed by Särkkä et al. outperforms several multitarget tracking methods in accuracy and computational efficiency. For a detailed comparison with classical multitarget tracking approaches with a fixed number of targets, see [33] . The basic framework for SAR moving-target tracking using multitarget UKFs was previously introduced and demonstrated for a simplified simulated data set in [20] . For the real data experiments, two major changes have been made compared to the previous work: First, while, in [20] , we developed a tracking method for simulated multistatic data, we deal here with a monostatic real data experiment, implying some presumptions concerning the movement of the objects. We assume the moving objects to be at ground level and have only moderate nonlinear motion and acceleration events. Thus, we can estimate the moving target's position based only on monostatic acquisitions. Second, the extraction of potential moving targets tuned for the MiSAR sensor (see Section II-D) is now integrated into the tracking framework: Several adaptations to the Kalman filter model were necessary.
In the following, we summarize the computational chain, explaining the parameters used within the tracking algorithm.
Filtering Models and the UKF: Kalman filters are discretetime filters modeled with Markov chain properties and additional Gaussian noise to estimate the hidden state of a dynamic system from noisy observations. An iterative estimation-maximization approach is used to find the optimal hidden state estimate at each time step. Thereby, the UKF is an extension of the standard Kalman filter allowing nonlinear state transitions and transformation functions. This is realized by the so-called unscented transformation [34] , [35] .
For the unscented transformation, we consider a random variable ψ (of dimension L) with meanψ and covariance C ψ propagated through a nonlinear function y = g(ψ). To calculate the transformed random variable y, we first select 2L + 1 sigma points ψ i with corresponding weights w i as defined in (5.1) and (5.2).
First, form the sigma point matrix ψ = [ψ
− L is a scaling parameter, α determines the spread of the sigma points aroundψ (usually a small positive value, e.g., 0.001), κ is a secondary scaling parameter (set to zero), and β is used to incorporate prior knowledge of the distribution of ψ (for a Gaussian distribution, β = 2). The lower index i indicates the ith row of a matrix. These sigma points are then interpreted using the nonlinear function g: y i = g(ψ i ). The transformed y i 's are used to approximate the a posteriori distribution of the random variable y.
Weighted sample mean
Weighted sample covariance
This approximation preserves at relatively low computational cost accuracy to the third order for Gaussian inputs for all nonlinearities and thus outperforms other nonlinear Kalman filter approaches, e.g., the extended Kalman filter. By using the unscented transformation, we can use arbitrary nonlinear state transition and transformation functions for the Kalman filter to propagate the state and the covariance matrix forward in time. The state transition function
projects the estimated hidden state forward in time. q k models the process noise; x k−1 and x − k are the states at the previous time step k − 1 after the observation update and at the current time step k before the observation update, respectively. This part of the iterative procedure is called the prediction step. In the update step, a new observation is made at time step k, and the current state x − k is updated according to the transformation function
which maps the state x − k before the observation into the observation space Z with v k modeling the uncertainty of the observations. This function is used to calculate the Kalman gain K k and update the state x k to obtain the most probable state estimate considering the observation at time step k.
In our experiments, the state x is defined as The state transition function of the model implies uniform and linear dynamic behavior of the moving objects; however, we want to be able to track nonuniform nonlinear targets, so we allow as noise components a standard deviation of 0.5
• for the value associated with the movement direction (this favors linear movement as highway vehicles are assumed to be moving mainly straight but allows a degree of nonlinearity) and a standard deviation of 1.5 m/s for the value associated with the absolute velocity V abs , to realistically model vehicular acceleration and slowdown events. We use a model that assumes uniform linear movement only to keep the number of parameters for the state low and thus more robust. However, non-linearity as well as acceleration events are handled well within realistic boundaries by allowing some noise component for the moving direction and a relatively high noise level in the velocity.
Tracking Multiple Moving Objects: The Kalman filter described earlier handles an accurate tracking of one vehicle. An open problem remains the tracking of multiple objects in the presence of clutter, equivalent to associating each observation to the correct tracking history or identifying it as clutter. This is done based on Rao-Blackwellized particle filtering [32] , relying on an extended Markov chain Monte Carlo sampling technique to best approximate the posterior distribution for the data association to the set of Kalman filters. In the following, we briefly describe the main steps of the processing chain to understand the parameters used for our test data set. The problem can be subdivided into two tasks. The first task is to find the correct association of a new observation under the assumption of a known number of targets. This is generating the optimal importance distribution for all particles according to the Rao-Blackwell theorem
which is the probability of association d k given the association history d
1:k−1 and all observations z 1:k up to and including time step k. Using Bayes' rule, we can derive
is given by the clutter density function p clutter := p(z k |clutter) for the case of d k being clutter and by the Kalman filter measurement likelihood evaluation of the Kalman filter associated to d k otherwise. According to (7. 2), we can use sampling techniques to approximate the posterior distribution for the data association.
In the second task, we deal with an unknown number of targets, which are "born", exist for a while, and then "die" again. It is realized by allowing a very high number of targets in the model (in theory, infinite; in practice, the maximal conceivable number). The probability of a target's birth is derived from the clutter probability and the detection probability p detect , and its lifetime t d is modeled by a gamma distribution Γ indicating the time that a target is active (i.e., the typical time of a target existence).
For the clutter density function p clutter , a uniform distribution in the measurement space is chosen, and the detection probability p detect is set to 0.6. For the lifetime t d , we use a gamma distribution with a peak at a duration of 1.5 s and a smooth gradient allowing a quite wide range of target lifetimes, accounting for the fact that targets moving in the cross-track direction remain in the images for longer periods than targets that move along track.
The setting of the parameters is done based on prior knowledge and observations, relying also on human expertise and testing to tune the method for optimal performance. The choice of parameters is optimized for the specific MiSAR experiment and has to be adapted for other sensors. Note that the parameters are set very generically to allow a very general tracking framework. Additional prior knowledge can improve performance further at the cost of generality. This could, e.g., be done by a reduction of potential "birth" locations by excluding large forested or other roadless areas. 
III. RESULTS OF THE MiSAR EXPERIMENT
We applied the aforementioned method to the MiSAR data set described in Section II. Two factors were unfavorable for our experiments. First, no ground truth was acquired during the campaign, implying that only rough estimates of the real speed of a vehicle can be used for validation. Second, the grazing angle of the sensor is low (∼18
• ). The forested areas on both sides of the highway therefore cause shadow and layover effects, significantly impairing the detection of moving targets in these regions. However, the MiSAR sensor with its wide antenna beam and the test area are well suited to the task of tracking moving objects in a sequence of OAwrB images.
One hundred and fourteen objects were detected; the tracks are indicated in Fig. 5 .
Additional postprocessing not discussed in this paper might be able to exclude some artifacts caused mainly by noisy observation at the edges of the images (lower signal-to-noise ratio) and processing artifacts in the OAwrB images. In the following, we use the estimated velocities of the vehicles in the image space as rough approximations of the true 3-D velocities to evaluate our method without applying any image-to-3-D velocity corrections. This allows meaningful comparisons between image and 3-D velocities only for cross-track-moving objects. We comment on possible ways to transform the image space velocities distorted by the Doppler effect to 3-D velocities later in this paper. The Doppler corrections are not part of this paper, as: 1) We do not have ground truth velocities to calculate reliable error bars even after performing a Doppler shift correction; 2) the accuracy of the navigation data is insufficient (no differential GPS (dGPS) data available); and 3) the MiSAR sensor is a high-frequency sensor, thus inducing significant additional uncertainty to image-to-3-D space transformations. The sensor has a wavelength of 8.69 mm and a PRF of 2000 Hz; the Doppler ambiguity equates to a radial velocity difference of only 8.69 m/s. With a slant range of roughly 1500 m, a platform speed of ∼35 m/s, and an inaccuracy of 1 m/s in radial velocity, the Doppler shift is given by [7] 
The above relation implies that, particularly for targets moving mainly in the along-track direction, the velocity estimates are distorted, as even a small Doppler shift in the azimuth direction has a large influence on the velocity as the direction of the shift is parallel to the object's direction of movement. For cross-track-moving objects, the shift in the absolute position is much larger as the radial velocity of cross-track-moving objects is larger. However, its distortion of the velocity between the image and 3-D spaces is considerably smaller, as the direction of movement and the Doppler shift are perpendicular and the relative change of the radial velocity (and Doppler shift, respectively) between the first and last detections of the object (in the first and last OAwrBs/bursts) is smaller than that for objects moving opposite to the sensor's movement in the alongtrack direction.
In the following, we discuss three exemplary cases [shown in Fig. 6(a) ] to demonstrate the algorithm's output in the image space. Fig. 6(d) moving predominantly in the along-track direction. These values are distorted by a Doppler shift (which is small in absolute values but with larger relative changes between the first and last detections and parallel to the moving direction, thus directly influencing its velocity estimate). The image positions of the vehicles are only slightly shifted, as the radial velocity component for targets moving along track is considerably smaller; this is why they are mapped on the highway, probably shifted only slightly to the south.
The results from the test data set seem promising and accurate in the image space; unfortunately, evaluation of the results based on 3-D space velocities is difficult due to the sensitivity of the Doppler shift to the radial velocity because of the highfrequency sensor and imprecise navigation data and due to the lack of ground velocity measurements. To give the reader an impression of the accuracy, we summarize the algorithm's output in a visual evaluation (Table I ; note that velocities are only given for cross-track targets as they are better approximations of their 3-D velocities; misdetections are almost exclusively caused by processing artifacts, e.g., glint points, and noise effects at the edges of the OAwrB).
We additionally tried to visually identify objects not detected by the algorithm, finding 25. The derived statistics are summarized in Tables II and III. Although this is not an absolute validation of the method, these results with single-channel SAR data demonstrate good performance of the algorithm as far as possible in the absence of ground truth data (a classification probability of ∼72% with Fig. 7 , the characteristics of the detected moving objects are shown. The distribution of the speeds of cross-track-moving objects Table I .
(a) Distribution of the speeds for moving objects with cross-range moving direction (comparable with real 3-D velocity) from Table I . (b) Distribution of the dwell time for moving objects from Table I . (c) Distribution of the direction of movement for moving objects from Table I . Note the large alongtrack accumulation coincident with the highway.
IV. CONCLUSION AND OUTLOOK
We have introduced a tracking method based on multitarget UKFs to not only identify moving targets but also estimate their trajectories in the radar image space. The proposed algorithm can be practically applied to any single-channel wide-beam SAR and shows promising results. For cross-range velocities, it was possible to manually validate the velocity with the help of a road model: The speed estimation was within an error margin of ∼1 m/s. A more complete validation is impaired by the lack of ground truth data. A further flight campaign with a different sensor is in progress, where ground truth measurements are available, which will be used in a more complete validation process. In the newer campaign, ATI data were recorded in parallel, which will provide the opportunity to compare the method developed here with ATI-based approaches. The OAwrB image processing and tracking are computationally intensive, but with high-performance computers and a tradeoff in the ratio of the overlaps of OAwrB images and the minimum detection probability, a quasi-real-time processing of the data is achievable. A remaining task not addressed in this paper is the translation of an object's position and velocity in the image space to its corresponding real-world position/velocity. Existing works in this field (e.g., [36] ) can be incorporated to our algorithm in the future. However, as the sensor operates at high frequencies and the navigation data are not based on dGPS measurements, these corrections induce additional uncertainties and thus might not be desirable for some applications. Generally, the imageto-3-D correction can be done either by including the Doppler shift in the transformation function (6.4), by postprocessing, or by introducing additional prior information. The first solution implies additional parameters in the tracking model and, consequently, a less robust detection capability. The second approach for the image-to-3-D corrections has the advantage that it has no negative influence on the detection accuracy, but its estimation of the 3-D position and velocity is less accurate and, in some cases, needs manual intervention to resolve Doppler ambiguities. The most precise method to transform image space estimates of moving targets into 3-D space ones is by using additional prior information, most suitably road models. This allows a robust solution for the corrections even with highfrequency sensors. As the main output of this paper, we were able to demonstrate with real data a novel method for tracking moving objects in single-channel wide-beam SAR systems with high accuracy in the image space and flexibility concerning the sensor and object moving directions (cross track as well as along track) and speeds.
