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This thesis considers the representation and the identiﬁcation of objects in image se-
quences: objects are represented by information extracted from image sequences, and
this representation is exploited to solve problems such as object detection, recognition,
and scene location.
To achieve these goals, a number of issues had to be taken into account, primarily,
￿ Deal with redundancy in image sequences,
￿ Estimate the similarity between images,
￿ Formalize the object representation problem.
This thesis produces original contributions in the following areas:
Image sequence registration and mosaic construction: I present a robust sequence reg-
istration technique and apply it to both mosaic construction and mosaic-based multiple
motion segmentation. I also show how it can be used to enhance the quality of video se-
quences, or to perform video compression, thus reducing the redundancy of sequences.
Evaluation of similarity between grey-level images: using images to identify or rec-
ognize an object in a scene raises the problem of checking whether a particular object
appears in a certain image. If an image-based representation of the object is chosen, one
must compare images or parts of them, and evaluate their degree of similarity. For this
purpose, a multiscale similarity method based on the deﬁnition of the Hausdorff distance
has beendevised. It is tolerant to scene variations (which may induceocclusions), to small
light variations, and performs well even in the presence of small geometric deformations.Kernel methods for object representation: identiﬁcation and recognition problem are
often cast in the more general framework of binary classiﬁcation. Kernel methods offer an
alternative approach when linear classiﬁcation is inadequate, by performing a mapping
of data points to a high dimensional space and exploiting a priori knowledge to choose
more speciﬁc classiﬁcation functions. The mapping into the high dimensional space is
performed by a function called a kernel. If the data points are images, properties like
spatial correlation can be used to derive kernels which perform a “good” mapping and
so induce a better classiﬁcation. I investigate suitable kernels for images and show how
a variant of the similarity measure described above is used with success in a number of
applications.
Novelty detection (i.e., learning one class at a time): in many applications, while it is
relatively easy to represent the class of objects one wishes to identify, it is not straightfor-
ward to understand what represents the opposite class (in face detection problems, for
instance, it is easy to collect examples of faces, while it is not easy to decide what the
non-faces are). Representing and classifying one class at a time is one possible solution.
In this framework I have studied and tested extensively the kernel for images introduced.
Each contribution introduced in this thesis to the above problems is somewhat indepen-
dent from the others and can be used to solve speciﬁc applications but, taken all together,
they can represent the main tools for a complex object representation and identiﬁcation
system.
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4Introduction
Scope and motivation
This thesis considers the representation and the identiﬁcation of 3D objects in image se-
quences: objects are represented by information extracted from image sequences, and
this representation is exploited to solve problems such as object detection, recognition,
and scene location.
For these purposes the work of this thesis has taken three main directions, which can be
summarized as follows: the analysis of image sequences, from the point of view of the
2D motion information they carry; the extraction of meaningful information from image
sequences, and the modeling of a 3D object as a simple collection of multiple views; the
useofthis low-levelrepresentation inastatistical learningframework, inorderto produce
a higher level object representation for detecting or recognizing instances of the object in
single novel views.
Two important characteristics of our approach are that we use unconstrained image se-
quences acquired by a non calibrated camera, and that we aim at limiting the preprocess-
ing of the images, in particular the computation of images correlations. Our idea is based
on ﬁnding one possible collection of characterizing views of an object which describes a
low-level representation; once this ﬁrst representation stage is completed, the images are
represented as vectors, and are given to a learning machine that uses a suitable kernel for
images to learn one class at a time, that implicitly produce a high level representation of
the object. The kernel for images we devised is tolerant to small spatial misalignments,
therefore reducing the need for image correlation.
5The idea of using image sequences as a basis to perform object representation is not new.
3D object representation or modelling is a central problem of various disciplines, rang-
ing from photogrammetry (modelling for measuring), through computer graphics (mod-
elling for visualization or interaction in virtual environments), computer vision (mod-
eling for analysis), to the more recent computer animation, not to mention the various
hybrid applications which lie among them. In the last decades many ideas have been pro-
posed, and among them, there are a few that use image collections or image sequences as
input data.
The ﬁrst family of methods, which originates in computer graphics and engineering, is
based on an explicit deﬁnition and construction of full 3D models. Since this approach is
the most distant from ours in the range of existing methods we will not discuss it further
(for a review, the reader may refer to [BJ85]; a more speciﬁc work that addresses 3D ob-
ject contruction from image sequences, is [Pol]). Usually such models are sophisticated,
difﬁcult to build, and often hard to use. Aspect graphs [KvD79, BJ85], instead, are one of
the ﬁrst attempts to represent the 3D appearance of objects in terms of their 2D projec-
tions; with aspect graphs, though, there is no computational gain relative to computing
the full 3D model of the object. However, the idea of representing objects using 2D rather
than 3D models is still popular: it has been supported by recent advances in biological
vision [BET95, Sin95], and has been adopted by various researchers. Among other tech-
niques, it is worth mentioning 2D morphable models [JP98, PV92, VP97, BSP93] and view-
based active appearance models [ECT99, CWT00], which use a selection of 2D views for the
purpose of modeling a 3D complex object. The idea behind both methods (which achieve
comparable results in two rather different ways) is that of synthesizing a model for each
object or class of objects, and then matching it with a novel image to check for consistency.
Both morphable models and active appearance models are ﬁrmly based on registering a
selection of images belonging to the same object or the same class, and compute linear
combination of the examples in terms of their 2D shape and their texture, which repre-
sent a model of the object. For ﬁxed values of the model parameters, the model can be
rendered as a valid image of the object represented. Their images belong to a linear space
of representations for each object or class — that is, a linear combination from a selection
6of faces is still a face, thanks to registration, hence, these methods model a linear space of
the faces. For this reason, given a model of an object or a class, they can also be used to
generate new synthetic views.
Our approach, instead, starts from an image sequence and ﬁrst ﬁnds one of the possible
collections of representative views of an object; it then represents these views in a space
which is not necessarily linear. Unlike aspect graphs, this representation is not unique,
and can vary considerably depending on imaging conditions, image sequencequality, etc.
With respect to morphable models and active appearance models, our approach gains in
simplicity in the representation stage, while it loses the ability to automatically generate
synthetic views — our representation space is not necessarily linear since our images have
not been registered to start with.
The learning from examples paradigm has been applied with success to object identiﬁca-
tion and recognition. Strongly inspired by the learning capabilities of young humans,
it is based on describing a phenomenon, an object, or an action by means of examples.
The classical approach that allows the system to be able to discriminate correcly and min-
imizes the number of incorrect answers to new questions is to show the system both
positive examples (examples which correspond to the object or action we are describing)
and negative examples — in the case of image-based learning the examples will consist
of images or portion of images. While positive examples are usually deﬁned as images
containing the object of interest, negative examples are comparatively much less expen-
sive to collect, but equally somewhat ill deﬁned and difﬁcult to characterize as a class.
Almost all researchers in this ﬁeld seem to agree on the fact that a representative list of in-
formative negative examples should be obtained by carefully selecting the most difﬁcult
negative examples (i.e., the negative examples which are most likely to be mistaken as
positive) [PP00]. An alternative to this approach, however, is to design a learning system
that learns from a class of representative positive examples only. It is beyond doubt that
this approach, in the best case, can perform as well as the standard positive-negative (bi-
nary classiﬁcation) approach, but that in general it may perform worse, since it uses less
information; on the other hand, we are encouraged by our results, and by the fact that the
time and effort needed for data collection decrease enormously.
7Thesis structure
This thesis is divided into three parts which deal with (1) the analysis of image sequences,
(2) the study of similarity measures for grey-level images, and (3) a high-level object rep-
resentation and identiﬁcation, based on statistical learning. Each part presents a separate
aspect of the area examined, and could be applied independently to solve speciﬁc prob-
lems; together, however, they can form the main parts of a complex system for object
representation and recognition. Each part opens with a chapter introducing the theo-
retical background necessary to the understanding of the following chapters. However,
because of the variety of the topics addressed in this thesis, we have preferred to refer the
reader to more appropriate references in some cases.
Part I ﬁrst addresses 2D motion analysis in image sequences, and then mosaic construc-
tion and motion segmentation. It begins with an introduction to the geometry of imaging
and to a formalization of the relation between corresponding points in pairs of images
(Chapter 1); it continues with a description of a sparse method for 2D motion estima-
tion based on corner tracking, and of a technique that, under certain conditions, extend
the sparse representation of the 2D motion ﬁeld to a global transformation of one frame
into the next (Chapter 2); it concludes by describing a global sequence registration tech-
nique, which we use for mosaic construction and motion segmentation (Chapter 3). Also,
as an application parallel to the main stream of this thesis, it addresses video sequence
compression.
Part II introduces a similarity measure for grey-level images which can, among other ap-
plications, be used to track objects within sequences, thus extracting a collection meaning-
ful views from an image sequence. This similarity measure is based on a metric called the
Hausdorff distance. Part II starts by introducing this, and describing in which computer
vision applications it has previously been used (Chapter 4). Part II next describes our
similarity measure, justiﬁes the statement that it can also be seen as a correlation method,
and discusses extensions of this Hausdorff method to enable a multiscale approach, and
to deal with issues of illumination variation; ﬁnally it describes how the method can be
applied to solve different computer vision problems, both as a correlation measure and
8as a similarity measure for the comparison of a test image to a model (Chapter 5).
Part III is devoted to describing a kernel-based method to learn one class at a time. It
starts by introducing kernel methods (Chapter 6). It continues with a description of to
design a kernel method for learning with positive examples only, and introduces the is-
sue of kernel design for images. In particular it reworks the similarity method described
in part II to produce a kernel for images that can be used with success in object identiﬁca-
tion. It concludes with a description of two applications, face identiﬁcation and 3D object
recognition (Chapter 7).
9Part I
Image Sequence Analysis
10Outline of Part I
Image registration[Bro92, GM99] is the process of determining correspondence between
all points belonging to images of the same scene. By registering two images, informa-
tion from different sources can be combined, the geometry of the scene can be recovered,
and changes occurring in the scene during image acquisition can be determined. Image
registration has application in ﬁelds as diverse as medical image analysis [HE98], the
processing of remotely sensed data [SP97], robot vision, and industrial inspection.
In this ﬁrst part of the thesis, we introduce a methodology using image registration for
the compact representation of image sequences [OFT01]. The only property required of
the image sequences is spatio-temporal continuity, that is, that they should be captured
with a single operation of the camera and should present an action continuous in time
and space; such a sequence is referred to as a video shot.
Chapter 1 reviews the facts about the geometry of one and two cameras; in this chapter
we principally present a formalization of the geometric relation between corresponding
points in a stereo pair, and discuss under which circumstances corresponding points can
be related by a homography [SK52] — a non-singular linear transformation of the projec-
tive plane into itself.
Chapter 2 introduces a method to estimate a sparse 2D motion ﬁeld from an image se-
quence, which is based on the Shi-Tomasi-Kanade feature tracker [TK91, ST93]. With this
method we compute correspondences between adjacent frames, and use them to produce
a global registration of the image sequence, provided that corresponding points in each
11pair of images can be related by a homography.
Chapter 3 extends the registration technique described in Chapter 2 to mosaic construc-
tion. It introduces the problem of motion segmentation, and describes the mosaic-based
segmentation method which we also use to accomplish video coding.
12Chapter 1
Geometry of Imaging
This chapter is devoted to a review of the basic notions about one and two camera geometry for
the perspective camera model, and meant as a background introduction useful for the succeeding
chapters. For details on this subject the reader can refer to [TV98, HZ00].
1.1 Geometry of one camera
The most common geometric model of a camera is the perspectiveor pin-hole model (Figure
1.1), which consists of a plane
 , the image plane, and a 3D point
￿, the center of projection.
The distance between
  and
￿,
 , is the focal length. The straight line through
￿ and
perpendicular to
  is the optical axis. The point of intersection between the optical axis
and the image plane is the principal point. The reference frame shown in Figure 1.1 with
origin in
￿ and
  axis corresponding to the optical axis, is called camera reference frame.
The fundamental equations of the perspective model, which describe the perspective pro-
jection of a 3D point
￿ in the point
￿ of the image plane are:
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(1.1)
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Figure 1.1: The perspective camera model
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Often, the camera reference frame is unknown, thus a common problem is determining
1We shall use the symbol ˜ to indicate homogeneous coordinates.
14the location and orientation of the camera frame with respect to some known reference
frame, using only image information. Image information is described in pixel coordi-
nates, therefore a link between pixels and millimeters is needed. To deal with this prob-
lem one performs camera calibration, an operation that consists on estimating two sets
of parameters, known as intrinsic parameters and extrinsic parameters: the former link the
pixel coordinates of an image point with the corresponding coordinates in the camera ref-
erence frame; the latter deﬁne the location and the orientation of the camera frame with
respect to a known world reference frame.
More in detail, the extrinsic parameters are typically a 3D translation vector
￿ and a
￿
￿
￿
rotation matrix
 . The relation between the coordinates of a point
￿ in the world frame
￿
￿ and the coordinates of the same point in the camera frame
￿
￿ is:
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
where
￿
 
￿
￿
￿ represents a
￿
￿
￿ matrix the ﬁrst three columns of which are occupied by
 
and the fourth by vector
￿.
Intrinsic parameters, instead, specify respectively: the perspective projection (i.e., the fo-
cal length
 ), the transformation between camera coordinates (mm) and image coordi-
nates (pixel), the geometric distorsion induced by optics. The relation between the pixel
coordinates
￿
￿
￿ and the camera coordinates
￿
￿ of a
￿
  point
￿ is:
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where
  is the matrix of the instrinsic parameters. Neglecting geometric distorsions, and
assuming that the pixel is rectangular, considering the reference frames of Figure 1.2,
 
can be written as follows:
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Figure 1.2: Camera reference frame and image reference frame
where
  is the focal length,
 
￿
 
 
￿ the size of a pixel in millimeters,
￿
 
￿
 
 
￿
￿ the pixel coor-
dinates of the principal point
￿.
In conclusion, under the assumption of a perspective camera model, the projection matrix
that links a 3D point in world frame coordinates,
￿
￿ and its projection on the image plane
in pixel coordinates
￿
￿
￿,i sa
￿
￿
￿ matrix, so that
 
￿
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￿
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￿
  (1.2)
where
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￿
￿
￿.
1.2 Two view geometry
The geometry of a two view system is known as epipolar geometry, shown in Figure 1.3.
The reference frames of the left and right camera are identiﬁed by their image planes
and the optical centers,
￿ and
￿
￿ respectively. Their relative position is deﬁned by a
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Figure 1.3: The epipolar geometry
rigid transformation of the 3D space, described by a translation vector
￿
￿
￿
￿
￿
￿
￿
￿
and a rotation matrix R. Given a 3D point, the relation between its coordinates in the two
reference frames is:
￿
￿
￿
 
￿
￿
￿
￿
￿
  (1.3)
The name epipolar geometry derives from the epipoles, the two points
￿ and
￿
￿ which lie at
the intersections between the line
￿
￿
￿ and the two image planes. Any point
￿ deﬁnes a
plane
 
￿ called epipolar plane which goes through the two optical centers and the point
￿.
It intersects the image planes in two conjugate epipolar lines which contain both the epipole
and the projection of
￿ on the image plane.
Epipolar constraint. Corresponding points must lie on conjugate epipolar lines.
Essential matrix
The equation of
 
￿ can be written as the coplanarity condition of
￿,
￿ and
￿
￿
￿:
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Using (1.3) we obtain
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  (1.4)
17Recalling that a vector product can by written as a multiplication by a rank deﬁcent ma-
trix, we can write
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Then, Equation (1.4) becomes
￿
￿
￿
 
￿
￿
￿
  where
 
￿
 
  (1.5)
is called essential matrix. Observe that (1.5) can be rewritten as
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
  (1.6)
which is the algebraic translation of the epipolar constraint.
Computing E: the eight-point algorithm
This algorithm is due to Longuett-Higgins [LH81]: Assume to have
  point correspon-
dences on two image planes, expressed in the camera reference frames. Each correspon-
dence gives one homogeneous linear equation like the one of Equation (1.6); all these
equations form a homogeneous linear system
 
￿
￿
￿ , where the unknown
￿ are the
￿ en-
tries of
 .I f
 
￿
￿, and the
  points do not form any degenerate conﬁguration [LH81], the
entries of
  can be determined as the nontrivial solution of the system, and since the sys-
tem is homogeneous the solution is unique up to a scale factor. The eight-point algorithm
has the appeal of being simple but effective. The essential matrix is of great importance
in the study of epipolar geometry, since it represents a mapping between image points in
one image plane and the corresponding epipolar line in the other image plane.
The essential matrix is useful when the intrinsic parameters of both cameras are known.
In the case of lack of prior information about the stereo system one can estimate the fun-
damental matrix, which is deﬁned in terms of pixel coordinates. For more information on
18epipolar geometry see [TV98] or [HZ00].
Relation between corresponding points
If we take the ﬁrst camera reference frame as the world reference frame, we can write the
two following general projection matrices:
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￿ (1.7)
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Then, for the ﬁrst camera,
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  (1.9)
where
  is the depth of
￿, that is, its distance from the focal plane of the ﬁrst camera.
Similarly, for the second camera we can write:
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  (1.10)
From (1.9) and (1.8) we obtain:
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and from (1.10) and (1.7) we obtain:
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19Substituting the latter in (1.11) yields
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  (1.13)
which models the relation between
￿ and
￿
￿, the projections of a 3D point
￿ on the left
and the right image plane, respectively.
1.3 Approximating the geometry of two cameras with ho-
mographies
A non-singular linear transformation of the projective plane [HZ00] into itself is called ho-
mography (or collineation). The most general homography is represented by a non-singular
￿
￿
￿ matrix
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  (1.14)
Thematrix
  has 8 degrees of freedom, being deﬁnedup to a scale factor. Thetransforma-
tion is linear in projective (or homogeneous) coordinates, but it is non linear in Cartesian
coordinates:
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where
 
￿
￿
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￿ and
 
￿
￿
 
￿
 
 
￿ if
 
￿
￿
￿
￿ .
Two images taken by a moving camera are related by a projective plane transformation
in two cases:
￿ the scene imaged from different points of views is planar,
￿ the 3D scene is viewed from the same point of view (the camera is rotating around
its optical centre).
20If camera is rotating (
￿
￿
￿ ), Equation (1.13) becomes:
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￿ (1.16)
The
￿
￿
￿ matrix
 
￿
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￿
￿ represents a homography, and does not depend on the 3D
structure.
In the other case, if the camera undergoes a general rigid motion, but 3D points lie on a
plane
￿ with Cartesian equation
￿
￿
￿
￿
 , Equation (1.13) can be specialized, obtaining:
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Therefore, there is a projective plane transformation between the two views induced by
the plane
￿, given by
 
￿
￿
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￿
￿
￿
 
 
￿
￿. The
 
￿ homography, obtained in the
previous case, can be interpreted as the homography induced by a very special plane, the
inﬁnity plane, as can be seen by letting
 
￿
￿in (1.17).
It might be worth showing how two views are related in the general case of full 3D scene
and arbitrary camera motion. Starting again from Equation (1.13)
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and substituting
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  we obtain (from Eq. 1.17):
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  (1.19)
where
 
￿
 
￿
￿
￿
 
 
￿
￿
￿
￿ is the orthogonal distance of the 3D point
￿ (of which
￿ and
￿
￿
are projections) to the plane
￿.
If
￿ is on the 3D plane
￿, then
￿
￿
￿
￿
 
￿
￿
￿. Otherwise, the remaining displacement, called
parallax, is proportional to the relative afﬁne structure
 
￿
 
 
￿
 
 
￿ of
￿ (wrt the plane
￿)
[SN96]. The relative afﬁne structure of a point depends on its depth, on the choice of the
ﬁrst view and on the reference plane. When the reference plane is the plane at inﬁnity, the
relative afﬁne structure reduces to
 
￿
￿
 
 
  as can easily be seen from Eq.(1.13).
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Figure 1.4: Error made in assuming that the scene is planar when it is not. The segment
￿
￿
￿ is caused by the assumption that the scene is planar and therefore that the 3D point
which originated
￿ is not
￿ but it is
￿
￿.
22Sometimes, if the effect of the parallax is neglectable, it is convenient to ignore it and es-
timate the relation between corresponding points in two images by estimating a homog-
raphy. Figure 1.4 shows the error made in the case of such an assumption. In the next
section we will see how a homography can be estimated from point correspondences.
1.4 Homography computation
Since
  has 8d.o.f., eight independentparameters arerequired to deﬁnethe homography.
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We conclude that four points (provided that no three of them are collinear) determine a
unique homography
 .
There are two methods of dealing with the unknown scale factor in a homogeneous ma-
trix: to ﬁx the value on one of the matrix elements, usually
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￿
￿, or to solve for the
matrix up to a scale. We used the latter, which is more general. Equation (1.20) can be
rearranged as:
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￿, we obtain a rank deﬁcient system of
23homogeneous linear equations, which has the form
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than unknown, and, in general, only a Least Squares solution can be found. Usually it
is advisable to use all the correspondences, to prevent inaccuracies caused by noise or
feature misplacement.
One Least Squares solution is the column of
  corresponding to the least singular value
of
 , where
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￿ is the Singular Value Decomposition (SVD) [GL96] of
 . The
computational cost of SVD is
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￿.
As pointed out by Hartley in the case of the fundamental matrix estimation, a better
conditioned problem is obtained by data standardization[Har95]. The points are translated
so that their centroid is at the origin and are then scaled so that the average distance from
the origin is equal to
￿
￿. Let
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￿ the resulting transformation in the two images
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￿ in the homography
estimation algorithm, we obtain a matrix
 
￿ that is related to the original one by
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￿, as it can be easily seen.
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Figure 1.5: The map between a world plane and the perspective plane is a homography
1.5 Metric rectiﬁcation
According to Equation (1.2), the map between a 3D point
￿ and its projection onto the
image plane is given by a
￿
￿
￿ matrix (in homogeneous coordinates) such that:
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  (1.22)
where
  is the depth of
￿.
The map between a world plane not passing through the optical centre and its corre-
sponding perspective image is a homography: indeed, if we choose the world coordinate
system such that the points on the world plane have
  coordinate equal to zero, then the
perspective projection matrix
  reduces to a full rank
￿
￿
￿ matrix representing a general
plane to plane projective transformation. In fact, we have that
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where the
￿
￿
￿ matrix is full rank, as otherwise the projection of the plane would degen-
erate to a line.
25A homography is fully deﬁned by four points of which we know the relative position in
the world plane. Once the homography is determined, the image can be back projected
onto the object plane. This is equivalent to synthesize an image from a fronto-parallel
view of the plane. This is known as metric rectiﬁcation [LZ98] of a perspective image.
26Chapter 2
2D motion estimation and sequence
registration
The main low level operation of image sequence registration is 2D motion estimation. In this chap-
ter, we ﬁrst introduce a motion estimation method based on Shi-Tomasi-Kanade feature tracking;
we then show how, under some assumptions, the estimated motion ﬁeld can be generalized to a
global geometric transformation (more precisely, a homography) of one image of the sequence into
another. As we anticipated in Chapter 1, this happens if the camera performs a pure rotation (as
in a panning operation), or if the scene can be well approximated by a single plane (that is, the
depth range of the scene is small compared to the distance from the camera). We describe a robust
technique for estimating the homographies corresponding to the dominant inter-frame motion,
which deals with possible moving objects in the observed scene by treating the points belonging to
moving objects as outliers. By composing all the different homographies between adjacent frames,
it is possible to obtain the transformations relating each image of the sequence to an arbitrarily
chosen reference frame.
2.1 Introduction and comparison with previous work
In this section we introduce our approach to the registration of image sequences, and
review some other approaches presented in literature, mainly from the point of view of
27the applications discussed in Chapter 3 — mosaic construction and motion segmentation.
Our approach to 2D motion estimation is based on the so called feature-based methods. It
uses feature tracking to collect sparse correspondence points across an image sequence,
and then obviates the sparsity of the resulting representation by estimating a global trans-
formation of one image into the next: by employing a statistically robust method here, the
points belonging to (possibly multiple) objects in motion are treated as outliers, assuming
that the majority of points follows a common motion. We achieve sequence registration,
by composing these global transformations to compute the homography relating each
image to a common reference frame.
Sparse approximations are used whenever sparse but reliable results are sufﬁcient for the
task and a low computational complexity is required. In mosaicing and image alignment,
it seems most natural to look for a transformation of all the pixels from one frame to
the next, hence dense motion ﬁeld approximations are common [GJ98, HAD
￿94, IAH95,
RPFRA98, SA96, Sze96], while there seem to be few attempts to use feature-based tech-
niques [ZFD97, DC95], which are, however, popular in other motion analysis applica-
tions.
One of the most common choices for image alignment is the direct minimization of dis-
crepancy in pixel intensities[IAB
￿96, SA96, Sze96]. This technique is closely related to
computing a dense approximation of the 2D motion ﬁeld, that is, the apparent motion of
the image brightness pattern (the optical ﬂow) [BFB94, CV92, HS81, TV98].
Zoghlamy et al. [ZFD97] developed an interesting corner-based method for 2D mosaic
construction. Their main concern was to obtain the best possible homography, and their
ﬁrst approach was therefore to compute all the possible homographies obtainable from
pairs of corner fourtuples, and then to select the best (i.e., the one which maximizes a sim-
ilarity function over all the corners). The results were very accurate but the technique is
too computationally expensive. They subsequently limited the number of possible corner
combinations by adopting a particular corner model [DB93].
Our method is based instead upon using all the correspondences available between pairs
of images to compute only one homography, and choosing a statistically robust technique
to limit the inﬂuenceof outliers. We use motion information only where it is most reliable,
28i.e., derived from points which do not suffer from the aperture problem, thus keeping
the computational complexity low (e.g., by controlling the number of features). We then
estimate the discrepancy for each pixel, by computing a global 2D motion model for the
whole image, using the reliable motion information at feature points.
Whereas optical-ﬂow techniques are dense both in time and in space, standard feature-
based techniques are sparse in space and also in time, since they typically use frames with
a moderate overlap and rely on feature matching. Instead, because we use feature track-
ing, our approach is sparse in space but dense in time. This makes the feature matching
fast and reliable, as the features do not change too much from one frame to the next, and
the estimation of their motion is unambiguous since they do not suffer from the aperture
problem.
2.2 Computation of sparse correspondences
In this section we brieﬂy describe a sparse 2D motion estimation method, upon which the
Shi-Tomasi-Kanade tracker is based, that we use to obtain sparse correspondences across
the image sequence. For more details we refer the reader to the seminal works by Shi and
Tomasi [ST94] and Tomasi and Kanade [TK91], and, for a statistically robust extension of
the method, to Fusiello et al. [FTTR99].
2.2.1 Feature tracking
Consideranimagesequence,andasetofpoints (features) of theimageplane,
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 . Feature tracking consists of estimating the position of the corresponding
points in the image plane acquired at instant
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￿ be an image point, the intensity value of which at time
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common experience that, under most circumstances, variation of the apparent brightness
of objects is not signiﬁcant. Thus, if the time sampling frequency is sufﬁciently high, we
can assume the constancy of the apparent brightness of the observed scene, that is, that
the image intensity of any given point in the scene is stationary with respect to time:
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Since the intensity depends upon space and time, we rewrite Equation (2.1) as:
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which leads to:
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￿ is the motion ﬁeld.
Equation (2.3), which is known as image brightness constancy equation, is not sufﬁcient to
estimate the motion ﬁeld; it allows the estimation of only the component of the motion
ﬁeld in the direction of the image gradient (the so-called normal component), as described
in [TV98]. This problem is known as aperture problem, and can be explained by saying that
the component of the motion ﬁeld that is orthogonal to the image spatial gradient is not
constrained by the image brightness constancy equation.
One practical and simple way to estimate the motion ﬁeld is to start from the assumption
that the motion ﬁeld is well approximated by a vector ﬁeld,
￿, which is constant within
small regions of the image plane. This means that, given a point
￿ of the image plane, for
each point
￿ within a small image window
 
￿ centered at
￿ we can write:
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As the image motion model is not perfect, and because of image noise, Equation (2.3)
is not satisﬁed exactly; the problem now is to ﬁnd the vector
￿ which minimizes the
functional:
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The solution to this least squares problem can be found by solving the linear system
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2.2.2 Feature extraction
The motion estimation technique described above can be appliedfor both feature tracking
(in which case it is preceeded by a feature extraction phase, and applied only to a selected
set of points — the features), and dense estimation of the motion ﬁeld (in which case it is
applied at all image points). Feature tracking, which we prefer here, is based on selecting
identiﬁable points from the sequence, and therefore estimates the motion ﬁeld only where
it is most reliable. For an application of the motion estimation method to the dense case,
the reader may refer to [TV98].
Our features are points that are “good to track” [ST94], in that they are unambiguously
detectable from one frame to the next. This is equivalent to requiring that we can ﬁnd
a numerically stable solution to Equation (2.5), i.e., that
  be well-conditioned and have
entries which are well above the noise level. Indeed, let us consider the matrix
  deﬁned
by Equation(2.6). We note that
  is symmetric and so can be diagonalized by a rotation
of the coordinate axis, and thus, without loss of generality, we can take
  to be a diagonal
matrix:
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￿. Such points are the so-called corners
— image points characterized by an intensity discontinuity in two directions.
Starting from
  we can classify the image points according to the amount of information
that theirneighbourhood carries: ifthe imagegradientvanishes everywhere(the intensity
31pattern is uniform)
 
￿
￿
 
￿
￿
￿; in the presence of a strong (high contrast) edge
 
￿
 
￿
while
 
￿
￿
￿instead; ﬁnally, in the presence of a corner, we expect
 
￿
￿
 
￿
 
￿. The larger
the eigenvalues, the stronger the corresponding image lines.
In practice, to extract corners from an image, for each image point
￿ we compute matrix
  with respect to a neightbourhood
 
￿, and then ﬁnd its eigenvalues; the requirement
for point
￿ to be a corner is that its smaller eigenvalue is sufﬁciently large: we accept the
point if
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where
  is a user-deﬁned threshold [ST94].
Corners possess thecurious property that theydo notnecessarily correspond to geometric
features of the real world, but rather capture corner structures in the image pattern. These
are intersections of image lines which correspond to boundaries in the real scene (of solid
objects or of shadows, etc.) — these, however, may lie at different depths in the 3D world.
2.3 Estimation of the dominant motion
In this section we shall see how to use homographies to approximate the transformations
between pairs of images, and how to cope with the presence of moving objects.
Let us suppose that we are given an image sequence with negligible parallax (i.e., adja-
cent frames are approximately related by a homography) and that point correspondences
across the image sequence have been obtained by feature tracking. These correspon-
dences can be used to compute the transformation matrix for each pair of adjacent frames.
It is known (as discussed in Section 1.4) that four point correspondences are sufﬁcient to
compute the homography matrix uniquely (up to a scale factor).
If the correspondences have been obtained by feature tracking, there may be a large num-
ber of pairs available. If the scene is static and the motion is induced by the camera
motion only, then all features will represent the same motion; if they are all included in
the homogeneous system, the Least Squares estimate is usually accurate enough, even in
the presence of a small number of outliers due to the feature tracker errors.
32In the presence of moving objects the number outliers increases, since each feature of a
moving object is an outlier. In this case, therefore, a robust method must be employed in
order to estimate the homography that explains the motion of the majority of the features,
that is the dominant motion [IRP94a]. Unless the scene is cluttered with many moving
objects, this is usually the motion of the camera with respect to the static background.
Least Median of Squares [RL87] is a robust regression technique which is very popular
among the computer vision community [MMRK91, Zha97]. The principle behind LMedS
is the following: given a regression problem, where
  is the minimum number of points
which determine a solution (four, in our case), compute a candidate model based on a
randomly chosen
 -tuple from the data; estimate how well the model ﬁts to all the data,
by means of the median of the squared residuals, where the residuals are deﬁned, in our
case, for each point correspondence, as the distances between the warped and the actual
point in the second image. In formulae, let
￿
￿ be an approximate solution of (1.21), then
the residuals are
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where
  is the number of point correspondences. The process is repeated on a number of
data subsets, and the homography returning the smalles median square residual,
 
 
 ,
is taken as the optimal model. The data points that do not belong to the optimal model
that represent the majority of the data, are outliers. The breakdown point, i.e., the smallest
fraction of outliers that can yield arbitrary estimate values, is 50%. In principle all the
 -tuples should be evaluated; in practice, for computational efﬁciency, a Monte Carlo
technique is applied, in which only a random sample of size
  is considered. Assuming
that the whole set of points may contain up to a fraction
  of outliers, the probability that
at least one of the
 
  -tuple consist of
  inliers is given by
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 , and the required
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In our implementation we assume
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When Gaussian noise is present in addition to outliers, the relative statistical efﬁciency
(i.e., the ratio between the lowest achievable variance for the estimated parameters and
the actual variance) of the LMedS is low; to increase the efﬁciency, it is advisable to run
a weighted LS ﬁt after LMedS, with weights depending on the residual of the LMedS
procedure [RL87].
The residuals
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 are used to generate the weights for the ﬁnal, weighted LS
regression as follows. First, a robust standard deviation estimate [RL87] is computed as
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where
  is the number of parameters (4 in our case). Second, a weight is assigned to each
point correspondence, such that
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The computational cost of LMedS with Monte Carlo speed up is
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2.4 Sequence registration
In this section we ﬁrst describe how the approximation of the 2D motion ﬁeld of an image
sequence arrives at a global registration of the sequence – that is, a full correspondence
between each pixel of each image with pixels of the other images.
342.4.1 Registration of adjacent frames
We start by describing, from an algorithmic point of view, our feature-based 2D motion
estimation technique, which consists of three steps, performed on pairs of images: corners
extraction , corner matching and homography estimation between the images.
We perform corner extraction and matching using the feature tracker described in Section
2.2. The tracker has three main aspects:
￿ Extraction of features, on the ﬁrst frame of the sequence,
￿ Tracking of features from one frame to the following,
￿ Re-extraction of the features, when necessary.
The re-extraction step is used when then contents of the current image have changed
too much since the last extraction of corners, and thus the number of features which has
survived through the tracking is too small. The re-extraction adds new features to the
ones still existing.
The tracker produces a list of feature coordinates for each image. For each pair of images
 
￿,
 
￿
￿
￿, after all the features lost by the tracker have been discarded, we compute the
homography
 
￿
￿
￿
￿
￿ following the procedure described in Section 2.3.
2.4.2 Global registration
The global registration of an image sequence establishes a mapping between each frame
and an arbitrary reference frame. To produce the global alignment the transformation
between non-contiguous frames can be obtained by multiplying the homographies of the
in-between image frames. Therefore, the transformation between the image
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Since we have all the information necessary to proceed with global alignment, we make
it consistent by choosing a reference frame and transforming each image of the sequence
35with respect to it, applying Equation (2.13). The choice of the reference frame is usually
guided by the application. We will see that for sequence stabilization, the sequence is
usually registered with respect to the ﬁrst frame, while for mosaic construction the choice
is usually related to the quality of the result one want to obtain.
Once the global alignment have been completed, if we imagine to pierce all the aligned
frames with a temporal line, we will intersect pixels that, in absence of parallax, corre-
spond to the same world point, as shown in Figure 2.1.
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Figure 2.1: Temporal alignment: once all the frames are aligned, a temporal straight line
will intersect all the frames in corresponding points.
2.4.3 Sequence stabilization
As a ﬁrst instance of the use of global sequence registration we present an example of
sequence stabilization. Often videos are acquired from unstable sources; image stabiliza-
tion [DR96, IRP94b, MC96] is deﬁned as the process of generating a compensated video
sequence where image motion resulting from camera motion has been partially or totally
removed. In [IRP94b], for instance, it is assumed that the translation of the camera is the
intended motion (the movement of a car), while the camera rotation is the result of the
36camera jittering along some rotational axis and is a cause of de-stabilization. In general,
there may be, on the one hand, components of the camera motion which are meaning-
ful, and, on the other, those which can be discarded as being due to noise, unintended
or involuntary movements of the camera, or simply as uninteresting — the nature of this
distinction, though, is highly dependent upon both the intended application and the par-
ticular circumstances of capture.
In our present work, all the video sequences are acquired by a hand-held camera, so the
major undesirable effect is likely to be shake, which is most noticeable and disturbing
when the camera is supposed to be still — unfortunately this is often precisely when we
most desire a clear and noise free image.
For the purposes of this example we therefore assume that the camera is intended to be
still, and the result we wish to achieve is a complete compensation for the camera motion
through a suitable transformation of each image. In the stabilized image, scene points
will (ideally) be motionless in spite of camera motion.
Once the global registration of the sequence has been completed, sequence stabilization
is straightforward, since it consists simply of choosing a reference image,
 
￿
￿
￿ (typically
the ﬁrst one), and warping all the images
 
￿ of the sequence to bring them into the same
reference frame by applying the inverse of the transformation
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￿
￿.
37Chapter 3
Mosaic-based motion segmentation
In this chapter we examine how the sequence registration technique described in Chapter 2 can be
used for mosaic construction and for mosaic-basedmultiple motion segmentation. We then demon-
strate its successful application to address a range of problems, including video coding and editing,
and, in particular, content-based videorepresentation compatiblewith theMPEG-4 speciﬁcations.
3.1 Introduction
The need for a compact representation of video shots has been observed in diverse appli-
cations such as video compression [IAH95], coding [OFT00], editing [GJ98] and indexing
[BCB98, BMM99, CCM
￿97, IHA98]. We achieve this goal as a by-product of robust 2D
motion estimation: starting from our global representation of the dominant motion, we
ﬁrst generate a mosaic of the background, and then perform motion segmentation and
produce the sequences of the foreground moving objects by comparing the background
with the original sequence.
This representation of a video shot as a background mosaic together with foreground
sequences is compact since all the information about the background (which does not
change) is stored only once. Further, it is useful for video coding, since it achieves high
compression rates in the transmission of the sequence, and meets the requirements of the
MPEG-4 standard [KPC97], in which a scene is described as a composition of several video
38objects, each one encoded separately.
A mosaic is a panoramic image obtained by collating all frames of a sequence or set of im-
agesafter aligning(warping) allthe imagesinto acommon referenceframe. Theresult can
be regarded as a panoramic image acquired by a virtual camera, especially useful where a
single, real camera would limit resolution or could not be used at all [Sze96, TPR
￿00]. Be-
sides video compression, video coding andediting, and automatic indexing of video data,
mosaicing techniques are also useful for image stabilization [HAD
￿94] and for building
high quality images with low-cost imaging equipment [CZ98].
As regards motion segmentation, the problem can be stated as follows: given a sequence
of images, classify the pixels of each frame either as moving according to camera motion
or as moving independently. In many works [CM99, SA96, GJ98, IAB
￿96] object seg-
mentation is obtained by ﬁrst compensating for camera motion and then considering the
residual motion.
The mosaic construction and motion segmentation method that we describe is based on
the robust 2D motion estimation and global registration techniques introduced in Chapter
2. After sequence alignment, we build the mosaic by blending the warped images into a
single image; we assign grey-levels to each pixel of the mosaic image, taking the median
among the grey-levels of overlapping pixels. In this way, moving objects are ﬁltered out
and a mosaic of the background is obtained.
We can achieve motion segmentation by thresholding the grey-level difference between
the background andeach frame of the sequence. Theresulting binary image should repre-
sent the silhouettes of moving objects, but in practice it is noisy for several reasons: object
or illumination changes, residual misalignments, interpolation errors during warping,
and acquisition noise. In order to extract only relevant moving objects, we exploit tempo-
ral coherence by tracking the centroid of each moving object over the sequence.
3.2 Mosaicing
Video mosaicing has, of late, attracted increasing interest from the ﬁeld of digital video
processing and analysis, for applications such as automatic indexing of video data (see
39[BMM99] for a recent review), video coding and video editing.
A mosaic is an image constructed from all the frames of a scene sequence which gives
a panoramic view of the scene, and is an efﬁcient way to represent the information con-
tained in a video sequence. Since the images belonging to a sequence usually have large
overlaps, a mosaic can also provide a signiﬁcant space reduction.
There are many possible descriptions of a scene that can be chosen — the following clas-
siﬁcation has been proposed by Anandan et al. [IAB
￿96]:
￿ Salient still[MB96, MP94]. Static mosaics are also referred to as salient stills or simply
as mosaics. They are usually built in batch mode by aligning all frames of a sequence
to a reference coordinate system, which can be either user-deﬁned or chosen auto-
matically according to some criteria, and by then combining all the images into a
single mosaic image. The only information that is difﬁcult to capture is the changes
inthe scene with respect to thebackground. Moving objects, for instance, will disap-
pear or will leave blurred traces inside the mosaic, according to the temporal ﬁlter
used to blend the image sequence into a mosaic. Static mosaics can be extended
to deal with changes of the scene or objects in motion, usually by adding infor-
mation to them. These changes can either be represented independently for each
frame (as we will describe in Section 3.3) as sequences of the foreground moving
objects, or can be represented as additional compact layers (which are themselves
mosaics) [Ade91, IAB
￿96]. The latter representation is also useful in the case of
complex scenes with a non-negligible 3D depth [IAB
￿96]. Static mosaic images ex-
ploit long term temporal redundancies and large spatial correlations, and thus are
efﬁcient scene representations, ideal for video storage and retrieval, and can also
be used successfully for image stabilization, video compression, and content-based
layered representation of information.
￿ Dynamic mosaic. Apart from the fact that they often must be constructed in batch
mode, the main limitation of static mosaics is that they cannot completely follow
the dynamic aspect of a video sequence. This requires a dynamic mosaic, which is
a sequence of evolving mosaic images, where the content of each new mosaic is
40constantly updated to be coherent with information from the current frame (the
initial mosaic will coincide with the ﬁrst frame read) [IAH95, IAB
￿96, SA96]. Since
dynamic mosaics can be interpreted as a sequence of mosaics, they adapt naturally
to the caseof multiple motions isthe observed scene. For more details on this subject
we suggest [IAH95].
￿ Multiresolution mosaic. Changes in image resolution can occur within a sequence
if the camera zooms or translates in the direction of the optical axis. If the mosaic
is built at a low resolution, it will contain less information than would have been
available in the original sequence, but building the mosaic at the highest detected
resolution can cause oversampling of the low resolution frames. This problem can
be handled by a multi-resolution structure which captures information from each
new frame at its highest resolution, in this way storing all the information contained
in the image sequence.
More recently the so-called 3D mosaic representations have been introduced, since 2D
mosaics cannot cope with scenes characterized by a complex 3D structure or large depth
variations. The two main achievements are the so-called plane plus parallax representation,
which is based on the geometry introduced in Section 1.3 and in particular on the relative
afﬁne structure, and the layered representation [Ade91] which is more efﬁcient in the case
of multiple moving objects and 3D depth variation. In this thesis we focus on 2D mosaics;
for more details on 3D mosaicing techniques the reader may refer to [Ade91, BBHP92,
IAH95, IAB
￿96].
3.2.1 Sequence alignment
In this section we deal with the problem of creating a mosaic from a sequence of images.
The construction of a mosaic is accomplished in three stages: motion estimation, registration
and rendering. Motion estimation and registration have been introduced in Chapter 2;
here they are reviewed and adapted to the case of mosaic construction. Mosaic rendering
will be addressed at the end of this section.
41The registration or alignment of the image frames in the sequence can be performed in
three ways [IAB
￿96]:
￿ Registration based on adjacent frames (frame to frame): the alignment parame-
ters (the homographies, in our case) are ﬁrst computed between adjacent frames of
the sequence, and they are then composed to obtain the alignment of any frame of
the sequence with a common reference frame; in this method the sequence is fully
registered before the mosaic is built. One limitation of this method is that because
of homographies multiplications, the numerical errors made in estimating each ho-
mography accumulate. This can produce, at the end, a signiﬁcant misalignment
between the ﬁrst frames and the last frames added to the mosaic, especially in the
case of long image sequences.
￿ Frame to mosaic registration: to limit the problem of misalignments, for each new
frame one could build a temporary mosaic and compute a homography between it
and the next frame.
￿ Mosaic to frame registration: if one wishes to maintain each image in its coordinate
system it can be better to align the mosaic to the current frame. This technique, as
the previous one, produces a sequence of temporary mosaics. Note that the trans-
formation between the most recent mosaic and the current frame is identical to the
transformation between the previous frame and the current frame.
3.2.2 Mosaic rendering
Once the images have been aligned, they can be combined, using a temporal ﬁlter, into
a mosaic image. There are several temporal ﬁlters which can be used to construct the
mosaic; they all work on the intensity values belonging to the temporal line of each pixel
(see Figure 2.1). Among the possible choices, we mention the following:
￿ The temporal average of the intensity values, which is effective in removing temporal
noise. Moving objects may leave a “ghost-like” trace in the mosaic.
42￿ The most recent information, where the entire content of the most recent frame is used
to update the mosaic. A variation of this method is generally used to build the
dynamic mosaics described above.
￿ The temporal median of the intensity values. Moving objects whose intensity patterns
are stationary for less than half of the frames tend to disappear in the resulting
mosaic — effectively they are treated as outliers. The results are sharper than those
obtained with the temporal average.
￿ The weighted temporal average or weighted temporal median, where the weights de-
crease with the distance of the pixel from the frame center. This scheme aims at
reducing the effect of optical distortions in the original sequence, which usually af-
fect mainly the borders of the image.
Other temporal ﬁlters have been presented in literature. For more information on the
subject refer to [IAB
￿96] and references within.
3.2.3 The mosaic construction
In this thesis we consider static mosaics primarily; our method of dealing with moving
objects will be detailed in Section 3.3, and will be based on describing each independently
moving object by using a sequence containing the changes it causes with respect to the
static scene represented by the mosaic of the background.
Our method of static mosaic construction involves ﬁrst registering the sequence, and then
blending it into a mosaic, using a frame to frame registration method. One reason for this
choice, which will become clearer in the next section, is related to the choice of using a
median ﬁlter: since no incremental approximation of the median operator exists, the ﬁlter
must be applied to the entire sequence, once the global registration is completed.
In Figures 3.1 and 3.2 we display the result of a mosaic construction: Figure 3.1 shows
six frames from the sequence “Affresco”, which contains a pan around the Cupola of the
Padova Baptistry, in particular, a detail of Paradise, a masterpiece by Giusto de’ Menabuoi.
Figure 3.2 is the resulting mosaic, obtained with our frame to frame sequence alignment, a
43median temporal ﬁlter, and with registration performed with respect to the ﬁrst reference
(which is contained in the lower right part of the mosaic). The next result that we present
Figure 3.1: Six frames from the sequence “Affresco” which represents the Paradise of
Giusto de’ Menabuoi, in the Cupola of the Padova Baptistry.
Figure 3.2: The resulting mosaic from the sequence “Affresco”.
shows a post of the main portal of San Lorenzo Cathedral (Genova). Figure 3.3 contains
two different frames from the sequence, with the corners superimposed, while Figure 3.4
presents the resulting mosaic. Again, we used our frame to frame mosaicing method, and
registered the image sequence with respect to the ﬁrst frame of the sequence. Since the
door is about ﬁve meters high, and the sequence has been acquired by a person with a
hand-held camera standing in front of the door and tilting the camera from the bottom
to the top part of the doorpost, the ﬁrst frames of the sequence are fronto-parallel views
of the door (Figure 3.3, left), while the angle between the image plane and the plane of
the door increases as we approach the end of the sequence (Figure 3.3, right). In this case,
44by registering the whole sequence with respect to the ﬁrst frame, we produce a fronto-
parallel mosaic of the doorpost — notice, in Figure 3.4, that the lines of the door frame are
almost parallel.
Figure 3.3: Two frames from the sequence “Door” with corners superimposed.
45Figure 3.4: Mosaic of the sequence “Door”.3.3 Foreground-background segmentation
This section introduces an approach to the problem of foreground-background segmen-
tation, based on the mosaicing technique described in Section 3.2, and on the choice of a
suitable rendering function. As we noted in Section 3.2, a 2D still mosaic is not a suitable
representation when the 3D depth varies too much within the observed scene or in the
presence of moving objects. The approach presented in this section has been used with
success as a motion segmentation technique (in the case of multiple motions); we have
also used it in the case of a static scene with a 3D depth variation, where it applies with
success only in very special cases.
3.3.1 The proposed method
Our approach to motion segmentation can be described as follows: we ﬁrst construct a
mosaic as described in Section 3.2, choosing a suitable temporal ﬁlter (such as the median
or the weighted median); if the sequence rate is sufﬁcienlty high the blending operation
produces a mosaic of all the background elements, while the moving objects disappear.
We next obtain a synthetic sequence,
 , of the background by warping the mosaic into
each image sequence frame,
 
￿, using the inverse of the
 
￿
￿
￿
￿
￿ homography. The fore-
ground is now segmented by comparing each frame
 
￿ of the synthetic sequence with
the corresponding frame
 
￿ of the original sequence, using a simple grey level difference
and thresholding to obtain a binary map. This binary motion map contains the blobs pro-
duced by the moving objects and other smaller blobs due to misalignments, or changes in
illumination and noise. We detect an object in the ﬁrst frame by choosing the area of the
binary map containing the largest connected region of moving pixels, and then compute
its centroid. The connected component chosen in the
￿
 
￿
￿
￿ -th binary map is the closest
one to the updated centroid derived from the previous step. This is an elementary form
of tracking with zero-order prediction (i.e., with a constant position assumption), cou-
pled with an elementary data association algorithm, namely the closest neighbour strategy
[BSF88].
47We also post-process the resulting maps, to improve segmentation, using the morpholog-
ical operator closure [Ser82] — dilation and erosion in cascade — to produce more compact
regions without adding noise.
3.3.2 Object segmentation
Object segmentation can be very useful in a number of applications, especially in ob-
ject recognition (as we will see in the Part 3 of this thesis), when one does not want the
background to affect the recognition of the object of interest in the foreground. Object seg-
mentation is known to be difﬁcult for single images, and is still an open problem, in spite
of a great deal of work on the subject in the recent decades. One alternative possibility is
to exploit the full content of an image sequence: here we consider the possible use of the
foreground-background segmentation method described above, to produce a 2D layered
representation. In general more complex sequence representations, like the layered or
tiled representations cited in Section 3.2 are required to handle large depth variations in
a scene; in some special cases, though, a 3D scene can be represented in 2D layers using
the foreground-segmentation technique described above.
Let us assume that the only 3D motion is camera motion, and that the scene is composed
of a quasi-planar (or distant) background, and a 3D object in the foreground. In this case,
a layered representation can be achieved by segmenting the object from the background.
Indeed, if we consider a 3D scene consisting of two layers (a foreground object and the
background), and if the dynamic of the image sequence is entirely due to the camera mo-
tion, the 2D motion ﬁeld obtained should have two main 2D motions, one corresponding
to the points of the background and the other one to the points of the foreground. The
difference in these 2D motions is called 2D parallax motion [LHP80, IA96] (see Section 1.3)
as it is induced by the effects of parallax, which are due only to camera translation and
3D scene variations. If we wish to exploit the parallax effect in order to cluster the two
parts of the image characterized by the two different 2D motion ﬁelds, the camera mo-
tion should have a translational component. Also, to produce a complete mosaic of the
background (without the effects of occlusions, i.e., of points of the background that are
48always hidden by the foreground) the depth variation of the scene should be signiﬁcant.
Figures 3.5, 3.6, 3.7 present results on a sequence which meets all the above mentioned
requirements: in Figure 3.5 we show two frames of the image sequence with the features
superimposed; Figure 3.6 illustrates the mosaic obtained by using a median ﬁlter, thanks
to which the object in the foreground has been removed; ﬁnally, Figure 3.7 presents the
segmentation maps obtained.
Figure 3.5: Two frames from the sequence “Statue” with corners superimposed.
3.3.3 Comparison with previous work
Other approaches to segmentation through compensation of the dominant motion have
been used in the ﬁelds of surveillance, targeting, and video editing [CM99, SA96, GJ98,
IAB
￿96]. In [SA96] motion is computed at each pixel using a robust technique, and the
outlier masks obtained identify themoving object. In[GJ98] temporal analysis of grey lev-
elsis performed, basedon probabilistic modelsanda-priori information (user-initialized),
in order to segment moving objects. Irani et al. [IAB
￿96] use a local misalignment analy-
sis based on the normal ﬂow [IRP94a] to compare consecutive frames and extract moving
objects.
However, as pointed out by Brunelli et al. [BMM99], such algorithms are “currently too
complex to be applied to large video databases”: a low parametrical representation of the
2D motion is often sufﬁcient.
49Figure 3.6: Mosaic of the sequence “Statue”: by exploiting the effect of parallax and the
fact that the background is planar, we obtain a mosaic of the background. Notice that at
the center of the image there are still traces of the statue, because of the limited length of
the image sequence.
Figure 3.7: Object segmentation maps, obtained by computing a thresholded difference
between the synthetic sequence,
 
￿, and each frame of the original sequence,
 
￿ (see text).
50We require only sparse representations of the 2D motion, that possess the advantage of
needing to use only reliable information from identiﬁable features. Also, our segmenta-
tion method, based on sparse 2D motion estimation, image differences, and blob tracking,
is less computationally expensive than [SA96], and requires no user initialization (un-
like [GJ98]). The reason we can use a simple thresholded image difference while other
approaches (like the image ﬂow techniques [IAB
￿96]) cannot, is because of the strong
spatio-temporal discontinuity between the synthetic and the original sequence caused by
the disappearance of the moving object: indeed, since we ﬁrst compute the synthetic se-
quence that does not contain the moving objects, and then compare each frame of the
synthetic and the original sequences, we can effectively use a simple technique such as
a pixel-wise difference to identify the pixels which appear in the original sequence and
not in the synthetic one — the objects in motion. In contrast, for example, the method
of [IAB
￿96] directly compares consecutive frames of the sequence, which are naturally
rather similar in continuous sequences, and thus cannot use a simple image difference.
Instead, therefore, they propose local misalignment analysis, which is a more complex
derivative-based comparison between images, and which, moreover, is not suitable for
our purposes because of the spatio-temporal discontinuity mentioned above.
3.4 A sample application: MPEG4 coding
In this section we describe how the mosaic construction and motion segmentation meth-
ods explained above can be used to perform MPEG4 video compression.
MPEG-4 [KPC97] follows an approach that is called content-based [WA94, KPC97], based
on a model of perception believed to be typical of the human brain. MPEG4 relies on a
segmented representation of the video data so as to allow content-based manipulation of
image sequences. A scene is considered to be composed of several Video Objects (VOs),
each of which is characterized by intrinsic properties such as shape, texture, and motion.
In this context, the term object has a very general interpretation and it is not necessarily a
physical object — for example, the background may be considered as one VO.
A sprite consists of those regions of a VO that are present in the scene for some part of
51the video shot (a video segment). An obvious example would be the ‘background sprite’,
which could consist of a mosaic of the background in a camera-panning sequence.
The MPEG-4 standard does not prescribe a method for creating VOs, it simply provides
a standard convention for describing them so that all compliant decoders will be able to
extract VOs from the encoded bit-stream.
Ifwe think of our mosaic background and theforeground sequences asVOs, theapproach
describedintheprevious section canbeinterpreted asaMPEG-4compliant content-based
encoding method.
In order to give a sketch of a whole video coding system, let us describe the decoder func-
tioning. The large panoramic mosaic of the background (a sprite, in MPEG-4 terminol-
ogy) is transmitted to the receiver only once. A moving foreground object is transmitted
separately as an arbitrary-shape VO, described in the mosaic reference frame. Finally all
the transformations between mosaic and original sequence (that is the mosaic to frame
transformation) are needed. Actually it will sufﬁce to transmit all the homographies be-
tween consecutive frames, since, starting from them, we can obtain every transformation
from one reference frame to another (using Equation (2.13) ). In the decoding phase, all
we need do to rebuild the original sequence is to map the mosaic onto the frame of each
image and paste the foreground onto it.
Content-based representation also allows for particularly straightforward editing opera-
tions on the sequence, like inserting novel Video Objects to create realistic synthetic se-
quences. An example of this appears at the end of this section.
3.4.1 Video compression
Figures 3.8 and 3.9 show frames from two of the sequences that we used to test the per-
formances of our compression algorithm, which were acquired with a hand-held camera.
The ﬁrst sequence shown (“Super5”) is an outdoor scene with a car driving from the left
to the right of the image ﬁeld of view. The ego motion is nearly rotational, but a small
translational component is present.
Thesecond sequenceshown (“Manuel”)has aslightly different nature: the object (person)
52inmotion is bigger, thenatural environment underthe sunproduces alot of shadows, and
the depth of the scene changes signiﬁcantly between the beginning of the sequence and
the end.
Figures 3.10 and 3.11 show the mosaics of the backgrounds obtained with the technique
explainedin Section 3.2. Inspite of the fact that the camera motion is not exactly rotational
and the scene not planar, the registration obtained is most satisfactory in both cases. Note
also that moving objects have been automatically removed without artifacts.
Figure 3.12 shows the results of residual analysis, performed between individual frames
of the original sequence and the background (mapped onto the same frame). Figure 3.12
(left) shows the results obtained by using a thresholded difference between the 28-th
frame of the sequence “Manuel” and its background. Figure 3.12 (right) shows the re-
sults we obtained with our implementation of the local misalignment analysis described
in [IAB
￿96]. This demonstrates clearly that, as pointed out in Section 3.3, differences are
more suitable for our purposes than local misalignment analysis.
Figure 3.13 illustrates some results of segmentation, showing selected frames of the fore-
ground sequences. The moving object in “Manuel” is not as sharp as in “Super5”, yet the
quality of segmentation is still satisfactory.
In order to assess our video coding method, we encoded and decoded the “Super5” and
“Manuel” sequences and compared the results with the originals. The left image in Fig-
ure 3.14 is a frame of the encoded and decoded “Super5” sequence, whiles the right one
visualises the differences between the same frame and the original one.
As a measure of compression quality we used the point signal to noise ratio (PSNR) on the
difference of each original image of the sequence with the corresponding encoded and
decoded one. Given a
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53Figure 3.8: Frames 0, 20, 40 (the last) from the “Super5” sequence.
Figure 3.9: Frames 0, 50, 99 (the last) from the “Manuel” sequence.
where
 
 
 , the mean square error, is
 
 
 
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
 
 
￿
￿
 
￿
 
 
 
￿
￿
￿
￿
￿
  (3.2)
The plots in Figure 3.15 show that throughout the sequences, the encoding and decoding
process has not caused too much image degradation — degradation that increases, as
expected, towards the end of the sequence.
3.4.2 Content based manipulation
In this section we give an example of content-based manipulation of a video sequence,
in which the segmented representation is exploited to insert a synthetic object into the
background, namely an advertising poster. The idea is to edit the background mosaic,
then to use the same decoding procedure as described in Section 3.4 to to create a new
realistic sequence. The insertion of the synthetic sign is done on the fronto-parallel view
54Figure 3.10: Mosaic of “Super5” (background sprite).
Figure 3.11: Mosaic of “Manuel” (background sprite).
Figure 3.12: Residual analysis for one frame of the sequence “Manuel” with differences
(left) and local misalignment (right).
55Figure 3.13: Moving objects extracted from the sequences.
Figure 3.14: Example of a frame from the encoded and decoded “Super5” (left) and dif-
ferences from the original one (right).
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Figure 3.15: Power signal to noise ratio — see text — of the sequence “Super5” (left) and
“Manuel” (right)
.
56Figure 3.16: Metrically rectiﬁed mosaic and a sampleframe of the synthetic advertisement
sequence.
of the scene (through a metric rectiﬁcation of the mosaic, as described in Section 1.5). After
editing, the rectiﬁed mosaic is then is warped back onto its original plane, and hence the
synthetic sign is slanted accordingly. Figure 3.16 presents a result of such video editing.
On the left is the metrically rectiﬁed mosaic of the background — all of the editing oper-
ations can be performed on this image. Subsequently, a back transformation brings the
modiﬁed background in its original reference frame, so that the altered sequence can be
built correctly (Figure 3.16, right).
57Discussion of Part I
Part I was devoted to image sequence analysis issues; we began by reviewing background
notions about the geometry of a projective camera, continued by considering the basic as-
pects of a well known sparse 2D motion estimation technique, and we ﬁnally focused
on the problem of image registration. Image registration was used to address sequence
stabilization (in the very special case that all the camera motion is due to noise) and con-
struction of still mosaics, with and without the presence of moving objects.
This allowed us approach the problem of enhancing the quality of image sequences (Sec-
tion 2.4.3), representing them in a compact way (Section 3.2), and performing foreground-
background segmentation (Section 3.3), which is useful both for video coding (Section 3.4)
and for object recognition (Section 3.3).
As will be seen in the Section Conclusions and Future Work, we are currently extending
our estimation of the camera motion to the 3D case, in order to classify sub-sequences
according to the principal motions the camera underwent during acquisition. This will
hopefully help us to discover how to apply object recognition not only to a novel image,
but also to a novel image sequence.
58Part II
Similarity Measures Based on Hausdorff
Distance
59Outline of Part II
The ﬁrst step of object identiﬁcation consists in representing the object of interest. Usually
a model or a set of models is selected, trying to include all the information which could be
useful for the recognition task. The recognition is performed by evaluating the similarity
between the model, or a part of it, and the test data. In the case of image-based object
identiﬁcation, both model and test data are images, therefore the core problem is the
evaluation of similarity between images.
The main contribution of this part of the thesis is a novel similarity method for grey-level
images inspired by the Hausdorff distance, that has been derived as a variation of the
general correlation-based approach. Its key aspect is to keep the simplicity of correlation
methods, while allowing for some degree of geometric deformation and variation on the
grey-levels, without assuming any particular transformation model (e.g. locally afﬁne).
The resulting method has proved tolerant to occlusions, to small illumination and scene
changes, and it is suitable for many applications, ranging from feature tracking, to object
identiﬁcation, and to iconic search.
Chapter4 introduces thedirected Hausdorff distance andHausdorff distance as measures
for point sets, discusses an extension of the Hausdorff distances as functions of transla-
tion, and ﬁnally gives a brief description of how the Hausdorff distance has been used in
Computer Vision.
Chapter 5, after an overview of correlation methods, describes the similarity measure for
grey-level images that we propose, and discusses its major aspects and its potential, and
60the extension to the multiscale case.
61Chapter 4
Comparing binary images
TheHausdorffdistancecomputesthedistancebetweensetsofpoints, and providesausefulmeasure
for matching pairs of edge, texture, and intensity patterns, if they are seen as two sets of points
with some special properties and a structure. The versatility of the Hausdorff distance is suggested
by the diverse applications in which it appears. In computer vision and image analysis it has been
used almost exclusively to match binary pattern. We argue that its applicability can be pushed
further, not only to range images [Ols97], but also to grey-level images. In this chapter we give a
basic introduction to the directedHausdorffdistance and to the Hausdorff distance(which has been
introduced since the former is not symmetric and therefore is not a distance in the mathematical
sense). Then we describe how these measure have been extended to deal with 2D points lying
on a discrete grid (image points) and used as a similarity measure for binary images in various
computer vision applications. For more details on the Hausdorff distance and its application to
binary images see [HR93] and references within.
4.1 The Hausdorff distance
In this section we recall the main mathematical concepts about the Hausdorff distance
and discuss some of its properties, which will be useful to understand the rest of the
chapter. We restrict our attention to ﬁnite subsets of
￿
￿
￿.
In a space where the elements are sets, a concept of distance between pairs of elements is
62needed. Felix Hausdorff devised a metric function between subsets of a metric space.
Deﬁnition 4.1.1 Given two ﬁnite point sets
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where
￿
￿
￿
￿
￿ is some norm, in our case the
 
￿ or Euclidean norm.
In practice, the directed Hausdorff distance can be measured in two steps:
1. For a ﬁxed point
  of
 , compute the distance of
  from each point
  of
 , and select
the distance between
  and the closest point of
 ,
Æ
￿ (see Figure 4.1, left).
2. Take the maximum of
Æ
￿ for all
  of
 ,
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￿ (see Figure 4.1, center).
From the deﬁnition 4.1 we can draw the following observations:
￿ It measures the degree of mismatch of
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Æ, then each point of
  is within a distance
Æ from some point of
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there is one point of
  which is exactly at a distance
Æ from at least one point of
 .
￿ The directed Hausdorff distance, is not symmetric and thus it is not a distance. Indeed,
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To obtain a distance in the mathematical sense, symmetry can be restored by taking the
maximum between
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Figure 4.1: Directed Hausdorff distance. Let the empty and ﬁlled dots be the elements of
the sets
  and
  respectively. The distance of a point
  of
  from the set
  is denoted by
Æ
￿ (left); the maximum of
Æ
￿ over all points of
  is the directed Hausdorff distance and is
denoted by
 
￿
 
 
 
￿ (center). The presence of a single outlier in
  is sufﬁcient to distort
 
￿
 
 
 
￿ signiﬁcantly (right).
For our purposes, a useful property of both distances is that their computation does not
involve determining an explicit correspondence between points of
  and points of
 
(many points of
  could be close to the same point of
 ), while an undesirable property
is their sensitivity to outliers. Figure 4.1 (right) depicts and example of this problem: one
distant element (in the ﬁgure the empty dot in the low left) is sufﬁcient to increase the
value of
 
￿
 
 
 
￿ (and consequently of
 
￿
 
 
 
￿). The next section shows how this can be
countered effectively.
4.1.1 Geometric interpretation
One way to gain intuition on Hausdorff distances is to deﬁne them in terms of set inclu-
sion, as described in Figure 4.2 (left). This deﬁnition will be very useful on the remainder
of the chapter, since the similarity method for grey level images that we are about to
describe is strongly inspired by it.
Let
 
￿ be the set obtained by replacing each point of
  with a disk of radius
 , and taking
the union of all of these disks. Effectively,
 
￿ is obtained by dilating
  by
 .
Proposition 4.1.1 The directed Hausdorff distance
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￿.
64This interpretation suggests an interesting extension of the directed Hausdorff distance,
useful to counter the effect of outliers: we discuss the partial directed Hausdorff distances
[HKR93] by admitting partial inclusions of
  inside the set
 
￿, as shown in Figure 4.2. In
this case, for example, the presence of the element of
  on the low left side of the image
increases both
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￿. In many applications though, this element would not
be enough to conclude that the two sets are different. One possible solution is to compute
the greatest subset of
  which is included in
 
￿ and decide whether this subset is “big”
enough for
  and
  to be “similar”. This is especially important in many computer vision
and pattern recognition applications in the cases when the scene contains instances of a
model which are only partly visible, due to occlusions or failure in the sensing devices, or
local illumination changes. With the partial directed Hausdorff distance, instead of taking
the maximum
 
￿
  as in Equation (4.1), we rank all the distances between each point
 
of
  and the set
  and choose some suitable ranked point. This brings to the following
deﬁnition:
Deﬁnition 4.1.3 Let
  be the cardinality of set
 . The
 -th partial directed distance,
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￿
 , is given by the
 -th ranked point in the set of distances:
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  (4.3)
For example, the
 -th ranked value is the maximum, and the
 
 
￿-th is the median.
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￿
￿
  tells us that
  points in
  are within a distance
  of some point of
 . Let
 
￿
be a subset of
  points of
 , and
  an acceptable value for the Hausdorff distance between
two sets. Let
  be the greatest value so that some
 
￿ (a subset of
  of cardinality
 )i s
contained in
 
￿. While the directed Hausdorff distance
 
￿
 
 
 
￿ could be increased by the
points of
  which do not belong to
 
￿,
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￿
 
 
￿
￿
 
￿
￿
 
 
 
￿ is still not greater then
 .
If
  is sufﬁciently large, the elements of
  at a distance from
  greater than
  can be
seen as outliers. By choosing an adequate lower bound for
 , potential outliers can be
ignored. In order to compute the partial directed Hausdorff distance we normally specify
some fraction
￿
 
 
￿
￿
￿ of the points of
  which are to be considered and set
 
￿
￿
 
￿
 
￿,
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Figure 4.2: Geometric interpretation of the directed Hausdorff distance. Let again the
empty and ﬁlled dots be the elements of the sets
  and
  respectively. Let
 
￿ be the
union of the set of disks of radius
  centered at the points of
 . From the left ﬁgure it
is clear that
 
￿
 
￿ if
 
￿
 
￿
 
 
 
￿ and vice versa. The right ﬁgure shows an example of
how this property, through the concept of partial inclusion, can be used to overcome the
sensitivity to outliers.
that is we seek the distance where some given fraction
 
￿ of the points of
  lie near the
points of
 . As pointed out in [HR93] one key property of
 
￿ is that it does not require
to pre-specify which part of set
  is to be compared with set
 , because the computation
of the directed Hausdorff distance determines how far each point of
  is from the nearest
point of
 , and thus automatically selects the
  points of
  which are closest to
 .
Deﬁnition 4.1.4 The partial Hausdorff distance is deﬁned as:
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This function does not satisfy metric properties, but it does obey weaker intuitive condi-
tions: that metric properties are satisﬁed between given subsets of
  and
  (of size
  and
  respectively). Since our approach is more related to the directed distance than the bidi-
rectional one, we will not give further detail about this property — the interested reader
can refer to [HKR93].
66h(A,B)
h(B,A)
Figure 4.3: An example of how a translation can affect the Hausdorff distance. Set A is
represented by the empty dots, set B by the ﬁlled ones. Set B is a copy of set A, where
each point have been translated of
￿
￿. Even if the two sets where identical before the
translation, after the translation
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￿ and
 
￿
 
 
 
￿ are not equal to 0. The fact that both
distances are actually equal to
￿ is only a coincidence of this example.
4.1.2 Hausdorff distance as a function of translations
The Hausdorff distance measures the mismatch between two sets or parts of them at ﬁxed
positions with respect to one another, in some common reference frame. In the setting we
are about to present, instead, it is much more useful to measure the mismatch between all
the possible relative positions of the two sets 1. We focus primarily on the case where the
relative positions of sets are described by a group of translations,
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where
￿ is the vector notation:
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￿.
We can also deﬁne the minimum value of the Hausdorff distance between sets
  and
 
in the following way [HKR93]:
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￿ (4.4)
1If the sets are ﬁnite and live in a discrete space — the grid of pixels, for instance — it is not difﬁcult to
try all the possible relative positions.
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Figure 4.4: If we compute the Hausdorff distance allowing for translations, we ﬁnd that
for a translation equal to
￿ the minimum value of the Hausdorff distance is 0.
In Figure 4.3 the set
  is represented with empty circles and the set
  with ﬁlled circles.
  is just a translated version of
 , but their Hausdorff distance is not negligible. Instead,
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￿
￿
￿(see Figure 4.4).
4.1.3 How to compute
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In this section we consider the special case where the points of
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  lie on a plane,
and in particular
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￿, is called Voronoi surface [HKS91]. This surface gives for each
location
  the distance from
  to the nearest point
 
￿
 . For points in the plane it can
be visualized with local minima of heigth zero in correspondence of each point
 
￿
 ,i t
has the property that its local maxima are equidistant from two or more local minima (for
this reason we refer to it as Voronoi surface, by analogy to Voronoi diagrams that specify
the locations equidistant from two or more points of a given set [PS85]).
68In a similar way, we can re-write the Hausdorff distance as a function of a translation:
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that is,
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￿ is the maximum of translated copies of the distance transforms
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and
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4.2 The Hausdorff distance in Computer Vision
Hausdorff measures have been used in computer vision nearly exclusively to match bi-
nary patterns of contour or edges. It is easy to see how a edge map can be seen like a set
of points lying on the Euclidean plane: each edge pixel simply becomes a point of a set
lying on a grid. It is less direct to interpret in a similar way grey-level images or range
images. In this section, after mentioning some applications of the Hausdorff distance to
match edge maps, we will see how it has been used with range images. The next chapter
will be dedicated to a method we propose to extend these approaches to the case of grey-
level images, thanks to a suitable representation of grey-level images with binary sets of
3D points.
4.2.1 The Distance Transform
In this section we ﬁrst consider the case of computing the Hausdorff distance on sets of
points lying on discrete grids. In this way it could be applied to binary images, such as
edge points maps. We start by a change of notation, introducting the model
 , a binary
image of size
 
￿
￿
 
￿, and the image
 , a binary image of size
 
￿
￿
 
￿, bigger or equal to
 . These images containa1a teach edge point. We seek an occurrence of
  inside
 ,b y
comparing
 
￿
 
￿
 
 
 
￿, for each possible translate t:
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Figure 4.5: On the left an example of a binary map - the edge points are the black pixels
- and on the right its Distance Transform, computed with one possible approximation of
the Euclidean distance.
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Figure 4.6: A model (on the left) and the corresponding
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￿ (on the right).
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If the points lie on a grid (as in the case of images), the Voronoi surface
 
￿
￿
 
￿ is also known
as Distance Transform [Bor84], because it gives the distance from any point
  on the grid
to the nearest point in the set
 .
We can imagine to compute
 
￿
 
￿ by placing
 
￿
  on the top of the Distance Transform
of I, and looking for the largest value of the surface among the ones “covered” by a point
of
 
￿
 . The minimum value of
 
￿
 
￿ identiﬁes the best match of
  in
 . Figure 4.5
shows a simple example of Distance Transform (right) computed with the block distance,
of the binary image
  on the left. In Figure 4.6 small binary map on the left is the model.
70On the right we show the corresponding to the
 
￿
 
￿ of Equation (4.5). The thicker square
shows the lower value of
 
￿
 
￿, that corresponds to the region of
  most similar (in this case
identical) to
 .
4.2.2 The minimum Hausdorff distance for binary maps
The work by Huttenlocher and his co-workers [HKR93, HR93, Ruc97] is the most repre-
sentative and complete introduction to the Hausdorff distance in computer vision. They
used the directed Hausdorff distance to implement an efﬁcient search of a binary edge
model
  in a binary edge image
 , and then studied the problem of allowing differ-
ent tranformation to the model
 ,
 
￿
 
￿, mainly translation and scale variation. They
computed
 
￿
 
￿
￿
 
￿
￿
 
￿
 
￿
 
 
￿ and seeked values of the surface which were above a ﬁxed
threshold. They also experimented various ways of computing distance tranforms, and
proposed a multiresolution variant of their method and various heuristics to improve the
efﬁciency of the algorithm.
A problem of this method applied to edge images is that, if the edge density in
  is high,
the likelihood of a successful match against any
 
￿
 
￿ is also high. To obviate this, the
same procedure is applied a second time, only on promising matches, after swapping
image and model in a way which recalls of the left-right consistency constraint of stereo
matching: for each point which passed the similarity test on the forward procedure they
apply a reverse procedure, by computing
 
￿
￿
 
 
 
￿
 
￿
￿; the authors describe this approach
as if a sort of hypothesize and test method. In the next chapter, once we have intro-
duced our method for estimating similarity between grey-level images, we discuss the
connections between our approach and the one proposed by Huttenlocher, and explain
the differences between working with edge maps and grey-level images.
4.2.3 Applications
The versatility of the Hausdorff distance at evaluating similarity between point sets is
suggested by the variety of applications in which it appears: defect detection [DY99],
gesture recognition [KSPF96], robot localization [SD99], range imageanalysis [Ols97], and
71content-based video and database indexing, object tracking [NNT01].
In [HR93] it has been applied to the object detection on edge maps computed from indoor
images, and on binary scans of engineering drawings. In [DY99] it is used as a method
for defect detection.
In [KSPF96] the objective is to recognize motion and gestures of humans; speciﬁcally the
task is to understand if the person is pointing at something. The Hausdorff distance,
applied to edge maps, is used to localize the presence of a person within a scene, and to
ﬁnd the position and the orientation of the head and the hands; and ﬁnally, after the area
the person is pointing at has been localized, it is used to identify the object.
Olson presentedanalgorithm whichusedtheHausdorff distanceto match three-dimensional
surface maps [Ols97]. To our knowledge, it is the only work which attempts to use Haus-
dorff distance to match more complicated data than binary maps. In [Ols98] he proposes
a probabilistic formulation of image matching which generalizes a version of Hausdorff
matching, in order to model feature uncertainties and prior knowledge. In both works
the application is robot self-localization.
72Chapter 5
Comparing grey level images
In this chapter we introduce the problem of ﬁnding similarities between grey-level images, bearing
in mind our target problem of object detection. In particular, we study a correlation method which
we derive from the Hausdorff distance. The attractiveness of the method lies in its tolerance to
small geometric deformations and illumination changes, and also to local object variations and oc-
clusions. We discuss variants and extensions of the method, which take into account efﬁciency and
quality issues, analyse the relationship with the similarity measures for binary images described in
Chapter 4, and conclude with experimental results and with an evaluation of the inﬂuence of the
parameters of the method on the results obtained.
5.1 Introduction
In problems like image-based object recognition and identiﬁcation, an object can be rep-
resented by a selection of images which describe various object details or poses. These
images are often called image models or simply models, as they describe the object in
question. They are a visual description of the object and can be used to ﬁnd occurrences
either of the same object in another image, or of a similar object in another image. The
more complete the description is, the more likely the identiﬁcation will be correct. In
view-based systems a good description should contain all the representative views and
all the characterizing details. In this chapter we assume that we have a model for the
73description of an object and wish to ﬁnd an occurrence of it in a speciﬁc image.
The existing literature on similarity measures for images is extensive — even trying to
classify the existing methods is not an easy task. One possible classiﬁcation divides the
techniques into feature-based ones and area-based ones: although this classiﬁcation is
often incomplete and unsatisfactory, since there are methods which fall in between the
two classes or outside their domain, it is still the one commonly used.
Feature-based methods require a preliminary representation of the model in terms of some
features or some descriptors, and consist of ﬁnding similar features in the images ana-
lyzed. In case of face detection, for instance, a face can be described by the contours of
eyes, mouth, and nose, and faces can be detected by looking for similar shapes inside
images.
The area-based approach consists of a comparison of grey-level patterns, without any pre-
liminary interpretation. In some instances of this approach, one could say that area-based
methods are just another example of feature-based methods, the features being areas of
the image. When the similarity criterion chosen to compare areas of two different images
is correlation based, we refer to the so called correlation methods. Since the area-based
similarity measure presented later in this chapter can be classiﬁed as a correlation tech-
nique, we begin with a brief introduction to correlation methods.
The similarity method we propose was originally inspired by the concept of Hausdorff
distance, and has been derived as a variation of the general correlation approach. The
key idea is to retain the simplicity of correlation methods, while allowing for a certain
degree of deformation and light variation. The correlation is still performed on a rectan-
gular shaped window, but pixel by pixel comparison allows the method to accept partial
matches, and to tolerate occlusions and discontinuities. Thanks to its versatility, we have
used it successfully for stereo matching and feature tracking [OTV01b, OTV01a], and im-
age search. One of its interesting features is that no explicit numerical computations are
necessary, so that the method is also suitable for high-speed implementations. It extends
naturally to multiscale, thus improving in efﬁciency.
745.2 Correlation methods revisited
Many classical problems in computer vision, such as sequence analysis, stereo correspon-
dence, feature matching, object recognition, can be regarded as instances of a correspon-
dence problem. Methods based on correlation measures represent a vast class of possi-
ble approaches to solving correspondence problems, but, unlike more sophisticated tech-
niques, which may take into account possible transformations of the scene [PZ98, ST94],
look at invariant representations [BS00, Li92, SM97], or rely on prior image transforma-
tions which exploit local ordering information [BN98, ZW94], direct correlation methods
simply match pairs of elements, using similarity measures to describe the degree of cor-
relation between them. Since the elementary item of an image, the pixel, does not carry
enough information to make it distinguishable among the others, most methods use ag-
gregates of pixels to perform their similarity tests. For efﬁciency reasons the most popular
aggregates are windows of a ﬁxed rectangular shape, which unfortunately do not behave
nicely in presence of occlusions or object borders, as pointed out in [BVZ98].
A general deﬁnition of correlation methods is the following: given a rectangular window
  of an image
 , the corresponding rectangular window
 
￿ of an image
 
￿ is found by
computing the maximum of
￿
￿
￿
￿
￿
￿
￿
 
 
 
￿
￿
￿ (5.1)
with respect to
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￿ a possible translate of
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￿. The search region can be the whole image (if
there is no a priori knowledge) or a subset of it (for instance an epipolar line for stereo).
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(the pixel
  ranges over the image window), which yields the cross-correlation between
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75which performs the Sum of Squared Differences (SSD) or block matching. In many practical
situations SSD is preferable since, unlike cross-correlation, it is not biased by the presence
of regions with very high or very low intensity values [TV98]. For this reason cross-
correlation is often replaced by normalized cross-correlation:i f
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￿ are the sizes of
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Both SSD and cross-correlations, given an image window
 , look for the closest trans-
late
 
￿
￿, assuming that no transformation except translation can occur between the two
images. To take into account grey level changes within a ﬁxed interval, or small local
transformations of the image window (for instance small scale variations or small afﬁne
transformations), a simple possibility is to allow for some variations of the target image
 
￿,
both in the spatial positions of the pixels and in their grey levels. The method described
in the next section follows this approach. It is based on the following function:
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where
  is the unit step function. This score function counts the number of pixels
  in
 
￿
which are within a distance
  (in the grey levels) from at least a pixel
  of
 
￿, with
  in
a neighbourhood
 
￿ of
 . Notice that, in general, this function is not symmetric, unless
 
￿ coincides with
 . This idea may recall the deﬁnition of shufﬂe tranforms [Kut00], so the
relationship between the two will be addressed later in the chapter, after the description
of our method.
To apply correlation measures, the content of each window should ideally be smooth
76(i.e., it should not overlap boundaries), but of course this is not always the case. Methods
based on the comparison of rectangular shaped windows often lack precision at object
boundaries, and do not generally tolerate well the presence of occlusions. This problem
has beenwidelyaddressed already, andmany solutions have beenproposed, which range
from using robust statistics [BBW88, MMRK91], to adaptive windows [KO94, FRT97], or
statistical methods to select connected windows of arbitrary shapes [BVZ98].
In our approach the correlation is still performed on a ﬁxed rectangular shaped window,
but weuseapixel bypixel comparison andproduce acorrelation valueby counting allthe
pixel which passed the test (see Equation (5.5)). This allows us to spot occlusions, accept
partial matches, and tolerate occlusions and discontinuities. The next section provides
further details.
5.3 The proposed similarity method
The core of this problem can be described in the following way: given two regions
 
￿
and
 
￿ we wish to decide whether they are similar or not; we also wish to be able to ﬁx
the degree of similarity required, by choosing, for instance, an interval around the grey
levels of
 
￿ within which the grey level values of the window
 
￿ can vary.
If we consider each pixel of the two windows and their grey values as points in some
space and the two windows as sets of points, then we could compute the Hausdorff dis-
tance between these sets and then express the similarity between the windows as a func-
tion of this distance. Computing Euclidean distances is known to be a computationally
expensive task, and numerous measures which are easier to compute have been proposed
in the literature.
Our method introduces a drastic but rather effective binary classiﬁcation of distance: for
eachset point wesimplydecidewhether itis close to somepoint of theother setor distant.
Apart from this simplistic version of a distance transform, our approach follows faithfully
the algorithm described in Section 4.2.1.
775.3.1 Approximating distances with a binary measure
Starting from two point sets, instead of computing the Hausdorff distance between the
two of them, an efﬁcient alternative approach is to ﬁx a maximum distance (or, equiva-
lently, a minimum degree of similarity) accepted between two sets, and then to see if the
two sets in question are closer than this distance or not. When comparing two image win-
dows, this approach is expressed by Equation (5.5). In this case the maximum distance
is ﬁxed by
  and
 
￿: we can allow for variations in the grey level of
  (within
 )o ri ni t s
localization (inside
 
￿). A practical way of implementing Equation (5.5) is to reason in
terms of dilation and inclusions instead of inequalities (analogously to the step from the
formal deﬁnition of directed Hausdorff distance to the more intuitive deﬁnition based on
set inclusions). Note that Equation (5.5) was inspired by the directed Hausdorff distance
and therefore it is not symmetric. Again, to restore symmetry:
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￿
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￿ (5.6)
Following this approach,
 
￿ can be computed in four steps.
1. Expand
 
￿ into a 3D binary matrix
￿
￿, the third dimension being the grey value.
That is, for
  and
  spanning the pixel locations and
  the grey values:
￿
￿
￿
 
 
 
 
 
￿
￿
￿
￿
￿
￿ if
 
￿
￿
 
 
 
￿
￿
 
￿
￿ otherwise.
(5.7)
In order to limit the space required, the number of grey levels
  of the 3D expansion
is equal to the number of grey levels actually present in the model.
2. Build the 3D binary matrix
￿
￿ from
 
￿ in the same way, using the same
  for the
size of the third dimension.
3. Dilate the matrix
￿
￿ by growing its nonzero entries by ﬁxed amounts
 
￿,
 
￿ in the
space dimensions1 and
  in the grey value dimension. Let
￿ be the resulting 3D
1Note that
￿
￿ of Equation (5.5) is a
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿neighbourhood of
￿.
78binary matrix. The dilation varies according to the degree of similarity required
and the transformations allowed, and can be different in all the three directions.
4. Compute the size of the intersection between
￿
￿ and
￿, and call it
 .
Thisvalue
 represents the numberofpixels of
 
￿ whicharewithin aﬁxeddistance(given
by the choice of
  and
 
￿)f r o m
 
￿, reminding us of the deﬁnition of partial directed
Hausdorff distance.
The dilation along the grey values allows for small illumination changes, and takes into
account the acquisition noise. In the same way, the dilation along the spatial dimensions
deals with small scale changes and small deformations such as those produced by camera
motion.
5.3.2 Finding occurrences of a model in an image
Once the core issue of comparing two regions belonging to two different images has been
formalized, the problem of ﬁnding occurences of a model in an image can be stated as
follows: Let
  be a
 
￿
￿
 
￿ model image. We wish to ﬁnd its best match with a
 
￿
￿
 
￿
window of
  (the size of which is
 
 
 
￿
￿
 
 
 
￿).
The algorithm described in the previous section can be extended to measure the similarity
between all the possible relative positions of two windows, in an analogous way to the
one described in Section 4.1 for the general continuous case. This is equivalent to taking
the smaller image (usually the model) and moving it about the larger image, computing
 
￿
￿
 
￿
 
 
￿ for all possible translates
￿ (equivalent to what is discussed in Section 4.2.1).
This extension can be realized in two different ways: The ﬁrst one is to crop a window
of the same size as
  based at position
 
￿
￿
￿, and then to apply the algorithm to
  and
the subregion of
  exacly as described before. The second way is to apply the dilation to
the whole of
  ﬁrst, and then to scan with
￿ the space occupied by
￿ for all the possible
translates
￿.
The advantage of this second approach is twofold: ﬁrstly, the processing time is reduced,
by combining all of the dilation in a single step at the beginning — where it effectively be-
comes preprocessing; secondly, this choice exploits the contiguity properties of the image,
79since the grey-level patterns of an image region tend to be inﬂuenced by the neighbouring
regions (consider shadows, for instance). For the second way the algorithm is extended
in the following fashion:
1. Expand
  into a 3D binary matrix
￿, as described in Equation (5.7).
2. Similarly expand the whole image
  obtaining the 3D binary matrix
￿.
3. Dilate
￿ as described earlier obtaining
￿.
4. For each possible translate
￿
￿, compute the size of its intersection with
￿: this
produces a discrete surface
 
￿
￿
￿.
If this surface is normalized with respect to the area of the model, each element gives the
match value between the corresponding region and the model. The match value, which
belongs to the closed interval
￿
￿
 
￿
￿, is equal to
￿ if the model is equivalent to a region of
the image, up to a difference allowed by the dilation.
Once a candidate match is found, a further check on the connectivity of the aggregate of
pixels which passed the test can be performed to distinguish between occlusions and bad
matches.
From the point of view of complexity evaluation, it can be shown that with an appropriate
choice of the data structures, the algorithm is reduced to a set of entry-wise logical AND
operations between
￿ and
￿ and no numerical computations are required. From an
implementation point of view, it may be worth pointing out that an explicit computation
of both
￿ and
￿ is not necessary, but for each possible translate
  itself can be used to
access the appropriate entries of
￿. This reduces the time complexity from
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￿.
Relationship between the algorithm and the Hausdorff distance
There are a few observations that can be madeabout the method in relation to the directed
Hausdorff distance.
If
￿
 
￿ the dilation of the matrix
￿ is isotropic in an appropriate metric, and
￿
 
￿
 
￿
￿
￿
￿ takes on
the maximum possible value — that is,
￿
￿
￿
￿
￿ — then the directed Hausdorff distance
80between
￿
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￿ and
￿,
 
￿
￿
￿
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￿
￿, is not greater than
 . In general, if
 
￿
￿
￿
￿
￿
 , then the
 -
partial directed Hausdorff distance between the same sets is
 . Loosely speaking, we
choose an acceptable distance between two sets, and then ﬁnd whether the sets we are
comparing, or subsets of them, are within that distance.
Once the grey level images are expressed as a 3D binary structure, the relationship with
Huttenlocher’s method should be clear. Unlike the 2D binary image case, though, the
reverse operation to eliminate spurious matches is not necessary, thanks to the intrinsic
properties of the set of points (see Section 4.2.2). In the 2D binary case, if the image is a
rich distribution of edges, this is equivalent to having a dense set of points which would
match with every possible model. In 3D this would be equivalent to a 3D image structure
full of 1s, which is impossible by construction, since the 3D structures we have deﬁned
are effectively 2D
￿
￿ grids, and, for each vertical direction, only one entry is set to 1 before
dilation.
Another reason for the success of the method is the autocorrelation property of most parts
of grey level surfaces. In fact, with the exception of object boundaries, grey levels tend to
vary smoothly across images, making more unlikely the presence of spurious matches.
Relationship with other correlation methods
With respect to other correlation methods, a few remarks are in order. Instead of thinking
in terms of the average distance between windows’ grey levels, we perform pixel-wise
similarity tests. In presence of a severe dilation along both the grey level dimension and
the spatial ones, this method can lack precision in the localization, but it is less likely to
produce false matches in case of occlusions or multiple matches. Also, given the best
match, it is straightforward to determine which pixels passed the similarity test, and re-
ﬁne the matching or improve the localization. In this sense it could be seen as a simple
method to compute variable size aggregates of coherent pixels. Unlike [BVZ98] which
produces variable size windows that cut off occlusions by applying an hypothesis test
to each pixel of an inizial window, our method is more a qualitative tool to spot object
boundaries and occlusions, than a general recipe to overcome the problem. We still use
81ﬁxed size rectangular windows and allow for partial matches (i.e., matches of subsets of
the windows) if it is necessary.
Finally, notice that the computation of
 
￿
 
 
 
￿ does not involve determining an explicit
correspondence between points of
  and points of
  (many points of
  could be close to
the same point of
 ). This contrasts with most correlation functions and also with most
model-based recognition methods which do determine a correspondence between points
of the model and points of the image.
Comparison with the shufﬂe transforms
The idea of matching two image regions by ﬁxing tolerances in space and grey-levels
can be found also in [Kut00], with the deﬁnition of shufﬂe transforms. Shufﬂe tranforms
are used for an implicit deﬁnition of “approximate” 3D shapes, in case no consistent 3D
shapes can be reconstructed (for instance, in N view stereo, in the presence of calibration
errors).
A 2D transformation
￿
 
 
￿
￿
 
￿ is called a r-shufﬂe, if for each point of the image
 
￿ we
can ﬁnd a point of “identical color” (within a ﬁxed threshold) within a disk of radius
  in
 
￿.
A volume is deﬁned
 -consistent to a set of N views, if for each view
 
￿ there exists a
 -
shufﬂe
 
￿
￿ which is a full projection of the 3D shape (the so called photo consistency [KS99]).
In our case, if after a dilation
  in the space directions (and a dilation on the grey-levels
which is not speciﬁed) we ﬁnd a correspondence between each point of image
 
￿ and each
point of image
 
￿, then we can say that
 
￿ is an
 -shufﬂe of
 
￿. However, our similarity
function does not necessarily seek correspondences with each point of
 
￿ (since, for ex-
ample, all points of
 
￿ could match the same point of
 
￿), so it is not always true that if
 
￿
￿
 
￿
 
 
￿
￿ with a dilation
  is equal to the maximum value then
 
￿ is an
 -shufﬂe of
 
￿.
Another difference between the two approaches seems to be related to the application
domain: in our case both
 
￿ and
 
￿ are existing images and we wish to verify whether
their difference is within a threshold which we ﬁnd acceptable. Instead, in the the case
of shufﬂe transform,
 
￿ is an existing view,
  is a threshold for all the possible transfor-
82mations allowed, and the shufﬂed images are some synthetic transformations of
 
￿ which
represent implicitly possible tolerances on the ﬁnal 3D shape.
5.4 Evaluation of the method
The method described is a variation on correlation methods and has interesting proper-
ties: it is tolerant to occlusions (since it accepts partial matches) and it can also identify
the occlusions, it tolerates small scene deformations or illumination changes and thus, in
the case of small deformations, it does not require us to parameterize or to estimate them.
The method, as it stands, is a good compromise between simplicity and effectiveness,
but there are a few aspects which could be improved, and these will be discussed in the
reminder of this section.
Figure 5.2 shows2 the results of an experimental evaluation on a set of images acquired
in our laboratory. During acquisition, we have deliberately introduced some variations
in the appearance and the illumination of the scene, and in the camera position, in or-
der to understand the “reactions” of the method. The model image (Figure 5.1) includes
an object (the mask) which was removed from the scene before capturing the test images
(Figure 5.2), so to create anocclusion. InFigure 5.2, from top to bottom, weshow four pos-
sible changes: the image on the top has beenacquired from a similar position to that of the
model, and all the changes are due to natural causes except from the object removed. The
second image was acquired after a small rotation of the camera about the optical centre.
Before the acquisition of the third image the room illumination was changed (switching
on a desk light by the side of the scene). Finally, the fourth image was acquired after
a small translation of the camera. The results can be assessed by analysing the positive
scores distributions3; in particular the distribution of the bottom example shows thick lines
of unmatched points along the objects boundaries, which are the effects of parallax due
to the camera translation.
2In the following examples a rectangular shape is drawn around each best match.
3The
￿
￿
￿
￿
￿ maps that will be called positive scores distributions represent a 2D projection of the inter-
section between
￿ and
￿ (given a possible matching window, the white pixels of the map correspond to
the pixels of the window which passed the test).
83Figure 5.1: Model used for the experiments shown in Figure 5.2
This procedure is too time consuming if the search operation has to be repeated many
times, as in content based image retrieval, where the set of the model can be a big image
database.
Another issue is that the scale of the model is ﬁxed, but can vary with the instances of
the object inside the test images. We must deal with the problem that the test image will
not necessarily represent the object at the same scale as the model. Note, however, that
our method tolerates small scale variations, as they can be conﬂated with spatial mis-
alignments: Figure 5.3 shows the effects of searching for a model (of a window) across a
zooming sequence; the results are correct even though the images contain similar patterns
(other images).
The illumination issue is a major problem for almost all similarity method based on im-
ages, both feature based (since the illumination changes can affect the extraction of fea-
tures) and area-based. Our method, as it stands, can cope with a certain amount of varia-
tion in illumination, thanks to the dilation of the grey levels. If the illumination change is
partial, this can also be tackled thanks to the tolerance to occlusions (since this variation
can be seen as a local occlusion). Nevertheless, the robustness to light variations of the
method can be improved without affecting its time complexity, as described later in this
section.
5.4.1 A Multiscale approach
By multiscale approach we actually mean a combination of preprocessing operations and
data structures which help to deal with computation optimization and scale variations.
The two things are mixed together, even though they represent distinct phenomenona,
84Figure 5.2: Test images and the corresponding positive scores distributions which de-
scribe the results of matching against the model in Figure 5.1 (notice that one object —
the mask — has been removed). From top to bottom: variations produced by time, by the
rotation of the camera, by an abrupt light variation, by a translation of the camera.
85Figure 5.3: Search for a detail (a window) at different scales, with the algorithm of Section
5.1. The quality of the localization decreases but the results are still acceptable, since the
spatial dilation takes care of the negative effect caused by a limited scale variation.
86only for efﬁciency reasons.
We deal with possible scale changes between the models and the test images by repli-
cating each model at various scales, as shown in Figure 5.4: with a warping operation
the original model is reproduced at different scales and all these new images are used as
combined models.
This approach is an alternative to the ones which apply scale transformations to each of
the image regions examined. Our approach has a lower time complexity but a higher
space requirements, and it has been chosen only because in the applications in which we
have used it, the time issue was more important than the space issue.
Whenever the same view is replicated in different models (at different scales), multiple
matches can be found. In case more than one match is detected in a neighbourhood, the
one with the higher match value is kept and the others are discarded.
The use of more models at different scales increases the computation time. To deal with
such time complexity issues, each image (both models and test images) is represented by
a Gaussian pyramid like the one shown in Figure 5.5. The search is ﬁrst performed at the
coarser level and it is reﬁned at a higher level only if the resulting match value is above
a certain threshold. This approach is based on the fact that the match value between two
ﬁne images cannot decrease at coarser levels. The use of the Gaussian pyramid represen-
tation causes a signiﬁcant reduction of the computational cost: indeed, assuming that the
size of the model is
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 , and that the size of the image is
￿
 
￿
 
￿
￿
￿
 
￿
 
￿, then a simple
search would require
￿
 
￿
￿
￿
￿
 
￿ operations. Instead, with a Gaussian pyramid represen-
tation the number of operation decreases to
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿, where
  is the number of
the lowest level reached in the Gaussian pyramid representation. Note that, for each level
added the time complexity reduces by a factor 4.
5.5 Sample applications and results
In this section we exhibit some applications of this method to stereo and motion corre-
spondence and object search. In the ﬁrst two applications the method is used as a local
correlation measure, while in object search and identiﬁcation it is used as a global sim-
87Figure 5.4: Original model (left) replicated at different scales.
Figure 5.5: Gaussian pyramid representation
88Figure 5.6: Representation of the amount of information contained at different levels of
the Gaussian pyramid
ilarity measure. We recall that the positive scores distributions are
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￿ binary maps
that represent a 2D projection of the intersection between
￿ and
￿; the similarity surfaces
images (of size
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￿) are a raster representation of
 
￿
￿
￿.
Again, a rectangular shape is drawn around each best match, excluding the stereo match
example, where the full disparity map is shown.
5.5.1 The Hausdorff method as a local correlation method
The proposed method can be used as a correlation method to ﬁnd correspondences in
stereo pairs and motion sequences.
Figure 5.8 shows a well-known stereo pair with the corresponding disparity map. To
compute the disparity map of the left image, the correspondence method is applied at
each pixel of the left image: the model is a neighbourhood of it (the size of which, is usu-
ally between
￿
￿
￿ and
￿
￿
￿), while the image is a subset of the right image, selected
with the help of the epipolar constraint. To obtain the right disparity map, it sufﬁces to
swapleft andright inthe abovedescription. Left-right consistency is performed, followed
by a post-processing to ﬁll the holes caused by multiple matchings and occlusions. If we
choose very small dilations (close to zero), the results of our method are comparable to the
ones of the SSD; if we increase the dilation, we take better care of occlusions and bound-
89Figure 5.7: A stereo pair with its disparity map.
aries but we lose in terms of localization. On small areas as the neighbourhood of pixels,
methods based on local ordering [BN98, ZW94] or robust statistics [BBW88, MMRK91]
are more effective. Our method, instead, is much better suited for application to larger
image regions: we have used it successfully to track small image regions through an im-
age sequence. The model has been selected from the ﬁrst frame and then matched along
the sequence: Figure 5.9 shows a search in an image sequence (the ﬁgure contains frames
0, 20, 30, 40). A detail (the head of the statue) has been cropped from the ﬁrst image, and
sought inall the images of the sequence. During the image acquisition, the camera rotated
around a statue, inducing shape deformations (a dilation in all the three directions had
to be applied) and occlusions. The binary maps in the middle row represent the positive
scores distribution. The bottom row shows the results obtained with SSD on the same in-
put. Here and in the following examples it will be shown that wherever the search for the
best match is ambiguous (more than one match is possible) SSD achieves poorer results.
This is due to the fact that the SSD similarity surface is smoother and therefore it is more
difﬁcult to locate its maxima. See Figure 5.10 for a comparison of the similarity surfaces
obtained with the two methods.
In Figure 5.10, both rows show, from left to right, the model, the positive scores distribu-
tion (which can only be computed with our method), the result obtained with our method
(top) and SSD (bottom), and the similarity surface. The poor solution found with SSD is
due to the smoothness of the similarity surface: the ﬁgure shows that high values are
scored in wide areas of the image (the surface is brighter where the computed similarity
90Figure 5.8: Samples of search through an image sequence. Top row: results obtained with
our method on frames 0, 20, 30, 40. Middle row: positive scores distributions (see text).
Bottom row: results obtained with SSD on the same frames.
is higher), therefore the localization of the best match is not reliable (note, instead, the
white spot which is a well deﬁned maximum in our similarity surface).
5.5.2 The Hausdorff method for object identiﬁcation
Figure 5.11 shows, on the top left, a reference image used as a model in a set of object
identiﬁcation experiments. Results are shown in the two right-most column of Figure
5.11. These results fully represent the resistance of the method to occlusions and small
scale changes. As usual, the best match areas are surrounded by a rectangular shape, but
in this case, the brightness of the rectangle is proportional to the value of the match.
In Figure 5.12 we present a few frames selected from the same collection of images to-
gether with their positive scores distribution: this is another interesting example of how,
in most cases, the positive scores distribution gives an immediate feedback of the location
of occlusions and scene changes.
91Figure 5.9: Example local search in presence of occlusion. Top row (our method): the
model, the similarity scores, the result, the similarity surface. Top row (SSD): the (same)
model, the result, the similarity surface.
5.5.3 The inﬂuence of thresholds
In the case of the grey-level similarity method presented in this chapter, the results are
inﬂuenced by two thresholds: the ﬁrst one is the degree of similarity (i.e., the dilation, the
maximum distance allowed between two images), the second one is the fraction of the
pixels which passed the similarity test.
Whenever a method depends on variable thresholds, it is interesting to study the inﬂu-
ence they have on the results obtained. For simplicity the experiment is described on a
speciﬁc example: the search of the model shown in Figure 5.13 in the image sequence, of
which a few frames are shown in Figure 5.14.
We carry out this type of experiment in the following way: after choosing the model,
we analyze manually the data and count the occurrences of the model inside the test
images. In this sequence there is exactly one occurrence of the statue in each image, thus
the ideal number of positive results is 19. However, as Figure 5.14 shows clearly, from the
ﬁrst image to the last one there is a large variation of the viewing position, therefore it
is not clear if the model chosen is a good representation of the statue appearence in the
last part of the sequence; this shows clearly how the manual operation of counting the
positives, is actually rather subjective, but, on the other hand, it represents faithfully the
92Figure 5.10: On the top left the model. On the central and right column a few results
of object identiﬁcation. We tested our method by allowing small illumination and scale
changes (the last two images were acquired a few days after the acquisition of the model),
occlusions, and small pose changes.
93Figure 5.11: Other examples of object identiﬁcation from the same images collection of
Figure 5.11. The model is still the one shown at the top left of Figure 5.11. This time
we include the positive scores distribution, to show how they can be useful to locate
occlusions.
94Figure 5.12: The model searched for in the sequence of Figure 5.14.
Figure 5.13: Image sequence where the search of the model (Figure 5.13) is performed.
Notice that from the ﬁrst frame (top left) to the last (bottom right) the angle of view has
changed entirely, therefore the model chosen is not necessarily a good representation of
the last images.
95Figure 5.14: Examples of similarity surfaces resulting from the comparison of a model at
four different scales with an image
actual problem of deciding when an identiﬁcation system performs well or not. Usually,
some degree of subjectivity is allowed: the only important thing is to be consistent in
interpreting the results obtained.
Going back to our experiment, we perform a search of the model, for each image, at
different scales (in this case the model was rescaled in 10 possible sizes). Each search
produces a similarity surface: we rescale all the similarity surfaces related to the same
test image to the same scale, and merge the results (see Figure 5.15): a position,
￿
 
 
 
￿,
contains a positive match if at least one of the surfaces indicates a positive match in that
position. To avoid spurious positive or negative matches, we subsample the search area
over the surfaces in
￿
￿
￿
￿
￿ regions. Each region would produce a positive match if it
contained at least a positive one, a negative match otherwise. The performance of the
search is evaluated by varying the percentage of positives required to a potential match
to be positive, it can be represented with ROC curves 4.
Figure 5.16 compares different ROC curves obtained with different dilations. On the x
4Receiver Operating Characteristic (ROC) curves will be described more in detail in Chapter 7. ROC
curves are a good representation because they describe the performances of a system indipendently from
the threshold used to build the curve. Each point of an ROC curve represents a pair of false-alarms and
hit-rate of the system, for a different threshold. In this case the threshold is given by the percentage of area
which needs to match for an image region to be a positive match.
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Figure 5.15: R.O.C. curves obtained by applying different dilations.
axis is the false positive rate, on the y axis the hit rate. The better are the performances
of a system the quicker its ROC curve will grow. From this plot it is clear that adding a
dilation, even minimal, the results improve substantially. On the contrary if we choose
a substantial dilation to be sure to detect all the positives, we will reach more slowly the
￿
￿
￿
! hit rate. Intermediate dilations do not seem to affect the results in signiﬁcant ways.
97Discussion of Part II
Part II was devoted to studying the similarity between grey-level images — a ﬁrst step
towards image-based object representation and identiﬁcation. Since we described a simi-
larity method based on the Hausdorff distance, Part II started with an introductory chap-
ter to the Hausdorff distances and their properties, and continued with a chapter entirely
devoted to the review of correlation-based similarity measures, to introducing our simi-
larity measure and its extensions, and to demonstrating the potential of this method on a
variety of examples.
Themethodweintroduced presents manyinteresting aspects: ononehand, itwasdemon-
strated to tolerate small scale and illumination changes and geometric detormations, and
on the other, it can be implemented efﬁciently and can easily be extended to multiscale.
It can be applied as it is for brute-force object identiﬁcation based on image models, in ap-
plications where illumination and appearence changes of the objects from the models can
be controlled or at least monitored (we are currently using it in a prototype for face identi-
ﬁcation of a limited number of people). It can also be used as a similarity function within
more complicated object recognition systems, such as the learning methods described in
the Part III of this thesis: in Chapter 7 we will describe an example of such a use.
98Part III
3D object representation and
identiﬁcation
99Outline of Part III
Object detection and classiﬁcation have often been addressed in computer vision by the
learning from examples paradigm. A classic approach is the one of ﬁnding separating func-
tions which distinguish between positive and negative examples of the object we aim at
representing. One alternative choice, which is particularly appealing in the cases when
negative examples are not easy to characterize, is to design systems which learn only
positive examples.
A kernel method to accomplish this goal consists of a representation stage — which com-
putes the smallest sphere in feature space enclosing the positive examples — and a clas-
siﬁcation stage — which uses the obtained sphere as a decision surface to determine the
positivity of new examples.
In the case the positive examples are different representative views of a 3D object, the
representation stage can be seen as effectively the modelling of a 3D object. This model
can be used as a description of the object which allows us to detect it or recognize it in
single novel views.
Inthis last part of the thesis, after anintroduction to kernel methods, we describe a kernel-
based method to learn one class at a time. In particular, the main contribution of this
part is the introduction of a kernel for grey-level images, well suited to representing,
identifying, and recognizing 3D objects from unconstrained images.
Chapter 6 reviews kernel methods, which represent a means to increase the classiﬁcation
power of linear learning methods by projecting the data into a high dimensional feature
space where a linear machine can be used; in the ﬁnal part of the chapter we give a brief
100overview of Support Vector Machines, the best known of kernel methods, and (for the
case of classiﬁcation problems only) describe a SV method for learning one class at a
time.
Chapter 7 presents the problem of designing kernels for images. The main contribution
of this chapter is the introduction of a function based on the similarity measure presented
in Chapter 5. This function, although it is not a Mercer’s kernel, can still be used as a
kernel in the case of one class learning. This issue is discussed and the effectiveness of
this function as a kernel for novelty detection is demonstrated on several data sets of faces
and of 3D objects of artistic relevance (statues). Also, a variant of the function (based on
a careful deﬁnition of the dilation) with the properties of a Mercer’s kernel is introduced.
101Chapter 6
Kernel-based methods for statistical
learning
Kernel methods have recently, since the inﬂuential work of Vapnik [Vap95, Vap98], attracted in-
creasing attention. They reduce a learning problem of classiﬁcation or regression to a multivariate
function approximation problem in which the solution is found as a linear combination of certain
positive deﬁnite functions, called kernels, centered at the examples [EPP00a, GJP95, Wah90]. In
this chapter, we ﬁrst provide an introduction to kernel methods, and then describe brieﬂy a well
known technique based on kernels, Support Vector Machines [Vap98, CST00], concentrating on
thecaseofbinaryclassiﬁcationproblems1. Finally, weintroducea SV methodforlearningone class
at the time [Vap95, SBV95, TD99, CB01] inspired by SVM, which can be used as an alternative
to ﬁnding negative examples for a binary classiﬁcation problem.
6.1 Introduction to linear classiﬁcation
The traditional approach to programming is based on instructing a computer in order to
accomplish the desired task. It implies that the programmer knows a “recipe” for solving
the problem, and translates it into a language that the machine can understand and apply
1The interested reader may refer to the seminal works of Vapnik [Vap95, Vap98], the book by Cristianini and
Shawe-Taylor [CST00] which we use as the main guide for this introduction, or to the tutorial by Burges [Bur98].
102to the input data. There are, however, cases when this recipe is not known in detail,
or is difﬁcult to express in simple machine readable instructions; in other cases there
are sometimes too many exceptions to the main solution for it to be useful. In all these
situations an alternative is to “teach” the computer the input/output relationship, using
examples. This philosophy is known as the learning approach. In the case that the system
is taught by a set of input/output pairs it is referred to as supervised learning (unsupervised
learning, which we will not discuss in this thesis, treats the case when there are no output
data, and the learning task is to discover some properties of the process which generated
the data).
In supervised learning, the learning machine is given a training set, deﬁned as follows:
Deﬁnition 6.1.1 (training set) We denote the input space by
  and the output domain
by
  . Usually
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where
  is the number of examples. The
￿
￿ will be referred to as the examples or instances,
while the
 
￿ will be referred to as the labels.
At this point, one could choose among various sets of hypothesis for the classiﬁcation
problem. Among the possibilities, linear functions are the best understood and the sim-
plest to apply: traditional statistics (with the linear discriminant introduced by Fischer
in 1936) and the classical neural network literature (with the Perceptron, studied in the
sixties) present methods for using linear functions to discriminate between two classes.
Binary linear classiﬁcation is frequently performed by using a function
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in the following way: the input vector
￿ is associated to a positive class if
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￿, and
to a negative class otherwise. The function,
 , chosen in the case of linear classiﬁcation is
of the form
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where
￿ and
  are the control parameters of the linear function. The decision rule is
103given by sign(
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￿). The learning methodology implies that these parameters must be
learned from the data. In general, real applications are too complex to be formalized as
linear classiﬁcation problems — multi-layer neural networks (based on multiple layers of
thresholded linear functions) were one of the ﬁrst proposed solutions to this difﬁculty.
One important aspect of most linear machines is the fact that they can be expressed as
their dual representation2:
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Duality is a crucial property that allows the introduction of kernel methods. In the dual
representation the training data never appear isolated, but are always as entries of the
Gram matrix 3. Also, in the dual representation of the decision function, only the inner
products between input data and the test point are needed.
6.2 Implicit mapping into feature space
Kernel methods offer an alternative to linear classiﬁcation, based on projecting the data
into a high-dimensional feature space to increase the range of problems solvable by linear
learning machines.
In order to learn non-linear relations with a linear machine, we need to apply a non-linear
mapping of the data to a feature space, in which the linear machine can be used. Given an
input vector
￿ in the input space
 , it is mappedinto the feature space
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Figure 6.1 shows an example of a feature mapping from a two dimensional input space to
a two dimensional feature space, where the data cannot be separated by a linear function
in the input space, but they can in the feature space.
2The dual representation, obtained in different ways for different classiﬁcators, can always be written in
the general form of Equation (6.1). In Section 6.3 we will show how to obtain the dual representation for
the case of Support Vector Machines.
3Given a set of vectors
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￿ and it is also referred to as kernel matrix.
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Figure 6.1: A mapping from the input space to the feature space, which allows a linear
classiﬁcation.
Thus, the set of hypotheses considered will be functions of the type:
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
where
￿
 
 
￿
  is a non-linear map from the input space to some feature space
 .
Finding a suitable representation of the data (i.e., choosing the feature space) is one of the
most delicate steps of this approach to learning: ideally one should choose a representa-
tion that suits the speciﬁc learning problem.
The key feature of kernel-based learning is that the mapping,
 , into the high-dimensional
feature space need not be calculated explicitly, thanks to the characteristics of the dual
representation discussed in the previous section. This is rather fortunate if one considers
that, to build explicitly a polynomial of degree 4 or 5 in a 200 dimensional input space,
one must construct hyperplanes in a billion dimensional feature space. This crucial prop-
erty is based on the fact that the only quantities in the feature space that one needs to
compute are scalar products of the form
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, hence the full knowledge of
￿ is
not necessary.
One common strategy, therefore, is to compute the data representation by means of an
implicit mapping, which means that neither the feature space nor the mapping are spec-
105iﬁed explicitly. The dual representation enables a hypothesis to be expressed as a linear
combination of the training points, so that the decision rule can be evaluated using just
inner products between the test point and the training points:
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If we have some way of computing the inner product
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￿ in feature space di-
rectly as a function of the original input points, it becomes possible to merge the mapping
into the feature space with the use of the linear machine. This direct computation method
is called a kernel function.
Deﬁnition 6.2.1 A kernel 4 is a symmetric function
 , such that for all
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where
￿ is a mapping from
  to a feature space with an inner product.
Once the kernel function is known, the decision rule can be evaluated using at most
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An important consequence of this is that the learning algorithms and the theory behind
them can largely be decoupled from the speciﬁc application areas. The latter can be en-
coded into the design of appropriate kernel functions, thus kernel engineering is a central
issue in kernel-based methods for machine learning.
6.2.1 Making kernels
The use of the “kernel trick” allows us to deﬁne the kernel function directly, and, in doing
so, to deﬁne implicitly a mapping between the input space and feature space. Indeed, as
4For a clear introduction to kernel functions the reader may refer to [CST00].
106pointed out in [CST00], “deﬁning a kernel function for an input space is frequently more
natural than creating a complicated feature space”.
To use this, we must deﬁne the properties which characterize a well-deﬁned kernel, i.e., a
function
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￿ which is an inner product in some feature space.
Deﬁnition 6.2.2 A function
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Equation (6.3) says that all matrices
￿ of all orders built from a positive deﬁnite function
  are semi-deﬁnite positive.
A theorem of functional analysis due to Mercer [CH62] allows us to write a positive def-
inite function as an expansion of certain functions
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For a rigorous statement of Mercer’s theorem, the interested reader is referred to [CH62].
A positive deﬁnite function is also called a Mercer’s kernel, or simply a kernel.
Whether or not this espansion is explicitly computed, it sufﬁces to note that for any ker-
nel
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We conclude this section with examples of kernel functions.
Linear kernel
The inner product
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provides an example of a kernel, which corresponds to the identity map from input space
to feature space. The separating surface in input space, therefore, is a hyperplane.
107Polynomial kernels
A simple example of a non-linear mapping is given by:
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Here the features are all monomials of degree 2. A more general feature space can be
obtained by considering the kernel
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whose features are all monomials of degree up to 2, with the relative weights between the
degree 1 and 2 controlled by the parameter
 .
A similar analysis can be given for the kernels
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108and
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿ (6.6)
for
 
￿
￿. In the ﬁrst case the
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distinct features are all the monomials of degree
 ,
and in the second there are
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￿
distinct features corresponding to all monomials with
degree up to
 . The separating function in the input space corresponding to a hyperplane
in such feature space is a polynomial curve of degree
 , so these kernels are usually called
polynomial kernels.
Gaussian kernel
The function
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for some
 
￿
￿
￿ deﬁnes a Gaussian kernel. A learning machine equipped with a Gaussian
kernel belong to the class of Radial Basis Functions classiﬁers, where the centers are the
support vectors and the coefﬁcients are the Lagrange multipliers (except for the sign).
6.2.2 Making kernels from kernels
In the this section we list a number of properties, which allow us to create more compli-
cated kernels. The proofs of these properties can be found in [CST00].
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If
￿ is a positive semi-deﬁnite
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then the following functions are also kernels:
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Notice that the difference of two kernels is not necessarily a kernel.
6.3 Support Vector Machines
Support Vector Machines (SVMs) are the most known class of algorithms which use the
idea of kernel substitution. In this section we brieﬂy overview them concentrating on
SVMs for binary classiﬁcation (SVMC).
We start by recalling that the ability of a hypothesis to classify correctly previously unseen
data is known as generalization. From the point of view of statistical learning theory the
motivation for considering binary SVMs classiﬁers comes from the theoretical bounds on
thegeneralization error [Vap98]. Wedonot quote the relevant theorem here—but remind
the interested reader to [Vap98] — but just note two important aspects: the ﬁrst one, it
that the upper bound on the generalization error does not depend on the dimension of
110the space, the second one that the error bound is minimised by maximizing the minimal
distance between the separating hyperplane and the closest datapoints to the hyperplane.
6.3.1 Hard margin optimization
Let us assume that we are given a set
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establish the equation of a hyperplane that divides
  leaving all the points of the same
class on the same side and maximizing the minimum distance between either of the two
classes and the hyperplane.
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The hypothesis space in this case is the following set of functions:
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named separating hyperplane.
The signed distance
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Notice that if the parameters
￿ and
  are scaled by the same quantity, the decision surface
given by Equation (6.18) is unchanged. In order to remove this redundancy a canoni-
cal representation is chosen for each decision surface, that is a one-to-one correspondence
between separating hyperplanes and their parametric representation. The canonical rep-
111resentation of a separating hyperplane described by the equation (6.18) is obtained by
rescaling the pair
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Given a linearly separable set
 , the Optimal Separating Hyperplane (OSH) is the separat-
ing hyperplane which maximize the distance to the closest point of S, without any clas-
siﬁcation error. That is, the OSH is the hyperplane that satisﬁes Equation (6.16), while
minimizing
 .
Finding the Optimal Separating Hyperplane
Formalizing what has been said in the previous section, to construct the OSH we need to
solve the following Quadratic Problem (QP) [BS79]:
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The quantity
￿
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￿is namedmarginand it measures the distance between the two classes
in the direction of
￿. The OSH can also be described as the separating hyperplane that
maximizes the margin.
Problem CL1 can be solved using a standard QP optimization technique[BS79].
This optimization problem can be transformed into its dual problem, and solved with the
technique of Lagrange multipliers[BS79].
We ﬁrst construct the primal Lagrangian. If we denote with
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non-negative Lagrange multipliers associated with the constraints of the problem (6.21),
then the solution of the problem is determined by determining the saddle point of the
Lagrangian:
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At the saddle point, L has a minimum for
￿
￿
￿
￿ and
 
￿
 
￿, and a maximum for
￿
￿
￿
￿.
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where
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. Problem CL1 reduces to the constrained maximization of the
function:
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A precise formulation of the dual problem is the following:
Problem DCL1:
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(6.26)
Note that, as pointed out in Section 6.2, in the dual representation of the problem, the
input data never appear isolated, but always in the form of an inner product between
pairs of instances. Thus we can map the data into an alternative high-dimensional space,
by means of a kernel function appropriate for the speciﬁc learning problem. In general,
the objective function of Problem DCL1 can be rewritten as:
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Support vectors
Among the Kuhn-Tucker conditions for Problem CL1, the following is veriﬁed5
5The full Kuhn-Tucker conditions, for the solution
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From Equation (6.27) one can note that the only
 
￿
￿ that can be non-zero, are those for
which the constraints (6.16) are satisﬁed with the equality sign.
The corresponding points
￿
￿ are termed support vectors and they are the points of
  closest
to the OSH.
The decision function is based on the sign of:
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6.3.2 Soft margin optimization
In general, in real-world problems, it is not possible to use maximal margin classiﬁers,
unless we use very powerful kernels, and cause data overﬁtting. The main problem of
using maximal margin classiﬁers, is that they are based on a really strong hypothesis, that
is, they assume that the training set does not contain errors. In practice this in often not
the case.
A more realistic setting, is the following: we are looking for a linear separating surface,
but we are not sure that all the constraints of Problem CL1 are satisﬁed. In this case, the
previous analysis can be generalized by introducing a new set of
  non negative variables,
￿
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￿ that measure the amount of violation of the constraint[CV95]:
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The presence of the variables
 
￿ allows a number of misclassiﬁed points. If the point
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￿
￿
￿ and the constraint (6.28) reduces to
(6.16). Formally, to obtain the generalized OSH, one solves the following problem:
Problem CL2:
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The parameter
  can be considered as a regularization parameter.
 
￿
￿
 
￿
￿ keeps under
control the number of misclassiﬁed points. Other monotonic convex functions have been
tried [CV95]. In analogy with what was done for the separable case, Problem CL2 can be
transformed into the dual:
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Differentiating (6.30) and setting the results equal to zero, we obtain:
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Similarly to what it has been done in the separable case, with the use of the “kernel trick”,
Problem CL2 reduces to the following problem
Problem DCL2:
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where
 
￿
￿ are the values of
 
￿ in the saddle point. The original form of (6.36) is
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￿
￿
￿
￿,
but it has been modiﬁed according to (6.33).
Similarly to the separable case, the points
￿
￿ for which
 
￿
 
￿ are called support vectors.
Here we also have to distinguish between the support vectors for which
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 and those
for which
 
￿
￿
 .
If
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  it follows (Equation (6.36)) that
 
￿
￿
￿
￿ and, then (Equation (6.35)) that these
support vectors lie at a distance
￿
 
 
￿ from the OSH. They are called margin vectors.
If
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 , instead, the corresponding support vectors are either misclassiﬁed (if
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￿)o r
points correctly classiﬁed but closer than
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￿ to the OSH (if
￿
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￿
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￿) or, even points
lying on the margin (if
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￿
￿
￿ ). In any case we call them errors. The parameter
  is meant
to balance the empirical risk minimization and the minimization of the VC-dim. It is the
only free parameter of SVMs. For this reason, studying the effect of small changes of
 
on the OSH, is relevant from both the theoretical and practical viewpoint[PV98].
6.4 Learning one class at a time
The approach of learning one class at a time is a natural choice for classiﬁcation problems,
whenever one class is easily characterized, while the other class is complementary ill de-
ﬁned. In object detection, where the object can be a face, a car, a speciﬁc person X, the class
of positive examples is automatically understood from the problem statement, whereas
it is not always clear, what sort of examples to choose to describe non-faces, non-cars,
non-Xs. Among the numerous approaches to representing the class of negative examples,
one possible alternative is to simply decide not to represent them! Instead of representing
both classes, and then looking for a separation between the two of them, one could look
for a separating function between the positive examples and “all the rest”. In the linear
116case, instead of seeking the OSH, we estimate the sphere of minimum radius which con-
tains “most” of the data of the training set. In the non-linear case, as for classiﬁcation, the
search of the sphere will be performed in the feature space.
This approach was ﬁrst suggested in [Vap95] and [SBV95], and interpreted and used as a
novelty detector6 in [TD99] and [TYD99]. In this section we review the method described
in [CB01] which we follow closely.
In the linear case, the primal minimization problem can be written as
Problem ND1
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(6.37)
with
￿
￿
 
 
 
 
 
￿
  the input data,
  the sphere radius,
￿
￿ the sphere center. As for the bi-
nary case, the possible presence of outliers is countered by using slack variables,
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￿,
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￿
￿, which allow for data points outside the sphere;
  is a regularization
parameter controlling the relative weight between the sphere radius and the outliers.
The dual problem can be obtained by the primal Lagrangian
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where
 
￿
 
 
￿ are the non-negative multipliers associated to the two sets of constraints of
Problem ND1. The solution to this problem is determined by the saddle point of the
Lagrangian, obtained by minimizing with respect to
 
￿,
 , and
￿
￿ and maximizing with
respect to
 
￿ and
 
￿. By differentiating Equation (6.38) and setting the results equal to
6For this reasonproblemsforwhich only positive examplesareeasily identiﬁablearesometimes referred
to as novelty detection problems [TD99, CB01].
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Using the Kuhn-Tucker conditions we have:
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The dual formulation requires the solution of the QP problem
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Notice that the sphere center
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￿ is a weighted sum of the examples expressed as
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￿, while the radius
  can be determined from the Kuhn-Tucker conditions associ-
ated to any unbounded training point — that is, any point of the training set for which
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  The training points for which
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￿ are the support vectors
for this learning problem.
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In a similar way to the one described for Support Vector Machines, a non linear approach
can be obtained with a mapping from the input space to a feature space. This can be done
implicitly with a kernel function, as described in Section 6.1.
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Using the kernel trick, the sphere center in feature space can not be computed explicitly,
unless the mapping
￿ to the feature space is known in an explicit form that allow the
computation of
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As in the linear case, the radius
 
! can be determined from the Kuhn-Tucker conditions
associated to a support vector
￿ for which
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where
 
￿
￿ is a threshold, typically of the order of the square of radius
 
!. It is inter-
esting to remark that, while in the case of the linear kernel and polynomial kernels all the
119terms in the l.h.s. of (7.11) need to be computed for each point, for the Hausdorff kernel
and in general for all kernels so that
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￿ is constant, the only term which depends on
point
￿ is the second, the other two being constant. In this case,
￿ is detected as a novelty
if the inequality
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is violated, for some ﬁxed value of
 .
6.4.1 Another kernel-based method for novelty detection
An alternative approach to novelty detection has been developed by Sch¨ olkopf et al. in
[SPST
￿00].
The method is based on using a kernel function with the property that
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 . In this special case, in feature space the data lie in a region on the surface of
a hyperplane. The objective is therefore to separate off this region from the surface region
containing no data.
This is achieved by constructing a hyperplane
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from the origin with all data
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￿. As usual, to handle noise and outliers we introduce slack variables,
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leads to the following QP problem:
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Using the multipliers
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￿, we again introduce the primal Lagrangian
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The dual problem becomes
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  can be recovered from the Kuhn-Tucker conditions: for some
￿ so that the multiplier
associated
  is
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6.4.2 Comparison between the two methods
It can be shown that, for a kernel
  with the following property
 
￿
￿
 
￿
￿
￿constant
 
￿
￿ of the input space
Problem ND1 and Problem ND2 are equivalent. To prove this we need to show that both
the functions to minimize and the constraints are equivalent.
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We derive
 
￿ from Equation (6.43), and then insert it in the minimization function of
Problem ND1, where
￿ is a vector of the training set so that
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which is equivalent to the minimization of Problem ND2.
Equivalence between the constraints
Starting from the constrains of Problem ND1, in feature space (
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122which, in case the hypothesis of constancy of
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which is equivalent to the constraints of Problem ND2.
6.5 Kernel requirements
Let us now focus on the QP Problems DCL2 and DND1, and consider under which con-
ditions they have a unique solution. Typically, the positive deﬁneteness of the function
  selected is required; if this holds true — the function
  is a Mercer’s kernel — the ob-
jective functions of Problems DCL2 and DND1 are convex whichever are the parameters
 
￿ selected. This raises the question of whether it is possible to ﬁnd weaker conditions on
  such that inequality (6.3) is satisﬁed subject to certain conditions on the coefﬁcients
 
￿.
Indeed, a closer look to the QP Problems DCL2 and DND1 reveals that the uniqueness
of the solution would be ensured by the convexity of the objective function in the feasible
region. In the case of binary classiﬁcation, the uniqueness of the solution is ensured by
the following (ignoring a common scaling factor):
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Instead, in the case of novelty detection, we have:
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123In particular, in the case of binary classiﬁcation, conditionally positive deﬁniteness of a
function
  is sufﬁcient for it to be a positive deﬁnite function on the feasibile region of the
QP Problem DCL2. We remind that a function
  is conditionally positive deﬁnite of order
1 if, for each choice of
￿
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￿, and each choice of
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￿
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￿.
In the case of novelty detection the positivity of the function
  is a sufﬁcient condition for
  to be positive deﬁnite, considering the positivity constraints of the QP Problem DND1
on the coefﬁcients
 
￿.
124Chapter 7
A kernel for grey-level images
Learning one class at a time can be seen as an effective solution to classiﬁcation problems in which
only the positive examples are easily identiﬁable. In this chapter we show that the design of an
appropriate image similarity measure makes it possible to solve a multiclass classiﬁcation problem
effectivelyeven in the absence of negative examples, by means of the kernel method for learning one
class at a time described in Chapter 6. To this purpose, we introduce a function which is based on
the similarity method described in Chapter 5, tailored to deal with grey-level image matching. We
prove that this function can be used as a kernel for novelty detection, although it is not a Mercer’s
kernel. We demonstrate its effectiveness on several data sets of faces and of 3D objects of artistic
relevance, like statues. We ﬁnally show how, by carefully controlling the amount of dilation, this
function can be modiﬁed in a function which is a Mercer’s kernel.
7.1 Introduction
In the learning from examples paradigm, the goal of many detection and classiﬁcation prob-
lems of computer vision — like object detection and recognition (see [PP00, PV98, RJV99,
RBK98, SK00, WFKvdM97] for example) — is to distinguish between positive and neg-
ative examples. While positive examples are usually deﬁned as images or portion of
images containing the object of interest, negative examples are comparatively far less ex-
pensive to collect but somewhat ill deﬁned and difﬁcult to characterize as a class. For this
125reason, a representative list of informative negative examples is usually obtained by care-
fully selecting the most difﬁcult negative examples or most likely false positives [PP00].
If the examples belong to only one class, the idea is that of determining the spatial support
of the available data by ﬁnding the smallest sphere in feature space enclosing the positive
examples [CB01]. The feature mapping, or the choice of the kernel, plays a crucial role
here.
The topic of kernels for images is relatively new. A number of studies have been reported
about the use of general purpose kernels for image-based classiﬁcation problems [PV98,
PP00, GLK00, JMKL00, HSPP01, MPP01], while a family of functions which seem to be
better suited than Gaussian kernels for dealing with image histograms has been studied
in [CHV99].
In this chapter we introduce a kernel derived from the image matching technique de-
scribed in Chapter 5, well suited to capturing image similarities while preserving mean-
ingful image differences. We present experiments which show that this kernel outper-
forms the linear kernel (effectively corresponding to a standard template matching tech-
nique), polynomial kernels of various degrees and Gaussian RBF kernels in the represen-
tation and the identiﬁcation of 3D objects. This is consistent with the observation that the
general purpose kernels are all based on a pointwise match between input points, while
the images we used are not in pointwise correspondence. The efﬁcacy of the method is
assessed on databases of faces and 3D objects of artistic interest. Not surprisingly, the
best results for the Hausdorff kernel are obtained allowing for some dilation along the
spatial dimensions, dilation which compensates for image misalignment and small grey
level changes across the sequence.
Insummary, the major aim of this chapter is to evaluate the appropriateness of Hausdorff-
like measures for engineering kernels well adapted to deal with image related problems.
A secondary objective is to assess the potential of kernel methods for novelty detection
in computer vision problems (which are problems in high dimensional spaces with a
relatively small numbers of positive examples).
1267.2 Kernels for images
For years, most of the research in machine learning for images has been based on prelim-
inary feature extraction: images are preprocessed, and their content represented in more
compact ways, for instance, by means of edges, features, deformable models, or higher
level shape descriptions. This is mainly due to the fact that object recognition systems
use standard distance metrics like weighted norms or correlation, therefore the main fac-
tor which distinguishes different approaches is the input representation. Also, traditional
classiﬁcation approaches perform poorly when working directly on images because of the
high-dimensionality of the data, but SVMs and other kernel methods have been shown to
be useful for these applications, since they can avoid the difﬁculties caused by very high-
dimensional representations. This has been illustrated in publications including among
others, [CV95, SBV95] for hand-written digit recognition, [Joa98] for the case of text cate-
gorization, and [PV98] for image-based object recognition.
Even when working directly on images, usually some preprocessing is used: images are
subsampled, ﬁltered or registered. Often sub-images containing relevant features are ex-
tracted from the original images: in face recognition, for instance, several image based
methods use images of eyes, nose, mouth more than images of the full face.
In our approach preprocessing efforts are reduced. We explore the possibility of repre-
senting objects by means of images, which we simply rescale to meet complexity issues.
The idea behind this choice is to exploit fully the potential of kernel methods to transfer
the intrinsic complexity of a problem into the design of a kernel.
We believe that the knowledge inherited from decades of work in image processing and
computer vision can be transferred into the study and the design of kernels for images,
which can ease classiﬁcation tasks performed on input data which are images.
As regards data representation, an
 
￿
  image
  will be represented simply as a vector
￿ of a space of dimension
 
 , where each row of the image will be put side by side with
its preceeding and its succeeding row.
1277.2.1 Linear kernel and correlation methods
If we restrict the input data space to vectors generated by a speciﬁc phenomenon (image
acquisition, in our case), then we can attempt to give a more intuitive interpretation of the
kernel functions used, in terms of the input data. If the input data are images, a kernel,
which takes two images and returns a value that is the inner product in the feature space,
can be seen as a similarity function. It still remains to establish whether the similarity
functions used by the computer vision community, are kernels. Again, as in Section 5.2,
we do not consider measures based on geometric transformations or local ordering infor-
mation, instead we restrict our attention on area-based similarity measures which can be
directly applied to grey-level patches. The correlation methods introduced in Section 5.2
are all potential kernels for images. For example, if images are represented as vectors of
a
 
 -dimensional space, cross-correlation, described by the score function of Equation
(5.2), is an inner product between two input vectors, and thus a kernel — speciﬁcally, the
linear kernel of Equation (6.4). Normalized cross-correlations are also kernels, since they
derive from cross-correlation as in the property described by Equation (6.9).
It is not straightforward, however, to demonstrate that the Sum of Squared Differences,
described by Equation (5.3), is a kernel. We ﬁrst write Equation (5.3) in the following way
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￿):
 
(
(
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (7.1)
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
It is obvious that the above function is not positive deﬁnite. We demonstrate that it is con-
ditionally positive deﬁnite of order 1, that is, that for each choice of
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inequality (6.3) under the constraint
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  (7.2)
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￿ sum to 0, proving that
 
(
(
￿ is a positive deﬁnite function is reduced to prove that the
inner product is positive deﬁnite. As anticipated in Section 6.5, a conditionally positive
deﬁnite function can be used as a legitimate kernel for binary classiﬁcation without being
a Mercer’s kernel, because it always leads to a semi-deﬁnite positive Gram matrix if the
coefﬁcients
 
￿ are chosen in the feasible region of Problem DCL2.
7.2.2 Hausdorff kernels
Inthis section westudy theconditions underwhich theHausdorff-based similarity method
introduced in Chapter 5 (Equation (5.5)) is a legitimate kernel.
Using the current data representation the equation can be rewritten in the following way
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As we remarked in Section 5.3, the function described by Equation (5.5) is not symmetric,
but symmetry can be restored, for instance, in the following way:
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Let us now consider more explicitly the case where the data sets are images. Similarly to
129Chapter 5 we can consider two grey-level images
 
￿
￿ and
 
￿
￿ and sketch a computation
scheme:
1. Expand the two images
 
￿
￿ and
 
￿
￿ into 3-D binary matrices
  and
  respectively,
the third dimension being the grey value. For example, for
  we write
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￿ otherwise.
(7.5)
and similarly for
 . Notice that a 3-D matrix like
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￿ for each choice of
￿
 
 
 
￿
equals 1 only for one value of
 .
2. Dilate both matrices by growing their nonzero entries by a ﬁxed amount
 
 
￿ in the
grey value dimension and half the linear size of the neighborhood
  in the spatial
dimensions. Let
￿
  and
￿
  the resulting 3-D dilated binary matrices. This dilation
varies according to the degrees of similarity required and the transformations al-
lowed.
3. To obtain
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of the 3-D binary matrices as (binary) vectors in obvious notation we could also
write
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We immediately notice that, by construction,
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￿, for each
￿
￿,
￿
￿; therefore this
is one of the cases discussed in Section 6.5, and the constraints (6.54) are satisﬁed for all
 
￿ of the feasible region. Consequently, the Hausdorff similarity measure
 
￿ can always
be used as a kernel for novelty detection, even if it is not a Mercer’s kernel. Experimental
results obtained with
 
￿ in the case of novelty detection will be shown in Section 7.3.
In the case data are images, the fact that
 
￿ is not a Mercer’s kernel can be seen through
a simple counterexample; let
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￿, and
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has a negative determinant.
Let us now show that by controlling the amount of dilation it is possible to obtain a mod-
iﬁed similarity measure which is a Mercer’s kernel. Neglecting “boundary entries” and
denoting with
  the number of entries in each neighbourhood, the key is to redeﬁne the
dilation step as
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where the sum ranges through the entries the neighborhoods of which contain the entry
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 . Unlike the previous deﬁnition, the
new dilation is obtained combining linearly various contributions with a weight strictly
less than 1.
If we now deﬁne
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(7.8)
is an inner product and thus a Mercer’s kernel.
Inthenext section theinterested reader mayﬁnd theproof of thefact that
 
￿
￿ is aMercer’s
kernel along with a discussion of the differences and similarities between expressions
131(7.6) and (7.8).
7.2.3 Discussion
Here we prove that the function
 
￿
￿ of equation (7.8) is a Mercer’s kernel by showing that
it is an inner product.
We immediately see that symmetry and linearity follow easily from the fact that
 
￿
￿ is
computed using standard inner products. For the nonnegativity we need to show that
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￿ (7.9)
for an arbitrary matrix
  (not necessarily binary or corresponding to an image) and its
dilation
￿
 
￿ obtained as in (7.7).
If we denote with
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 -th component of the
 -dimensional vector
￿ (in some 1-to-1
correspondence with the entry
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￿, is easy to conclude that the whole expression can be written as a sum
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￿
132thereby proving that inequality (7.9) is always true.
Two comments are in order. First, it is clear that the number and relative weight of the
various terms make it possible to obtain a sum of squares because the dilation contribu-
tions originating from the same entry sum up to 1. This is actually the only constraint,
as different and space variant dilation contributions (provided their sum does not exceed
1) would not change the substance of the proof. Notice that if the sum exceeds 1 the
nonnegativity property is lost. As a second ﬁnal remark we observe that for relatively
large images and dilation neighborhood of small size, even the function
 
￿, though not
a positive deﬁnite function, in practice often leads to kernel matrices which are positive
semideﬁnite.
We conclude this section discussing the relation between the Mercer’s kernel of (7.8) and
the Hausdorff similarity measure deﬁned by (7.4). First we denote with
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Similarly to (7.4), also in this case expression (7.10) counts the number of pixels
￿
 
 
 
￿ of
 
￿
￿ the grey value of which differ by no more than
 
 
￿ from at least one grey value of
 
￿
￿ over theneighborhood
 . Two are themain differences betweenexpressions (7.4)and
(7.10). First, consistently with the new deﬁnition of dilation, in (7.10) the case in which
the two images takes on exactly the same value at the same location is treated separately.
The second difference is that to each match is also attributed a weight proportional to
the value of the dilation. The weight
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￿ for exact matches is never less than 1 because if
 
￿
￿
￿
 
 
 
￿
￿
 
￿
￿
￿
 
 
 
￿ using (7.7) and (7.5) with
 
￿
  we have
 
￿
￿
￿
 
￿
 
 
 
 
 
￿
￿
￿
 
 
 
￿
￿
￿
￿
 
133For nonexact matches, instead,
 
￿
 
 
 
 
 
￿
￿
￿
 
 
 
￿
￿
￿
￿ but
￿
 
￿ (or
 
￿
￿) is at least
￿
 
 . The
Kronecker
Æ ensures that for each pair
￿
 
 
 
￿ only one of the two unit step functions is
strictly positive.
7.3 Experiments
Inapplications based on describing anobject or a sceneby meansof acollection of images,
the training set might consist of image sequences in which the spatio-temporal intensity
differences between close frames are rather small. At run time, the problem could be
to classify a new image as a novel view of the same scene possibly partly occluded or
slightly changed due to a number of different reasons. As proposed in [BOV02], one
way to tackle this problem is through the use of novelty detection. A relatively large
number of views of the same object or scene are gathered and used to build the sphere in
feature space enclosing the examples. In this section we present results to this approach
obtained on several image sequences: data sets of faces for face recognition, and data sets
of 3D objects of artistic interest acquired in San Lorenzo Cathedral. The two problems are
closely related but distinct. As we will see in the case of the latter, the notion of object is
blurred with the notion of scene (the background being as important as the foreground),
while in face recognition this is not the case.
In our approach we make a minimal use of preprocessing. In particular, we do not com-
pute accurate registrations, since our similarity measure takes care of spatial misalign-
ments. Also, since our mapping in feature space allows for some degree of deformation
both in the grey-levels and in space, the effects of small illumination and pose changes are
attenuated. Finally, we exploit full 3D information on the object by acquiring a training
set which includes frontal and lateral views.
In the remainder of this section we will ﬁrst describe the recognition system, and then the
results of its application on the two different families of data sets. All the images used
have been resized to
￿
￿
￿
￿
￿ pixels, we are therefore working in a space of more than 4000
dimensions.
1347.3.1 The recognition system
In the case of novelty detection, the similarity function
 
￿ for grey level images of Equa-
tion (7.4) can be used as a kernel. Given a training set of images of the object of interest,
we estimate the smallest sphere containing the training data in the feature space implic-
itly deﬁned by the kernel for images,
 
￿. After training, a new image
￿ is classiﬁed as a
positive example if
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  (7.11)
where
 
￿
￿ is a threshold, typically of the order of the square of radius
 
!. It is inter-
esting to remark that, while in the case of the linear kernel and polynomial kernels all the
terms in the l.h.s. of (7.11) need to be computed for each point, for the Hausdorff kernel
the only term which depends on point
￿ is the second, the other two being constant. In
this case,
￿ is detected as a novelty if the inequality
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  (7.12)
is violated.
In the experiments shown in this section, the performances of
 
￿ are compared with the
performances of standard kernels, as the linear kernel (Equation (6.4)) and the polynomial
kernel (Equation (6.6) with
 
￿
￿
 
￿). After training the system with positive examples
only, the performances at different
 s are evaluated on a test set of both positive and
negative examples, and described by means of Receiver Operating Characteristic (ROC)
curves [GS74]. Each point of a ROC curve represents a pair consisting of the false-alarm
rate and the hit-rate of the system, for some value of the threshold
  of Equation (7.11).
The system efﬁciency can be evaluated by the growth rate of its ROC curve, and for a
given false-alarm rate, the better system will be the one with the higher hit probability.
The overall performance of a system can be measured by the area under the curve. The
optimal
  for a certain recognition task is usually chosen as the
￿
  corresponding to the
135so called equal error rate (E.E.R.), obtained when the percentage of false positives rate
equals the percentage of false negatives rate (miss rate).
7.3.2 Is there any need for image preprocessing?
One of the major aims of our object representation is to keep preprocessing minimal. Al-
though, it is known that in some cases foreground segmentation cannot be avoided; ac-
curate segmentation can be a time consuming task, when no a priori actions could make
the operation easier: for instance, in cultural heritage applications, there is no way of in-
tervening on the scene, with special lighting or artiﬁcial background for instance, in order
to facilitate preprocessing. Often segmentation is performed manually, whenever the ap-
pearance of the scene does not allow to use reliably common segmentation techniques,
neither based on color or texture distribution, nor based on edges. The fourth dimen-
sion, time, can be of some help, but it is not a general solution. If the 3D dynamics of the
scene is strong, a 3D structure or 3D motion approximation can be used to produce some
layered representation of the scene, which brings to a coarse segmentation. Section 3.3
describes a technique which we experimented as a possible automatic solution to object
segmentation. As pointed our in Section 3.3, the approach we chose, lacks generality, and
more robust layered representations would be needed [Ade91], to deal with more compli-
cated scene structures. As an alternative, we investigated the possibility of abandoning
an automatic approach, in favour of a more general solution. Our ﬁnal choice went for a
semi-automatic solution, that exploits the spatio-temporal contiguity of image sequences.
We reasoned on the fact that, if at a higher level we will use a similarity measure which
is tolerant to occlusions, the result of segmentation does not have to be too accurate. In
practice, more than a segmentation we produce an image reduction, that is we approxi-
mate each 2D shape projection of
  with a rectangular shape inscribing the shape (or an
interesting part of it). The procedure we apply is semi-automatic:
1. We manually select a rectangular patch from the ﬁrst image
 
￿ of the sequence
2. We use it as a model
 
￿ to search inside all the subsequent images of the sequence.
136The window
 
￿ of each image
 
￿ that represents the best match of
 
￿ is cut and
saved as a reduced version of
 
￿.
3. When the match value gets lower than a ﬁxed threshold
 , then the view
 
￿ is not
adequately represented by the model
 
￿. It is the time to select manually a new
model from image
 
￿ and restart the process from step 2., on the remaining part of
the sequence.
Image frames which undergo manual selection represent changes with respect to the pre-
vious frames. The 3D path of the camera is improvised and thus not repetible. In general
we do not make any assumption on instrinsic parameters, for instance we do not ask for
the focal length to be ﬁxed.
This simple method produces a new sequence (the sequence made of all the reduced
images
 
￿,
 
￿
￿
 
￿
 
 
 
 ) that contains only useful information. Obviously this selection
of views is not unique, because the choice of the starting point is random and the result
depends on a number of thresholds (both the thresholds of the similarity measure and the
threshold used to decide when the model has to be changed.
The procedure described above has been used for the face identiﬁcation experiments de-
scribed in Section 7.3.4. In this case it has mainly used to cut the sequence automatically,
since in some cases the background was occupying a great part of the images. If we
extend our face identiﬁcation system to a less constrained environment (for instance by
allowing background variations), the same preprocessing would be useful to cut down
the effect of changes in the background.
There are some cases, though, when we wonder if such preprocessing is necessary. Con-
sider the images shown in Figure 7.1, belonging to one of the training sets of statues
acquired in San Lorenzo Cathedral; note the following facts:
￿ The texture of the foreground and the background is too similar to consider static
segmentation techniques;
￿ The 3D dynamic of the scene is too poor to exploit the effect of parallax, with
motion-based segmentation;
137Figure 7.1: Samples from a training set representing a rigid 3D object (a statue) captured
in its natural environment (a church). This example shows how, in the case the objects
described are left permanently in a certain environment, the background itself can bring
additional useful information to the recognition task.
￿ The environment where the objects are located (a church) does not allow for any
modiﬁcation, temporary or permanent, neither of the illumination nor of the back-
ground.
Nevertheless, the objects in question have been located in the same position for decades
or even centuries. This consideration make us think that maybe it is not necessary to
perform any segmentation at all. The idea of object can be blurred with the idea of scene,
and the background, instead of being an obstacle to the recognition task becomes another
vehicle of information. Before we decide to skip segmentation we should always consider
two important details: the ﬁrst one is the invariance of the scene to major transformations,
the second one is the 3D dyamics of the scene – if the distance between the object and the
background is too big, a small pose variation of the camera will produce wide occlusions.
7.3.3 Application to 3D object recognition
In this application we aim to represent and identify 3D objects against a complex back-
ground. While the representation is based on an image sequence containing differing
views of the object of interest, the recognition consists of ﬁnding object occurences in
novel single views. For this experiment, we acquired video sequences of 3D objects in
San Lorenzo Cathedral. The objects are marble statues, and, in particular, the ones we
138used for these experiments are all located in the same chapel (Cappella di S. Giovanni
Battista) and thus acquired under similar illumination conditions: this results in notice-
able similarities between the brightness patterns of all the images. As discussed in Section
7.3.2, under these circumstances segmentation is inadvisable, since the background itself
is characterizing of the object. In the case of San Lorenzo Cathedral, we can safely assume
that the statues will not be moved from their usual position.
Figure 7.3 shows samples of the training sets used to capture the 3D appearance of two
of the six statues; in what follows we will refer to these two statues as statue A and statue
B. Figure 7.4 illustrates samples of the negative examples with respect to both statues A
and B. Notice that some of the negative examples look similar to the positive ones, even
to a human observer, especially at the image sizes used in the representation or training
stage (
￿
￿
￿
￿
￿).
Kernels evaluation
Table (7.1) presents the equal error rates – or the error rates obtained for the value of the
threshold
  for which the percentages of false negative and false positive are the same –
for several kernels on one of the training sets. By inspection, it can clearly be seen that
the Hausdorff kernel outperforms the best results obtained with general purpose kernels.
This is consistent with the observation that the general purpose kernels are all based on
a pointwise match between input points, while the images we used are not in pointwise
correspondence. Not surprisingly, the best results for the Hausdorff kernel are obtained
allowing for some dilation along the spatial dimensions, dilation which compensates for
image misalignment and small grey level changes across the sequence.
The last two columns of Table (7.1) show the maximum and minimum values of each ker-
nel matrix on the training set for statue 4. The values of the linear kernel and of the sum of
square differences kernel of Equation (5.3) can be used to appreciate the difﬁculty of the
task and the explain the reason of the large gap between the behavior of the Hausdorff
kernel and the general purpose kernels. The difference between the maximum and min-
imum values for both kernels tells us that all the training images are strongly correlated.
139kernel e.e.r. (%)
 
￿
￿
￿
 
￿
￿
￿
Hausdorff
# = (0,0,0) 19 4.176 0.010
Hausdorff
# =(1,0,0) 15 4.176 0.033
Hausdorff
# =(3,0,0) 11 4.176 0.088
Hausdorff
# =(1,1,1) 4 4.176 0.257
Hausdorff
# =(3,1,1) 3 4.176 0.457
Hausdorff
# =(4,3,3) 4 4.176 1.489
Sum of sq. diff. 48 0.000 -5231
linear 36 0.734 0.320
2-nd deg polynomial 37 2.009 0.743
3-rd deg polynomial 39 4.219 1.300
Gaussian (
 
￿
￿
￿
￿
￿) 50 1.000 0.000
Gaussian (
 
￿
￿
￿
￿
￿) 28 1.000 0.055
Gaussian (
 
￿
￿
￿
￿
￿) 52 1.000 0.351
Gaussian (
 
￿
￿
￿
￿
￿
￿) 47 1.000 0.770
Table 7.1: Equal error rates (e.e.r.) for SVMs with different kernel on the training set of
statue A. For the Hausdorff kernel, different values for the size of the dilation
# along
the grey level and spatial dimensions respectively are shown, and the matrix entries were
scaled by a factor
 
￿
￿
￿
￿
￿. For the linear and polynomial kernels, the inputs were scaled
by a factor
 
￿
￿
￿
￿
￿. For the Gaussian kernel, we tried different
 s. The last two rows
report the maximum and minimum value of each matrix in the training set.
Since each image consists of
￿
￿
￿
￿
￿ pixels, from the minimum value of the sum of square
difference kernel matrix, for example, we gather that the average grey value difference
between the two most different training images is less than 2 grey values.
Figure 7.2 shows a grey level representation of some of the kernel matrices obtained us-
ing the kernels of Table 7.1. Notice the strong diagonally dominant structure of the ma-
trices induced by both the Hausdorff kernel with no dilation and the Gaussian kernel for
smaller
 s. The effect is deﬁnitely attenuated by allowing for some dilation along the grey
level and (especially) along the spatial dimension for the Hausdorff kernel and for larger
  for the Gaussian kernel. Notice however the different impact of this procedure on the
recognition rates. Clearly, while in the Hausdorff case the matrix structure reﬂects the fact
that close frames are similar, in the Gaussian case larger
 s lead to kernel matrices with
poor discriminability.
140Figure 7.2: Grey value representation of the kernel matrices of the Hausdorff kernel for
dilation (0,0,0), (3,0,0), (3,1,1), and (4,3,3) (top row) and of the Gaussian kernel for i
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￿
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￿
￿
￿
￿, and 10000 (bottom row). Larger values correspond to lighter grey levels.
Figure 7.3: Samples from two training sets for 2 different statues.
Recognition performances
Figures 7.5 and 7.6 compare the recognition performances for the most promising kernels
(see Table (7.1): Hausdorff kernel (
#
￿
￿
￿
 
￿
 
￿
￿), polynomial (
 
￿
￿
 
￿
 
￿), Gaussian RBF
(
 
￿
￿
￿
￿
￿ ). Notice that the results of our kernel are still very good, even with the smaller
training sets.
To evaluate the system from the point of view of its representation ability, we trained it
with training sets increasingly small to check for graceful degradation of the results. The
Figure 7.4: A few negative examples, with respect to both statues of Figure 7.3.
141curves on the top rows have been obtained with larger training sets (314 images for statue
A and 226 images for statue B) than the ones on the bottom rows (97 images for statue A
and 95 images for statue B).
Moreover, to test the system from the point of view of its classiﬁcation potential, we also
searched for the six statues within various images acquired from differing view points
and distances. We performed a multiscale search for all of the six statues, in three steps.
For each one of the six classifying systems
!
￿,
 
￿
￿
 
 
 
 
 
￿:
1. We consider the test images at
  different scales (
 
￿
￿
￿in our experiments);
2. We shift a ﬁxed size window (
￿
￿
￿
￿
￿) across all the rescaled version of each test
image.
3. We then classify the content of the window with
!
￿.
Figure 7.7 shows the results on a few frames from a panning sequence of the identiﬁcation
of statue A and B. The appropriately resized white and grey rectangles are the matches of
statue A and B, respectively.
7.3.4 Application to face identiﬁcation
In this application we assume a collaborative scenario in which the subjects aim at being
recognized by the system, which can therefore always view them from approximately the
same view point and distance. We may therefore employ training and test images of the
same ﬁxed size.
First data set
In the ﬁrst set of images, we acquired both training and test data in the same session. We
collected four sets of images (frontal and rotated views), one for each of four subjects, for
a total of 353 images, samples of which are shown in Figure 7.8. To test the system we
used 188 images of ten different subjects, including test images of the four people used to
acquire the training images (see the examples in Figure 7.9).
142All the images were acquired in the same location and thus have a similar background.
No background elimination was performed since the face occupies a substantial part of
each image — about three quarters of the total image area, — but this implies that even
images of different people have, on average, one quarter of the pixels which match. This
is shown in Figure 7.10, where the white pixels in the rightmost images are points of the
ﬁrst image close in the Hausdorff sense to the middle image — they correspond mainly
to background pixels. Notice that the two binary images are similar even though one of
them has been computed by comparing two images of the same subject, but the other one
by comparing two images of different subjects. It is thus clear that, in this context, one or
a few images are not sufﬁcient for object characterization.
Figure 7.11 shows the ROC curves of the Hausdorff kernel for all the four face recogni-
tion systems, and a comparison with classical kernels (linear, polynomial of degree 2, and
Gaussian). Including the linear kernel in this comparison might sound simplistic, but this
choice it due to the fact that the linear kernel is similar to classical correlation techniques
(such as sum of squared differences and cross correlation), as shown in Section 7.2. The
curve obtained with the Hausdorff kernel is always above the others, showing superior
performance. The ROC curve corresponding to the Hausdorff kernel increases rapidly
and shows good properties of sensitivity and speciﬁcity. By contrast, linear and polyno-
mial kernels do not appear to be suitable for the task: in all the four cases, to obtain a hit
rate of
￿
￿
! with the linear kernel one would have to accept more than
￿
￿
! false positives.
Gaussian kernel shows better performances, just below the Hausdorff kernel. We tested
the robustness of the recognition system by adding difﬁcult positives to one of the test
sets (see Figure 7.12). The corresponding ROC curve is the one in the lower left corner of
Figure 7.11.
In a second series of experiments on the same training sets, we estimated the system
performance in the leave-one-out mode — that is, we used all possible
 
￿
￿ data points for
training and tested the system generalization capability with the data left out. Figure 7.13
shows samples from one of the training sets. Even though the set contains several images
that are difﬁcult to classify, only
￿
￿
! were found to lie outside the sphere of minimum
radius, and none of them by a distance of more than
￿
! of the estimated radius.
143Second data set
Other sets of face images were acquired on different days and under unconstrained illu-
mination (see examples in Figure 7.14). A signiﬁcant change of scale is immediately no-
ticeable comparing Figure 7.8 and Figure 7.14, which therefore necessitated background
elimination from the training data. To this purpose, we performed a semi-automatic pre-
processing of the training data, exploiting the spatio-temporal continuity between adja-
cent images of the training set: in fact, we manually selected a rectangular patch in the
ﬁrst image of each sequence, and then tracked it automatically through the rest of the se-
quence, thus obtaining the reduced images shown in Figure 7.15 which we used to train
our system to recognize this speciﬁc subject (Andrea). Figures 7.16 and 7.17 respectively
show positive and negative test images, used to test the system. The performance of the
system in recognizing Andrea among examples of different people is described by the
ROC curve at the top right of Figure 7.18. Figure 7.18 also shows the performance of the
other three systems. The four different training sets were composed of 126, 89, 45, 40
images (corresponding to the curves in clockwise order, from the top left). The size of
the test set is speciﬁed in the caption of the ﬁgure. With this second class of data sets, the
results of the linear kernel were in most cases too poor to represent a good comparison, so
we also experimented with polynomial kernels of various degrees. In the ROCs of Figure
7.18 we include the results obtained with a polynomial kernel of degree 2, the one which
produced the best results. One of the reasons for the failure of classic polynomial kernels
may be related to the fact that the data we use are not correlated, i.e., the images have not
been accurately registered with respect to a common reference. During the acquisition
the person was moving and, in different images, the features (eyes, for instance, in the
case of faces) are set in different positions.
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Figure 7.5: The effect of decreasing the size of the training set, on the system for statue A,
from 314 (above) down to 96 elements (below). Size of the test set of positive examples:
on the above 628, on the below 846. Size of the test set for negative examples: 3500 for
both experiments.
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Figure 7.6: The effect of decreasing the size of the training set, on the system for statueB,
from 226 (above) down to 97 elements (below). Size of the test set of positive examples:
on the above 449, on the below 577. Size of the test set for negative examples: 3500 for
both experiments.
146Figure 7.7: Identiﬁcation of statue A and statue B within a sequence: the white rectangles
are the matches of statue A, the grey rectangles the matches of statue B.
Figure 7.8: Two training images for each of the four subjects.
147Figure 7.9: Examples of test images.
Figure 7.10: Spatial support of the Hausdorff distance. Both rows: the white pixels in
the rightmost image show the locations of the leftmost image which are close, in the
Hausdorff sense, to the middle image.
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Figure 7.11: ROC curves for the four training sets. Comparison between linear kernel,
polynomial kernel (degree 2), Gaussian kernel and Hausdorff kernel. From top-left, in
clockwise order: Marco, Lorenzo, Simone, Federico.
149Figure 7.12: Examples of the images which affected the ROC curve in the lower left corner
of Figure 7.11.
Figure 7.13: Examples of the data set used for the leave one out experiment.
Figure 7.14: One image for each one of the subjects of the new experiments.
Figure 7.15: Face tracking throughout the sequence. Top rows: original sequences (ac-
quired on two different days); bottom rows: reduced images.
Figure 7.16: Samples from positive test sequences, relative to the training set of Figure
7.15.
150Figure 7.17: Samples from negative test sequences, relative to the the training set of Figure
7.15.
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Figure 7.18: ROC curves the four subjects of the second data set, comparing the Haus-
dorff kernel, with linear and polynomial (deg. 2) ones. From top left: Federico (training:
126, test: 102 (positive), 205 (negative)); Andrea (training; 89, test: 228 (positive) 345 (neg-
ative)); Marco (training: 40, test: 149 (positive), 343 (negative)); Simone(training; 45, test:
122 (positive), 212 (negative)).
151Discussion of Part III
In Part III we addressed the problem of representing and identifying 3D objects from a
set of positive examples only: thus we approached a multiclass classiﬁcation problem by
learning one class at a time — when used on a collection of signiﬁcant views of the same
object, this approach could be regarded as a method for object modeling.
We used a kernel-based method which bears some resemblance to Support Vector Ma-
chines for binary classiﬁcation, and we equipped it with a function speciﬁcally designed
to deal with grey level images, that in the one class learning case can be used as a kernel.
This function, which wederivedfrom theHausdorff-based similarity measure introduced
in Chapter 5, tolerates small illumination and scale variations, and, by construction, is
tolerant to small spatial misalignments. For this reason we could achieve good represen-
tation results while keeping the preprocessing of input data minimal, and, unlike other
methods for representing 3D object with 2D images as morphable models, we did not
require any preliminar registration of input data.
The method proposed was used to model faces of different subjects and to perform face
identiﬁcation experiments. Also, we used it to represent a difﬁcult collection of marble
statues (which are rather similar one to the other) and to perform 3D object recognition in
single novel views.
Our current work on this subject ranges from theoretical to applied aspects of this object
representation, and in the Section Conclusions and Future Work we will describe the
current state of the work, and the plans for future developments.
152Conclusions and Future Work
This thesis has addressed the problem of representing 3D objects from image sequences,
for object identiﬁcation and recognition tasks. The ambition of our approach is to be
able to capture an unconstrained image sequence of an object — simply by moving a
camera around it — and to use it for representing the object, while keeping the amount
of analysis and of preprocessing low. This is a broad, difﬁcult problem: this thesis was
mainly devoted to studying it, and to delineating and addressing some of its main aspects
that fall in the ﬁelds of computer vision and machine learning.
The results obtained represent contributions in the following aspects of object represen-
tation and identiﬁcation from image sequences. Firstly, we presented a robust sequence
registration technique (Chapter 2) and applied it to both mosaic construction and mosaic-
based multiple motion segmentation (Chapter 3). We used this technique to stabilize
video sequences which were intended to be still, and to perform video compression, thus
enhancing the quality of some sequence on the one hand, and reducing the redundancy of
sequences on the other. Secondly, we introduced a multiscale similarity method based on
the deﬁnition of Hausdorff distance (Chapter 5), which is tolerant to scene variations (that
may induce occlusions), to small light variations, and performs well even in the presence
of small geometric deformations. We used this method as a brute-force tool for object iden-
tiﬁcation, which is especially effective when used in controlled environments (Chapter 5),
as an object tracking method which is useful for a semi-automatic size reduction of im-
age sequences (Chapter 7), and, within the framework of kernel-based learning methods,
as a kernel function for images (Chapter 7). Thirdly, we studied the problem of repre-
senting 3D objects by means of a collection of 2D unconstrained images. We approached
153this problem by means of a kernel-based classiﬁcation system that learns one class at a
time (i.e., that models one object at a time) using positive examples only. Finally, we an-
alyzed the properties of the Hausdorff-based similarity measure introduced in Chapter 5
as a kernel function: we noted that, thanks to its intrinsic tolerance of spatial misalign-
ments, we could reduce the preprocessing of input data, avoiding the registration of all
the images of the training set.
Each contribution introduced in this thesis is somewhat independent from the others and
it can be used to solve speciﬁc applications but, taken all together, they can represent the
main tools for a complex object representation and identiﬁcation system. The latter con-
stitutes the main thrust of our current activity. From the point of view of the application,
we are developing a prototype for a face identiﬁcation system which will be installed
at the entrance of our laboratory. This system assumes a collaborative and constrained
environment, where the people will aim at being recognized and the background and
illumination will be controlled. At present we are addressing the problem with a brute-
force approach: each subject is represented by a small (less than 10) collection of image
models, and the recognition task is performed on an image sequence, by applying on
each frame (and with respect to each model) the multiscale search method introduced in
Chapter 5. The main problems here are time and abrupt variations of test images from all
the representative models (which may be caused by a change in the particular person, of
the hair style or the glasses for instance). In the future, we will also combine into to the
system the statistical learning method for learning one class at a time. This should allow
us to describe each subject by a more complete selection of image models.
We are also studying the problem of using our 3D object recognition system as a sup-
port for navigation in complex environments, such as locations of artistic or architectural
relevance. Our methodology for object representation will be used to describe objects
of interest, while our method for object identiﬁcation from a single novel view will be
extended to deal with image sequences. This problem, which can be seen as a video
querying problem, present several open issues. The one we are currently addressing is
the analysis of a test sequence in order to identify representative sub-sequences or shots
to use for querying (thus avoiding redundancy of the queries). There are various possi-
154ble heuristics that can be applied to address this problem: we are studying the typology
of the camera motion to discriminate interesting shots from the rest of the video. To in-
vestigate this problem, we have made some simplistic choices about the types of camera
motion that would make a portion of the sequence “interesting”, but the results obtained
so far, even if very preliminary, are promising. In practical terms, this technique can be
used to preprocess the video stream for video querying in the following way. If the user
is interested in a speciﬁc object we assume that he will stand by it for longer, he will get
close to the object, or he will perhaps keep the camera still for a few seconds. Even if
this reasoning is too simplistic, it is true that a rough motion estimate can give us useful
information about which part of the video most deserves the focus of attention.
From a theoretical point of view, the kernel-based novelty detection method of Chapter
7 presents various open issues. Firstly, the problem could be reformulated as a regular-
ization problem, similarly to what has been done for Support Vector Machines[EPP00b,
Wah90]: we believe that to address this problem will require a deeper understanding of
the relationship between the decision surfaces of binary classiﬁcation and the sphere of
one class classiﬁcation.
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