Abstract-We consider the problem of data collection in a twolayer network consisting of (1) noisy links between N distributed agents and a remote sink node; (2) a noisy sparse network formed by these distributed agents. We jointly consider the design of the optimal graph topology for the inter-agent network and the in-network computing scheme under the sparsity constraint and the energy constraint, and study the effect of inter-agent communications on the overall energy consumption. Despite the sparse connections between agents, we provide an in-network coding scheme that reduces the overall energy consumption by a factor of Θ(log N ) compared to a naive scheme based on direct agent-to-sink communications only. By providing lower bounds on both the energy consumption and the sparseness (number of links) of the network, we show that the proposed scheme is energy-optimal except for a factor of Θ(log log N ). The proposed scheme extends a previous work of Gallager [2] on noisy broadcasting from a complete graph to a sparse graph, while bringing in new techniques from error control coding and noisy circuits.
I. INTRODUCTION
Consider the problem of collecting messages from N distributed agents in a two-layer network. Each agent has one independent random bit x i ∼ Bernoulli( 1 2 ), called the selfinformation bit. The objective is to collect all self-information bits in a remote sink node with high accuracy. Apart from a noisy channel directly connected to the sink node, each agent can also communicate to few other agents through noisy channels. We assume that the inter-agent communication is of a broadcast nature, i.e., an agent can transmit bits simultaneously to all its neighbors using a broadcast. However, due to practical communication constraints, the inter-agent network is required to be sparse. We assume that all links are binary erasure channels (BEC).
Since agents are connected directly to the sink, there exists a naive scheme which achieves polynomially decaying error probability with N : for all n such that 1 ≤ n ≤ N , the nth agent transmits x n to the sink for Θ(c log N ) times, where c > 1, to ensure that Pr(x n = x n ) = O 1 N c . Then, using the union bound, we have that Pr(x = x) = O 1 N c−1 . However, this naive scheme can only provide a solution in which the number of transmissions scales as Θ(N log N ). However, in Section III, we show that, by carrying out Θ(N log log N ) inter-agent broadcasts and a distributed coding scheme, we can reduce the number of transmissions between distributed agents This work is supported by NSF ECCS-1343324, NSF CCF-1350314 (NSF CAREER) for Pulkit Grover, NSF ECCS-1306128, NSF CCF-1513936, and by Systems on Nanoscale Information fabriCs (SONIC), one of the six SRC STARnet Centers, sponsored by MARCO and DARPA. An extended version [1] of this paper has been submitted for a journal publication. However, we emphasize that the problems studied in [1] are motivated from the perspective of communication complexity, which is fundamentally different from this paper. Although the analysis of the in-network coding scheme is based on [1] , the lower bounds on the energy consumption and relating the various metrics of energy usage, graph sparsity and probability of error by casting appropriate optimization problems and analyzing them are fully developed in this paper. and the remote sensor from Θ(N log N ) to Θ(N ), and hence reduce the energy consumption. Moreover, we jointly consider the design of the distributed coding scheme and the design of the graph topology based on which the coding scheme is applied. We show that, for the distributed coding scheme to work, only Θ(N log N ) inter-agent connections are required. We show this conclusion in Section IV, by proving that the error probability of this distributed coding scheme vanishes in an expurgated random sparse graph ensemble.
A related problem is function computation in sensor networks [2] - [7] , especially the identity function computation problem [2] - [4] . In [2] , Gallager designed a coding scheme with O(N log log N ) broadcasts for identify function computation in a complete graph. Here, we address the same problem in a much sparser graph and obtain the same scaling bound using a conceptually different distributed coding scheme that we call graph code. We also show that, the required inter-agent graph is the sparsest graph except for a Θ(log log N ) factor, in that the number of links in the sparsest graph for achieving the O(N log log N ) number of communications (energy consumption) has to be Ω N log N log log N , if the error probability Pr(x = x) is required to be o(1) (see Section IV-A). In [3] , Giridhar and Kumar studied the rate of computing type-sensitive and type-threshold functions in a random-planar network. In [4] , Karamchandani, Appuswamy and Franceschetti studied function computing in a grid network. Readers are referred to [1] for a thorough literature review.
From the perspective of coding theory, the proposed graph code is closely related to erasure codes that have low-density generator matrices (LDGM) [8] - [11] . In fact, the graph code in this paper is equivalent to an LDGM erasure code with noisy encoding circuitry [12] , where the encoding noise is introduced by distributed encoding in the noisy inter-agent communication graph. Based on this observation, we show (in Corollary 1) that our result directly leads to a known result in capacity-achieving LDGM codes. Similar results have been reported by Luby [8] and by Abadi, Pad, Saeedi, Marvasti and Alishahi [11] for communication and by Dimakis, Prabhakaran and Ramchandran [9] and by Mazumdar, Chandar and Wornell [10] for distributed storage, both with noise-free encoding. Due to encoding noise, their analysis tools are not applicable for our problem. In the extended version [1] , we show that this LDGM code achieves sparseness (number of 1's in the generator matrix) that is within a Θ(log log N ) multiple of an information-theoretic lower bound. Finally, We briefly summarize the main technical contributions of this paper:
• we extend the classical distributed data collection problem (identity function computation) to sparse graphs, and obtain the same scaling bounds on energy consumption; • we provide both upper and lower bounds on the sparse-ness (number of edges) of the communication graph for constrained energy consumption;
• from the perspective of coding theory, we extend classical results on capacity-achieving LDGM codes to in-network computing with encoding noise.
II. SYSTEM MODEL AND PROBLEM FORMULATIONS
Denote by V = {v 1 , . . . , v N } the set of distributed agents. Assume that in the first layer of the network, each agent has a link to the sink node v 0 , and this link is a BEC (binary erasure channel) with erasure probability . Each transmission from a distributed agent to the sink consumes energy E 1 . We denote by G = (V, E) the second layer of the network, i.e., a directed inter-agent graph. We assume that each directed link in G is also a BEC with erasure probability . We denote by N 
A. Data Gathering with Transmitting and Broadcasting
A computation scheme S = {f t } T t=1 is a sequence of Boolean functions, such that at each time slot t, a single node v(t) computes the function f t (whose arguments are to be made precise below), and either broadcasts the computed output bit to N + v , or transmits to v 0 . We assume that the scheme terminates in finite time, i.e., T < ∞. The arguments of f t may consist of all the information that the broadcasting node v(t) has up to time t, including its self-information bit x v(t) , randomly generated bits and information obtained from its in-neighborhood. A scheme has to be feasible, meaning that all arguments of f t should be available at v(t) before time t. We only consider oblivious transmission schemes, i.e., the three-tuple (T, {f t } T t=1 , {v(t)} T t=1 ) and the decisions to broadcast or to transmit are predetermined. Denote by F the set of all feasible oblivious schemes. For a feasible scheme S ∈ F, denote by t n,1 the number of transmissions from v n to the sink, and by t n,2 the number of broadcasts from v n to N + v . Then, the overall energy consumption is
Conditioned on the graph G, the error probability is defined as P G e = Pr(x = x), wherex denotes the final estimate of x at the sink v 0 . It is required that P G e ≤ p tar where p tar is the target error probability. Note that p tar may be a function of N such that lim N →∞ p tar = 0. We also impose a sparsity constraint on the problem, meaning the number of edges in the second layer of the network is smaller than D.
The problem to be studied is therefore the joint design of the inter-agent communication graph G and the in-network computing scheme F to minimize the overall energy consumption with constraints on both graph sparsity and error probability
A related problem formulation is to minimize the number of edges (obtaining the sparsest graph) while making the energy consumption constrained: 
For Problem 2, suppose
Proof: Due to limited space, the complete proof is in Appendix A in the online document [13] . First, for the n-th node, the probability p n that all t n,1 transmissions and t n,2 broadcasts to its d n neighbors are erased is p n = tn,1+dntn,2 . If this event happens for v n , all information about x n is erased, and hence all self-information bits cannot be recovered. Thus,
The above inequality can be relaxed by
where p tar is the target error probability. The lower bounds of Problem 1 and Problem 2 are obtained by relaxing the constraint P G e < p tar by (7) . In what follows, we provide some intuition for Problem 1 as an example. For Problem 1, in order to make the overall energy E in (1) smaller, we can either set t n,1 = 0 or t n,2 = 0 while maintaining t n,1 + d n t n,2 unchanged to make (7) hold. Formally, we have:
, we should set t n,2 = 0, i.e. we should forbid v n from broadcasting. Otherwise, we should set t n,1 = 0;
E1 , since t n,2 = 0, we can always make the energy consumption E smaller by setting d n = 0, i.e., we construct no out-edges from v n in the graph G. Using these observations, we can decompose the original optimization into two subproblems respectively regarding d n ≥ E 2 /E 1 and d n < E 2 /E 1 . We can complete the proof using standard optimization techniques and basic inequalities. (N log N ) . In this case, we will provide an upper bound that differs from the lower bound by a multiple of Θ(log log N ). In Section IV-A, we provide a detailed comparison between the upper and the lower bounds.
Noisy Distributed Coding
two lower bounds are not tight for all cases, we especially care about the case when the sparseness constraint D satisfies D = O(N log N ) and the energy constraint E M satisfies E M = o
III. MAIN TECHNIQUE: GRAPH CODE
In this section, we provide a distributed coding scheme in accordance with the goal of Problem 1 and Problem 2. The code considered in this paper, which we call GC-3 graph code (see [1] for other graph codes), is a systematic binary code that has a generater matrix G = [I, A] with (A) N ×N being the graph adjacency matrix of G, i.e., A i,j = 1 if there is a directed edge from v i to v j . The encoding of the GC-3 graph code can be written as
where x = [x 1 , x 2 , . . . , x N ] denotes the self-information bits and r denotes the encoding output. This means that the code bit calculated by a node v is either its self-information bit x v or the parity of the self-information bits in its inneighborhood N − v (see Section III-A). Therefore, GC-3 codes are easy to encode using inter-agent broadcasts and admit distributed implementations. In what follows, we define the in-network computing scheme associated with the GC-3 code.
A. In-network Computing Scheme
The in-network computing scheme has two steps. During the first step, each node broadcasts its self-information bit to N + (v) for t times, where
In (9), c ∈ (0, ∞) and p ch ∈ (0, 1/2) are two predetermined constants. Then, each node estimates all self-information bits from all its in-neighbors in N x m = x a n , where a n is the n-th column of the adjacency matrix A, and the summation is in the sense of modulo-2. If any bit x m is not sent to v n successfully, i.e., erased for t times, the local parity cannot be computed. In this case, y n is assumed to take the value 'e'. We denote the vector of all local parity bits by y = [y 1 , y 2 , ..., y N ] . If all nodes could successfully receive all information from their in-neighborhood, we would have
where A is the adjacency matrix of the graph G. During the second step, each node v n transmits x n and the local parity y n to the sink exactly once. If a local parity y n has value 'e', v n sends the value 'e'. Denote the received (possibly erased) version of the self-information bits at the sink bỹ x = [x 1 ,x 2 , ...,x N ] , and the received (possibly erased) version of local parities byỹ = [ỹ 1 , ...,ỹ N ]. Notice that, there might be some bits in y changed into value 'e' during the second step. We denote all information gathered at the sink by r = [x ,ỹ ]. If all the connections between the distributed agents and from the distributed agents to the sink were perfect, the received information r at the sink could be written as (8) . However, the received version is possibly with erasures, so the sink carries out the Gaussian elimination algorithm to recover all information bits, using all non-erased information. If there are too many erased bits, leading to more than one possible decoded valuesx , the sink claims an error. In all, the energy consumption is
where t is defined in (9) , and the constant 2 in 2N · E 1 is introduced in the second step, when both the self-information bit and the local parity are transmitted to the sink.
IV. ERROR PROBABILITY ANALYSIS OF THE GRAPH CODE
In this section, we compute the average error probability of the GC-3 code when applied to a specific sparse graph ensemble. Then, we show the existence of one sparse graph in this ensemble that achieves the obtained average error probability. First, we define the random graph ensemble based on the Erdös-Rényi graphs [14] . In this graph ensemble, each node has a directed link to another node with probability p = c log N N , where c is the same constant in (9). All connections are independent of each other. We sample a random graph from this graph ensemble and carry out the in-network broadcasting scheme provided in Section III-A. Then, the error probability P G e (x) is itself a random variable, because of the randomness in the graph sampling stage and the randomness of the input. We define P (N ) e (x) as the expected error probability P 
and assume < 2b η . Then, for the transmission scheme in Section III-A, we have
That is to say, if 2 < c(1 − ε 0 )(1 − cη), the error probability eventually decreases polynomially with N . The rate of decrease can be maximized over all η such that < 2b η . Proof: The proof is relegated to Section IV-B. Thus, we have proved that the expected error probability averaged over the graph code ensemble decays polynomially with N . Denote by A e the event that an estimation error occurs at the sink, i.e.,x = x, then, 
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Since the number of edges |E| in the directed graph is a Binomial random variable distributed as Binomial(p = c log N N , N 2 ), using the Chernoff bound [15] , we can get
log N . Combining with (14) and (13),
which decays polynomially with N . This means that there exists a graph code (graph topology) in the expurgated graph ensemble with O(N log N ) links, which achieves any required non-zero error probability p tar when N is large enough. Remark 2. The GC-3 code is "capacity achieving" in some sense, in that this code has rate , which makes negligible extra energy consumption as long as p ch = Ω( 1 log N ) (see (11)). In this case, the constants in Theorem 2 satisfy ε 0 = +
. Then, the error probability in (13) can be simplified to
which decays polynomially with N for all small ∆ > 0 and c > 4. Interestingly, the derivation above implies a fundamental result for erasure coding in point-to-point channels. The following corollary states the result for communication with noise-free circuitry, while the conclusions in this paper (see Theorem 2) shows the existence of an LDGM code that is tolerant to noisy encoding and distributed encoding. Corollary 1. For a discrete memoryless point-to-point BEC with arbitrary erasure probability ∈ (0, 1 2 ), there exists a systematic linear code with rate R = 1/2 and an N × 2N generator matrix G = [I, A] such that the block error probability decreases polynomially with N . Moreover, the generator matrix is sparse: the number of ones in A is O(N log N ).
Proof: See Appendix E in the online document [13] . Remark 3. In [1, Section VI], we discuss a distributed coding scheme, called GC-2, for data collecting in a geometric graph. Erasure codes that have a similar structure with GC-2 have been reported in [7] for update-efficient distributed storage. The GC-2 code effectively has a block-diagonal generator (log N ×log N ) . Notice that the GC-2 code requires the same sparsity Θ(N log N ) and the same number of broadcasts (and hence the same energy consumption scaling) as GC-3. The reader may ask why we choose GC-3 instead of GC-2. In fact, we can show that the error exponent of GC-3 is much better than GC-2. From Remark 2, in the capacity-achieving case when = 1 2 − ∆, the error probability of GC-3 scales as P 2 ) is the random coding exponent for a BEC with erasure probability and code rate 1 2 . In the case that → 1 2 , i.e., the capacity achieving limit, E r ( , 1 2 ) vanishes, and hence the GC-2 code requires a much denser network (a much larger c) than the GC-3 code. [2] A. Gap Between the Upper and the Lower Bounds 1) Comparison for Problem 1: Consider the case when D = O(N log N ) and p tar = O 1 N γ , γ > 0, which is the same scaling that the GC-3 graph code achieves for Problem 1. In this case, the lower bound (4) has the following form:
Under the mild condition 3 E 2 /E 1 = O(log N ), the lower bound can be simplified as E lower = Ω(max (N E 1 , N E 2 ) ). The energy consumption of the GC-3 graph code has the form E upper = Θ (max (N E 1 , N E 2 log log N )) (see (11)), which has a O(log log N ) multiplicative gap with the lower bound.
2) Comparison for Problem 2: Consider the case when E M = Θ (max (N E 1 , N E 2 log log N )) and p tar = O 1 N γ , γ > 0, which is the same scaling that the GC-3 graph code achieves for Problem 2. Notice that under mild assumptions,
in Theorem 1 holds when N is large enough. In this case, the lower bound (5) takes the form
The number of edges of the GC-3 graph code scales as |E| upper = Θ(N log N ). Therefore, the ratio between the upper and the lower bound satisfies
B. Proof of Theorem 2: Upper-Bounding the Error Probability
The Lemma 1 in the following states that P G e (x) is upper bounded by an expression which is independent of the input x. In Lemma 1, each term on the RHS of (20) can be interpreted as the probability of the existence of a non-zero vector input x 0 that is confused with the all-zero vector 0 N after all the non-zero entries of x 0 · [I, A] are erased, in which case x 0 is indistinguishable from the all zero channel input. Lemma 1. The error probability P G e can be upper-bounded by
where 0 N is the N -dimensional zero vector.
Proof: See Appendix B of the online document [13] for a complete proof. The main idea is to prove that the probability of confusing the correct input x with an arbitrary input x 0 = x equals the probability of confusing x − x 0 with 0 N . Therefore, to upper-bound P G e (x), we only need to consider the event that a non-zero input x 0 is confused with the allzero vector 0 N . This happens if and only if each entry of the received vector r at the sink is either zero or 'e'. When x 0 and the graph G are both fixed, different entries in r are independent of each other. Thus, the ambiguity probability P G e (x 0 → 0 N ) for a fixed non-zero input x 0 and a fixed graph instance G is the product of the corresponding ambiguity probability of each entry in r (being a zero or a 'e').
The ambiguity event of each entry may occur due to structural deficiencies in the graph topology as well as due to erasures. In particular, three events contribute to the error at the i-th entry of r : the product of x 0 and the ith column of [I, A] is zero (topology deficiency); the i-th entry of r is 'e' due to erasures in the first step; the ith entry is 'e' due to an erasure in the second step. We denote these three events respectively by A
3 (x 0 ). The ambiguity event on the i-th entry is the union of the above three events. Denote by the union event as
3 (x 0 ). By applying the union bound over all possible inputs, the error probability P G e (x) (for an arbitrary input x) can be upper bounded by
In (21), the randomness of G lies in the random connections. We use the binary indicator E mn to denote if there is a directed edge from v m to v n . By assumption, all random variables in {E mn } N m,n=1 are mutually independent. Therefore
where the equality (a) holds because in the in-network computing scheme, the self-information bit x i and the local parity bit y i only depend on the in-edge set E in i = {E ni |1 ≤ n ≤ N }, and the fact that different in-edge sets E in i and E in j are independent (by the independence of link generation) for any i = j, and the equality (b) follows from the iterated expectation. Lemma 2. Define k as the number of ones in x 0 and ε 0 = ( 2 1−1/e + 1)p ch + , where is the erasure probability of the BECs and p ch is a constant defined in (9) . Further suppose c log N > 1. Then, for 1 ≤ i ≤ N , it holds that
For N + 1 ≤ i ≤ 2N , it holds that
where p = c log N N is the connection probability. Proof: See Appendix C of the online document [13] . Based on Lemma 2 and simple counting arguments, note that (22) may be bounded as 
By upper-bounding the RHS of (25) respectively for k ≤ ηN/ log N and k > ηN/ log N , we obtain Theorem 2 (η is the constant defined in Theorem 2). The remaining parts of the proof can be found in Appendix D of [13] .
V. CONCLUSIONS
In this paper, we obtain both upper and lower scaling bounds on the energy consumption and the number of edges in the inter-agent broadcast graph for the problem of data collection in a two-layer network. We show that, even the inter-agent communication graph is sparse and noisy, interagent communications can help reduce energy consumption. We show that the obtained code is almost optimal in terms of sparseness (with minimum number of ones in the generator matrix) except for a Θ(log log N ) multiple gap. Finally, we show a connection of our result to LDGM codes with noisy and distributed encoding.
