The stochastic model for the description of the so-called fragmentation process in frameworks of Kolmogorov approach is proposed. This model is represented as the branching process with continuum set (0, ∞) of particle types. Each type r ∈ (0,∞) corresponds to the set of fragments having the size r. It is proved that the branching condition of this process represents the basic equation of the Kolmogorov theory.
Introduction
There are various natural processes that represent the evolution during time of solid state media in the form of some successive subdivisions of all its connected parts to smaller parts having random forms and volumes, and, consequently, masses and/or chemical compositions. In statistical physics they are called the fragmentation processes. It is clear that such processes may have an adequate mathematical description only on the basis of some concepts of probability theory. Notice also that even the description of each separate random state of such a physical system, that is, the construction of the space Ω of elementary events, meets with some fatal troubles. Moreover, it is not clear what principles are necessary to use in order to construct adequate stochastic dynamics in the form of a random process in the space Ω. On the other hand, it seems unreasonable to think that the models of the great variety of physical fragmentation processes may be done on the basis of some relatively simple probabilistic scheme.
In the initial work of Kolmogorov on statistical fragmentation theory (Kolmogorov [2] ), an approach to probabilistic description of fragmentation processes is proposed. It is based on the use of states characterizing the dynamical subdivision system at each specified time instant t by a random function N(r,t) that takes values only in N + and depends only on the unique nonnegative parameter r, which we will further call the 2 The Kolmogorov equation in the stochastic fragmentation fragment size. Each value of this function represents the number of fragments at time instant t with sizes being not greater than r. Therefore, in the framework of this approach, the mathematical model of fragmentation is represented by a random process { N(r,t); t ∈ R + = (0,∞)}, r ∈ R + with values in R N+ + . In Kolmogorov [2] a simple evolution equation for mathematical expectations E N(r,t) (we consider the discrete time case) is derived. It has Markovian type and is constructed in terms of mathematical expectation E ν(r | r ;t) of the other random function ν(r | r ;t) : R + × R + × N + → N + that is the random number of fragments with sizes not greater than r and generated at time instant t from a specified randomly chosen fragment having the size r . This equation has the following form:
under the assumption that the function E ν(r | r ;t) ≡ S(k,t) depends only on the fraction k = r/r . Thus, the model formulated in Kolmogorov [2] is obtained on the basis of some phenomenological reasons as it is said in physical literature. These reasons are based on the concept of "the average field" that is often in use in statistical physics. Further, in Kolmogorov [2] , it is proved that the integral limit theorem for the distribution function E N(r,t)/E N(∞,t) takes place under the assumption that the function E ν(k,t) does not depend on time and that its second "logarithmi" moment in the variable k is finite. It may be considered as the marginal one-dimensional probabilistic distribution of the random process { r(t); t ∈ [0,∞)}, with nonnegative trajectories r(t) and, physically, as the size of randomly chosen fragment from the whole system at time t. Here we will not discuss the physical question of applicability of the abovementioned approach of the mathematical modelling to some real physical fragmentation processes. Our problem consists of the ground of (1.1) on the basis of an explicit construction of the random process { N(r,t); t ∈ [0,∞)}. The idea of such a ground has been stated in the cited work. But it seems that the consequent authors (see, e.g., the fundamental work (Filippov [1] )) have not taken into account the great importance of this idea to realize it. From our point of view such an explicit construction of the mathematical model of a higher level, in the frameworks of which the main master (1.1) of Kolmogorov theory can be proved as a mathematical statement, may represent the important base for constructing more complicated (and, therefore, more adequate) models in the fragmentation theory. [3] ) (the Markov chain). Generally speaking, it is inhomogeneous in time. Besides, it has an infinite collection N + of particle types. The last words are taken from the terminology of branching random process theory. In our problem fragments with specified size r are the particles of some definite type from the point of view of this terminology.
Mathematical model description
Since the countable set N N+ + is the process state space, then for each time instant t ∈ N + the conditional probabilities
of transitions form an infinite matrix when arguments n j ,m i ∈ N + ,i, j ∈ N + are changed. The matrix (2.1) of transition conditional probabilities defines completely the Markov chain with countable set of states. In particular, it defines the evolution of onedimensional marginal probability distribution of this chain
namely, it is defined uniquely by the Markov chain equation
where, here and below, the symbol of summation means that it is done with respect to all possible distributions of "filling numbers," that is, with respect to all collections
we will use also the shorter notation Q(m i | n j ;t). It is constructed for the Markov branching process by the following way. Define the function q l (k j , j ∈ N + ;t) ≡ q l (k j ;t). It represents the probability of the event that describes the fact that a specified fragment with size l (i.e., its size r belongs to the half-interval [lΔ,(l + 1)Δ)) gets at the time instant t to the set of fragments and this set is characterized by the collection of filling numbers k j ; j ∈ N + . In this case, of course, this probability is not zero only if
is the probability of the fact that the random function ν l, j (t) :
The function is the number of fragments with sizes j that are formed from the specified fragment with size l at the time instant t; here, the second argument j is not greater than l. Further, we introduce the random function η :
l, j (t) for each pair l, j ∈ N + . It is the sum of m ∈ N statistically independent random functions ν
l, j (t) and it represents the set of filling numbers on sizes j of fragments formed by subdivision from m identical fragments having the size l at the time instant t. In such a definition of the branching condition that describes the disintegration of fragments having the size l, the 4 The Kolmogorov equation in the stochastic fragmentation individuality of each fragment is lost, that is, for each fixed fragment in the final state we do not take into account the fact, from which fragment of the size l appeared as a result of the disintegration. Due to the given definition of the random function η l (m,k j , j ∈ N + ;t), its probability distribution q l (m | k j , j ∈ N + ;t) is defined by the m-multiple convolution of the probability distribution collection q l (k
Indeed, the probability q l (m | k j , j ∈ N + ;t) is equal to zero if there exists j ∈ N + , j > l such that the inequality k j = 0 is valid. At last, the matrix Q(m i | n j ;t) is determined by the formula
where δ(n − n ) ≡ δ n,n is the Kronecker symbol and the summation is done on all twoplaced functions k i j : N + × N + → N + . The sense of the integer matrix is that it determines the fragment numbers with the size j that are formed from all fragments with size i. The matrix Q(m i | n j ;t) and the probability distribution P(n j , j ∈ N + ;0) determine the random process N Δ completely as well as (in particular) its characteristic functional Ψ Δ [u] : S N+ ∞ (R + ) → C, the value of which is determined as
for each function sequence u t (x), t = 0,1,2,... from the space S ∞ (R + ) of compactly supported functions being infinitely differentiable on R + . Values of the functional exist due to the support compactness in x of the functions u t (x). Now we give the definition of the random process N with values in R N+ + that describes the fragmentation. We will define it as the generalized random process generated by the process sequence N Δ at Δ → 0. 
Equation for the generating function
Introduce the space S ∞ (N + ) of infinite bounded sequences where each of them has zero components beginning from a number. Further, we will imply that such sequences X have only nonnegative components. The set of all those sequences forms the cone in S ∞ (N + ).
We also introduce the sequence G[X, t] = g l [X,t]; l ∈ N + whose components are generating functions of probability distributions q l (k j ;t), l ∈ N + ,
Formally, they are functions of countable set of variables. However, due to the variable k j ; j ∈ N + in the probability distribution is a finite sequence, really, the function g l [X,t] depends only on finite components in X. Each lth function depends on l variables where l is determined by the maximal number j among nonzero components in k j = 0. Now compute the sums and also we take into account that probabilities q i (m i | k il , l ∈ N + ;t) are not zero only if k i j = 0 at i < j. After these preparatory computations, introduce the generating function H t [X] of the one-dimensional probability distribution P(n j , j ∈ N + ;t) of the Markov chain at the time t according to the formula Thus, we have proved the following theorem.
Theorem 3.1. Generating function H t [X] of the probability distribution P(n j , j ∈ N + ;t) is governed by the equation
that together with the initial condition H 0 [X] completely determine this distribution.
Kolmogorov's master equation
On the basis of (3.7), we now obtain the evolution equation of mathematical expectations for the random process N Δ . For this we introduce the matrix s l j (t) = E ν l j (t) of mathematical expectations whose matrix elements are distinguished from zero only at j ≤ l. It is defined by the formula
Further, the mathematical expectation n l (t) = E ν l (t) of the number ν l (t) of fragments with the size l at the time instant t is defined by the generating function H t [X] by means of its partial derivative in x l at the point X ≡ 1,
Then, on the basis of (3.7) and (4.1), we find
that is,
Now introduce the functions 6) where N −1 (t) = 0. At last, introduce the function N Δ (r;t) :
It is continuous from the left and it is equal to the average fragment number having sizes not greater than r. Besides, introduce the function S Δ (r,r ;t) :
S Δ (r,r ;t) = S ml (t), if r ≤ lΔ < r + Δ, r ≤ mΔ < r + Δ Assuming that the function S Δ (r ,r;t) tends to a continuous function S(r ,r;t) as Δ → 0 and the function N Δ (r;t) tends to a monotone nondecreasing function N(r,t) and since discontinuity points of functions S Δ (r ,r;t) and N Δ (r ,t) in the argument r coincide for every t, we may apply the second Helly theorem. It permits to realize the limit transition under the integral sign. In this case, we obtain the equation for evolution of average At last, we show that (1.1) of the Kolmogorov theory is a particular case of (4.11). We suppose that the function S(r ,r;t) depends only on the ratio r/r , that is, S(r ,r;t) = S(r/r ;t). In this case Unlike (1.1), the latter takes into account the fact that the function S(k;t) may have a step at the point k = 1.
Conclusion
We have shown how the Kolmogorov equation in statistical fragmentation theory may be justified in the framework of a certain probabilistic scheme. At the same time, even in the framework of the construction presented in the work, some general mathematical questions have been still unsolved. For example, it is necessary to clear up under what conditions the limit distribution of probabilistic distributions q l (k j , j ∈ N + ;t) exists and how it should be understood. The simplest situation when we try to answer this question is when this limit should be understood in weak sense. However, it is desirable that this weak limit nevertheless guarantees the existence of random realizations with probability 1. They should be regarded as some finite point random sets on R + . It is necessary to find some conditions for distributions q l (k j , j ∈ N + ;t) that guarantee the existence of the limit mathematical expectation lim Δ→0 j∈N+: jΔ<r E ν l j (t) such that it is a continuous function S(r ,r;t).
Finally, it is very important to prove the existence of the limit characteristic functional Ψ[u] and, moreover, the existence of random trajectories of the process connected with this functional.
