It is well-known that high-frequency information (e.g. textures, edges) is significant for single image super-resolution (SISR). However, Existing of deep Convolutional Neural Network (CNN) based methods directly model mapping function from low resolution (LR) to high resolution (HR), and they treat high-frequency and low-frequency information equally during feature extraction. Therefore, the highfrequency learning mode can not be sufficiently attentive, resulting in inaccurate representation of some local details. In this study, we aim to build potential frequencies' relations and handle high-frequency and low-frequency information differentially. Specifically, we propose a novel Frequency Separation Network (FSN) for image super-resolution (SR). In FSN, a new Octave Convolution (OC) is adopted, which uses four operations to perform information update and frequency communication between high frequency and low frequency features. In addition, global and hierarchical feature fusion are employeed to learn elaborate and comprehensive feature representations, in order to further benefit the quality of final image reconstruction. Extensive experiments conducted on benchmark datasets demonstrate the state-of-the-art performance of our method.
I. INTRODUCTION
SISR aims at producing a visually HR output from its LR input, and it has recently attracted much attention in academic and industrial communities. However, SISR is an inherently ill-posed problem since the mapping from the LR to HR space has multiple solutions. For solving this issue, various promising SR methods [2] - [9] have been proposed in the past years.
With the flourish of deep learning, CNN have exhibited the strong learning capability on image SR task. Dong et al. [10] firstly propose a three-layers CNN for image SR, and in [11] a 20-layers CNN is proposed to enlarge learning receptive fields. Then a series of methods [12] - [16] construct deeper architectures to obtain more informative and multifarious feature representations, in order to benefit high-resolution reconstruction. However, these methods do not consider the latent frequency relations of input LR image. The low-frequency information can describe the overall outline of one image.
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The high-frequency information represents the details (edges and textures etc.) of one image, which is hard to be reconstructed in SISR. Existing methods process high-frequency and low-frequency information simultaneously by the same convolutional operations, and do not explicitly extrude the high-frequency information from image features. Besides, the low frequencies and high-frequencies are also lack of interaction. Thus, some local details of LR image cannot be effectively utilized for HR reconstruction, leading to blurry super-resolved results.
To practically tackle the above-mentioned problem, we propose a novel image SR framework based on FSN. Our network FSN can respectively preserve high-frequency and low-frequency feature representations. Specifically, a novel Octave Convolution (OC) [1] is used for decomposing features into high and low frequency parts. OC uses two branches to perform information update and frequency communication between high frequency and low frequency features. The well-organized interactions among those two branches can keep separating high-frequency and low-frequency feature representations. Thus, one branch can capture high-frequency features such as texture and edge, and another can learn low-frequency features such as image outline and contour. Furthermore, a global and hierarchical feature fusion is adopted to provide more elaborate and abundant features to benefit reconstruction quality. To summarize, the main contributions of this paper are three-fold:
• We propose a novel FSN for image super-resolution, which respectively embed LR image into high-frequency and low-frequency feature space for more accurate image reconstruction.
• We present an innovative Frequency Separation Block (FSB). FSB uses Octave Convolution [1] to keep separating high frequency and low frequency features and perform well-organized interactions.
• Extensive experiments conducted on benchmark datasets demonstrate that the proposed algorithm achieves favorable performance against state-of-the-art methods.
II. RELATED WORK
Early SISR methods can be roughly divided into two main categories: interpolation based methods and conventional machine learning based algorithm. The representative linear interpolation and bicubic interpolation [5] , [6] , [17] , [18] can upsample image very fast, but cannot reconstruct detailed and realistic textures. Conventional machine learning based methods [3] , [4] , [19] aim to learn a mapping function from LR to HR patches from external datasets. However, those are inefficient to build complex high-dimensional mappings given a large number of raw data [20] .
In recent years, CNN [21] - [25] , have shown significant success in SISR. Recent works tend to build an end-toend CNN model to learn mapping functions from LR to HR images by using large training datasets. SRCNN [10] is the first deep neural network based method, achieving remarkable performance compared with conventional approaches. Since that, various CNN architectures [7] , [8] , [11] , [26] , [27] have been used on SISR problem. These work often use pre-processed LR images as input, which is upscaled to HR space through an upsampling operator as bicubic. However, these methods bring much computational cost and easily produce visible artifacts. Later, deconvolution based networks [28] - [30] solve the problem by upscaling the LR features in the final part of network and achieve promising performance. Then, many methods [7] , [12] , [31] , [32] adopt skip connections to further utilize features of different levels, so as to obtain richer and more effective features for image reconstruction. However, above-mentioned approaches can not capture high-frequency and low-frequency feature representations separately in the process of feature embedding. In image reconstruction network, mixed feature representation can not accurately guide the generation of high-frequency and low-frequency regions, which is not conducive to restoring details and maintaining structural similarity.
III. OUR METHODS

A. OVERVIEW
The framework of FSN is shown in Figure 1 , which contains a feature embedding network and an image reconstruction network. The LR images is firstly fed into a primary convolution to get primary feature maps. Then, the primary feature maps are put into a Frequency Separation Stack (FSS). FSS consists of three FSB, each of which includes OC and batch normalization (BN) and ReLU activation operations as shown in Figure 2 . After the first FSS, the initial high-frequency and low-frequency features can be obtained respectively. After similar stacking, we can get gradually separated high-frequency features and low-frequency features. Then, a feature fusion layer is adopted to concat different hierarchical high-frequency and low-frequency feature representations. Meantime, we further use global feature fusion to obtain more semantically informative features. After feature fusion, we design a bottleneck layer to compress feature maps at the end of the feature transformation process. Then, the compressed features are upsampled by deconvolutional layers which amply feature maps to HR's sizes. Finally, the upsampled features are reconstructed by a 3 × 3 convolutional layer to the RGB space, and the prospective HR image can be obtained.
B. OCTAVE CONVOLUTION
The spatial-frequency model [33] , [34] believes that the image can be decomposed into low-frequency signals that capture the global layout and coarse structure and capture the high-frequency for elaborate detail. For separating high frequency information and low frequency information, we introduce a FSN that decomposes the feature map into groups corresponding to low frequencies and high frequencies.
Specifically, let X ∈ R c×h×w denote the input feature of the convolutional layer, where h and w represent spatial dimensions, and c denotes channel number. We explicitly decompose X along the channel dimension into X = {X H , X L }, where the high-frequency feature map X H ∈ R (1−α)c×h×w captures fine detail, low frequency feature map X L ∈ R αc× h 2 × w 2 changes slowly in spatial position. Here α ∈ [0, 1]represents the ratio of channels assigned to the low frequency part.
OC can run directly on X = {X H , X L } without any additional computation or memory. The goal of FSN is to efficiently handle the low and high frequencies in the corresponding frequency feature, while also enabling efficient communication between the high and low frequency components of the feature. Let X and Y be the input and output feature. The high-frequency and low-frequency feature maps intra-and inter-frequency parts:
Especially for high frequency feature map, we calculate it at location (m, n) by using conventional convolution for inter-frequency communication. We fold the upsampling of feature X L into the convolution for inter-frequency communication. The calculation process is as follows:
where . indicates floor operation. Similarly, for low frequency feature maps, we use conventional convolution to calculate intra-frequency updates. Note that for inter-frequency communication, we can first downsample the features and then transfer them to the convolution, as follows:
where factor 2 is multiplied by position (m, n) to perform downsampling, and further shifting the position by half is to ensure that the downsampled map is well aligned with the input. However, since the index of X H can only be an integer, we can round the index to (2 * m + i, 2 * n + j) or approximate (2 * m + 0.5 + i, 2 * n + 0.5 + j) by averaging all 4 adjacent positions. The first, also known as strided convolution, causes misalignment; therefore, we use the second one average pooling to estimate this value.
We can now rewrite the output Y = {Y H , Y L } using average pooling for down-sampling as follows:
where f (X, W) denotes convolution with parameter W, and pool(X, k) is an average pooling operation with kernel size k × k and step size k. upsample(X, k) is an up-sampling operation through the factor k of the nearest interpolation.
The Details of the implementation of the OC are shown in Figure 3 . It consists of four computational operations corresponding to four terms in Eq. (3): Two green paths correspond to information updating of high frequency and low frequency feature maps, and two red paths facilitate information exchange between two scales.
C. GLOBAL AND HIERARCHICAL FEATURE FUSION
In the feature embedding network, low-level features and high-level features can provide different views for LR image observations. Therefore, we try to integrate low-level features and high-level features in order to obtain rich information for HR reconstruction. According to previous work [35] , the global feature fusion and the hierarchical feature fusion are two effective ways to satisfy our purpose. We firstly consider the hierarchical feature fusion, which combines high-frequency and low-frequency feature of every FSS. High-frequency features fusion can be formulated as:
where C(.) represents the concatenation operation, X H i represents the high-frequency features of the i th FSS (i = 1, 2, 3, 4), and X H denotes fused hierarchical high-frequency features. And low-frequency features fusion can be formulated as:
where X L i represents the low-frequency features of the i th FSS (i = 1, 2, 3), Upsample indicates the upsampling operation for size mapping, and X L denotes fused hierarchical low-frequency features. Finally, hierarchical feature fusion can be formulated as:
where S indicates channel compression by convolution operation, and X denotes fused hierarchical features. Then, we employ global feature fusion for obtaining more semantically informative features. Detailedly, the initial image is processed by convolution to match the channels and added to the fused hierarchical features. It can be formulated as:
where G (.) means convolutional operation for channel mapping, I LR denotes the initial LR image, and R denotes the features for HR reconstruction. By this way, we force the feature embedding network to learning residual representation, and SR details can be preferably exploited.
IV. EXPERIMENTS A. DATASETS AND EVALUATION METRICS
We follow the previous work [35] to train our network using 800 images from the high-quality DIV2K dataset [36] and 50000 images from ImageNet [37] . The data augmentation with random flip, rotation (90 • , 180 • , and 270 • ) is adopted. We adopt four benchmark datasets to evaluate our methods: Set5 [38] , Set14 [5] , BSD100 [39] and Urban100 [40] datasets. The Set5 and Set14 contain 5 and 14 different types of images, respectively. The BSD100 includes 100 natural images. And the Urban100 contains 100 images of the urban scenario. All experiments are performed by 2×, 4× and 8× up-scaling factor from LR to HR. The peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) index are two criterions for evaluation. According to the state-of-theart approaches, the PSNR and SSIM are all calculated on the individual Y-channel. 
where ||.|| 1 denotes the l1 norm. F θ is the proposed FSN. Adam optimization [41] is adopted in the training process. The learning rate is initially set to 1e-4 and decrease by the scale of 0.5 for each 200 epochs. After 600 epochs training on DIV2K dataset, we further adopt 50000 images randomly selected from ImageNet dataset to fine-turn our models. Detailedly, the batch size is 32, as well as the learning VOLUME 8, 2020 
C. ABLATION STUDIES
Visualization of high-frequency feature maps and lowfrequency feature maps extracted by the last layer of FSS4 is shown in Figure 4 . And we can see that low-frequency feature maps can describe the overall outline of butterfly, the highfrequency feature maps represents the edges and textures of butterfly. To verify the effectiveness of frequency-separation network, we construct a non-frequency-separation network (non-FSN), in which OC is replaced by conventional convolution. For a fair comparison, we follow the framework of FSN to construct non-FSN, guaranteeing almost same parameters. datasets. Analysis of the above data shows the superiority of frequency separation method in SISR.
D. COMPARISONS WITH THE STATE-OF-THE-ARTS
We compare our FSN with the state-of-the-art methods, i.e. Anchored Neighborhood Regression for Fast Example-Based Super-Resolution (A+) [4] , Single Image Super-resolution from Transformed Self-Exemplars (SelfEx) [42] , Image Super-Resolution Using Deep Convolutional Networks (SRCNN) [ [32] . Experimental results are shown in Table 2 . Red text indicates the best performance and blue text indicates the second best performance. It can be seen that our FSN achieves advanced performance on PSNR and SSIM evaluation index on Set5, Set14, BSD100 and Urban100 datasets.
When the scale is 2, FSN performs favorably against existing methods on most datasets. Although the results of IDN is higher than the FSN 0.15 db in PSNR on Set5, the SSIM results of IDN is less than the FSN. Similarly, although EDSR is about 0.43 dB PSNR and 0.0004 SSIM Visual comparisons of 4 × are shown in Figure 5 . The first group comparison shows restored SR of FSN is better in the eyes of birds and branches. In the second group comparison, our FSN reconstructs clear image texture effectively instead of blurred effect. The texture of the walls restored by FSN has a clearer visual effect in the third group comparison.
E. ROBUSTNESS ANALYSIS
The robustness is also essential for image SR. We evaluate the performance of our method at different levels of Gaussian noise for 4× SR specifically. Here, four kinds of noise variances are used: 5 × 10 −5 , 1 × 10 −4 , 2 × 10 −4 , and 5×10 −4 . The Bicubic is viewed as the baseline. Two state-ofthe-art networks LapSRN [13] and EDSR (baseline) [32] are introduced for comparisons. The detailed results are shown in Table 3 . FSN achieves the best performance in most conditions. It outperforms all other methods in PSNR in each noise level, and gains comparable SSIM. Specifically, FSN outperforms LapSRN by 0.64 dB PSNR and 0.012 SSIM on average on Set5 dataset in different 4 noise environments. Meanwhile, FSN achieves 0.06 dB higher PSNR and 0.002 SSIM than EDSR on average in different 4 noise environments. The visual comparisons under the 5 × 10 −4 noise level are shown in Figure 6 . FSN has less damage in local details. Therefore, FSN is a robust model, showing superior anti-noise capability compared with the state-of-the-arts.
F. EFFICIENCY COMPARISON
As for inference time, we use the public codes of the compared algorithms to evaluate the runtime on the machine with double NVIDIA Titan Xp GPUs. Since we note that official implementations of MemNet and DRRN have the condition of out of the GPU memory when testing the images on BSD100 and Urban100 datasets, we divide 100 images into several parts and evaluate on these parts and then collect them for these two datasets. Figure 7 shows the average execution time on Set5 dataset. Due to the concise structure and less parameters of the proposed FSN, it is much faster than several CNN-based SR methods, e.g., DRRN, MemNet and DRCN as illustrated in Figure 7 . Although LapSRN and VDSR are about 0.11 and 0.09 seconds faster than the proposed FSN, FSN is 0.56dB and 0.75dB PSNR higher than LapSRN and VDSR, respectively. So we can get the proposed FSN achieves comparable speed and maintains better image reconstruction accuracy.
V. CONCLUSION
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