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UNE MODALITE´ D’E´VITER LES TABLES DES CENTILES
DANS LE CAS DES RE´GIONS DE CONFIANCE ET DES
TESTS STATISTIQUES
DANIEL CIUIU
Re´sume´. Dans cet article on va determiner des re´gions de confiance pour
les parame`tres d’une re´partition et des ve´rsions de quelques tests sans uti-
liser les tables qui contiennent des centiles.
Classification AMS 2000 des sujets. 62F25, 62F03.
Mots clefs et phrases. intervalles de confiance, tests statistiques.
1. Introduction
Les intervalles de conﬁance sont de´termine´s d’habitude en utilisant des
tables statistiques qui contiennent des centiles pour quelques re´partitions (par
exemple les centiles de la re´partition normale re´duite N (0, 1), les centiles de la
re´partition de Student a` n degre´s de liberte´, tn, les centiles de la re´partition de
χ2 a` n degre´s de liberte´ ou les centiles de la re´partition de Snedecor—Fisher
d’ordres m et n).
Les tests statistiques, a` voir le test de concordance de χ2 utilisent aussi ces
tables avec des centiles. Mais cette chose est diﬁcile a` implanter aux ordina-
teurs, parce qu’on a besoin d’un ﬁchier avec les centiles [1], [2], [3].
Dans tout l’article on note par Xj la moyenne de l’e´chantillon pour Xj et
par θ le vecteur des parame`tres qui de´ﬁnissent la re´partition de la variable
ale´atoire X. On conside´re qu’on connaˆıt pour j = 1, k des formules pour la
moyenne du Xj et pour la variance du Xj de´pendant de θ. On note ces valeurs
par mj (θ) et respectivement par Dj (θ).
Pour de´terminer les re´gions de conﬁance on utilise l’ine´galite´ de Che´bychev
et on va re´soudre un syste`me d’ine´quations.
Pour les tests, on va calculer, s’il est possible, la function de re´partition
e´value´e pour la statistique concerne´e qui va eˆtre comparer avec certains cen-
tiles. On utilise le lemme de Hincin qui dit que si la variable ale´atoire X a la
function de re´partition F (·) , F (X) suit une loi uniforme sur [0, 1].
2. Re´gions de confiance
A` pre´sent on a une variable ale´atoire X avec la function de re´partition
F (x; θ1, ..., θk) de´pendant de k parame`tres. Nous voulons de´terminer une re´gion
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de conﬁance pour θ = (θj)j=1,k avec l’erreur ε1. On note par ε =
ε1
k . Si on
e´crit l’ine´galite´ de Che´bychev pour Xj on obtient
P
(∣∣∣Xj −mj (θ)∣∣∣ >√Dj (θ)
nε
)
≤ ε. (1)
En utilisant (1), la probabilite´ d’exister j de sorte que 1 ≤ j ≤ k et∣∣∣Xj −mj (θ)∣∣∣ >√Dj(θ)nε est plus petit ou e´gale a` ε1.
Il re´sulte qu’on doit re´soudre le syste`me d’ine´quations
∣∣∣Xj −mj (θ)∣∣∣ ≤√Dj (θ)
nε
, j = 1, k, (2)
qui est e´quivalent a`
m2j (θ)− 2 ·Xj ·mj (θ)−
Dj (θ)
n · ε + X
j
2 ≤ 0, j = 1, k. (2’)
On conside`re la variable ale´atoire X normale N
(
m,σ2
)
et on a θ =
(
m,σ2
)T
, k =
2. Par des calculs on obtient m1 (θ) = m, D1 (θ) = σ2, m2 (θ) = m2 + σ2 et
D2 (θ) = 4 ·m2 · σ2 + 2 · σ4.
On note par α = m2 et par β = σ2. L’ine´quation du syste`me (2′) pour j = 1
devient
α− β
nε
+ X2 ≤ 2mX. (3)
Si X = 0, la re´gion (3) est
β ≥ n · ε · α, (3’)
qui est dans le syste`me d’axes αOβ un angle de´termine´ par α = 0, β ≥ 0 et
β = n · ε · α, α ≥ 0. Dans le syste`me mOβ (3′) est l’inte´rieur de la parabole
β = n · ε ·m2.
Si X = 0, (3) est
α2 +
1
n2ε2
β2 − 2
nε
αβ − 2X2α− 2X
2
nε
β + X4 ≤ 0. (3”)
La frontie`re du (3”) est
α2 +
1
n2ε2
β2 − 2
nε
αβ − 2X2α− 2X
2
nε
β + X4 = 0. (4)
On calcule les invariants pour (4) et on obtient I = 1 + 1
n2ε2
, δ = 0 et
∆ = − 4X4
n2ε2
. Donc (4) est une parabole.
L’axe de la parabole est
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β = nε · α− nε
(
n2ε2 − 1)
n2ε2 + 1
X
2
. (5)
Le sommet de la parabole est V
(
n4ε4
(n2ε2+1)2
X
2
, nε
(n2ε2+1)2
X
2
)
, et les intersec-
tions avec les axes sont A
(
X
2
, 0
)
et B
(
0, nε ·X2
)
. L’autre axe est
β = − 1
nε
α +
nε
n2ε2 + 1
X
2
. (5’)
Parce que (0, 0) n’est pas dans (3”), la re´gion de conﬁance de´termine´e par
la premie`re ine´quation est l’inte´rieur de la parabole.
L’autre ine´quation est
α2 +
(
1− 2
nε
)
β2 + 2
(
1− 2
nε
)
αβ − 2X22α− 2X22β + X22 ≤ 0. (6)
La frontie`re du (6) est
α2 +
(
1− 2
nε
)
β2 + 2
(
1− 2
nε
)
αβ − 2X22α− 2X22β + X22 = 0 (7)
On calcule les invariants pour (7) et on obtient I = 2(nε−1)nε , δ =
2(nε−2)
n2ε2
et
∆ = −4X2
2
n2ε2 . Si nε > 2 (un fait statistique re´sonable si on tient compte que n
est le volume de l’e´chantillon) (7) est une ellipse.
Le centre de l’ellipse est C
(
0, nεnε−2X
2
)
et l’angle de rotation est ϕ de sorte
que tan (ϕ) = −1+
√
(nε−2)2+1
nε−2 .
Les axes de l’ellipse sont a et b et on a
a2 =
nε
(
nε− 1 +√n2ε2 − 4nε + 5
)
(nε− 2)2 X
2
2
et (8)
b2 =
nε
(
nε− 1−√n2ε2 − 4nε + 5
)
(nε− 2)2 X
2
2
. (8’)
Les points d’intersection avec les axes sont A
(
0,
1−
 
2
nε
1− 2
nε
X2
)
, B
(
0,
1+
 
2
nε
1− 2
nε
X2
)
et C
(
X2, 0
)
. Donc Oα est tangente a` l’ellipse.
Quelle que soit X (= 0 ou = 0) et pour tout β = σ2 on a une intervalle
[aβ, bβ ] avec aβ ≥ 0 de telle sorte que α = m2 ∈ [aβ, bβ ]. Si X = 0, on
a m ∈ [√aβ ,√bβ] ∪ [−√bβ,−√aβ]. Si X = 0, on a m ∈ [√aβ,√bβ] ou
m ∈ [−√bβ,−√aβ], dependant si X > 0, respectivement si X < 0.
Exemple 2.1. Soit X qui suit une re´partition normale N
(
m,σ2
)
. On conside`re
un e´chantillon de volume n = 1000 et l’erreur maximale ε1 = 0.2.
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Il resulte ε = 0.1 et n · ε = 100. On a dans cet exemple X2 = 0.231.
La ligne oblique de l’angle est β = 100α.
L’ellipse est α2+
(
1− 150
)
β2+2
(
1− 150
)
αβ−2·0.231·α−2·0.231·β+0.2312 =
0.
La re´gion de confiance pour (α, β) se trouve dans la figure suivante.
Fig. 1 :La re´gion de confiance pour (α, β).
La re´gion de confiance pour
(
m,σ2
)
est de´termine´e par la parabole β =
100m2et
∣∣0.231 −m2 − β∣∣ = √4·m2·β+2·β210 .
Elle se trouve dans la figure suivante.
Fig. 2 : La re´gion de confiance pour
(
m,σ2
)
Exemple 2.2. Soit X qui suit une re´partition normale N
(
m,σ2
)
. On conside`re
un e´chantillon de volume n = 1000 et l’erreur maximale ε1 = 0.2.
Il resulte ε = 0.1 et n · ε = 100. On a dans cet exemple X = 5.293 et
X2 = 28.1.
La parabole est
α2 + 1100β
2 − 150αβ − 2 · 5.2932 · α− 2·5.293
2
100 · β + 5.2934 = 0.
L’ellipse est
α2 +
(
1− 150
)
β2 + 2
(
1− 150
)
αβ − 2 · 28.1 · α− 2 · 28.1 · β + 28.12 = 0.
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La re´gion de confiance pour (α, β) se trouve dans la figure suivante.
Fig. 3 :La re´gion de confiance pour (α, β).
La re´gion de confiance pour
(
m,σ2
)
est de´termine´e par |m− 5.293| =
√
m2+β
10
et
∣∣β + m2 − 28.1∣∣ = √4·m2·β+2·β210 . Elle se trouve dans la figure suivante.
Fig. 4 : La re´gion de confiance pour
(
m,σ2
)
3. Versions sans centiles pour quelques tests statistiques
Le test T bilate´ral ve´riﬁe l’hypothe`se nulle H0 : m = m0 contre l’hypothe`se
alte´rnative H1 : m = m0 avec l’erreur de premier ordre ε. On a un e´chantillon
de volume n de la variable X. On calcule T = X−m0S
√
n− 1, ou` X est la
moyenne de l’e´chantillon et S2 est la variance de l’e´chantillon [1], [3]. On
accepte H0 si |T | < Tn−1
(
1− ε2
)
.
Le test T unilate´ral gauche ve´riﬁe l’hypothe`se nulle H0 : m = m0 contre
l’hypothe`se alte´rnative H1 : m < m0 avec l’erreur de premier ordre ε. On
accepte H0 si T > Tn−1 (ε).
Le test T unilate´ral droit ve´riﬁe l’hypothe`se nulle H0 : m = m0 contre
l’hypothe`se alte´rnative H1 : m > m0 avec l’erreur de premier ordre ε. On
accepte H0 si T < Tn−1 (1− ε).
Mais la de´nsite´ de re´partition de Student a` n degre´s de libe´rte´ est
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f (x) =
Γ
(
n+1
2
)
Γ
(
n
2
)
Γ
(
1
2
)√
n
· 1(
1 + x2n
)n+1
2
. (9)
On calcule la function de re´partition et on obtient
F (x) =
2n · Γ (n+12 )
Γ
(
n
2
)
Γ
(
1
2
) ·
x+
√
x2+n√
n∫
0
vn−1
(v2 + 1)n
dv. (10)
Dans (10) on remarque la possibilite´ de calculer F (x) pour chaque x.
Dans le test bilate´ral on accepte H0 si F (T ) ∈
(
ε
2 , 1− ε2
)
. Dans le test
unilate´ral gauche on accepte H0 si F (T ) > ε. Dans le test unilate´ral droit on
accepte H0 si F (T ) < 1− ε.
Le test de χ2 bilate´ral ve´riﬁe l’hypothe`se nulle H0 : σ2 = σ20 contre l’hy-
pothe`se alte´rnative H1 : σ2 = σ20. On calcule X2 = (n−1)·S
′2
σ20
. On accepte
H0 si X2 ∈
(
χ2n−1
(
ε
2
)
, χ2n−1
(
1− ε2
))
. Le test de χ2 unilate´ral gauche ve´riﬁe
l’hypothe`se nulle H0 : σ2 = σ20 contre l’hypothe`se alte´rnative H1 : σ
2 < σ20.
On accepte H0 si X2 > χ2n−1 (ε) au risque d’erreur de premier ordre ε. Le
test de χ2 unilate´ral droit ve´riﬁe l’hypothe`se nulle H0 : σ2 = σ20 contre l’hy-
pothe`se alte´rnative H1 : σ2 > σ20. On calcule X
2 = (n−1)·S
′2
σ20
. On accepte H0
si X2 < χ2n−1 (1− ε).
Mais la re´partition de χ22n co¨ıncide avec la re´partition Erlang En, 1
2
. La
function re´partition Erlang En,λ d’ordre n et parame`tre λ est
Fn,λ (x) = 1− e−λx ·
n−1∑
j=0
λj · xj
j!
. (11)
Donc si n n’est pas pair (n − 1 est pair) on peut calculer la function de
re´partition du X2. Dans le test de χ2 bilate´ral on accepte H0 si Fn−1
2
, 1
2
(
X2
) ∈(
ε
2 , 1 − ε2
)
. Dans le test de χ2 unilate´ral gauche on accepte H0 si Fn−1
2
, 1
2
(
X2
)
>
ε. Dans le test de χ2 unilate´ral droit on accepte H0 si Fn−1
2
, 1
2
(
X2
)
< 1− ε.
Pour le test de Tukey pour l’e´galite´ des moyennes on a k e´chantillons
des volumes n (Xij)1≤i≤k,1≤j≤n concernant k variables ale´atoires normales
N
(
µi, σ
2
)
. On ve´riﬁe l’hypothe`se nulle H0 : µi = µj pour chaques i, j contre
l’hypothe`se alte´rnative H1 : il existent i, j de telle sort que µi = µj au risque
d’erreur de premier ordre ε. On note par Xi la moyenne de l’e´chantillon i, par
Xmin le minimum des X i et par Xmax le maximum des X i. On calcule S′2 un
estimateur pour σ2 qui suit la re´partition de χ2r et q =
Xmax−Xmin
S′
 
2
n
. On accepte
H0 si q ≤ tr
(
ε
2
)
.
Mais comment on peut voir dans les tests de Student pour la moyenne si
on ne connaˆıt pas la variance, on peut calculer la function de re´partition pour
q, F (q). On accepte H0 si F (q) ≤ ε2 .
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Pour le test de Hartley pour l’e´galite´ des variances on a k e´chantillons des vo-
lumes n+1 (Xij)1≤i≤k,1≤j≤n+1 sur k variables ale´atoires normales N
(
µi, σ
2
i
)
.
On ve´riﬁe l’hypothe`se nulle H0 : σ2i = σ
2
j pour chaques i, j contre l’hypothe`se
alte´rnative H1 : il existent i, j de sort que σ2i = σ2j au risque d’erreur de
premier ordre ε.
On note par Xi = 1n+1 ·
n+1∑
j=1
Xij et par S2i =
1
n ·
n+1∑
j=1
(
Xij −X i
)2. On note aussi
par S2min le minimum des Si et par S
2
max le maximum. On calcule Fmax =
S2max
S2min
.
On accepte H0 si Fmax ≤ Fn,n
(
1− ε2
)
, ou` Fn,n
(
1− ε2
)
est la centile d’ordre
1− ε2 pour la repartition de Snedecor—Fisher d’ordres (n, n).
Mais la densite´ de cette re´partition est
gn,n (x) =
Γ (n)
Γ2
(
n
2
) · xn2−1
(1 + x)n
. (12)
On peut calculer la function de re´partition et on obtient
Gn,n (x) =
2 · Γ (n)
Γ2
(
n
2
) · xn2−1
(1 + x)n
. (12’)
Le test de concordance de χ2 ve´riﬁe l’hypothese nulle H0 : la variable
ale´atoire X a la function de re´partition F (x; θ1, ..., θk), ou` θ1, ..., θk sont les
parame`tres de la re´partition, contre l’hypothe`se alte´rnative H1 : la variable
ale´atoire X n’a pas la function de re´partition F (x; θ1, ..., θk) avec l’erreur de
premier ordre ε. On a un e´chantillon de volume n de X et r intervalles, r > k.
On note par ni le nume´ro des valeurs de l’e´chantillon dans l’intervalle Ii et
par n′i = n · F
(
Ii; θ̂1, ..., θ̂k
)
, ou` θ̂1, ..., θ̂k sont des e´stimations pour θ1, ..., θk.
On calcule X2 =
r∑
j=1
(ni−n′i)
2
n′i
et on accepte H0 si X2 < χ2r−k−1 (1− ε), ou`
χ2r−k−1 (1− ε) est la centile de χ2 a` r − k − 1 degre´s de libe´rte´.
Si r − k − 1 est pair, on peut calculer la function de re´partition de χ2r−k−1
en utilisant (11). Donc on accepte H0 si F r−k−1
2
, 1
2
(
X2
)
< 1− ε.
4. Conclusions
Pour les re´gions de conﬁance l’erreur ε est maximale (elle peut eˆtre plus
petite que ε). Dans le cas de k parame`tres on doit re´soudre un syste`me de k
ine´quations.
Pour les tests on calcule la function de re´partition (s’il est possible) pour la
statistique et on compare cette valeur avec l’ordre de centile.
Ces conside´rations peuvent aider le programmateur a` fair des programmes
pour re´soudre des problems de statistique. On doit choisir si on utilise l’ine´galite´
de Che´bychev ou les tables des centiles (si le syste`me est trop diﬃcile a`
re´soudre, on utilise les centiles).
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