We study a single-product assembly system in which the final product is assembled to order whereas the components (subassemblies) are built to stock. Customer demand follows a Poisson process, and replenishment lead times for each component are independent and identically distributed random variables. For any given base-stock policy, the exact performance analysis reduces to the evaluation of a set of M/G/ queues with a common arrival stream. We show that unlike the standard M/G/ queueing system, lead time (service time) variability degrades performance in this assembly system. We also show that it is desirable to keep higher base-stock levels for components with longer mean lead times (and lower unit costs). We derive easy-to-compute performance bounds and use them as surrogates for the performance measures in several optimization problems that seek the best trade-off between inventory and customer service. Greedy-type algorithms are developed to solve the surrogate problems. Numerical examples indicate that these algorithms provide efficient solutions and valuable insights to the optimal inventory/service trade-off in the original problems.
INTRODUCTION
An assemble-to-order (ATO) system is an important business model in managing a wide-ranging class of supply chains. Perhaps the best way to understand and appreciate an ATO system is to consider the manufacturing and distribution of PCs (personal computers). A PC is a complex machine, built with hundreds of components. A PC company typically offers several lines of product, with each allowing dozens if not hundreds of "features" from which customers can select when placing an orderdifferent combinations of CPU, memory, hard drive, and other components and peripherals (CD ROM, sound card, modem, monitor, keyboard, printer, etc) . Whereas each of these components takes a substantial lead time to build, the time it takes to assemble all the components into a PC, following a specific customer order, takes virtually no timeprovided all the components are available. Hence, managing the component inventory is of critical importance to the business: The stockout of any component will delay order fulfillment, whereas excess inventory could easily wipe out the firm's profit margin and diminish its competitive edge.
The objective of this paper is to address the optimal trade-off between inventory and service in an ATO system with m different components and a single end product. We assume that customer demand for the product arrives at the system following a stationary Poisson process. The replenishment lead times for each component are i.i.d. (independent and identically distributed) random variables. An independent base-stock (or one-for-one replenishment) policy is followed to control each component's inventory. We study two optimization problems to determine the optimal component base-stock levels. One problem is to minimize the expected number of backorders subject to an upper limit on the total component inventory investment. The other is to minimize the average component inventory subject to a fill-rate requirement for customer orders.
In the literature, studies of ATO systems mostly focus on base-stock control. This focus is appropriate in two regards. First, it is a well-studied policy with many familiar properties (e.g., Clark and Scarf 1960 , Federgruen and Zipkin 1986 , Glasserman 1997 , Glasserman and Wang 1998 , Rosling 1989 . Second and more importantly, a base-stock policy provides a benchmark on how much inventory is needed to provide a certain service level. In this sense it sharpens the focus on the higher-level business issue of inventory/service trade-off, without getting into operational issues such as order sizes. (An exception is Song (2000) , in which the R nQ policy is considered for systems with constant lead times. However, the key point in that paper is that under certain general conditions, the analysis of the general reorder-point, order-quantity system reduces to that of the base-stock systems.)
Beyond this common focus on base-stock control, the studies differ quite substantially in the detailed modeling assumptions and approaches. One body of work considers periodic-review (discrete-time) models and assumes multivariate normal distributions for demand and constant lead times for component replenishment. See, for example, 890 / Song and Yao Agrawal and Cohen (2001) and Zhang (1997) , and the references therein.
Another body of work, which is more closely related to this study, focuses on continuous-review models and assumes multivariate (compound) Poisson demand process. Several papers employ different component supply submodels than the one used in this paper. For systems with deterministic lead times, Song (1998 Song ( , 2002 develops exact and approximate performance evaluation procedures that are computationally efficient. In Song et al. (1999) the supply system of each component is modeled as an independent production facility with a single exponential processor and a finite buffer, an M/M/1/c queue. An exact performance analysis is carried out using matrix-geometric techniques. Glasserman and Wang (1998) model the supply system as a set of M/G/1 queues (G/G/1 queues for the single-product case) driven by a common demand stream, focusing on the delivery time and inventory tradeoff. Based on the large deviations approach, a linear relationship between delivery time and inventory is established in the limiting sense of high fill rates. Wang (1999) further applies this asymptotic result in an optimization problem to minimize average inventory holding cost with a constraint on the order fill rate within a time window.
In contrast to modeling the component supply systems as single-server queues, here we use an infinite-server model; in particular, we treat the lead times for each component as i.i.d. (which includes the constant lead time model as a special case). Effectively, we are assuming an uncapacitated supply mechanism, or simply aggregating the queueing and processing delays of a replenishment order into a single piece, the lead time. This is appropriate when the supply sources are exogenous, and is a commonly used model in the inventory literature; see, e.g., Sherbrooke (1992) and Chapter 7 in Zipkin (2000) . Cheung and Hausman (1995) and Gallien and Wein (2001) also assume i.i.d. component lead times in the ATO context. However, they differ from our work in other aspects. For example, order synchronization is assumed in Gallien and Wein. That is, the replenishments of all components triggered by the same customer demand are later assembled into the same final product. Hence, effectively, there is only a single lead time, the one that corresponds to the longest component lead time. Cheung and Hausman (1995) use a combination of order synchronization and disaggregation in their analysis.
We assume no order synchronization in this paper, and our starting point is a direct, exact analysis.
Because each demand requires the simultaneous availability of several components, the correlation of demand at the component level is a central issue in analyzing ATO systems. As we shall see in Proposition 1, evaluating basic performance measures such as the back-order and the fill rates is a computationally hard problem, due to the "curse of dimensionality:" The underlying (joint) probability distribution from which the performance measures are computed involves 2 m − 1 factors, with m being the number of components and each factor representing the status of a subset of components. To overcome this difficulty, our approach is to (a) develop upper and lower bounds, which are easily computable, for the performance measures; (b) use the bounds as surrogates in the optimization problems; and (c) find effective solution procedures to solve the surrogate optimization problems. Numerical studies indicate that solutions to the surrogate problems via upper/lower bounds are in most cases optimal or near optimal (as verified by detailed simulation).
Some of our bounds are similar to those in Xu and Li (2000) in that they are also based on notions such as association and stochastic orders. The difference is that while Xu and Li is concerned with the comparison between different types of customer orders, our results here relate the computationally unwieldy system with random lead times to the tractable system with constant lead times, in terms of performance bounds. Some of our bounding techniques and the idea of using the bounds as surrogate objectives can be traced to Connors and Yao (1996) , although the application context is quite different. The inventory/service trade-off, in the context of supply networks recently studied in Ettl et al. (2000) is quite similar to the stated objective of this paper; however, our focus on ATO systems and the detailed technical treatment here are new.
The rest of the paper is organized as follows. In §2 we present the model details and the main performance measures of interest and derive the joint distribution of outstanding component orders. In §3 we analyze the qualitative effect of lead-time variability and base-stock levels on system performance, and derive upper and lower bounds for the main performance measures. These bounds are used as surrogates in the optimization models in §4 and §5 which, respectively, minimize the number of back orders subject to an upper limit on inventory investment and minimize inventory subject to a fill-rate requirement. In both sections, we develop greedy-type algorithms to obtain solutions and, wherever applicable, prove their optimality. Numerical examples are illustrated in §6, where several observations on the optimal inventory/service trade-off are also discussed.
MODEL DETAILS AND PERFORMANCE MEASURES
Let = 1 2 m denote the set of all component indices. The end product consists of exactly one unit of each component in . (If the end product requires multiples of one component, we can simply redefine the unit of that component, and adjust accordingly the lead time for producing the unit.) Demand for the product arrives according to a Poisson process A t t 0 , with rate . Demands are filled on a first-come-first-served (FCFS) basis. If there is positive on-hand inventory for all components upon a demand arrival, the demand is filled immediately. In other words, we assume that the time to assemble the components into the end product is negligible. On the other hand, if there is a stockout at one or more of the component inventories upon the demand arrival, then the demand is backlogged until the stockout components become available.
Let G i be the common cumulative distribution of the replenishment lead times of component i, and let L i denote the generic random variable with distribution G i and mean E L i = i . Denote G i = 1 − G i . Assume the lead times are independent among the components; that is, L i is independent of L j for any i = j.
We control the inventory of each component by an independent base-stock policy, with s i = the base-stock level for component i
That is, at each demand arrival epoch, if the inventory position (i.e., the on-hand inventory plus on-order position minus backorders) of component i is less than s i , then order up to s i ; otherwise, do not order.
Since the final product consists of a single unit of each component, the base-stock policy implies that every demand will trigger a replenishment order of one unit of each component, regardless of whether or not there is a stockout at the component inventory. Therefore, the outstanding orders for each component i at any time t, denoted X i t , is equal to the number of jobs in service in an M/G i / queue, for i = 1 m. Note that the m queues are driven by a common Poisson arrival process A t , and hence are not independent.
For any given time t, the performance measures of interest are:
I i t = inventory on hand of component i at time t = s i − X i t + ; B i t = number of backorders of component i at time t = X i t − s i + ; B t = number of backordered demand (for the final product) at time t; where x + = max 0 x . Note that from the FCFS rule, we have
, and B be the corresponding steady-state limits of the abovementioned random variables. Then,
We are also interested in the following order-fulfillment service measures: f i = fill rate of component i = the probability of immediately satisfying a demand for component i, f = order fill rate = probability that a demand of the final product is filled immediately.
Due to the property that Poisson Arrivals See Time Average (e.g., Wolff 1989), we have
From standard queuing results, the marginal distribution of X i follows a Poisson distribution with mean i = E L i , which depends on the lead time distribution G i only through its mean. This implies that the higher moments of the lead time (variance in particular) do not affect the component-based performance f i , I i , and B i . This is no longer true, however, for the joint distribution of X i i = 1 m , as we shall see later. The higher moments of lead times do affect product-based performance measures f and B.
Throughout the paper, we shall use N a to denote a Poisson random variable with parameter (mean) a, along with the following notation:
p n a = P N a = n = a n n! e −a P n a = P N a n = n k=0 p k a P n a = P N a > n = 1 − P n a .
we can express the component-based performance measures as follows (see, e.g., Chapter 6 in Zipkin 2000):
Next, we study the joint distribution of the on-order positions X 1 t X m t . For ease of exposition, we start with a system of two components, i.e., m = 2. Let N 0 t denote the number of those orders (jobs) that have arrived in 0 t and are still in service at both queues. Let N 1 t [resp. N 2 t ] denote the number of those orders that have arrived in 0 t and are still in service at Queue 1 [resp., Queue 2], but not at Queue 2 [resp., Queue 1]. Hence, at time t, there are
jobs (outstanding orders) in queue i, i = 1 2. Consider a given t > 0. Suppose A t = n. Then, it is well known (e.g., Ross 1996) that the n (unordered) arrivals follow an i.i.d. uniform distribution in 0 t , and that N 0 t N 1 t N 2 t follows a multinomial distribution with the following probabilities:
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(Note that 1/t is the uniform density over 0 t .) Hence, we have,
This result indicates that although X 1 t and X 2 t are driven by a common arrival process, the three underlying random variables N i t i = 0 1 2 have independent Poisson distributions with parameters tp i t , i = 0 1 2, respectively. Thus, X 1 t and X 2 t are correlated only because they share a common N 0 t . Now the joint distribution of X 1 t and X 2 t can be expressed through the distributions of N i t i = 0 1 2. Let
Thus, due to the special relationship between X i t and N i t N 0 t , for i = 1 2, all the performance measures of interest can be calculated by first conditioning on N 0 t and then making use of the independence of N 1 t and N 2 t .
For the steady-state performance, denote
Letting t → in (8), and writing N i = lim t→ N i t for i = 0 1 2, we have
Thus, N i , i = 0 1 2, are independent Poisson random variables with parameters i , i = 0 1 2, respectively. From (7) this leads to the steady-state limit of X 1 t X 2 t , denoted X 1 X 2 :
Thus, X 1 and X 2 are correlated through a common random component N 0 . The above analysis extends readily to m > 2. In particular, we have
m, X i can be expressed as the sum of 2 m−1 independent Poisson random variables as follows:
Here, N S , S ⊂ is the number of jobs (in steady state) that are still in process with the queues k ∈ S but have been completed with the queues j ∈ \S.
Note that the above proposition holds even when the component lead times are dependent (in which case, use the joint lead time distribution in deriving the probabilities p i t ); refer to Falin (1994) .
For simplicity and without loss of generality, throughout the rest of the paper we shall assume that = 1.
In principle, all the performance measures can be exactly evaluated based on the independent Poisson random variables involved in the joint distribution of X 1 X m , as per Proposition 1. However, there are 2 m − 1 such Poisson random variables. Hence, the exponential growth (w.r.t. m) of the number of factors involved in the joint distribution can easily render any exact performance evaluation impractical for systems with a modestly large number of components.
An exception is the special case of deterministic lead times, i.e., L i ≡ i for all i. Without loss of generality, assume 1 < 2 < · · · < m . Then, it can be verified that
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where N 1 N 2 N m are independent Poisson random variables. Thus, in the deterministic lead times case there are only m independent Poisson random variables involved, as opposed to 2 m − 1 in the case of random lead times.
PERFORMANCE ANALYSIS

Lead Time Variability
First, we investigate the effect on system performance as the lead-time variability decreases. To do so, we compare two systems: the original system with lead time L i , and another system with lead time
and that L i is more variable than L i in the sense of the "increasing convex ordering," denoted L i icx L i (see, e.g., Shaked and Shanthikumar 1994) , i.e.,
holds for any x 0. Here, G i and H i denote the distribution functions of L i and L i , respectively; and
The following inequalities hold (refer to the proof in the Appendix) for the original system and the new system with less variable lead times (denoted with a tilde):
for any x 1 x m (vector of nonnegative integers). The inequality in (14) indicates that X 1 X m dominates (i.e., is larger than) X 1 X m in the lower orthant ordering, whereas the inequality in (15) indicates that X 1 X m is dominated by (i.e., smaller than) X 1 X m in the upper orthant ordering. Refer to, e.g., Shaked and Shanthikumar (1994) .
Let f andf denote the fill rates at the two systems. We have, directly from (14) and (3),
Let B and B denote the number of backorders in the two systems in steady state. Then, from the lower orthant ordering in (14), for any positive integer x we have
That is,
To summarize, we have 
Base-Stock Levels
Next we discuss how the base-stock levels affect performance. From Equations (1) and (2) Ross 1996, Shaked and ; and convex is in the sense of strong stochastic convexity as defined in Shanthikumar and Yao 1991a.) Consequently, these properties apply to E B i , i = 1 m, and to E B .
The properties in the above proposition are useful in solving optimal inventory/service trade-off problems. Let c i be the unit cost of component i. One common formulation is the following (see, e.g., Sherbrooke 1992) :
where C is a given positive number representing the limit on the total inventory budget. (Note that in most industrial applications, inventory budget applies to safety stock only. Since the base-stock level can be expressed as the sum of WIP and safety stock, and the WIP part is a constant, the above formulation is consistent with practice.) Another useful property in solving the optimization problem in (18) 
If c i c j for some i < j, then the optimal solution to (18) must satisfy s i s j .
Despite its deceivingly simple form and the above properties, the problem in (18) is in general intractable because evaluating E B is computationally hard, as discussed in the last section. Below, we develop upper and lower bounds of E B that are easily computable, and use these bounds as surrogates in the optimization problem.
Bounds
As we have demonstrated in §2, there is a qualitative difference in complexity in evaluating systems with random lead times versus systems with constant lead times: The former involves an exponential number of (independent) Poisson distributions, the latter, a linear number. This motivates 894 / Song and Yao us to use the latter to approximate the former. We shall refer to the system with random lead times as System-r and the system with deterministic lead times as System-d. For each component, the two systems have the same value of mean lead times. To differentiate the two systems, from now on we shall use superscripts r and d for the performance measures of Systems-r and -d, respectively.
Note that System-d corresponds to a system with no lead time variability. In fact, L i icx i . Applying Proposition 2 along with (2), we have the following relations between the backorders in System-r and System-d (where
where the second inequality follows from Jensen's inequality (noticing that max is a convex function), and the last equality takes into account that the marginal distributions (for both Systems-r and -d) are equal to N i , for i = 1 m. So, the expected backorders in System-d forms a lower bound for the expected backorders in System-r. Both values also have a common lower bound which is the maximum component-based expected backorders.
To develop an upper bound for E B r , we make use of a simple inequality due first to Lai and Robbins (1976) (to the best of our knowledge). For any set of real values
for any real value . Because is arbitrary in (22), we can minimize the right-hand side with respect to to obtain the best possible bound (among bounds with this form). Therefore, applying this to (2) we have
Let us examine the right-hand side above more closely. Write
Hence, the minimal value of g must be obtained at 0.
When 0, it is easy to verify that
Thus, we have a slightly simplified upper bound:
Proposition 5. For the expected backorders E B in an ATO system with random lead times, we have the lower bounds in (20) and (21) and the upper bound in (23).
BACK-ORDER MINIMIZATION WITH INVENTORY CONSTRAINT
This section focuses on solving the Optimization Problem (18). Because the objective function E B r is difficult to evaluate, we replace it by bounds developed in the last section.
The Lower-Bound Problem
We first consider the problem in (18), with the objective function, E B r , replaced by its lower bound in (21). Denote
The resulting optimization problem is:
This problem can be solved by a greedy algorithm, which at each step adds one unit to the base-stock level for the component i that has the largest average backorders b i s i , as long as the budget allows. Since b i s i is decreasing in s i , this will reduce the largest component under the max operator and hence reduce the objective value. (On the other hand, increasing the base-stock level at any other component has no effect on the objective value.) The algorithm is summarized below:
Algorithm A1
Step 0. For i = 1 m, set In the Appendix we will show: Proposition 6. Algorithm A1 generates the optimal solution to the problem in (25).
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The Upper-Bound Problem
With the upper bound in (23) replacing the objective function in (18), and making use of (24), we obtain the following minimization problem:
Here, is also a decision variable, in addition to s i , i = 1 m. Because is part of the argument of b i · , we shall treat it as an integer too, just like s i . Note that we only need to consider > 0, following the analysis in §3.3.
The objective function in (26) is separable and convex in s i (since b i · is a convex function). It is also convex in . For any given , the problem is a bin-packing problem. We propose to use a marginal allocation algorithm to generate a heuristic solution s * , which at each step gives one unit of C to the index i that incurs the largest decrease in the objective function proportional to the amount of capacity used. Write
Note that s * is the optimal solution if c i are the same across i, i.e., s * = arg min s u s . In this case, we can show (see the Appendix) that u is convex in . Thus, we can use a simple line search method to find the optimal * that minimizes u : Start from = 0; increase one unit at a time; and stop whenever u + 1 u . We propose the same procedure as a heuristic for the general case with different c i s.
For any nonnegative integer n, denote
Because b i · is decreasing convex, b i · is nonpositive and nondecreasing.
Algorithm A2
Step 0.
Step 2. If R c i * , set s i * ← s i * + 1. Otherwise, update:
Step 3. Repeat Steps 1 and 2 until = . Write the objective value as u .
Step 4. Set ← + 1; repeat Steps 1 through 3 to evaluate u + 1 .
Step 5. 
Deterministic Lead Times
Here we focus on the system with deterministic lead times (denoted by a superscript d, as before). We want to solve the following problem:
Note that the lower-and upper-bound problems presented in the previous subsections apply here as well. From (20) we know that E B d is also a lower bound on E B r . In fact, it is a tighter lower bound than (21). So, one may solve (28) and use the optimal solution of this deterministic lead time problem as a heuristic solution of the original random lead time problem. (We consider (21) because it is simpler; only marginal distributions are involved.) Song (2002) shows that there is a recursive procedure which leads to a closed-form expression for
Let e i denote the ith unit vector, i = 1 m, and for any j define Note that l j is a lead time vector that has equal entries for components j through m. So, l m = l, and l 1 is a lead time vector with equal entries. Denote by E B d x l the expected number of backorders in a system with base-stock level x i and lead time i for item i, i = 1 m. When
The Recursive Procedure (29) reduces the general problem with different lead times to a problem with equal lead times in m − 1 steps, at which point the simple Formula (30) applies. For example, in a two-item system with base-stock vector s and lead time vector l the procedure yields the following expression:
Using the formulas above, one can readily evaluate E B d for any given s. In the following we present a greedy algorithm, which at each step gives one unit of C to the queue i that achieves the maximal proportional reduction in E B d value. The algorithm is summarized below:
Algorithm A3
Step 0. Set
Step 2. If R c i * , update:
Step 3. Repeat Steps 1 and 2 until S = .
For small-size problems (in terms of m and C), the optimal solution to the problem in (28) can be generated by complete enumeration. In our numerical experiments the solutions generated by the greedy heuristic in Algorithm A3 coincide with complete enumeration in most cases, although exceptions do exist.
INVENTORY MINIMIZATION WITH A FILL-RATE CONSTRAINT
In this section we study the problem of minimizing the total inventory cost over all m components, subject to a required fill rate, (e.g., = 95%). Let h i be the unit inventory holding cost at queue i; then the problem is
Clearly, the objective function is increasing and convex, as well as separable, in s i .
Note that whereas f r is computationally intractable, it has the following lower bound:
To justify the above inequality, note that for each i, X i can be expressed as a sum of independent Poisson random variables. Therefore, X r 1 X r m are associated random variables, and hence the above inequality. (Refer to Shaked and Shanthikumar 1994 . Also refer to Song (1998) for a similar result.)
Hence, replace f r by its lower bound in (31), and taking logarithms on both sides of the constraint, we have:
Note that P s i i is increasing in s i ; and when s i i , it is also concave in s i . (When s i = i , P s i i is about 1/2, following a normal approximation. Hence, for moderately high fill rate , s i i is the right range to focus on.) Because an increasing and concave function is log-concave, the left-hand side of the constraint in (32) is decreasing and convex, as well as separable, in s i .
Therefore, (32) is a separable convex programming problem which can be solved via a greedy algorithm as follows. From (5) and (6), we have
Thus, the problem can be rewritten as
Note that increasing s i to s i + 1 increases the objective function by: h i P s i i ; whereas it decreases the left-hand side of the constraint by log P s i i − log P s i − 1 i . The greedy algorithm below favors-at each step when s i , for some i, is increased-a small increase in the objective value and a large decrease in the left-hand side of the constraint.
Algorithm A4
• For i = 1 m, set s i = i .
• Identify i * = arg min h i P s i i log P s i i − log P s i − 1 i and set s i * ← s i * + 1.
• Repeat the above until the constraint in (34) is satisfied. Now consider the special case of deterministic lead times. Because the objective function in (34) is separable (i.e., only the marginal distributions are used) it remains unchanged when the lead times are deterministic. As to the constraint, an exact evaluation of f d is tractable. In fact, assuming 1 < 2 < · · · < m and using (12), we have 
where for i 2,
In principle, we can evaluate the increase of the above when s i , for some i, is increased by one unit, and divide this incremental increase by the incremental increase in the objective function, h i P s i i , and use this ratio to identify i * , which corresponds to the largest such ratio. The downside is that computing the incremental increase of f d from (35) is significantly harder than evaluating log P s i i − log P s i − 1 i . Furthermore, although we deal with the exact constraint, the optimality of the greedy scheme is not guaranteed, as (35) is nonseparable, and it is difficult to tell what properties it possesses with respect to s i m i=1 . Therefore, even in the case of deterministic lead times there are still advantages in using the lower-bound constraint. Thus, the mean lead times are the same in all cases, but the variances are different. Table 1 compares the lower-and upper-bound approaches to the backorder minimization problem. We focus on the case in which c i = 1 for all i. Recall that in this setting both greedy Algorithms A1 and A2 generate the optimal solution for the corresponding surrogate problems. Also recall that both bounds use the marginal distributions of the outstanding orders X i , i = 1 2 3 4. Therefore, the bounds apply to any lead times, random or deterministic. In Table 1 , we first report the solutions (base-stock levels) generated by the two approaches for four values of the inventory budget constraint C. We then report the simulated expected backorders E B using these base-stock policies. That is, we evaluate the objective function of the original problem at the solutions generated by the surrogate problems. The simulation results are based on 1,000 regenerative cycles. The confidence intervals are within the 4th decimal place. The highlighted numbers indicate the smaller value of the optimal objective values. From these examples we observe that the upper-bound approach always dominates the lower-bound approach. This observation remains true for our other experiments with equal c i , of which Table 1 is a sample. Also, we do observe that the value of E B increases as the lead time becomes more variable across the systems, as stated in Proposition 2. Table 2 compares the results from solving Problem (28) (i.e., System-d) with those from using the lower-and upper-bound approaches. Again, we set c i = 1 for all i. For System-d we use Algorithm A3, the greedy method to solve Problem (28). Similar to Table 1 , we evaluate each approach through simulating the E B value corresponding to the solution generated. We also compare these against the optimal solution of the original problem generated by complete enumeration. The highlighted numbers indicate the optimal objective values for each system; the corresponding solutions are the respective optimal policies. In most cases, the optimal solution coincides with those generated by Algorithm A2 (the upper-bound approach) or Algorithm A3 (the System-d approach), whichever gives a lower E B r . For example, in Table 2 , C = 40, the complete enumeration shows that the solution generated by Algorithm A3 is optimal for systems with deterministic lead time, while the solution generated by Algorithm A2 is optimal for systems with other lead time distributions. However, exceptions do exist, as in Table 2 , C = 15. Here, Algorithm A3 generates a solution 1 3 4 7 . While the complete enumeration confirms that this is in fact optimal for the deterministic-lead time system, a different solution, 1 2 5 7 , turns out to be optimal for systems with other 898 / Song and Yao Table 2 .
NUMERICAL EXAMPLES
Solution comparison: Algorithms for minimizing backorders. E L = 1 2 3 4 , = 2, c = 1 1 1 1 . Note: Greedy-d: Greedy method for min E B d ); Algorithm A3. Lower Bound: Greedy method for min max E B i )}; Algorithm A1. Upper Bound: Greedy method for min u a s ; Algorithm A2. Optimal: Highlighted numbers; complete enumeration. * This value corresponds to the solution (1,3,4,7), generated by enumeration, as well as A3.
lead time distributions. Indeed, evaluating 1 2 5 7 in the deterministic-lead time system we see a slightly higher objective value, 2 6193, than the optimal value 2 6152 of solution 1 3 4 7 . Table 3 repeats the experiment in Table 2 for a case of different component costs: c 1 = 1 c 2 = 2 c 3 = 1 c 4 = 3. When the c i s are different, Algorithm A3 appears to be the most effective. Indeed, in almost all examples we have tried, the optimal solutions obtained through complete enumeration (highlighted in the table) coincide with those generated from Algorithm A3. Unlike the case of equal c i s, the lower-bound approach (A1) appears to be more effective than the upper-bound approach (A2) here. This is perhaps due to the fact that in this case Algorithm A2 is no longer guaranteed to be optimal for the upper-bound problem.
It is worth mentioning that it takes only a few seconds to generate all the greedy solutions reported here, but it takes as long as 30 minutes to an hour to just evaluate the objective value of each solution via simulation. Figure 1 summarizes the optimal inventory and service trade-off in systems with different lead times, using the data Figure 1 .
Optimal inventory-service trade-off: Backorders. Table 3 . Here, "inventory" is represented by the component inventory budget C, and "service" is represented by the minimum average product backorders that can be achieved within budget limit C. (Note that according to Little's law, the average number of backorders is proportional to the average delay before the order can be filled.) It is interesting to observe the following: (a) the shape of the optimal trade-off curve is rather insensitive to lead time distributions; and (b) the curve is nearly linear, which implies that the average backorders (or equivalently, the average customer waiting time) improves at a nearly constant rate as the inventory budget increases. Furthermore, to determine the rate of improvement, based on (a), we can use System-d (deterministic lead times), for which the solutions are easily generated by the greedy Algorithm A3. Table 4 illustrates the effectiveness of Algorithm A4 for the optimization problem with service constraint. It presents the solutions and the objective values of the surrogate problem corresponding to different values of the service level . It also reports the corresponding order fill rates and component fill rates in the original system. The order fill rates for systems with random lead times are evaluated by simulation. The other values are from exact computation. As the numbers show, the order fill rates are much lower than the component fill rates. Recall that the lower bound of order fill rate is the product of the component fill rates, which is used in Algorithm A4. Note that this lowerbound approach is rather conservative, in the sense that its solution usually results in an order fill rate (in the original system) that is substantially higher than the required service level. Therefore, the solutions of Algorithm A4 are likely to be suboptimal and Table 4 provides some examples in this regard. Here, we focus on Erlang-2 lead times. For each service level, the table shows the best solution (obtained from a search around the solution generated by Note: Greedy-A1: Greedy method for the lower bound min{u(a,s)}; Algorithm A2. Greedy-A2: Greedy method for the lower bound problem min max E Bi )}; Algorithm A1. Greedy-A3: Greedy method for min E B ) in the deterministic lead time system; Algorithm A3. Optimal: The highlighted numbers; complete enumeration.
Algorithm A4). For reference, the table also reports the lower bound, the item fill rates, and the order fill rates under other lead time distributions, using the best solution under Erlang-2 lead times. Note: The shaded area reports the optimal solution for the system with Erlang-2 lead times.
Note, however, that Algorithm A4 has considerable advantage in computation time. The solutions reported here only take a few seconds to generate. Therefore, it can be used to quickly generate an initial solution, followed by a neighborhood search to find the best solution, as done in Table 4 . Figure 2 shows the minimum inventory holding costs corresponding to several service-level (fill rate) requirements, using the optimal solution for the Erlang-2 case reported in Table 4 . Observe that as the service level increases, the optimal inventory cost increases at an increasing rate. For each service-level requirement, we also plot the corresponding objective value generated by Algorithm A4. Obviously, this curve is a lower bound of the true optimal trade-off curve. However, it follows quite closely the rate of change in the optimal curve.
CONCLUDING REMARKS
In this study we have carried out an exact performance analysis of a single-product ATO system under base-stock control and with i.i.d. component lead times. The results shed light on how system parameters affect performance, and also lead to performance bounds that are easy to compute. Several optimization models are developed based on these performance bounds. Greedy-type algorithms are shown to be effective in generating solutions to the optimal inventory-service trade off. The extension to systems with multiple products turns out to be far from routine. New approaches are needed for both performance analysis and optimization. These will be the focus of our follow-up studies.
APPENDIX
Proof of Proposition 2. From the discussions preceding Proposition 2, we know it suffices to show the inequality in (14). For ease of exposition, we focus on the case of m = 2; the argument below extends readily to the general case. We shall use the same notation as in §2, and use "tilde" to denote the new system with reduced lead time variability.
First note that the inequality in (13) becomes an equality when x = 0 as both sides are equal to i . So, we have, for any x 0,
Making use of the above, along with integration by parts, we have
Here, inequality follows from (36), since dG 1 x 0, and the second inequality is similarly established as the first one.
Hence, letting =˜ 0 − 0 0, and taking into account
we can write
This leads to
All Poisson random variables involved in each of the summations above are independent of one another; N denotes an independent replica of N , whereas without the "hat", N 0 for instance, which appears in both X 1 and X 2 , denotes the same random variable. On the other hand, for the new system, we have
Comparing X 1 X 2 and X 1 X 2 , we note that the only difference is that the N term is the common random variable in both X 1 and X 2 , whereas in the original system, it becomes two independent replicas. Now, since
conditioning on the other independent Poisson random variables (i.e., other than those associated with ), we have:
for any x 1 and x 2 (nonnegative integers). A similar argument may be used to show (15). In both cases, the proof hinges on the fact that in the tilde system probability is moved from the individual component to the Consider two generic discrete random variables, X 1 and X 2 , which are not necessarily independent. Following Shanthikumar and Yao (1991b), X 1 and X 2 satisfy the (joint) likelihood ratio ordering, denoted X 1 lr j X 2 , if
for any x 1 x 2 . In Shanthikumar and Yao (1991b) , it is shown that this ordering is preserved by the class of bivariate functions g x 1 x 2 that satisfy
for any g x 1 x 2 that satisfies (38). From the analysis in §2, we can write
where = 2 − 1 = 2 − 1 . Recall that N 1 is an independent replica of N 1 ; and N 0 N 1 N 1 N 2 are all independent. Consider x 1 x 2 . We have
where the inequality can be directly verified from the Poisson distribution. In fact, after canceling out common terms on both sides, the inequality is reduced to the following:
which obviously holds, following x 1 x 2 . Hence, unconditioning, we get
That is, X 1 lr j X 2 . Now, similar to the equation in (20), we can write In fact, the g function above belongs to the class of functions that preserves the arrangement ordering (Shaked and Yao 1991b) , which is essentially a pairwise ordering. Hence, no generality is lost in our argument above focusing on the case of m = 2. More specifically, when there are m > 2 components, we only need to focus on two of them, say, X 1 and X 2 ; and the above argument will go through by conditioning on all the other Poisson variables not involved in X 1 and X 2 .
Proof of Proposition 6. Suppose s * = s * 1 s * m is an optimal solution to the problem in (25) . From the optimality of s * , we also have the reversed inequality. Thus, the two values must be equal, that is, s and s * have the same objective value, implying that s is optimal. Now suppose that there exists some i such that s i < s * i . For simplicity, suppose i = 1. Then, we need to consider two possibilities: Case 1. There exists some j > 1 such that s j > s * j . For simplicity, suppose j = 2. Recall that Algorithm A1 increases the base-stock levels one unit at a time. Assume we reached s 2 from s 2 − 1 in step n for some n. Then at step n − 1 the solution is of the form s 1 s 2 − 1 s 3 s m where s i s i for i = 2. By the construction of the algorithm, we must have b 2 s 2 − 1 = max b 2 s 2 − 1 b i s i i = 2 . Moreover, due to the decreasing property of b i · , we have Proof of Proposition 7. Since we only consider the case with equal c i s here, without loss of generality we assume c i = 1 for all i. Due to the monotonicity of b i · , the budget constraint must be tight at optimality. Choose any and C, and let s C = s 1 s m be the optimal allocation corresponding to and C. Accordingly, we can write We show below that the allocation s 1 − 1 s m − 1 is optimal with respect to +1 and the first C = C −m units of the total budget C. Clearly, this is a feasible solution. (Note that if s i = 0, then s i − 1 = −1, and b i −1 = i + 1, following the first equality in (24). It is also worth noting that in principle the greedy Algorithm A2 should start from sufficiently negative s i values. The choice of a zero initial solution in A2 is based on practicality, as negative basestock levels are not likely to be candidates for optimality in the kind of applications we are concerned with.) To argue that s 1 − 1 s m − 1 is optimal, use contradiction. If it is not optimal, suppose s 1 − 1 s m − 1 is optimal instead. Then, we must have Recall that b i · is nondecreasing. So, for any fixed C, u C is nondecreasing in , implying that u C is convex.
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