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Abstract
We propose a semiparametric Bayesian local functional model (BFM) for the analysis of multiple
diffusion properties (e.g., fractional anisotropy) along white matter fiber bundles with a set of
covariates of interest, such as age and gender. BFM accounts for heterogeneity in the shape of the
fiber bundle diffusion properties among subjects, while allowing the impact of the covariates to
vary across subjects. A nonparametric Bayesian LPP2 prior facilitates global and local borrowings
of information among subjects, while an infinite factor model flexibly represents low-dimensional
structure. Local hypothesis testing and credible bands are developed to identify fiber segments,
along which multiple diffusion properties are significantly associated with covariates of interest,
while controlling for multiple comparisons. Moreover, BFM naturally group subjects into more
homogeneous clusters. Posterior computation proceeds via an efficient Markov chain Monte Carlo
algorithm. A simulation study is performed to evaluate the finite sample performance of BFM. We
apply BFM to investigate the development of white matter diffusivities along the splenium of the
corpus callosum tract and the right internal capsule tract in a clinical study of neurodevelopment in
new born infants.
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Diffusion tensor imaging (DTI) is a magnetic resonance imaging (MRI) technique that
measures the diffusion orientation of water molecules in tissue. The mobility of water
molecules is affected by the tissue properties of white matter fiber tracts, such as the density
of the fibers, the average fiber diameter, and the directionality of the fibers. In turn, the
information collected on the diffusion properties of water molecules provides the structural
organization of the white matter fiber tracts (Kubicki et al., 2007). The water diffusion
directions and magnitudes at each voxel in the brain can be described by a 3 × 3 symmetric
positive matrix, called a diffusion tensor (DT) (Basser et al., 1994a, 1994b). The degree of
diffusivity can be quantified by the three eigenvalue–eigenvector pairs of DT, and its related
parameters, such as fractional anisotropy (FA) (Hasan and Narayana, 2003; Hasan et al.,
2001; Pierpaoli and Basser, 1996; Zhu et al., 2006). A rich literature in neuroimaging has
been developed to analyze white matter fiber tract maturation and integrity via a set of water
diffusion parameters, such as FA and mean diffusivity (MD), used as biomarkers (Cascio et
al., 2007; Moseley, 2002; Mukherjee and McKinstry, 2006; Rollins, 2007).
Three major analytic approaches for grouping analysis of DTI data have been explored
including analyses based on region-of-interest (ROI), voxels, and fiber tracts (O’Donnell et
al., 2009; Smith et al., 2006; Snook et al., 2007; Stieltjes et al., 2001; Xue et al., 1999). The
region-of-interest (ROI) method (Bonekamp et al., 2008; Gilmore et al., 2008) suffers from
difficulties in identifying meaningful ROIs, particularly the long curved structures common
in fiber tracts, instability of statistical results, and the partial volume effect in relatively large
ROIs (Snook et al., 2007). Voxel based analysis (Camara et al., 2007; Chen et al., 2009;
Focke et al., 2008; Snook et al., 2005) suffers from issues of alignment quality and the
arbitrary choice of smoothing extent (Ashburner and Friston, 2000; Jones et al., 2005; Smith
et al., 2006; Van Hecke et al., 2009).
There is an extensive interest in the DTI literature in developing fiber tract based analysis of
diffusion properties (Goodlett et al., 2009; Goldsmith et al., 2011; O’Donnell et al., 2009;
Smith et al., 2006; Stieltjes et al., 2001; Xue et al., 1999; Yushkevich et al., 2008; Zhu et al.,
2010, 2011). Early tract based analyses simply average fiber tract profiles over multiple
subjects (Stieltjes et al., 2001; Xue et al., 1999). Recent tract based analyses consist of DTI
atlas building and a follow-up statistical analysis (Goodlett et al., 2009; Smith et al., 2006;
Zhu et al., 2010). DTI atlas building is primarily to establish DTI correspondence across all
DTI datasets from different subjects and to extract a set of individual DTI tracts (or
skeleton) with the same corresponding geometry but varying DT and diffusion properties.
For instance, in Smith et al. (2006), they developed a voxel based analysis framework to
construct local diffusion properties along the white matter skeleton, fitted pointwise linear
regression models, and performed pointwise hypothesis tests on the skeleton. This method
essentially ignores the functional nature of diffusion properties along the white matter
skeleton, and thus suffers from low statistical power in detecting interesting features and
exploring variability in functional data (Zhu et al., 2011). In Goodlett et al. (2009), they used
functional principal component analysis (fPCA) coupled with the Hotelling T2 statistic to
compare a univariate diffusion property, such as fractional anisotropy, across two (or more)
populations for a single hypothesis test per tract. Zhu et al. (2010, 2011) proposed a
multivariate varying coefficient model based on fPCA for the analysis of fiber bundle
multiple diffusion properties and their association with a set of covariates of interest such as
age. In Greven et al. (2010), they developed a functional mixed effects model as a
generalization of mixed effects models and fPCA for the analysis of longitudinal DTI fiber
tract data. So far, frequentist inference is the primary approach for making statistical
inferences in these statistical models for fiber tract based analysis of diffusion properties.
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Bayesian nonparametric models incorporate infinitely many parameters to flexibly model
uncertainty in an unknown random effects distribution P. A sparseness favoring approach
can be accomplished through the intrinsic Bayesian penalty for model complexity (Jeffreys
and Berger, 1992), which is aided through centering on a base Bayesian parametric model.
The Dirichlet process (DP) (Ferguson, 1973, 1974) provides a routinely used nonparametric
prior, allowing P to have an unknown discrete form that leads to global clustering of
subjects. This global clustering in which two subjects are either in the same cluster for all
their random effects or in completely distinct clusters ignores local differences among
subjects, motivating local partition process (LPP) priors (Dunson, 2009) that accommodate
simultaneous global and local clustering of subjects.
In this paper, we propose a new semiparametric Bayes approach to model the association
between multiple fiber bundle diffusion properties and covariates of interest. A multivariate
random coefficient model is developed to characterize heterogeneity in the shape of the fiber
bundle diffusion properties among subjects, while allowing the impact of covariates to vary
across subjects. We assume a nonparametric Bayesian LPP2 prior (Dunson, 2009) on the
distribution of the random coefficients to facilitate global and local borrowings of
information among subjects. We consider a sparse latent factor model to more flexibly
capture the within-subject correlation structure and assume a multiplicative gamma process
shrinkage prior on the factor loadings which allows introduction of infinitely many factors
(Bhattacharya and Dunson, 2011). We propose Bayesian local hypothesis testing to identify
fiber segments, where multiple diffusion properties are significantly associated with
covariates of interest, while controlling for multiple comparisons. We propose a Bayesian
credible band for the average effect of each covariate. Finally, we use the nonparametric
LPP2 prior to randomly cluster subjects via global and local clustering. Posterior
computation proceeds via an efficient Markov chain Monte Carlo (MCMC) algorithm using
slice sampling (Kalli et al., 2011; Papaspiliopoulos, 2008).
Methods and materials
This paper focuses on developing a semiparametric Bayesian local functional model
pipeline, deemed BFM, to assess the association between fiber bundle diffusion properties
and a set of covariates of interest (e.g., age). Before BFM, we use DTI atlas building
followed by atlas fiber tractography and fiber parametrization as described in Goodlett et al.
(2009) to extract DTI fibers and establish DTI fiber correspondence across all DTI datasets
from different subjects. We skip its description here for the sake of simplicity (Goodlett et
al., 2009; Zhu et al., 2010). After performing the DTI atlas building step, we obtain a set of
individual fiber tracts (or skeleton) with the same corresponding geometry but varying DTs
and diffusion properties. Subsequently, we run the analysis pipeline BFM including a
multivariate random varying coefficient model, a semiparametric Bayesian estimation
method, a Bayesian approach to construct credible bands, a Bayesian local hypothesis
testing procedure, and a Bayesian posterior cluster analysis procedure (Fig. 1). The
computational algorithm for BFM is developed by using Matlab.
Multivariate random coefficient model
Assume n subjects are measured along a fiber bundle over a grid of T points for M diffusion
properties (e.g. FA), denoted by {Yi(dt):i = 1,…,n,t = 1,…,T}, where Yi(dt) =
 is an M × 1 vector of diffusion properties for the ith subject,
dt ∈ [0,L] is the arc length of point t relative to a fixed end point of the fiber bundle, and L is
the arc length of this fiber bundle. For the ith subject, we relate the mth functional diffusion
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response (dt) to a set of K covariates via a multivariate random varying coefficient
model given by
(1)
where Xi =  is the design vector for the ith subject with xi = (xi1,⋯,xiK)’ being a K × 1
vector of covariates of interest, and  is a (K + 1) × 1 vector
of random coefficients for the mth diffusion property. The measurement error (dt) is
assumed to be drawn from a normal distribution with mean zero and standard deviation σm,t.
We model the random coefficient function (dt) by using a linear combination of
cubic B-spline basis functions bl(dt)s as follows:
(2)
where b(dt) = (b1(dt),…,bp(dt))’ is a p × 1 vector for B-spline basis functions and
’ is a p × 1 vector of random coefficients. Thus, model (1) can be
written as
(3)
where ’ and  are (K + 1)p × 1 vectors. Heterogeneity
in the fiber bundle diffusion properties is then controlled by the variation of , which are
usually treated as random effects and follow a specific parametric distribution. There is a
serious concern about the sensitivity of associated inferences to the choice of the random
effects distribution on the basis coefficients.
Let  be an M(K + 1)p × 1 vector, Bi = (Bi(d1),…,Bi(dT))’ be a T × (K +
1)p matrix, and Yi =  be an MT × 1 vector, where
 is a T × 1 vector for m = 1,…,M. The concantenated
representation of model (3) is given by
(4)
where NMT(0,Σ) is an MT × 1 Gaussian random vector with mean zero and covariance
matrix Σ = diag( ).
Infinite latent factor model
Given the massive dimensionality of the random effect vector ηi, it is important to favor
lower dimensional representations of the dependence structure to address the curse of
dimensionality. Instead of prespecifying a restrictive dependence structure, we follow the
approach of using a Bayesian factor model, which relates the random effects ηi to latent
factors θi through the following characterization
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where A is a (K + 1)pM × ∞ factor loading matrix and θi~N∞(0,I∞). For dimensionality
reduction, one would typically restrict the dimension of the latent factor vector θi to be
orders of magnitude less than that of ηi. However, following the motivation of Bhattacharya
and Dunson (2011), we bypass the challenging issue of selecting the number of factors by
incorporating infinitely many factors, while choosing a prior that favors the elements of A to
be increasingly shrunk to zero as the column index increases.
We obtain the within-subject correlation structure through projecting Yi as a linear
combination of the underlying ∞-dimensional latent random vector θi after denoising, via
(6)
where Bi(dt) = Xi⊗b(dt) and Bi = (Bi(d1),…,Bi(dT))T. The common factors θi explain the
within-subject dependence structure among the MT variables for each Yi.
Let Yif and  be, respectively, the fth component of Yi and the fth diagonal element of Σ.
Conditional on θi, Yif1 and Yif2 are uncorrelated for all f1 and f2∈{1,…,MT}. Marginalizing
over the distribution of θi, the covariance structure Ω of the data distribution Yi~NMT(0,Σ) is
induced as
Specifically, conditional on A and Σ, we have:
where (IM⊗BiA)f1 is the f1th row of (IM⊗BiA).
A constraint is usually specified on A to define a unique model free from identification
problems, since Ω is invariant under the transformations A*=AP for any semi-orthogonal
matrix P (PPT=I). The traditional full rank lower triangular constraint for identifiability
implicitly specifies order dependence among the responses (Geweke and Zhou, 1996). The
choice of ordering of the response variables is a modeling decision (Carvalho et al., 2008).
From the Bayesian perspective, we do not require identifiability of the loading elements in A
for a wide class of applications such as covariance matrix estimation. In our case, we specify
the multiplicative gamma process shrinkage prior, which will be given in Eq. (7), on a
parameter expanded loading matrix with redundant parameters. The induced prior on the
covariance matrix is invariant to ordering of the data. This shrinkage prior adaptively selects
a truncation of the infinite loadings to one having finite columns, which facilitates the
posterior computation and provides an accurate approximation to the infinite factor model.
Although FRATS (Zhu et al., 2010) and FADTTS (Zhu et al., 2011) have been proposed to
analyze the DTI fiber bundle datasets of multiple diffusion measures with a set of covariates
such as gender and gestational age, they assume identical effects of the covariates on the
Hua et al. Page 5













diffusion properties for all subjects. Our BFM developed here relaxes the assumption to
allow the subject specific functional covariate effects on the multiple diffusion outcome
functions. In addition, FRATS and FADTTS assume a covariate-free correlation structure
among the multiple diffusion properties. We introduce the random factors underlying the
subject specific covariate effects to allow the correlation structure among the multiple
diffusion measures to vary with the levels of the covariates along the fiber tracts. Moreover,
we specify an LPP2 prior on the distributions of the subject specific random factors to
produce a global and local clustering structure of the multiple diffusion trajectories across
the subjects.
Priors
We choose independent priors for A, θi, and Σ and develop an efficient Markov chain Monte
Carlo (MCMC) algorithm given in Appendix A for posterior computation. To remove the
redundant factors, we place the multiplicative gamma process shrinkage prior (Bhattacharya
and Dunson, 2011) on the factor loading matrix A to increasingly shrink the factor loadings
toward zero with the column index. This specification avoids the traditional drawback of
order dependence from the lower triangular constraint for identifiability. We use inverse
gamma priors on the diagonal elements of Σ. To allow a flexible latent clustering structure
among subjects, we specify an LPP2 prior (Dunson, 2009) on the distribution P of θi. Let
Ga(a,b) be a gamma distribution with scale a and shape b. Specifically, these priors are
given as follows:
(7)
where δl, l = 1,…,∞, are independent, τh is a global shrinkage parameter for the hth column,
and ϕghs are local shrinkage parameters for the elements in the hth column. When a2>1, the
τhs increase stochastically as the column index h increases, which means more shrinkage
favored over the columns of higher indices. The loading component specific prior precision
 allows shrinking the coefficients of the B-spline basis functions. The LPP2 prior
assumption specifies an ∞-dimensional central probability measure P0 as a prior guess, a
precision parameter α expressing confidence in the prior guess, and a hyperparameter γ
determining the overall allocation weight on the local family.
LPP2 prior
In modeling the multiple trajectories of diffusion measures over subjects, we are interested
in identifying the latent cluster structure of Yis among subjects, which can be induced by
specifying a nonparametric prior on the unknown distribution of the random factors θi.
Dirichlet process prior (Ferguson, 1973, 1974) is the routine approach to induce a sparse
representation of subjects. However, it has the drawback of global clustering, in which two
subjects are allocated to either an identical cluster or two different clusters. In DTI imaging
data analysis, it is common that two subjects have similar diffusion trajectories over the
major region of fiber bundles while having local deviations. Under the Dirichlet process,
either such subjects are inappropriately clustered together, obscuring local differences, or
allocated to separate clusters causing unnecessary computational burden. We used the LPP2
prior (Dunson, 2009) to model the unknown random effects distributions to facilitate both
global and local clustering of random effects. It relaxes the global clustering assumption of
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the widely-used Dirichlet process prior, while accomplishing sparseness for substantial gains
in computational efficiency.
After truncating the loadings matrix A to h* ⪡ (K + 1)pM columns, we assume the resulting
h*-dimensional random effects θi = (θi1,…,θih*)T ~ P with P unknown, i = 1,…,n. The LPP2
prior models P as a hybrid mixture distribution:
(8)
where δχ denotes a degenerate distribution with all its mass at χ, πψ1,…,ψh* is the
probability of θi = Θψ having the property that πψ1,…,ψh*≥0 and
The indicator zj~Ber(νj), j=1,…,h*, denotes the allocation to global clustering or local
clustering, taking the value of 1 for global clustering and 0 for local clustering. The hybrid
atom  is obtained by setting the jth element of Θψ equal to Θψj,j with ψj
= (1–zj,ϕj) and Θψj~P0 for ϕj∈{1,…,∞}, j = 1,…,h*, where P0 is a base distribution.
Let πh denote Pr(θij = Θghj), g = 0,1, h = 1,…,∞, j = 1,…,h*. Those random effects having zj
= 1 are assigned together to a component in the global family , while others
having zj = 0 are assigned to their own component in the local family . Let J0 =
{j:zj = 1} and J1 = {j:zj = 0}. Conditional on the values of z, we have
The allocation probability of θi = Θψ in Eq. (8) is then simply
The specification is completed by choosing the hyperpriors
where γ controls the overall weight on the local family, and α controls the overall number
of clusters. The LPP2 prior on the random effects distribution P is denoted by P ~
LPP2(α,γ,P0).
The LPP2 prior specification (8) can also be viewed as a hybrid mixture model of infinitely
many components drawn from P0 via 2-stage clustering. Stage 1 determines the membership
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of global or local clustering for each of the h* components. Those components allocated to
the global clustering membership will be clustered together to an atom in the global family
at stage 2, while those allocated to the local family will be allocated individually to their
own clusters. The joint cluster membership probability at stage 1 corresponds to Pr(z1,
…,zh*) = . The joint cluster allocation weight at stage 2 conditional on
stage 1 corresponds to Pr(ψ1 = (1–z1,h1),…,ψh* =(1–zhh*,hh*)|z1,…,zh*). The overall joint
cluster allocation weight corresponds to πψ1,…,ψh*.
Hypothesis formulation and testing
We are interested in making pointwise inference for the covariate effects along a fiber
bundle. The local null and alternative hypotheses for the kth covariate effect on the mth
diffusion property specific to a location dt∈[0,L] are formulated as:
where (dt) represents the mean of the subject-specific random coefficients for the kth
predictor on the mth diffusion property at location dt. The zero-neighborhood size ε is
chosen as being proportional to the maximum posterior standard deviation of the posterior
samples of (dt) multiplied by ∊*. We choose a suitable small value 0.1 for ∊* as our
default. It is important to be aware that the data have been normalized prior to analysis.
To conduct local hypotheses testing, we use the Bayesian decision rule for multiple testing
proposed by Müller et al. (2004). Following the implementation in Wang and Dunson
(2010), our strategy is to reject  if the posterior alternative hypothesis probability
|Data)≥r for any t∈[0,T], with r as a common threshold for all the local
hypotheses. r is chosen to minimize the posterior expected false negative rate (FNR) under
the constraint of the posterior expected false discovery rate (FDR) being no greater than αT,
where αT is pre-specified (we focus on a value of 0.05). Denote , an
indicator of rejecting . The posterior expected FNR and FDR are calculated as:
where t1,…,tW is a fine grid of points equally spaced along [0,T] and κ0 is a small positive
constant to avoid a zero denominator. In summary, our decision rule is to determine the
optimal r* by r = argmin . For each combination of m and t∈{t1,
…,tW}, we reject  if . For a sufficiently fine grid, the results are robust to w,
with the optimal threshold appropriately adapting to the chosen w.
Bayesian credible bands
We construct a Bayesian simultaneous credible band for the mean coefficient curve ,
k = 1,…,K, m = 1,…,M, from its posterior MCMC samples. Assuming there is a collection
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of posterior sampled curves , s = 1,…,S indexing posterior
iterations after burn-in, our goal is to compute a simultaneous credible band for . The
principle in constructing a Bayesian credible band is to search for a region Rα = {Rα(t),t∈
[0,T]} such that
where α is a pre-specified significance level.
The strategy is based on pointwise measures of uncertainty. We used the method proposed
by Crainiceanu et al. (2007) which assumes approximate posterior normality at each grid
point and derives the 1–α sample percentile c1–α of
where (tl) is the posterior mean at time tl and  is its posterior standard
deviation. A simultaneous credible region is given by the hyperrectangular
In our implementation, we replaced c1–α by cb which is calculated by cb = max(|cα/2|,|
c1–α/2|) to account for skewness.
Bayesian cluster analysis
We propose a Bayesian clustering approach to identify the number of clusters and to
probabilistically assign each individual to the identified clusters. The nonparametric
LPP2(α,γ,P0) prior has the feature of randomly clustering subjects via global and local
clustering. Given a truncated h*-dimensional random effects vector θi for the ith subject, the
LPP2 prior assigns those elements having zij = 1 for j = 1,…,h* together to a global cluster,
while assigning the remaining elements having zij = 0 to their own clusters. If subjects i and
i’ are in the same cluster for the jth random effect, such that θij = θi’j, the LPP2 prior will
propagate such clustering information to other random effects, increasing the probability of
θij’ = θi’j’, j’ ≠ j.
The set of probability weights assignment for both global clustering and local clustering are
formulated by a sticking-breaking process:
where ϕij indexes the assigned cluster for θij, with j = 0 for global clustering and j = 1,…,h*
for each element’s own clustering, and πh is the weight for a set of the elements (global
clustering) or an element(local clustering) to be assigned to the hth cluster. Small α favors
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the occupied clusters to be concentrated on the first few ones to achieve sparseness for
efficient posterior computation.
In practical posterior computation, we develop a posterior cluster analysis procedure on the
clustering of the subject specific latent random factors {θi:i = 1,…,n}. We specify an LPP2
prior on the unknown distributions of the subject specific latent factors θi. Denote  for
the number of global clusters among {θi:i = 1,…,n} at the bth iteration in the Gibbs sampler,
and similarly denote  for the number of local clusters. We obtain the posterior samples of
{ :b = 1,…,B} and { :b = 1,…,B}. The overall weight allocated to the local cluster
family equals a priori to 1/(1 + γ) according to the specification of LPP2(α,γ,P0) (Dunson,
2009). Given the posterior sample average , the proportion of local clustering a posteriori
for θi is estimated by 1/(1 + ).
Monte Carlo simulations
We conducted a set of Monte Carlo simulations to evaluate the false discovery rate (FDR)
and the power of the local hypothesis testing approach. We simulated the two diffusion
measures FA and MD along the right internal capsule tract obtained from a clinical study
(Fig. 2(a)) according to the following model:
(9)
where dt∈[0,L], χi = (1,Gi,Ai)T with Gi and Ai referring to the gender and gestational age of
the ith subject,  is a 3 × 1 coefficient vector with its
component , k = 0,1,2, to be drawn from a Gaussian process
GP( ), and the measurement error εi(dt) is a 2 × 1 vector of Gaussian
random variables with mean zero and covariance matrix Σ(dt). To mimic clinic imaging
data, we calculated  and Σ(dt) by using the FADTTS method (Zhu et al., 2011) and
the FA and MD measures along the right internal capsule tract from all the 128 infants in our
clinical data. We set  = 0.004 and ρ = 0.5. Furthermore, after fixing ( ) for
all m and dt at their obtained estimates from the clinic data, we assumed
, in which we varied c(dt) = 0.0,0.2,0.4,0.6, and
0.8.
We analyzed each simulation scenario by using 100 repeated simulations. We set n = 32 and
64. We randomly chose 16 males and 16 females for n = 32 (or 32 males and 32 females for
n = 64) from our clinical data and used their values of gender and gestational age to simulate
the values of FA and MD along the right internal capsule tract. We assigned Ga(1,1) hyper
priors for the hyperparameters α and γ, and Ga(2,1) priors on a1 and a2. We specified ν = 3
and chose 5log((K+1)pM) as the starting number of factors. The MCMC algorithm was run
100,000 iterations, with the first 20,000 samples discarded as burn-in. For each case, we
observed rapid convergence and efficient mixing.
We conducted the local hypothesis testing of  for each point dt along
the right internal capsule tract and the mth diffusion property against .
We specified ∊* = 0.1,0.15 and 0.2 for , where maxdt∈[0,L]
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 is the maximum posterior standard deviation of  for dt∈[0,L]. We
evaluated FDR for the local hypothesis testing procedure in the null case c(dt) = 0 and the
local alternative cases c(dt) = 0.2,0.4,0.6, and 0.8, and its power in the local alternative cases
c(dt) = 0.2,0.4,0.6, and 0.8. For each simulation, the significance level for the local
hypothesis testing procedure was set at αT = 0.05, and100 replications were used to estimate
the FDR and powers. Finally, to show that BFM outperforms the voxel based analysis
(VBA), we fitted general linear model (GLM) to the simulated data at each grid point and
used FDR with αT = 0.05 to correct for multiple comparisons. In GLM, we assumed fixed
effects  at each grid point. As a comparison, we also
evaluated FDR and powers.
Clinical DTI fiber tract data
The DTI fiber tract data come from a clinical study approved by the Institute Review Board
of the University of North Carolina at Chapel Hill. This large study was designed to
investigate early brain development. Healthy infants less than 1-year old were recruited with
written informed consents obtained from their parents before imaging acquisition. In our
study, a total of 128 healthy full-term infants (75 males and 53 females) are included, whose
mean gestational age at MR scanning is 298±17.6days (range: 262 to 433days). All infants
were placed with efforts such that they slept comfortably inside the MR scanner and none of
them was sedated during the imaging acquisition. They were fed and calmed to sleep on a
warm blanket with suitable ear protection.
The device used to acquire all images is a 3T Allegra head only MR system (Siemens
Medical Inc., Erlangen, Germany), featuring 40mT/m for the maximal gradient strength and
400mT/(m.ms) for the maximal slew rate. Every subject was scanned for contiguous slices
with slice thickness of 2mm to cover the whole brain. Each slice was repeated 5 times such
that an average was obtained to improve the signal-to-noise ratio. These acquired DTI
images are obtained via a single shot EPI DTI sequence (TR/TE=5400/73ms) with eddy
current compensation. Diffusion gradients were collected at six non-colinear directions:
(1,0,1), (−1,0,1), (0,1,1), (0,1,−1), (1,1,0), and (−1,1,0), at the b-value level of 1000s/mm2.
The reference scan at the b-value of 0 was implemented to construct diffusion tensor
matrices. The voxel resolution was set at isotropic 2mm, and the in-place field of view was
set at 256mm in both directions.
The diffusion tensors were constructed using a weighted least square estimation method
(Basser et al., 1994b; Zhu et al., 2007). We then processed all 128 DTI datasets using the
image processing steps in the DTI atlas building and computed diffusion properties along all
fiber tracts of interest. We focused on analyzing two tracts of interest including the splenium
of the corpus callosum tract and the right internal capsule tract (Figs. 3(a) and 8(a)). We
computed fractional anistropy (FA), mean diffusivity (MD), and the three eigenvalues of the
diffusion tensors, denoted by λ1≥λ2≥λ3, at each grid point on both tracts for each of the 128
subjects. FA denotes the inhomogeneous extent of local barriers to water diffusion, and MD
measures the averaged magnitude of local water diffusion. The three eigenvalues of the
diffusion tensor reflect the magnitude of water diffusivity along and perpendicular to the
long axis of white matter fibers (Song et al., 2003).
We focused on addressing four goals in the analysis of the multiple diffusion properties
along the right internal capsule tract and the splenium tract. (i) Our first goal was to
determine if there is a difference in the multiple diffusion properties along the fiber bundles
between male and female infants. (ii) Our second goal was to investigate the development of
the diffusion properties along the fiber bundles. (iii) Our third goal was to accomplish a
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parsimonious representation of the multiple diffusion trajectories across subjects. (iv) Our
fourth goal was to examine covariate-dependent correlation patterns among the multiple
diffusion properties along the fiber bundles.
We applied BFM (9) to model the smoothed FA and MD functions (M = 2) along the right
internal capsule and the splenium capsule with χi=(1,Gi,Ai)T, where Gi and Ai refer to the
gender (1 for female and 0 for male) and the gestational age of the ith infant. We estimated
the ith subject’s varying coefficients  for the mth functional diffusion measure. We
then estimated the mean coefficient curve  a posteriori and constructed their 95%
Bayesian credible bands from the posterior MCMC samples. We also empirically validated
the pointwise posterior normality assumption for each  by using the histogram of its
posterior samples (Figs. 4(e) and (f)). We also performed local hypothesis testing procedures
to determine if and where gender and gestational age are significantly associated with the
diffusion measures along two fiber tracts. We conducted posterior cluster analysis to
investigate the number of global and local clusters among the 128 infants in terms of the
water diffusion properties FA and MD. We calculated the correlation analysis to illustrate
the development of the correlation pattern between FA and MD along both fiber tracts for
male infants at a mean gestational age of 298days, as well as the correlation pattern between
the gestational age effects on FA and MD. Finally, we analyzed the three eigenvalues of
diffusion tensors along the two fiber tracts.
We assigned Ga(1, 1) hyper priors for the hyperparameters α and γ, a Ga(0.1, 0.1) prior for
the precision parameters , and Ga(2, 1) priors on a1 and a2. We specified ν = 3 and a
default choice of 5log((K+ 1 )pM) as the initialized number of factors. We recommend these
settings as default values in other analyses of DTI fiber tract data. We summarized the 1000
posterior samples from the MCMC output after the burn-in of 4000 iterations. Additionally,
to perform the local hypothesis testing, we collected 80,000 posterior samples after the burn-
in of 20,000 samples. Using multiple chains with widely-distributed points, the proposed
MCMC algorithm exhibits good rates of convergence and mixing and takes 519s per 100
iterations in Matlab 2010b on a Lenovo X61 laptop. We repeated the same MCMC
algorithm for different hyper-parameter values. For instance, we multiplied the mean and
variance of α and γ by 2 and 0.5, and multiplied the variance of P0 by 2 and 0.5. We used ν
= 3.5,4, and 5 and varied bσ between 0.1 and 0.5. We also used different starting numbers of




In the null case, FDR equals one based on its definition. Table 1 indicates that FDR is
accurate for the sample size of 32 and 64. Consistent with our expectation, the statistical
power for rejecting the local null hypotheses increases with the sample size and decreases
with the zero neighborhood size ε. Inspecting Table 1 and Fig. 2 reveals that BFM is much
more powerful than VBA. BFM has an attractive feature in explicitly modeling the
structured inter-subject variability. In contrast, GLM used in VBA ignores the correlation
among the tract data at different grid points, and thus the larger covariance estimates
obtained from GLM decreases its power in signal detection.
Clinical DTI data: right internal capsule tract
Gender effects for FA and MD trajectories—Fig. 4(c) shows that the degrees of both
FA and MD vary significantly between male and female groups along sub-regions of the
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right internal capsule (RIC) tract. Inspecting the posterior mean effect curves of gender on
FA and MD and their 95% credible bands Figs. 4(a) and (b) reveal that in a large subregion
of the RIC tract, FAs in female infants are smaller than those in male infants, whereas
female infants have larger MD than male infants in half of the RIC tract, but such
differences diminish in the other half of the RIC tract. The difference in MD between male
and female groups was also observed in the sample average MD values (Fig. 4(d)). Such
region-dependent differences between males and females were not observed by using
FRATS and FADTTS. BFM has an advantage in modeling structured subject specific effects
of gender, while FRATS and FADTTS assume identical gender effects for all subjects. The
covariance estimates of FRATS and FADTTS are larger than the posterior variability of the
posterior gender effect estimates of BFM. Therefore, FRATS and FADTTS are less
powerful than BFM in detecting the gender effects which vary on tract regions.
Age related effects for FA and MD trajectories—Similar to FRATS and FADTTS,
Fig. 5(b) reveals uniformly significant gestational age effects on FA and MD values along
the RIC tract. We also observed that FA increases with gestational age (Figs. 5(a) and (c)),
while MD decreases with gestational age (Fig. 5(d)). This finding is consistent with the
existing findings in other infant groups (McGraw et al., 2002).
Therefore, BFM provides a more advanced analytic approach to study the spatiotemporal
trend in anisotropic development in new born infants. Latent clusters for FA and MD
trajectories. We examined latent clusters in the FA and MD measures along the RIC tract
across the 128 infants. The estimated value of the hyperparameter γ, controlling allocation
weight on the local family, equals to 0.51 with 95% credible interval of [0.12, 1.20]. It
implies that the posterior proportion of local clustering is 1/3, indicating that the data favors
global clustering of the FA and MD trajectories across infants. The estimated value of the
hyper-parameter α = 5.34, with 95% credible interval of [2.59, 9.65]. These values suggest
few clusters. This conclusion is further supported by the estimated values of 4.45, 3.94, and
4.42 for the numbers of overall, global, and local clusters, respectively (Fig. 3(d)). This
result agrees with the FA and MD trajectories in Figs. 5(b) and (c). For instance, although
most MD trajectories cluster together, some ‘outlying’ MD trajectories exist with extremely
smaller/larger MD values.
Gender and age-dependent correlation patterns for FA and MD trajectories: Along the
RIC tract, we further computed the posterior mean curves of FA and MD (Fig. 6(a)) for
male infants at the mean gestational age and estimated their posterior covariance matrices
(Figs. 6(b) and (c)). We observed the pattern of oscillating between positive and negative
correlations with negative correlations at around 60% of grid points (Fig. 6(d)). It agrees
with the gender effects on FA and MD trajectories in Fig. 4(d). We also computed the
posterior covariance matrices for the gestational age effects on FA and MD values (Figs.
6(f) and (g)) and derived the grid pointwise correlation between the gestational age effects
on FA and MD. Fig. 6(h) reveals negative correlations at most grid points. It agrees with the
‘opposite’ development patterns of FA and MD trajectories with gestational age (Figs. 5(a),
(c), and(d)).
Results based on eigenvalue trajectories: In the analysis of the three eigenvalues, a similar
locally significant pattern of gender effect was observed for all three eigenvalues (Fig. 7(b)).
Gestational age effect was found uniformly significant for λ2 and λ3, while locally head-
and-tail significant for λ1 (Fig. 7(c)). We observed positive correlations between λ2 and λ3
for both male and female groups at the mean gestational age (Figs. 7(d) and (e)), and
positive correlation between the gestational age effects on λ2 and λ3 (Fig. 7(f)). Overall,
these correlations between λ2 and λ3 are larger than those between λ1 and λ3 or λ1 and λ2.
It agrees with the small differences between λ2 and λ3 and the relatively large differences
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between λ1 and λ3 or λ1 and λ2 in the middle of the RIC tract (Figs. 3(e), (f) and (g)).
Finally, the cluster analysis of the three eigenvalues along the RIC tract across all infants
reveals small numbers of overall, global, and local clusters (Fig. 3(h)).
Clinical DTI data: splenium tract
Gender and age effects for FA and MD trajectories: Fig. 9(c) shows that gender is only
slightly significant for MD development in the head subregion of the splenium tract. The
posterior estimates for the mean effects of gender and the corresponding 95% credible bands
agree with the testing results. Figs. 9(d)–(e) display the uniformly increasing effects of
gestational age on FA development and decreasing effects on MD development at a major
subregion of the splenium tract. The local hypothesis testing results (Fig. 9(f)) support that
gestational age is uniformly significant along the splenium tract for the developmental
change of FA, but locally significant for MD.
Latent clusters for FA and MD trajectories: Fig. 8(d) shows the posterior sampling
distribution of the number of clusters among the 128 infants. The posterior mean estimates
of the numbers of overall, global, and local clusters are 3.42, 3.07, and 3.40, respectively,
indicating that the 128 infants concentrate on a few clusters. The weight parameter γ for
allocation on the local family was estimated to be 0.38 with 95% credible interval of [0.08,
0.98]. The estimated posterior mean of the proportion of local clustering is 0.28, which
favors a global clustering of all infants. The estimated posterior mean of α equals to 6.46,
with 95% credible interval of [2.94, 11.80]. This result agrees with the sparse clusters
identified in the data (Fig. 8(b), (c), (e), (f), and (g)). For instance, variation in FA and MD
trajectories is relatively high with some ‘outlying’ trajectories.
Gender and Age-dependent correlation patterns for FA and MD trajectories: Figs.
10(a)–(c) present the posterior estimation of the mean curves of FA and MD for male infants
at the mean gestational age and the posterior estimates of their covariance matrices.
Inspecting Fig. 10(d) reveals that male infants at the mean gestational age have positive
correlations between FA and MD at a major subregion of the splenium tract. Furthermore,
Figs. 10(e)–(g) present the estimated curves associated with gestational age effects and their
corresponding covariance matrices. We observed that the gestational age effects on FA and
MD are negatively correlated almost along the whole splenium tract (Fig. 10(h)), which is
consistent with the opposite trend of gestational age on FA and MD values along the
splenium tract (Fig. 10(e)).
Results based on eigenvalue trajectories: We also observed that both gender and
gestational age are locally significantly associated with the developmental patterns of the
three eigenvalues along the splenium tract (Figs. 11(b) and (c)). We further observed large
correlation between λ2 and λ3 and relatively weak correlation between λ1 and λ2 or λ1 and
λ3 for both male and female groups at the mean gestational age. This agrees with the small
difference between λ2 and λ3, but relatively large difference between λ1 and λ3 in the first
half subregion of the splenium tract (Figs. 8(e), (f) and (g)). We did not observe noticeable
difference among the pairwise correlations of the gestational age effects on the three
eigenvalues (Fig. 11(f)).
Discussion
A prior study is particularly relevant to the present study, because it examined the
anisotropic trend across three age groups in infants (McGraw et al., 2002). Our results on the
association between anisotropic values and gestational age agree with their findings with a
few key differences. We identified the association of anisotropic values with gestational age
changing over the brain regions. The region-dependent association is evaluated on the basis
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of integrative multivariate diffusion properties rather than univariate anisotropic outcome in
McGraw et al. (2002). The region-dependent association reveals the complex
inhomogeneous spatio-temporal maturation patterns of fiber bundle diffusion properties in
infant nerve development. Hence, BFM presents a novel robust analytic approach to capture
complex spatio-temporal pattern of diffusion properties in infant nerve structure.
From the statistical perspective, we have developed a new Bayesian functional analysis
pipeline BFM for delineating the structure of the variability of multiple diffusion properties
along major white matter fiber bundles and their association with a set of covariates of
interest. The BFM pipeline integrates five advanced Bayesian statistical tools from the
statistical literature. Compared with the existing literature (Zhu et al., 2010, 2011), our BFM
explicitly models subject-specific functional covariate effects on the multiple diffusion
outcome functions and the covariate-specific correlation structure among the multiple
diffusion measures. From the application perspective, we have demonstrated BFM in a
clinical study of neurodevelopment. Our results have revealed the complex inhomogeneous
spatio-temporal maturation patterns of fiber bundle diffusion properties. Our BFM not only
boosts the statistical power in detecting signal of interest, but also improves prediction
accuracy, which is very important for real applications.
Several limitations need to be addressed in future research. First, since the existing fiber
tract based methods including BFM require DTI fiber correspondence across subjects, BFM
cannot be used to investigate some scenarios in practice. For instance, it is possible that the
centroid of the localization of white matter lesion may vary across time and subjects. In this
case, one cannot use both ROI-based methods and tract based methods. Secondly, although
we have used the B-spline basis functions in BFM, it is interesting to consider other basis
functions, such as wavelets. Thirdly, since diffusion properties may be non-normally
distributed, it is interesting to consider other distributions for the measurement error.
Fourthly, BFM is limited to diffusion properties along fiber bundle, but it is interesting to
consider full DTs and other representations based on high angular resolution diffusion image
(HARDI) (Lenglet et al., 2009; Lepore et al., 2008; Schwartzman; Schwartzman et al., 2005;
Tuch et al., 2002; Whitcher et al., 2007; Zhu et al., 2009). Fifthly, BFM can be readily
extended to more complex brain structures, such as the medial manifolds of fiber tracts
(Yushkevich et al., 2008), functional neuroimaging data (DuBois Bowman et al., 2008;
Gössl et al., 2001; Woolrich et al., 2004; Xu et al., 2009), and group analysis of
neuroimaging data (Penny et al., 2007; Rosa et al., 2010).
Appendix A: Posterior computation
We develop an efficient Markov chain Monte Carlo (MCMC) algorithm for posterior
computation. After truncating the loadings matrix A to h*⪡(K + 1) pM columns, we adapt
an efficient slice sampling Gibbs sampler (Kalli et al., 2011; Papaspiliopoulos, 2008) for
mixture models. This Gibbs sampler combines the advantages of the retrospective MCMC
method (Papaspiliopoulos and Roberts, 2008) and the slice sampling method (Walker,
2007). It introduces auxiliary variables to avoid truncated approximations. This algorithm is
straightforward to implement and exhibits good performance in convergence and mixing.
We will describe the adaptation strategy on the truncated level h* after introducing the Gibbs
sampler.
Allowing data to inform information about the hyperparameters involved in the model
through Eqs. (1)–(7), we specify α~Ga(aα,bα) and γ~Ga(aγ,bγ). Introducing auxiliary
variables u={uih:i = 1,…,n; h = 0,1,…,h*} to avoid truncated approximations, the complete
data joint likelihood of y, u and z is:
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where Yi is a  outcome vector for the M measures of the ith subject, g(·) is the
density function of the outcome vector Yi, i = 1,…,n, and the elements in u are constrained
to the interval (0, 1).
Starting from the initiation step, the Gibbs sampler at the truncated level h* proceeds as
follows:
1. Update the hth column of the factor loadings matrix Ah*, denoted by Ah, from its
conditional distribution
where  with ,
2. Update ϕgh from its conditional distribution
3. Update δ1 from its conditional distribution
and update δ1, l≥2 from its conditional distribution
where 
4. Update , f = 1,…,MT, from its conditional distribution
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where (IM⊗Bi)f denotes the fth row of (IM⊗Bi).
5. Update uih from its conditional distribution
6. Update the latent zih from its conditional distribution
where θi(zih = j) refers to the current value of θi with inserting θ0ϕi0h to the hth
component for j = 1, and θ0ϕi0h for j = 0.
7. Update the stick-breaking weights  from its conditional distribution
for q≤ψ* with ψ* = max{ψih:i = 1, …,nh = 0.1,…,h*], for q≤ψ*, sample  from
 ~ Beta(1, α)
8. Update the allocation index ψih, from its conditional distribution
where Cπ(uih) = {q:πq>uih}⊂{1,2,…,∞}, and  is sampled for q = 1, …,
 such that
where u* = min{uih:i =1,…n,h = 0,1,…,h*}.
9. Update θjq from its conditional distribution
in which Yjq refers to the contribution for θjq from subjects with zih = 1 – j and ϕih
= q. In addition, Wjq = diag(w1,…,wn)ZΦR and Yjq = diag(Y1,…,Yn)ZYΦY1n,
where
• wi = IM⊗BiA,
• Z = Blkdiag(Z1,…,Zn) with Zi = diag(1(zi1 = 1–j),…,1(zih* = 1–j)),
• Φ = Blkdiag(Φ1,…,Φn) with Φi = diag(1(ψi1 = q),…,1(ψih* = q)),
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• R = 1n⊗Ih*,
•
ZY = Blkdiag(ZY1,…,ZYn) with ,
• ΦY = Blkdiag(ΦY1,…,ΦYn) with ,
• and 1n is a n × 1 vector of entries of 1.
10. Update ζjq from its conditional distribution Ga(0.5+h*/2,0.5+θjqθjq/2).
11. Update the hyperparameter γ from its conditional distribution
Ga( ).
12. Update the hyperparameter α from its conditional distribution
Ga( ).
To choose the effective number of factors, we use an adaptation approach (Bhattacharya and
Dunson, 2011) to update the truncated number of factors h* across iterations. Starting with a
conservative guess h* of h*, we adapt with probability p(t)=exp(α0+α1t) at the tth iteration.
We specify α0 and α1 such that the chain comes with adaptation around every 10 iterations
at the beginning and exponentially fast decreasing in adaptation frequency. In detail, at the
tth iteration, we monitor the columns in the factor loadings by comparing ut with p(t), where
ut is a sequence randomly generated from Unif(0, 1). If ut≤p(t), we remove the columns
having all elements within some pre-specified small zero neighborhood, called redundant
columns, and retain non-redundant columns for other parameters. If no such redundant
column is detected, we add a new column to the loadings, and sample other parameters from
their prior distributions to fill in the additional columns.
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A schematic overview of BFM: a multivariate random varying coefficient model for
multiple diffusion properties, an MCMC posterior estimation method for estimating the
coefficient functions, a construction of Bayesian credible bands of the mean covariate effect
curves, a Bayesian local hypothesis testing procedure, and a posterior cluster analysis
procedure.
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Simulation study: power of the local hypothesis tests for the effects of gestational age on FA
and MD along the right internal capsule tract, under VBA and BFM, evaluated at five
different values of c and three different values of for BFM, for sample sizes of 32 and 64
subjects.
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Right internal capsule tract description: (a) the right internal capsule tract extracted from the
tensor atlas with color presenting mean FA value; diffusion properties of FA in panel (b),
MD (mm2/s) in panel (c), λ1 (mm2/s) in panel (e), λ2 (mm2/s) in panel (f), λ3 (mm2/s) in
panel (g); the number of clusters posteriori in FA and MD trajectories in panel (d) and the
number of clusters posteriori in λ1, λ2 and λ3 trajectories in panel (h). The left-to-right
direction of the arc corresponds to the superior-to-inferior direction of the right internal
capsule tract.
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Results of the gender effects on FA and MD along the right internal capsule tract: the
estimated coefficient curves (–) and the corresponding 95% credible bands (- -) for FA in
panel (a) and MD in panel (b); (c) the posterior probability curves (–) in favor of the grid
point-wise alternative hypotheses (- - is the rejecting threshold); (d) the estimated mean FA
and MD; (e) histogram at arc length=0 for FA; (f) histogram at arc length=75 for MD.
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Results of the gestational age effects on FA and MD along the right internal capsule tract:
(a) 3D surf plot of FA along the right internal capsule tract for visualizing the gestational
age effects; (b) the posterior probability curves (–) in favor of the grid point-wise alternative
hypotheses (- - is the rejecting threshold); the estimated coefficient curves (–) and the
corresponding 95% credible bands (- -) for FA in panel (c) and MD in panel (d).
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Results from the analysis of FA and MD (mm2/s) along the right internal capsule tract: (a)
the posterior estimated curves of FA and MD for male infants at the mean gestational age;
the estimated covariance matrices for FA in panel (b) and MD in panel (c) for male infants
at the mean gestational age; (d) the estimated correlations between FA and MD for male
infants at the mean gestational age; (e) the posterior estimated gestational age effects; the
estimated covariance matrices for the gestational age effects on FA in panel (f) and MD in
panel (g); (h) the estimated correlations between the gestational age effects on FA and MD.
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Results from the analysis of the three eigenvalues of diffusion tensor on the right internal
capsule tract: (a) the estimated mean functions for λ1 (blue), λ2 (red) and λ3 (green); the
posterior probability curves (–) in favor of the grid point-wise alternative hypotheses for the
gender effects in panel (b) and the gestational age effects in panel (c) (- - is the rejecting
threshold); the estimated correlations among λ1, λ2 and λ3 for male infants at the mean
gestational age in panel (d) and female infants at the mean gestational age in panel (e), and
among the gestational age effects on λ1, λ2 and λ3 in panel (f).
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Splenium tract description: (a) the splenium capsule tract extracted from the tensor atlas
with color presenting mean FA value; diffusion properties of FA in panel (b), MD (mm2/s)
in panel (c), λ (mm2 1 /s) in panel (e), λ (mm2 2 /s) in panel (f), λ (mm2 3 /s) in panel (g);
the number of clusters posteriori in FA and MD trajectories in panel (d) and the number of
clusters posteriori in λ1, λ2 and λ3 trajectories in panel (h). The left-to-right direction of the
arc corresponds to the right-to-left direction of the splenium tract.
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Results from the analysis of FA and MD along the splenium tract: the estimated coefficient
curves (–) and the corresponding 95% credible bands (- -) for the gender effects (panel (a)
for FA and panel (b) for MD) and the gestational age effects (panel (d) for FA and panel (e)
for MD); the posterior probability curves (–) in favor of the grid point-wise alternative
hypotheses for the gender effects (panel (c)) and the gestational age effects (panel (f)) (- - is
the rejecting threshold).
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Results from the analysis of FA and MD (mm2/s) along the splenium tract: (a) the posterior
estimated curves of FA and MD for male infants at the mean gestational age; the estimated
covariance matrices for FA in panel (b) and MD in panel (c) for male infants at the mean
gestational age; (d) the estimated correlations between FA and MD for male infants at the
mean gestational age; (e) the posterior estimated gestational age effects; the estimated
covariance matrices for the gestational age effects on FA in panel (f) and MD in panel (g);
(h) the estimated correlations between the gestational age effects on FA and MD.
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Results from the analysis of the three eigenvalues of diffusion tensor on the splenium tract:
(a) the estimated mean functions for λ1 (blue), λ2 (red) and λ3 (green); the posterior
probability curves (–) in favor of the grid point-wise alternative hypotheses for the gender
effects in panel (b) and the gestational age effects in panel (c) (- - is the rejecting threshold);
the estimated correlations among λ1, λ2 and λ3 for male infants at the mean gestational age
in panel (d) and female infants at the mean gestational age in panel (e), and among the
gestational age effects on λ1, λ2 and λ3 in panel (f).
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Table 1
Simulation study: FDR and power of the local hypothesis tests for the effects of gestational age on FA and
MD along the right internal capsule tract under VBA and BFM
n c VBA BFM
FDR Power ∊ = 0.1 ∊ = 0.15 ∊ = 0.2
FDR Power FDR Power FDR Power
32 0 1.00 0.00 1.00 0.19 1.00 0.11 1.00 0.07
0.2 0.00 0.11 0.05 0.89 0.05 0.78 0.05 0.70
0.4 0.00 0.43 0.02 0.99 0.03 0.98 0.03 0.96
0.6 0.00 0.66 0.01 1.00 0.02 1.00 0.02 0.99
0.8 0.00 0.78 0.01 1.00 0.01 1.00 0.02 1.00
64 0 1.00 0.00 1.00 0.13 1.00 0.08 1.00 0.05
0.2 0.00 0.26 0.04 0.97 0.04 0.92 0.04 0.87
0.4 0.00 0.64 0.01 1.00 0.02 1.00 0.02 0.99
0.6 0.00 0.80 0.01 1.00 0.01 1.00 0.01 1.00
0.8 0.00 0.88 0.01 1.00 0.01 1.00 0.01 1.00
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