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RESUMEN
En este artículo, basado en una revisión bibliográfica sobre lo que se ha 
publicado en revistas científicas internacionales sobre migraciones y big data 
así como sobre migraciones y Twitter, en tanto que un medio social específico, 
se pretende identificar qué tipo de investigaciones sobre migraciones se están 
publicando actualmente basándose en datos que proceden de estas fuentes. Y, 
particularmente, nos interesa identificar los métodos, técnicas de investigación 
y tipo de software que se manejan en estos trabajos, desde la perspectiva de 
tres momentos clave en el estudio de lo que se publica en los medios sociales 
o el uso de big data: extracción, procesamiento y análisis. Nuestra revisión se 
desarrolla teniendo en cuenta lo que se publicó en los últimos 5 años incluido 
en las bases de datos ProQuest, Scopus y Web of Science, que recogen miles de 
revistas, libros, tesis doctorales, etc. de carácter multidisciplinar. Los resultados 
apuntan a que son aún pocas las publicaciones en materia de big data y Twitter 
que abordan procesos migratorios, en relación a otras temáticas. En cuestión de 
estrategias metodológicas, técnicas y software, los artículos que hemos encontra-
mos van desde lo más artesanal a lo más sofisticado, en este caso, con publica-
ciones que suelen estar encabezadas por científicos que cuentan con cierto bagaje 
en computación. 
148 E. GUALDA Y C. REBOLLO BIG DATA Y TWITTER PARA EL ESTUDIO DE  ...
EMPIRIA. Revista de Metodología de Ciencias Sociales. N.o 46 marzo, 2020, pp. 147-177.
ISSN: 1139-5737, DOI/ empiria.46.2020.2670
PALABRAS CLAVE
Datos sociales masivos - Datos masivos – Twitter – Procesos migratorios – 
Métodos de investigación - Software.
ABSTRACT
In this article, based on a literature review on the publications in interna-
tional scientific journals on migrations and big data as well as specifically on 
migrations and Twitter, as a specific social media, we try to identify what type 
of research on migrations is currently being published based on data that co-
mes from these sources. And, particularly, we are interested in identifying the 
methods, research techniques and type of software that are handled in these 
works, from the perspective of three key moments in the research on social 
media or big data: extraction, processing, and analysis. Our review is developed 
taking into account what was published in the last 5 years that was included in 
ProQuest, Scopus and Web of Science databases, which comprise thousands of 
journals, books, doctoral theses, etc. of a multidisciplinary nature. The results 
suggest that there are still few publications on big data and Twitter that address 
migration processes, in relation to other issues. In terms of methodological stra-
tegies, techniques and software, the articles we have found range from the most 
artisan to the most sophisticated, in this case, with publications that are usually 
lead by scientists who have a certain background in computing.
KEY WORDS
Social Big Data - Big data – Twitter – Migration processes – Research 
methods – Software
1.  SOCIAL BIG DATA, TWITTER Y PROCESOS MIGRATORIOS
Nadie puede dudar hoy de la importancia a diferentes niveles que los datos 
y las discusiones generados a través de plataformas de medios sociales y por di-
versos actores pueden tener hoy en la conformación de las sociedades modernas, 
donde aspectos como los procesos de comunicación, a su vez mediados por el 
ordenador (Olshannikova et al., 2017) se han visto afectados por el importante 
desarrollo tecnológico que ha supuesto la eclosión de la llamada sociedad 2.0 
(Gualda, 2018).  
Prestar atención a los procesos que ocurren en el escenario de las llamadas 
“redes sociales” nos puede ayudar a mejorar nuestra comprensión de las socieda-
des actuales, pero al mismo tiempo nos confronta, especialmente a las Ciencias 
Sociales, con importantes retos metodológicos. No en vano el abordaje de lo que 
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se difunde a través de estas redes es metodológica y técnicamente diferente, en 
multitud de ocasiones, a lo que nuestros clásicos know-how venían aportando. Y 
esto ocurre no solo en el campo de especialización de los estudios migratorios, 
sino en otros como los relativos a la comunicación política, estudios sanitarios, 
etc. 
En este artículo, a partir de una revisión de la bibliografía existente en este 
campo, enriquecida con nuestra experiencia investigadora al respecto en los 
últimos años, nos planteamos estudiar qué tipo de investigaciones se están rea-
lizando internacionalmente en el área de confluencia entre big data y estudios 
migratorios (desde una perspectiva más amplia) y Twitter y estudios migratorios 
(acotando a una plataforma de redes sociales1), con el fin de conocer las apor-
taciones metodológicas que para las Ciencias Sociales supone abordar estos 
campos de estudio, así como plantear horizontes de interés e identificar aspectos 
de carácter técnico que merece la pena resolver para el desarrollo de estudios 
migratorios basados en la información difundida a través de diversas plataformas 
de redes sociales. 
Respecto a la intensidad del desarrollo de las redes sociales, hay multitud de 
evidencias, a lo que se suma nuestra experiencia cotidiana. Para visibilizar su 
importancia en el mundo actual, solo hay que prestar atención a lo rápido que el 
uso de estas redes sociales se ha popularizado desde su nacimiento en los inicios 
del siglo XXI (por ejemplo, Facebook nace en 2004, Youtube en 2005, Twitter 
en 2006 o Instagram en 2010), lo cual va ligado directamente al desarrollo tec-
nológico y muy especialmente al de las tecnologías en torno a los smartphones 
o dispositivos con similares funcionalidades e internet. El último informe de 
la Fundación Telefónica (2019:27) permite visibilizar muy bien esta cuestión 
cuando se indica que “El número de líneas móviles existentes en el mundo ya ha 
superado a la población mundial”, lo que se acompaña igualmente de datos que 
muestran que los smartphones han cobrado un gran protagonismo: “En 2017, 
existían en el mundo 972 millones de líneas de telefonía fija, 7.740 millones de 
líneas de telefonía móvil y 3.578 millones de usuarios de Internet” (Fundación 
Telefónica, 2017:96). Por otra parte, el número de usuarios de internet en el 
mundo, a 30 de junio de 2019, superaba ya los 4,536,248,808 lo cual no puede 
pasar desapercibido. De estos usuarios 727,559,682 se encontraban en Europa, 
donde la tasa de penetración es el 87,7% detrás de la de Norteamérica (que 
alcanzaba el 89,4%) y a una gran distancia de la última, África (con el 39,6% 
de usuarios de internet frente al total de su población). Y entre los europeos se 
cuenta también en estas fechas con un volumen sustancial de usuarios de redes 
como Facebook (340,891,620 a 31 de diciembre de 2018) (Internet World Stats, 
2019, https://www.internetworldstats.com/stats4.htm).
Esta eclosión y elevado uso de las redes sociales con variados fines (difun-
dir información, influenciar la opinión pública, sensibilizar, hacer campañas, o 
1  Twitter es un servicio de microblogging que permite enviar o recibir mensajes breves o 
tuits a los usuarios de esta plataforma de redes sociales en internet, tanto de manera pública como 
privada (a través de mensajes directos en este último caso).
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incluso manipular o trasladar mensajes racistas, citando algunos), se acompaña, 
cada vez más de la conciencia de que es necesario en las Ciencias Sociales 
la recolección y análisis de información que de forma masiva los ciudadanos 
volcamos en internet. Bednár (2017) subraya cómo una parte sustancial de la 
interacción social hoy es mediada por diferentes servicios on line sociales ge-
nerándose una ingente cantidad de datos. Esto pone sobre la mesa la necesidad 
de que aclaremos qué se entiende en este artículo por big data y social big data 
(datos sociales masivos o grandes datos sociales) como focos de interés de este 
texto, quizás más desconocidos al menos conceptualmente que Twitter2.
Siguiendo a Gandomi y Haider (2015), el tamaño es quizás la única di-
mensión que el término big data sugiere a primera vista, aunque otros rasgos 
característicos, no siempre tan visibles, pueden ayudar a conformar una defini-
ción, como es el caso de las 3 Vs (volumen, velocidad y variedad), extendido 
también a 5 Vs con la incorporación de valor y veracidad (Bello-Orgaz, Jung y 
Camacho, 2016), como términos que se han usado para definir a los datos ma-
sivos. Otros autores recientes, como Olshannikova et al. (2017), han tendido a 
referirse a otras Vs para describir otros aspectos característicos de los big data. 
La referencia a big data pone sobre la mesa aspectos que son importantes para 
la toma de decisiones (añadiendo valor) como son el uso de métodos analíticos 
para manejar datos heterogéneos que llegan en formatos tanto estructurados 
como no estructurados (en este último caso, la mayoría –textos, fotos y video, 
por ejemplo-), para realizar análisis predictivos o desarrollar algoritmos eficien-
tes que puedan manejar estos ingentes volúmenes de datos. También es impor-
tante saber que la referencia a big data va más allá de lo que específicamente se 
publica en medios sociales y abarca datos que pueden proceder de otras fuentes 
(registros públicos o censos, por ejemplo) pero que alcanzan esta gran dimen-
sión, planteando retos como el almacenamiento o el procesamiento y análisis 
de los mismos. Es importante por esto introducir la distinción entre big data y 
social big data, pues este último término sí se refiere más explícitamente a datos 
procedentes de medios sociales.
De acuerdo con Bello-Orgaz, Jung y Camacho (2016), el campo de los so-
cial big data es producto de la confluencia de tres grandes áreas: social media 
(medios sociales), data analysis y los big data (datos masivos) conformándose 
como un área interdisciplinar donde los medios sociales cuentan con una gran 
relevancia. En esta nueva área de trabajo se desarrollan métodos que pretenden 
generar conocimientos (data analysis) a partir del procesamiento y análisis de 
las informaciones procedentes de los medios sociales en línea como fuentes de 
datos de gran tamaño, con formatos diferentes, la existencia de datos de carác-
ter más estático y otros que se recolectan en directo o streaming (Bello-Orgaz, 
Jung y Camacho, 2016; Bednár, 2017). En algunas investigaciones recientes se 
combinan incluso capas de información de muy diferente tipo, por ejemplo, en 
el trabajo de Chattopadhyay & Chattopadhyay (2017), para estudiar las pautas 
2 Entendemos que cualquier investigador que preste atención mínimamente a su alrededor ha 
podido conocer de una forma u otra algo sobre Twitter, incluso a través de las noticias televisadas.
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migratorias de la población rural en el área del Himalaya en la India, se llevan 
a cabo análisis que combinan datos geofísicos, geológicos y socioeconómicos.
Antes de definir los parámetros de nuestra revisión bibliográfica, cosa que 
haremos en la sección de métodos, nos parece de interés situar la evolución in-
ternacional de la bibliografía publicada sobre big data y Twitter, tanto de forma 
global, como de forma específica, cuando esta aborda cuestiones migratorias, a 
fin de aproximarnos inicialmente a la dimensión de este foco de análisis.
 La Figura 1 presenta sintéticamente la evolución del número de artículos 
científicos sobre estos temas durante los últimos cinco años (2014-2018), a par-
tir de tres bases de datos relevantes: (1) ProQuest3, que comprende un conjunto 
amplio de bases de datos de carácter multidisciplinar y proporciona una gran 
colección de tesis, artículos de publicaciones periódicas, libros electrónicos aca-
démicos y otro contenido como datos o informes; (2) Scopus4, que es una base 
de datos de referencias bibliográficas y citas de diferentes ramas científicas pro-
piedad de Elsevier que, entre otros recursos, contiene 20.000 revistas revisadas 
por pares y 21.000 títulos de más de 5000 editores internacionales, con cobertura 
desde 1996; (3) WoS, Web of Science5, como plataforma que permite acceder a 
las referencias de las principales publicaciones científicas de cualquier disciplina 
desde 1945.
Observamos en la Figura 1 la pauta constante de crecimiento del número 
de artículos publicados entre 2014 y 2018 sobre big data y Twitter, aunque las 
cifras varían según las bases de datos. Se aprecia también que el incremento 
proporcional de publicaciones en este período es superior cuando se trata de 
big data que de Twitter, lo que ocurre en las tres bases de datos consultadas. Es 
mayor, por otra parte, el número de artículos que contienen estos temas en Pro-
Quest y Scopus que en WOS, lo cual tiene sentido por cuanto en Web of Science 
se encuentran los artículos de revistas indexadas al máximo nivel que forman 
parte de los JCR (Journal Citation Reports), por lo que se encuentran en ella los 
artículos publicados en las revistas más relevantes, un menor número de los que 
se contienen en bases de datos que se guían por otros criterios no tan exigentes. 
Destaca especialmente el incremento que se produce en Scopus en cuanto a las 
publicaciones relativas a big data a partir de 2016, lo que da muestras de la noto-
riedad que ha alcanzado este tema en diversas ciencias.
Por otra parte, lo que más nos interesa del gráfico, más que estos datos glo-
bales, es la observación de que solo en un reducido número de artículos se abor-
dan simultáneamente las cuestiones de big data y migraciones. Esta información 
se encuentra en la Figura 1, pero igualmente, se ha desglosado en la Figura 3, 
observándose que en el período de 2014 a 2018, en ProQuest encontramos que 
las cuestiones migratorias se conjugan con las de big data en un 11,1% de artí-
culos, y en un 14,9% cuando se trata de Twitter. Esta proporción es menor en el 
caso de Scopus (6,0% lo que representan los artículos sobre big data y migracio-
3 Proquest (2019): https://www.proquest
4 Scopus (2019): https://www.fecyt.es/es/recurso/scopus.
5 Web of Science (2019): https://www.fecyt.es/es/recurso/web-science.
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nes en relación a lo que se publica sobre big data; y 8,1% en cuanto a Twitter y 
migraciones). La proporción se reduce sustancialmente en el caso del peso que 
suponen los artículos de big data y migraciones en WoS (1,1%) y Twitter y mi-
graciones en la misma fuente (1,5%).
Aunque la tendencia temporal es claramente hacia el crecimiento del número 
de artículos que abordan las cuestiones relativas a big data o Twitter y las mi-
graciones, se aprecia que aún el interés por conectar estos campos es incipiente 
y, de forma comparada a otros campos temáticos (comunicación política, salud, 
educación, marketing, etc.) su presencia es proporcionalmente menor, aunque 
no debe despreciarse su importancia a tenor de la juventud que caracteriza a las 
plataformas de redes sociales en el siglo XXI.
Figura 1. Evolución del número de artículos científicos en ProQuest, Scopus y 
WOS. Datos absolutos (2014-2018)
Fuente: Elaboración propia a partir de la consulta en las bases de datos de ProQuest, Scopus y WoS.
Nota: Las bases de datos, revistas y palabras claves consultadas para la elaboración de este gráfico se encuentran descritas en la Figura 2. 
1.1.  Objetivos e hipótesis en la revisión bibliográfica 
Aunque se han avanzado sintéticamente en la sección anterior, este trabajo 
lleva a cabo una revisión bibliográfica sistemática para identificar en varias bases 
de datos científicas relevantes qué artículos científicos se han publicado contem-
poráneamente cuando confluyen los estudios migratorios con los basados en big 
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data, así como, específicamente, en Twitter. El artículo ha querido responder a 
varios objetivos. En primer lugar (1), de forma descriptiva, quiere conocer si en 
la bibliografía reciente se están publicando trabajos sobre cuestiones migratorias 
y big data, por una parte, así como si en el campo de los estudios migratorios 
se está indagando sobre las migraciones y los medios sociales (particularmente 
a través de Twitter). En segundo lugar (2), nos interesa conocer igualmente si 
los vínculos en la bibliografía entre big data-estudios migratorios, o Twitter-
estudios migratorios ocupan o no un lugar destacado entre los artículos científi-
cos recientes sobre big data y Twitter. En tercer lugar (3), nuestro artículo tiene 
como objetivo analizar la literatura de estudios migratorios que se aborda desde 
la perspectiva de los datos masivos o que toma como referencia un medio social 
como Twitter para identificar cuáles son los enfoques metodológicos, así como 
las estrategias, herramientas y software que se están empleando en estos trabajos 
con el fin de conocer las aportaciones metodológicas que para las Ciencias So-
ciales supone emprender estos campos de estudio, así como plantear horizontes 
y retos de cara al futuro. Nos preguntamos, por tanto, por los enfoques metodo-
lógicos, los métodos y técnicas de investigación usados específicamente cuando 
se llevan a cabo estudios migratorios donde se tienen en cuenta tanto aproxima-
ciones basadas en el uso de big data como de Twitter en relación a las migracio-
nes, como ejemplo relevante de medio social cuya información se encuentra en 
abierto y accesible fácilmente a los investigadores. Pero dada la asociación de 
este foco de investigación con aspectos como la computación o el desarrollo del 
software, queremos identificar igualmente qué tipo de estrategias, herramienta 
e incluso software se han ido desarrollando o utilizado cuando se llevan a cabo 
estudios migratorios desde esta perspectiva, con el fin de detectar posibles la-
gunas o puntos donde sea viable hacer contribuciones, así como facilitar a los 
investigadores un espectro de posibilidades metodológicas que se están emplean-
do y que responden a diferentes niveles de complejidad técnica. Por otra parte, 
es también uno de los objetivos del artículo identificar qué métodos, técnicas y 
herramientas tienden a usarse al conjugar estudios migratorios con big data y 
Twitter en momentos claves del proceso de investigación: (3.1) la elección de las 
fuentes de información; (3.2) la extracción de los datos y las herramientas para la 
recolección de los mismos; (3.3) el procesamiento de la información obtenida y 
(3.4) el análisis, como objetivos específicos que se desprenden de nuestro interés 
metodológico en este artículo.
La novedad que en el panorama científico y social suponen la emergencia 
tanto de los datos masivos o big data como del desarrollo de los medios so-
ciales (entre los cuales se encuentra Twitter), o la misma novedad que incluso 
supone la popularización del contacto continuo con Internet a través de tecno-
logías como las implementadas en los smartphones, nos han hecho tener como 
hipótesis principal en este trabajo (en relación a nuestros objetivos 1 y 2) que 
los estudios científicos en los que confluyen big data o Twitter con las migra-
ciones representan aún una parcela no muy grande significativamente, a lo que 
se añade, en relación a nuestro tercer objetivo, hipotetizamos, (3) una posible 
diferenciación en cuanto a la investigación científica en estos campos derivada 
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de los diferentes perfiles de especialistas o equipos de investigación que se han 
aproximado a este tipo de estudios, de forma técnicamente más avanzada, en in-
vestigaciones principalmente que aplican técnicas de extracción, procesamiento 
y análisis tecnológicamente más avanzadas, frente a expertos de otros campos de 
las ciencias sociales y humanas, en los que se aborda el estudio de las migracio-
nes desde posturas más tradicionales y menos ambiciosas quizás técnicamente, 
más orientadas en relación a Twitter que a big data, donde existen más dificulta-
des para su manejo.
2.  MÉTODOS
Este artículo se fundamenta en una revisión bibliográfica que intenta identifi-
car y analizar los aspectos metodológicos de las investigaciones que abordan los 
estudios migratorios cuando se conectan con el uso de big data y Twitter. Como 
indican Guallar y otros (2017:949) los estudios de revisión “forzosamente… tie-
nen que realizar una selección de títulos” susceptibles de análisis. En este apar-
tado vamos a explicar el proceso que hemos seguido para la selección y revisión 
de los mismos y la manera en la que hemos abordado el análisis de los aspectos 
metodológicos que los artículos identificados comprenden. 
3  CRITERIOS DE BÚSQUEDA PARA LA REVISIÓN 
BIBLIOGRÁFICA
Se ha realizado una revisión sistemática de los artículos publicados sobre es-
tudios migratorios que se encontraban basados en big data o en datos de una red 
social como Twitter. Para ello, se realizaron varias búsquedas por separado en 
las bases de datos de ProQuest, Scopus y WoS (tal y como se describe en la Fi-
gura 2): en relación a big data y migraciones y sobre Twitter y migraciones. Nos 
ha interesado diferenciar entre big data y Twitter a fin de poder comparar entre 
una red social específica de carácter público sobre la que cualquier investigador 
puede plantearse la recolección de datos y el amplio campo de big data, donde 
junto al producto de los medios sociales, pueden encontrarse otras cuestiones 
metodológicas asociadas al desarrollo de la data science, big data analytics, 
business intelligence, etc., en este caso en su particular aplicación a los estudios 
migratorios.
A partir de los criterios de búsqueda delimitados y con el objeto de permitir 
la comparación entre fuentes, se seleccionaron todos los artículos publicados 
entre 2014 y 2018, limitados únicamente por tipo de fuente (revistas científicas) 
y por tipo de publicación (artículos) como principales productos científicos com-
parables en las tres bases de datos, asumiendo que esto es una limitación que 
aunque facilita la comparabilidad, no comprende todo tipo de productos cientí-
ficos, como puedan ser libros o tesis doctorales, si bien permite centrarse en los 
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artículos indexados más relevantes, especialmente respecto a Scopus y WoS, así 
como en otros obtenidos a partir de una de las bases de datos principales para las 
Ciencias Sociales, ProQuest, que comprende un abanico muy diverso de revistas 
científicas. El periodo de búsqueda, los términos empleados y las bases de datos 
consultadas se describen en la tabla siguiente (Figura 2). 
Figura 2. Periodo de búsqueda, fuente, base de datos, términos utilizados y 
criterios de búsqueda para la revisión bibliográfica 
Período de bús-
queda 2014 a 2018 (5 años).
Fuentes
Se han usado tres bases de datos relevantes, descritas ante-
riormente:
 (1) ProQuest; (2) Scopus; (3) WoS, Web of Science. 
Bases de datos mul-
tidisciplinares
consultadas
ProQuest: Se buscó en las 23 bases de datos que contiene, 
que comprenden a su vez miles de artículos, esto es: ABI/
INFORM Collection, Accounting, Tax & Banking Collec-
tion, Bibliografía de la Literatura Española, Dissertations & 
Theses, EconLit, Entrepreneurship Database, ERIC, GeoRef, 
Health & Medical Collection, International Bibliography of 
the Social Science (IBSS), MEDLINE, MLA International 
Bibliography, Nursing & Allied Heatlh Database, Periodicals 
Archive Online, Periodical Index Online, PsycARTICLES, 
Psychology Database, PsycINFO, PTSDpubs, Sociology 
Collection.
Scopus: Es una base de datos bibliográfica de resúmenes y 
citas de artículos de revistas científicas. Cubre aproximada-
mente 18.000 títulos de más de 5.000 editores internaciona-
les, incluyendo la cobertura de 16.500 revistas revisadas por 
pares de las áreas de ciencias, tecnología, medicina y cien-
cias sociales, incluyendo artes y humanidades.
WoS, Web of Science: Se realizó la búsqueda en Science 
Citation Index Expanded, Social Sciences Citation Index, 
Arts & Humanities Citation Index, Index Chemicus, Cur-
rent Chemical Reactions, Conference Proceedings Science,  
Conference Proceedings Social Science & Humanities, Med-
line, Scielo Citation Index, KCI: Korean Journal Database, 
Emerging Sources Citation Index.
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Términos de bús-
queda
Búsqueda 1: (“Big Data” AND migration) OR (“Big Data” 
AND immigration) OR (“Big Data” AND emigration) OR 
(”Big Data” AND migrants) OR (“Big Data” AND refugees) 
OR (”Big Data” AND ethnic) OR (”Big Data” AND displa-
ced) OR (”Big Data” AND asylum) OR (”Big Data” AND 
migraciones) OR (”Big Data” AND inmigración) OR (”Big 
Data” AND emigración) OR (”Big Data” AND migrantes) 
OR (”Big Data” AND refugiados) OR (”Big Data” AND 
etnia) OR (”Big Data” AND desplazados) OR (”Big Data” 
AND asilo)
Búsqueda 2: (twitter AND migration) OR (twitter AND 
immigration) OR (Twitter AND emigration) OR (twitter 
AND migrants) OR (Twitter AND refugees) OR (Twitter 
AND ethnic) OR (twitter AND displaced) OR (twitter AND 
asylum) OR (twitter AND migraciones) OR (twitter AND 
inmigración) OR (twitter AND emigración) OR (twitter 
AND migrantes) OR (twitter AND refugiados) OR (twitter 
AND etnia) OR (twitter AND desplazados) OR (twitter AND 
asilo)
Criterios de bús-
queda Tipo de fuente: Revistas científicas
 Tipo de documento: 
Artículos 
Fuente: Elaboración propia.
4.  PROCESO SEGUIDO PARA LA REVISIÓN BIBLIOGRÁFICA Y 
SU ANÁLISIS
Una vez obtenidos los resultados, realizamos una primera revisión preliminar 
de los resúmenes donde percibimos que muchos artículos trataban sobre Twitter 
o big data, pero no sobre migraciones, y viceversa. Para evitar los falsos positi-
vos e identificar artículos que pudiesen ser susceptibles de un posterior análisis 
en profundidad, todos los títulos y resúmenes obtenidos se codificaron con los 
términos de búsqueda y sus derivados, con la ayuda del software Atlas ti 8.0. 
La codificación nos permitió identificar y confirmar más rápidamente aquellos 
resúmenes que abordaran las dos temáticas a la vez y por tanto correspondieran 
a nuestros criterios. 
Esta tarea previa de depuración es necesaria porque la búsqueda en las bases 
de datos introduce un número importante de falsos positivos en la medida en que 
dichas búsquedas se realizaron con el criterio más amplio al buscar en “todos los 
campos” (no, por ejemplo, en título o resumen), lo que propició la aparición de 
falsos positivos que hay que depurar posteriormente. Por ejemplo, al buscar en 
“todos los campos” se incluyen artículos que nombran a Twitter en el texto com-
pleto del artículo, sin que necesariamente se trate de una investigación basada 
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en datos de Twitter. En otras ocasiones aparecen textos técnicos que se refieren 
por ejemplo a migraciones de sistemas o datos (data migration) o referidos a 
la nube, internet, pero no a nuestro objeto de estudio. A pesar de esto, al optar 
por realizar una búsqueda amplia donde las palabras claves podían aparecer en 
cualquier campo de los recogidos en ProQuest, Scopus y WoS (autor, resumen, 
texto de documento, título de la publicación, materia, etc.) se pudo identificar un 
mayor número de artículos que compusieron la muestra final, que a través de las 
búsquedas más restrictivas que hicimos inicialmente (no se recogen aquí).
Posteriormente, se procedió a la lectura de los artículos a analizar para va-
ciar sus contenidos respecto a los métodos, técnicas y herramientas empleados 
(véase el Anexo I). Los criterios de inclusión que se siguieron fueron: 1) que se 
tratara de una investigación que hubiese utilizado Twitter o big data como fuente 
de datos o de trabajo (sin excluir aquellas que hubiesen usado otras fuentes de 
manera complementaria); 2) que su objeto de estudio fueran las migraciones, las 
minorías o grupos étnicos y la diversidad ligada a las migraciones. Se excluye-
ron del análisis final los artículos duplicados que fueron identificados al trabajar 
con varias bases de datos. Los textos completos de los artículos estudiados que 
encajaron con los criterios de selección fueron luego revisados para comprobar 
que efectivamente cumplían los requisitos fijados. 
El proceso de selección de artículos y sus resultados se presenta sintética-
mente en la Figura 3 a través de un diagrama de flujos.
5.  ANÁLISIS DE LA BIBLIOGRAFÍA
Para vaciar y clasificar la información metodológica de interés de cada ar-
tículo se elaboró un guión o cuestionario para sistematizar esta tarea (Anexo I). 
Aparte de aspectos temáticos específicos, que son secundarios en este artículo, 
el vaciado pretende identificar fácilmente aquellas cuestiones que tienen que ver 
con las fases que siguen las investigaciones relativas a big data y Twitter: ex-
tracción de datos, procesamiento y análisis, amén de otros factores relacionados.
Se identifican por este método aspectos como los datos básicos del estudio 
(autor/es y año de publicación del artículo), el enfoque metodológico de la in-
vestigación (cuantitativo, cualitativo, mixto), técnicas de producción de datos 
(extracción, fuentes secundarias, etc.), herramientas de extracción de los datos 
(Python, R, Nvivo, NodeXL, etc.), objeto de extracción (hashtags, palabras cla-
ves, tuits de un usuario, historial de llamadas, etc.), procesamiento (codificación, 
filtrado, uso de diccionarios, etc.), técnicas de análisis empleadas (análisis del 
discurso, análisis de redes, regresiones, análisis de clúster, etc.), forma de visua-
lización de los datos (Gephi, NodeXL, Python, etc.) y otras fuentes utilizadas 
(Facebook, Tumblr, e-mails, etc.). Todo ello es objeto de análisis en las páginas 
que siguen.
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Figura 3. Proceso de selección de artículos en la revisión bibliográfica
Fuente: Elaboración propia.
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6.  RESULTADOS 
Los resultados de la revisión bibliográfica se han articulado de tal forma que 
permitan identificar las pautas en cuanto a métodos, técnicas y herramientas que 
están siguiendo los artículos sobre estudios migratorios que utilizan big data o 
Twitter en diferentes momentos de sus procesos de investigación.
6.1.  Las fuentes de información
En el caso de los artículos relacionados con big data y Twitter, cabe decir 
que en las investigaciones que hemos podido recuperar no es infrecuente que 
diversas fuentes de información secundarias hayan nutrido estos trabajos, en 
ocasiones usadas de forma simultánea en las investigaciones. En el caso de las 
investigaciones que giran en torno a los big data (Figura 4), es frecuente el uso 
de datos del Censo o registros oficiales, que se articulan cuando trabajan con 
migraciones en torno a una orientación demográfica, asuntos relacionados con 
la movilidad humana, o con aspectos étnicos, raciales y sanitarios. Puede citarse 
como ejemplos de esta articulación los trabajos de Ford et al. (2018) o de Pennap 
et al. (2017). 
Figura 4. Principales fuentes usadas en trabajos sobre estudios migratorios y …
Twitter Big data
Fuente: Elaboración propia.
En el caso del trabajo de Ford et al. (2018), desde un enfoque de la teoría crí-
tica de raza (TCR) y en el contexto de estudios sanitarios, a través de un estudio 
retrospectivo de cohortes, se incorpora en la estrategia de análisis de big data la 
aplicación, entre otras cosas, de un lexicón antirracista, basado en este marco 
teórico (TCR) y que permite conectar varios conjuntos de datos (registros médi-
cos de pacientes y proveedores de cuidados de salud, sobre todo) para estudiar 
los determinantes contextuales de las desigualdades raciales y étnicas en materia 
de la atención al VIH en California. Valoran, dada la novedad de incorporar en 
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este contexto analítico los presupuestos de la TCR, que hay un cambio paradig-
mático en marcha (Ford et al., 2018:265).
En el trabajo de Pennap et al. (2017), con un diseño transversal, se presta 
atención a datos relativos a nivel estatal de servicios de cuidado médicos (Medi-
caid) y datos censales de menores en California con el interés de evaluar el efec-
to del aislamiento residencial hispano sobre el Trastorno por Déficit de Atención 
e  Hiperactividad. Entre los datos hay medidas del aislamiento residencial de 
carácter racial o étnico, enfocadas a los hispanos en este caso. Se subraya igual-
mente la oportunidad que aportan los big data para avanzar en la investigación 
que permita reducir las disparidades  en materia de salud por motivos étnicos 
raciales en tanto que determinantes de salud.
Por otra parte, uno de los estudios de revisión identificados respecto al uso 
de big data (Chandy, Hassan & Mukherji, 2017) se pregunta por la migración 
que se produce tras los desastres naturales, poniendo en valor el enfoque de big 
data e ilustrándolo a través de varios ejemplos. Uno de los que está más relacio-
nado con los estudios migratorios es el caso del terremoto de Haití en 2010 en 
Puerto Príncipe, donde más de medio millón de habitantes se vieron abocados 
a desplazarse para buscar refugio. Subrayan que, frente a métodos manuales, 
en este caso se pudo monitorizar con bastante precisión la localización de estos 
migrantes (datos hechos accesibles por Digicel, un operador de telefonía móvil, 
que podía usar la tarjeta SIM: registros de llamadas). La existencia de grandes 
volúmenes de información digital se plantea como algo que puede ayudar clara-
mente a la toma de decisiones para resolver grandes problemas de diversa índole. 
A partir de una revisión de varios estudios de caso, no solo ligados a las migra-
ciones, se pone de relieve por tanto la innovación y oportunidades que plantea 
la incorporación de estudios basados en big data (Chandy, Hassan & Mukherji, 
2017:710). Hemos identificado otros estudios, de corte demográfico, que se nu-
tren de datos extraídos de teléfonos móviles con el seguimiento de llamadas y 
SMS o el roaming, que muestran sugerentes líneas de análisis para el estudio de 
las comunidades de inmigrantes (Yuan & Zhu, 2016; Bajardi et al., 2015). Junto 
a los anteriores enfoques, no faltan trabajos que usan como fuentes de informa-
ción datos procedentes de los medios sociales (Tumblr, u otras redes sociales), 
periódicos, encuestas, u otro tipo de datos oficiales o en abierto de internet. 
En los trabajos sobre Twitter, si bien la mayor parte de los artículos se en-
focaban solo en datos obtenidos de esta red (37 de ellos, de un conjunto de 52 
– Figura 4-), hemos encontrado también que un número sustancial de los mismos 
se basaban en el manejo de otras fuentes que complementaban la información de 
Twitter (al menos en un tercio de las publicaciones identificadas). Normalmente 
en este caso la tónica más habitual ha sido usar datos de Twitter y otras redes 
sociales (como Facebook, Tumblr, Youtube, u otras) o censales. Pero también 
hemos encontrado investigaciones basadas en Twitter y a la vez en datos de pe-
riódicos, páginas web, e-mails, datos públicos del gobierno, encuestas, o incluso 
la combinación de datos oficiales con datos de tarjetas inteligentes (en un trabajo 
sobre movilidad de Kim, Park & Lee, 2018). Esta diversidad de artículos, que 
articulan fuentes de datos tan variadas, de nuevo marca la relevancia que en este 
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tipo de investigaciones comportan las acciones de triangulación, así como la 
versatilidad que permite esta línea de trabajo.
Uno de los trabajos que hemos encontrado que se encuentra basado en ma-
yor número de fuentes de información que se suman al propio Twitter es el de 
George Mwangi, Bettencourt & Malaney (2018), de gran interés, como un buen 
ejemplo de las posibilidades analíticas y de articulación de fuentes en estudios 
donde hay un importante acento en medios sociales. En este caso, con el objeto 
de estudiar el movimiento de estudiantes universitarios activistas on line (“I, 
Too, Am Harvard” y “I, Too, Am Oxford”) sobre el racismo, la opresión y las 
micro agresiones que se experimentan en la universidad, se realiza un análisis 
crítico del discurso a partir de datos procedentes de fuentes como Tumblr, Twit-
ter, Facebook, artículos de periódicos o revistas y páginas web.
En la misma línea de mostrar un variado conjunto de fuentes de información, 
la investigación de Oliver (2016) es un buen ejemplo. El manejo de diversidad 
de fuentes se logra en este caso empleando una herramienta llamada Tracktur 
para la recolección de noticias y artículos publicados en los medios sociales, 
como fuente de opinión [http://www.trackur.com, para monitorear APIs]. De 
esta manera, se pueden recopilar datos de opinión de Twitter, Facebook, Tum-
blr, periódicos, webs, foros, Google+, Youtube, Instagram, Blogs o Reddit. Se 
extraen discursos sobre inmigración que permiten describir las narrativas de 
amenaza que se vuelcan hacia los inmigrantes y que se producen en los medios. 
Esta herramienta, o similares, son cada vez más comunes en el proceso de moni-
torización de los contenidos que se vuelcan en internet.
En una investigación que abre líneas de trabajo sugerentes para el campo 
de estudios migratorios, no tan completamente enfocado a los medios sociales, 
hemos encontrado como fuentes de datos Twitter al mismo tiempo que datos 
procedentes de tarjetas inteligentes y datos públicos gubernamentales. Se trata 
del trabajo de Kim, Park & Lee (2018), que parcialmente aborda la cuestión 
migratoria, centrándose principalmente en la movilidad humana urbana y la 
interacción. Hay una conexión, aparte de por las pautas de movilidad de los 
migrantes, cuando se discute sobre las distancias funcionales y sociales, o las 
relaciones entre origen y destino. Pero, en cualquier caso, aunque el acento sobre 
lo migratorio no es tan visible en este trabajo, comparado con otros, el enfoque 
empleado permite apreciar su potencialidad. Se articulan aquí fuentes diversas 
como datos de las tarjetas de transporte de la ciudad de Seul (T-Money), regis-
tros estadísticos del gobierno (diferentes datasets en línea) y datos de Twitter a 
los que se puede incorporar una geolocalización.
En el artículo de Hoffman (2016), es interesante igualmente constatar un 
ejemplo de investigación donde se combinan formas modernas y clásicas de 
análisis documental, basadas en internet, las modernas, y en medios clásicos 
como la prensa, que en diversas investigaciones hemos encontrado, en forma de 
periódicos en línea. En este caso con la pretensión de comprender las estrategias 
argumentativas usadas para expresar apoyo o rechazo a expresiones multiétnicas 
y multilingüísticas en la esfera pública de patriotismo en la sociedad americana. 
En la bibliografía analizada se han identificado diferentes artículos donde se usan 
162 E. GUALDA Y C. REBOLLO BIG DATA Y TWITTER PARA EL ESTUDIO DE  ...
EMPIRIA. Revista de Metodología de Ciencias Sociales. N.o 46 marzo, 2020, pp. 147-177.
ISSN: 1139-5737, DOI/ empiria.46.2020.2670
como fuente periódicos en línea junto a otras fuentes, se trate de estudios basa-
dos en Twitter o en big data (por ejemplo, Calvo & Calvo-Domínguez, 2016).
6.2.  La extracción o recolección de datos, herramientas y objetos
Hay una diferencia sustancial entre el trabajo con big data y Twitter en este 
particular. En los trabajos recopilados de big data, lo habitual es trabajar con 
fuentes secundarias, conectando frecuentemente con servidores de instituciones 
públicas y privadas para usar la información que proveen (por ejemplo, censos), 
o usando la información disponible a gran escala, geolocalizada en muchas 
ocasiones. Otras veces la información es proporcionada por algún tipo de pro-
veedor, como es el caso de la telefónica (Bajardi et al., 2015; Yuan & Zhu, 2016; 
Kim, Park & Lee, 2018). No necesariamente la información se ha recolectado 
en streaming. En cambio, comparado con la investigación clásica en estudios de 
Ciencias Sociales, el trabajo que se viene realizando actualmente en el campo de 
Twitter comprende necesariamente estrategias para la extracción o minería de 
datos. Una vez recolectados los datos, estos van a ser susceptibles de procesa-
miento y análisis. Ha de distinguirse entre estrategias o técnicas más basadas en 
la investigación clásica (más próximas a lo artesanal o manual), frente a las que 
se basan en técnicas más modernas, complejas y con fuerte énfasis en la compu-
tación. En ocasiones el software que se está desarrollando actualmente facilita 
bastante la dimensión más computacional para científicos profanos en la materia.
En el caso de una mayor proximidad a la computación, hay un abanico de 
posibilidades en marcha que se han documentado en diversos artículos que se 
basan en la extracción de datos de Twitter (Figura 5). Curiosamente hay diversos 
artículos de los seleccionados que detallan poco cómo se ha abordado la extrac-
ción de datos, limitándose a hablar de la API de Twitter (o de si conectan con 
ella vía Streaming o Rest) y casi poco más, y en otros no se especifican detalles 
al respecto.
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Figura 5. Extracción de datos de Twitter en estudios migratorios
Fuente: Elaboración propia.
En otros casos se han empleado diferentes tipos de estrategias que pasan por 
comprar los datos retrospectivos a alguna empresa proveedora de los mismos 
(como Gnip en el caso del innovador trabajo de Flores, 2017, al que más adelan-
te nos referiremos, o Tweet Archivist); por trabajar con software comercial o li-
bre que facilita bastante la parte técnica de la extracción (algunos como NodeXL 
–Gualda y Rebollo, 2016-, Nvivo [NCapture], Gephi, u otros). Otras opciones 
existentes, aunque no hayan sido mencionadas en estos artículos, son el acceso a 
otras aplicaciones como t-hoarder a partir del repositorio de GitHub (Congosto, 
Basanta-Val y Sánchez-Fernández, 2017). También hemos encontrado trabajos 
que se han realizado con apoyo de programación propia o compartida de Python 
[o herramientas como Twython o Tweepy] o que se benefician de herramientas 
a disposición del público en R [StreamR, TwitterR]. En algún caso también se 
ha producido la recolección de datos a partir de la web de Twitter a través de su 
buscador u otros sitios web que permiten obtener tuits de un determinado usuario 
(como www.allmytweets.net). Vemos entonces que la no muy abultada biblio-
grafía existente sobre Twitter y migraciones recoge, no obstante, una amplia 
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variedad de métodos de extracción de datos de esta fuente de internet, sin quedar 
agotadas las posibilidades en las citadas. Algunos métodos son más sencillos, 
accesibles para aquellos investigadores con menos conocimientos informáticos, 
mientras que otros han sido creados por los propios investigadores habitualmente 
cuando estos pertenecen a una disciplina más científico-técnica. 
Por otra parte, respecto al objeto de la extracción, este varía según los obje-
tivos de cada artículo. En el caso de los estudios basados en Twitter, los objetos 
principales extraídos suelen ser las etiquetas o hashtags, las palabras clave, la 
geolocalización y los usuarios, o algunos de los anteriores combinados (Figura 
6).
Figura 6. Objetos principales extraídos en los trabajos sobre estudios migratorios 
y Twitter
Fuente: Elaboración propia.
Respecto a los trabajos centrados en big data, hay una mayor diversidad de 
aspectos que se extraen, destacando especialmente en la serie de artículos ana-
lizados historiales médicos electrónicos, como aspecto único, o en combinación 
con otros datos como datos de población o estadísticas de salud complementarias 
(Tu et al, 2015; Pennap et al, 2017; Retamozo et al, 2018). Otros objetos que han 
sido susceptibles de extracción han sido datos de roaming, service request, artí-
culos, historial de llamadas, árboles genealógicos, listas de apellidos, búsquedas, 
reclamaciones administrativas de Medicaid, datos de población , etc., dando 
cuenta de la diversidad de posibilidades.
6.3.  Procesamiento de datos
En materia de procesamientos, cada artículo, de forma pragmática y flexible, 
suele usar sus propias estrategias a fin de delimitar y preparar los datos de una 
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manera más amigable para la redacción, elaboración de informes, libros, artí-
culos, etc. que son el resultado final del análisis. Normalmente estas estrategias 
conectan directamente con los objetivos concretos de cada trabajo y varían en 
función de si nos referimos a estudios basados en big data o Twitter. En el caso 
de los artículos identificados sobre migraciones y big data, uno de los aspectos 
quizás más recurrentes para reducir la dimensión de algunos datasets (según he-
mos comprobado) es el filtraje, de tal forma que, tras el mismo, los datos puedan 
ser manejados más rápida y fácilmente por algunos paquetes de software o a 
través de programación. También es frecuente adoptar estrategias de filtrado que 
pueden facilitar tanto análisis estadísticos como en algunos casos la visualiza-
ción de resultados (por ejemplo, si en el análisis se emprende un análisis de redes 
sociales con herramientas como Gephi que si se encuentra con millones de nodos 
puede tener dificultades). Algunos de estos procesamientos pueden hacerse a 
través de programación o también con herramientas o software creado expresa-
mente para manejar ingentes volúmenes de información de manera rápida, como 
sería el editor de texto EmEditor. En muchas ocasiones se combinan varias es-
trategias de procesamiento si bien la del filtrado es la que hemos encontrado con 
mayor frecuencia en los artículos en los que nos hemos basado (aparece como 
estrategia en la mitad de los artículos consultados). Otras estrategias que hemos 
encontrado son algunas típicas del trabajo con datos masivos como procesos 
combinados de categorización y codificación de los datos; filtrado, tokenización 
y data cleaning; filtrado y clasificación basada en machine-learning; filtrado y 
elaboración de diccionarios para ayudar a clasificar los datos; árbol de decisiones 
o uso de algoritmos, entre otros. En algunos trabajos no se especifican estrategias 
de procesamiento.  
De forma más sofisticada por el uso de la computación, puede citarse el 
trabajo de Marschke, Nunez, Weinberg & Yu (2018) como ejemplo en el que 
se emplea un clasificador basado en machine learning, llamado Ethnicolr, que 
clasifica a las personas a través de su nombre y apellido en cuatro categorías ét-
nicas (hispano, blanco no hispano, negro no hispano y asiático no hispano). Con 
ello los investigadores se interesan en conocer la relación entre pertenecer a una 
etnia y la posición de los autores de una publicación científica, con el objeto de 
comprender mejor la infrarrepresentación de algunos grupos minoritarios en las 
áreas científico-técnicas.
En el caso de Twitter, es frecuente también encontrar artículos donde se 
emplean varios tipos de procesamientos a la vez, incluso a partir del trabajo que 
hace algún software comercial para el análisis de textos asistido por ordenador, 
como es el caso que se describe en el trabajo de Smith, McGarty & Thomas 
(2018) basado en el uso de LIWC6, donde se intenta identificar qué palabras en 
los tweets son de contenido pro-refugiados, creándose un diccionario adaptado 
para llevar a cabo este enfoque analítico. 
6 LIWC, Linguistic Inquiry and Word Count. En http://liwc.wpengine.com/; http://liwc.net/
liwcespanol/index.php.
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La variedad de estrategias a la hora de los procesamientos realizados al 
analizar datos de Twitter se manifiesta en otros trabajos, como es el caso del de 
Kim, Park & Lee (2018:21) donde el análisis de los textos de Twitter se aborda a 
través de un analizador de morfemas que los separa y posteriormente se encuen-
tran las relaciones entre ellos con el apoyo de un módulo llamado word2vec7, 
para posteriormente construir grupos o clústeres de palabras usando un algoritmo 
de agrupamiento, lo que implica una sucesión de tareas técnicas encadenadas 
propia de muchos trabajos basados en Twitter, no solo en el área de los estudios 
migratorios.
Cabe destacar, no obstante, que frente a las estrategias de filtrado del trabajo 
con big data, en el caso de Twitter las que sobresalen en los artículos consulta-
dos son las tareas que se realizan de codificación y categorización de los datos 
(23 de 52 artículos lo especifican). La codificación de datos en Twitter puede 
hacerse de forma más artesanal o manual, de manera semiautomatizada o de ma-
nera totalmente automatizada. Algunos trabajos no especifican el procedimiento 
usado, si bien un conjunto de ellos indica el uso de un procedimiento manual. En 
diversos estudios se emplea el trabajo manual (o semimanual) con el fin de crear 
diccionarios de palabras que permitan codificar o categorizar los resultados, 
como fase previa a otros análisis (Flores, 2014; Munger, 2017).
De esta forma, a tareas clásicas del trabajo cualitativo (codificar o categori-
zar) encontramos que en los trabajos basados en estudios migratorios y Twitter 
se añaden otras operaciones clave de carácter computacional que implican –a ve-
ces de forma combinada- operaciones como filtrar los datos, para reducir infor-
mación; limpieza o data cleaning; empleo de diccionarios; empleo de paquetes 
de programación u otras.
Hay un conjunto amplio de herramientas adicionales que se han identificado 
en los artículos analizados para la realización de los procesamientos que prece-
den al análisis y que conllevan, por ejemplo, el uso de Python (que incorpora he-
rramientas como la del procesamiento del lenguaje natural, NLTK), o R, funcio-
nes específicas de NodeXL para la preparación de los análisis de redes sociales, 
LIWC (citado arriba), CLD28 como detector de lenguaje compacto en diferentes 
lenguas; iMood9 que permite extraer los sentimientos y emociones en tiempo 
real a partir de tuits sobre inmigración y seguridad en la frontera (Chung y Zeng, 
2016); Tracktur10 que se emplea para monitorizar APIs para la recolección de 
noticias y artículos publicados en los medios sociales, y el uso de aplicaciones 
como Elasticsearch11 que permite entre otras funciones el análisis básico de texto 
que incorpora tokenización y filtrado; Chorus TweetVis12 como paquete para la 





10 http://www.trackur.com, para monitorear APIs.
11 https://www.elastic.co/.
12 http://chorusanalytics.co.uk/tweetvis-1-8-5/.
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Lo que hemos encontrado en la revisión de la literatura, en definitiva, es 
un conjunto diverso de tipos de procesamientos, una variedad de herramientas 
implementadas de forma pragmática a veces porque son más accesibles, con el 
fin de responder a las preguntas de investigación. Los avances existentes hasta 
el momento condicionan el uso de las mismas. Este desarrollo y la diversidad 
de aplicaciones hace prever que el futuro en este campo seguirá aportando mul-
tiplicidad de herramientas y estrategias para abordar esta fase intermedia de la 
investigación en migraciones cuando se emplean datos de Twitter y, si cabe, de 
otros medios sociales. 
6.4.  Análisis de datos: Métodos, técnicas y visualización
En el análisis de datos, teniendo en cuenta los métodos y técnicas que se 
emplean al efecto, se encuentran diferencias notables entre big data y Twitter. 
En el caso de los estudios basados en big data, la pauta es cuantitativa en todos 
los artículos consultados. Esto conecta claramente con una orientación de los 
artículos sobre big data hacia los métodos cuantitativos, mientras que en los de 
Twitter, aunque encontramos un acento en los métodos cuantitativos, un grupo 
sustancial de artículos emplean presupuestos propios de los métodos cualitativos 
o son de carácter mixto (Figura 7).
Figura 7. Métodos empleados en los artículos sobre estudios migratorios y Twitter 
(%)
Fuente: Elaboración propia (N=72).
En cuanto a los estudios basados en big data, los métodos de análisis cuanti-
tativo empleados conectan directamente con lo que se está llevando a cabo en el 
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área de data science o data analytics que cuenta con un importante énfasis en téc-
nicas cuantitativas avanzadas para analizar datos y tomar decisiones. Es frecuen-
te el empleo a lo largo de un artículo de más de una técnica de análisis de datos 
dando muestras de su diversidad (véase en los trabajos, por ejemplo, de Brito-
Zerón et al. (2017), Somashekhar (2016) y Tu et al. (2015). En cuanto al uso de 
técnicas, los artículos sobre big data y migraciones abordan sus investigaciones 
empleando desde técnicas estadísticas más elementales (análisis de frecuencias, 
descriptivos, test estadísticos, correlaciones) hasta aquellas más representati-
vas de análisis bivariables, multivariables o más complejos (regresión: lineal, 
logística, análisis de cluster, o análisis de cohortes, para análisis temporales; 
ecuaciones estructurales). Se identificaron también trabajos que combinan estas 
técnicas con el uso de algoritmos a priori, estudios de caso, modelos de caso, 
métodos de control sintético; o que emplean análisis de redes, análisis temático 
o distribuciones espaciales.
Por otra parte, aunque no todos los trabajos que se han revisado sobre big 
data usan la visualización como manera interesante para resumir y comunicar los 
resultados, o incluso como vía analítica, una parte importante de ellos emplean 
fotos, imágenes o gráficos elaborados por los autores, y en algún caso se usan R 
o Python a estos efectos.
En el caso de Twitter encontramos una mayor diversidad en el uso de técni-
cas de análisis debido a que junto a las cuantitativas, se incorporan las propias de 
los métodos cualitativos o mixtos. De esta forma, entre las técnicas de análisis 
univariable, bivariables y multivariables, en el caso del uso de métodos cuanti-
tativos, cabe citar algunas como el análisis de frecuencias (en un 15% de casos 
y muy común por su sencillez), el ANOVA o análisis de la varianza, el análisis 
de conglomerados o clústeres, el análisis factorial o la regresión logística y mul-
tivariable, siendo la logística la más frecuente en esta revisión (casi un 10% de 
artículos). Otros con cierta incidencia son el análisis de sentimientos (en 4 artí-
culos), el estudio de distribuciones espaciales, o estudios de casos.
Por el ala cualitativa, caben destacar el análisis de contenido (que aparece en 
17 artículos de 52, de forma combinada en ocasiones), el del discurso (en 18) y 
el análisis temático y textual, ya con menos frecuencia. Otros trabajos emplean 
también modelos predictivos o teóricos, contrastándolos, como por ejemplo en 
el artículo de Chung (2016).
Por otro lado, sobresale también el análisis de redes sociales con 11 trabajos 
y una orientación más cuantitativa y visual. Por ejemplo, el trabajo de Ferra 
y Nguyen (2017), que hace un análisis de redes sociales a través del hashtag 
#migrantcrisis, para conocer cómo el discurso transnacional sobre la crisis mi-
gratoria se materializa en Twitter, enfocándose en los participantes y en las redes 
semánticas que emergen alrededor del hashtag.
Se ha encontrado también, como único ejemplo en estos trabajos sobre 
migraciones, el uso del aprendizaje automático, bastante común en otras inves-
tigaciones de Twitter. En este caso se empleó para identificar la co-ocurrencia 
de términos en documentos de un corpus de análisis y detectar patrones entre 
los temas. Xu et al. (2016) hacen uso de esta técnica para examinar con qué fre-
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cuencia se discute sobre temas relacionados con el cáncer, en función de la etnia 
de los usuarios de Twitter. También es de gran interés, por tratarse de una línea 
prometedora aún casi inexplorada que conecta aspectos online y offline, el tra-
bajo de Flores (2017) que se pregunta si las leyes influyen en la opinión pública, 
sus sentimientos y comportamientos, para lo cual emplea un análisis longitudinal 
de Twitter como medición de estados de opinión, antes y después de la ley anti-
inmigrantes de Arizona SB 1070.
Una pauta similar a la visualización de datos encontrada en relación a big 
data la hallamos en lo que concierne a Twitter respecto a que la mayoría de ar-
tículos emplean tablas o gráficos, fotos o imágenes elaborados por los autores, 
o mapas, pero también hay trabajos más específicos de gráficos de redes, con 
paquetes como Gephi o R, SMTS, dando muestras igualmente de la variedad de 
opciones de visualización de los resultados en este campo, incluyéndose entre 
otras capturas de pantalla y nubes de palabras.
7.  DISCUSIÓN Y CONCLUSIONES
Diversos autores que han realizado investigaciones en el campo de con-
fluencia de big data y migraciones valoran muy positivamente las aportaciones 
y oportunidades que esta área de estudio puede introducir, anunciando contribu-
ciones importantes en diferentes esferas, no solo en la investigación y la innova-
ción, sino también apoyando la toma de decisiones (Chandy, Hassan & Mukher-
ji, 2017; Ford et al, 2018; Pennap et al., 2018). Entre los aspectos que resultan 
de gran interés, tanto para el caso de big data como de Twitter, se encuentra el 
potencial de combinar en una misma investigación, como describen diversos 
autores, varios datasets de ingente volumen, lo que abre caminos presentes y fu-
turos de gran interés en el campo de los estudios migratorios, enriqueciéndolos. 
También nos remite a la necesidad de fortalecer las estrategias de triangulación y 
combinación metodológica, ante la variedad de métodos, técnicas, herramientas 
y fuentes de análisis que potencialmente pueden ser empleadas.
Los resultados que se ofrecen de la comparación de tres bases de datos rele-
vantes (ProQuest, Scopus y WoS) son coherentes entre sí, fiables y sólidos, por 
cuanto proporcionan un panorama similar –independientemente de la fuente- res-
pecto al escaso peso que aún tienen los estudios migratorios basados en Twitter 
o en big data, tras el estudio de los artículos publicados en un lustro. Entre las 
limitaciones, el que la revisión, con el fin de homogeneizar los criterios de bús-
queda, sólo ha recolectado artículos científicos, dejando fuera del análisis a otros 
productos como tesis doctorales o libros. Frente a esta desventaja, es positivo no 
obstante haber documentado lo que se ha publicado sobre estudios migratorios y 
big data o Twitter en el formato más relevante de investigación en nuestro cam-
po hoy en día (artículo científico). 
El trabajo realizado, distinguiendo entre dos campos emergentes como es el 
trabajo con big data y Twitter, como ejemplo de medio social, permite visibilizar 
cómo se están conformando estos campos de trabajo, de manera muy similar 
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los estudios migratorios a otras áreas temáticas, en cuanto a las cuestiones rela-
cionadas con los métodos y técnicas empleadas, que son aplicables a diferentes 
temáticas. Una limitación de fondo, siempre presente, son las propias fuentes 
de información secundarias que se emplean, públicas y privadas, sean estas 
censos, registros, datos de medios sociales, etc., por cuanto los investigadores 
no tienen el control sobre los datos que se generan en ellas o el acceso a ciertos 
datos puede ser complicado (informes médicos, datos de teléfonos móviles, etc.). 
En el caso de datos procedentes de fuentes privadas ha de añadirse el coste que 
suele suponer tener que comprar datos, además de la menor transparencia res-
pecto a cómo se producen dichos datos (por ejemplo, en diferentes plataformas 
de redes sociales), o qué algoritmos hay detrás, siendo los datos públicos más 
transparentes en estos aspectos. Aparte de otras limitaciones técnicas que tienen 
que ver con el manejo de datos masivos, que requieren una infraestructura para 
el almacenamiento, el trabajo en streaming o los procesamientos (por ejemplo), 
más potente que en investigaciones clásicas. 
El artículo ha presentado, someramente, dos líneas de trabajo recientes (big 
data, Twitter), aún poco exploradas en la bibliografía científica, que plantean 
nuevos enfoques para los estudios migratorios ya cerca del primer cuarto del si-
glo XXI. Respecto a nuestros objetivos e hipótesis, hemos comprobado cómo los 
estudios científicos que combinan big data o Twitter con las migraciones son aún 
escasos, aunque crecientes, con una pauta de crecimiento sostenida en el último 
lustro. Encontramos también un interés cada vez mayor en estudiar la realidad 
social que se refleja en el mundo virtual, en conjunción con la realidad observada 
fuera de internet si atendemos por ejemplo al uso combinado de varias fuentes 
de información localizada en diversos artículos (por ejemplo, redes sociales y 
censos). Al mismo tiempo, esto coincide con un creciente desarrollo técnico y de 
conocimientos en cuanto a la extracción de los datos, su procesamiento y análisis 
gracias al despliegue de multitud de herramientas (aparecen más de 20 diferentes 
en nuestros datos) que facilitan no solo el acceso a esos datos, sino también el 
almacenamiento de estos o la forma de gestionarlos o prepararlos para el poste-
rior análisis. 
En el caso de los big data, cabe destacar el acento más cuantitativo y estadís-
tico, así como el manejo de censos o registros públicos y privados, mientras que 
en el de los social media, a través del caso estudiado de Twitter, se destaca la 
mayor variedad de aproximaciones metodológicas que se emplean, desde apro-
ximaciones cuantitativas a cualitativas o mixtas, que se concreta coherentemente 
en una diversidad de técnicas de análisis. En este segundo caso, el rango de si-
tuaciones es más amplio respecto a la existencia de análisis con mayor o menor 
grado de sofisticación estadística o computacional, mientras que en la materia de 
big data, los trabajos que hemos revisado suelen requerir un mayor conocimiento 
técnico y estadístico, lo cual aproxima o aleja este campo de análisis a diversos 
perfiles de investigadores, e invita al trabajo en equipo inter y transdisciplina-
res, o a la formación de expertos en campos emergentes como la sociología 
computacional o la ciencia social computacional que pasa por la aproximación 
a la programación o por el uso de paquetes de software específicos que se están 
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desarrollando y que a veces se hacen accesibles públicamente en repositorios 
como el de GitHub.
Quizás, para terminar, entre los elementos recurrentes de estas nuevas for-
mas de estudiar la realidad social deba destacarse la potencialidad de observar 
con mucha versatilidad y flexibilidad, beneficiándose la investigación del uso 
potencial y la combinación de múltiples fuentes, lo que obliga a triangular con 
mayor frecuencia. Por no decir lo que supone la posibilidad de observar muchos 
fenómenos en streaming, mientras están pasando. Por ejemplo, cuando se trata 
de desastres naturales y migraciones forzadas, donde podría permitirse llevar a 
cabo actuaciones de emergencia más rápidas y eficaces. 
Para algunos, trabajar con big data supone igualmente a veces ser capaz de 
estar más cerca de observar datos del universo que de muestras, lo que se inter-
preta como la llegada de cambios paradigmáticos. En otros casos, la sustitución 
de técnicas como por ejemplo las encuestas de movilidad, por la posibilidad 
de seguir a las personas a través sus móviles, puede representar igualmente un 
cambio muy significativo en la investigación de las migraciones, sus comuni-
dades asentadas y sus desplazamientos. No obstante, siguen existiendo muchos 
hándicaps y limitaciones de carácter técnico ligados a diferentes etapas de la 
investigación o a nuestras capacidades para almacenar, procesar o analizar tal 
cantidad de datos, lo que representa parte de la agenda de investigación actual y 
futura. Algunas de estas limitaciones ya se han destacado a lo largo del artículo, 
como por ejemplo, las dificultades que siguen existiendo para trabajar con datos 
masivos no estructurados (tales a vídeos o fotos), que tanto abren muchas vías de 
exploración técnica, como siguen dando valor a la investigación cualitativa que 
hasta ahora se viene haciendo en el campo de los estudios migratorios. Probable-
mente para reducir algo de complejidad en la tarea investigadora el camino más 
eficaz sea el de la inter y transdisciplinariedad, la combinación metodológica y 
la triangulación, que hemos encontrado en gran parte de los artículos analizados.
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ANEXO I. LIBRO DE CÓDIGOS (REVISIÓN BIBLIOGRÁFICA). 
ID. Identificación FUENTE DE LOS DA-TOS PROCESAMIENTO
Autor/es. Autor o autores 
del artículo 1. FamilySearch.com
1. Python's natural language 
toolkit
Año. Año de publicación 2. Historial médico elec-trónico 2. Codificar/categorizar
3. Reclamaciones adminis-
trativas de Medicaid 3. Elasticsearch
MÉTODOS 4. Datos de teléfonos mó-viles 4. R
1. Cualitativo 5. Censo 5. LIWC
2. Cuantitativo 6. Datos públicos del go-bierno 6. Chorus TweetVis
3. Mixto 7. Yelp.com 7. SMTAS
8. Medline 8. Filtrar
HERRAMIENTA DE 
EXTRACCIÓN 9. CLD2
1. Tweet Archivist TÉCNICAS DE PRO-DUCCIÓN 10. Analizador de morfemas
2. API 1. Encuesta 11. Automated Data Retrival
3. Tweepy (Python) 2. Entrevista 12. NodeXL
4. NCapture (Nvivo) 3. Monitoreo 13. Diccionario
5. Chorus Tweetcatcher 4. Extracción 14. iMood
6. Twython (Python) 5. Búsqueda manual 15. Trackur
7. SMTAS 6. Fuentes secundarias 16. Python
8. Python 17. Matriz de datos
9. Web de Twitter TÉCNICAS DE ANÁ-LISIS
18. Razón de oportunidades 
(odds ratio)
10.NodeXL 1. Análisis de contenido 19. Clasificador basado en el machine-learning
11. allmytweets.net 2. Análisis de redes 20. Gohakka
12. StreamR (R) 3. Análisis del discurso 21. V-Analytics
13. TwitteR (R) 4. Regresión logística 22. Árbol de decisiones
14. iMood 5. Estudio de casos 23. Google maps API
15. Trackur 6. Análisis de sentimientos 24. Freeling
16. Gardenhose 7. Análisis exploratorio 25. Tokenización
17. OSoMe 8. Análisis temático 26. Limpieza (data cleaning)
18. Twarc 9. Análisis de frecuencia
19. Gnip 10. Análisis de prevalencia VISUALIZACIÓN
20. Tencent's Big Data 
Location 11. Análisis factorial 1. Gephi
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21. Sysomos 12. Distribución espacial 2. R
22. Fuentes secundarias 13. Modelo teórico 3. Tablas y gráficos del autor
23. Buscador web de per-
sonas (people-finder sites) 14. Análisis de clúster 4. SMTAS
24. Google Adwords 15. Análisis de varianza 5. NodeXL
25. Topsy 16. Test estadístico 6. Capturas de pantalla
26. Web crawler (rastrea-
dor) 17. Análisis textual 7. Nada
27. Netvizz 18. Estadísticos descrip-tivos 8. Fotos/Imágenes
28. PeopleBrowsr 19. Algoritmo A priori 9. Python
29. theArchivist 20. Análisis de cohortes 10. V-Analytics
30. Radian6 21. Regresión lineal 11. T-Lab
31. IQBuzz 22. Regresión multivaria-ble 12. Mapas
32. Google 23. Ecuaciones 13. Gráfico de redes
33. Vivaldi 24. Correlaciones
34. Discover Text 25. Método de control sintético OTRAS FUENTES
35. Twitonomy 26. Regresión (otra) 1. Facebook
2. Tumblr
3. Periódicos
OBJETO DE LA EX-
TRACCIÓN 4. Páginas web
1. Hashtag 5. Censo
2. Geolocalización 6. Solo Twitter
3. Usuario 7. Datos de tarjetas inteli-gentes
4. Palabra clave 8. Datos públicos del go-bierno
5. ID 9. Google+
6. Trending Topics 10. Youtube
7. Petición de localización 11. Instagram
8. Árbol genealógico 12. Foros
9. Historial médico elec-
trónico 13. Blogs
10. Reclamaciones admi-
nistrativas de Medicaid 14. Correos electrónicos
11. Historial de llamadas 15. Flickr
12. Estadísticas de salud 16. Programas electorales
13. Datos de población 17. No
14. Información sobre res-
taurantes 18. Encuestas
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15. Artículos científicos




20. Vídeos de Youtube
21. Páginas de Facebook

