Abstract We demonstrate an improved method for utilizing observed gaze behavior and show that it is useful in inferring hand movement intent during goal directed tasks. The task dynamics and the relationship between hand and gaze behavior are learned using an Abstract Hidden Markov Model (AHMM). We show that the predicted hand movement transitions occur consistently earlier in AHMM models with gaze than those models that do not include gaze observations.
Introduction
Robotic assistive devices are envisioned to assist humans in scenarios where the person has reduced physical ability. For example, a hybrid bionic system such as a hand/arm exoskeleton may be used to augment muscular strength and aid in manual dexterity. In such a scenario, giving the assistive system the ability to predict and anticipate human hand movements would be an advantage for ensuring safety and providing a natural interface for using the device.
In this paper, we demonstrate that observed human gaze behavior can be proactively used to improve the prediction of hand movement transitions while doing simple, well-learned object manipulation tasks. Our earlier effort [22] used a simple method of tracking gaze fixations as a way of triggering pre-defined robot movements that corresponded to task segments. This method relied on the key observation of human behavior that gaze fixations marked spatial goals of successive action phases while performing well-learned object manipulation tasks [10] . Gaze fixations in landmarks where contact is about to be made were found to be obligatory while those in possible contact points such as obstacles were optional. These gaze fixation areas reveal "visual control points" for goal completion of each action phase. Thus, monitoring gaze fixation behavior can reveal task segmentation and is useful for hand motion prediction in the context of a task.
Though simple, the method of monitoring when gaze fixations occur at specific landmarks was shown to reliably determine where the next contact is about to be made [22] . However, aside from not being able to predict ISSN: 1988-3064(on-line) c IBERAMIA and the authors the exact time of task transition, several other shortcomings limit the usefulness of this approach. First, several key components of the method had to be manually set up: the gaze fixation areas and gaze velocity threshold needed to be predetermined instead of being discovered automatically. Second, the state-machine that describes the task transitions was pre-programmed. Third, noise-filtering was very limited. Also, there was no mechanism for continuous optimization or learning.
We address these problems by adopting a probabilistic machine learning approach. In particular, we use an Abstract Hidden Markov Model (AHMM) for modeling the manipulation tasks and the corresponding gaze behavior. First introduced by Bui [4] , [5] , the AHMM is a hierarchical statistical model useful for representing activities and was used for inferring what policy the agent is following by observing its behavior and effects on the world. As Murphy demonstrated in [24] , a 1-level AHMM can be represented as a Dynamic Bayesian Network (DBN). Murphy also demonstrated how the model parameters of the AHMM could be learned from data.
We also use a 1-level AHMM represented as DBN to model recorded task sequences and gaze behavior and use Expectation Maximization (EM) [5] for learning the model parameters from recorded data. To infer the discrete hidden variables that represented the goals and states of the task being observed, we used offline-smoothing. The position of the object and the gaze fixation locations are represented as conditional probability distributions, which are incorporated in the structure of the AHMM as discrete hidden state variables. Thus the main contributions of this paper are fourfold. First, we are able to determine, in an unsupervised manner, the relevant location and size of gaze fixation areas, the gaze transitions, and object positions and task transitions. Second, is the use of Dynamic Bayesian Networks for modeling gaze. Third, by using AHMM, a probabilistic model, we encode the relationship between gaze behavior and task. Fourth, we showed that incorporating gaze improves the prediction of task transitions.
Related Work on Gaze Modeling
Human gaze behavior has been extensively studied and falls into two general categories: bottom-up saliency studies that hypothesize that certain scene features naturally attract gaze (which are represented as saliency maps) [26] and are typically found in attention models [28] [33], biologically-inspired object detection/search mechanisms [17] , [36] , [35] , and saliency search modulation [28] ; and top-down cognitive control approaches that emphasize the role of behavioral objectives in determining gaze or eye movement. Task based models of gaze seek to describe how the demands of a task or of competing tasks [32] influences the gaze strategy. Hayhoe [14] and Land [20] provide comprehensive reviews of eye-tracking studies done in the context of natural behaviors. These studies point out clearly that gaze is heavily linked to the ongoing demands of the executed task. Also Gonzelez in [13] proposes a mathematical model to explain how head direction affects the perception of gaze direction.
Robot related applications of tracking gaze direction has been applied to multi-modal communication [21] , testing neurophysiological control models [9] and endowing robots with human-like gaze behavior [15] , [31] and [16] , Kishore in [30] explored how a full-body ownership illusion can be induced over a remote humanoid robot.However, little research has been done in fusing observed human gaze with observed hand movements for obtaining better predictions of task transitions or task objectives. While Rothkoph et al [29] do emphasize the role of the contextual demands of the task, their main objective is to better predict the direction of gaze by knowing the phase of the action sequence (task-dependent) than by local features of the visual scene (bottom up). In contrast, our objective is to utilize the observed gaze behavior to obtain better estimates of the transitions of the underlying task. This is one of the key contributions of this paper.
The rest of the paper is organized as follows. In section 2 we describe the experimental setup followed by a brief presentation of the probabilistic modeling tools used in Section 3. Our results are presented and discussed in Section 4. In the final section, we draw some conclusions and give an outline of future research directions.
Experimental Setup
The data we used for training the AHMM models were from the recorded trials in [22] and it would be necessary to format the data to make it publicly available. We summarize here the experimental setup used to collect that data. The basic setup is illustrated in Figure 1 that depicts a participant doing the experiment in the equipment and a software plot corresponding to the gaze tracker, the subject can move its head freely. Figure 2 helps to describe better the experiments where a subject is seated in front of the manipulation area holding the bar (2 x 2 x 8 cm) and asked to make contact to two target points in particular order before returning to the home position (contact position 0). The location of the contact points and the dimension of the work area are identical to [19] . All movements take place on a vertical frontal plane, termed the work plane, which is located between the subject and the faceLAB gaze-tracking hardware [1] . 
Gaze Tracking
The faceLAB system was configured for precision mode which allowed head tracking and individual eye tracking at 60 Hz. Although the faceLAB system tracks many head and gaze variables, for the purposes of this experiment, we used the gaze fixation point which is computed automatically by faceLAB as the intersection between the unified gaze ray and the work plane, defined relative to the world coordinate frame. Left and right eyeball gaze angles are also tracked to compute the gaze angular velocity. In addition, the software performed real-time visualization, data recording, and gaze and video playback (see [22] for software implementation details).
Tasks
Each subject is asked to perform four tasks shown in Figure 3 . There are four goal-directed tasks performed by the user. In the task 1: the subject moves the bar from home position to target 2, back to home, home to target 1, back to home (repeat 4 times); task 2: the subject moves the bar from home position to target 2, then to target 1, then back to home position (repeat 4 times); task 3: the same as Task 2 but count 5 seconds at each contact position;and finally, in task 4: the subject will make 30 contacts in any order (consecutive contacts should be at different target positions). Tasks 1 to 3 are performed with 4 repetitions. Task 4 is performed for a total of 30 contacts with the order of the contacts determined by the subject. Tasks 1, 2, and 3 may be considered examples of well-learned tasks that require little cognitive processing to accomplish the required steps. Tasks 1, 2, and 3 are simple enough to require only a decision to follow the predefined instructions to fulfill the task. In contrast, Task 4 evidently requires more decision making on the part of the subject since there is no predefined sequence of contacts that must be performed. In addition, the subject must count the number of contacts made. Task 3, though similar in spatial sequence with Task 2 is different in that it also demands a temporal compliance to fulfill the task properly. For the intended future robotic applications that would include gaze, fulfilling spatial and temporal requirements are equally important. So Task 3 is Task 2 with a different temporal requirement.
General Procedure
Four right-handed male subjects were asked to perform the four tasks. A faceLAB forward-only head model was then made for each subject. Before the beginning of each task, the subject is given instructions on what to do with the object. Each was instructed to keep their head stationary while doing the task since the viewable area in precision faceLAB mode is limited. With the exception of Task 3, no time limit was given for each segment of the task.The only additional instruction and information given to each subject before performing the tasks was to move the object in a natural manner.
Object Color-Tracker
Aside from the gaze variables tracked by faceLAB, the position of the bar held by the subject is recorded using a video camera. A probabilistic color-based tracker was used for monitoring the object position in the video image (24 fps at 640x480 pixels). The tracker relies on the principle of comparing the color content of candidate regions to a reference color histogram but embedded in a sequential Monte Carlo framework. This requires a color likelihood model based on color histogram distances, a dynamic state-space model, and sequential approximation of the resulting posterior distribution with a particle filter.
We adopt the color likelihood model and the dynamic state-space model introduced by Nummiaro [27] but replace the particle filter with an Unscented Particle Filter (UPF) that is known to have better performance [7] and is better able to deal with degeneracy of the samples (particles). Similar use of the UPF for object tracking was reported in [34] and [18] . We refer the interested reader to these references for details on the use of the UPF for vision based object tracking. The Color-tracker was used in real time.
Task Transition Ground Truth
For purposes of comparing the models task transition prediction ability we obtain temporal reference data from the video of the subjects performing the tasks. The video at which the subject hand starts to move away from a contact point is the defined to be the task transition ground truth. This is done by performing a frame-by-frame visual inspection of the video.
3 Theoretical Background
Hidden Markov Models (HMM)
A Hidden Markov Model is a stochastic finite automaton, where each state generates an observation. Where X denotes the hidden state and Yt to denote the observation. The parameters of the model are the initial state distribution,π(i) = P (Xi = i) , the transient model, A(i, j) = P (Xt = j|Xt−1 = i) , and the observation model P (Xt|Yt) . π(.) represents a multinomial distribution. The transition model is usually characterized by a conditional multinomial distribution: A(i, j) = P (Xt=j|Xt−1=i), where A is a stochastic matrix.
Dynamic Bayesian Network
Probabilistic networks, also known as Bayesian networks are a specific type of graphical model that is represented as a Directed Acyclic Graph (DAG) (definition from state of the art BN). Nodes in DAG are graphical representation of objects and events that exits in the real world, and are usually termed variables or states. Causal relations between nodes are represented drawing an arc (edge) between them. If there is a causal relationship between the variables, the edge will be directional, leading from the cause variable (parent) to the effect variable (child). For each variable in the DAG there is probability distribution function (pdf), which dimensions and definition depends on the edge leading into the variable. In a DAG each variable (node) has at most one parent.
A dynamic Bayesian network is a way to extend Bayesian networks, to model probability distributions over semi-infinite collection of random variables Z1, Z2, . . . . The variables will be divided into Zt = (Ut, Xt, Yt), that represents the input, hidden and output variables of a state-space model. A dynamic Bayesian network is defined to be a pair,(B1, B→) , where B1 is a Bayesian network which defines the prior P (Z1) , and B→ is a two-slice temporal Bayes network (2TBN), the nodes in the first slice of a 2TBN do not have any parents associated with them, but each node in the second slice of the 2TBN has an associated conditional distribution(CPD) which defines P (Z i t |Pa(Z i t )) for all t > 1, a 2TBN defines P (Zt|Zt−1) by means of DAG as follows:
Where Z t i is the ith node at time t, which could be a component of Xt, Yt or Ut, and Pa(Z 
Representing Hidden Markov Models and their variants as Dynamic Bayesian Networks
It is possible to represent an HMM as a DBN as shown in Figure 4 . The shaded nodes are the observed variables and the clear nodes represent hidden variables. In Bayesian Networks, we must define the conditional probability distribution (CPD) of each node given its parents. For the HMM in Figure 4 , this means defining P (Xt), P (Xt|Xt−1) and P (Yt|Xt). The CPD for P (X1) is usually represented as a vector, the CPD for P (Xt|Xt−1) is usually represented as a stochastic matrix, the CPD for P (Yt|Xt) can take different forms, if Yt is discrete, we could use a conditional multinomial, represented as a stochastic matrix. If Yt is continuous, we could use a conditional Gaussian or a conditional mixture of Gaussians. 
Abstract Hidden Markov Model
An AHMM allows us to decompose a behavior into hierarchal sub-tasks/sub-behaviors. Following the terminology of [3] , a policy is a probabilistic mapping from states to actions: σπ(s, a) = P (do action a|in state s). An abstract policy is a probabilistic mapping from states to lower level abstract policies, or "macro actions". An abstract policy can call a sub-policy, which runs until termination, returning control to the parent policy; the sub-policy can in turn call lower-level abstract policies, until we reach the bottom level of the hierarchy, where a policy can only produce concrete actions.
1−Level AHMM
The simplest AHMM is the model shown in Figure 5 , where Q 1 t = St which represents the goal an agent is currently following and Q 2 t = St is the state of the world. This can be used to model the situation where an agent follows a plan made of an ordered sequence of subgoals (g1, . . . , gn) and that Yt is the observation of the current state St. The transition or evolution of the state depends on the current state and the current goal. Graphically, this is represented by the links from the current goal Gt and the previous state St−1 to the current state St. Therefore, the conditional probability transition matrix is:
During plan execution, the current goal is assumed to stay the same until it has been achieved at the state level. The node/variable F is a binary variable that represents whether the current goal Gt is achieved. This is represented by the links from St and Gt to F G t Given these conditioning links, the transition matrix for is F G t is:
If Ft is true, we assume that in the next time instant, the current goal will be replaced, otherwise the current goal will persist:
Where A G (i, j) could be a stochastic transition matrix or a deterministic successor-state function for goals.
Inference in AHMM
Given the sequence of observations, the goal of inference is to estimate the hidden variables in the model. For example, if the observations Yt are the object positions oi(xi, yi) in pixels detected by our color based tracker, we can use the AHMM model to compute the St or Gt using an inference algorithm. There are three possible kinds of inference possible with probabilistic graphical models such as the AHMM: filtering, smoothing and prediction. The Filtering is the most common inference problem in online analysis which is done by recursively estimating the belief state Xt using Bayes rule: Figure 5 : A 1-level AHMM. turns on when the state satisfies the current goal. However, since there is no arc from F G t to S t to reset the lower model, it may simply depend on the previous state.
Since yt is only dependent on Xt (Markov assumption). Filtering involves predicting the P (Xt|y1:t−1) from the prior belief state P (Xt−1|y1:t−1) and updating it using the latest observation yt to obtain the posterior belief state.
Smoothing is the process of computing the value of the state in the past, given all the observations up to the current time. That is, P (X t−lag |y1:t) this is called 'fixed-lag smoothing'. In the offline case, called fixed-interval smoothing, this means computing P (Xt|y1:t) for all 1 ≤ t ≤ T .
In prediction we can estimate future states given evidence available at the current time step, P (X t+h | y1:t) where h > 0 is how far ahead we want to predict. For our experiments we used offline smoothing using Kevin Murphy's Interface Algorithm [24] , also known as the dynamic junction-tree algorithm, which is more efficient than the Frontier Algorithm [37] for exact inference in DBNs. The dynamic junction-tree algorithm uses the static junction-tree algorithm as a subroutine, however. Details on the algorithm and how the efficiencies were achieved are beyond the scope of this paper. Interested readers are encouraged to read Murphy [24] .
For large AHMMs and for very long sequences, exact inference becomes impractical. Approximate inference methods such as particle filtering (PF) [8] or Rao-Blackwellized Particle Filtering (RBPF) can be used for fast and efficient inference. In [5] , Bui showed how RBPF can be used inference in an AHMM.
Learning in AHMM
The parameters in the AHMM need to be learned from data before inference can be done. We use ExpectationMaximization (EM) to learn the parameters of the AHMM. EM is an iterative technique for finding maximumlikelihood estimates of parameters in probabilistic models, where the model depends on hidden/unobserved variables [6] . EM alternates between performing an expectation (E) step, which computes an expectation of the log-likelihood by including the latent variables as if they were observed, and a maximization (M) step, which computes the maximum likelihood estimates of the parameters by maximizing the expected likelihood found on the E step.
For AHMM, during the E-step exact inference methods such as the dynamic junction-tree algorithm can be used to compute the required expected sufficient statistics of the hidden nodes, given the observed data. The M-step then treats these supplied values as if they were observed and re-estimates the model parameters
AHMM Training setup
For each subject and for each recorded task we created two types of models: one without gaze and one with gaze. For the Tasks 1, 2, and 3, the entire sequence of 4 repetitions was used as the training data for the EM. The length of each sequence varied from 800 to 1100 time steps. The EM training of the model parameters and subsequent offline smoothing were done using the Bayes Net Toolbox for Matlab [23] .
Model Definition
We used 1-level AHMM for all the modeling experiments. Therefore, it is assumed that the number of high level goals and the levels of the hierarchy are known instead of being learned from data. Since there are 3 contact points in the task environment, for all models, we fixed to 3 the number of discrete values that hidden node G could take. For all models, we fixed to 10 the number of possible discrete values of hidden node S, which represents the discrete quantization of the actual observed values (object motion as seen from the video camera, the gaze fixation point on the work plane, and the gaze velocity). The observed variable Y takes continuous values and modeled as a multivariate Gaussian. Training Data for AHHM.
For models without gaze, we selected as the observed values the x-y position (in pixels) and x-y velocity (in pixels/sec) of the object in the video frame obtained by the UPF color-tracker. So in effect, the observed variable Y is represented as a 4-dimensional multivariate Gaussian.
For models with gaze, in addition to the position and velocity of the object, the gaze fixation point (x, y location in the work plane) and the gaze velocity in rad/sec was included as part of the observed values. Effectively, for these models the variable Y is represented as a 7-dimensional multivariate Gaussian.
We trained the models in an unsupervised manner. That is, the highest level composed of the G nodes was unobserved. Part of the motivation to train the models in this manner was to test whether useful models can still result without undue assistance from labeling the high level goals that the sequences of observations represent. Also, we believe that in practice any learning system must automatically learn high level goals from data.
We also tried training with combined data from Tasks 1, 2, and 3 (for each subject) and used the resulting model in inferring task transitions for Task 4 (of each subject). Two models were created in this manner: one without gaze and one with gaze observed values.
Results
Though EM guarantees that the likelihood will not decrease with each iteration, it does not guarantee convergence to the maximum likelihood. So we ran EM several times ( 6 times) for each recorded task data as a single sequence of observations and selected models that resulted in highest log-likelihood. We examine the results and in following sections show the learned observation distributions, compare the inferred task transitions of models with gaze and models without gaze to ground truth, and the relationship between gaze zones and tracked object positions.
Inferred Task Transitions
To infer task transitions we inspect the posterior distribution which is shown in Annexo A for Tasks 1, 2 and 3, for AHMM models that observe only the object position and velocity. The corresponding learned object positions for each of the 3 models of the tasks shown in Appendix A is depicted in Figure 6 (a).
Inferring Task Transitions with Gaze Observations
Annexo B shows the posterior distribution P (S0:t|Y 1 : t) inferred from observed data of Tasks 1, 2, and 3 (from the same subject) with models that included the gaze values as part of the observation variable Y t. Compared with models that did not have gaze variables the exit transitions from the key locations 1, 2, 3 occur a few frames earlier. When compared with the ground truth data, the inferred positions indicate that the transitions are predicted in advance by a few frames, with one notable exception in Task 2, the exit transition from position 2 is delayed compared to ground truth (see Figure 9(b) ). The corresponding learned object positions for each of the 3 models of Appendix B is shown in Figure 6 (b).
Gaze and Task Dynamics
The EM-trained AHMM models encoded conditional transition matrices and spatial distributions that were learned from data instead of being manually set. Using the AHMM model for task 3 as an example, the encoded relationship between object position and gaze within the model can be illustrated by viewing the posterior distribution of the hidden state variable,P (S0:t|Y 1 : t), in conjunction with the learned observation distributions for gaze and object position P (Yt|St)For example, in Figure 7 , using the inferred value of the hidden state variable St as an index and examining each column for the most probable value of St, we obtain the following state sequence : 10, 1, ..,1, 4, 2, ..,2, 6, 8, 3 ,..,3,9,10, 1. Referring to the gaze and object distributions, this means when St = 10 the subject briefly looked where he was holding the object, (1) fixated the end of the bar, (4) fixated the contact point 2 as he started moving the bar, (2) fixated the contact point while the bar touched it, (6) fixated the obstacle while the object is still in current contact point and then (8) fixated contact point 1 in advance of the object, which around this time, is navigating the obstacle, (3) he watches while contact is made at contact point 1, (9) gaze shifts to the home position shortly after the object leaves the contact point 1, and (10) as the object approaches the home position the gaze shifts towards the end of the object (1), completing one cycle. 
Testing AHMM Models with Task 4
We compare two models trained with the combined data sequences from tasks 1, 2, and 3 one without gaze and one with gaze observations. The trained models were tested with the data from Task 4 to determine the usefulness for predicting unknown task sequences. The results are shown in Figure 8 . The AHMM model trained without gaze was able to track the task transitions remarkably well. However, without the additional information provided by gaze the transitions are delayed by a few frames when compared with ground truth. In comparison the AHMM model trained with gaze observations estimated states with slightly larger covariances than the model trained without gaze observations (see Figure 7 with bigger ellipses representing the state estimation covariances). This may be due to insufficient data for training, since the gaze-based models have more parameters to learn. However, we note that its predicted task transitions occur earlier compared to ground truth. This suggest that models that utilize gaze are more useful for predicting task transitions at the expense of model complexity, position estimation accuracy and the need for larger training data. Hence, there is a trade-off between object position and task transition estimation accuracy.
Discussion
The results show that task-based models of gaze can be learned from observed behavior using the AHMM. These results bolster previous studies on gaze behavior in relation to task by providing a practical way of creating (a) AHMM model trained with data sequences from Tasks 1, 2, and 3 (no gaze observations). Left: Learned objects distributions. Right: posterior distribution P (S0:t|Y1:t) for task 4 (showing only first 700 of 2100 frames). White vertical bars represent ground truth that indicates when object begins to move away from a contact point.
(b) AHMM model trained with data sequences from Tasks 1, 2, and 3 (with gaze observations). Left: Learned objects distributions. Right: posterior distribution P (S0:t|Y1:t) for task 4 (showing only first 700 of 2100 frames). White vertical bars represent ground truth that indicates when object begins to move away from a contact point. probabilistic models that can be used not only for analysis of human behavior but also for integration with human assistive systems.
Compared with [22] , the probabilistic approach taken here improves on key areas such as noise filtering, learning from data, and task transition prediction. Unlike the ad-hoc approach taken in [22] where noisy gaze data was replaced with older data, inference in DBNs such as the AHMM is more robust in estimating states given noisy observations. Model parameter learning via EM eliminated the need to hand code the state-machine that describes the task dynamics this was encoded in the learned conditional transition tables of the hidden variables of the model. Similarly, instead of presetting the gaze fixation areas manually, the dimensions and locations of the gaze fixations were simultaneously learned from recorded observations and encoded in the mean and covariance matrices of the multivariate Gaussian distributions of the observation variable . With regards to predicting task transitions, inference with the AHMM models with gaze, when trained with sufficient examples, provided a means to anticipate transitions between task segments. This is certainly an advantage for systems that monitor the human state for purposes of ensuring safety while providing task assistance.
Conclusion
Previous work on gaze behavior has shown clearly that gaze behavior is influenced by the demands of the task being performed. Our contribution to the study of human gaze field is four-fold. First, we are able to determine, in an unsupervised manner, the relevant location and size of gaze fixation areas, the gaze transitions, and object positions and task transitions -rectifying many of the limitations of the gaze interface developed in [22] . Second, is the use of Dynamic Bayesian Networks for modeling gaze. Third, by using AHMM, a probabilistic model, we encode the relationship between gaze behavior and task. Fourth, we show that probabilistic inference on these models can provide early prediction of task transitions.
Although we have shown that gaze can be useful for improving task prediction there is much room for improvement. Clearly, we are modeling very simple tasks and have limited movements to a 2D plane. Also, we have assumed that the number of high level goals and the levels of the hierarchy are known. Ideally, model structure and topology should be learned from the data in addition to the model parameters. This is still an open research area in machine learning, but some success has been demonstrated in online estimation of both model structure and parameters such as [2] . For the future we intend to explore other DBN structures such as the Switching Kalman Filter or the extension of the AHMM, the Abstract Hidden Markov Memory Model (AHMEM) [25] , and replace EM with Variational Bayes [3] for model selection and use approximate inference methods such as Rao-Blackwellized Particle Filtering (RBPF). We intend to use such tools to help us create task-based models of human gaze that can be useful in human assistive systems, human-robot interaction scenarios or used the same probabilistic approach to construct models in other sensory-motor tasks in robotics [12] and [11] . (a) Inferred posterior distribution P (S0:t|Y1:t) for task 2 using an AHMM model with gaze observation. The task contact point sequence is 0 (home), 2, 1, 0, 2, 1, 0, 2, 1, 0, 2, 1, 0 (refer to Figure 2 for the location of the contact points). The inferred St sequence just after the transitions (white vertical lines) is 1, 2, 3, 1, 2, 3, 1, 2, 3, 1, 2, 3, 1.
(b) Inferred posterior distributions P (S0:t|Y1:t) for Task 3 using an AHMM model with gaze observation. The task contact point sequence is 0 (home), 2, 1, 0, 2, 1, 0, 2, 1, 0, 2, 1, 0 (refer to Figure 2 for the location of the contact points).The inferred St sequence just before the transitions (white vertical lines) is 1, 2, 3, 1, 2, 3, 1, 2, 3, 1, 2, 3, 1. Figure 12 : Inferred posterior distributions P (S 0:t |Y 1:t )for Task 2 and 3 from AHMM models withou gaze. The horizontal axis is the frame number. At each frame, the vertical column represents the value P (S t |Y 1 : t) with probability values for each possible discrete value indicated by color. The white vertical lines indicate the frame at which the object begins to move towards the next contact point.
