A methodology for the optimization of general atmospheric trajectories is presented. The trajectory optimization problem is formulated as a constrained minimization problem then discretized for use with a Gauss pseudospectral method. Assuming a robust optimizer, the fidelity of an optimum solution is limited by the accurate prediction of input physics. These include aerodynamic properties, atmospheric properties, wind velocity and direction, and mass properties. In addition, the free stream conditions at which aerodynamic simulations are performed are, in turn, a function of the trajectory and vary with mission. Here, a Kriging surface method is proposed which allows for the efficient adaptive sampling of subsequent physical data for increased levels of fidelity. This adaptive approach to highfidelity physical data decreases the cost and cycle time required for mission planning or dayof-launch criteria. Results from an ascent and reentry example are presented and discussed in the context of current methods. 
I. Introduction
HE high cost of access to space places great emphasis on the efficient design of launch vehicles and the subsequent optimization of trajectories for maximum performance. With a fixed launch vehicle design, ascent trajectories are optimized for a given payload and desired set of orbital parameters. This optimization process necessarily depends on a robust method for dynamic optimization and a multidisciplinary set of physical input data. The latter generally includes aerodynamic properties of the vehicle over a wide Mach range, detailed mass property T 3 data which is constantly changing as propellant mass is expelled, and atmospheric data (including wind conditions) which may be taken just before launch or reentry. All of these sources of data have associated uncertainties which must be accounted for in establishing the mission margin and day-of-launch liftoff criteria. Since margin must be established to cover all reasonable uncertainties, increased uncertainty results in smaller mass delivered to orbit.
Algorithms to solve general dynamic optimization (or applied optimal control) problems have evolved over time from the original work of Byrson 1,2 to many more recent solution methods 3, 4, 5, 7, 14 . Here, we use a Gauss pseudospectral method (GPM) of Ref. 3 through the TOMLAB GPOCS software 19 . GPOCS is an example of a direct solution method in which the continuous-time optimal control problem is transcribed into a nonlinear programming problem (NLP) which is subsequently solved using any well-established algorithms (SNOPT 6 in the case of GPOCS). This is contrasted with an indirect solution method in which the first-order necessary conditions for optimality are analytically derived from the optimal control problem itself and the subsequent boundary-value problem solved numerically for extremal paths. Current numerical methods for trajectory optimization are discussed in greater detail in Refs. 4,5,14 among others.
With a robust dynamic optimization tool, the fidelity-limiting aspect of trajectory optimization shifts to the physical input data. In this paper we are primarily concerned with: 1) the quantification and minimization of uncertainties in physical data through adaptive sampling, 2) maximizing flight performance over a range of mission profiles, and 3) providing a rapid-response means by which to establish liftoff criteria with manageable computational cost. Items (1) and (2) are addressed during mission planning while (3) is dependent upon atmospheric conditions evaluated before launch. The goal of this work is to provide a means by which a trajectory can be optimized to a specified level of uncertainty with minimal computational cost or (in many cases equivalently) the minimum cycle time.
II. Problem Formulation: Ascent
Dynamic optimization or applied optimal control problems are generally formulated as constrained minimizations in which the equations of motion are treated as constraint functions. A vector of continuous control parameters are sought which extremize a function of the state variables, often at the end of the time period of interest. This general problem statement is then discretized for use with an appropriate numerical method to perform the actual optimization. The sections below detail the objective and constraint functions for a general three degree of freedom (3-DOF) launch vehicle ascent problem.
A. Equations of Motion
Here, we begin with the 3-DOF equations of motion in Earth-center-inertial (ECI) coordinates (named by convention, this formulation is general to any central gravitational field) for a general multi-stage vehicle, Eqs. (1). When properly scaled, Eqs. (1) form a non-stiff set of ten coupled ordinary differential equations (ODEs). These were chosen for convenience and numerical performance, but any reference frame can be used.
The vector u is the thrust direction which, in the 3-DOF approximation, we assume is also the vehicle orientation. Here, we use the rate of change of u, or w, as the control parameter making u a "pseudostate". This formulation allows constraints to easily be placed on w continuously or at the endpoints of each stage's flight. The thrust and mass flow vary for each stage, denoted by the subscript i. For a multi-stage vehicle, discontinuities occur in the vehicle mass between stages as the previous stage's empty structural mass is released which require a multiphase formulation of the optimal control problem. These are accounted for numerically with link conditions on each of the state variables, Eqs. (2) . The lift and drag forces act parallel to and perpendicular to the total relative air velocity (V tot ), respectively. These directions are denoted by the unit vectors d and l in Eqs. (1) . The gravitational To complete the problem formulation the objective, boundary conditions (constraints which are evaluated at the initial and final times of each stage), and path constraints (constraints which are evaluated continuously in time) must be defined. These are discussed in the sections below. We seek the vector u(t) which minimizes J subject to the equations of motion (EOM) and the constraints discussed below.
B. Objective
For ascent trajectories, the objective is simple: minimize the propellant mass required to deliver the payload mass, m PL , to the desired orbit. This is equivalent to maximizing the mass at the end of flight (burnout mass), stated as a minimization problem in Eq. (3) . Note that the final time t f is, therefore, not known a priori. For trajectories which do not include a coast phase this is equivalent to a minimum time problem. It is not know a prior if m(t f ) is positive; the mission may not be possible and the optimization procedure must account for cases in which the vehicle has insufficient performance.
C. Boundary Conditions
The initial conditions x ECI (t 0 ) and V ECI (t 0 ) are set by the location of the launch site, with initial velocity equal to the local rotational speed of the planet (if any). m(t 0 ) is simply the gross liftoff mass. The initial orientation vector is assumed to be vertical, u(t 0 ) = r. The boundary conditions at t f are more complex, requiring insertion into an orbit with the desired set of orbital elements p = {a,i,e,Ω,ω} T , summarized below. These are transformed into ECI coordinates (and vice versa) at t f to establish x ECI (t f ) and V ECI (t f ), while m(t f ) is unconstrained as the target of the optimization. Note that the orbital elements listed above lack the true anomaly, ν, as we assume the insertion can take place anywhere on the desired orbit. Hence, the boundary conditions x ECI (t f ) and V ECI (t f ) are not unique.
During a stage separation event a brief coast phase is typically required to fully shutdown the previous stage's propulsion system, engage the separation system, and activate the current stage's propulsion system. Depending on the stage sizing and desired orbit, burnout may occur at altitudes where aerodynamic forces are still significant. Without any thrust to counter aerodynamic moments, the new stage can rotate off course or collide with the previous stage during separation. Hence, limits on α at burnout may be placed on each stage. No constraints are placed on u(t f ), though w = 0 may be desirable at t f and at stage burnouts.
D. Path Constraints
Any number of additional constraints can be placed on the flight depending on the vehicle used, the requirements of the payload, and the mission. These constraints may be placed directly on the state or control variables or on functions thereof. Typical constraints include maximum axial and lateral accelerations, maximum q ∞ α product, maximum stagnation point heat transfer, and rotation rates during flight and at stage burnouts. The normalization of the orientation vector u is also treated as a path constraint. Refer to the launch vehicle example below for some specific constraint examples.
A simplified stability criterion is also included to account for limitations on the vehicle's control system. When neglecting the rotational DOFs, no limits on the moments about the vehicle center of gravity (CG). When the transient behavior of the control system and the vehicle structural dynamics are included, the rate of change of the moment is often the stability-limiting criterion. For ascent trajectories, this is primarily a function of the wind shear or rate of change of the aerodynamic moment. A single instantaneous criterion is insufficient because stability is a function of both the wind shear's duration and amplitude. Changes in wind velocity which have high amplitude but short apparent duration (product of the vehicle's vertical speed and rate of change with altitude) or low amplitude and long duration are generally not a stability concern.
Here, we use the stability criterion W ij (t,τ j ), Eq. (4), an integration over a pulse duration τ which must be defined through an independent control system analysis. The integrated lift force rate is normalized with respect to the maximum side force which can be exerted by the control system. No specification is made about the type of control system, which may involve trust vector control (TVC), aerodynamic surfaces, or both. The length scales l CP and l G are representative of the moment arm between the center of pressure (CP) and the CG and the point at which control forces are applied (for most launch vehicle profiles, the total vehicle or stage length is applicable) and the CG, respectively. In general, the CP location itself is a function of M ∞ and α but is presently assumed to be constant over the relatively short duration τ. The integration duration may be a function of flight time to account for changes in the vehicle mass properties. Alternatively, several different values of τ could be used to form several different constraints. (The subscript ij refers to the i th stage and j th pulse duration.) It is worth noting that the |∂C L /∂t| term is a function of both the vehicles aerodynamic properties and wind conditions. Application of the stability constraint W ij assumes a passively unstable vehicle with CP forward of the CG. For passively stable vehicles or stages this constraint is neglected.
III. Physical Data
Evaluation of Eqs. (1) requires a set of multidisciplinary physical data, including aerodynamic properties, wind data and a gravitational model. We will assume that gravitational acceleration as a function of position, g(x), is known a priori. In addition, we will assume that the vehicle liftoff and burnout masses are measured with associated uncertainties. (It is noted that a 6-DOF simulations would additionally require the moment of inertia matrix as a function of vehicle mass.) Aerodynamic data and atmospheric conditions, including the wind velocity, are required. The sections below detail the data required in each category and the limitations on currently available tools.
A. Aerodynamic Properties
The aerodynamic properties of the launch vehicle are typically the most expensive to determine and cannot, in general, be refined adaptively close to the time of launch. For a 3-DOF simulation the vehicle is treated as a point mass having a lift and drag coefficients which are functions, in general, of M ∞ , α, and Re. For vehicles which are not axisymmetric, the sideslip angle β would additionally be required and some assumption would have to be made about the vehicle's roll orientation during flight. Here, the Reynolds number per unit length, Re', is used for convenience since it is a function of the free stream coefficients only (equivalent to taking the length scale in Re = 1.0 m). In a 6-DOF analysis, the aerodynamic side (yawing) force and moments or CP location would be required to evaluate the rotational degrees of freedom. Summarizing, the 3-DOF optimization requires C L (M ∞ ,α, Re') and C D (M ∞ ,α, Re') data throughout the flight.
One of the greatest challenges of launch vehicle aerodynamics is the large range of flow conditions over which data is required. This includes values of M ∞ from zero to 25 or greater, widely varying flow physics, and possibly large values of α early in flight due to wind. Fortunately from a trajectory optimization standpoint, the density (and hence dynamic pressure) typically falls to very small values before the physics of the free stream gases changes from a continuum fluid. However, the trajectory is not known a priori and a continuous, differentiable evaluation of the aerodynamic forces is required for an optimization algorithm such as that of GPOCS. Whether aerodynamic data comes from wind tunnel testing or computational fluid dynamics (CFD), it is unlikely to span the required range of flow conditions. Typically, data is available in the subsonic and lower supersonic M ∞ range while data at very high M ∞ has to extrapolated. Care must be taken to examine the M ∞ → 0 and M ∞ → ∞ limits for all aerodynamic coefficients to avoid infinite or negative values. Though q ∞ → 0 at these limits, numerical instabilities or inaccurate solutions may result. Refer to the example in the following section for a specific discussion. Ascent trajectories with typical launch vehicle properties tend to result in maximum q ∞ conditions in the low supersonic range while reentry trajectories tend to experience maximum q ∞ conditions at much high M ∞ , placing additional emphasis on highfidelity aerodynamic data in the hypersonic range.
B. Atmospheric Data
Atmospheric data includes physical properties density, pressure, and temperature as well as wind velocity. All of these data are generally assumed to be functions of altitude only, but in general may be functions of spherical position (latitude and longitude) as well. These data are typically sampled as close to the liftoff (or reentry) time as possible and often carry the greatest uncertainties. While the wind conditions have a minimal effect on the performance of the trajectory (ΔV D ), they have a profound effect on control stability. A full 6-DOF simulation is required to accurately determine response to a given wind profile, but a maximum wind shear criterion is typically included as a day-of-launch constraint and can be determined through a 3-DOF simulation (discussed above).
It is worth noting that q ∞ , the drag direction vector d, and lift direction vector l are all functions of the wind velocity. The total relative air velocity, V tot , is the vector sum of -V ECI and V w while q ∞ is based on the magnitude of V tot , Eq. (5). Wind data is specified relative to the planet's surface (spherical coordinates) and has to be transformed into ECI coordinates, taking into account the planet's rotation. The vector d is given by Eq. (7) and the vector l by Eq. (8) . The angle of attack, α, is given by Eq. (9).
Evaluation of M ∞ number requires the local speed of sound and the thrust is a function of the local ambient pressure. Using a one-dimensional gasdynamic approximation, the thrust at altitude is given by Eq. (10), where p d is the ambient pressure at which the design thrust F d .
IV. Response Surface Approach
Due to the critical dependence of the solution to the physical data discussed above, a methodology which bounds uncertainties throughout the flight and provides a mechanism for adaptive sampling of physical data is advantageous. It is worth emphasizing that the physical data and optimal trajectory are codependent. The conditions at which the aerodynamic coefficients are analyzed, for example, depend upon the trajectory and vice versa. This codependence inevitably involves iterating to a solution which is generally expensive and may be required on a mission-by-mission basis. In addition, the traditional methodology provides no mechanism for adaptively refining the solution and supporting physical data where the greatest improvement in the optimal trajectory (performance or accuracy) may be had. Kriging surfaces, frequently used in global optimization applications, are ideally suited to this task. Here we use the Matlab 16 Design and Analysis of Computer Experiments (DACE) Kriging Toolbox 13 , based on the development discussed in Refs. 11,15. In order to utilize Kriging surfaces effectively, data samples much be chosen in a sufficiently random manner.
Ordered sets of data, such as Mach or α sweeps, tend to perform poorly due to the use of radial basis functions. A wide variety of methods are available for sampling in design of experiments (DOE) applications. Here we choose Latin Hypercube sampling, frequently used in response surface modeling. This method is convenient in (but not limited to) applications which contain only simple bounds on the independent variables.
The number of data samples is constrained by the available budget (computational or otherwise). The "10-n rule", where n is the independent variable dimensionality, is often used as a general guideline but more data should be used if available. With the data evaluated at the sample points, response surface creation is generally inexpensive. Correlation and regression functions must be chosen in addition to bounds other parameters discussed 7 in Refs. 11,13,15. Evaluating the resulting surface quality can be done in a number of ways; here we choose minimization of the standardized cross-validated residual (SCVR), based on the "one-out error". The error associated with the value (and gradient) at a given point in the surface, y i , can be estimated from the Kriging surface. The one-out error, denoted s -i , is defined in Eq. (11) as the difference between the actual value of the function of interest at point y i , f(y i ), and the value predicted by a response surface which does not include the data point, f -i '(y i ), normalized by the estimated error at that location, s'(y i ). The parameters mentioned above are tuned to minimize the maximum of the SCVR with the initial sample population via any appropriate optimization method. 
Finally, the concept of the expected improvement function (EIF), Eq. (12), is introduced for use in adaptive refinement. The EIF, designed for use with global optimization problems, is used to identify subsequent sample points that have the greatest potential to resolve a minimum in f. The EIF takes into account both the value of the function and the estimated error, yielding new sample points which have small f (minimization is assumed) and large s'. Since numerous local maxima of the EIF will occur in regions between the current samples, a genetic algorithm (GA) is generally best suited to locate the global maximum of the EIF. Here, we use a standard GA for engineering applications developed in Refs. 9,10 for adaptive sampling. It is noted that in this application the EIF will be evaluated along a path through the response surface resulting in a one-dimensional function for the EIF. Hence, a simpler minimization method (relative to a GA) would likely also be effective. While the EIF is used with objective function in an optimization application, here we apply it to identify regions of physical data where subsequent analyses yield the greatest reduction in uncertainties. Using aerodynamics as an example, the EIF based on q ∞ , EIF(-q ∞ ,s') is an obvious choice. After generating an initial set of aerodynamic response surfaces and an initial optimum trajectory for a given mission, adaptive sampling based on subsequent maxima of EIF(-q ∞ ,s') will improve regions of aerodynamic data which have both large values of q ∞ and s'. This allows expensive analyses to be clustered around point where increased accuracy has the greatest benefit to the simulation of the trajectory.
The EIF provides a flexible and robust tool for refinement across any of the physical data or a combination thereof. It may be of benefit to refine analyses around the maximum stability factor (W), wind velocity, stage separation events, or where any other limiting atmospheric flight load conditions take place. The response surface approach serves to decouple, to some extent, trajectory optimization from the analyses which provide the physical data.
V. Multi-Fidelity Approach
The fidelity of the physics used in the optimization process has a profound effect on the computational cost. Physical models must be evaluated at every control point in every iteration for use in the equations of motion. In addition convergence rate of Gauss pseudospectral method used in this work, while faster and more forgiving than other methods previously used, is strongly affected by the quality of the initial guess. Hence, it is advantageous to "tier" the fidelity upward sequentially, using lower-fidelity physical models to initialize more expensive, higherfidelity optimizations. It should be noted that this process does not guarantee convergence to a global optimum. While it is intuitive to expect that a higher-fidelity optimum path lies close in the variable space to a slightly lowerfidelity path, the author is not aware of any general proof to this effect. This is an acknowledged limitation of the method presented here, though experimentation with numerous examples did not produce any optimum paths which were different when fidelity was tiered versus initialized at the highest level.
VI. Launch Vehicle Example
For the purposes of demonstrating the method, consider a two-stage launch vehicle with the properties summarized below. These values are typical of a medium-lift launch (several thousand kg to low Earth orbit) vehicle using RP-1 (purified kerosene) and liquid oxygen (LOX). We'll consider a launch from the site of this conference (numerical demonstration purposes only) to a 185 km circular polar orbit. The various parameters and constraints listed below are intended to be fictional but rational.
Mass Properties:
m S,1 = 13,000 kg m S,2 = 2,900 kg m P,1 = 240,000 kg m P,2 = 5,000 kg m PL = 2,000 kg Propulsion: 
A. Aerodynamic Response Surface Creation
Here, we will assume aerodynamic coefficients C D and C L are given by analytical expressions Eqs. (13) and (14) respectively. This allows the response surface estimation to be compared directly to the function, but it is worth emphasizing that this would not be possible in general. Note that Eqs. (13-14) The aerodynamic response surfaces must be generated as if the Eqs. (19) (20) were unknown functions. With no a priori knowledge of the path taken through {M ∞ ,α} space, an initial sample of 50 points (CFD solutions or wind tunnel tests) is used and the function is sampled via Latin Hypercube over the range 0 < α < 10° and 0 < M ∞ < 3.0.
The resulting initial response surfaces, resulting from a minimization of the SCVR as discussed above, are plotted in Figs. (1-2) against the exact functional forms. Details of the response surfaces are summarized below. If CFD data were used, these response functions could correspond to inviscid or viscous solutions depending on the level of fidelity desired for the initial estimate. Since the fidelity levels listed above do not make any distinction between the fidelity of the aerodynamic data itself, we'll assume these are evaluated at the highest level of fidelity. 
B. Wind Data Response Surface Creation
A fictional but representative set of balloon-sampled wind data was used for the purposes of this case study, plotted below in Figs. (3) . It was assumed that wind is horizontal and its magnitude and direction are a function only of altitude. All data were sampled in altitude increments of approximately 0.25 km up to a maximum altitude of approximately 22.0 km. Above this altitude, the wind velocity held constant in magnitude at the maximum altitude sample value while the direction was held constant at the average value. A one-dimensional response "surface" was created using the Kriging method discussed above for V w (h) and the wind direction. It is worth noting that balloon-based wind measurement typically must include some accounting for persistence, or the extent to which the measured profile changes with time, but this is presently neglected. 
C. Atmospheric Data
Typically, ρ ∞ (h), p ∞ (h), and T ∞ (h) would be sampled from balloon data in addition to the wind data discussed above. Here, for the purposes of simplicity, we assume the MSISE-90 model 8, 12, 18 . Many models are available for various regions of the atmosphere; the MSISE-90 model is well-suited for applications spanning a large range in altitude. These we implemented by fitting and subsequently evaluating cubic splines over the range 0 km < h < 200 km. Low-fidelity ρ ∞ (h) and p ∞ (h) distributions were taken as exponential, Eqs. (15-16) . The scale height was taken as a constant 7.3 km based on sea-level data in Ref. 20 , but various with altitude in general. It is noted that T ∞ can vary substantially in the upper atmosphere depending on solar and seasonal conditions but here is only used for the computation of the speed of sound. Above approximately 40 km, the density and hence q ∞ are low enough that errors in the speed of sound (and hence M ∞ ) have a small impact on the resulting optimum trajectory but a continuous evaluation of M ∞ is helpful for numerical performance. The ideal gas equations of state was used to compute the speed of sound from T ∞ based on a constant γ = 1.4. 
D. Results
Optimizations were performed at each level of fidelity, initializing each new level of fidelity from the previous solution. Additional data points were adaptively sampled based on EIF(-q ∞ ,s') until the adaptive sampling budget of 20 points on the aerodynamic response surfaces was exhausted. Selected paths through {M ∞ ,α} space are shown in Fig. (5) and EIF results, based on the original C D and C L response surfaces for consistency, are shown in Fig. (6) . Results of the high-fidelity optimum are shown in Fig. (7) . Stage division is visible in the velocity plot where a discontinuity exists in acceleration. Note that the optimum path in this particular case rises above the final altitude before adding speed via thrust with a downward component.
These results are driven primarily by α (t), a function primarily of wind conditions. Note that the initial range, 0 < α < 10°, was too small for the lower-M ∞ portion of the flight. This observation emphasizes the usefulness of the EIF as a tool for adaptively sampling. Simply adding points in the region of maximum q ∞ would, in this example, be of little value in increasing the fidelity of the solution overall. By taking into account the estimated error as well, additional data can be tuned to regions of interest for a particular mission. As M ∞ becomes large late in the flight, decreasing q ∞ competes with rapidly increasing error (recall the original upper limit of M ∞ was 3.5), resulting in large values of the EIF.
VII. Conclusions & Future Directions
A multi-fidelity, response surface based trajectory optimization tool was developed and tested with an ascent trajectory example. By initializing higher levels of fidelity with the solutions of lower fidelity optimization and adaptively sampling physical data in independent variable regions of greatest impact, high-fidelity optima can be determined with minimal computational cost or solution time. Since atmospheric conditions are typically sampled shortly before liftoff and continuously change, rapid determination of launch availability can be critical to the mission success. Here, accuracy very close to that of a solution utilizing exact aerodynamic data was achieved with a small number of samples relative to increasing the sampling resolution of the entire variables space.
There are numerous future directions to improve the capability studied here. A key improvement is the generalization to 6-DOF, requiring a control system model. The rotational degrees of freedom have physical time scales << the orbital time scale used in a 3-DOF simulation resulting in a stiff set of ODEs. This presents numerous problems to numerical optimization methods, the least of which is the number of control points required for adequate resolution of the independent rotational states. Practically, the rotational states must be driven by guidance which is a function of state. Since GPOCS does not rely on shooting (integrating the ODEs forward in time), feedback control can be implemented with appropriate transient behavior.
Accounting for the rotational DOFs also required a complete set of aerodynamic data, including pitch, yaw, and roll moments. This increases the dimensionality of the response surface needed for aerodynamic performance, placing additional emphasis on adaptive sampling for efficient high-fidelity results. The simplified stability criterion used here would be replaced with more accurate measures of controllability for day-of-launch criteria evaluation. Depending on the control system used, this may result in more EIF objectives for adaptive sampling.
Finally, extending the physical disciplines to include other results of interest to ascent and reentry trajectories would increase the usefulness of an EIF-based approach to adaptive refinement. These would include flight environments such as heat transfer and structural dynamics (natural modes). Path or endpoint constraints on stagnation point heat transfer or dynamic amplification, for example, could be included with the supporting physics and subsequently adaptively refined for a given mission based on any combination of criteria. Structural dynamic response can be particualry sensitive to payload mass properties, making adaptive refinement in this area particularly useful in mission planning especially if a source for unsteady aerodynamic prediction were available.
