Abstract. We give a polynomial-time algorithm to find a shortest contractible cycle (i.e., a closed walk without repeated vertices) in a graph embedded in a surface. This answers a question posed by Hutchinson. In contrast, we show that finding a shortest contractible cycle through a given vertex is NP-hard. We also show that finding a shortest separating cycle in an embedded graph is NP-hard. This answers a question posed by Mohar and Thomassen.
Introduction
Let G be a graph embedded in a surface . Closed walks in G correspond to closed curves in , and hence we may ask for shortest closed walks with certain topological properties, such as being noncontractible. For the rest of this article the term cycle will be used for a closed walk without repeated vertices. We need to clarify this because "cycle" has been used for different concepts in (combinatorial) surfaces [Chambers et al. 2008; Cabello et al. 2008] and in graph theory [Mohar and Thomassen 2001] . Thomassen [1990] (also explained in Mohar and Thomassen [2001, Section 4.3] ) defined the so-called 3-path condition. A family of cycles C satisfies the 3-path condition when the following holds: if u and v are vertices of G and P 1 , P 2 , P 3 are internally disjoint paths joining u and v, and if two of the three cycles C i, j = P i ∪ P j (i = j) are not in C, then also the third one is not in C. When a family of cycles C satisfies the 3-path condition, we can find a shortest cycle in C in polynomial time using the so-called fundamental cycle method. As particular cases, one obtains polynomial-time algorithms to find a shortest noncontractible cycle and a shortest (surface) nonseparating cycle in an embedded graph.
The family of contractible cycles does not satisfy the 3-path condition. This leads to the following natural problem, attributed to Hutchinson in Thomassen [1991] (see also Mohar and Thomassen [2001, Problem 4.3.3 .(a)]): is there a polynomial-time algorithm to find a shortest contractible cycle? Note that the shortest contractible closed walk may use some vertices twice, and hence perhaps it is not a cycle; Figure 1 shows an example in the annulus. The restriction that a cycle can visit each vertex at most once has no topological meaning and gives the problem a combinatorial flavor.
We show that a shortest contractible cycle in an embedded graph can be found in O(E 2 log E) time, where E is the number of edges in the graph. In contrast, we show that it is NP-hard to find the shortest contractible cycle through a given vertex. In the context of graphs on surfaces, this is the first example of an optimal subgraph that can be found in polynomial time, even though finding the optimal subgraph containing a particular vertex is NP-hard. This may have been the main obstacle in previous attempts to tackle the problem. A slight modification of the NP-hardness reduction also shows that it is NP-hard to find a shortest separating cycle. This answers a question by Mohar and Thomassen [2001, Problem 4.3.3.(b) ].
Our approach is based on surgery, a standard technique to deal with topological surfaces that cuts the surface along suitable curves. Surgery introduces copies of vertices, and in our scenario one has to be careful how to handle the multiple copies of the same original vertex. This constraint naturally leads to a closely related problem, which we call shortest cycle with forbidden pairs: given a graph G and a 24:3
of forbidden pairs of vertices, the task is to find a shortest cycle that does not contain any pair of vertices from F. This problem is closely related to the shortest path with forbidden pairs, which is NP-hard [Gabow et al. 1976; Kann 1994] . We show that the shortest cycle with forbidden pairs can be solved in polynomial time when G is a plane graph (a planar graph together with a planar embedding) and all the vertices in F are cofacial. In some sense, the result is tight: the problem becomes NP-hard for plane graphs when all the vertices in F can be covered by two faces, instead of just one.
Related Work. The abstract and the Introduction of Ren and Deng [2006] claims to settle the problem of finding a contractible cycle in polynomial time. However, that paper only considers the problem for so-called LEW embeddings. A LEW (Large Edge-Width) embedding is an embedding where the shortest noncontractible cycle is longer than any facial walk, and therefore these embeddings form a very restricted subclass. Closely related is the work by Cabello et al. [2008] , where the problem of finding a shortest contractible closed walk that encloses an unspecified face is reduced to the problem of finding a minimum cut in an edge-weighted planar graph. This results in a near-linear-time algorithm for finding the shortest contractible closed walk.
It turns out that the shortest noncontractible and the shortest nonseparating closed walks in an embedded graph are actually cycles, and hence the distinction between cycle and closed walk becomes irrelevant. Thomassen [1990] provided the first polynomial-time algorithm to find a shortest noncontractible and a shortest nonseparating cycle; it takes roughly cubic time. Much work has been done in these problems afterwards [Cabello 2006; Cabello and Chambers 2007; Cabello and Mohar 2007; Erickson and Har-Peled 2004; Kutz 2006] ; the current best running time is O(min{E, g 3 }E log E) for graphs with E edges embedded in surfaces of genus g. Chambers et al. [2008] considered the problem of finding a shortest splitting closed walk, that is, a noncontractible but separating closed walk that can be infinitesimally perturbed into a simple (injective) curve.
Other shortest "objects" in an embedded graph have also been considered. Erickson and Har-Peled [2004] considered the problem of finding a shortest subgraph with the property that cutting along it leaves a topological disk. Erickson and Whittlesey [2005] studied shortest homotopy or homology generators. Colin de Verdière and Lazarus have studied shortest system of loops [2005] and pants decompositions [2007] . Colin de Verdière and Erickson [2006] have studied the problem of finding the shortest walk (closed or not) homotopic to a given one.
Organization of the Article. In Section 2 we present some concepts used throughout the article. In Section 3 we provide a polynomial-time algorithm to solve the problem of finding a shortest cycle with forbidden pairs in a planar graph when all the vertices in the forbidden pairs are cofacial. In Section 4 we provide a polynomial-time algorithm to find a shortest contractible cycle in an embedded graph. In Section 5 we show NP-hardness of several related problems.
Background
Our presentation employs terminology mostly used for graphs embedded in surfaces [Mohar and Thomassen 2001 ]. An alternative option would be using the terminology of combinatorial surfaces [Colin de Verdière and Erickson 2006] .
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Topology. We review some basic topology of surfaces; any of the books [Hatcher 2001; Massey 1967; Stillwell 1993 ] provides a comprehensive treatment. A surface (or 2-manifold) is a compact topological space where each point has a neighborhood homeomorphic to the plane or to a closed halfplane. A point in is a boundary point if no neighborhood of the point is homeomorphic to the plane. The boundary of is the union of all boundary points, and it consists of a finite number (possibly 0) of connected components, each component homeomorphic to a circle. A surface is nonorientable if it contains a subset homeomorphic to the Möbius band, and orientable otherwise. An orientable surface is homeomorphic to a sphere with a number g ≥ 0 of handles attached to it and a number b ≥ 0 of disjoint open disks removed, for a unique pair (g, b) . A nonorientable surface is homeomorphic to the connected sum of g projective planes and a number b ≥ 0 of disjoint open disks removed, for a unique pair (g, b) . In both cases, g is the called the genus of the surface and b is the number of boundary components.
A path in is a continuous function from [0, 1] to , a closed curve is a continuous function from S 1 to , and an arc is a path whose endpoints are on the boundary of . A path, an arc, or a closed curve is simple when the function is injective.
Two paths p and q with p(0) = q(0) and
, and h(·, 1) = p(1). Two closed curves α and β are (freely) homotopic if there is a continuous function g :
Cutting the surface along a simple contractible closed curve gives two connected components, and one of them is a topological disk. A closed curve α is separating if cutting the surface along (the image of) α gives rise to two connected components; the concept is related to Z 2 -homology. A contractible closed curve is also a separating curve.
Two curves α and β cross c times if the following two conditions hold: (i) there exist infinitesimal continuous perturbations of α and β that cross transversally c times; and (ii) any infinitesimal continuous perturbations of α and β have at least c points in common.
Embeddings. We assume that the reader is familiar with graphs embedded in surfaces; see Mohar and Thomassen [2001] for a comprehensive treatment. For surfaces without boundaries, we only consider cellular embeddings, where the removal of the image of the graph leaves a set of topological disks. We assume that the embedding is represented in a suitable way, like the gem representation discussed by Eppstein [2003] . For our work, it is convenient to treat graphs embedded in surfaces with boundary as those obtained from an embedding in a surface without boundary where the interior of certain faces is removed. Formally, removing the interior of two faces adjacent to a vertex or removing the interior of a face whose facial walk is not a cycle does not give rise to a surface. However, this is a technicality that does not bring problems, and simplifies the exposition. A plane graph is a graph embedded in the sphere or in a topological disk. As mentioned before, a LEW (Large Edge-Width) embedding is an embedding where the shortest noncontractible cycle is longer than any facial walk.
Walks and Surgery.
A walk in a graph G is a sequence of vertices where two consecutive vertices are connected by an edge in G. As mentioned before, the term cycle refers to a closed walk without repeated vertices. For embedded graphs, we will use the term arc for a walk whose end vertices are on the boundary of the surface. For a walk α through vertices x and y, we use α [x, y] to denote the subwalk of α between x and y; if there are multiple appearances of x or y along α it will be clear from the context which ones are used. Homotopy of closed walks and cycles is the same as homotopy of closed curves. Homotopy of walks and arcs is the same as homotopy of paths.
Let G be an embedded graph and let α be a walk in G. We use the notation G α to denote the embedded graph obtained after cutting the surface that receives the embedding along the edges of α. This can be seen as unglueing the two faces adjacent to an edge e for each edge e in α. We denote by G (α 1 , . . . , α k ) the embedded graph obtained inductively as (
Lengths. We assume that a graph G has positive edge-weights. The length |α| of a walk α is defined as the sum of the weights of the edges along α, counted with multiplicity. The distance d G (u, v) between vertices u and v is defined as the minimum length over all walks connecting u to v. A walk is tight if it is shortest in its homotopy class. The following result will be used in our algorithms.
LEMMA 2.1. Let G be an embedded graph with E edges.
(a) A shortest nonseparating cycle in G can be found in O(E 2 log E) time. (b) If the surface where G is embedded has boundary, we can find in O(E log E) time a family of tight walks
PROOF. Item (a) is from Erickson and Har-Peled [2004] . Item (b) follows from Lemmas 4 and 5 of Cabello et al. [2008] ; see also Cabello et al. [2008] .
Shortest Cycle with Forbidden Pairs. Let G be a graph, not necessarily embedded. A family of forbidden pairs is a collection F ⊆
, where
A denotes the collection of subsets of A with two elements. A walk in G is in compliance with F if and only if the walk contains at most one vertex of each pair in F. When G is a plane graph, the family F is cofacial if all the vertices appearing in F are cofacial.
Shortest Cycle with Cofacial Forbidden Pairs
In this section we consider the problem of finding a shortest cycle in a plane graph G with forbidden pairs F, when the vertices in F are cofacial. We will assume that G is 2-connected, as otherwise we can decompose the graph into maximal 2-connected subgraphs (usually called blocks) in linear time, and treat each block separately. In a 2-connected plane graph all facial walks are cycles.
Let us mention that, given a planar graph, without embedding, and a family of forbidden pairs F, we can decide if there is an embedding of G where F is cofacial by considering an augmented graphĜ obtained from G by adding a new vertex v new 24:6 S. CABELLO with edges to each vertex appearing in F. The graphĜ is planar if and only G has an embedding where the vertices of F are cofacial. Moreover, the removal of v new in any planar embedding ofĜ provides an embedding of G where all vertices in F are cofacial. Note that deciding if a given graph is planar and constructing a planar embedding of a given planar graph can be done in linear time; see, for example, Kaufmann and Wagner [2001] and Nishizeki and Rahman [2004] . Therefore, this procedure takes linear time.
Let f 0 be the face adjacent to all vertices in F, and let C 0 be the facial cycle defining f 0 . We may assume that G is embedded in a disk such that C 0 defines the boundary of the disk. Let E(C 0 ) and V (C 0 ) denote the edges and vertices of C 0 , respectively.
We next describe a recursive algorithm. The base case is when G = C 0 is a cycle, and we have two options: if F is empty, then C 0 is the shortest cycle in compliance with F; if F is nonempty, then G does not contain any cycle in compliance with F. For the general case, we would like to cut along any tight arc connecting two arbitrary vertices of C 0 , and obtain two smaller problems. However, it may be that any tight arc between any two vertices of C 0 is contained in C 0 , and hence we cannot get smaller subproblems in such way. We fix this by considering the graph H = G − E(C 0 ), as follows. First note that some pair of distinct vertices of V (C 0 ) are connected through a path in H because G is 2-connected and G is not a cycle.
2 , u = v, and let u 0 , v 0 be a pair minimizing it; that is
Let π 0 be a shortest path in H between u 0 and v 0 . Note that π 0 is disjoint from E(C 0 ) by the definition of H . We have the following observation. PROOF. If π 0 is a shortest path in G, then the result would be easier; see Lemma 4.1. However, π 0 is a shortest path only in H , which complicates things and leads us to a case analysis. Through the proof we will assume that all cycles have the same orientation, which is clockwise in our figures.
Let Q be the class of cycles of G in compliance with F that are shortest. We have Q = ∅ because by hypothesis there exist cycles in compliance with F. Each cycle of Q bounds a topological disk. Let C short be a cycle from Q that bounds a disk D short whose closure does not contain any other cycle from Q. We will show that π 0 is disjoint from the interior of D short , and therefore C short does not cross π 0 .
Let us assume, for the sake of contradiction, that π 0 is not disjoint from the interior of D short . Consider a maximal subpath π 0 [x, y] with the property that π 0 [x, y] \ {x, y} is contained in the interior of D short . Note that the endpoints x and y are vertices of C short . Let Q 1 be the closed walk obtained by concatenating π 0 [x, y] with C short [y, x] and let Q 2 be the closed walk obtained by concatenating π 0 [y, x] with C short [x, y] . Note that Q 1 , Q 2 are cycles, and they are contained in D short . Moreover, Q 1 , Q 2 are in compliance with F because π 0 does not contain edges from C 0 . We will show that Q 1 or Q 2 is no longer than C short , leading to a contradiction with the choice of C short . We distinguish cases depending on the overlap of C short and C 0 . Note that C short = C 0 by hypothesis, so we have the following three scenarios. 
and Q 1 is no longer than C short . (ii) If C short and C 0 agree in a single maximal subpath 
and therefore Q 1 is no longer than C short . -x and y are not both along 
are disjoint from C 0 , except at its endpoints. See Figure 3 , right.
Since the paths PROOF. Like before, we assume that G is 2-connected, that C 0 is the facial cycle of G containing all vertices in F, and that G is embedded in a disk whose boundary is defined by C 0 . Consider the following recursive algorithm.
(i) If G is a cycle and F is empty, we return the cycle G.
(ii) If G is a cycle and F is nonempty, we return that G has no cycle in compliance with F. (iii) If G is not a cycle, we construct H = G − E(C 0 ), find a shortest path π 0 between vertices and cut G along π 0 to obtain two 2-connected plane graphs, denoted G 1 and G 2 ; see Figure 4 . We regard G 1 and G 2 as embedded in topological disks. We also construct two families of forbidden sets F 1 and F 2 from F in the natural way: F i contains each forbidden pair of F whose two vertices (or copies of them) are in G i . If {u 0 , v 0 } ∈ F, then {u 0 , v 0 } goes to both F 1 and F 2 . All other forbidden pairs of F go only to F 1 or to F 2 . For i = 1, 2, we recursively find a shortest cycle C i in G i in compliance with F i , or find out that no cycle of G i is in compliance with F i . If F is empty, we return the shortest among C 0 , C 1 , C 2 , or the subset of them that is defined. If F is nonempty and for i = 1, 2 no cycle of G i is in compliance with F i , we then return that no cycle of G is in compliance with F. Otherwise, we return the shortest cycle among C 1 and C 2 , or the subset of them that is defined.
Correctness of the algorithm is shown by induction on |E(H )|. If |E(H )| = 0, then G is a cycle, and correctness follows from cases (i) and (ii) of the algorithm. If |E(H )| ≥ 1, then G is not a cycle, and G 1 and G 2 are also 2-connected plane graphs. For i = 1, 2, let H i be the subgraph of G i containing the edges not in the boundary of the disk holding the embedding of G i . It clearly holds |E(H i )| < |E(H )|, and by the induction hypothesis the algorithm correctly finds a shortest cycle C i in G i that is in compliance with F i , and hence with F, or tells that no such cycle exists. If C 0 is a shortest cycle in compliance with F, then the algorithm returns C 0 , and hence the algorithm is correct. Otherwise, C 0 is not a shortest cycle in compliance with F, and because of Lemma 3.1, the shortest cycle between C 1 and C 2 is the shortest cycle in compliance with F. This finishes the proof of correctness.
Let us now bound the time complexity of the algorithm. Finding the path π 0 can be done in linear time, as follows. Firstly, construct the graph H = G − E(C 0 ) and add an extra vertex v new with edges of length zero to all vertices V (C 0 ). Let H be the resulting planar graph. Secondly, construct in H a shortest path tree T sp from the source v new in linear time [Henzinger et al. 1997] . Each edge e ∈ E(H ) \ E(T sp ) defines a cycle, denoted by cycle(T sp , e), that is the concatenation of e with the subpath of T sp between the endpoints of e. Let e 0 denote an edge containing the middle point of the path π 0 . On the one hand, cycle(T sp , e 0 ) passes through v new and has the same length as π 0 . On the other hand, for any cycle cycle(T sp , e) that passes through v new the path cycle(T sp , e) − v new is a shortest path in H between 24:10 S. CABELLO two vertices of V (C 0 ). Therefore, we can compute a best edge e * as e * = arg min
{| cycle(T sp , e)|}, and then take u 0 , v 0 as the two vertices of V (C 0 ) in cycle(T sp , e * ). Finally, we compute the shortest path π 0 in H between u 0 and v 0 in linear time.
Consider a rooted binary tree where each node corresponds to a subproblem considered through the recursive algorithm. The root corresponds to the original problem, and the two children of a node contain disjoint subsets of the faces from its parent. This tree has at most one leaf-node per face of G, and therefore a total of O(n) subproblems are considered. In each subproblem we spend O(n) time to find the path π 0 and O(F + n) time to check if the boundary cycle C 0 is in compliance with F. The running time follows.
In our forthcoming application, the forbidden pairs F have some additional structure. A partition V = {V 1 , V 2 , . . . } of V (G) defines the following set of forbidden pairs:
Here we assume that
= ∅ whenever V i has one element. Let us say that a partition V is cofacial when F(V) is cofacial. 
COROLLARY 3.3. Given a plane graph G with n vertices and a cofacial partition V of V (G), we can find a shortest cycle in compliance with F(V) in O(n

Shortest Contractible Cycle in Embedded Graphs
Let G be a graph embedded in a surface, possibly with boundary, and let F be a family of forbidden pairs. Here we state the basic tool; see Cabello et al. [2008, Lemma 3] for a similar statement. The key observation is to consider the case when the vertices appearing in F are on the boundary of the surface. PROOF. Let Q be the class of shortest contractible cycles of G in compliance with F. Each cycle of Q bounds a topological disk. Let C short be a cycle from Q bounding a disk D short whose closure does not contain any other cycle from Q. We will show that α is disjoint from the interior of D short , and therefore C short does not cross α.
Assume for the sake of contradiction, that α enters the interior of D short ; see is contained in the interior of D short . Note that the endpoints x and y are vertices of C short . It must be x = y, as otherwise α [x, y] would be contractible because it would be contained in the topological disk D short . Similarly, α [x, y] cannot have any repeated vertices, because the subpath between two repeated vertices would be contractible. It results that the closed walk C , defined as the concatenation of α [x, y] and C short [y, x] has no repeated vertices, and hence is a cycle.
Note that the interior of D short cannot contain any vertex appearing in F because D short does not contain any boundary component. Therefore, the cycle C is also in compliance with F because the "new" subpath α[x, y] \ {x, y} does not contain vertices appearing in F. Moreover, the paths α [x, y] and C short [y, x] are homotopic because α [x, y] is inside the disk D short , and hence C is also contractible. Using that |α[x, y]| ≤ |C short [y, x]| because α is tight, we see also that in fact C is no longer than C short . We conclude that C ∈ Q. Moreover, C is contained in the closure of D short by construction. Therefore the properties of C contradict the choice of C short .
THEOREM 4.2. Given a graph G with E edges embedded in a surface, possibly with boundary, we can find in O(E 2 log E) time a shortest contractible cycle in G.
PROOF. We first give an algorithm, then discuss its correctness, and finally derive its running time. If the surface has genus 0, we take G = G. Otherwise, we compute a shortest nonseparating cycle α in G, and construct the embedded graph G = G α. Note that G has at least one boundary component. We then construct the embedded graph G = G (α 1 , α 2 , . . . , α k ), where α 1 , . . . , α k is the tight system of arcs from Lemma 2.1(b). Note that G is a plane graph. We then group the vertices in the boundary of G as follows: for each vertex v ∈ V (G), let W v be the vertices in G that arose as copies of the original vertex v. Therefore, the groups W v , v ∈ V (G), form a partition of V (G ). Note that the only groups in W v , v ∈ V (G), with cardinality larger than one have vertices in the boundary of G because copies of vertices are only introduced along the boundary. Therefore,
is a cofacial family of forbidden pairs, and we can find the shortest cycle C short in G in compliance with F using Corollary 3.2. Finally, we return C short . This finishes the description of the algorithm.
We next show the correctness of the algorithm. The embedded graph G is obtained iteratively from G by cutting along a tight walk, until the plane graph G is obtained. Let H 0 , H 1 , H 2 , . . . , H t , where H 0 = G and H t = G , be the sequence of embedded graphs constructed through the algorithm, where H i+1 is obtained from H i by cutting along one tight walk. For any embedded graph H i , let F i be the family of forbidden pairs given by pairs {u, v} ∈
where u and v are copies of the same vertex in the original graph G. Note that by construction all the vertices in F i are in the boundary of H i . A shortest contractible cycle in compliance with F i+1 in H i+1 is a shortest contractible cycle in compliance with F i in H i because of Lemma 4.1. By induction, this means that a shortest contractible cycle in compliance with F i in H i is a shortest contractible cycle in H 0 = G. In particular, the cycle C short , which is the shortest contractible cycle in compliance with
We next show that the running time of the algorithm is O(E 2 log E). Finding the shortest nonseparating cycle 1 takes O(E 2 log E) because of Lemma 2.1(a). Finding the arcs α 1 , . . . , α k used to cut G takes O(n log n) because we apply Lemma 2.1(b) to G , which has O(E) edges. We hence obtain a plane graph G with O(E) edges. Finally, finding the shortest cycle in G in compliance with F is can be done in O(E 2 ) time because of Corollary 3.3.
Hardness of Related Problems
Our NP-hardness results hold for unweighted graphs, so we will restrict our discussion in this section to unweighted graphs. All reductions are from the problem INDEPENDENTSET, which is NP-hard [Garey and Johnson 1979] .
Problem: INDEPENDENTSET. Input: a graph H . Task: find a largest independent set in H .
Consider an input graph H for INDEPENDENTSET, which we assume for simplicity has V (H ) = {1, 2, . . . , n}. Our reductions use an auxiliary graph G H embedded in the sphere, that depends on H . The construction of G H starts with an empty graph, and proceeds as follows.
(1) For each vertex v ∈ V (H ) with neighbors u 1 < · · · < u deg (v) , create a path v(u deg(v) This finishes the construction of G H . The embedding of G H in the sphere is fixed to be the one shown in Figure 6 , right. In this embedding, the paths adjacent to s i are ordered clockwise as s i t i−1 , s i Q i , s i P i and the paths adjacent to t i are ordered clockwise as t i P i , t i Q i , t i s i+1 , where we use s = t 0 = s n+1 . In Figure 7 there is an example showing G H when H is K 4 minus an edge. Consider the family F G H of forbidden pairs in G H given by 
PROOF. Assume first that H has an independent set I ⊆ {1, . . . , n} with k vertices. For v = 1, . . . , n let R v be the path P v if v ∈ I and Q v if v / ∈ I . The cycle C = ss 1 R 1 t 1 s 2 R 2 t 2 · · · s n R n t n s is in compliance with F G H because there are no edges in H between the vertices I . Therefore this cycle C is an element of Q G H 24:14 S. CABELLO whose length |C| is
To prove the other implication, assume that G H has a cycle C ∈ Q G H of length at most 1 + 4n + 2 · |E(H )| − k. Since C ∈ Q G H , then C is of the form ss 1 R 1 t 1 s 2 R 2 t 2 · · · s n R n t n s, where each R v is either P v or Q v . Since C is in compliance with F G H , the paths P u and P v cannot be in C if uv ∈ E(H ). Hence, the set I = {v ∈ V (H ) | R v = P v } is an independent set of H . Using the bound on the length of C we then have
and therefore |I | ≥ k.
As a consequence of the previous lemma, searching for a largest independent set in H is equivalent to searching for a shortest cycle in Q G H . PROOF. To show the NP-hardness of problem (a), consider the plane graph G H , the family F G H of forbidden pairs, and take s ∈ V (G H ) as the given vertex. The graph G H is constructed such that any cycle through s is of the form ss 1 R 1 t 1 s 2 R 2 t 2 · · · s n R n t n s, where each R v is either P v or Q v . Hence, the family of cycles Q G H is precisely the family of cycles in G H through s that are in compliance with F G H . Finding the shortest cycle in Q G H would also solve the To show the NP-hardness of problem (b), consider the plane graph G H , and the family F of forbidden pairs given by
Note that the vertices in F are covered by two faces of G H . Because of the "new" forbidden pairs, a cycle in G H in compliance with F cannot use both P v and Q v for any v ∈ V (H ). Inspection shows that, if P v and Q v cannot be used simultaneously, the only cycles in G H are those of the form ss 1 R 1 t 1 s 2 R 2 t 2 · · · s n R n t n s, where each R v is either P v or Q v . It follows that the family of cycles in G H in compliance with F is precisely Q G H , and hence problem (b) is NP-hard.
For studying contractible and separating cycles, the following observation will be useful. PROOF. Consider the graph G H embedded in the sphere, as defined before. Let f 0 be the face bounded by the cycle ss 1 P 1 t 1 s 2 P 2 t 2 · · · s n P n t n s. We convert G H into a graph embedded in an orientable surface of genus |E(H )|, as follows. For each vertex v(u) of V (G H ) take a small simple closed curve α v(u) passing through the vertex v(u) and that is otherwise contained in the interior of f 0 . Moreover, the curves α v(u) should be pairwise disjoint for all v(u) ∈ V (G H ). Let˜ be the surface obtained by removing the interior of the two disks bounded by α v(u) and α u (v) , for all uv ∈ E(H ). Then, for each edge uv ∈ E(H ) we glue the two boundaries defined by α v (u) and α u(v) , in such a way that the vertices u(v) and v(u) are identified and the resulting surface is orientable; see Figure 8 . This finishes the transformation of G H . Let G H be the resulting embedded graph, which is embedded in a certain surface . Since we add |E(H )| "independent handles", the surface has genus |E(H )| and no boundary.
First, note that a separating cycle in G H cannot cross α u(v) = α v(u) because of Lemma 5.3 applied to the curve α u(v) in the surface . Since cutting the surface along the curves α u (v) , for all uv ∈ E(H ), give rise to˜ , it follows that a cycle in G H that is separating must be a cycle in G H that is in compliance with F G H . As a particular case, any contractible cycle in G H must be a cycle in G H that is in compliance with F G H . Note also that any cycle in G H becomes a contractible cycle in G H because f 0 is the only face affected by the topological surgery.
It follows that finding a shortest contractible cycle in G H through s is equivalent to finding a shortest cycle in G H through s that is in compliance with F G H . As seen in the proof of Theorem 5.2(a), this is equivalent to finding a shortest cycles in Q G H , which in turn is equivalent to solving the problem INDEPENDENTSET in the graph H because of Lemma 5.1. This shows that the problem is NP-hard. In general, the embedded graph we have constructed is not a cellular embedding. However, we can transform it to a cellular embedding by adding appropriate edges and subdividing each of them n 2 times, so that they do not participate in any shortest contractible cycle.
THEOREM 5.5. The following problem is NP-hard for unweighted graphs: given a graph embedded in a surface, find a shortest surface-separating cycle.
PROOF. Consider the embedded graph G H used in the proof of Theorem 5.4. We further modify G H , as follows. For each u ∈ {1, . . . , n}, let f u be the face bounded by the paths s u P u t u and s u Q u t u . Take a small simple curve α u (respectively, α u ) passing through vertex u (respectively, u ) of G H and that is otherwise contained in the interior of the face f u . Then we apply a similar surgery as in the proof of Theorem 5.4: for each u ∈ {1, . . . , n} we remove the interior of the two disks bounded by α u and α u ; then we glue the resulting boundaries, defined by α u and α u , in such a way that the vertices u and u are identified and the resulting surface is orientable. Let G H be the resulting embedded graph. It has genus |E(H )| + n because we have added n "independent handles" to G H .
The same argument that was used with α u (v) in the proof of Theorem 5.4 can be used with the curves α u . Therefore, a separating cycle in G H corresponds to a cycle in G H that is in compliance with F = F G H ∪ {{1, 1 }, {2, 2 }, . . . , {n, n }}, and, as discussed in the proof of Theorem 5.2(b), corresponds to a cycle in Q G H . Moreover, any cycle in Q G H corresponds to a separating in G H , because any handle is attached to only one face of G H . It follows that finding a shortest separating cycle in G H corresponds to finding a shortest cycle in Q G H , which in turn is equivalent to solving the problem INDEPENDENTSET in the graph H because of Lemma 5.1. This shows that the problem is NP-hard. Again, we can ensure we have an embedded graph with a cellular embedding by adding appropriate edges and subdividing each of them n 2 times.
Note that our NP-hardness proofs in Theorems 5.4 and 5.5 use an embedding that is not LEW: the face defined by the cycle ss 1 Q 1 t 1 s 2 Q 2 t 2 · · · s n Q n t n s is longer than the shortest noncontractible cycle. 
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Conclusions
We have given an algorithm that solves the problem of finding the shortest cycle in a n-vertex plane graph with cofacial forbidden pairs in O(n 2 log n) time. It may seem a priori that an improvement reducing the running time to O(n log n) should not be difficult. However, when the set of forbidden pairs is empty the problem is that of finding a shortest cycle in a planar graph, which is equivalent to finding a min-cut in the dual multigraph. The currently best deterministic algorithm to solve the min-cut problem in planar multigraphs takes O(n log 2 n) time [Chalermsook et al. 2004 ] (see also Djidjev [2000] ). Therefore, finding an algorithm to find in O(n log n) time the shortest cycle in a plane graph with cofacial forbidden pairs would have further implications for other problems.
We have also shown that a shortest contractible cycle in an embedded graph can be found in polynomial time, while several similar-looking problems are NP-hard. It seems interesting to explore the difference between finding shortest cycles and shortest walks with topological properties.
