Abstract-This paper develops an effective distributed strategy for the solution of constrained multiagent stochastic optimization problems with coupled parameters across the agents. In this formulation, each agent is influenced by only a subset of the entries of a global parameter vector or model, and is subject to convex constraints that are only known locally. Problems of this type arise in several applications, most notably in disease propagation models, minimum-cost flow problems, distributed control formulations, and distributed power system monitoring. This paper focuses on stochastic settings, where a stochastic risk function is associated with each agent and the objective is to seek the minimizer of the aggregate sum of all risks subject to a set of constraints. Agents are not aware of the statistical distribution of the data and, therefore, can only rely on stochastic approximations in their learning strategies. We derive an effective distributed learning strategy that is able to track drifts in the underlying parameter model. A detailed performance and stability analysis is carried out showing that the resulting coupled diffusion strategy converges at a linear rate to an O(μ) neighborhood of the true penalized optimizer.
I. INTRODUCTION

A. Motivation and Problem Setup
I
N MOST multiagent formulations of distributed optimization problems, each agent generally has an individual cost function J k (.) and the goal is to minimize the aggregate sum of the costs subject to some constraints, namely where W k denotes a convex constraint set known by agent k and N is the number of agents. The aggregate cost in (1) has one variable w ∈ R M , which all agents need to agree upon [2] - [20] . However, there exist many scenarios where the global cost function may involve multiple independent variables, and, moreover, each local cost may be a function of only a subset of these variables. This situation motivates us to study in this paper a broader problem, where each local cost contains multiple variables that get to be chosen by the network cooperatively. Examples of applications where this general scenario arises include web page categorization [21] , web search ranking [22] , disease progression modeling [23] , distributed unmixing of hyperspectral data [24] , [25] , minimum-cost flow problems [26] , distributed model predictive control in smart energy systems [27] , remote monitoring of physical phenomena involving discretization of spatial differential equations [28] , distributed wireless acoustic sensor networks [29] , distributed wireless localization [30] , and distributed power systems monitoring [31] .
Thus, assume we have L vector variables denoted by {w 1 , . . . , w L }, where w ∈ R M . Let w col{w 1 , w 2 , . . . , w L } ∈ R M denote the L × 1 block column vector formed by collecting all those variables. The partitioning is used to represent the possibility of multiple independent arguments for the cost functions. Without loss of generality, we assume that the variables {w } are distinct in that they do not share common entries. Let I k denote the set of variable indices that affect the cost of agent k- Fig. 1 illustrates this situation for a simple network. If we let w k denote the components of w that affect this same agent
Then, we are interested in determining the solution of the following optimization problem:
The constraints set W k is generally described by equality and inequality conditions of the form
where the functions {h k,u (·)} are affine and {g k,v (·)} are convex.
We note that algorithms that solve (1) can be used to solve (3) . For example, this can be achieved by extending each local variable w k into the longer global variable w. However, this solution method would require unnecessary communications and memory allocation. This is because in (3) each local function contains only a subset of the global variable w. Therefore, solving (3) directly and more effectively is important for large scale networks. Conversely, we also note that algorithms that solve (3) are more general and can be used to solve (1) . To see this, let L = 1 and I k = {L}, then problem (3) will depend only on one variable w = w L . In this case, the cost function becomes J glob (w) = N k =1 J k (w), which is of the same exact form as problem (1) .
Assumption 1 (Strongly convex aggregate cost): Problem (3) is feasible and has a strongly convex cost
for some constant ν > 0. Strong convexity is often assumed in the literature and is not a limitation since regularization is normally used to avoid illconditioning and it helps ensure strong convexity. Under this condition, a unique solution w o exists. We denote its block entries by 
for some positive constant δ k .
Remark 1: (Stochastic costs):
The individual risk functions in problem (3) can be stochastic in nature, such as J k (w k ) = E Q(w k ; x k ), where E denotes the expectation operator over the distribution of the data, Q(·) is some convex loss function in w k , and x k is generic notation for the data at agent k. Possible choices for Q(·) are quadratic losses, logistic losses, exponential losses, etc. Generally, the distribution of the data will not be available so that the local risk functions {J k (w k )} are not known beforehand by the agents. Our technique for solving problem (3) will rely on the use of stochastic approximations for the gradient vectors of these risk functions, such as using the gradient of loss functions directly at every iteration [see (59) further ahead]
where ζ k,i will denote an intermediate estimate for w k at time i and x k,i is the data sample at time i at agent k. These approximations introduce gradient noise, which refers to the difference between the true gradient vector and the above-mentioned approximation. The challenge later will be to establish convergence despite the presence of this persistent noise. A special case of problem (3) was treated in [32] , which did not include constraint sets {W k } and assumed perfect knowledge of J k (·) (i.e., without gradient noise).
Remark 2: (Useful case):
We illustrate a special case of (3), which is common in many applications. Consider the scenario where every agent wants to estimate its own variable w k and is coupled with every neighboring agent, i.e., L = N and I k = N k so that w k = col{w } ∈N k , where N k denotes the neighborhood of agent k (including agent k). To explicitly indicate that w k and the corresponding constraints depend exclusively on the neighborhood variables, we let
Many important applications fit into problem (10) . For instance, such formulations arise in wireless localization where each agent aims to estimate its position based on distance measurements from its neighbors. Two other examples are distributed model predictive control [33] and minimum cost flow problems [26] .
Example 1 (Network flow optimization) [26] : Here we provide one example that fits into problem (3); a second example involving model fitting when different subsets of data are dispersed over different agents is discussed in the simulations section. Consider a directed network with N agents and L links. Let w denote the net flow in link . Let b k denote an external supply (or demand) of flow at node k such that N k =1 b k = 0 (i.e., flows entering the network match the flows leaving the network). Let I k denote the links connected to node k so that w k = col{w } ∈I k denotes the vector of flows across the links connected to node k. Then, we can formulate the problem where the network of agents is interested in solving
where a T k w k = b k is a flow conservation constraint such that a k is a vector with entries +1 and −1 with +1 at the position of entering flows and −1 at the position of leaving flows (see Fig. 2 ). Moreover, J k (·) is some convex function and {W k } denote some convex constraints such as link capacity constraints-see [26] . Now, we note that it is usually assumed that b k is measured exactly. However, in practice, noise is usually present in b k and thus it can be modeled as is some unknown measurement noise at time i. If this is the case, then the constraint a T k w k = b k cannot be satisfied and one approach to address this situation is to employ a penalty method to solve instead [34] 
for some finite large penalty η > 0.
B. Contribution and Related Work
There has been extensive work in the literature on solving problems of the type (1), which would therefore be applicable to problem (3) albeit by going through the costly step of extending the local vectors, as explained earlier. For example, incremental strategies have been used in [2] - [5] , consensus strategies in [7] - [11] , diffusion strategies in [12] - [16] , and alternating direction method of multipliers (ADMM) strategies in [17] - [20] . For sparse networks with a large number of parameters to estimate, it is much more efficient to devise distributed techniques that solve (3) directly rather than transform (3) into the form in (1) via vector extension. It is shown in the simulations in [32] and [35] that this extension technique not only increases complexity but it often degrades convergence performance as well.
Therefore, it is desirable to address the solution of problem (3) directly. Problems of this type have received less attention in the literature. For example, in deterministic formulations, ADMM techniques have been used to solve (3) or its special case (10) in [31] , [35] - [37] . In particular, the work in [31] applies an ADMM method to solve a distributed power system state estimation problem of the form (3), whereas the work in [35] solves (3) by employing an extended ADMM method to reduce communications at the expense of some stronger assumptions. Likewise, in the model predictive control literature, most of the methods used are specific for the special case (10) [33] . For example, to solve (10) in [36] , another ADMM method is proposed, whereas an inexact fast alternating minimization algorithm was used in [37] ; this second method is equivalent to an inexact accelerated proximal-gradient method applied to a dual problem [38] . In all of these methods, a second auxiliary (subminimization) problem needs to be solved at each iteration, which requires an inner iteration unless a closed form solution exists. In the stochastic optimization literature, some special cases of (3) have also been considered. For example, the work in [39] focuses on multitask unconstrained quadratic problems and employs game-theoretic techniques. In [34] and [40] , another quadratic problem is solved, where every agent has their own variable w k (i.e., L = N ) and the agents are coupled through linear constraints with neighboring node's variables {w } ∈N k . Moreover, it is further assumed that the agents involved in a constraint are fully connected, i.e., they can communicate directly.
Since in problem (3), different agents are influenced by different block vectors w , the network will be divided into overlapping clusters and each cluster will involve the agents that need to agree on w [see (21) ]. Similar clustering was used in [35] for the deterministic problem where the ADMM method was employed with identical penalty factors across all clusters. In our previous work [32] , we studied the same deterministic case but developed instead a first-order method for solving (3) without constraints by relying on the exact diffusion strategy from [41] , [42] , which unlike ADMM does not require inner minimization steps.
There are also works that deal with problem (1) where all agents need to agree on the same w, however to reduce communication, different agents transmit different blocks {w } at each time instant [43] , [44] . In this case, each cluster involves different agents at each time instant and, over time, all agents will be involved in all clusters. Also note that the group diffusion algorithm used in [45] deals with the problem where each agent is interested in its own minimizer w In this paper, we will solve problem (3) under a stochastic environment where agents do not necessary know the exact gradient information but are subject to noisy perturbations. We will also employ constant step-size learning in order to endow the resulting recursions with adaptation abilities to drift in the models. It was shown in [46] and [47] that under such scenarios, diffusion strategies have superior performance than consensus strategies and certain primal-dual methods over adaptive networks. The superiority is due to some inherent asymmetries that exist in the updates of these latter methods, and which cause degradation in performance when the algorithms are required to learn continually from streaming data; the details and the origin of this behavior are explained in [46] and [47] . Additionally, it is explained in [41] that diffusion strategies can be motivated by optimizing penalized costs. For these reasons, we shall employ in this paper penalized diffusion methods to solve problem (3). We prove that the algorithm converges linearly to an O(μ) neighborhood of the solution of a penalized cost, which can be made arbitrarily close to the solution of the original problem. One important conclusion from our analysis is to clarify the effect of the clustering step on the convergence rate. This was observed in [32] and [35] through simulation and is explained analytically in this paper.
While it is common in the literature to employ projection methods to solve constrained problems of the form (1), by continuously projecting the iterated estimates onto the convex constraint sets, these methods nevertheless require the projection sets to be geometrically simple so that the projections can be computed efficiently. When this is not the case, penaltybased methods become more efficient. For example, in largescale Markov decision problems (MDPs), exact dynamic programming techniques are not feasible since the computational complexity scales quadratically with the number of states. As such, in [48] , a stochastic penalty-based method is suggested to reduce the computational cost for large MDPs. Penalty-based methods are also attractive when the constraints are stochastic in nature, as happens in statistical estimation [49] and stochastic minimum-cost flow problems [34] . They are also useful when the constraints are soft in that they need not to be satisfied exactly or when the constraints are used to encode prior information about the unconstrained optimal value.
Notation: We use boldface letters to denote random quantities and regular font to denote their realizations or deterministic variables. All vectors are column vectors unless otherwise stated. We use col{x j } 
II. PROBLEM FORMULATION
A. Penalized Formulation
In what follows, we adjust the formulation from [12] to problem (3). One key difference in relation to what was studied in [12] is that problem (3) allows individual agents to depend on different subsets of the parameter vector. That is, coupling now exists between the individual cost functions through the sharing of common subvectors. In contrast, in the formulation studied in [12] , all agents were assumed to share the same parameter vector w and were interested in reaching agreement about it. Here, instead, agents share different components of the larger vector w and, through cooperation, they need to arrive at agreement. We shall develop a distributed scheme that enables this coupled learning objective and analyze its performance. In addition, the analysis in [12] requires each individual cost to be twice differentiable and strongly convex. Unlike [12] , we do not impose any convexity assumption on the individual costs. We only require the aggregate cost to be strongly convex and Assumption 2 to be satisfied. As a result, the analysis becomes more challenging and is substantially different from the techniques used in [12] .
One of the initial steps used in [12] is to replace the constrained problem (3) by an unconstrained problem through the introduction of a penalty term; the purpose of this term is to penalize deviations from the constraints. Thus, we start by relaxing problem (3) by the following penalized form parameterized by a scalar η > 0:
where the individual costs on the right-hand side incorporate a penalty term, as follows:
with each penalty function given by
Here, the symbols δ EP (x) and δ IP (x) denote differentiable convex functions chosen by the designer in order to penalize the violation of the constraints, namely, they are chosen to satisfy the requirements, which are as follows:
(16) For example, two continuous, convex, nondecreasing, and twice differentiable choices that satisfy (16) are [12] 
for some parameter ρ > 0.
Assumption 3 (Penalty functions):
The penalty function p k (w k ) is convex and differentiable with a Lipschitz continuous gradient
for some positive scalar δ p,k . Since J glob (w) is strongly convex and each p k (w k ) is convex, the cost J glob η (w) is also strongly convex and, thus, a unique solution exists for problem (13), which we denote by
B. Problem Reformulation for Distributed Solution
In order to solve (13) in a distributed manner, we first need to adjust the notation to account for one additional degree of freedom. Recall that the costs of two different agents, say agents k and s, may depend on the same subvector, say w . Since these two agents will be learning w over time, each one of them will have its own local estimate for w . While we expect these estimates to agree with each other over time, they nevertheless evolve separately and we need to use different notation to distinguish between them. We do so by referring to the estimate of w at agent k by w k and to the estimate of w at agent s by w s . In other words, we create virtual copies of the same subvector w with one copy residing at each agent. In this way, agent k will evaluate iterates w k,i for w over time i, and agent s will evaluate iterates w s,i for the same w over time i. As time evolves, we will show that these iterates will approach each other so that the subset of agents influenced by w will reach agreement about it. With this in mind, recall that we denoted the collection of all subvectors that influence agent k by w k ; defined earlier in (2) .
In that definition, the subvectors {w } influencing J k (·) were used to construct w k . In view of the new notation using virtual copies, we now redefine the same w k using the local copies instead, namely, we now write (20) where w k ∈ R M is the local copy of the variable w at agent k. We further let C denote the cluster of nodes that contains the variable w in their costs
We can view the cluster C as a smaller network (or subgraph) where all agents in this subnetwork are interested in the same parameter w . To require all local copies w k to coincide with each other, we need to introduce the constraint
Using relations (20) and (22), we rewrite problem (13) as
III. COUPLED DIFFUSION STRATEGY
A. Cluster Combination Weights
To solve (23), we associate weights {a ,sk } s,k ∈C with each cluster C and these weights are chosen to satisfy
Assumption 4 (Each cluster is a connected subgraph): The neighboring agents can communicate in both directions. Moreover, each C is connected. This implies that for any two arbitrary agents in cluster C , there exists at least one path with nonzero weights {a ,sk } s,k ∈C linking one agent to the other. We also assume that at least one self-weight {a ,k k } k ∈C is nonzero.
We remark that two agents are coupled if they share the same variable w and we are only requiring the coupled agents to be connected. If all agents share the entire w, then all agents are coupled by w and the above-mentioned assumption translates into requiring the network to be strongly connected. Assumption 4 is satisfied for most networks of interest. For example, all applications that fit into problem (10) given in Remark 2 naturally satisfy this assumption, including but not limited to applications in distributed power system monitoring, distributed control, and maximum flow-see [31] , [34] , and [36] . This is due to the construction of problem (10): there exist L = N clusters, where w affects the neighborhood of agent k = , and hence C k = N k forms a star-shaped graph (i.e., all agents s ∈ C k are connected through agent k), and hence this cluster is connected. Moreover, multitask applications satisfy this assumption [21] - [23] , [39] .
We emphasize that Assumption 4 is not limited to the case described in Remark 2 since it can be satisfied for any connected network, as we further clarify. To being with, independently of the clusters, let us assume that the entire network is connected. Now, if some cluster C happens to be unconnected, we can embed it into a larger connected cluster C such that C ⊂ C . For example, consider the network shown in Fig. 3 .
In this network, we have
In these clusters, we find that C 4 is a singleton. Therefore, w 4 will be optimized solely and separately by agent 5, and no communication is needed for that variable. Cluster C 1 is connected, and agents {1, 2, 3, 4, 5} cooperate in order to optimize w 1 , with each agent sharing its estimate with neighbors. However, clusters C 2 and C 3 have disconnected graphs. This implies that agents 2 and 4 cannot communicate to optimize and reach consensus on w 2 . Likewise, for agents {1, 3} regarding the variable w 3 . To circumvent this issue, we redefine J 1,η (w 1 , w 3 ) and J 2,η (w 1 , w 2 ) as
By doing so, the augmented costs J 1,η (w 1 , w 2 , w 3 ) and J 2,η (w 1 , w 2 , w 3 ) now involve w 2 and w 3 , respectively, and the new clusters become
which are connected and satisfy C 2 ⊂ C 2 and C 3 ⊂ C 3 . Therefore, in this scenario, agents {1, 2, 4} will now cooperate to optimize w 2 with agent 1 acting as a connection that allows information about w 2 to diffuse in the cluster. Likewise, for agents {1, 2, 3}, with agent 2 allowing information about w 3 to diffuse in the cluster. A second extreme approach would be to extend each local variable w k to the global variable w, which reduces problem (3) to the formulation (1). This way of embedding the clusters into larger connected clusters can be done in a distributed fashion-see, for example, [35] .
B. Coupled Diffusion Development
Let N denote the cardinality of cluster C and further introduce the N × N matrix A that collects the coefficients {a ,sk } s,k ∈C , namely
Under condition (24) and Assumption 4, the combination matrix A will be left stochastic and primitive, i.e., A T 1 = 1 and there exists a large enough j 0 such that the elements of A j 0 are strictly positive. It follows from the Perron-Frobenius Theorem [50, Lemma F.4 ] that the matrix A has a single eigenvalue at one of multiplicity one and all other eigenvalues are strictly less than one in magnitude. Moreover, the right eigenvector corresponding to the eigenvalue at one (the Perron vector), which we denote by r A r = r , 1 T r = 1 (30) is such that all its entries are positive and they are normalized to add up to one.
To facilitate the derivation that follows, we shall assume for the time being that A is a locally balanced matrix [41] , namely
where R Δ = diag{r (k)} k ∈C is a diagonal matrix constructed from the Perron vector r with r (k) denoting the entry corresponding to agent k ∈ C . Condition (31) is only used here to motivate the algorithm. Once derived, we will actually show that the algorithm is still convergent even when A is only left stochastic but not necessarily locally balanced. To derive our proposed algorithm, we state the following auxiliary result proven in [41] .
Lemma 1: Let R be a diagonal matrix constructed from the Perron vector of a left stochastic matrix A ∈ R Q ×Q . If A is locally balanced matrix, i.e., RA T = AR, then it holds that R − RA T is symmetric and positive semi-definite. Moreover, if we introduce the eigen decomposition
then, for primitive A and any block vector X = col{x 1 , . . . , x Q } in the nullspace of R − RA T with entries x q ∈ R M it holds that
Lemma 1 allows us to rewrite (23) in an equivalent form that is amenable to distributed implementations. First, we introduce (34) which is the collection of all the local copies of w across the agents in cluster C . With this notation, we rewrite the cost function in problem (23) as
where
Next, we use Lemma 1 to rewrite the constraints of problem (23) in an equivalent manner. We appeal to Lemma 1 to decompose
If we let
then using Lemma 1 and the definition of W in (34), we have
Using relations (35) and (40), we can rewrite problem (23) equivalently as
To rewrite problem (41) more compactly, we introduce
Instead of solving the constrained problem (46), we relax it and solve the penalized version
with μ > 0. In (47), we see that 1 μ is the penalty factor used for the consensus constraint (40) , and thus, the smaller the value of μ is, the closer the solutions of problems (46) and (47) become to each other [51] , [52] . We now note
Applying three diagonally weighted incremental gradient descent steps to problem (47), we get
where μ is the step size. Using the definition of J (W) and P(W) from (44) and (45), we have
Therefore, using the definition of A from (50) and R = diag {r (k)} k ∈C , recursion (51) can be rewritten more explicitly in distributed form as listed in the following:
and r (k) denote the entry of the Perron vector r corresponding to agent k ∈ C . In this description, the variables {ζ k,i , ψ k,i } are intermediate estimates for the vector w k , which contains all the parameters that influence agent k. These vectors have dimension Q k × 1 each. On the other hand, the variable w k,i has size M × 1 and is an estimate for the specific parameter of index , i.e., w k . Thus, note that in steps (54a) and (54b), a traditional diagonally weighted gradient-descent step is applied by each agent using the gradients of the corresponding penalty and risk functions; these steps generate the intermedi-
The last step (54c) is a convex combination step, where each agent k combines the iterates of index from their neighbors to construct w k,i . More specifically, for every ∈ I k , each agent k combines its entry ψ k,i with the neighboring entries {ψ s,i |s ∈ N k ∩ C } using weights {a ,sk } s∈N k ∩C . It should be noted that each agent k gets to choose its own combination weights. For example, let n ,k = N k ∩ C denote the number of agents that belong to C and are neighbors of agent k (including agent k). Then, we can use the Metropolis rule to construct the combinations weights {a ,sk ; s ∈ N k ∩ C , ∈ I k } as follows [50] :
or we can use the averaging rule [50] 
Remark 3 (Step size):
Due to the use of left stochastic matrices, and in order for the algorithm to converge to the minimizer of the sum of costs, the step sizes used for each entry w k,i−1 in w k,i−1 need to be divided by the entry of the Perron eigenvector r (k) corresponding to cluster for agent k as in (54a) and (54b). Otherwise, the algorithm will converge to a neighborhood of a different limit point that satisfies
For the case of L = 1 and I k = {L}, this will correspond to a Pareto optimal solution [13] , [50] . We further remark that for many combination rules, the entries r (k) are known. For example, for the Metropolis rule r (k) = (N ) −1 , whereas for the averaging rule, it is r (k) = n ,k s∈C n ,s −1 . This is not an issue since the common part can be absorbed into μ. For example, for the averaging rule, we have μ/r (k) = μ n −1
,k , where now the agents need to agree on μ = μ s∈C n ,s instead of μ. For general left stochastic matrices, results already exist in the literature that can estimate the Perron entries in a distributed fashion [41] .
IV. STOCHASTIC ANALYSIS SETUP
As mentioned earlier in Remark 1, we will also allow for the possibility of stochastic risks, in which case the true gradient vectors are not available. Therefore, we introduce the gradient noise vector for each agent at time i
that is required to satisfy certain conditions given in Assumption 5.
Assumption 5 (Gradient noise model): Conditioned on the past history of iterates
for some nonnegative constantsᾱ k andσ 2 k . We again emphasize that in this paper, we account for noisy gradients, such as (59) and, therefore, we shall incorporate the presence of the gradient noise into the analysis. In the presence of stochastic gradient constructions, the coupled diffusion algorithm (54) becomes the one listed in (62). Note that we are now using boldface letters in (62) to highlight the fact that the variables are stochastic in nature due to the randomness in the gradient noise component.
Algorithm 1: (Coupled diffusion strategy).
Setting:
) For every block entry ∈ I k , combine:
We will measure the performance of the distributed strategy by examining the mean-square-error between the random iterates w k,i and the corresponding optimal component from (6) The following result is proven in [12] concerning the size of the first component as the size of the penalty factor becomes unbounded. Theorem 1 (Approaching optimal solution): Under Assumptions 1-3, it holds that
Therefore, to assess (63), we will characterize the second term E w , − w k,i 2 and show that we can drive it to arbitrarily small values. In order to carry out the analysis, we need to examine the error dynamics of the algorithm more closely.
V. ERROR DYNAMICS
A. Network Error Recursion
We start by expanding (59) into its individual components
where v k,i (ζ k,i ) is the part of the gradient noise related to approximating ∇ w k J k (ζ k,i ). We collect the noise terms {v k,i (ζ k,i )} k ∈C across all agents and clusters into block vectors
Similarly, motivated by (34) and (42), we define the network vectors as follows:
Incorporating the gradient noises (66) into (51), we obtain the network recursion of (62) as follows:
Now, recall that problems (13) and (46) are equivalent, and therefore, the optimal solution to (46) is given by
Subtracting W from both sides of (68a)-(68c), we get 
VI. TRANSFORMED NETWORK ERROR DYNAMICS
A. Similarity Transformation I
The convergence analysis of recursion (71) is facilitated by transforming it to a convenient basis. Since each A is leftstochastic and primitive, it admits a Jordan decomposition of the form [50] A
where 
If we define
We now multiply both sides of the error recursion (71) by V
and denote the individual block entries of the various quantities in (79) by 
Note that the quantities
Using these transformations, we can rewrite the previous recursion (79) as
With a slight abuse of notation, we dropped from col{.} L =1
and wrote it as col{.}, we continue to do so in the following unless it is not clear from the presentation.
B. Similarity Transformation II
If we examine the structure of the entries in the transformed vector (80), we observe that
is the centroid of the errors relative to w , across all agents in C . Moreover, we note that
so that we can write each w k,i as Fig. 4 ).
In the following, we will show that we can drivew i anď W i to arbitrarily small values. We first reorder the elements in (80), so that iterates that correspond to the weighted centroids {w i } appear stacked together. For this purpose, we introduce a permutation matrix T such that
We then transform the error recursion (84) by multiplying both sides by T on the left to get
Since J is block diagonal, the operation T J T T T performs a similar reordering with respect to the diagonal blocks- Fig. 5 illustrates this operation visually. Thus
plugging into (89), we arrive at the following conclusion.
Lemma 3 (Transformed error recursion):
Following similarity and permutation transformations, the error recursion (71) can be transformed into the following form:
We are now ready to state the main result regarding the coupled diffusion algorithm (62).
C. Mean-Square Convergence
Theorem 2 (Mean-square convergence): Under Assumptions 1-5, the coupled diffusion algorithm (62) converges in the mean-square-error sense for sufficiently small step sizes μ [see (152)], namely, it holds that for i ≥ 0
where Γ is a stable matrix and {c 1 , c 2 } are independent of time [see (147)]. It follows that, for every agent k
for all ∈ I k . Proof: See Appendix B. Theorem 2 means that the expected squared distance between w k,i and w , is upper bounded by some value on the order of μ or μ 2 η 4 , whichever is larger. This implies that we can get arbitrarily close to the optimal penalized solution w = col {w , } L =1 by choosing μ arbitrarily small. Moreover, from Theorem 1, we can get arbitrarily close to the original problem (3) by choosing η arbitrarily large. From the step-size condition (152), we see that μ < O(1/η 2 ), therefore we can choose η = c/μ θ for some constant c and 0 < θ < 0.5. This way the problem will depend on μ only and as μ → 0, the iterates {w k,i } k ∈C approach the optimizer of the original problem w ,o asymptotically. Another conclusion from Theorem 2 is that the convergence rate is upper bounded by the spectral radius of the matrix Γ [from (151) and ignoring the η terms]
where λ(2) = max ∈{1,...,L} |λ (2)| and λ (2) is the second largest eigenvalue in magnitude of the combination matrix A (the largest eigenvalues is equal to one). The smaller λ (2) is, the more connected C is. Apart from reducing communication and memory allocation, this result shows the importance of solving (3) directly and how the clusters affect the convergence rate, i.e., the convergence rate is directly affected by the connectivity of the clusters instead of the network. Remark 4: Note that the O(μ) term in (97) is due to the persistence gradient noise component. In adaptive systems, constant step sizes are used to allow the algorithm to track changing minimizers. For example, when the distribution of the streaming data changes, the minimizer also changes and if a decaying step size is used then the algorithm will lose track of the minimizer as the step-size approaches zero. This means that in practice, we only need to choose a sufficiently small step size and sufficiently large penalty factor. For example, in the flow problem given in (12), the penalty factor η is set to be large enough so that under constant step size and slowly varying flows {b k (i)}, the algorithm is still able to track the changing minimizer. In general, the penalized problem optimizer approaches the minimizer of the original problem as η approaches infinity. Under some additional assumptions, an exact differentiable penalty function can be constructed [53] and, therefore, there exists scenarios such that the minimizers of problems (3) and (13) (13) is
Assume that the optimal value w o is a regular point for the constraints, meaning that the gradients of the equality constraints and the active inequality constraints (3) associated with the constraints h k,u (.) and g k,v (.). Thus, it holds that each η∇ w p k (w k ) converges. We know that any convergent sequence is bounded, and hence, η∇ W P(W ) is bounded by some constant independent of η. This observation can be used in the proof of Theorem 2 to tighten the bound in (97) to O(μ) + O(μ 2 η 2 ) (see Remark 6).
VII. EXAMPLE AND SIMULATION RESULTS
In this section, we illustrate the performance of the coupled diffusion strategy (62a)-(62c) for a least-squares model fitting problem under streaming data.
Let w = col{w 1 , . . . , w L }∈R M and consider N agents with distributed cost
where h k,i ∈ R M and y k (i) ∈ R are the kth row of H i ∈ R N ×M and the kth element of y i ∈ R N , respectively. Assume H i ∈ R N ×M and y i ∈ R N are related via the linear model
with v i ∈ R N representing a random Gaussian noise independent of H i with covariance Σ = diag{σ v ,k (i)} 
then, we can rewrite (101) as Problems with a global function of the type (104) naturally arises when different subsets of data are dispersed over N processors (or agents) [17, pp. 53] .
A. Unconstrained Case
We first show the performance of the proposed algorithm for an unconstrained case by minimizing the cost (104). In our simulation, we consider the network of N = 20 agents shown in 
where U k is a randomly generated orthogonal matrix and Λ k is a diagonal matrix with each diagonal entry uniformly chosen between 1 and 3. To compare the performance with other algorithms, we simulate a linearized version of the ADMM approach from [17] . The algorithm from [17] is
where y k = col{y k } ∈I k , z k = {z } ∈I k , and ρ > 0. Now, note that unlike the coupled diffusion strategy, this algorithm is not a first order algorithm and step (105a) requires an inner iteration loop unless a closed form solution exists. Moreover, under adaptive networks, it is not possible to solve step (105a) using, for example, gradient descent with constant step size due to the unknown cost J k (w k ), and a decaying step size is required, which only converges asymptotically. Therefore, in our simulation, for comparison, we linearize this step by employing one stochastic gradient step with constant step size μ. Also note that step (105b) requires global knowledge. We also simulate the centralized gradient stochastic descent recursion
is used to make the convergence rate practically the same.
The simulation result is shown in Fig. 7(a) , which plots the instantaneous network mean square deviation (MSD)
for different step sizes. The combination matrices A are chosen using the Metropolis rule (56) . We see that the coupled diffusion algorithm outperforms its ADMM counterpart even though the ADMM uses global information in step (105b), which indicates that primal-dual methods do not necessarily perform well under adaptive networks, as shown in [47] . We also notice that the smaller the step size is, the smaller is the steady-state MSD, and, moreover, the closer the coupled diffusion becomes to the centralized.
B. Constrained Case
We now add constraints to the previous setting where now the network is interested in solving a linearly constrained least squares with the cost given in (104) and L linear constraints
Let g T and b denote the th row of G and the th element in b, then, we assume that only one agent k c in cluster C is aware of the th constraint, which has the form
where g ,k c ∈ R Q k . This means that g has zero entries at the location of w if / ∈ I k c . This situation occurs, for example, when agent k c is the decision making agent regarding variable w with knowledge about the constraint concerning w , whereas the other agents are just observation agents that collects data related to w .
In our simulation, {g ,k c } are generated using the standard Gaussian distribution and normalized to one and {b } are generated uniformly between −1 and 1. The agents that have knowledge about the constraints = {1, 2, 3, 4, 5} are k c = {2, 10, 16, 5, 17}, respectively. We used the quadratic penalty δ EP (x) = x 2 to penalize the constrained. Fig. 7(b) shows the MSD for the coupled diffusion algorithm with μ = 0.001 and η = 100. In order to illustrate that the algorithm is capable of tracking a changing minimizer, we randomly regenerate {g ,k c } and {b } at i = 2000 so that the constraints changes and, thus, w changes. We see that the algorithm is capable of tracking a changing minimizer. In Fig. 7(c) , we plot the steady-state MSD to the constrained problem minimizer w o for different values of step sizes μ and penalty parameters η. It is observed that for relatively small penalty parameter η = 10, the MSD becomes unaffected by how small μ is. This is because for small η, the penalized optimal vector w is not a good approximation of w o . However, for large penalties, we notice that the smaller the step size μ is, the smaller the MSD becomes. This is because from Theorem 1, we know that for sufficiently large η, the penalized optimal w becomes close to w o and from Theorem 2, we know that the smaller the value of μ is, the closer the coupled diffusion iterates become to w . 
VIII. CONCLUDING REMARKS
In this paper, we developed a distributed optimization algorithm that solves a general sum of local cost functions subject to the intersection of all local constraints, where each local cost and constraint may contain partial blocks of the global variable. We proved convergence under constant step sizes in stochastic scenarios, where we show that we can get arbitrarily close to the optimal solution. Constant step sizes are important in adaptation and learning where the optimizer location may drift with time. We also showed that how the coupling across agents affect the convergence rate of the designed algorithm.
APPENDIX A USEFUL BOUNDS
In this appendix, we give bounds that will be used in Appendix B for the proof of the main convergence Theorem (2).
Lemma 4: Under Assumptions 1-3 and if
then, it holds that
where w i−1
Proof: The proof follows from [55, Lemma 10] with the Lipschitz constant set to N (δ + ηδ p ). We now show that the Lipschitz constant of J glob η (.) is upper bounded by N (δ + ηδ p ). Under Assumptions 2-3 and for any x and y of the same structure as w, it holds that
where in step (a), we used the triangle inequality and the fact that the block entries {∇ w J k,η (.)} are zero if k / ∈ C . The following simple fact will be useful for the proof of the next lemma.
Fact 1:
Proof: The proof follows from fact that the squared norm of a vector is equal to the sum of squared norms of its individual blocks.
For the statement and proof of the next Lemma, we introduce the centroid vectors w c,i
where w c,i 
Likewise forf (W i−1 ). Thus, we havē
and, therefore ḡ(
Step (a) holds because of conditions (7) and (18) . We now show the validity of inequality (117). It holds that
Using an argument similar to the first five steps in (120), we get 
Using (61), it can be easily confirmed that
If we take the expectation of (127), we get
Therefore, we can bound E v i 2 as follows:
Step (a) holds because of (66) 
Conditioning both sides of (135) on F i , and computing the conditional second-order moments, we get 
whereᾱ andσ 2 are defined in (125). Then, by taking the expectation of (140) and (146) and using these parameters along with the gradient noise bound (124), we can combine (140) 
Note Γ, c 1 , and c 2 have entries of the following form: . Now, we show that we can choose a sufficiently small μ such that Γ is a stable matrix (i.e., the spectral radius is strictly less than one, ρ(Γ) < 1). Since the value of γ 11 is nonnegative under condition (109) and the values of {γ 12 , γ 21 , γ 22 } are nonnegative, we invoke the property that the spectral radius of a matrix is upper bounded by any of its norms, and use the 1-norm to conclude that ρ(Γ) ≤ max{γ 11 + γ 21 , γ 12 + γ 22 }.
Therefore, to find sufficient conditions that ensure the stability of Γ, the step size μ is chosen such that ρ(Γ) < 1. A sufficient condition on the step size, such that recursion (148) is stable, is (see the expanded version [56] for details) 
for sufficiently small step sizes.
