We apply Stein's method for probabilistic approximation by a compound geometric distribution, with applications to Markov chain hitting times and sequence patterns. Bounds on our Stein operator are found using a complex analytical approach based on generating functions and Cauchy's formula.
Introduction
Stein's method for probabilistic approximation has been greatly developed in recent years and applied in a wide variety of situations. See, for example, [1] , [5] , and [17] for further detail. In this work we apply Stein's techniques to calculate error bounds in approximations by compound geometric distributions. The compound geometric distribution generalises the geometric distribution, to which Stein's method has already been applied in [2] , [13] , and [14] .
We wish to bound the error in approximating some (discrete) random variable W by a compound geometric random variable. We say that Y has a compound geometric distribution if
where X 1 , X 2 , . . . are independent and identically distributed (i.i.d.) positive integer-valued random variables and N ∼ Geom(p) has a geometric distribution that satisfies P(N = k) = p(1 − p) k for k ≥ 0. Here, ' d =' denotes equality in distribution. Such distributions arise naturally in many situations. See [11] and the references therein.
We are mainly concerned with the approximation in the total variation distance, defined by
|P(W ∈ B) − P(Y ∈ B)|,
although our results may also be used to give bounds in other probability metrics.
In Section 2 we outline how Stein's method may be applied in the compound geometric case, and state bounds on the resulting Stein operator which we will need in the work that follows. The proof of these bounds is deferred until Section 4. In Section 3 we consider some applications of our results. In particular, we derive in Section 3.1 a compound geometric approximation for Markov chain hitting times which generalises a result of [13] .
Compound geometric approximation
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The Stein equation
We consider the problem of approximating our random variable W by our compound geometric distribution Y defined by (1.1). We write p = 1 − q, µ i = P(X = i), and q i = qµ i . Denote this distribution by Y ∼ CG(p, µ), where µ = (µ 1 , µ 2 , . . .).
Following Stein's method, we need a linear operator A such that
for some suitable class of functions F . In this case we let F be the class of bounded functions h : Z + → R. We call A our characterising operator. When applying Stein's method to the compound geometric distribution, we can choose the characterising operator A defined by
This choice can be established in the same way as the characterising operator for the compound Poisson distribution considered in [4] . We denote by S the so-called Stein operator, defined such that f = Sh solves the Stein equation
We may then write E[h(
| thus yields a bound on the error in our approximation. In Section 4 we derive a representation of our Stein operator from which we establish the bounds in Theorem 2.1, below. Note that this representation satisfies Sh(0) = 0 for all h bounded. Furthermore, these bounds are applicable only when there is some l ∈ N such that P(X ≤ l) = 1.
In the sequel we use · ∞ to denote the supremum norm, g ∞ = sup i∈Z + |g(i)|. We write for the forward difference operator, so that 
The proof of Theorem 2.1 is given in Section 4, before which we consider some applications of the compound geometric approximation.
Applications
Throughout this section, we let Y ∼ CG(p, µ) and W be a random variable supported on Z + . We write f = Sh, where S is defined as in Theorem 2.1. We assume that W satisfies
and define the random variable V such that
Such coupling constructions are used in [5] for the Poisson approximation and in [13] for the geometric case.
Assuming that W and X are independent, we use (2.1) and (2.2) to write
since f (0) = 0. Combining (3.3) with Theorem 2.1, we obtain the bounds in Propositions 3.1 and 3.2, below. In the following, we use W ≤ st V to denote that the random variable W is stochastically smaller than V .
Proposition 3.1. Let the random variables V , W , and Y be as above. Suppose that either
Proof. From (3.3) we immediately obtain the bound
using Theorem 2.1. If, say, V ≤ st W then we can construct random variables V * and W * on the same probability space such that 
Proposition 3.2. Let the random variables V , W , and Y be as above. For
Proof. From (3.3) we have
from which the first part of the result follows on applying Theorem 2.1. The final part follows using the definition of the total variation distance and taking the supremum over all random variables V satisfying the required condition.
Example 3.1. We consider an example from [14] . Suppose that m balls are placed randomly in d ≥ 2 compartments, with all assignments equally likely. Let W be the number of balls in the first compartment. Then W ∼ Pya(m, d) has a Pólya distribution with 
In this case we have P(X = 1) = 1, and so using (3.2) we can check that V ∼ Pya(m − 1, d) and that V ≤ st W . Hence, by Proposition 3.1,
In many cases this performs better than other bounds available. In [14] , W is compared to Z ∼ Geom(r), where
, and is therefore different to ours. It was shown in [14] that
.
Comparing the bounds (3.4) and (3.5), our bound is sharper whenever m > (d − 1) 2 /(3d − 5).
We turn now to our main application, the approximation of Markov chain hitting times by a compound geometric distribution. In this work we generalise a bound of [13] . For further applications of Stein's method to Markov chains, see, for example, [6] .
Markov chain hitting times
Suppose that {ξ i : i ≥ 0} is an ergodic discrete-time Markov chain started (at time zero) according to its stationary distribution. Define W = min{i : ξ i ∈ B}, the time of the first visit to some set of states B. We denote the stationary distribution of this Markov chain by π , and write π i = P(π = i). We also write
We let B i denote the set of states from which a move to B requires a minimum time i. That is,
In order to apply Theorem 2.1, we assume that there is some l ∈ N such that B i = ∅ for i > l.
We approximate W by Y ∼ CG(p, µ), choosing
and
We then obtain the following bound. 
Proof. The result follows from Proposition 3.2. Fix some k ≥ 1, and define a Markov chain {Ẑ
. .} with the same transition probabilities as our original chain, but started according to π restricted to B k and rescaled so as to sum to 1. Let
, we find that V satisfies (3.2). We further define the Markov chain {Z
. .}, again with the same transition probabilities as our original, and again started according to π . We define
= W . Hence, we obtain
Following the argument of [13] , for each k ≥ 1, we have
We couple our Markov chains using the maximal coupling of [8] and [15] , so that P(ξ 
This is bounded to obtain
A similar argument yields
Combining these with (3.9) we obtain
Applying (3.8) gives us
The result then follows on application of Proposition 3.2. Compound geometric approximation 151 Example 3.2. We again follow [13] and apply our Theorem 3.1 to sequence patterns. Let η 0 , η 1 , . . . be a sequence of i.i.d. Bernoulli trials, and let I j be the indicator of the event that a given k-digit pattern appears in η j , . . . , η j +k−1 . We let W be the number of trials before the first occurrence of our pattern, so that W = min{j : I j = 1}. Define c j = P(I j = 1 | I 0 = 1) for j = 1, . . . , k − 1. Following [13] we define a 2 k state Markov chain such that at time n our Markov chain gives the outcome of the k Bernoulli trials starting at time n. Let B denote the state corresponding to our given k-digit pattern. We define our approximating compound geometric distribution Y using (3.6) and (3.7).
Since
This gives a sharper bound than the geometric approximation considered in [13] . Theorem 3 of [13] shows that
where Z ∼ Geom(p). Since Using definition (3.6), we have p = P(W = 0) = r(1 − r) 2 . We also note that
Similar calculations for B 2 and B 3 then give, using (3.7),
We may also check, from the definition above, that c 1 = 0 and c 2 = r(1 − r). Letting Y ∼ CG(p, (µ 1 , µ 2 , µ 3 )), bound (3.10) may be evaluated to give 
and, hence, with f as above, and recalling that we define
so that f satisfies (2.2). We next use (4.1) to find another representation of f that we may bound to prove Theorem 2.1. From (4.1) we may write
Consider a defective renewal process in discrete time, such that the first renewal occurs at time W 0 . Given a renewal at time m, there is a renewal at time m + k with probability q k for k = 1, 2, . . . . With probability p, there are no further renewals after time m. With this process in mind we can write u k (j ) = P(renewal occurs at time k | first renewal occurs at time j).
We define the generating functions U j (t) and Q(t) for t ∈ C by
Clearly, u k (j ) = 0 for k < j and u j (j ) = 1. For k > j, conditioning on the time of the second renewal gives u k (j ) = s≥1 u k−s (j )q s . Hence, we have U j (t) = t −j + Q(t)U j (t), from which we obtain U j (t) = t −j [1 − Q(t)] −1 . See also, for example, Section 13.4 of [7] . We apply Cauchy's formula to invert U j (t). That is, we note that For (2.4), we need a generalisation of the representation (4.5), as in Lemma 4.5, below.
