The problem of unknown input observer design for non-linear Lipschitz systems is considered. A new dynamic framework which is a generalization of previously used linear unknown input observers is introduced. The additional degrees of freedom offered by this dynamic framework are used to deal with the Lipschitz non-linearity. The necessary and sufficient condition that ensures asymptotic convergence of the new observer is presented, and the equivalence between this condition and an H 1 optimal control problem which satisfies the standard regularity assumptions in the H 1 optimization theory is shown. Based on these results, a design procedure that is solvable using commercially available software is presented. A simulation example is given to illustrate the proposed design.
Introduction
The observer design problem is a very important problem that has various applications such as output feedback control, system monitoring, process identification and fault detection. The classical solution of this problem for linear time invariant systems is the use of the well known Luenberger observer structure (Luenberger 1971) in which a constant matrix is used to stabilize the observer error dynamics to achieve asymptotic convergence. Modelling errors, plant disturbances and sensor noise, however, corrupt the state reconstruction given by the Luenberger observer and are very difficult to incorporate in this setting. This encouraged more work to be done in the so-called robust observer design problem in recent years.
One of the most successful robust observer design techniques is the use of the disturbance decoupling principle, in which the estimation error is designed to be insensitive to unknown disturbances. This problem is also referred to as the unknown input observer (UIO) design and it dates back to 1975 where Wang (1975) proposed a minimal order UIO structure for linear systems with both known and unknown inputs. After this important work, several approaches for designing reduced order and full order UIOs have been proposed, including the geometric approach by Bhattacharyya (1978) , the inversion algorithm by Kobayashi and Nakamizo (1982) , the matrix algebra method by Watanabe and Himmelblau (1982) , the singular value decomposition technique by Fairman et al. (1984) and the algebraic approaches by Hou and Mu¨ller (1992) and Patton et al. (1996) (see also Kudva et al. 1980 , Guan and Saif 1991 , Darouach et al. 1994 , Hou and Mu¨ller 1994 , for different UIO design techniques). Achieving less restrictive existence conditions and more direct design procedures has always been a challenge in this area. The UIO application in fault diagnosis has also attracted many researchers. Watanabe and Himmelblau introduced the concept of UIO for robust sensor fault diagnosis in systems with modeling uncertainty (Watanabe and Himmelblau 1982) . Their approach was later extended in a series of papers by Wu¨nnenberg and Frank (1987) and Frank and Wu¨nnenberg (1989) and references therein and also by Patton and Chen (1991) , Chen et al. (1996) Chen and Patton (1999) to the detection of both sensor and actuator faults in which case the unknown input appears both in the state and output equations.
Despite these success stories, most of the previous results are restricted to linear systems and results on non-linear UIO (NUIO) are scarce. A direct extension of the linear results to the non-linear case was considered by Wu¨nnenberg (1990) . His approach was referred to as the NUIO and considered a class of non-linear systems with non-linearities that are functions of inputs and outputs. However, this class of non-linear systems is rather limited and many physical systems can not be modelled in this way. Another limitation is the difficulty of transforming a general non-linear system into the required form. An alternative approach referred to as the disturbance decoupling nonlinear observer (DDNO) was presented in a series of papers by Frank (1991, 1993) . The class of non-linear systems considered by the DDNO is more general and the basic idea is the use of a nonlinear state transformation to satisfy the decoupling condition. However, the existence conditions for such a transformation are derived from the Frobenius theorem and are rather restrictive. Another drawback of the DDNO is that the transformation leads to another non-linear system for which a non-linear observer design is not a straightforward and tractable problem.
In this paper, we consider the UIO design problem for the class of non-linear Lipschitz systems. We extend the result in Chen et al. (1996) to this class of non-linear systems and show that, with the same necessary and sufficient conditions, the Lipschitz UIO (LUIO) design problem is equivalent to an H 1 control problem that satisfies all of the regularity assumptions. Our formulation employs a new dynamic framework which is a generalization to the one used in previous works. The LUIO synthesis is carried out using H 1 optimization and can therefore be done using commercially available software packages.
The paper is organized as follows: x 2 introduces some background results and notations. In x 3, we introduce our dynamic generalization of the previously used UIO structure and provide an extension of the results in Chen et al. (1996) to the new structure. In x 4, we present our main result, where we formulate the LUIO design problem as a regular H 1 problem proving that its solution is necessary and sufficient for the observer stability. A design example is considered in x 5 and some conclusions are drawn in x 6.
Preliminaries and notation
The linear UIO design problem considers a class of systems in which the system uncertainty can be expressed as an additive unknown disturbance term d(t) as follows:
where the matrix E is referred to as the unknown input distribution matrix and is assumed to be a known full column rank matrix (with r p). These assumptions on the matrix E are assumed throughout the paper. The term EdðtÞ can actually be used to describe additive disturbances as well as many kinds of modelling uncertainties such as noise, non-linear terms, time-varying terms, linearization and model reduction errors, parameter variations, etc. It can also represent some of the system inputs which are inaccessible (or unmeasurable) (Chen and Patton 1999) . It is important to note that much work has been done on estimating the distribution matrix E when it is not fully known (Patton and Chen 1991 , Patton et al. 1992 , Gertler 1994 , Chen 1995 , Gertler and Kunwer 1995 , Edelmayer et al. 1997 , Patton and Chen 1997 . In all the literature available for this problem, the observer proposed fall in the class of Luenberger-like observers, namely
where F 2 R nÂn , L 2 R nÂp , T 2 R nÂn and H 2 R nÂp . This observer can also be represented by the structure in figure 1 .
As mentioned in x 1, several approaches for designing a UIO (particularly, for designing F, L, T and H to guarantee observer stability) have been developed. However, in this section we focus on the technique developed by Chen et al. (1996) . In their work, the necessary and sufficient existence conditions of UIO A. M. Pertew et al.
were presented. Compared with other UIO design methods, these conditions are easy to verify and the design procedure is relatively simple. Their results can be summarized as follows. By noting that if the following matrix equations are satisfied,
then the observer in (3)-(4) has the stable error dynamics _ e e ¼ Fe (which is decoupled from the disturbance term d(t)), they defined (3)-(4) as a UIO for the system (1)-(2) if it satisfies (5)-(9). Based on that definition, their main result was given by the following theorem.
Theorem 1 (Chen et al. 1996) : Necessary and sufficient conditions for (3)-(4) to be a UIO for the system (1)-(2) are
They also presented a systematic design procedure to compute the matrices F, L, T and H satisfying (5)-(9) (See Chen and Patton (1996) for more details).
In this paper, we study the non-linear UIO design problem for the class of Lipschitz systems of the form _ x xðtÞ ¼ AxðtÞ þ Àðy, u, tÞ þ Èðx, u, tÞ þ EdðtÞ ð10Þ
and where the function Èðx, u, tÞ satisfies a uniform Lipschitz continuity globally in x, i.e,
for all u 2 R m and t 2 R and for all x 1 and x 2 2 R n . Here 2 R is referred to as the Lipschitz constant and is independent of x, u and t. Lipschitz systems constitute a very important class. Notice that any non-linear system of the form _ x x ¼ fðx, uÞ can be expressed in the form of (10) as long as f(x, u) is differentiable with respect to x. Nonlinearities that satisfy (12) are not uncommon. Examples include trigonometric nonlinearities occurring in robotic applications, non-linear softening spring models frequently used in mechanical systems, etc. Many non-linearities satisfy (12) locally such as non-linearities which are square or cubic in nature. Moreover, when these non-linearities occur in physical systems, they usually have saturation levels making them globally Lipschitz non-linearities. Therefore, much research has been done on the observer design problem for Lipschitz systems but without additive disturbances, i.e., with dðtÞ ¼ 0 in (4) (see for example Thau (1973) , Ciccarella et al. (1993) , Raghavan and Hedrick (1994) , Rajamani (1998) ). However, in this paper we consider the case of nonzero additive disturbances, i.e., the LUIO design problem. Our approach is based on the extension of the UIO structure in (3)-(4) to a more general dynamic framework. We further tackle the LUIO design problem by showing that, using the new dynamic observer, this problem is equivalent to a standard solvable H 1 control problem. The extra design freedom offered by this dynamic formulation is used to deal with the non-linearities.
The following definitions and notations will be used throughout the paper.
Definition 1: The space L 2 consists of all measurable functions u :
The norm kuk L 2 defined in (13) is the so-called L 2 norm of the function u. Consider now a system H : L 2 ! L 2 . We will represent by (H) the L 2 gain of H defined by
It is well known that, for a linear system H : L 2 ! L 2 with a transfer matrixĤ HðsÞ, (H) is equivalent to the H 1 norm ofĤ HðsÞ defined as follows:
where max represents the maximum singular value of H Hð j!Þ. The matrices I n , 0 n and 0 nm represent the identity matrix of order n, the zero square matrix of order n and the zero n by m matrix respectively. The symbolT T yu is used to represent the transfer matrix from the input u to the output y. The partitioned matrix K given as
(when used as an operator from y to u, i.e, u ¼ Ky) represents a dynamic system with the state space representation
A new UIO dynamic design
In this section, we first present a dynamic generalization of the UIO structure in (3)- (4) and develop conditions that guarantee the observer stability. We then extend the results in Chen et al. (1996) to this new framework by proving that the same conditions of Theorem 1 are necessary and sufficient for the new UIO dynamic design.
Dynamic generalization of the classical UIO structure
Throughout this paper, we will make use of dynamical observers with the following structure:
where w 1 ðtÞ and w 2 ðtÞ are obtained by applying dynamical compensators of arbitrary orders on the vectors z and y respectively. In other words, w 1 and w 2 are given from
This can be represented by the structure in figure 2. Compared with the one in figure 1, this new structure offers more dynamics which will be used in x 4 to tackle the LUIO design problem. As a step towards that goal, we consider first its use as a UIO for the system (1)-(2). The following lemma develops conditions that guarantee the observer stability in this case (see Appendix A for the detailed proof).
Lemma 1: The error dynamics of (15)- (20) as an observer for (1)- (2) is asymptotically stable and decoupled from the disturbance term d(t) if the following conditions are satisfied:
In the next subsection, we show that same conditions of theorem 1 (which were necessary and sufficient to satisfy (5)- (9)) are still necessary and sufficient for (21)-(27).
Dynamic UIO: definition and existence conditions
We start by introducing the following definition:
Definition 2: An observer of the form (15)- (20) is referred to as a dynamic UIO for the system (1)- (2) 
if it satisfies conditions (21)-(27).
This definition accommodates the observer defined in Chen et al. (1996) as a special case and we here prove that the same conditions of theorem 3 hold for this more general definition as follows.
Theorem 2: There exists a dynamic UIO for the system (1)-(2) (according to Definition 2) if and only if (i) rankðCEÞ ¼ rankðEÞ ð 28Þ
(ii) ð " A A, CÞ is a detectable pair, where Proof: The proof is constructive (i.e, shows the steps needed to design a dynamic UIO). It is a direct result of the proof of theorem 1 and of the interpretation of conditions (23)- (27) as follows. It was proved in Chen and Patton (1999) that (21) is solvable iff (28) is satisfied and that the general solution is
where H 0 2 R nÂp is an arbitrary matrix and ðCEÞ þ is the left inverse of ðCEÞ which is
The rest of the proof follows by noting that satisfying (23) is equivalent to finding A L , C L , B L1 and D L1 such that
is stable. This is equivalent to the stabilization problem in figure 3 which is solvable iff ðA À HCA, CÞ is detectable.
Finally, notice that for any H that satisfies (30), ðA À HCA, CÞ is detectable iff ð " A A, CÞ is detectable as proven in Chen and Patton (1999) where " A A is given by (29). Therefore, conditions (i) and (ii) are necessary and sufficient to satisfy (21)-(27) and the proof is complete.
oe As a conclusion, with the same existence conditions of the UIO in Chen et al. (1996) , the dynamic UIO design problem is reduced to the stabilization problem in figure 3 . The advantage of the dynamic framework is now evident since the solution to this stabilization problem is a set of controllers (Zhou and Doyle 1998) . Therefore, disturbance decoupling is satisfied with extra degrees of freedom. We will make use of this freedom in x 4 when dealing with the Lipschitz case.
Design of Lipschitz unknown input observers
For the LUIO design problem, we first prove that solving an H 1 problem is necessary and sufficient for observer stability. We then show that this H 1 problem is equivalent to a standard H 1 problem which satisfies all of the regularity assumptions. Finally, we present a systematic design procedure for the LUIO within the H 1 framework.
An H ' formulation of the LUIO design problem
For a Lipschitz system of the form (10)- (11) and where Èðx, u, tÞ satisfies (12) with a Lipschitz constant , we consider the use of the following observer:
_ z zðtÞ ¼ w 1 ðtÞ þ w 2 ðtÞ þ TÀðy, u, tÞ þ TÈðx x, u, tÞ ð31Þ
where w 1 ðtÞ and w 2 ðtÞ are obtained from (18) and (20) respectively and where the parameters of the observer satisfy the conditions (21)- (27). Similar to the linear case (see proof of lemma 1 in Appendix), it can be seen that the error dynamics of this observer is given from
which (by using (23)) can also be represented by the transfer function between ! and in the following so-called standard form,
where
and where K is the dynamic controller This can also be represented by figure 4 where the operator G has the state space representation shown in (39) with the matrices defined in (35)- (36) and where the controller K is given from (38).
We denote byT T ! the transfer function between ! and for this setup. The following theorem is the main result of this section.
Theorem 3: Given the Lipschitz system of equations (10)-(1), the statex x of the observer (31)-(32) (satisfying conditions (21)-(27)) globally asymptotically converges to the system state x for all È satisfying (12) with Lipschitz constant if and only if K in (38) satisfies
Proof (Sufficiency): Using the variable definitions in (37) and the matrices in (35), (36) and (38),T T ! can be represented as followŝ
and is such that ðT T e Þ ¼kT T e k 1 < 1= according to (40). The proof of sufficiency follows by noting that the estimation error e is given from the feedback interconnection ofT T e and Á as shown in figure 5 where Á is the static non-linear time-varying operator defined as follows:
ÁðtÞ : e ! ¼ Èðx, u, tÞ À Èðx x, u, tÞ ¼ Èðe þx xðtÞ, uðtÞ, tÞ À Èðx xðtÞ, uðtÞ, tÞ:
In this feedback loop, ðT T e Þ < 1= as mentioned earlier and, although an exact expression of Á is not available, we have ðÁÞ because from the Lipschitz condition in (12) it follows that
Using the bounds on the L 2 gains of the operatorsT T e and Á, we will make use of a dissipativity argument by noting that the following three properties are then satisfied for the feedback interconnection of figure 5.
(i) Á is a static non-linearity (no internal states) and T T e is given from (41).
(ii) The mappingsT T e : ! e and Á : e ! have finite L 2 gains ðT T e Þ and ðÁÞ, and moreover they satisfy ðT T e Þ Á ðÁÞ < 1. (iii)T T e and Á are dissipative with respect to the supply rates
T e respectively. We will denote by S 1 and S 2 the storage functions associated with these supply rates.
It is an straightforward application of Corollary 1 in Hill and Moylan (1977) (see also Marquez (2003) ) that S 1 þ aS 2 , a > 0, is a Lyapunov function for the feedback system of figure 5, and that, since ðT T e ÞðÁÞ < 1, the composite system is asymptotically stable. This implies that e ! 0 as t ! 1.
(Necessity): This is a direct result of the small gain theorem for linear time-invariant systems (see the necessity proof for Theorem 4 in Rajamani (1998) for more details) which implies that if ðT T e Þ ! 1= in figure 5 , then there exists a dynamic matrixÁ ÁðsÞ with kÁ ÁðsÞ k 1 such that the closed loop system in figure 5 is unstable. Since the closed loop system under such feedback is given from
with ðsÞ ¼Á ÁðsÞeðsÞ. Then for every initial condition ½eð0Þ ð0Þ T , there exists a non-linearity Èðx, u, tÞ ¼ ÁðtÞx of Lipschitz constant such that the observer error dynamics (33)- (34) is unstable, hence a contradiction. oe
Problem regularization
Despite the result in theorem 3, observer synthesis can not be carried out directly using the standard H 1 solution since the standard form in (35)- (36) does not satisfy all of the regularity assumptions in the H 1 framework (Zhou and Doyle 1998) . However, by considering a ''weighted'' disturbance term in the output, i.e using the following output equation instead of (11),
then it can be seen that the standard form in (35)- (36) has now the following form This can also be represented by the setup shown in figure 4 , except for redefining the matrices ofĝ gðsÞ in (39) and replacing ! by " ! ! which is defined as follows
This standard form, however, still does not satisfy the regularity assumptions in the H 1 problem since D T 12 D 12 is singular. Fortunately, regularization can be done by simply extending the external output to include the ''weighted'' vector , > 0. This adds another change in figure 4 consisting of replacing by " defined as follows
The entries ofĝ gðsÞ in (39) are then given by the following state space realization (where " 
It is now straightforward to see that all of the regularity assumptions needed for the entries ofĝ gðsÞ in (39) and summarized below (Zhou and Doyle 1998 ) are now satisfied.
1. (A,B 2 ) stabilizable: satisfied for any matrix " A A.
The freedom H 0 in (30) can be used, if needed, to guarantee that "
A A ¼ A À HCA has no eigenvalues on the imaginary axis. It follows that all the regularity assumptions are satisfied iff (A À HCA, C) is detectable (with no new design restrictions over the design conditions of theorem 2). We also prove that this regular H 1 problem is actually equivalent to the original one introduced by theorem 4 in the following sense: Let T 1 be the setup in figure 4 associated with (35) - (36), T 2 the one associated with (43)- (44) and T 3 the one associated with (47)- (48) where the three setups share the same controller K in (38). And letT 1 T 1 ,T 2 T 2 andT 3 T 3 the corresponding transfer functions associated with these setups. The following two lemmas demonstrate a certain equivalence between these setups (see Appendix for detailed proofs).
Lemma 2: Consider a stabilizing controller K for the setups T 1 and T 2 , then kT T 1 k 1 < if and only if 9 > 0 such that kT T 2 k 1 < .
Lemma 3: Given > 0 and a stabilizing controller K for the setups T 2 and T 3 , then kT T 2 k 1 < if and only if 9 > 0 such that kT T 3 k 1 < .
The previous results can be used to extend the results in theorem 3 showing that the observer gain K needed to stabilize the estimation error must solve a regular H 1 optimal control problem. To this end, we define the regular continuous H 1 control problem ''Problem 1''.
Problem 1: Given > 0 and > 0, find S, the set of admissible controllers K satisfying kT T " " ! ! k 1 < for the standard setup in figure 4 with G having the state space representation (39) along with the matrices in (47)- (48). Now we extend the result of theorem 3 as follows:
Theorem 4: Given the Lipschitz system of equations (10)- (11), the statex x of the observer (31)-(32) (satisfying the conditions (21)- (27)) globally asymptotically converges to the system state x for all È satisfying (12) with a Lipschitz constant if and only if 9 , > 0 such that K (the controller in (38)) 2 S (the set of controllers solving ''Problem 1'' defined above with ¼ 1=).
Proof: A direct result of Theorem 3, Lemmas 2 and 3. oe
The previous result demonstrates that it is necessary and sufficient to solve an H 1 problem in the form of ''Problem 1'' in order to design a LUIO. In this paper, we use the regularity of this problem for observer synthesis (as will be seen in x 4.3), since the analytical (Riccati based) solution of this problem is well developed (Zhou and Doyle 1998 ) and a parametrization of all possible observer gains may then be obtained.
It is important to note that if the regularity conditions required in the Riccati based solution used here are not satisfied (as, for instance, in the case where " A A has eigenvalues on the imaginary axis), observer synthesis can possibly still be carried out using LMIs to solve the H 1 problem.
A LUIO design procedure
The following iterative ''binary search'' procedure is then proposed to design the Lipschitz unknown input observer (31)-(32) for the system (10)-(11) satisfying the Lipschitz condition (12) and the two conditions in (28) and (29). Step 4: Calculate all the remaining gains of the LUIO using (23)- (27) and go to Step 6 .
Step 5: Set ¼ =2 and ¼ =2. If or is below certain threshold value then go to step 6 (an LUIO does not exist); otherwise go to Step 3.
Step 6: Stop.
Comments:
. In some cases, for a given Lipschitz constant , the problem can not be solved due to infeasibility of the optimization problem (see Zhou and Doyle (1998) for necessary conditions of H 1 solvability) or due to limitations of the used software. Decreasing in
Step 2 allows a larger value of and can guarantee the feasibility of the optimization problem. This decreases the region of convergence (unlike if original is used) but is still a possible way to solve the problem. Therefore the statement in italic in step 5 can be replaced by: decrease and go back to step 2. It is important to note that with this change, the algorithm is guaranteed to work as ! 0. . Same design can be used when the output is disturbed as in (42). The small gain theorem guarantees that the estimation error eðtÞ 2 L 2 if the output disturbance term ðtÞ 2 L 2 . . With the same conditions of Chen et al. (1996) , total disturbance decoupling for the Lipschitz case has been guaranteed thanks to the extra design freedom introduced by the dynamic framework and which was used to guarantee observer stability.
A design example
To illustrate the benefit of the LUIO design introduced in x 4, we consider the following example of a second order system with modelling uncertainties
where a is an unknown parameter. The system can be represented in the form (10)- (12) with
The Lipschitz constant is ¼ 0:4. Using the design procedure introduced in x 4.3, the matrices for the observer ( 
Conclusion
In this paper we considered the design of unknown input observers (UIO) for the class of non-linear Lipschitz systems. A new H 1 approach is proposed and is shown to be feasible with the same necessary and sufficient conditions for the linear UIO design. Our approach makes use of dynamical observers, an approach that shows promise given the additional degrees of freedom available to the designer. Our design procedure is effective in that it addresses the non-linearity and the disturbance decoupling problems in the same framework (and not as two independent problems) and it can be carried out using commercially available software, such as MATLAB.
Proof of Lemma 1: Using (15)- (20) as an observer for the system (1)-(2) and defining the error e z ¼ Tx À z and the state ¼ 2 À 1 we have (with the help of (21)- (23))
but from (22)- (24) and (27):
For the state ¼ 2 À 1 , we have: but from (22), (23), (25) and (26) (23), then the error dynamics is asymptotically stable and decoupled from d(t) and the proof is completed by noting that e ¼ x Àx x ¼ x À ðz þ HyÞ ¼ ðI À HCÞx À z ¼ e z . oe
Proof of Lemmas 2 and 3: By using the definitions of the setups T 1 , T 2 and T 3 in x 4.2 along with the definition of , !, " and " ! ! in (37), (45) and (46), the transfer matricesT 1 T 1 ,T 2 T 2 andT 3 T 3 are given from: (where T T 3 ¼T T " 
Proof of Lemma 2 (Sufficiency): For the ''two input/ one output'' standard setup T 2 , let 9 > 0 and a stabilizing controller K s.t kT T 2 k 1 < but from (49) we have kT T 2 k 1 ¼ maxðk TĤ H 11 k 1 , k ÀĤ H 11 D L1 þ Ĥ H 12 B L1 k 1 Þ. Hence, kT T 1 k 1 < .
(Necessity): Let 9 a controller K such that kT T 1 k 1 < . It follows that k TĤ H 11 k 1 ¼ < .
; kT T 2 k 1 ¼ maxð, k ÀĤ H 11 D L1 þĤ H 12 B L1 k 1 Þ. But since K is a stabilizing controller, then k ÀĤ H 11 D L1 þ H H 12 B L1 k 1 ¼ (where is a finite number). Hence, 0 < < = ) kT T 2 k 1 < . oe
Proof of Lemma 3 (Sufficiency): For the ''two input/ two output'' standard setup T 3 , let 9 > 0, > 0 and a controller K s.t kT T 3 k 1 < but from (49), kT
(Necessity): Let 9 > 0 and a stabilizing controller K s.t kT T 2 k 1 ¼ < . It follows that maxðk TĤ H 11 k 1 , kĤ H 11 D L1 ÀĤ H 12 B L1 k 1 Þ ¼ .
; kT T 3 k 1 ¼ maxðk N N 1 k 1 , k N N 2 k 1 , Þ. Since K is a stabilizing controller, then kN N 1 k 1 ¼ 1 and kN N 2 k 1 ¼ 2 (where 1 and 2 are finite numbers). Hence, 0 < < =maxð 1 , 2 Þ ) kT T 3 k 1 < . oe
