Lexical diversity (LD) measures have been known to be sensitive to the length of the text, and numerous revised LD measures have been proposed. This study aims to identify LD measures that are least affected by text length and can be used for the analysis of short L2 texts (50Á200 tokens). This study compares the type-token ratio, Guiraud index, D, and measure of textual lexical diversity (MTLD) to assess their degree of susceptibility to text length. Spoken texts of 200 tokens from 20 L2 English learners at the lower-intermediate-level were divided into segments of 50 to 200 tokens and the text length impact was examined. It was found that MTLD was least affected by text length, and that it should be used with texts of at least 100 tokens.
Introduction
How do L2 learners use vocabulary knowledge in their speaking and writing? Research on vocabulary use, or, as it has generally been termed, lexical richness, is a vital but under-researched topic (Schmitt, 2010; Skehan, 2009) . Among several aspects of lexical richness, lexical diversity (LD, also known as lexical variation) refers to ''the range and variety of vocabulary deployed in a text by either a speaker or a writer' ' (McCarthy & Jarvis, 2007, p. 459) . Numerous measures of LD have been proposed (see Malvern, Richards, Chipere, & Durán, 2004 for a list), but perhaps the best known measure is the type-token ratio (TTR), in which the number of different words a learner writes in a text is divided by the total number of words in order to determine the degree of variation.
However, an acknowledged drawback of many such measures is that they have been known to be sensitive to the length of the text analyzed. Effects of text length on LD measures should be avoided as much as possible because they generate construct-irrelevant variances and misleading results. Numerous revised LD measures have been proposed to remedy this risk, including the Guiraud index (Guiraud, hereafter; Guiraud, 1960) , D (Malvern et al., 2004) , and the measure of textual lexical diversity (MTLD; McCarthy & Jarvis, 2010) , to name a few.
only to a small degree. However, previous studies on D and MTLD examined the impact of length of texts of 100 tokens or more (McCarthy & Jarvis, 2007 . Consequently, use of D and MTLD could still be problematic for analysis of texts under 100 tokens. This is unfortunate, as evaluating the quality of such short texts is sometimes necessary in studies of L2 production and vocabulary.
The present study investigates whether LD measures are usable for texts of B100 tokens, in order to determine if these measures can be used for analysis of shorter texts produced by learners. This study compares four LD measures (TTR, Guiraud, D, and MTLD) for analyzing short texts of 50 to 200 tokens and addresses the following research question: Which LD measures are least affected by text length across a range of 50 to 200 tokens?
In the next section, these four LD measures and their characteristics are summarized.
TTR, Guiraud, D, and MTLD
Brief explanations and examples of how to calculate the four LD measures are provided below.
Here is a spoken text from a male junior-high-school student describing a picture and comparing two pictures. His entire text consisted of 253 tokens, and 50 tokens were selected:
This mountain is very big and the scene is very good and there is a lake. Lake is very beautiful and beside there is a tree and over there I see the big mountain. There is a very beautiful/And this Taro's room. Before is Taro's name on textbook but
The exemplar text has 25 types and 50 tokens. We can analyze this text by using any of the following four measures: (a) TTR: the number of different words (types)/all words produced (tokens). In this example, the TTR is 0.50 (i.e. 25/50). (b) Guiraud: the number of types/the square root of the number of tokens (types/ âtokens). In this example, the Guiraud is 3.54 (i.e. 25/â50). (c) D: Sample 35 tokens randomly from a text analyzed like this: This, but, this, mountain, on, There, is, Before, big, the, very, is, good, beautiful, And, name, there, a, Lake, Taro's, very, and, there, a, textbook, and, there, see, big, mountain, is, a, room, is, Taro's.
Once a word is selected, it is not selected again (i.e. without replacement). This randomly selected 35-token segment has TTR of 0.57, with 20 types and 35 tokens. Then, another segment of 35 tokens is sampled and the TTR is calculated. Sampling up to 100 times should be repeated and the mean TTR for the hundred 35-token segments (0.57) should be computed. Similarly, producing the mean TTR for hundred 36-token segments (0.56), the mean TTR for hundred 37-token segments (0.54), and so on, up to the mean TTR for hundred 50-token segments (0.50) should be continued. Table 1 , TTR is calculated to obtain (x) for a segment from the beginning by increasing words successively. For example, the tenth word, very, is the eighth type, with TTR of 0.80. A segment up to the fourteenth word, is, has TTR of 0.72 or below (i.e. 0.71). This word is the last one of the first word string (factor) of the text. Then, the next word, a, becomes the first word of the next string. This time, the third word, lake, has TTR of 0.67, but this segment is not counted because it has less than 10 words.
McCarthy (2005) decided not to consider ''factors of less than ten words, . . . as they may only represent a brief syntactical or rhetorical, textual blip'' (p. 106). The second word string ends with the 37th word, a, with a TTR of 0.70. The third string starts with very but does not reach 0.72 (0.92); however, the value of 0.92 reaches 27% of the trajectory from 1.00 to 0.72 
Method

Language samples
Language samples from 20 Japanese learners of English at junior and senior high schools were used. A tape-mediated speaking test was employed to elicit utterances on familiar topics (e.g. self-introduction and picture description), with a total of 225 seconds of speech per learner. Of 38 students who produced 200 or more tokens, 20 representative speakers were selected (M 0236.55 tokens, SD 030.79, minimum 0202, maximum 0283). Then, each learner's 200 tokens were separated into a text.
Analyses
Using the parallel sampling method (e.g. Hess et al., 1986) , a text of 200 tokens from one participant was split into 25 segments: four segments of 50 tokens, Figure 3 . Example of measure of textual lexical diversity (MTLD) calculation using the Gramulator (2).
three segments of 60 tokens, two segments of 70, 80, 90, and 100 tokens, and one segment of 110, 120, 130, 140, 150, 160, 170, 180, 190, and 200 tokens. Each segment was analyzed using four LD measures: TTR, Guiraud, D, and MTLD. The count of types and tokens was performed using KWIC Concordance for Windows (Version 5.0; Tsukamoto, 2011) . D was computed using D_Tool (Version 2.0; Meara & Miralpeix, 2007) . MTLD (raw score) was calculated using Gramulator (Version 5.0; McCarthy, 2011) . Base forms and their inflected forms were considered different types in this study; for example, table and tables, and play, plays, played, playing were counted as different.
Subsequently, values from equal-sized segments were averaged. To examine the research question, five token ranges were separately examined using a one-way repeated measures ANOVA and an effect size of partial eta-squared (g Table 2 shows that there were significant and large effects of text length on TTR, Guiraud, and D when text length changed across 50 to 100 tokens, 100 to 150 tokens, and 50 to 200 tokens (e.g. g .46 and 0.64 for TTR). In contrast, MTLD was not statistically significantly affected by text length, and the degree of impact was generally small for all five ranges (g 2 p 0 0.10, 0.07, 0.04, 0.10, and 0.17). Thus, MTLD was found to be the least affected by text length. However, it should be noted that even MTLD was sensitive to text length variations across a range of 50-to 100-token segments, 100-to 200-token segments, and 50-to 200-token segments (g 2 p 0 0.10, 0.10, and 0.17). These results suggest that texts of 100 tokens should be considered the minimum requirement for measuring LD using MTLD. Another finding is that the text length effect was larger when texts have more token differences. In other words, a 150-token difference (g 2 p 00.17) produces larger effects than a 100-token difference (g 2 p 00.10), which has larger effects than a 50-token difference when texts have more than 100 tokens (g 2 p 0 0.07, and 0.04). Thus, comparisons should be made between texts of similar lengths (with an interval of 50 tokens, if possible).
Results and Discussion
The results of the present study generally concur with previous research, with the one major difference that D was affected to an excessive degree across ranges of 50 to 100 tokens, 100 to 150 tokens, 100 to 200 tokens, and 50 to 200 tokens. This shows that D is sensitive to text length when short texts up to 150 tokens are analyzed.
This study shows that text length affects MTLD to a limited degree if the texts analyzed consist of more than 100 tokens. Why does MTLD have such a characteristic in contrast to other LD measures? One reason may be that MTLD focuses on the text length required to arrive at a certain level of TTR, which the other measures do not, and such text length tends to be stable as long as an overall text has sufficient tokens (i.e. more than 100 tokens) and as long as texts are produced by the same person using similar topics. McCarthy (2005) argued that MTLD has high reliability, in the sense that shorter segments of a text generate values similar to those that a whole text produces, and that it has enough sensitivity to distinguish texts of different degrees of LD. The current study supports this argument.
Conclusions
This study inspected the impact of text length on four LD measures across 50-to 200-token texts and found that MTLD is least affected by text length, but that even this measure of LD should be used with texts of at least 100 tokens. This result indicates the usefulness of considering LD at the textual level.
For future research, analyses using spoken and written texts of multiple genres, with a larger number of language samples with more tokens, are needed to investigate the generalizability of this study, especially the utility of MTLD.
