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Abstract In this paper, a converge–diverge supply network is considered. Under deterministic conditions,
this network is modeled in a partially new framework as an MILP model. Some strategic aspects like
supplier partnership consideration are presented as groups of constraint in the model. Then, the model is
solved by a simple and flexible heuristic method and the results are compared with the results obtained
from solving the model using ILOG CPLEX.
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Supply chain is a wide range field and supply chain network
design (SCND) is a significant part of it. Researchers try to adapt
the real situation in their models to make it viable. A myriad
of papers and models confirm our claim [1]. To model a supply
chain, linear programming [2], nonlinear programming [3],
simulation [4] andothermethods are applied, andheuristics [5],
meta-heuristics [6] or exact solution procedures [7] are tested
to obtain the best results. In [1], Melo and her colleagues [1]
presented a comprehensive review on supply chain network
design models. These models are categorized by: number
of layers, solution methods, network structures, number of
periods, nature of parameters, kinds of model and other
aspects. Rezapour and Farahani [2] modeled a supply network
from a competitive point of view, which resulted in an MILP
model. In this model, demand depended upon price. You and
Grossman [3] presented an MINLP model to handle the design
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doi:10.1016/j.scient.2012.10.035of a multi-echelon network, where some of the parameters
were stochastic. Considering 3PLs in a distribution network
that carries a dynamic environment and an uncertainty in
parameters was undertaken by Jeung Ko and his colleagues [4].
Instead of analytical models, a simulation enhanced by a hybrid
procedure was the proposed method to handle this. Nikbakhsh
and Zegordi [5] presented a mathematical model, in which
location, allocation and routing decisions were covered. Then,
an efficient heuristic was proposed that first determined the
location of nodes and thenmade a decision about the allocation
of nodes and routing matters. In [6], the authors modeled a
multi-layer, single-echelon and single-product network and
solved it via the genetic algorithm and the Lagrangian heuristic
method, which appeared in the literature. Bidhandi et al. [7]
presented a partially comprehensive model to design a supply
network and solved it by means of a modified version of
Bender’s decomposition that develops the master problem
using surrogate constraints.
Generally, dynamic facility location problems are divided
into two parts: capacitated and uncapacitated. Recent research
generally focuses on the capacitatedmodel because of its viabil-
ity and similarity to real aspects of business. One more recent
work on dynamic capacitated models is [8]. Melo et al. [8] pre-
sented a comprehensive model, in addition to comprehensive
reviews in previous works of dynamic location models. Supply
networkswhich have beenmodeled and appear in the literature
are based on different assumptions. Objective functions may
evier B.V. Open access under CC BY-NC-ND license.
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Papers Echelon Parameter Period Model Solution method Product
Multi Single Deterministic Stochastic Single Multi Nonlinear Linear Exact Heuristica Meta-heuristic Single Multi
Rezapour and Farahani [2] ✓ ✓ ✓ ✓ ✓ ✓
You and Grossmann [3] ✓ ✓ Inf ✓ ✓ ✓
Ko et al. [4] ✓ ✓ ✓ ✓ ✓ ✓
Nikbakhsh and Zegordi [5] ✓ ✓ ✓ ✓ ✓ ✓
Sourirajan et al. [6] ✓ ✓ ✓ ✓ ✓ ✓
Bidhandi et al. [7] ✓ ✓ ✓ ✓ ✓ ✓
Melo et al. [8] ✓ ✓ ✓ ✓ ✓ ✓
Nagurney [9] ✓ ✓ ✓ ✓ ✓ ✓
Miranda and Garrido [10] ✓ ✓ Inf ✓ ✓ ✓
Hale et al. [11] ✓ ✓ ✓ ✓ ✓ ✓
Woo and Saghiri [12] ✓ ✓ Infb ✓ ✓ ✓
Sajady and
Davoudpour [13]
✓ ✓ ✓ ✓ ✓ ✓
Bashiri et al. [14] ✓ ✓ ✓ ✓ ✓ ✓
Nickle et al. [15] ✓ ✓ ✓ ✓ ✓ ✓
This paper ✓ ✓ ✓ ✓ ✓ ✓ ✓
a Heuristic methods includes mathematical methods like Bender’s decomposition and Lagrangian relaxation.
b ‘‘Inf’’ denotes for infinite time horizon that is common in inventory models.be benefit maximization [9] or cost minimization [10]. Benefit
maximization functions are generally employed when the cus-
tomers are selectable. This usually happens in competitive envi-
ronments. Cost minimization functions are generally employed
when there is an assumption by which the satisfaction de-
mands of all customers are mandatory. Nagurney [9] presented
amodel to handle a competitive environment under oligopolis-
tic conditions. A complete oligopolistic condition is an ideal one,
which does not happen in the real world, but can prepare a
good view of a competitive environment. Obviously, in this pa-
per, the objective function is to maximize benefit (or market
share) like all competitive models. Miranda and Garrido [10]
incorporated inventory decisions into typical facility location
problems that resulted in a MINLP model which was solved
by Lagrangian relaxation and the sub-gradient method. In [11],
Hale and his colleagues assumed a multi-product and multi-
layer supply network and designed it using an MILP model. Re-
verse logistics were brought into account in a supply network
which was considered as a multi-objective model [12]. This pa-
per caught the uncertainty of objective functions by exploiting
the fuzzy approach. In some of the recent models, strategic and
tactical decisions, including inventory related decisions, are in-
tegrated, and mathematical-heuristic methods are exploited to
solve them efficiently [13–15]. Sadjady and Davoudpour [13]
presented a model in which location, allocation and inventory
decisions were incorporated into an integrated model. Bashiri
and his colleagues [14] presented a model that, although not
including inventory decisions like [13], considered many new
real situations in distribution networks, and employed the time
value of money in the objective function. Nickel et al. [15] kept
the practicality of the model by considering uncertainty via
defining scenarios and economically analyzing the network on
the basis of interest rate.
Totally, the reviewed papers can be categorized in Table 1.
Obviously, this table cannot declare all features of models
and networks appearing in the addressed papers. What is
apparent is that only in the last years have papers in
which multi-echelon, multi-product and multi-period supply
networks and heuristic methods been presented as a solution
method.
In all the reviewedpapers, the authors have tried to present a
comprehensive model to cover real aspects of supply networks
asmuch as possible, and to solve theirmodelswithin the lowestFigure 1: Studied converge–diverge supply chain.
time. So, to enter new and real aspects in a supply network via
mathematical terms and to solve themwith an efficient solution
method, are works, which always can be considered as new
contributions in this context (SCND).
This paper presents a model for a four-layer, converge–
diverge, multi-product and multi-period supply chain, so that
storing finished products in Distribution Centers (DC) and
particles in the assembler are allowed. Demands, supply costs,
assembly costs and storage costs of finished and unfinished
products change in each period (Dynamic environment). The
structure of this supply chain is illustrated in Figure 1.
Different particles are transported from suppliers to the
assembler and are assembled to produce the finished products.
In every period, a number of products can be stored to use in
the next periods.
According to the principles of a supplier partnership, one
of the most important factors of partnership is the stability
of the relationship. This means that making and breaking
relationships frequently is not allowed, in case firms want to
shift their relations to ‘‘partnering’’. However, this essential
factor has not existed in the literature of supply chain dynamic
models. In this paper, two alternative methods to model this
condition are presented and compared in solution times.
Since the closing cost of each distribution center is taken into
account, in addition to operating costs, a group of constraints
is presented to handle this, which is an alternative to that
introduced in [8].
Supply chain models are generally difficult and time
consuming to solve. So, themodel is solved by a simple heuristic
method. The proposed heuristic consists of two parts; in the
first part, assembler to customer and, in the second part,
supplier to assembler, is considered. The output data of the
first part works as input data for the second part. The merit of
this approach to the heuristic method is that it can be used for
more extended networks with more layers. However, it may
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previously, many heuristic methods have been developed and
discussed in the literature that worked well in germanemodels
and networks. Therefore, to propose newheuristicmethods can
be considered an extension to the literature.
The aim of writing this paper is to present a new framework
in modeling a supply network and to test simple heuristic
methods to solve such a complicated model. The model and its
partial alternative are original. The proposed heuristic can be
considered when 10%–15% error is not a significant matter and
when there is no time to apply other complicated heuristics,
meta-heuristics ormathematical algorithms to solve themodel.
The paper is organized as follows. In Section 2, the problem
and the model are defined and every part of the model
is explained completely. In Section 3, model extensions are
presented. Section 4 discusses a heuristic algorithm to solve the
model. Section 5 gives computational experiments and, finally,
Section 6 is devoted to the conclusion and recommendations for
future studies.
2. Problem definition and model
The supply chain (network) is modeled as a four-layer
chain: collecting several particles, assembling the particles,
dispatching the finished products among distribution centers,
delivering these products to customers.
Sets
P = Set of periods;
J = Set of suppliers;
I = Set of particles that should be assembled;
K = Set of distribution centers;
L= Set of customers.
Parameters
Cp,l = Demand of customer l ∈ L in period p ∈ P;
δi = Consumption ratio of particle i ∈ I;
WK k = Capacity of distribution center k ∈ K ;
SW i,j = Capacity of supplier j ∈ J in supplying particle
i ∈ I;
WAi = Capacity of the assembler to receive and store
particle i ∈ I;
θi,j = 1 if supplier j ∈ J can provide particle i ∈ I;
Dsaj = Cost of transportation between supplier j ∈ J and
the assembler for unit of product;
Dadk = Cost of transportation between the assembler and
distribution center k ∈ K ;
Ddck,l = Cost of transportation between distribution
center k ∈ K and customer l ∈ L;
OS j = Constant cost of opening a supplier;
ODk = Constant cost of opening distribution center k ∈ K ;
OD′k = Constant cost of closing distribution center k ∈ K ;
hf = Storing cost of a finished product unit in a
distribution center;
hi = Storing cost of particle i ∈ I in the assembler;
PCp = Assembly cost for a unit of production in period
p ∈ P;
SCp,i = Supplying cost of particle i ∈ I in period p ∈ P;
M = a large enough number.
Variables
ADCp,k,l = Number of transported goods from
distribution center k ∈ K to customer l ∈ L in period
p ∈ P;
AADp,k = Number of transported goods from assembler
to distribution center k ∈ K in period p ∈ P;ASAp,i,j = Number of transported goods of particle i ∈ I
from supplier j ∈ J to assembler in period p ∈ P;
Drestorep,k = Number of stored goods in distribution
center k ∈ K at the end of period p ∈ P;
Arestorep,i = Number of stored particle i ∈ I at the end of
period p ∈ P , in the assembler;
Sp,j = Binary variable of opening supplier j ∈ J in period
p ∈ P;
Dp,k = Binary variable of opening distribution center
k ∈ K in period p ∈ P;
DCp,k,l = Binary variable of allocating distribution center
k ∈ K to customer l ∈ L in period p ∈ P;
The following presents the basic model with consideration
of storage:
k∈K
ADCp,k,l ≤ Cp,l, ∀p ∈ P, l ∈ L, (1)
p∈P
AADp,k =

p∈P

l∈L
ADCp,k,l, ∀k ∈ K , (2)
AADp,k + Drestorep,k ≥

l∈L
ADCp,k,l, ∀p ∈ P, k ∈ K , (3)
AADp+1,k + Drestorep,k −

l∈L
ADCp+1,k,l ≤ WDk,
∀p ∈ P-{last period}, k ∈ K , (4)
AADp,k ≤ Dp,k ×M, ∀p ∈ P, k ∈ K , (5)
ADCp,k,l ≤ DCp,k,l ×M, ∀p ∈ P, k ∈ K , l ∈ L, (6)
DCp,k,l ≤ Dp,k, ∀p ∈ P, k ∈ K , l ∈ L, (7)
j∈J
ASAp,i,j + Arestorep,i
δi
≥

k∈K
AADp,k, ∀p ∈ P, i ∈ I, (8)
j
ASAp+1,i,j + Arestorep,i − δi ×

k∈K
AADp+1,k
≤ WAi, ∀p ∈ P, i ∈ I, (9)
Drestorep+1,k = AADp+1,k + Drestorep,k
−

l∈L
ADCp+1,k,l, ∀p ∈ P, k ∈ K , (10)
Arestorep+1,i =

j∈J
ASAp+1,i,j + Arestorep,i
− δi ×

k∈K
AADp+1,k, ∀p ∈ P, i ∈ I, (11)
ASAp,i,j ≤ Sp,j × θi,j × SW i,j, ∀p ∈ P, i ∈ I, j ∈ J. (12)
The first assumption of the model is completely satisfying all
demands for each period, but this is not necessarily served by
distribution centers. Demands that are not filled by distribution
centers will be outsourced with a cost of ‘‘R’’ per unit of
production. As the number of products must not exceed the
demand of customers, constraint (1) is stipulated. Note that
‘‘R’’ is more than a summation of supplying costs, assembling
costs and transportation costs per unit of production. In other
words, ‘‘R’’ is a penalty for not satisfying a unit product to
customer. It is not allowed to keep finished products at the
end of the last period. So, the summation of input products is
equal to the summation of output products (Eq. (2)). Putting
this constraint is not necessary as the optimumwill be achieved
at the point at which the amount of storage at the end of
the last period is zero. In every period, output cannot exceed
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exceed the capacity of a certain facility (Inequalities (3) and
(4)). Binary variables of opening a distribution center and
allocating a distribution center to a customer are stipulated in
the model by Inequalities (5)–(7). Note that, in models with
consideration of capacity, the definition procedure of opening
and allocating may be different. The constraints stipulated for
distribution centers in Inequalities (3) and (4) are applied for
the assembler in Inequalities (8) and (9), too. In Eqs. (10) and
(11), relations between the number of available stored products
at the beginning of period P + 1, with input, output and the
number of available stored products at the beginning of period
P , are mentioned for a DC and an assembler, respectively.
Finally, in Inequality (12), the amount of transportation from
a supplier is related to the binary variable of its opening, the
binary parameter of its availability and the capacity of the
supplier.
If no distribution center is allocated to a customer, that is,
k DCp,l,k = 0, all demands of the customer in that period will
be outsourced. So, we define:
Tp,l = 1 if no distribution center is allocated to customer l ∈ L
in period p ∈ P ,
k∈K
DCp,k,l ≤ Tp,l ×M, ∀p ∈ P, l ∈ L. (13)
At this stage, the basic concept of a supply chain is modeled.
Alternative modeling for opening or closing suppliers and
considering closing cost, as stated in Section 1, will appear in
the next section.
3. Alternative modeling and model extension
3.1. Confined opening
When deciding about a relationship with a large supplier or
distribution center, it is not rational and acceptable to behave
periodically. In other words, according to supplier partnership
principles, making and breaking relationships frequently is
not right. Previous papers tried to deal with this problem
partially, only by setting a closing cost, and this was similar
for all facilities in the supply chain. In this paper, to obviate
this problem, which appears in the literature, five groups of
constraints are defined, stating that if a supplier is opened and
then closed, it cannot be opened again.
Sp+1,j − Sp,j ≥ (S ′p+1,j − 1)×M + ε,
∀p ∈ P-{last period}, j ∈ J, (14)
Sp+1,j − Sp,j ≤ S ′p+1,j ×M,
∀p ∈ P-{last period}, j ∈ J, (15)
Sp,j − Sp+1,j ≥ (Sp+1,j − 1)×M + ε,
∀p ∈ P-{last period}, j ∈ J, (16)
Sp,j − Sp+1,j ≤ Sp+1,j ×M,
∀p ∈ P-{last period}, j ∈ J, (17)
p∈P
Sp,j + S ′p,j ≤ 2, ∀j ∈ J. (18)
Constraints (14) and (15) control the opening of a facility and
Constraints (16) and (17) control the closing of a facility. Note
that to avoid constrict inequalities, the use of epsilon, i.e. a real
number between 0 and 1, is needed. If a facility’s status changes,
it will be identified by one of two binary variables, Sp,j or S ′p,j,and Constraint (18) limits the number of changing statuses.
Here, we consider 2 degrees of freedom for this issue. One may
want to have more or less degrees of freedom with respect to
the nature of the supply chain.
The alternative method to model this concept is as follows. We
define:
|sp,j − sp−1,j| = ϑp−1,j + ϑ ′p−1,j. (19)
When ϑp,j and ϑ ′p,j are binary variables, we will have:
sp,j − sp−1,j = ϑp−1,j − ϑ ′p−1,j,
∀p ∈ P-{first period}, j ∈ J. (20)
The difference between sp,j and ϑp,j is that two sequential
sp,j can have both values of 1 or 0, but ϑp,j and ϑ ′p,j cannot
be 1 simultaneously, that is considered by Constraint (20).
Therefore, ϑp,j and ϑ ′p,j show any changes in the status of
suppliers.
ϑp−1,j ≤ 1− ϑ ′p−1,j, ∀p ∈ P-{first period}, j ∈ J. (21)
These changes are limited by stipulating Constraint (21) as
follows:
p−1
i=1
ϑij ≤ 2, ∀j ∈ J. (22)
Constraints (14)–(18) and (20)–(22) are alternatives to each
other. The introduced approach to cope with the closing
problem for suppliers is compared to the approach appearing
in the literature in Section 5.
3.2. Required variable for considering closing cost
In some previous papers in the dynamic supply chain
modeling context, a variable showing the change in status of a
facility from ‘‘open’’ to ‘‘closed’’ is defined, such asMelo et al. [8].
Here, an alternative way to define this variable is presented.
According to Constraints (15) and (16) in Section 3.1, Sp,j can
indentify changes in the condition of a supplier from open to
closed. These constraints similarly can be adopted to define a
variable to identify the closing of a distribution center in every
period. For all p ∈ P-{last period} and k ∈ K , we have:
Dp,k − Dp+1,k ≥ (Dp+1,k − 1)×M + ε, (23)
Dp,k − Dp+1,k ≤ Dp+1,k ×M, (24)
where Dp,k is defined similar to Sp,j and Constraints (23) and
(24) work like Constraints (16) and (17).
3.3. Overall objective function
The objective function that should be minimized is:
p∈P

i∈I

j∈J
ASAp,i,j × Dsaj +

p∈P

k∈K
AADp,k
×Dadk +

p∈P

k∈K

l∈L
ADCp,k,l
×Ddcp,k

p∈P

l∈L
Cp,l

PCp +

i∈I
SCp,i × δi

×

p∈P

k∈K
Drestorep,k × hf p
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
p∈P

i∈I
Arestorep,i × hp,i

p∈P

j∈J
OS j × Sp,j
+

p∈P

k∈K
ODk × Dp,k +

p∈P

k∈K
Dp,k
×OD′k

p∈P

l∈L
Tp,l × R×

Cp,l −

k∈K
ADCp,k,l

. (25)
The first line consists of transportation costs from suppliers to
the assembler and from the assembler to customers. The second
line stands for supplying and assembling costs. The third line
states storage costs in distribution centers and the assembler.
The fourth line is representative of the opening (or operating)
costs of distribution centers and suppliers and the closing cost
of distribution centers. Finally, the fifth line represents the
penalty of not satisfying the customers (outsourcing cost).
3.4. Other model extension
A primary factor in urging businesses to create a supply
chain is the competitive nature of the market. In competitive
markets, flexibility in the design or mixture of the product,
compatible with the demand of the customer, is important.
To achieve this goal, the total time through the supplier or
manufacturer to the customer must not exceed a certain
amount. Generally, when the setup time and manufacturing
time per unit are not so large, time is related to distance and
long routes from the assembler to the customer should be
avoided.
DCp,k,l × (Dadk + Ddck,l) ≤ Time,
∀p ∈ P, k ∈ K , l ∈ L. (26)
In Inequality (26) when the total distance from the assembler
to the customer exceeds a certain predefined value, the
distribution center cannot be assigned to the customer.
In the next section, this model is solved with a simple
heuristic algorithm.
4. Heuristic algorithm
To solve the model using this algorithm, the supply network
is divided into two parts, supplier to assembler and assembler
to customer. The results of implementing this algorithm in the
assembler to customer part are one part of the input data used
to solve the supplier to assembler part. The algorithm used for
the second part is as follows.
4.1. Algorithms for the assembler–customer part
1. Like Table 2, the unit storage cost and unit producing cost of
every period are listed. If the total cost of producing and storage
in period P is smaller than the producing cost of period P + 1,Table 3: Total distance from assembler to customer.
Customer 1 Customer 2 Customer 3
DC1 Dad1 + Ddc11 Dad1 + Ddc12 Dad1 + Ddc13
DC2 Dad2 + Ddc21 Dad2 + Ddc22 Dad2 + Ddc23
DC3 Dad3 + Ddc31 Dad3 + Ddc32 Dad3 + Ddc33
Table 4: Total cost of transportation for a certain period.
Customer 1 Customer 2 Customer 3
DC1 (Dad1+Ddc11)∗C11 (Dad1+Ddc12)∗C21 (Dad1 + Ddc13) ∗ C31
DC2 (Dad2+Ddc21)∗C11 (Dad2+Ddc22)∗C21 (Dad2 + Ddc23) ∗ C31
DC3 (Dad3+Ddc31)∗C11 (Dad3+Ddc32)∗C21 (Dad3 + Ddc33) ∗ C31
then, to satisfy the demands of period P + 1, products should
be produced in period P . Otherwise, in periods P and P + 1 the
plant makes products only to satisfy the demands of periods P
and P + 1, respectively.
At this step,we know inwhichperiodsmanufacturing should be
done and how many products should be manufactured. In pe-
riods during which the product is not intended to be manufac-
tured, the products whichwere stored in distribution centers in
a previous period should be transported to customers. Note that
the policy of this algorithm is to manufacture as many products
as needed to satisfy the demands of one or more periods or not
producing any products.
2. According to distances between distribution centers to
the plant and distances between distribution centers and
customers, the total distance from the plant to every customer,
with consideration of the joint (distribution center), should be
computed. A table, like Table 3, should be prepared in which
every column represents a customer and each row represents a
distribution center.
All cells of this table should be checked for long distances.
If a cell contains a distance more than the predefined value, it
must be omitted. Then, the total demand of every customer for
one or more periods (according to the decision made in step 1)
should be multiplied by the related column. Suppose that only
the demand of the first period should be manufactured.
According to Table 3, estimation of transportation cost
appears in Table 4.
The operating cost of every distribution center should be
added to every row. So, Table 5 is created. Note that operation
costs may vary in every period, in consideration of the dynamic
nature of the problem.
3. Now, for every column, the lowest number (cost) should
be selected. In this step, a primary assignment is done. One
important problem in this step is capacity. If every distribution
center has enough capacity to cover all the customers that
are assigned to it, this assignment is confirmed. But, if the
capacity of at least one of the distribution centers is not enough,
the assignments to that certain distribution center should be
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Customer 1 Customer 2 Customer 3
DC1 (Dad1 + Ddc11) ∗
C11 + OD1
(Dad1 + Ddc12) ∗
C21 + OD1
(Dad1 + Ddc13) ∗
C31 + OD1
DC2 (Dad2 + Ddc21) ∗
C11 + OD2
(Dad2 + Ddc22) ∗
C21 + OD2
(Dad2 + Ddc23) ∗
C31 + OD2
DC3 (Dad3 + Ddc31) ∗
C11 + OD3
(Dad3 + Ddc32) ∗
C21 + OD3
(Dad3 + Ddc33) ∗
C31 + OD3
prioritized. One way to set a priority is that the difference
between the first and second lowest costs in every column
should be calculated. Remember that if the difference is equal
to the lowest cost, it means that this cell is the only remaining
cell to assign. So, the difference should be set at the amount
of the lowest cell. Then, among customers that are assigned
primarily to a certain distribution center, a customer with a
higher difference should be selected prior to others with lower
differences. The assignment is done consequently until the
upper limit of capacity is achieved. Then, remaining customers
will be served by the second lowest cost distribution center in
their columns. If the second distribution center is unavailable,
this demand is outsourced.
4. At this stage, all decisions in the first period are made. By
consideration of transportation and operation costs, the total
cost of this period can be computed. For the next period at
which manufacturing is intended to be undertaken, we should
make a comparison between two costs:
1- Location and allocation decisions remain the same as the
previous period and total cost is computed.
2- A table like Table 4 is made and primary assignments are
done. The total cost of these assignments, in addition to
the closing costs of closed distribution centers, should be
calculated.
After comparing these two decisions and their costs, the
better location and allocation will be chosen.
Note that this algorithm should be repeated for every period
in which the plant makes products.
Define TDk,l as the total distance from the assembler to
customer and DL is the upper acceptable limit of distance. And
D′p =

l Cp,l.
The p-suedo code for one period is as follows:
Begin Heuristic
p ← 1
If PCp + hf ≤ PCp+1
Thenaadp+1,k ≤ 0 andk aadp,k ≥ D′p + D′p+1;
Else if PCp + hf > PCp+1
Then

k aadp,k = D′p;
End If ;
If TDk,l ≥ DL
Thenadcp,k,l ≤ 0;
For∀k ∈ K
For∀l ∈ L
Calculate: transportation cost + holding cost
+ assembling cost→ TCp,k,l
End For;
End For;
Sort descendingTCp,k,l → TC ′p,k,l,m;
For∀k ∈ K
For∀l ∈ L
ppl = TC ′p,k,l,2 − TC ′p,k,l,1;
End For;End For;
Sort ascendingppl → pp′l,n;
For∀n ∈ N
For∀k ∈ K
For∀l ∈ L
If pp′l,n ≠ 0
For∀m ∈ M
If TC ′p,k,l,m ≠ 0 and WK k ≥ Cp,l
Then Dp,k = 1;
DCp,k,l = 1;
adcp,k,l = Cp,l;
WK k − Cp,l → WK k;
End all If’s and For’s;
End Heuristic;
This procedure can be encoded in other ways, too. However,
it depends on the structure which is familiar to the program-
mer. For instance, instead of defining ‘‘m’’ and ‘‘n’’, orders
can be controlled by putting ‘‘If’’ before the last part of the
calculation.
4.2. Algorithm for supplier–assembler part
For every particle, this algorithm should be done.
1. Like Table 6, supplying costs and storage costs in the
assembler should be listed.
If the supplying cost of period P + 1 is larger than the total
cost of storage and supplying in period P , to satisfy the demand
of period P + 1, the particle should be supplied in period P .
2. The paths from suppliers to customers should be listed from
the shortest to the highest. According to the demand of the
assembler in every period (one of the outputs of the previous
algorithm), the capacity of the supplier and the consumption
rate of the particle, suppliers should consequently be assigned
to the assembler. Then, opening and transportation costs must
be calculated.
3. From the fourth period, if the status of a supplier has been
changed two times, it should not be considered a potential
supplier.
This algorithm is effective when demand fluctuation is not
large in comparison with supplier capacity. When demand
fluctuation is large, suppliers should be opened and closed
frequently and this makes them unavailable rapidly. For
problems that are run in numerous periods, infeasibility is the
result of this event. If this method results in infeasibility, the
following solutions should be added to step 2:
• Before the period of maximum demand, if a supplier is
opened, it should not be closed, even if it is not needed
at later periods. After the period of maximum demand, the
previous optimization method should be implemented.
This solution reduces the possibility of infeasibility dramat-
ically, but, under some critical conditions, it can be infeasi-
ble again. To avoid infeasibility completely, the solution must
be done for the last mode in demand instead of the maxi-
mum demand. Apparently, a large amount of opening costs
would be charged, and when the opening cost has a large
share in the objective function in comparison with other costs,
the amount of error increases. The p-suedo code of this part
is similar to the previous one as the core structures are the
same.
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Class Customer Warehouse Supplier Product Period
C1 10 4 4 3 8
C2 10 5 5 2 8
C3 25 10 10 2 7
C4 50 10 10 3 6
C5 75 25 25 2 4
C6 100 50 50 2 4
C7 150 75 75 2 4
5. Computational experiments
5.1. Data generation and problem sizes
Asmentioned before, (1) if the opening and closing costs are
large in comparison with transportation, assembly and supply
costs and, (2) the capacity of facilities is not large enough to
cover several orders at the same time, the error of the algorithm
increases. The input data for all model tests is as follows:
Cp,l = Uniformly distributed between (40, 100);
WK k = Uniformly distributed between (280, 300);
SW i,j = Uniformly distributed between (280, 300) multi-
plied to the related consumption rate;
Dsaj = Uniformly distributed between (20, 50);
Dadk = Uniformly distributed between (30, 100);
Ddck,l = Uniformly distributed between (30, 100);
OS j = Uniformly distributed between (10000, 15000);
ODk = Uniformly distributed between (10000, 20000);
OD′k = Uniformly distributed between (1000, 1500);
hf p = Uniformly distributed between (1, 3);
hp,i = Uniformly distributed between (1, 3);
PCp = Uniformly distributed between (2, 5);
SCp,i = Uniformly distributed between (1, 2).
Then, we should define some classes for problem size. Table 7
shows these classifications:
5.2. Testing alternative models and solution times
The first experiment is to compare the supply chain
relationship approach introduced in this model (Approach A)
with the previous approach existing in the literature (Approach
B). To do that, for three different shares of transportation
cost in the objective function, the objective values of the two
approaches are compared. Note that the addressed share of
the objective function is computed in the objective function of
Approach B. The error is computed as |Obj B− Obj A| /Obj B and
the right column shows the closing cost to opening cost ratio.
Class C4 is selected for this experiment. The number appearing
in parenthesis is the value of error when limitation and closing
costs are considered simultaneously (Approach A–B). Results
appear in Table 8.Table 8: Effect of the two approaches in objective function.
Share of transportation cost
0.25 0.5 0.75
0.25 0.11(0.01) 0.21(0) 0.35(0)
0.50 0.13(0.01) 0.21(0) 0.35(0)
0.75 0.14(0) 0.22(0) 0.36(0)
1 0.14(0) 0.22(0) 0.37(0)
Table 9: Solution times in seconds.
Class (14–18) (20–22)
C1 8 3
C2 51 27
C3 770 225
C4 250 357
C5 N/A 950
C6 N/A 2240
C7 N/A N/A
In all experiments, the objective value of Approach B is
greater than the objective value of Approach A. It is justified
as the closing cost has not been considered in Approach A,
but has been in Approach B. It can be concluded that it
is better to control the relationship instead of considering
the closing cost. In other words, the strategy of limiting
supplier status has a better effect than considering a penalty
to break the relationship. In addition, the low percents of
values in parentheses illustrate the minimal difference in
Approach A–B in comparison with Approach B. Note that
implementing Strategy A can provide a valuable partnership
with the suppliers.
The models are solved by solver CPLEX on a PC with CPU
2.4 GHz and 2 GB RAM.
The difference in solution time between the two model
alternatives in modeling supplier partnership consideration is
tested first. Then, three methods to solve this problem are
examined: (1) The general model with the better alternative
should be solved (the better alternative modeling that is
resulted in the previous test), (2) The assembler–customer
algorithm should be solved, then the output must be used
as input for the better alternative model for the supplier
selection part, and (3) The assembler–customer algorithm
should be solved, then the output must be used as input for the
supplier–assembler algorithm.
To test model alternatives, every class is tested 5 times with
different random data, and average time is reported in Table 9.
It is clear that the Constraints (20)–(22) can, totally, achieve
an optimum solution in larger sizes faster than Constraints
(14)–(18). The difference between C3 and C4 is mostly the
number of periods. It can be surmised that alternative model
(14–18) is less susceptible to time increases when the number
of periods goes up. N/A means more than 3000 s.
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number of particles.
Figure 3: Comparing solution times of the two alternative models versus
number of periods.
The effects of the number of periods and number of particles
are tested and compared in both models. Since the behavior of
the time should be examined, class C2 is selected to avoid large
solution times and to identify changes in time, simultaneously.
The results are shown in Figures 2 and 3.
According to this graph, solution times have no relation
to the number of particles because they go up and down,
no matter what the number of particles is. In addition (al-
though in previous tests it was illustrated that model alterna-
tive (Constraints (20)–(22)) works faster), when the number of
particles increases, model alternative (Constraints (14)–(18))
can achieve the solution faster than model alternative (Con-
straints (20)–(22)). According to this conclusion, to test the
number of periods in the solution times of both models, the
number of particles is set at 2 and 3. Then, an average is
reported.
In this illustration, it is apparent that an increase in the num-
ber of periods increases the solution time dramatically, either
with model alternative (Constraints (14)–(18) or Constraints
(20)–(22)).
The next test is dedicated to examining the efficiency of the
3 mentioned methods to solve the model. A sample problem
with the stated input data is generated and solved. Since the
input data was set to return a large error in the algorithm, thisTable 10: Test of model versus algorithm.
Methods Model Model-algorithm Algorithm
Error (%) 0 5.8 11.2
Time 2095 55 10
Figure 4: The variance of error values of the model-algorithm method.
can be deemed as the worst result for the algorithm. Class C6 is
selected for this test. The results are shown in Table 10.
According to this result, to achieve a good solution in an
acceptable time, the model-algorithm strategy (solving the
assembler–customer part with an algorithm and the sup-
plier–assembler part with a mathematical model) is necessary.
In the next subsection, a brief statistical analysis on the model-
algorithm method is presented.
5.3. Statistical analysis on error of model-algorithm method
In this part, the error value of the selected method is
analyzed and the results appear in Table 11. The first and
second columns show the number of candidate warehouses
and number of customers, respectively. From the third column
to the sixth column, the minimum, average, maximum and
variance of error values are presented. The seventh column
shows the difference between maximum and minimum values
of the error. For every scale, the algorithmhas been run 10 times
with uniform data generation.
The seventh column obviously shows the stability of the
results for larger problem sizes. The merit of this kind of
stability is the dependability of the values presented as average
error. In Figure 4, the variance of error values are illustrated, and
the polynomial trend line depicted beside it. This illustration
shows the same results as the seventh column of Table 11.
The variance of error declines for larger problem sizes
significantly.
The values in the minimum error column confirm that there
are some circumstances under which the algorithm does the
best and generates an exact solution. The illustration form of
Table 11 appears in Figure 5.
Theminimum, average andmaximumerror values appear in
this illustration. Beside every line, the trend lines (power trend
lines and polynomial trend lines with order 2) are depicted.
The larger problem sizes have less dispersion in results. In
addition, the value of maximum error declines as the problem
size becomes larger. Totally, this illustration shows that the
proposed model-algorithm is effective for larger problem sizes
where the exact solutions are not available. However, for
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Scale Error= (heuristic− exact)/exact
Warehouse Customer Minimum Average Maximum Variance Max–Min
10 10 0.000 0.139 0.382 0.027 0.382
20 20 0.000 0.134 0.350 0.020 0.350
30 30 0.000 0.070 0.302 0.017 0.302
40 40 0.037 0.110 0.201 0.005 0.164
50 50 0.000 0.114 0.155 0.005 0.155
60 60 0.000 0.105 0.141 0.007 0.141
70 70 0.080 0.118 0.148 0.001 0.068Figure 5: Minimum, average and maximum errors of the model-algorithm
method.
smaller problems, the preferred way is to solve the model
completelywith CPLEX. In addition to problem size, it is obvious
that the model-algorithm is suggested only when the ratio of
opening cost to total cost is small. In all test problems, this
rate was not more than 17%. This reduction in maximum error
value and average error may be the result of dispersion in
customer and warehouse locations. When customers are far
away from each other, the optimum solution is met when
different warehouses become open to serve these customers
(despite having enough capacity to serve them all at the same
time), instead of opening a limited number of them to serve
all demands. This is exactly the way the proposed algorithm
works: opening warehouses to serve every customer mostly on
the basis of transportation cost.
6. Conclusion and recommendation for future studies
In this paper, an assembly supply chain is considered. To
select suppliers, an important but ignored concept ismodeled in
twoways. An alternativemodel to identify closing a facility and
to limit long routes is presented. To solve the model, a simple
heuristic algorithm is utilized and tested to find efficient and
inefficient conditions.
It is concluded that the strategy of supplier partnership
is more cost efficient than when closing cost is considered
as a penalty. Furthermore, by implementing Strategies A and
B simultaneously, the extra charge is not so large, which
can improve supplier partnership, whereas Strategy B cannot.
Then, the two model alternatives have been tested in solution
time against each other. The experiments show that for larger
numbers of facilities, model alternative (Constraints (20)–(22)),
and for larger numbers of particles and periods, modelalternative (Constraints (14)–(18)) can work more efficiently.
The heuristic method is tested statistically on the scale of the
model. It is concluded that for larger sizes, the proposedmethod
is more stable with slightly less average error.
For future studies, one may extend some ways to reduce the
amount of error of the algorithm and keep the solution time
low, simultaneously. Additional practical features appearing in
other supply chain models can be taken into account, both as
models and algorithms.
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