Abstract. The search directions in an interior-point method for large scale semidefinite programming (SDP) can be computed by applying a Krylov iterative method to either the Schur complement equation (SCE) or the augmented equation. Both methods suffer from slow convergence as interior-point iterates approach optimality. Numerical experiments have shown that diagonally preconditioned conjugate residual method on the SCE typically takes a huge number of steps to converge. However, it is difficult to incorporate cheap and effective preconditioners into the SCE. This paper proposes to apply the preconditioned symmetric quasi-minimal residual (PSQMR) method to a reduced augmented equation that is derived from the augmented equation by utilizing the eigenvalue structure of the interiorpoint iterates. Numerical experiments on SDP problems arising from maximum clique and selected SDPLIB problems show that moderately accurate solutions can be obtained with a modest number of PSQMR steps using the proposed preconditioned reduced augmented equation. An SDP problem with 127600 constraints is solved in about 9.5 hours to an accuracy of 10 −6 in relative duality gap.
Introduction
Let S n be the vector space of n × n real symmetric matrices endowed with the inner product A • B = Trace(AB). Given a positive integer n, we letn = n(n + 1)/2. We use the notation X 0 (X ≻ 0) to denote that X is symmetric positive semidefinite (symmetric positive definite). Given k × l matrices G, H, we define the linear map G * H : S l → S k by G * H(M ) = (HM G T + GM H T )/2, for M ∈ S l .
Consider the standard primal semidefinite program (SDP)
where A : S n → IR m is the linear map defined by
Here b ∈ IR m and A 1 , . . . , A m ,C ∈ S n are given data. The dual of (1) is max y,Z b T y
where A T : IR m → S n is adjoint of A defined by
In this paper, we assume that (1) and (2) are strictly feasible, and the set {A 1 , . . . , A m } is linearly independent in S n . We consider primal-dual path-following methods [28, 30] for SDP using the NesterovTodd direction in which the general framework in each iteration is as follows. Given a current iterate (X, y, Z) and a centering parameter σ ∈ [0, 1), where X, Z ≻ 0, the methods find a search direction (∆X, ∆y, ∆Z) ∈ S n × IR m × S n so as to generate the next iterate by solving the following linear system of equations:
A T ∆y + ∆Z = R d := C − Z − A T y (3b)
where µ = X • Z/n, E = G −T * GZ, and F = G −T X * G. Here G is a matrix such that Σ := GZG T = G −T XG −1 is a positive definite diagonal matrix. Note that W := G T G is the Nesterov-Todd scaling matrix such that W ZW = X; see [28] . Instead of solving (3a)-(3c) directly, one can substitute ∆Z = R d − A T ∆y from (3b) into (3c) and solve the following augmented system:
where U := F −1 E = W −1 * W −1 . One can further eliminate ∆X from the augmented system above by substituting ∆X = U −1 (A T ∆y − R d + F −1 R c ) from (4a) into (4b) to obtain the following Schur complement equation (SCE) involving only ∆y:
The m × m matrix M is known as the Schur complement matrix and its (i, j) element is given by M ij = A i • W A j W . Most implementations of interior-point methods for SDP use (5) to compute the search direction. Generally, (5) is solved by a direct method by first computing and storing the matrix M , and then computing its Cholesky factorization to find ∆y. Substantial reduction in the computational cost of M is possible when the SDP data is sparse; see [11] for the details. However, M is generally fully dense even when the data is sparse. Thus when m is larger than a few thousands, it is impossible to store M in the memory of most current workstations. Furthermore, the m 3 /3 flops required to compute the Cholesky factor of M also becomes prohibitively expensive. Consequently when m is large, it is impossible to solve (5) by a direct method, and a Krylov subspace iterative method such as the preconditioned conjugate gradient (PCG) or preconditioned conjugate residual (PCR) method becomes necessary as these methods do not require M to be stored explicitly. Earlier research works on using the PCG or PCR method to solve the SCE arising from large scale SDPs include [6, 18, 20, 21, 31] . As the coefficient matrix M is dense, traditional preconditioning techniques that are designed for sparse matrices, such as incomplete Cholesky factorizations, cannot be readily applied to M without incurring a significant computational cost and memory usage. Thus in all the above mentioned papers, except [18] , only simple preconditioners such as diagonal or blockdiagonal preconditioners were used. In [18] , attempts had been made to use incomplete Cholesky factors as preconditioners but no substantial improvement over diagonal preconditioners was observed. The preconditioners just mentioned are ineffective when the Schur complement matrix becomes increasingly ill-conditioned as the interiorpoint iterates approach an optimal solution. As a result, in all these works, only low accuracies in the duality gap can be achieved at reasonable costs.
The difficulties in constructing cheap and effective preconditioners for the SCE lead one to believe that second-order methods like those presented in [16, 28] are too expensive for large scale SDPs. Thus, despite the success of second order methods in solving small and medium size SDPs, attention has been diverted to first order methods for large scale SDPs. Currently, there are two main classes of first order methods. In [14] , the dual SDP was first formulated as a non-smooth convex optimization problem and was solved by a spectral bundle method based on standard non-smooth optimization techniques. On the other hand, Burer, Monterio, and Zhang, [2] converted the dual SDP into a nonconvex nonlinear program in IR n ++ ×IR m , and used log-barrier methods to solve the resulting nonlinear program.
However, there are recent advances in using second-order methods to solve large SDPs. In [27] , Toh and Kojima constructed preconditioners for the SCE based on orthogonal projectors derived from the eigenvalue structure of W . It was shown that these preconditioners can improve the convergence rate of the PCR method substantially in solving the SCE. However, each preconditioning step is rather expensive. Furthermore, the construction of these preconditioners require the computation of a densep ×p matrix and its Cholesky factorization. Thoughp is generally a few times smaller than m, it does grow proportionately with m, and when m is very large, computing these preconditioners will require excessive memory space and time. Such a drawback poses a limit on the size of SDPs one can solve using these preconditioners. In [10] , Fukuda, Kojima, and Shida used a predictor-corrector approach to numerically trace the central path in the space of Lagrange multipliers. The method uses the BFGS quasi-Newton method in the corrector procedure to locate points on the central path and the PCG method with BFGS preconditioners to solve a Schur com-plement type equation in the predictor procedure. Preliminary numerical results on small SDPs show that this approach is promising for solving large scale SDPs, but careful numerical implementations has yet to be done to actualize this goal.
We should mention that in a primal-dual interior-point method, memory problem can also occur when n is large, since the primal variable X is typically dense even if the SDP data and the resulting dual variable Z are sparse. However, the root cause of this problem lies in the primal-dual framework used to solve the SDP and it cannot be easily overcome by simply using an iterative method to compute the search direction. For such a problem, it is more appropriate to use methods, such as the dual scaling method in [5] , that avoid the need to form X explicitly.
In this paper, we will mainly focus on SDPs where m is large, but n is moderate, say, less than 1000. We propose an efficient preconditioned iterative method to solve the augmented system (4a)-(4b). Like the SCE, the augmented system also suffers from ill-conditioning as the interior-point iterates approach optimality. We overcome the ill-conditioning problem by transforming the original augmented system into a better-conditioned reduced augmented system based on a newly developed block preconditioning technique in [26] . The basic idea is to analyze the eigenvalue structure of the (1,1) block U of the augmented system and eliminate the small eigenvalues by applying the technique in [26] . For SDP problems that are primal and dual nondegenerate and strict complementarity holds at optimality, the coefficient matrix of the reduced augmented system is shown to have bounded condition number even as the interior-point iterates approach optimality. Like the Schur complement matrix, the reduced augmented matrix is dense even if the SDP data is sparse. Thus, to further improve the conditioning of the reduced augmented matrix without incurring significant computational and storage cost, we are restricted to consider only diagonal preconditioners. Fortunately, the class of diagonal preconditioners that are proposed in [24] for augmented systems arising from soil consolidation problems in civil engineering is also quite effective for our reduced augmented systems. To solve the reduced augmented system, we use the preconditioned symmetric quasi-minimal residual (PSQMR) method [13] .
Because the cost of applying the PCR method to the SCE is typically 2 to 3 times cheaper than that of applying the PSQMR method to the reduced augmented system, it is desirable to use to the SCE unless the Schur complement matrix is highly ill-conditioned. By using the hybrid approach of applying the PCR method to the SCE when interior-point iterates are not close to optimality and switching to the PSQMR method applied to the reduced augmented system when they are, we are able to solve some large SDPs arising from maximum clique problems of graphs, and selected SDPLIB problems [4] to moderately high accuracies, but at reasonable costs. Numerical experiments indicate that our method is promising in solving large SDPs. But there is a slight limitation in that our method cannot be adapted for the HRVW/KSH/M direction [15, 16, 19] , for reasons that we will explain later.
The paper is organized as follows. In Section 2, the derivation of the reduced augmented system is presented. The implementation of the PCR method for solving the SCE is given in Section 3. The implementation of the PSQMR method for solving the reduced augmented system as well as the class of diagonal preconditioners used are presented in Section 4. This is followed by numerical results in Section 5 showing the effectiveness of the preconditioned reduced augmented systems on two collections of SDPs arising from maximum clique problems of graphs. Section 6 presents further numerical results for SDPs (selected SDPLIB problems and those arising from fre-quency assignment problems) whose search directions are not necessarily well suited for computation via an iterative solver. In Section 7, we conclude our paper.
We end this section by introducing some notations. We let svec : S n → IRn be the isometry defined by
and tvec : IR n×n → IRn by
The Matlab notation [x ; y] is used to denote the column vector formed by appending a column vector y to x. We use · to denote the vector and matrix 2-norms, and · F to denote the Frobenius norm. The notation diag(P, Q) is used to denote the block diagonal matrix with P and Q as its diagonal blocks. The condition number κ(P ) of a matrix P is defined to be the ratio between the largest and smallest singular values of M . For a vector x ∈ IR n ++ , the notation x = Θ(ǫ) means that there exists positive constants γ 1 , γ 2 such that γ 1 ǫ ≤ x i ≤ γ 2 ǫ for all i = 1, . . . , n.
Reduced augmented system
Given an interior-point iterate (X, y, Z), let µ := X • Z/n and W be the associated Nesterov-Todd scaling matrix. Let W = QDQ T be the eigenvalue decomposition of W . Then the eigenvalue decomposition of U is given by
With the above decomposition, the augmented system (4a)-(4b) can be rewritten as follows:
Suppose (X, y, Z) is close to some optimal solution (X * , y * , Z * ) of the primal and dual SDP. If (X * , Z * ) satisfies the strict complementarity condition defined in [1] (that is, rank(X * ) + rank(Z * ) = n), then as (X, Z) approaches this optimal solution (i.e., when µ is sufficiently small), the eigenvalues of W will separate into two groups, one with large magnitude of the order Θ(1/ √ µ) and the other with small magnitude of the order Θ( √ µ). Now suppose that W has a group of p large eigenvalues, and a group of q := n − p small eigenvalues. We can rewrite W as
according to the partition
n×p correspond to the large eigenvalues and D 2 ∈ IR q×q , Q 2 ∈ IR n×q correspond to the small eigenvalues. When µ is sufficiently small, the number of eigenvalues of W with magnitudes Θ(1/ √ µ) is equal to the rank of X * . Thus p is usually equal to the rank of X * . In actual computation, however, we can set p to be any integer such thatp ≤ m, and it is not necessary to know the exact rank of X * . Recall that by a theorem of Pataki [23] , there exists an optimal solution X * whose rank p satisfies the inequalityp ≤ m. Thus it is legitimate to choose p such thatp ≤ m in actual computation. Based on the eigen-structure of W , we will now propose a method to overcome the ill-conditioning problem in the SCE and augmented equation when µ is small. We start from the augmented system (10a)-(10b) by diagonalizing U based on the eigenvalue decomposition of W . Theorem 2.1. With the partition in (11), the augmented system (10a)-(10b) can be rewritten as 
where
and
Proof. Using the fact that for any U ∈ S n ,
we get from (10a) the following equations:
It is readily shown that these three equations correspond to the first three block equations in (12) . Now, from (10b), we have
. This corresponds to the last block equation in (12) .
The system (12) is orthogonally equivalent to the augmented system, and thus the condition numbers of the coefficient matrices are the same. To improve the conditioning of (12), we apply the block splitting introduced in [26] to (12) to get a smaller reduced augmented system as shown in the next theorem.
Theorem 2.2. Let β ∈ IR
p be a given positive vector. Suppose
The augmented system (12) can be solved via the following reduced augmented system: 
where B = [B 11 B 12 B 22 ], and
Note that once ∆y and Q T 1 ∆XQ 1 are computed, Q T ∆XQ can be computed as follows:
Proof. The derivation of (15) follows readily by applying Theorem 2.1 in [26] to the system in (12) . Next we will derive (16) . Note that
We shall just show that B 11 diag(S −1 11 )B T 11 = A(P 1 * P 1 )A T , and it is easy to simplify the other two terms similarly. For any v ∈ IR m , we have
Thus, we have derived the first term in (16) .
Notice that the reduced augmented matrix K in (15) is smaller in size compared to the augmented matrix in (12) . It is also potentially better conditioned as Theorem 2.4 below shows. Before we present that theorem, it is beneficial for us to recall the concept of primal and dual nondegeneracy introduced in [1] .
Suppose (X * , Z * ) satisfies the strict complementarity condition. Then X * is primal nondegenerate if and only if the matrix [B 11 B 12 ] has full row rank, and a necessary condition for primal nondegeneracy isn −q ≥ m. The solution Z * is dual nondegenerate if and only if the matrix B 11 has full column rank, and a necessary condition for dual nondegeneracy isp ≤ m.
Proof. The proof follows readily from Theorems 6 and 9 in [1] .
Theorem 2.4. Under the assumption that (X * , Z * ) satisfies the strict complementarity condition, and the primal and dual nondegeneracy conditions defined in [1] , the coefficient matrix in (15) has a condition number that is bounded independent of µ (when µ is small).
Proof. When µ is sufficiently small and (X, Z) is close to a strictly complementary optimal solution (X * , Z * ) with p = rank(X * ), by Theorem 6 in [1] , primal nondegeneracy implies that [B 11 B 12 ] has full row rank; and by Theorem 9 in [1] , dual nondegeneracy implies that B 11 has full column rank. By Theorem 3.2 in [26] , the theorem follows.
For an SDP that is primal and dual nondegenerate, and strict complementarity condition holds, Theorem 2.4 implies that one can expect a Krylov subspace method applied to (15) to have a better rate of convergence than one that is applied to (5) . There is another advantage in using the reduced augmented system. Because the (1,1) and (1,2) blocks of K are not ill-conditioned, the task of constructing effective preconditioners for K is likely to be easier than that for the highly ill-conditioned matrix M .
Remark. Notice that the derivation of the reduced augmented system (15) depends on our ability to find the eigenvalue decomposition of W −1 * W −1 . For the HRVW/KSH/M direction direction described in [15, 16, 19] , W −1 * W −1 is replaced by X −1 * Z. Unfortunately, unlike the former, the eigenvalue decomposition of the latter is not readily available even if those of X and Z are known. Because of this reason, the augmented system (12) cannot be reduced to the form in (15) for the HRVW/KSH/M direction. However, for the dual scaling direction in [5] , W −1 * W −1 is replaced by Z * Z and the corresponding reduced augmented system can be found readily once the eigenvalue decomposition of Z is known.
Nondegeneracy and condition number of the reduced augmented matrix
Now we present some examples to illustrate the validity of Theorem 2.4, as well as examples to demonstrate what may happen to the condition number κ(K) when the nondegeneracy conditions in Theorem 2.4 do not hold. In order to know the ranks of X * and Z * unambiguously, we need to compute very accurate approximate optimal solutions. But it is well known that the standard approach of computing the search direction from (5) in each interior-point iteration usually does not deliver very accurate approximate optimal solutions. Thus we have to rely on an alternative approach to compute the search directions.
It turns out that the approach of computing the directions from (15) via the LDL T factorization of K can usually deliver more accurate approximate solutions than the standard approach. On a limited set of examples that we have tested, the accuracy gained is usually more than 2 digits in the infeasibilities and duality gap. Better accuracy is plausible because K is potentially better conditioned than M , and the search direction computed via (15) is potentially more accurate than that computed from (5) . When the assumption in Theorem 2.4 holds, the condition number of the coefficient matrix in (15) is bounded independent of µ, this implies that the unknowns ∆y and Q T 1 ∆XQ 1 can be computed accurately even when µ is small. From (18) , it is easy to see that Q T 2 ∆XQ 2 can be computed accurately since
, thus Q T 1 ∆XQ 2 can also be computed accurately since d
. Therefore ∆X can be computed accurately from Q T 1 ∆XQ 1 , Q T 1 ∆XQ 2 , and Q T 2 ∆XQ 2 . Finally, ∆Z can also be computed accurately from ∆Z = R d − A T ∆y. As our purpose in this paper is on the application of iterative methods for solving large SDPs, we shall not discuss further the issue of solving an SDP via (15) by using the LDL T factorization. We leave this issue for a more detailed investigation in the future.
To illustrate the validity of Theorem 2.4, in Table 1 , we give the condition number of K in (15) and M in (5) for some of the interior-point iterates generated by the semidefinite programming software, SDPT3 version 3.0 [29] . The SDP problem is the problem theta2 (with m = 498 and n = 100) taken from the SDPLIB [4] . The default parameters in SDPT3 are used. But when µ is small, the search direction in each interior-point iteration is computed via (15) instead of via the system (5) that is implemented in SDPT3.
The table shows that κ(K) is bounded at the level 2.5 × 10 6 when µ = X • Z/n is approaching 0 while κ(M) grows like 3 × 10 4 /µ. In the table,
The approximate optimal solution (X, y, Z) of theta2 is strictly complementary and it satisfies the necessary conditions in Theorem 2.3 for primal and dual nondegeneracy. Suppose the eigenvalues of X and Z are ordered in decreasing and increasing order, respectively. We have min i {λ i (X) + λ i (Z)} = 3. Table 1 : Condition number of reduced augmented and Schur complement matrices corresponding to interior-point iterates generated by SDPT3 for the SDP problem theta2. The approximate optimal solution has a relative dual gap of 3.6e-14. Because of near primal degeneracy, we see from Table 2 that for qap6, κ(K) is no longer bounded independent of µ due to the fact that the (1,1) block H of K is nearly singular. In fact, both κ(K) and κ(H) have order equal to the reciprocal of the Table 2 : Same as Table 1 , but for the SDP problem qap6. The approximate optimal solution has a relative dual gap of 6.5e-9.
Our third example is the problem mcp250-1 (with m = 250, n = 250) from SD-PLIB. This problem has strictly complementary approximate optimal solution, with
This is also reflected in Table 3 with κ(B 11 S −1/2 11 ) numerically equal to infinity. Table 3 : Same as Table 1 , but for the SDP problem mcp250-1. The approximate optimal solution has a relative dual gap of 1.5e-13.
A closer inspection of the problem data of mcp250-1 reveals that it has 20 constraints that fix X ii = 1. And this makes the problem dual degenerate. By removing these fixed constraints, the problem becomes dual nondegenerate, and now the condition number of K is bounded independent of µ, as shown in Table 4 . This example shows that preprocessing SDP data is an important step to avoid degeneracies, and hence also potential numerical difficulties. Preprocessing to avoid degeneracies is especially important when one chooses to use an iterative solver to compute the search direction since degeneracies can seriously increase the condition number of the coefficient matrix, and hence worsen the convergence rate.
Our last example is on an SDP that is both primal and dual degenerate. This problem, fap01, is an SDP relaxation of a frequency assignment problem considered Table 4 : Same as Table 3 for the SDP problem mcp250-1, but with fixed constraints removed. The approximate optimal solution has a relative dual gap of 5.7e-14.
in [2] . This SDP has a semdefinite variable in The reader would have noticed that for all the examples, except qap6, we are able to compute very accurate approximate solutions (with φ and relative duality gap both smaller than 2 × 10 −13 ). It is rather surprising that this possible for the last example since K is highly ill-conditioned.
Solving the SCE via the conjugate residual method
The use of an iterative method to solve the SCE (5) requires less computer memory compared to using a direct method. It also has the added advantage that one can terminate the iterative solver whenever an approximate solution of (5) is deemed sufficiently accurate. This can lead to a significant saving in the CPU time required in each interior-point iteration, especially during the initial phase where accurate computation of the search direction is not necessary. In [17] , Kojima, Shida, and Shindoh (KSS) proposed inexact search directions where (3a) and (3b) are satisfied exactly but (3c) is relaxed. If ∆y is an approximation solution of (5), the KSS inexact search direction requires the computation of the matrix U := A T (AA T ) −1 (h − M ∆y) for computing ∆X and determining whether (E∆X + F∆Z) − R c F = E(U ) F is sufficiently small. However, such a computation can be very expensive when either AA T is not easily invertible or when computing E(U ) is expensive. Due to these drawbacks, we decide to use the heuristic rule described below to compute an inexact search direction.
Suppose ∆y only satisfies (5) approximately. Let r = h − M ∆y. Given such an ∆y, we compute ∆Z and ∆X via the following equations:
Then (∆X, ∆y, ∆Z) satisfies (3a)-(3c) approximately, where the residual vector is [r ; 0 ; 0] T . As our interest is to solve (3a)-(3c), it is reasonable to insist that the relative residual norm of the approximation solution (∆X, ∆y, ∆Z) must be smaller than some prescribed threshold, say κ. Let
That is, we want
Note that for the dual variables, once dual feasibility is achieved, it is maintained because (3b) is satisfied exactly. However, for the primal variable, primal infeasibility may deteriorate since (3a) is satisfied only approximately. But we can ensure that the primal infeasibility is reduced proportionately to (R p , R d , R c ) in each iteration. Suppose the new primal iterate is X + = X + α∆X, where α ∈ (0, 1] is the steplength, then we have
The behavior of the preconditioned conjugate residual (PCR) method on the SCE was discussed in detail in [27] . Because the matrix M is dense, it is difficult to adapt existing preconditioning techniques that are mainly designed for sparse matrices to M , and the only obvious and easily implementable choices are diagonal preconditioners. In [27] , PCR method was applied to following preconditioned version of (5):
It was observed that the PCR method on (23) is highly efficient in computing an approximate solution when the iterate (X, y, Z) is not close to optimality, i.e, when the duality gap X • Z is not too small. However, when the iterate is close to optimality, the PCR method becomes exceedingly slow because the matrix M becomes very ill-conditioned (with condition number of the order 1/µ) and also a more accurate solution of the system (23) is needed when the duality gap is small.
As we shall compare with the reduced augmented equation approach later in Section 4, the strength of solving (23) by an iterative method such as the PCR method lies on its simplicity and inexpensive matrix-vector multiplications (where each cost about 3ρ s n 3 + 2ρ t mn 2 flops). Thus it is desirable to use the PCR method whenever its convergence rate is not too slow.
Computing the search direction via the reduced augmented system
Assume that ∆y and ∆X are computed from Theorem 2.2 and the residual vector from (15) is denoted by
Then simple algebraic manipulations show that we have
Now if we compute ∆Z via the equation
then we have
where R is defined as in (4a). Thus, for the inexact search direction (∆X, ∆y, ∆Z) computed from (15) and (25), it satisfies (3a)-(3c) approximately and the residual vector is 
Again, we want the relative residual norm of our inexact search direction (∆X, ∆y, ∆Z) to be sufficiently small. That is, we want
This latter criterion has the advantage that the computation of A svec(Q 1 smat(S
Remark. Notice that we computed ∆Z as in (25) so as to satisfy the linearized complementarity equation (3c) exactly. However, if it is desirable to maintain dual feasibility, then we can compute ∆Z by ∆Z = R d − A T ∆y to make (3b) exact, but (3c) approximately satisfied. In the latter case, if we let V = smat(S 1/2 11 η), then the residual associated with (3c) is given by
which can be computed in 2p 2 n + pn 2 flops if GQ 1 is pre-computed. Because of the extra cost incurred in the present case, this explains why we prefer to compute ∆Z via (25) .
Observe that (3a) and (3b) are not satisfied exactly, primal and dual feasibilities are not maintained even if the iterate happens to be feasible. However, in each iteration, the infeasibilities are reduced proportionately with (R p , R d , R c ) . From (26) and (27) , the primal infeasibility for the new iterate satisfies
It is easy to see that a similar inequality holds for the new dual iterate.
Preconditioned symmetric quasi-minimal residual method
Recall that the reduced augmented equation (15) is symmetric but indefinite. In this subsection, we will discuss an appropriate Krylov subspace method to solve such a linear system. The standard Krylov subspace method for solving a symmetric indefinite system are SYMMLQ and MINRES due to Paige and Saunders [22] . When preconditioning is used, both the methods above require the preconditioner to be symmetric positive definite, and this excludes the use of indefinite preconditioners that are perhaps more appropriate since the coefficient matrix itself is indefinite. Here, we choose the preconditioned symmetric quasi-minimal residual (PSQMR) method proposed in [13] that allows the use of symmetric indefinite preconditioners. Note that if no preconditioning is used, the SQMR method and MINRES are mathematically equivalent.
Let I be the set of indices of nonzero elements of the matrix In each PSQMR iteration, we compute the matrix-vector product K[u ; v] for the reduced augmented system (15) via the procedure described in Table 6 , where the cost is also estimated.
Computing Number of flops required Table 6 : computational cost required in the matrix-vector product for (15) .
The cost of a matrix-vector product for the reduced augmented system is 3p 2 n + 3ρ s pn 2 +7ρ s n 3 +2ρ t mn 2 , as estimated in Table 6 . In contrast, the corresponding cost for the SCE (5) is 3ρ s n 3 + 2ρ t mn 2 , as estimated in [27] . In our numerical experiments in Section 5, we have found that the cost of the former range from 2 to 4 times more expensive than the latter. For the projected SCE approach proposed in [27] , a matrixvector product would cost about 6p 2 n + 6ρ s pn 2 + 4ρ s n 3 + 6ρ t mn 2 + 2p 2 , and this is usually more expensive than that for the reduced augmented system.
In the current literature, most preconditioning techniques are proposed for a sparse matrix that is stored explicitly, and preconditioners such as incomplete Cholesky factors are generally quite effective for matrices that are not too ill-conditioned [25] . However, as the reader may have recalled, our matrix K is dense and is not formed explicitly. Thus, most of the current preconditioning techniques [25, Chapter 10] are not applicable to our linear system. The only obvious and easily implementable choices for our system are diagonal preconditioners.
In [24] , some effective diagonal preconditioners were proposed for a symmetric indefinite matrix of the form K that arises from the finite element solution of the Biot's soil consolidation equations. Those diagonal preconditioners were derived from some theoretical forms that are proven to have tight eigenvalue clustering properties. By adapting those preconditioners for our problem, we get 
where α is a given scalar. In our numerical experiments in Section 5, we take α = −20.
Notice that the diagonal preconditioner (28) is indefinite.
Numerical experiments with SDPs arising from maximum clique problems
We will now present numerical experiments to show the convergence behavior of the PCR method on (23) versus the PSQMR method on (15) .
All the numerical results presented in this paper are computed using Matlab on a 700MHz HP workstation c3700 with 1G of RAM. Note that computational intensive parts such as PCR and PSQMR methods are implemented in C, but with interface to Matlab. To give an idea on the speed of this machine, we run the Matlab benchmark command, bench. Compared to a 300MHz SGI R1200 IRIX 64 machine, our machine is about 2 times faster on LU factorization and has about the same speed on sparse matrix operations.
The interior-point method we used is the primal-dual path-following method (without corrector) described in [29] , except that the direct solver used to solver (5) is replaced by an iterative solver. The default starting iterates described in [29] are used throughout.
For easy reference, we will call the interior-point method in [29] that uses the PCR method to solve the preconditioned SCE (23) as Algorithm PFsch. The parameter κ in (22) is set to κ = 0.01. In view of the efficiency of the PCR method in computing an inexact search direction via (23) when the duality gap X • Z is not too small, for the experiments, we use a hybrid method that combines the advantage of applying the PCR method to (23) and the PSQMR method to (15) for computing the search direction in each interior-point iteration. The details of the hybrid method are given in Algorithm PFaug in Table 7 . The parameter κ in (27) is set to κ = 0.05.
Our test problems consist of the following 2 collections of SDPs:
1. the first consists of SDPs arising from maximum clique problems on randomly generated graphs;
2. the second consists of SDPs associated with maximum clique problems for graphs from the Second Dimacs Implementation Challenge [7] ;
We choose these SDPs collections because they are likely to be primal and dual nondegenerate. These are problems with m large and n moderate. Thus they are also well suited for solution via a primal-dual interior point method.
Let
the number of PCR/PSQMR steps required at the kth interior-point iteration to solve (23)/(15) so that the admissible condition (22)/ (27) is satisfied.
The maximum numbers of PCR and PSQMR steps allowed in each interior-point iteration are set to 5m and 3m, respectively. Table 8 to 10 compares the cumulative CPU time taken by Algorithms PFsch and PFaug at various interior-point iterations so as to achieve an accuracy of 10 −6 in the relative duality gap. The actual relative duality gap is denoted by relgap and it is defined by
In the table, φ is the infeasibility measure defined in (19) . These tables show that Algorithm PFaug is much faster than Algorithm PFsch on majority of the problems tested. For example, consider the problem theta82 with m = 23872, Algorithm PFaug is about 9 times faster than Algorithm PFsch to achieve the required accuracy in the relative duality gap. On the set of maximum clique problems on randomly generated graphs considered in Table 8 , Algorithm PFaug is 4-10 times faster than Algorithm PFsch. For those SDPs arising from [7] in Table  10 , Algorithm PFaug is 2-10 times faster than Algorithm PFsch, except the problem p-hat300-1). The reader may have observed that the speedup in these problems is mainly gained on the last few interior-point iterations.
Comparing Tables 8 and 10 , we see that the number of PSQMR steps needed to solve (15) is far less than that required by (23) when the iterates are close to optimality. This also confirmed the usefulness of Theorem 2.4. But because computing a matrixvector product for (15) is much more expensive, the saving in the CPU time is not as impressive as the reduction in the number iterative steps.
Observe that in Table 9 , the reduced augmented system (15) in Algorithm PFaug is never invoked, indicating that the condition number of the NT scaling matrix W never exceed 5 × 10 3 in Algorithm PFaug described in the Appendix. It is surprising that the collection of hamming problems can be solved so efficiently via the SCE alone. For example, the problem hamming-9-5-6 is solved to an accuracy of 10 −6 in relative duality gap in less than 5 minutes, whereas the CPU time reported by using the first order method in [3] is more than 10 hours. Such a disparity also indicates that one should not totally abandon second order method in favor of first order method when solving large scale SDPs.
Methods for solving large SDPs are still in the infancy state. Currently, the most successful methods are the spectral bundle (SB) method in [14] and nonlinear programming reformulation method in [2] (we will called it the BMZ method for convenience). Detailed comparison between the SB (version 1.1.1) and BMZ methods are given in [2] , where the BMZ method appeared to perform better than the SB method on the tested set of SDPs arising from maximum clique problems from the Second DIMACS Implementation Challenge. Thus we shall compare our reduced augmented equation approach with the BMZ method here. For the set of SDPs arising from maximum clique problems in Table 10 , our method is able to solve the G43--G47 problems in about 1.5 hour to a relative accuracy of 10 −6 in duality gap. The BMZ method, however, exceeded the 10 hours limit imposed when solving these problems (see Table  4 in [2] ). In fact, for the problems listed in Tables 9 and 10 , Algorithm PFaug out performed the BMZ method, sometimes by a large margin.
Despite the success of Algorithm PFaug reported in Tables 8-10 . There is one problem (p-hat300-1) in [7] that it performs badly compared to Algorithm PFsch or the BMZ method. To understand why the reduced augmented equation approach does not perform well, we need to know whether the problem is degenerate. This can be done by estimating the condition number of H and B 11 S −1/2 11 . Since the matrices are large, we used the Lanczos method to estimate the largest and smallest eigenvalues of the matrices H and S −1/2
11 . The ratio between these eigenvalues would then give a lower bound on κ(H) and κ(B 11 S −1/2 11 ) 2 . A lower bound we get for κ(H) is 1.5 × 10 8 . As for κ(B 11 S −1/2 11 ), we are able to get an accurate estimate of 8.1 × 10 1 . From these numbers, we may conclude that the problem is dual nondegenerate, but it is possibly primal degenerate due to the large condition number estimate we have for H. For k = 0, 1, . . . Let the current and the next iterate be (X, y, Z) and (X + , y + , Z + ) respectively. Also, let the current and the next step-length (centering) parameter be denoted by γ and γ + (σ and σ + ) respectively.
1. Set µ = X • Z/n. Stop the iteration if the infeasibility measure φ defined in (19) and relgap defined in (29) 
Numerical experiments with other SDPs
In this section, we further investigate the performance of Algorithms PFaug and PFsch, but on some SDPs that are not necessarily well suited for the reduced augmented equation or the primal-dual interior-point framework. The problems we considered are as follows.
mcp: this collection consists of preprocessed version of the SDPLIB problems, mcp500-1-mcp500-4. These are SDPs arising from relaxation of maximum cut problems. The original SDPs are dual degenerate, but a simple preprocessing step to remove fixed constraints render them dual nondegenerate. For these problems, m = 500 and n = 500.
arch: this consists of the SDPLIB problems, arch0, arch2, arch4, and arch8.
Each of these problems has a semidefinite variable of dimension 161 and a linear variable of dimension 174, and m = 174.
fap: these are SDPs arising from semidefinite relaxation of frequency assignment problems [9] . Note that this collection of SDPs are likely to be both primal and dual degenerate (evident from Table 4 for fap01). Each of these problems has a semidefinite variable with moderate dimension n, and a linear variable with dimension slightly less than m, where m is the number of constraints and m ≫ n.
Before we discuss the numerical results for the above SDPs, we would like to mention that many of the SDPs in SDPLIB appeared to be either primal or dual degenerate; or ill-posed in the sense that the primal and dual problems are not both strictly feasible. The mcp problems are dual degenerate if fixed constraints are not removed. The qap problems are nearly primal degenerate; the control problems either do not appear to have strictly complementary approximate optimal solutions, or they are primal degenerate. The gpp problems do not have strictly primal feasible points. The mcp and arch problems are problems with m ≈ n and they are not large scale. Thus they are not ideal examples to evaluate the viability of using iterative methods to solve large SDPs in a primal-dual interior-point method. However, they are included here to evaluate the merit of the reduced augmented equation (15) over the SCE (5) when solved via an iterative method. The CPU time given in Table 11 for these problems is not indicative of the time spent in solving these linear systems because a substantial part is spent on computing W and its eigenvalue decomposition. For the mcp problems, the iterative solvers use only less than 30% of the total CPU time. Thus the number of iterative steps used to solve the linear systems would be a better indicator of the relative merit between (5) and (15) . From Table 11 , we observe that the PSQMR method on (15) takes significantly less steps to converge than the PCR method on (5) when µ is small. This confirms again the merit of the reduced augmented equation over the the SCE when µ is small.
The fap problems are SDPs that are both primal and dual degenerate. Because these problems are expected to be hard to solve via an interior-point method using an iterative solver. Now the accuracy tolerance is set to max(relap, φ) ≤ 10 −4 . Also, because these problems have convergence difficulty in a purely primal-dual path-following method, we use a prima-dual path-following method with Mehrotra's predictor-corrector.
Because of degeneracies, the reduced augmented equation would offer no advantage over the SCE for the fap problems. And since each matrix-vector product in (15) is more expensive, it is only logical to expect that Algorithm PFsch would be more efficient than Algorithm PFaug. This expectation is confirmed by the numerical results presented in Table 12 . It is evident that Algorithm PFaug consistently takes longer time than Algorithm PFsch to solve the problems. Furthermore, Algorithm PFaug fails to solve 7 of the problems (entries with bold-face fonts) to the required accuracy of 10 −4 , whereas Algorithm PFsch successfully solved all. This set of SDPs illustrates that for problems that are degenerate, it is not advisable to use an iterative method to solve the reduced augmented equation (15) . Unless modifications on (15) are done to handle the ill-conditioning of K, it appears that the simplest approach of using the PCR method on (5) should be used.
It has been reported in [2] that the BMZ method is highly successful in solving the fap problems. By comparing the performance of Algorithm PFsch in Table 12 with the results report in [2, Table 7 ], we observe that our interior-point method fair reasonably well compared to the first order BMZ method. The CPU time taken to solve all the problems are comparable for both methods (although we must take into account that different machines are used, and our machine is 1-2 times faster based on Matlab's bench command). For examples, the problem fap10 is solved in 3.5 hours by Algorithm PFsch, and the CPU time reported in [2] is 5 hours.
The objective values (not reported here) we obtained for the fap problems are comparable to those obtained in [2] . Take fap04 for example, the primal objective value we obtained is −0.1748808, with a primal infeasibility of 4.0 × 10 −7 , the value reported in [2] is −0.1746702. Our comparison here between Algorithm PFsch and the BMZ method indicates the interior-point methods are not totally uncompetitive compared to first order methods.
Conclusion and future research
We introduced the reduced augmented equation for computing the search directions in primal-dual interior-point methods. For SDPs that are primal and dual nondegenerate, and have strictly complementary optimal solutions, the coefficient matrices of the reduced augmented equations have condition numbers that are bounded independent of the barrier parameter µ, even when µ approaches 0.
We proposed Algorithm PFaug that is based on a hybrid between the PCR method applied the SCE and the PSQMR method applied to the reduced augmented equation. Numerical experiments on SDPs arising from maximum clique problems show that Algorithm PFaug performs much better than Algorithm PFsch that is based solely on applying the PCR method to the SCE.
Our interior-point based method, Algorithm PFaug, outperforms the first order BMZ method on majority of the maximum clique problems considered in [2] . While it is true that the first order BMZ method is more efficient than our interior-point based method, Algorithm PFsch, on the fap problems, its superiority is not overwhelming. The numerical results presented in this paper indicate that interior-point methods like Algorithms PFaug and PFsch are not totally uncompetitive compared to first order methods such as the SB or BMZ methods.
Our proposed algorithm is well suited for primal and dual nondegenerate problems with optimal solutions that are strictly complementary. It appears that significant modifications to the reduced augmented equation is needed to effectively solve problems that are degenerate. Besides this important issue, there are a number of other issues that we hope to address in the future.
(a) We would like to investigate the performance of the reduced augmented equation approach in a dual scaling interior point framework for solving SDPs with n large, especially large SDPs arising from maximum cut and graph partitioning problems.
(b) The construction of more sophisticated preconditioners for the reduced augmented matrix.
(c) The use of a direct method to solve the reduced augmented equation so as to generate accurate approximate optimal solutions. Our numerical results in Section 2.1 indicate that the outcome would be promising. Table 8 : Comparison of Algorithms PFsch and PFaug on a number of SDP problems arising from maximum clique problems on randomly generated graphs. 
