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Abstract: The paper reports the forecasting model for multiple time-domain photovoltaic power
plants, developed in response to the necessity of bad weather days’ accurate and robust power
generation forecasting. We provide a brief description of the piloted short-term forecasting system
and place under close scrutiny the main sources of photovoltaic power plants’ generation forecasting
errors. The effectiveness of the empirical approach versus unsupervised learning was investigated in
application to source data filtration in order to improve the power generation forecasting accuracy
for unstable weather conditions. The k-nearest neighbors’ methodology was justified to be optimal
for initial data filtration, based on the clusterization results, associated with peculiar weather and
seasonal conditions. The photovoltaic power plants’ forecasting accuracy improvement was further
investigated for a one hour-ahead time-domain. It was proved that operational forecasting could be
implemented based on the results of short-term day-ahead forecast mismatches predictions, which
form the basis for multiple time-domain integrated forecasting tools. After a comparison of multiple
time series forecasting approaches, operational forecasting was realized based on the second-order
autoregression function and applied to short-term forecasting errors with the resulting accuracy
of 87%. In the concluding part of the article the authors from the points of view of computational
efficiency and scalability proposed the hardware system composition.
Keywords: photovoltaic power plant; short-term forecasting; data processing; data filtration; k-nearest
neighbors; regression; autoregression
1. Introduction
Statistics show that photovoltaic power plants (PVPP) demonstrate the highest dynamics of
installed capacity growth among renewable-based power plants worldwide [1]. However, given the
climatic and geographical characteristics of Russian Federation territory, for the Unified Power System
of Russia, as a whole, there is no considerable impact of stochastic renewable generation on the power
system operation modes, but for the regional interconnected power systems (IPS) of the South and the
Urals, a relatively high share of the installed capacity of PVPP is already observed. An increase of
such power plants’ share in the total power generation fleet leads to an even greater increase in their
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influence on the power balance [2], frequency [3,4], electric energy quality [5,6], static and dynamic
stability [7–9], voltage levels [10,11] and electrical energy losses [12,13]. The first response to the PVPP
installed capacity growth should be the development of forecasting systems, allowing reliable planning
of power system operation modes.
In general terms power system planning is understood as an action schedule aimed at ensuring the
balance of power consumption and generation, reliability and efficiency of the entire technological chain:
power generation, transmission, distribution and consumption [14,15]. Short-term planning is typically
carried out for the day-ahead perspective by the dispatch control centers. Operational planning is also
carried out by dispatch centers, but within the operational day in order to sustain power balance and
power supply reliability online.
When analyzing the renewable energy sources’ (RES) influence on the power system operation
mode, it is necessary to take into account the stochastic nature of weather conditions, especially for
the PVPPs and wind power plants, power generation of which largely depends on meteorological
factors [16,17]. This kind of uncertainty can be taken into account in their forecasting models both
from the point of view of the probability theory [18] and the possibility theory [19]. When using the
possibility theory, both qualitative and quantitative methods can be applied [20].
The PVPP generation forecasting is one of the most effective and least capital-intensive measures
that allow the integration of stochastic generation sources into the power system and reduce the
negative impact on the power system’s operation mode. In this regard, the issue of day-ahead PVPP
forecasting becomes a task with increasing priority in many countries [21].
Methods for PVPP generation forecasting can be divided into four main classes [22]: statistical,
physical, intelligent and hybrid. Statistical models use statistical analysis to describe the relations
between weather conditions and time series of solar irradiance or power generation of PVPPs,
using retrospective data, as, for example, in [23–26]. Numerical weather forecast and satellite images,
as suggested in the studies [27–30], form the basis for compiling PVPP generation forecasts for physical
models. Intelligent models use artificial intelligence and machine learning methods to obtain forecasts
of solar irradiance or PVPP power generation, mainly based on neural networks, as presented in [31–34].
Hybrid models for PVPP generation forecasting typically combine either physical or statistical or
intelligent models. Examples of such models are presented in [35–38].
The authors of the article have previously developed their own step-by-step approach of PVPP
generation short-term forecasting (STF), which is presented in detail in [39,40] and schematically given
in Figure 1.Appl. Sci. 2020, 10, x FOR PEER REVIEW 3 of 23 
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when the errors of the models overlap each other, causing a significant increase in the total error. 
As a rule, at the PVPP, there are measurements of the solar irradiance and the corresponding 
electrical energy generation at the alternating current side of the group of the inverters. 
Unfortunately, it is not possible to separately estimate the forecasting error that is introduced at each 
stage. However, these measurements allow for isolating the error components of the model, 
associated with tilted irradiance identification and PV panels and inverters outputs calculation (from 
3 to 6 stages) and to estimate the total error of the forecasting methodology (from 1 to 6 stages). The 
1st stage. Solar irradiance at the top of the atmosphere
2nd stage. Solar irradiance at the horizontal plane at the Earth's surface
3rd stage. Direct normal and diffused horizontal solar irradiance
4th stage. Solar irradiance at the tilted plane at the Earth's surface
5th stage. PV panels power output calculation
6th stage. PV power plant power generation
Figure 1. Flowchart of the photovoltaic power plants (PVPP) generation short-term forecasting
algorithm.
The major advantage of the proposed approach is characterized by its flexibility in terms of
accounting for the external factors, including the operational state of the power generation equipment,
switchgear composition, operation modes of the adjacent power system, etc. due to the effective
Appl. Sci. 2020, 10, 8265 3 of 22
combination of solar irradiance forecasting algorithms with imitation model of the PVPP under
consideration. Moreover, step-by-step calculation of PVPP generation provides extensive opportunities
for the interpretation of forecasting results, unlike “black box” models, establishing correlation links
between inputs (for instance, weather data) and output (PVPP generation). The PVPP short-term
forecasting system was implemented in the industrial software package and piloted at the real PVPP
allocated in one of the southern regions of the Russian Federation.
In general, in the course of piloting, the PVPP forecasting system demonstrated a satisfactory
accuracy level for sunny and cloudy days [39,41]. However, the performance of the model significantly
decreased during partly cloudy days and days with precipitation, which put the study on the model
accuracy and robustness at the top of the priority list.
The present study focuses on the measures to be introduced to improve the PVPP forecasting
system performance in terms of accuracy and robustness. The authors scrutinize the weather data
analysis and highlight the actions to be taken in terms of source dataset processing to improve PVPP
forecasting accuracy. It should be noted that since the source data processing is aimed at eliminating
the noise (outliers, produced by extreme weather conditions), the proposed actions are applicable
regardless of the initially applied forecasting methodology.
The second part of the study demonstrates the multiple time-domain hybrid approach, establishing
the link between short-term PVPP generation forecast for the day-ahead perspective and operational
forecast for intra-hour/intra-day planning of PVPP energy output. The latter one is implemented
based on the supplementary function, characterizing the short-term forecast mismatch, giving the
opportunity to evaluate the PVPP output for one hour-ahead time horizon, which resulted in integrated
PVPP short-term and operational forecasting model.
The remainder of the article is organized as follows. In Section 2, the PVPP forecasting errors
are analyzed and major error sources are highlighted. Section 3 presents the results of the studies on
source data filtration to improve the forecasting accuracy and the model performance for unstable
weather conditions. Section 4 introduces the concept of PVPP short-term forecast operational correction
and implements PVPP operational forecast based on the short-term forecasting errors analysis.
Section 6 describes the hardware required for the presented forecasting system implementation,
focusing on computational performance and scalability. Finally, the Conclusion Section provides brief
study outcomes.
2. The Main Sources of the PVPP Generation Forecasting Errors
Given the step-by-step procedure, introduced in the PVPP generation short-term forecasting
algorithm, the total forecasting error of the PVPP generation is the sum of the errors of individual
mathematical models, used at each step consequently. Moreover, there are special cases when the error
of one of the models compensates for the error of the other one, but there are also scenarios when the
errors of the models overlap each other, causing a significant increase in the total error.
As a rule, at the PVPP, there are measurements of the solar irradiance and the corresponding
electrical energy generation at the alternating current side of the group of the inverters. Unfortunately,
it is not possible to separately estimate the forecasting error that is introduced at each stage. However,
these measurements allow for isolating the error components of the model, associated with tilted
irradiance identification and PV panels and inverters outputs calculation (from 3 to 6 stages) and to
estimate the total error of the forecasting methodology (from 1 to 6 stages). The calculation procedure
uses data on the actual measurements of the solar irradiance acquired from the horizontally installed
pyranometers. Figure 2 illustrates the forecasting error of the entire methodology on an hourly basis
while using the actual metering data on solar irradiance. It is notable that the forecasted values of
the PVPP generation are mainly conditioned by the forecasted values of the cloudiness, which were
not observed at the given site. This also brings up an issue of the PVPP forecasting error estimation,
including identification of the errors introduced by the data sources.
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Figure 2. Actual versus Forecasted values of PVPP generation for day-ahead time horizon (stages 1–6).
Table 1 shows the calculation results for two PVPP forecasting scenarios and presents an estimate
of the mean absolute percentage error (MAPE) without taking into account the error of stages 1–2 for
the first scenario and taking into account the error of all stages for the second scenario.
Table 1. Errors for the daily forecast.
Total Absolute Error, kW·h Mean Absolute Percentage Error, %
Error of stages 3–6 11,590 8.7
Err tages 1–6 43,112 32.3
The calculation results presented in Table 1 demonstrate that the main share of the PVPP forecasting
error is introduced at the stage of calculating the global horizontal solar irradiance.
The value of the global horizontal solar irradiance, as well as the transparency index of the
atmosphere, is largely determined by the cloudiness. The proportion of solar energy passing through
the cloud layer is not constant. It depends on a several factors [40]:
• the nu erical esti ation of cloudiness (the proportion of the sky covered by clouds);
t e of clouds (cirrus, cu ulus, stratus, etc.);
clo heights fro the base to the top;
t e icrostructure of clouds (e.g., water content per unit volume);
• istrib tion of clouds relative to the solar disk position, etc.;
In the majority of studies and for practical applications, given the limited amount of available
meteorological data from local data providers, to assess the effect of cloudiness on the value of solar
irradiance and the transparency index, as a rule, only one of the listed parameters is used—the
cloudiness (in proportions or percentages)—since for this parameter it is the easiest to determine
(to observe) and the easiest to forecast [41].
As a result, a situation arises when the parameter for which the forecast is made has an ambiguous
effect on the forecasted value. Examples of such situations are described by the authors in [42,43].
As a result, at this stage of calculating the PVPP generation forecast, a significant forecasting error
is introduced.
3. Data Filtering for Short-Term Forecasting of Photovoltaic Power Plants Generation
3.1. Case Study of the PVPP Generation Short-Term Forecast
The study object was a real PVPP located in the Astrakhan region of Russia, with an installed
capacity of 15 MW. In total, 6076 observations are being examined for the period from 26 September 2017
to 05 February 2019. To verify the forecasting models, data for various characteristic periods
were considered:
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• spring weather period: 26 February 2018–11 March 2018, 14 days, 164 observations;
• summer weather period: 21 May 2018–1 June 2018, 12 days, 199 observations;
• autumn weather period: 11 September 2018–20 September 2018, 10 days, 130 observations;
• winter weather period: 28 January 2019–03 February 2019, 7 days, 81 observations.
The division into periods given in the upper list is intended to characterize the weather conditions
corresponding to a particular season, not the calendar seasons. Therefore, those periods were chosen
that corresponded to certain season from the point of view of weather conditions. In total, there
are 574 observations in the studied data for a period of 43 days. Each observation includes the
following information:
• measured directly on site:
# actual PVPP generation, kWh;
# actual global horizontal irradiance, W/m2;
# actual ambient temperature, ◦C;
# actual wind speed, m/s;
• formed by the meteorological service:
# actual and forecasted cloudiness, p.u.;
# forecasted air temperature, ◦C;
# forecasted wind speed, m/s;
# actual and forecasted air humidity, p.u.
In addition, the calculations used passport and operational data of the PV panels and inverters.
3.2. Data Filtration Methods Application
One of the possible ways to improve the accuracy of calculating the transparency index can be the
data sample filtering, which is used to calculate the coefficients of the regression model [40].
In order to study the possibility and evaluate the effectiveness of methods for improving the PVPP
generation STF accuracy, a reference case study without data filtration is described in detail (Table 2,
Figure 3).
Table 2 represents the numerical assessment of the forecasting quality without introducing
data filtration approaches. The following denominations are used: WΣ is the total PVPP energy
production for the period under consideration, (kWh); EΣ is the total absolute error for the period
under consideration, (kWh); Eavg is the mean absolute error for the period under consideration, (kWh);
σE is the absolute error standard deviation, (kWh); R2 score is the determination coefficient, (p.u.);
SSEn is normalized sum of errors.
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Eavg, kW·h 1131.1 1306.0 1986.8 800.4 1339.1
σE, kW·h 1909.6 2201.9 2040.6 1303.4 2210.2
R2 0.65
SSEn 14.77
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Due to the fact that when calculating SSE (sum of square error), very large values are obtained
(for example, for the Figure 3 scenario the SSE would be equal to 3,322,661,719.61 kW2), the SSEn
indicator is applied. It is calculated as the sum of squared errors normalized with respect to the square
of the installed capacity of the photovoltaic power plant, SSEn = SSE/(Pinst)2, measured in p.u.
In Figure 3 there is a diagram showing the scatter of the forecasted values of PVPP generation
relative to the actual values.
The determination coefficient characterizes a significant value of the PVPP generation forecasted
values relative to the actual values. The reason for this is the cloudiness influence ambiguity on the
value forecasted by the regression function—the transparency index.
Figure 4 shows an example of the transparency index dependence on cloudiness for the solar
altitude angles, characterizing the morning and evening conditions (α < 15◦), as an example, and
shows a significant uncertainty of the cloudiness influence cc on the transparency index kT. For the
same cloudiness value, the scatter in the transparency index values can reach 0.9 p.u.
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Figure 4. Transparency index versus cloudiness for orning/evening altitude angles.
3.3. Empirical Data Filtration
In determining outliers when analyzing the transparency index dependence on the cloudiness
amount, an empirical formula can be used:
kT ≤ 0.9− 0.5 · cc, (1)
Appl. Sci. 2020, 10, 8265 7 of 22
where kT—the transparency index, (p.u.); cc—the cloudiness, (p.u.).
This expression is determined on the assumptions that come from the experience of PVPP solar
forecasting system application at the real power generation facility: under absolutely cloudless weather
conditions the transparency index value kT cannot exceed 0.9 p.u., and under the most cloudy weather
the transparency index value kT cannot exceed 0.5 p.u.
All observations above the straight line kT = 0.9− 0.5 · cc, are treated as outliers and are considered
unreliable. Figure 5 shows the transparency index dependencies on cloudiness, filtered in accordance
with the expression (1), for the above-described ranges of the solar altitude angle, characterizing the
morning and evening conditions (α < 15◦).
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From Figure 5 it appears an uncertainty decrease in the cloudiness influence cc on the transparency
index kT due to the introduced filtering of the observations. The results of PVPP generation forecasting
accuracy assessment using empirical filtering are shown in Figure 6.Appl. Sci. 2020, 10, x FOR PEER REVIEW 8 of 23 
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The comparison of Figures 3 and 6 allows one to evaluate the efficiency of using simple filtration.
The total error value for all the specific periods under consideration using an empirical filter is lower
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than for the calculations without using the filter, which is confirmed by the scatter on the diagrams.
The determination coefficient R2 has also increased.
The advantages of the empirical filtering method are the usability and the fewer required
computing resources. Disadvantages of the filtering method are as follows: the difficulty to accurately
identify outliers of the transparency index kT, the excessive observations filtering (in addition to
outliers, reliable observations can be discarded) and the lack of empirical expressions versatility.
3.4. The K-Means Filtration Method
In order to more accurately identify outliers, the authors of the study used the k-means method.
The k-means method is implemented in accordance with the following algorithm [42], as shown in
Figure 7 for 200 randomly generated observations and 6 cluster centers for two-dimensional space (the
number of features describing each observation is 2). The step-by-step procedure of the methodology
is given in Figure 8. A silhouette measure is used to assess the quality of data clustering.
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The silhouette measure characterizes the distance of the observation from the nearest cluster to





where Silm—the silhouette measure for the observation; A—the distance from the observation to the
nearest cluster center, to which this observation belongs; B—the distance from the observation to the
nearest cluster center to which this observation does not belong.
By the silhouette measure value, the division quality is determined: poor division quality is
characterized by the measure values from −1 to 0.2; middle division quality—from 0.2 to 0.5; good
division quality—from 0.5 to 1.
To identify the transparency index kT anomalous behavior and to solve the problem of more
accurate outliers identification, a three-dimensional feature space was used in the study, based on
the k-means clustering method. 6076 observations were analyzed for the period from 26/09/17 to
05/02/19. Cloudiness cc, solar altitude angle sine sinα and solar inclination angle δ were used as
features describing the observations.
Appl. Sci. 2020, 10, 8265 9 of 22
Appl. Sci. 2020, 10, x FOR PEER REVIEW 9 of 23 
 
 
Figure 8. Flow-chart of the algorithm. 
The silhouette measure characterizes the distance of the observation from the nearest cluster to 






where mSil —the silhouette measure for the observation; A —the distance from the observation to 
the nearest cluster center, to which this observation belongs; B —the distance from the observation 
to the nearest cluster center to which this observation does not belong. 
By the silhouette measure value, the division quality is determined: poor division quality is 
characterized by the measure values from −1 to 0.2; middle division quality—from 0.2 to 0.5; good 
division quality—from 0.5 to 1. 
To identify the transparency index Tk  anomalous behavior and to solve the problem of more 
accurate outliers identification, a three-dimensional feature space was used in the study, based on 
the k-means clustering method. 6076 observations were analyzed for the period from 26/09/17 to 
05/02/19. Cloudiness сс , solar altitude angle sine αsin  and solar inclination angle δ  were used as 
features describing the observations. 
Solar altitude angle α  is determined according to the expression below: 
α ϕ δ ω ϕ δ= − +90 arccos(cos cos cos sin sin ),  (3) 
where ϕ —the latitude, (deg); δ —the solar inclination angle, (deg); ω —the solar hourly angle, 
(deg). 
To calculate the solar inclination angle, the following expression is used: 
δ  + =  
 




where n is the day number. 
Step 4. Calculation of the
new clusters' centroids
Step 5. Distribution of the




Step 1. Algorithm initialiation
Step 2. Normalization of the
observations
Step 3. Initial distribution of the




Figure 8. Flow-chart of the algorithm.
Solar altitude angle α is determined according to the expression below:
α = 90− arccos(cosϕ cos δ cosω+ sinϕ sin δ), (3)
where ϕ—the latitude, (deg); δ—the solar inclination angle, (deg); ω—the solar hourly angle, (deg).
To calculate the solar inclination angle, the following expression is used:







where n is the day number.
To select the number of clusters and determine the initial approximations of the cluster centers, a
combination of various characteristic values of each feature was used. The list of characteristic values
and the corresponding descriptions are presented in Table 3.
Table 3. Description and features values for clusters initial approximations.
Solar Altitude Angle Sine Cloudiness Solar Inclination Angle
Description Value Description Value Description Value
m rning/ vening 0.1 almost no clouds 0.1 winter 0.1
late night/day 0.3 low clouds 0.5 off-season closer to winter 0.33
late morning 0.5 medium clouds 0.8 off-season closer to summer 0.66
mi day 0.7 heavy clouds 1 summer 1
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According to Table 3, various combinations of cloudiness values, solar altitude angle sine and
solar inclination angle are formed to determine the initial approximations of the cluster centers.
The number of possible combinations is 43. Since in the range of the solar altitude angle sine
close to 0.7 (midday), there are no points with coordinates along the axis δ in the range of 0.1–0.33
(winter-off-season closer to winter), combinations with such values are not included in the final set of
cluster centers’ initial approximations.
A total set of 56 different combinations is formed. Figure 9a,b illustrate the location of
6076 observations (blue markers) and 56 initial approximations of cluster centers (black markers) in a
three-dimensional feature space sinα − cc − δ. The clustering observations results using the k-means
method are presented in Figure 9c,d, as well as in Table 4. The value of the final silhouette measure
obtained from the clustering results by the k-means method, averaged between all observations, is
0.52, which confirms the good quality of the observations division into clusters. The calculation time
was 1 h 56 min.
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Table 4. Results of calculating the parameters for forecast accuracy estimating for various combinations.




X—arithmetic mean, n = 0.5 464,104.24 1560.80 815.65 20.76
X—arithmetic mean, n = 1.0 442,004.04 1486.48 776.81 19.77
X—arithmetic mean, n = 1.5 437,334.47 1274.05 768.60 19.56
X—arithmetic mean, n = 2.0 496,591.54 1470.06 872.74 22.21
X—median, n = 0.5 449,945.86 1361.23 790.77 20.12
X—median, n = 1.0 424,117.13 1271.61 745.37 18.97
X—median, n = 1.5 417,287.68 1214.58 733.37 18.66
X—median, n = 2.0 438,152.06 1289.76 770.04 19.60
X—mode, n = 0.5 495,570.51 1466.62 870.95 22.16
X—mode, n = 1.0 466,985.74 1373.99 820.71 20.89
X—mode, n = 1.5 471,971.92 1387.26 829.48 21.11
X—mode, n = 2.0 530,260.45 1583.29 931.92 23.72
The k-means clustering makes it possible to divide observations into clusters that are similar in
terms of cloudiness, time of day and season. Observations combined in this way should have similar
transparency index values kT.
A number of parameters are used for the numerical evaluation of transparency index observations
obtained within the clusters: arithmetic mean value, median, mode, mean-square deviation.
Observations that differ significantly from the rest in the cluster are recognized as outliers and
are considered unreliable. The following expression is used for determining the cluster outliers:
X − n · σkT ≤ kT ≤ X + n · σkT , (5)
where kT—the transparency index, (p.u.); σkT —the transparency index standard deviation, (p.u.);
n—the number of transparency index standard deviations; X—arithmetic mean, median or mode of
the transparency index for a given cluster (p.u.).
Table 4 shows the results of calculating the parameters for forecasting accuracy estimation for
various combinations of X and n.
The analysis of the Table 4 shows that the observations filtering using the transparency index
median of each cluster has the greatest efficiency in determining outliers within the clusters; the
number of the transparency index mean-square deviations for the confidence range is 1.5. The results of
calculating the parameters for estimating the PVPP generation forecasting accuracy using the k-means
method for filtering data are presented in Table 5.
Table 5. Results of calculating the parameters for estimating the PVPP generation forecasting accuracy















WΣ, kW·h 391,805.4 1,156,028.2 601,402.2 86,694.7 2,235,930.5
EΣ, kW·h 113,424.0 75,093.5 184,327.4 45,661.1 417,287.7
Eavg, kW·h 691.6 377.4 1417.9 563.7 733.4
σE, kW·h 997.7 893.1 1724.2 733.3 1 214.6
E%Σ , % 29.0 6.50 30.7 52.7 18.7
R2 0.88
Advantages of filtering the initial data using the k-means method: more accurate transparency
index outliers identification compared to an empirical model, since the analysis takes into account
the season and day time; the versatility of the proposed method for power plants various geographic
locations; less chance of over-filtering observations compared to the empiric approach.
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Disadvantages of filtering the initial data using the k-means method: high costs of computing
resources, the calculation time for the considered example reached almost two h; more complex
algorithm compared to the empirical model.
3.5. Filtration Models Comparative Analysis
Table 6 shows the comparison of the parameters for assessing the PVPP generation forecast
accuracy for three scenarios: without filtering the source data, using an empirical filter, introducing the
k-means approach.
Table 6. Comparison of the short-term forecasting (STF) results for various filtration models.
Parameter Without Filtration Simple Filter K-Means Method
WΣ, kW·h 2,235,930.48 2,235,930.48 2,235,930.48
EΣ, kW·h 761,973.46 640,411.96 417,287.68
Eavg, kW·h 1339.14 1151.29 733.37
σE, kW·h 1909.59 2242.59 1214.58
E%Σ , % 34.08 28.64 18.66
R2 0.65 0.70 0.88
The error assessment criteria analysis shows that the observations filtering using the k-means
method has the best performance. The total error value is reduced by almost 2 times compared with
the calculation without filtering and more than 1.5 times compared with the calculation using an
empirical filter.
4. Photovoltaic Power Plants Generation Short-Term Forecast Operational Correction
4.1. General Approach to the PVPP Generation Operational Forecasting Models
When addressing the problem of PVPP short-term forecasting accuracy improvement, it should
be outlined that there are several fundamentally different degrees of latitude. Typically, at first, the
investigators justify the particular types and parameters of the forecasting approach. The next step is
often addressing the data analytics issues, including Feature Engineering, applying practical knowledge
to the dataset processing, data gaps elimination, outlier filtration, etc. The last, but not the least,
direction to minimize the PVPP generation forecasting error is an adjustment of time resolution of the
model. Indeed, it is naturally evident, that very-short term forecasts of PVPP generation demonstrate
more accurate results for intra-hour or intra-day periods than multiple day-ahead forecasting models,
based on numerical weather predictions. However, typically, the investigators address the behavior
of their approaches for static time-domain models, which is justified in the majority of cases by the
necessity to introduce another mathematical basis for different time-domains or other structures of the
mathematical core of the proposed models, other features with different time resolutions, etc. The static
time-domain operational forecasts of PVPP generation for an hour ahead perspective often turns out to
be problematic, since the hourly interval is founded to be too large for the models with smaller time
resolution (1-min, 5-min, 15-min, etc.) as far as one hour-ahead calculations in such circumstances are
to be treated as 60, 12, 4 periods ahead forecasts, respectively. For this reason, the correlation between
the PVPP generation at two adjacent hourly intervals is often poorly traced. Furthermore, vice versa,
using single hour resolution models for hour-ahead perspective does meet the requirements of the
power system operational control since the intra-hour deviations of PVPP generation are not taken
into account.
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In the present study, the authors have attempted to establish the bridge between the STF day-ahead
forecasting system, implemented on multiple regression with k-means initial dataset filtration, with
the operational hour-ahead PVPP generation forecast. The latter one is implemented on the basis of
the supplementary STF error forecasting function, giving the opportunity to evaluate the STF error
for the hour-ahead time horizon. The knowledge on what would be the mismatch of the STF for the
hour-ahead perspective gives the opportunity to implement an operational (very-short term) forecast
on the basis of the initially developed and optimized STF approach by providing STF forecasting error
correction. The proposed approach is justified by another fact that PVPP generation STF error, if it
occurs, exists for several time intervals straight, that is, several hours. This circumstance initiates using
retrospective STF error data to make operational forecasts, since the STF errors time series turns out to
be more predictable than of the PVPP operational forecast one because of the data noise, appearing in
smaller time-domain models.
The object of study for operational forecasting is the same PVPP, as was investigated for the STF.
Within this study, different methodologies of calculating the forecast for 1 h ahead are considered.
In order to implement the operational forecast, based on the retrospective data of the STF errors, an
STF error forecast is calculated for an hour ahead horizon. Based on the calculation results, the STF is
corrected for the STF forecasted error, which will be essentially the operational forecast.
Thus, when compiling the operational forecast in all the models, the STF error appears as the
forecasted value when determining the one-hour-ahead PVPP generation:
Eactstf = Wact −Wstf, (6)
where Eactstf —PVPP generation STF error, (kW·h); Wact—PVPP generation actual value, (kW·h);
Wstf—PVPP generation STF, (kW·h).
The calculation algorithm used for operational PVPP generation forecasting consists of the
following items, presented in Figure 10, where Wof—PVPP generation operational forecast, (kW·h);
Wstf—PVPP generation STF, (kW·h); Efstf—operational forecast of PVPP generation STF error, (kW·h).Appl. Sci. 2020, 10, x FOR PEER REVIE  14 of 23 
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Figure 10. Block diagram of operational forecast algorithm.
The proposed algorithm makes it possible to promptly (1 h ahead) correct STF stationary errors
(that is, those that occur for several hours straight). In this case, the cumulative error of the methodology
for calculating the STF will be corrected: the error associated with the assessment of the cloudiness
influence on the share of solar energy losses when passing through the cloud layer; errors in cloudiness
forecasts, as well as errors of other mathematical models.
4.2. PVPP Generation Operational Forecasting Models Description
To implement the operational forecasting on the basis of retrospective data on STF errors, the
possibility of using a number of statistical mathematical models is considered [43].
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4.2.1. Persistence Model (Represents the So-Called “Naive” Approach)
According to this approach, it is assumed that the forecasted value at the next time step is equal to
the actual value at the current step. Thus:
Eprstf(t + 1) = E
act
stf (t), (7)
where t—time interval, (hour); Eprstf(t + 1)—STF error operational forecast for 1 h ahead, (kW·h);
Eactstf (t)—actual value of the STF error, (kW·h).
This model makes it possible to obtain fairly accurate transparency index operational forecasts
in those cases when a stationary STF error occurs, which persists for several time intervals straight,
constant in magnitude and sign. At the same time, in the case of a rapid change in the STF error value
or sign, the operational forecast will be less accurate than the STF.
4.2.2. Moving Average Model (Is an Advanced Inertial Model)
This is a well-known time series smoothing technique that eliminates random fluctuations in
the time series. The moving average model (MA (M)) can be represented in accordance with the
following expression:





Eactstf (t− i), (8)
where T—the number of observations in the period used to calculate the mean, (dimensionless value);
i—the offset relative to the current time interval, (hour); Eactstf (t− i)—STF error actual value for the time
interval t− i, (p.u.), the number of observations in the period—T, used to calculate the average value,
denotes the model order.
When using the MA (M) model, the initial values of the time series are replaced by the arithmetic
mean within the selected time period. When forecasting for the next interval, the period is shifted by
one observation, and the calculation of the mean is repeated. The periods use the same time frames for
determining the average. The wider the frame used for smoothing, the smoother the trend is.
4.2.3. Autoregressive Model
Time series model (AR (p)), where the time series values are linearly dependent on the previous
values of the same series. It is assumed that STF errors time series can be represented as an
autoregressive function, since this random process proceeds approximately uniformly in time, while
random fluctuations occur around some mean value close to zero. Moreover, neither the average
amplitude nor the nature of these fluctuations show significant changes over time. The autoregressive
process is defined as follows:
Eprstf(t + 1) = c +
p∑
i=1
ai · Eactstf (t− i), (9)
where c—the constant (free) term, (dimensionless quantity); p—the model order, that is the number
of previous time intervals used for the calculation, (dimensionless value); ai—the autoregressive
coefficient for t− i time interval, (dimensionless quantity).
To estimate the autoregression coefficients, as well as for other regression models, the least squares






where A—the autoregression coefficients vector; X—the independent variables matrix, composed of
actual values Eactstf (t− i); Y—the dependent variables vector, composed of actual values E
act
stf (t).
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4.2.4. Autoregressive Moving Average Model
The ARMA(p,T) model is a generalization of MA иAR processes. The STF errors time series
treatment, which was smoothed using the moving average model, shows that it is stationary, as the
original time series. Thus, it is also possible to use an autoregressive model for the moving averages
time series. The autoregressive process for a moving average is defined as follows:









where p—the model order, that is, the number of the moving average previous values used for the
calculation, (dimensionless value); ai—the autoregressive coefficient for t− i the moving average value,
(p.u.); i—the shift relative to the time interval corresponding to the moving average current value,
(hour); j—the shift relative to the current time interval, (hour); T—the number of observations in the
period used to calculate the average, (dimensionless value); Eactstf (t− j)—the STF error actual value for
the time interval t− j within the period T, (kW·h), where the number of observations in the period T,
used to calculate the average denotes the order of the MA model, and the number of moving averages
p, used for the calculation denotes the order of the AR model.
4.2.5. Autoregressive Model with Exogenous Inputs
ARX(p,q) model represents an autoregressive process that also takes into account the values that
do not belong to the considered time series. As previously noted, a simple autoregressive AR model
uses the previous time series values as features, without using any other features. At the same time,
when making the forecast, one may take into account other features that affect the transparency index,
that is, the cloudiness cc. The autoregressive process using cloudiness cc as an exogenous feature is
defined as follows:
Eprstf(t + 1) = c +
p∑
i=1
ai · Eactstf (t− i) +
q∑
i=0
bi · cc(t− i), (12)
where p—the order of the autoregressive inputs, that is the number of STF error previous values used
for the calculation, (dimensionless value); ai—the autoregression coefficient for t− i of STF error value,
(dimensionless value); q—the exogenous inputs order, that is, the number of cloudiness values used
for the calculation, (dimensionless value); bi—the autoregression coefficient for t − i of cloudiness,
(dimensionless value); cc(t− i) the actual cloudiness value for the time interval t− i, (p.u.); the number
of the STF error previous values p, used for the calculation denotes the AR model order, and the
number of cloud values q, used for the calculation denotes the X model order.
5. Comparison of Operational and Short-Term Forecasting Models
Table 7 shows the parameters comparison for assessing the PVPP generation forecast accuracy for
various operational forecast models. As far as the models under consideration have different number
of predictors, the adjusted R2 metrics is introduced as a model quality criterion. As in the previous
case (short-term forecast), adjusted R2 also demonstrates how well the model fits the data, but the total





× (k− 1)/(k− n− 1), (13)
where R2—R-square measure; n—number of samples in the set; k—number of variables in the model.
The error assessment analysis shows that the second-order autoregressive model AR(2) has the
best indicators among the operational forecast models. The parameters characterizing the results of
PVPP generation operational forecast accuracy assessment using the second-order autoregressive
model AR(2) are presented in Table 8.
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Table 7. Parameters comparison for PVPP operational forecast accuracy assessment.
Model
Parameters
EΣ, kW·h Eavg, kW·h σE, kW·h E%Σ , % R
2
adjusted
Model P 346,892.60 1063.18 609.65 15.51 0.874
Model MA(2) 337,843.22 1035.45 593.75 15.11 0.887
Model MA(3) 347,495.89 1065.03 610.71 15.54 0.874
Model MA(4) 355,941.97 1090.92 625.56 15.92 0.862
Model MA(5) 364,991.34 1118.65 641.46 16.32 0.851
Model AR(1) 325,777.39 998.47 572.54 14.57 0.904
Model AR(2) 301,645.74 924.51 530.13 13.49 0.940
Model AR(3) 331,810.31 1016.96 583.15 14.84 0.895
Model ARMA(1,2) 328,793.85 1007.71 577.85 14.71 0.900
Model ARMA(2,2) 337,843.22 1035.45 593.75 15.11 0.887
Model ARMA(3,2) 358,958.43 1100.16 630.86 16.05 0.858
Model ARMA(2,3) 352,925.51 1081.67 620.26 15.78 0.866
Model ARX(2,1) 327,180.05 1002.77 575.01 14.63 0.902
Model ARX(2,2) 330,196.50 1012.01 580.31 14.77 0.898
Model ARX(2,3) 333,212.96 1021.26 585.61 14.90 0.893
















WΣ, kW·h 391,805.4 1,156,028.2 601,402.2 86,694.7 2,235,930.5
EΣ, kW·h 82,951.0 76,503.8 119,241.6 23,406.3 301,645.8
Eavg, kW·h 505.8 384.4 917.2 289.0 530.1
σE, kW·h 722.5 867.6 1011.8 440.0 924.5
E%Σ , % 21.17 6.62 19.83 27.00 13.5
R2 0.94
Figure 11 demonstrates the comparison of the PVPP generation actual values, the PVPP generation
STF using the initial data filtration by the k-means method and the operational forecast using the
second-order autoregressive model AR(2).
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Table 10. The reliability parameters comparison of PVPP generation operational and short-term 
forecast.
Confidence Interval 
The Share of the Forecasts within the Interval 
STF, K-Means Method Operational Forecast, AR(2) 
±1 MW (6.7% from PVPP Pinst) 78.9% 88.5%
±2 MW (13.3% from PVPP Pinst) 92.2% 97.5%
As can be seen from Table 10, for STF 78.9% of forecasts are characterized by an error not
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Figure 11. The comparison of short-term and operational PVPP forecasts with actual values.
As one can s e from Figure 11a–d, the o e ational forecast makes it possible to refine the short-term
forecast, the curve of operational forecast absolute errors has a flat character compared to the short-term
forecast, the absolute forecasting error values are closer to zero. Table 9 demonstrates the comparison
of the short-term and operational PVPP generation forecasting accuracy.
When dealing with stochastic phenomena, providing a 100% accurate forecast is problematic.
In most cases, we can only talk about the probability of the forecasted to meet the confidence range.
To assess the reliability of the proposed short-term and operational forecasting models, the confidence
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probabilities corresponding to the intervals of ±1 MW and ±2 MW were also calculated. The values of
these probabilities are presented in Table 10.
Table 9. The parameters comparison for assessing the short-term and operational PVPP generation
forecast accuracy.
Parameter STF, K-Means Methodology Operational Forecast, AR(2)
WΣ, kW·h 2,235,930.48 2,235,930.48
EΣ, kW·h 417,287.68 301,645.74
Eavg, kW·h 733.37 530.13
σE, kW·h 1214.58 924.51
E%Σ , % 18.66 13.49
R2 0.88 0.94
Table 10. The reliability parameters comparison of PVPP generation operational and short-term forecast.
Confidence Interval
The Share of the Forecasts within the Interval
STF, K-Means Method Operational Forecast, AR(2)
±1 MW (6.7% from PVPP Pinst) 78.9% 88.5%
±2 MW (13.3% from PVPP Pinst) 92.2% 97.5%
As can be seen from Table 10, for STF 78.9% of forecasts are characterized by an error not exceeding
1 MW (6.7% of the plant’s installed capacity), 92.2% of forecasts are characterized by an error not
exceeding 2 MW (13.3% of the plant’s installed capacity). At the same time, for operational forecast,
88.5% of the forecasts are characterized by an error not exceeding 1 MW, and 97.5% of forecasts are
characterized by an error not exceeding 2 MW.
The results of the parameter comparison for assessing the PVPP generation short-term and
operational forecasts show that the error characteristics are finally improved by almost 1.5 times. At the
same time, the operational forecast makes it possible to obtain more reliable estimates of the PVPP
generation forecasted values: the number of operational forecasts belonging to the confidence interval
of ±1 MW is almost 10% more, and the number of forecasts belonging to the confidence interval of
±2 MW is observed 5% more frequently. Thus, we can conclude about the effectiveness of the proposed
methodology for operational forecasting based on retrospective data on short-term forecasting errors.
6. Forecasting System Hard-Ware Implementation for Autonomous Photovoltaic Power Plants
The discussed above forecasting algorithms were implemented using a distributed computing
system that included a low-cost x86 embedded computer and an FPGA (Figure 12).
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methods of photovoltaic power plants, which arose in response to the energy sector transition, 
i r . ard are arc itect r s f r f ti l it i l t ti .
In general, the architecture of the implemented computing system repeats the one proposed
in [44]. FPGA in this architecture is used as a custom accelerator, which is built on a basis of one of
more specialized computational cores (SCCs) and Ethernet POWERLINK communication core [45].
Each SCC, which includes a combination of a matrix coprocessor [46] and a general-purpose processor
and performs computations requested by managing device, built on the basis of an x86 e bedded
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computer running Linux operating system. This architecture is inspired by the ones used in space
robotics [47], which makes it suitable and attractive for adaptation to other application areas where
the robust and maintenance-free operation of equipment is required in long terms; for example, for
autonomous PVPPs.
The developed x86 software algorithms and FPGA firmware were first verified using the Vmodel
toolbox [48] simulation tool, and then uploaded into Intel NUC8IN computer and a Digillent Nexys
4 DDR kit FPGA (Figure 12). The estimation evaluated during model verification was the same as
the ones provided by the real hardware. The worst-case difference between evaluated forecasts and
reference ones presented in Table 7 was 0.04883%. This error is caused by the use of fixed-point
calculations on FPGA accelerators. Meanwhile, as it can be seen from Table 7, it is significantly less
than the error of the forecasting methods themselves.
This experiment demonstrates that the discussed forecasting methods can be implemented using
embedded equipment and integrated into autonomous photovoltaic power plants. Moreover, the
proposed implementation approach is scalable and, as it was shown in [44], even a significantly larger
amount of data can be processed without the use of high-performance servers just by increasing the
number of distributed FPGA-based accelerators.
7. Conclusions
The present study addresses the development of short-term and operational forecasting methods
of photovoltaic power plants, which arose in response to the energy sector transition, characterized
by the growing share of stochastic power generation. As it was stated in the introduction, reliable
forecasting systems are the most effective and least capital-intensive measures that allow for the
integration of stochastic generation sources into the power systems.
Based on the results of the previously carried out investigations, a short-term day-ahead PVPP
generation forecasting system was developed by an effective combination of astronomical and statistical
approaches. The step-by-step forecasting procedure, comprising the global horizontal irradiance
identification, tilted surface irradiance assessment and, finally, calculation of the PV power plant output
was implemented, providing rich opportunities for forecasting results’ interpretation and overall model
flexibility, allowing us to take into account the operational state of the power generation equipment,
switchgear composition, operation modes of the adjacent power system and other external factors.
In the course of the short-term forecasting system industrial piloting, it was determined that
the greatest error (more than 70% of the total value of mean absolute percentage error) in the PVPP
generation forecast calculation is introduced at the stage of determining the transparency index
according to the regression model due to the ambiguity of cloudiness impact on the forecasted value
of the transparency index. Given that from the point of view of PVPP power output, there is a
fundamental difference of various meteorological conditions and events, which may be characterized
by similar weather forecasting parameters, acquired from the open-source weather data provider, it
was decided to focus the attention on the dataset filtration. The idea was to eliminate the dataset
outliers and to use separate training sets for various weather conditions and/or seasons to enhance the
“sensibility” of the model to the weather type.
The results of studying the possibility of filtering the initial data to improve the PVPP generation
short-term forecast accuracy allow us to conclude that the application of the k-means methodology is
the most effective. The PVPP generation forecast error is reduced by almost 2 times compared with the
calculation without filtering and more than 1.5 times compared with the calculation using an empirical
filter. The mean absolute percentage error for PVPP day-ahead forecasting with k-means data filtration
was calculated to be 18.66%. Thus, it can therefore be concluded that the use of the k-means method
for filtering the initial data allows for reducing the PVPP generation forecast error introduced at the
stage of forecasting the transparency index to obtain a more accurate forecasting result.
Subsequent improvement of PVPP forecasting accuracy was achieved by adjusting the time-domain
of the model by adding the intra-day forecasting procedure, realized in the form of forecasting error
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prediction. It was assumed that the knowledge of present-day forecasted PVPP generation and
the mismatch of the forecasted values compared to the actual data, acquired from irradiance and
electrical meters, will give us the opportunity to develop a powerful multi-time-domain forecasting
tool. Unlike the other existing approaches, the authors have attempted to establish the bridge between
the day-ahead PVPP forecast and the operational hour-ahead PVPP generation forecast by introducing
an error forecasting procedure. We provided the comparison of the persistence model, moving
average, autoregression, autoregressive moving average and autoregression with exogenous features
for short-term forecast error prediction. It was found that the second-order autoregression model
AR(2) for short-term forecasting error prediction outperformed all of the methods under consideration.
The developed approach of operational forecasting makes it possible to reduce the total error by
almost 1.5 times in comparison with the short-term forecast. The mean average percentage error was
calculated to be about 13%. At the same time, the operational forecast makes it possible to obtain
more robust estimates of the PVPP generation predicted values: the percentage of operational forecasts
meeting the confidence interval of ±1 MW (for 15 MW PVPP) is more than 88%, and the percentage
of the forecasts meeting the confidence interval of ±2 MW is more than 97%. Thus, this confirms the
effectiveness of the proposed methodology for an operational forecast based on retrospective data on
short-term forecasting errors.
The proposed forecasting software was installed on a low-cost distributed computing system,
characterized by robust and maintenance-free operation, which is of great importance for power
generation facilities operated in the autonomous mode and/or providing system service at the
wholesale energy market. Moreover, in the course of PVPP operation, the retrospective dataset is being
permanently updated with the newly introduced measurements and calculation results. The proposed
hardware system has outstanding scaling properties, so there is no need to introduce high-performance
computing facilities even for the Big Data sets.
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