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Abstract
Numerical tools for global linear stability and sensitivity analyses in fluid
dynamics are developed in the present work. These tools are applied to the
investigation and control of two- and three-dimensional internal flow config-
urations.
The first application is to the flow in a two-dimensional symmetric chan-
nel with a sudden expansion. The laminar flow in such diffusers may produce
either symmetric or nonsymmetric steady solutions, depending on the value
of the Reynolds number as compared with some critical value. The stability
properties of the flow are studied in the context of linear theory. In this
context, a sensitivity analysis of the flow instability is carried out with re-
spect to perturbations that may be produced by a realistic passive control,
thus providing qualitative hints and quantitative information for the control
design. Following the so-obtained information, a passive control is built by
introducing a small cylinder in the flow with the aim of stabilizing the un-
stable symmetric flow configuration in the diffuser. The effectiveness of this
control is finally assessed by direct numerical simulation. It is shown that the
introduction of the cylinder, placed following the indications of the linear sen-
sitivity analysis in the stable asymmetric flow configuration, allows a steady
completely symmetric or less asymmetric flow to be recovered. The flow
transient between the uncontrolled asymmetric solution and the symmetric
controlled one is analyzed in terms of streamlines and vorticity evolution; the
effects of the cylinder introduction on flow dissipation are also assessed.
A further application to the study of the fully three-dimensional instabili-
ties occurring in the flow in micro T-mixers is presented. First, the instability
leading to the steady engulfment regime is characterized by the computation
of the critical Reynolds number and of the global unstable mode for different
T-mixer geometries with fully-developed inlet velocity conditions. Direct nu-
merical simulations (DNS) are also carried out to asses the results of stability
analysis. Moreover, the information obtained in DNS, combined with that
of stability and sensitivity analyses, is used to investigate the main flow phe-
nomena leading to the onset of the engulfment regime. The sensitivity of this
first instability to a generic modification of the base flow is then investigated,
thanks to the computation of the mode adjoint to the direct unstable one.
This kind of analysis is furthermore specialized to the effect of a perturbation
of the velocity distribution at the inlet of the T-mixer. As a particular appli-
cation, the sensitivity analysis shows that non-fully developed inlet velocity
conditions lead to an increase of the critical Reynolds number, in agreement
with the findings of direct numerical simulations and with indications that
can be found in the literature. More generally, the sensitivity maps can be
ii
used for the design of control strategies aimed at promoting or inhibiting the
engulfment. An example is given for the control through suction/blowing
from the mixer solid walls. Linear instability and sensitivity analyses and
direct numerical simulation are finally used to investigate the secondary in-
stability, which occurs at larger Reynolds numbers and leads to a periodic
unsteady flow regime.
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Chapter 1
Introduction
The present thesis considers numerical studies of global instabilities in con-
fined flows and the use of related results for identifyng active or passive
control strategies.
The hydrodynamic stability theory provides a theoretical framework to
investigate the dynamics of free shear flows, such as wakes and jets, and of
confined flows, such as the the flow in a square cavity. It is concerned with
the evolution of a small perturbation superposed to a unperturbed flow solu-
tion, which is called base-flow. All flows can be divided into three categories,
depending on the response to perturbations: they may be stable, or other-
wise act as amplifiers or oscillators (Huerre & Monkewitz[1]). In stable flows,
all external disturbances are damped. A flow acts as an amplifier if distur-
bances are driven by external excitation: perturbations then grow in time
as they convected by the base-flow. The control parameter for amplifiers is
the level of external noise. In perfectly quiet surroundings, an amplifier-type
flow remains unperturbed. On the contrary, a flow acts as an oscillator if it
displays a self-excited behaviour. Any initial perturbation cause persisting
oscillations on the flow or, in general, departure from the equilibrium condi-
tions, and, moreover, the flow never returns to its unperturbed state, even if
the perturbations are removed. It is worthwhile emphasizing that the long-
time dynamics of this kind of unstable flows is intrinsic to the flow, i.e. it
is insensitive to the level of external excitation, when the forcing frequencies
are far enough from the natural one in the case of oscillators.
The first flows studied by using stability analysis were open shear flows,
studied in the framework of the local stability theory, for which only the cross-
stream flow direction is an inhomogeneous direction. The evolution of pertur-
bations at each streamwise station is analysed by studying the stability of the
fictitious parallel flow obtained by extending to infinity the base flow profiles
2Figure 1.1: Classification of the local stability of a flow in terms of impulse
response. (a) Stable, (b) convectively unstable and (c) absolutely
unstable. Figure taken from Huerre & Monkewitz[1]
prevailing at each streamwise station. In the local approach, the instabil-
ity can be either convective or absolute. In the convectively unstable case
the advection overwhelms the upstream propagation of the small-amplitude
wave packet generated by an arbitrary perturbation, the latter being swept
downstream with the flow while growing, as illustrated in Fig. 1.1(b). As
a consequence, a base flow which is convectively unstable at all streamwise
locations may amplify external perturbations, but in the absence of contin-
uous forcing, the flow eventually returns to its initial state, i.e. it behaves
as an amplifier. On the contrary, the oscillator dynamics is associated with
the existence of absolutely unstable regions, where the spreading of the wave
packet withstands the downstream advection, so that the latter propagates
both upstream and downstream and ultimately grows in time at any fixed lo-
cation. Such situation is depicted in Fig.1.1(c). For synchronized oscillations
to be observed, the size of the absolutely unstable region must reach a critical
size, leading to a global dynamics (Chomaz et al.;[2] Monkewitz et al.[3]). The
use of local stability analysis has the advantage of implying very low com-
putational cost, but it needs additional criteria to connect the local stability
results to the global dynamics of the oscillators flows, where the flow is char-
acterized by a frequency selection and by a sharp spatial pattern. This can
be done via a slowly varying or WKBJ (Wentzel-Kramers-Brillouin-Jeffreys)
approach, where one assumes that the streamwise variations of the base flow
are slow over an instability wavelength, so that perturbations at any stream-
wise station develop as if the base flow was locally parallel. The theory was
originally formulated for the Ginzburg-Landau equation, a one-dimensional
model equation for Navier-Stokes equations, but it is successfully applied to
many real flows.
However, real wakes and confined flows can be locally strongly non-
parallel and the assumption inherent to the local approach is thus some-
times questionable . In general, it is not necessary to invoke either a parallel
or a weakly nonparallel flow assumption, and hence the flow analyzed with
3respect to its stability may be any 2D or 3D solution of the equations of mo-
tion. In the last decades a global stability approach has been developed. In
contrast with the local analysis, eigenfunctions resulting from a global linear
instability theory depend in an inhomogeneous manner on two or three spa-
tial directions, reflecting the inhomogeneity of the respective underlying basic
states. This approach has first been introduced by Jackson[4] and Zebib.[5] In-
creased computer capabilities together with iterative Krylov-subspace meth-
ods, such as the Arnoldi method, has made it possible to generalize this
method, which has received much attention and has been applied to a large
variety of flows, including the cylinder wake (Ding & Kawahara;[6] Giannetti
& Luchini[7] among others), backward-facing steps (see e.g., Barkley et al.[8]),
open cavities (see e.g., Sipp & Lebedev[9]) or boundary-layer flows (see e.g.,
Ehrenstein & Gallaire[10]). Due to the computational complexity, only a few
studies on full three dimensional global stability analysis have been recently
documented in the literature (see for instance Bagheri et al.[11]). The review
by Theofilis[12] provides a view of the recent achievements in the field.
In the context of global stability analysis, adjoint methods have recently
attracted the increased attention of fluid dynamicists and they are widely
used to explore the physical mechanism responsible to the growth of distur-
bances. In particular, instability growth rate can be affected by modifications
encountered in the flow. The flow region where the instability mechanisms are
active can thus be identified as the region where the sensitivity of the distur-
bance to modifications of the stability problem is the highest one, as discussed
in Giannetti & Luchini.[7] Physically, in a linear framework, the sensitivity
of the unstable eigenvalues for changes in the flow field can be exploited to
control the flow. Another interesting case is the one where the base-flow is
modified, which is also of pratical interest. Adjoint-based formalisms have
thus been used to appraise the variations of a disturbance growth rate owing
to an arbitrary base flow modification, thus defining the so-called sensitivity
analysis to base flow modifications (see e.g., Bottaro et al.;[13] Marquet et
al.[14]). For instance, the presence of a small control cylinder has been mod-
elled as a steady volume force by Marquet et al.,[14] obtaining the sensitivity
of the instability with respect to such force. Other means of passive flow
control could potentially be modelled in similar ways. The formulations are
linear in terms of the base flow modification, therefore the forcing needs to
be of a small amplitude. Any mechanism requiring a certain spatial extent
or structure of the forcing cannot be treated, nor interactions between sev-
eral mechanisms, unless an iterative approach is considered (see for instance
Camarri & Iollo[15]).
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1.1 Scope of the thesis
This thesis aims to contribute to the understanding and control of instabili-
ties in two dimensional and three dimensional flows. In particular, we focused
on global stability analysis and the related adjoint techniques which allow to
compute the sensitivity of the unstable modes with respect to various param-
eters. To this purpose a set of numerical tools for stability and sensitivity
analysis have been developed during the PhD, based on two open-source
codes, FreeFem++ (www.freefem.org) and NEK5000.[16] In particular, the
development of the second set of tools based on NEK5000, which is a 3D
code, was necessary to tackle cases with a full three dimensional base-flow,
i.e. without any homogeneous directions. It is worthwhile emphasizing that
3D stability analyses are very rare in the literature, due to their computa-
tional cost, and they are a challenging problem from a technical viewpoint.
The developed tools have been used to investigate the instabilities of two
different confined flows, the flow in a plane channel with a sudden expansion
and the flow in a micro T-mixer.
Direct numerical simulations of all considered configurations have also
been carried out with the following aims: (i) to assess the results of instability
and sensitivity analyses; (ii) to help in highlighting the physical mechanism
leading to instabilities and their control.
1.1.1 Plane channel with a sudden expansion
The first considered was the flow in a plane channel with a sudden expan-
sion, which is a basic flow configuration characterized by a symmetry break-
ing bifurcation. This intriguing physics of the flow and its importance in
engineering applications have attracted considerable previous attention. We
briefly recall here the main previous studies. A more extended introduction
can be found in Sec.4.1. Experimental and numerical studies ( see e.g. Durst
et al.,[17], [18] Cherdron et al.,[19] Fearn et al.[20]) investigated the considered
flow in case of moderate expansion ratio ER, defined as the ratio between the
height of the channel after and before the expansion. It was found found that
there exists a critical value of the Reynolds number, Rec, such that, when
Re < Rec the flow in the channel is steady, two-dimensional and symmetric,
and when Re > Rec the flow is still two dimensional and steady, but it be-
comes asymmetric. The value of Rec is shown to decrease as the expansion
ratio increases in Battaglia et al.[21] and Drikakis.[22] The physical mecha-
nism originating the bifurcation has been numerically investigated in Hawa
and Rusak[23] and in Alleborn et al.[24] by asymptotic techniques.
The aim of the present work is to use the linear stability results and re-
lated sensitivity analysis approaches, to design a realistic flow control strat-
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egy, aimed at stabilizing the symmetric steady solution by the introduction
of a small fixed cylinder in the flow. The effectiveness of this control is finally
assessed by direct numerical simulation. It is shown that the introduction of
the cylinder, placed following the indications of the linear sensitivity analy-
sis in the stable asymmetric flow configuration, allows a steady completely
symmetric or less asymmetric flow to be recovered. Finally, the information
available from DNS is used to provide a physical interpretation for the suc-
cess of the proposed control, which is built, as previously described, by a
theoretical/mathematical procedure.
1.1.2 Micro T-mixer
Micro-mixers are important devices in microfluidics, and for this reason they
are widely investigated in the literature, with a particular attention to passive
micro-mixers (see, e.g., Kumar[25]), which works without any external energy
supply. Among the possible shapes of micro-mixers, the micro T-mixers
are very common, and they are also often used simply as junction elements
in complex micro-systems. When used as mixers, the flow enters from the
two opposite pipes (inflow pipes) and the mixture outflows from the third
pipe. Three different working regimes have been identified in experiments
and simulations available in the literature, depending on the flow Reynolds
number (see, e.g., Engler et al.,[26] Bothe et al.[27] and Hoffmann et al.[28]). At
very low Reynolds number, the two flows coming from the inlet pipes remains
completely segregated even in the outflow pipe (stratified flow). For larger
Reynolds numbers a second regime is observed (vortex regime), in which
secondary flow in the outflow pipe is present, organized in a double pair of
counter-rotating vortices, which preserves the two reflection symmetries, thus
convection does not contribute to mixing also in this regime. Finally, when
the Reynolds number is further increased, the symmetry of the flow structure
breaks up, and fluid from one sides swaps to the opposite side. This third
regime, known as engulfment, is the most important one for applications,
Among the identified flow regimes, engulfment is the most important one for
applications since it leads to a definitely increased mixing within the device.
In a recent work, Galletti et al.[29] shows that there is a high sensitivity of the
engulfment regime with respect to the incoming velocity profile distribution.
The present work is aimed at providing the framework for a systematic
investigation of the fluid dynamics instability precursor to the engulfment
regime and of its sensitivity to flow modifications or operating conditions in
a micro T-mixer using the tools of global linear stability and sensitivity anal-
ysis. In particular, besides determining the critical conditions for the onset
of this instability, we investigate the sensitivity of the instability with respect
to a perturbation of the inflow velocity distribution, using the methods doc-
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umented in Marquet et al.[14] As additional results of the analysis, maps
are derived which show the sensitivity of the engulfment instability to local
perturbations of the flow, thus providing quantitative information on possi-
ble control strategies of this instability. Direct numerical simulations (DNS)
are also carried out to asses the results of stability analysis. Moreover, the
information obtained in DNS, combined with that of stability and sensitivity
analyses, is used to investigate the main flow phenomena leading to the onset
of the engulfment regime.
Lastly, there is an additional flow regime in T-mixers, which occurs at a
Reynolds number beyond the engulfment point. This forth regime, unsteady
and periodic, was observed in a few studies available in literature (see e.g,
Dreher et al.[30] and Galletti et al.[29]). Linear stability and sensitivity anal-
yses, together with direct numerical simulations, were used for characterize
also this secondary instability.
1.2 Thesis outline
The present thesis is organized in six chapters.
• In Chapter 2 the methodology used through the present thesis is intro-
duced. The incompressible flow equations and their linearized version
necessary for the global stability analysis are presented. The flow is
decomposed in a steady solution, called base-flow, and in an unsteady
perturbation, which is sought in form of normal modes. The linearized
equations for the perturbations evolution lead to an eigenvalue problem,
whose solutions characterize the stability properties of the base-flow. A
framework for a systematic computation of the instabilities sensitivity
with respect to perturbations acting at base-flow and at perturbation
level is described, which relies on adjoint methods. Finally the numer-
ical methods used in the present thesis are discussed. The tools are
based on two different numerical methods for the spatial discretization:
one based on the finite elements method (Freefem++) and the other
on the spectral element method (NEK5000).
• In Chapter 3 the validation of the numerical tools developed during
the PhD is discussed. The stability tools based on FreeFem++ and
NEK5000 are validated though comparison with the main results the
stability and sensitivity analysis of the flow around a circular cylinder
carried out by Giannetti & Luchini[7] and by Marquet et al.[14] The
power method implemented in NEK5000 was validated by studying the
flow in a planar T-junction, comparing the results against the ones
obtained with FreeFem++.
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• In Chapter 4 the methodology introduced in Chapter 2 is applied to
investigate the stability properties of the incompressible flow in a sym-
metric planar channel with a sudden expansion. A passive control which
aims at preserve the symmetric solution in the channel is proposed. The
design of the control, which consists in the introduction of a small cylin-
der in the flow, is based on information computed through sensitivity
analyses based on adjoint techniques. Finally, a physical interpretation
for the stabilizing effect of the cylinder is proposed.
• In Chapter 5 the instability leading to the steady engulfment regime
in a micro T-mixer is investigated in a 2D case and in a more realistic
fully three dimensional case, where a three dimensional base flow, i.e.
without homogeneous directions, is used. The sensitivity of the consid-
ered instability with respect to a generic base-flow modification and to
a modification of the inflow velocity profile are computed. Finally, a
physical interpretation of the flow patterns observed in the engulfment
regime is provided.
• In Chapter 6 the flow scenario in a T-mixer after the engulfment point
is investigated. An unsteady regime is characterized through numerical
simulations. Moreover, the onset of the instability is studied in a linear
stability framework and the information provided by the use of the
sensitivity techniques are reported.
1.3 Related papers
Some of the topics described in this thesis have been documented previous
in publications, and in particular:
• International paper[31] :
A. Fani, S. Camarri, M. V. Salvetti, Stability analysis and control of
the flow in a symmetric channel with a sudden expansion , Physics of
fluids, 24, 2012
A. Fani, S. Camarri, M. V. Salvetti, Stability and sensitivity analysis
of engulfment in a three-dimensional T-Mixer ,Submitted
• Conference proceedings[32], [33] :
A. Fani, S. Camarri, M. V. Salvetti. Stability analysis and control of
the flow in a symmetric channel with a sudden expansion , AIMETA,
9-12 August 2011, Bologna.
A. Fani, S. Camarri, C. Galletti , E. Brunazzi, M. V. Salvetti, R. Mauri,
Sensitivity of the engulfment to inlet flow conditions in a T-shaped
1.3 Related papers 8
micro-mixer: CFD and perturbation analysis, 3rd European Confer-
ence on Microfluidics, 3-5 December 2012, Heidelberg
• Talks given at the international conferences:
A. Fani, S. Camarri, M.V.Salvetti. Stability and control of the flow in
a plan channel with a sudden expansion, European Postgraduate Fluid
Dynamics Conference, 9-12 August 2011, Goettingen.
A. Fani, S. Camarri, M. V .Salvetti. Passive control of the flow in
a symmetric channel with a sudden expansion based on linear stabil-
ity analysis, 64th Annual Meeting of the Division of Fluid Dynamics
(APS), 19-22 November 20011, Baltimore.
A. Fani, S. Camarri, C. Galletti, M. V. Salvetti. Stability analysis of
the flow inside a T-shaped micro-mixer, 9th Euromech Fluid Mechanics
Conference (EFMC9), 9-13 September 2012, Rome
A. Fani, S. Camarri, C. Galletti, M. V. Salvetti. Stability and sensitiv-
ity analyses of the engulfment regime in a three dimensional T-shaped
micro-mixer, 65th Annual Meeting of the Division of Fluid Dynamics
(APS), 17-20 November 2012, San Diego.
A paper on the unsteady regime in the T-mixer, described in Chapter 6,
is in preparation.
Chapter 2
Methodology
2.1 Governing equations and linear stability analysis
We consider here incompressible laminar flow. The fluid motion is described
by the unsteady incompressible Navier-Stokes equations, written in a dimen-
sionless form as follows:
∂U
∂t
+U · ∇U+∇P −
1
Re
∇2U = f (2.1a)
∇ ·U = 0 (2.1b)
where U is the velocity vector with components U = (U, V,W ), P is the
reduced pressure and f is the external force per unit mass. The Reynolds
number is defined as Re = UrefLref/ν, where Uref and Lref are the reference
velocity and the length scales, which are used to make all the quantities
non dimensional. Equations (2.1) are supplemented by the appropriated
boundary conditions. In particular, we will consider in this work mainly
internal flows, in which no slip boundary conditions are imposed on the solid
walls, while free outflow conditions of the following form are used at the
domain outlet: Pn− nT∇U. The inlet conditions will be specialized for the
different cases in the next chapters.
The stability properties of a flow state are related with the behavior of
the flow when a disturbance of small amplitude is introduced. If the flow
returns to the original state the flow is defined linearly stable, whereas if the
disturbance grows and the flow reaches a different state, the flow is defined
linearly unstable. Assuming the disturbance to be small allows the use of
linear theory, in particular the linear equations for the perturbation evolution
can be obtained. The flow quantities are decomposed in a steady (base-flow)
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part and in an unsteady perturbation as:
U(x, y, zt) = Ub(x, y, z) + ǫu(x, y, z, t) (2.2a)
P (x, y, z, t) = Pb(x, y, z) + ǫp(x, y, z, t) (2.2b)
where the amplitude ǫ is assumed to be small. Substituting Eq. (2.2) into
Eq. (2.1) and linearizing with respect to ǫ, we obtain the following equations,
describing the evolution of the linear perturbations
∂u
∂t
+ L(Ub, Re)u+∇p = 0 (2.3a)
∇ · u = 0 (2.3b)
where
L(Ub, Re)u = u · ∇Ub +Ub · ∇u−
1
Re
∇2u (2.4)
The steady incompressible Navier-Stokes equations govern the base flow as
follows
Ub · ∇Ub +∇Pb −
1
Re
∇2Ub = 0 (2.5a)
∇ ·Ub = 0 (2.5b)
with the same boundary conditions as those used for problem (2.1).
The perturbation is sought in the form of normal modes q (x, y, t) =
(u, p) (x, y, z, t) = (uˆ, pˆ)(x, y, z) exp(σt), where σ is a complex eigenvalue as-
sociated with the complex fields (uˆ, pˆ). Therefore, Eq. (2.3) become:
σuˆ+ uˆ · ∇Ub +Ub · ∇uˆ+∇pˆ−
1
Re
∇2uˆ = 0 (2.6a)
∇ · uˆ = 0 (2.6b)
The boundary conditions associated with (2.6) are: uˆ = 0 at the inlet and
on the walls and free outflow conditions at the outlet. Equations (2.6) along
with the boundary conditions are an eigenvalue problem. The flow is linearly
stable when all the problem eigenvalues, σ = λ + ıω, are characterized by
λ < 0. If growth rate λ is positive, the flow is unstable and the perturbation
is amplified in time. When the perturbation velocities can not be considered
small any more, the evolution of the perturbation is no longer predicted by
the linear equations, since non-linear effects became important. Nonetheless,
the linear approach is important in detecting physical growth mechanism.
2.2 Sensitivity analyses 11
2.2 Sensitivity analyses
Sensitivity analyses based on adjoint equations are widely used in stability
analysis, where they provide information related to the mechanism of distur-
bances growth.
In Giannetti and Luchini[7] it is shown by a perturbation analysis that,
for each considered global mode (uˆ, pˆ, σ), the addition of a perturbation δfˆ
at the r.h.s. of the momentum equation (2.6a) causes the following variation
δσ of the eigenvalue σ:
δσ =
〈uˆ+, δfˆ〉
〈uˆ+, uˆ〉
(2.7)
where 〈a, b〉 =
∫
Ω(a
∗ · b)dΩ is the scalar product between the complex vectors
a and b on the flow domain Ω and the asterisk * denotes the conjugate of
a complex quantity. The vector field uˆ+ is the velocity field of the mode
adjoint to σ, (u, p). The adjoint operator L+ of a differential operator L is
defined as the unique operator satisfying:
〈Lu, v〉 = 〈u, L+v〉 (2.8)
When we apply relation (2.8) to the problem (2.6) we obtain the following
eigenvalue problem:
σ∗uˆ+ +∇Ub · uˆ
+ −Ub · ∇uˆ
+ +∇pˆ+ −
1
Re
∇2uˆ+ = 0 (2.9a)
∇ · uˆ+ = 0 (2.9b)
The boundary conditions associated with problem (2.9) are: uˆ+ = 0 at the
inlet and on solid walls, and p+n−Re−1(n ·∇uˆ+) = (Ub ·n)uˆ
+ at the outlet
(see Marquet et al.[14] for derivation process).
In the present work we use the following condition to normalize the adjoint
velocity field:
〈uˆ+, uˆ〉 = 1 (2.10)
Giannetti and Luchini[7] have considered the effect of a small modification
of the evolution operator under the form of a localized force-velocity coupling,
which can also be loosely interpreted as a linear feedback induced by an
actuator located at the same station as the sensor, both placed in a a generic
point within the flow domain. In particular, Giannetti and Luchini[7] have
considered a structural perturbation with the following form:
δfˆ = C0 · uˆδ(x− x0, y − y0) (2.11)
where C0 is a generic constant (feedback) matrix, the symbol · stands for
matrix vector product, (x0, y0) are the coordinates of the point where the
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feedback acts and δ(x, y) denotes the Dirac delta function. For the structural
perturbation (2.11) Giannetti and Luchini[7] have shown that
‖δσ(x0, y0)‖ ≤ C0 · ‖uˆ
+(x0, y0)‖ · ‖uˆ(x0, y0)‖ (2.12)
if normalization (2.10) is used. As a consequence of Eq. (2.12) they ar-
gued that the leading eigenvalue is sensitive to a local feedback only in the
overlapping region of the direct and adjoint global modes.
Recently Marquet et al.[14] studied the modification (δσ) of the eigenvalue
caused by a structural perturbation acting on the base-flow equations. If we
consider an arbitrary variation of the base flow δUb, the eigenvalue drift
could be written as:
δσ =
〈M+, δUb〉
〈uˆ+, uˆ〉
(2.13)
where M+ is:
M+ = uˆ∗ · ∇uˆ+ −∇uˆ∗ · uˆ+ (2.14)
Eq. (2.13) describes the effect of the base-flow variation on each global mode
but it does not give hints about how to physically produce relevant base flow
modifications susceptible to modify the stability of a global mode. In the
perspective of control, Marquet et al.[14] consider a steady force (δF), non-
dimensional with the same normalization used for the equations, acting at
base flow level:
Ub · ∇Ub +∇Pb −
1
Re
∇2Ub = δF (2.15a)
∇ ·Ub = 0 (2.15b)
They[14] have shown by a perturbation analysis that:
δσ =
〈Ub
+, δF〉
〈uˆ+, uˆ〉
(2.16)
In (2.16), Ub
+ is the adjoint base flow velocity, solution of the following
problem:
∇Ub ·U
+
b −Ub · ∇Ub
+ −∇P+b −
1
Re
∇2Ub
+ =M+ (2.17a)
∇ ·Ub
+ = 0 (2.17b)
along with homogeneous boundary conditions at the inlet and on the solid
wall and the following condition on the outflow boundary: P+b n−Re
−1(nT ·
∇Uˆ+
b
) = −(Ub · n)Ub
+ + (uˆ∗ · n)uˆ+
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2.3 Numerical method
2.3.1 Unsteady Navier-Stokes equations
The analytical solution of problem (2.1), together with the associated initial
and boundary conditions, is seldom known in a closed form: in order to
compute a numerical solution, discretization with respect to the time and
the spatial variables is needed.
After the reformulation of problem (2.1) in a weak form, a Galerkin ap-
proximation can be applied, which reads: for t > 0, find uh ∈ Vh and ph ∈ Qh
such that
{
(∂uh∂t (t),vh) + a(uh(t),vh) + c(uh(t),uh(t),vh) + b(vh, ph(t)) = (fh(t),vh)
b(uh, qh) = 0
(2.18)
for all vh ∈ Vh and qh ∈ Qh, where {Vh, h > 0} and {Qh, h > 0} are fam-
ilies of finite dimensional subspaces for the velocity and the pressure fields,
respectively. In Eq. (2.18) we have set:
a(u,v) = ν
∫
Ω∇u : ∇vdΩ,
b(u, q) =
∫
Ω−∇ · uqdΩ,
c(u,w,v) =
∫
Ω[u · ∇w] · vdΩ
(2.19)
The algebraic form of problem (2.18) is easily derived denoting by {ϕi}i=1,...,Nu
and {ψi}i=1,...,Np the bases of Vh and Qh, respectively, and considering the
expansions uh(x, t) =
∑Nu
i=1Wi(t)ϕ(x) and ph(x, t) =
∑Np
i=1Πi(t)ψ(x). The
following nonlinear system is obtained:
M dWdt (t) +AW (t) + C(W (t))W (t) +B
TΠ(t) = f(t)
BW (t) = 0
(2.20)
where we have set:
1. M = [mi,j ] =
∫
Ω ϕiϕjdω
2. A = [ai,j ] = [a(ϕi, ϕj)]
3. B = [bi,j ] = [b(ϕi, ψj)]
4. F = [fi] = [(f , ϕi)]
5. C(W ) = [c(W )i,j ] =
∑Nu
m=1Wmc(ϕm, ϕi, ϕj)
Problem (2.20) can be advanced in time by suitable finite difference schemes.
For instance, if we use a backward Euler scheme we obtain at each time level
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tn+1 = (n+ 1)∆t:
M
∆t(W
n+1 −Wn) +AWn+1 + C(Wn+1)Wn+1 +BTΠn+1 = Fn+1
BWn+1 = 0
(2.21)
Two different numerical approaches have been used, one based on the
finite element method (for two dimensional simulations) and one based on the
spectral element method (for both two and three dimensional simulations).
FreeFem++
FreeFem++ (www.freefem.org) is an open source code, based on the finite
element method associated to a triangulation of a two dimensional domain Ω,
which can be used to solve numerically a generic partial differential equation.
A triangulation is generated by means of the Delaunay-Voronoi algorithm
(George & Borouchaki[34] ). Then, we assume that Vh is the space of piece-
wise polynomial functions on each element of the decomposition of Ω, con-
tinuous in Ω and vanishing on the boundary ∂Ω. Similarly, Qh is the space
of piecewise polynomial functions on each element of the decomposition. In
order to satisfy the LBB compatibility condition (see e.g. Quarteroni[35]), the
choice of the polynomial degrees for the velocity and the pressure must un-
dergo some restriction. In our case, the unknown velocity and pressure fields
(U, P ) are spatially discretized using a basis of Taylor-Hood (P2, P2, P1) el-
ements: six-node quadratic triangular elements with quadratic interpolation
for velocities (P2) and three-node linear triangular elements for pressure (P1)
(see Taylor & Hood[36] for details).
The time discretization is carried out by means of a Backward Differenti-
ation Formula of order two (BDF2) with a linear second order extrapolation
for the convective term. Problem (2.20) becomes:
3
2∆tMW
n+1 +AWn+1 +BTΠn+1 + 2C(Wn)Wn − C(Wn−1)Wn−1
= 2∆tMW
n − 12∆tMW
n−1 + Fn+1
BWn+1 = 0
(2.22)
The previous system is solved by using an LU factorization, thanks to
UMFPACK[37] or MUMPS[38] . This approach is possible when the dimen-
sion of the considered problem is not too large. For the largest problems, the
developed FreeFem++ programs have been interfaced with an external par-
allel interface (PETSC) to MUMPS library, so that the evolution problems
have been solved on parallel distributed-memory machines.
Nek5000
The code Nek5000[39] is based on a spectral-element method (SEM). Spectral
element methods combine some properties of finite element methods (FEM)
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and spectral methods. Each spectral element is rectangular (2D) or hexahe-
dral (3D), as in spectral methods. The basis functions inside each element
consist of Legendre polynomials in two/three space dimensions, of the order
N for velocity, andN−2 for pressure, with typicallyN ≥ 6; these polynomials
are the Lagrangian interpolants based on the Gauss-Lobatto-Legendre (GLL)
quadrature points. Continuity of the velocity field over element boundaries is
obtained by matching the velocities there. As for FEM, the equations are cast
into a weak form, and the integrated residual is minimized. It can be shown
that the method has a spectral convergence in N (so-called p-refinement), and
the convergence of a high order FEM method with respect to the number of
elements (h-refinement).
Time discretization uses explicit backward-differentiation of third order
(BDF3) for convective terms, and an implicit scheme for viscous terms which
leads to the following system:
11
6∆tMW
n+1 +AWn+1 +BTΠn+1 + 3C(Wn)Wn − 3C(Wn−1)Wn−1+
+C(Wn−2)Wn−2 = 3∆tMW
n − 32∆tMW
n−1 + 13∆tMW
n−2 + Fn+1
BWn+1 = 0
(2.23)
2.3.2 Steady Navier-Stokes equations
The knowledge of a steady base-flow solution of the governing Navier-Stokes
equations is fundamental to instability studies. A possible approach to ob-
tain the steady solution is to carry out a time marching method and consider
the time asymptotic solution. Unfortunately, when the flow under consid-
eration is globally unstable, it is virtually impossible to numerically com-
pute a steady-state solution of the Navier-Stokes equations by time-marching
methods, in particular for high- order schemes with inherently low numerical
dissipation. In some limited cases solutions can be obtained by enforcing
symmetries in the system. For other cases, the only remaining possibility is
the class of Newton iteration methods, which require heavy computational
resources for large systems, or other approaches as the selective frequency
damping[40] .
FreeFem++
Since the flow configurations addressed with FreeFem++ are two dimen-
sional, it was possible to use a Newton iteration method to compute the
base-flow solution.
I Choose an approximate guess solution (U0
b
, P 0b ). For example, this guess
solution may be obtained by a few time steps of a DNS or can be the
flow solution at a different Reynolds number
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II Find (Un+1b , P
n+1
b )
Unb · ∇U
n+1
b +U
n
b · ∇U
n+1
b +∇P
n+1
b −
1
Re∇
2Un+1b = U
n
b · ∇U
n
b
+Fn+1
∇ ·Un+1b = 0
(2.24)
III Unb = U
n+1
b , P
n
b = P
n+1
b
IV If ‖F (Qn)‖ ≥ tol 1 go to step II
V (Ub, Pb) = (Ub
n+1, Pn+1b )
After the space discretization, problem (2.24) becomes:
C(Wn)Wn+1 + C¯(Wn+1)Wn +BTWBTΠn+1 +AWn+1 = Fn+1 + C(Wn)Wn
BWn+1 = 0
(2.25)
where C¯(W ) = [c(W )i,j ] =
∑Nu
m=1Wmc(ϕj , ϕm, ϕi). At each iteration linear
system (2.25) is solved by a LU factorization (UFMPACK or MUMPS). It
might be interesting to solve these systems through an iterative method (like
GMRES), leading to an inexact Newton method, in order to address larger
problems.
Nek5000
The steady base-flow solution is found in NEK5000 as the asymptotic solution
of the time-marching procedure. However, as previously said, the steady
solution may be unstable and thus it would be impossible to obtain it by
time integration of the Navier-Stokes equations. When the instabilities lead
to an unsteady flow solution, the unstable steady state can be obtained by
using the selective frequency damping method (SFD).[40] In this technique a
force FSFD is added to the momentum equation of the problem (2.1).
FSFD = −χ
(
U−U
)
(2.26)
The force is proportional to the difference between the flow solution U and a
target solution U, which is a low-pass filtered solution. The filtered solution
U can be evaluated by considering the differential form of a low-pass causal
filter, which is governed by the following equation:
∂U
∂t
=
U−U
∆
(2.27)
1where Qn = (Unb , P
n
b ) and F is the residual of the NS equations (2.5)
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The coefficient ∆ has to be chosen in order to sufficiently damp the lowest un-
stable frequencies; information about these frequencies can straightforwardly
be extracted from the simulations. The choice of the gain parameter χ influ-
ences the convergence velocity to the steady solution. As a guideline, Akervik
et al.[40] suggest to choose ωcut = 1/∆ ≃ 1/2ωi, where ωi is the lowest fre-
quency which needs to be damped. The gain χ can be chosen as twice the
dominant perturbation growth rate λi. If the growth rate is unknown, χ can
be estimated to be slightly smaller than λi + 1/∆ ≃ 1/∆. Nonetheless, a
balance has to be found for each system at hand to obtain quick convergence
of all the time scales of the system.
2.3.3 Linear Stability
Two different methods have been used to solve the eigenvalue problem (2.6).
The first one consists in discretizing problem (2.6), assembling the corre-
sponding matrices and solving the following generalized eigenvalue problem:
A(Re,Ub) · q = σB · q (2.28)
where q is the right eigenvector, having its components relative to uˆ and to
pˆ. Matrices A and B has the following form:
A =
[
C(Ub) + C¯(Ub) +A B
T
B 0
]
, B =
[
M 0
0 0
]
For larger problem we use instead a time stepping approach. We can
rewrite equation (2.3), after a time discretization, as un+1 = Mun, where
M mimics the simulation of the linearized Navier Stokes equations for a step
∆t. It leads to a standard eigenvalue problem:
Mu = µu (2.29)
It can be shown that the eigenvectors of matrices A and M are the same,
while the eigenvalues of A, σ, can be recovered from the eigenvalues of M,
µ.
un+1 =Mun = µun
un+1 = uˆeσ(tn+∆t), un = uˆeσtn
⇓
σ = ln(µ)/∆t
(2.30)
2.3.4 Numerical algorithms for eigenvalues computation
Depending on the considered approach (see the previous section), we have
to solve a generalized eigenvalue problem (2.28) or a standard one (2.29).
In the following sections, a concise description of the methods available to
numerically solve eigenvalue problems is presented. In particular, we focus
on the methods which have been used in this thesis.
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Power iteration methods
One of the most simple and used method is the power iteration method. It
can be shown that if any vector x0 is repeatedly multiplied by the matrix
M, it will converge to the eigenvector xm corresponding to the eigenvalue of
largest magnitude µm. The basic algorithm of power iteration is presented
in the following:
I Choose a tolerance toll and an initial vector x0
II xn+1 =Mxn
III µn+1 = ‖xn+1‖∞
IV ∆µ = ‖µn+1 − µn‖
V µn = µn+1, xn = xn+1/‖xn+1‖∞
VI If ∆µ > toll go to step II
Nonetheless, it is desirable to compute not only the largest magnitude
eigenvalue. It is easily shown that the eigenvalue closest to a certain complex
number σs (a shift) can be obtained by power iteration with the matrix
(M− σsI)
−1 , where I is the identity matrix. In this inverse power iteration
with shifts, the matrix inverse is not actually formed, but the multiplication
xn+1 = (M− σsI)
−1xn is obtained by solving the equation system: (M−
σsI)xn+1 = xn. Therefore, the algorithm becomes:
1. Choose a tolerance toll, an initial vector x0 and a shift σs
2. C = (M− σsI)
3. Solve Cxn+1 = xn
4. θ = ‖xn+1‖∞‖xn‖∞
5. µn+ 1 = σs + 1/θ
6. ∆µ = ‖µn+1 − µn‖
7. µn = µn+1, xn = xn+1/‖xn+1‖∞
8. If ∆µ > toll go to step 3
The inverse iteration method can be specialized to address generalized eigen-
value problem Ax = σBx as follows:
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1. Choose a tolerance toll, an initial vector x0 and a shift σs
2. C = (A− σsB)
3. Solve Cxn+1 = Bxn
4. θ = ‖Bxn+1‖∞‖Bxn‖∞
5. σn+ 1 = σs + 1/θ
6. ∆σ = ‖σn+1 − σn‖
7. σn = σn+1, xn = xn+1/‖xn+1‖∞
8. If ∆σ > toll go to step 3
The convergence rate of the inverse power methods with a costant shift de-
pends on how close are the shift and the desired eigenvalue. A possible
strategy is to take the new shift to be the Rayleigh quotient of the last ap-
proximate eigenvector. This method is known as Rayleigh Quotient Iteration
method and it has a locally cubic convergence. For generalized eigenvalues
problems, the convergence rate is preserved if a two sided RQI algorithm is
used, involving also the computation of the left eigenvector ξ:
ξ ·A(Re,Ub) = ξσB·
1. Choose a tolerance toll, and initial vectors w0, ξ0
2. Cn = A− σ
(n)B
3. Solve Cnw
(n+1) = Bw(n)
4. Solve CHn ξ
(n+1) = BHξ(n)
5. z(n+1) = BHξ(n+1)
6. σ(n+1) = σ(n) + z
(n+1)·w(n)
z(n+1)·w(n+1)
7. ∆σ = |σ(n+1) − σ(n)|
8. Update variables
9. If ∆σ > toll go to step 2
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Projection methods
Methods based on power iteration are very simple and easy to implement,
but they provide only one eigenvalue at a time. If the computation of a
considerably large part of the spectrum is needed it is preferable to rely on
techniques based on projection methods (see Saad[41] for details). Let M
be an a real matrix of size n (problem (2.29)) and Km an m-dimensional
subspace of Rm. We remind that we are considering the eigenvalue problem:
Mu = µu
An orthogonal projection technique onto subspace Km seeks an approximate
eigenpair (µ˜, u˜) to the above problem, such as the following Galerkin projec-
tion is satisfied:
〈Mu˜− µ˜u˜, v〉 = 0 ∀v ∈ Km (2.31)
If an orthonormal basisKm = {v1, v2, ..., vm} is available and Vm is the matrix
having v1, ...vm as columns, the approximate eigenproblem can be solved as
follows. We denote u˜ = Vmy, then problem (2.31) becomes:
{MVmy − µ˜Vmy, vj} = 0 j = 1, ...,m (2.32)
Therefore, y and µ˜ must satisfy:
Hy = µy (2.33)
where H = V TmMVm. The numerical solution of the eigenvalue problem
(2.33), whose size is m, can be treated easily by standard library subroutines.
A particular class of projection methods are the Krilov ones, in which the
subspace Km has the following form:
Km =
{
v,Mv,M2v, ...,Mm−1v
}
referred to as Krilov subspace.
The method of Arnoldi (see Arnoldi[42])is a Krylov-based projection al-
gorithm that computes an orthogonal basis of the Krylov subspace Vm and
at the same time computes the projected matrix H, which has an unreduced
upper Hessenberg form.
1. Choose an unit norm vector v1
2. for j=1 to m-1 do
w =Mvj
for i=1 to j do
Hi,j = 〈w, vi〉
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w = w −Hi,jvi
end for
Hj+1,j = ‖w‖2
vj+1 = w/Hj+1,j
end for
3. f =Mvm
4. for i=1 to m do
Hi,m = 〈f, vi〉
f = f −Hi,mvi
end for
5. β = ‖f‖2
The quantities computed by the algorithm satisfy the following relation:
MVm = VmH + fe
T
m (2.34)
which is called Arnoldi factorization of order m. A Ritz approximate eigen-
pair (µ˜iu˜i) can be recovered from the reduced order problem Hyi = µ˜iyi
where the eigenvector u˜i is defined by u˜i = Vmyi. The last vector f , and in
particular its module β, is used to asses the accuracy of the computed Ritz
pair:
‖Mui − µiui‖2 = ‖MVmyi − µ˜iVmyi‖2 = ‖(MVm − VmH)yi‖2 = β (2.35)
A number of the Ritz eigenvalues, typically a small fraction of m, will usu-
ally constitute good approximations of corresponding eigenvalues µi of M
and the quality of the approximation will usually improve as m increases.
This is a serious problem, since the increase of m implies a growth in storage
requirements and of computational cost for iteration. A workaround for this
is to do a restart of the algorithm, that is rerun the algorithm with a new v1
computed from the recently obtained spectral approximations. The simplest
possible approach is to choose v1 as the dominant computed eigenvector um
or as a linear combination of a subset of the computed Ritz vectors. This is
called explicit restart. The main difficulty in explicit restart is how to choose
the parameters for building the new starting vector. Implicit restart is an al-
ternative in which the Arnoldi process is combined with the implicitly shifted
QR algorithm. Implementing the implicit restart technique in a numerically
stable way is difficult. A simpler way of achieving the same effect is by the
Krylov-Schur method proposed by Stewart.[43] The Krilov-Schur method is
based on the Krilov factorization of a matrix A:
MVm − VmBm = vm+1b
T
m+1 (2.36)
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which is a generalization of the Arnoldi factorization, where Bm is not re-
stricted to be in Hessemberg form and bm+1 is an arbitrary vector. Both the
Arnoldi and the Krilov-Schur method can be specialized to address gener-
alized eigenvalue problems with a shift and invert spectral transformation,
with slightly modifications of the algorithms.
FreeFem++
The matrices A and B obtained after the spatial discretization of problem
(2.6) are assembled. We use again the Taylor-Hood elements to discretize
velocities and pressure, like for the unsteady problem, as seen in Sec. 2.3.1.
Three different methods have been used to solve the generalized eigenvalue
problem (2.28):
• Power method with a shift-invert spectral transformation implemented
in the parallel (MPI-based) library PETSc[44]
• Invert RQI implemented in the parallel library PETSc
• Krilov-Schur method with a shift-invert spectral transformation, using
the parallel (MPI-based) library SLEPc[45]
The linear systems involved in these methods are solved by using a LU factor-
ization, thanks to the parallel direct solver MUMPS, which allows pivoting
in the LU factorization.
NEK5000
The linearized version of NEK5000 is used in a time-stepping approach along
with a power method or an Arnoldi method with explicit restart, imple-
mented inside the code. The evolution operator M represent the numerical
simulation of the linearized operator for a timestep2 ∆ts, hereafter denoted
as macro timestep. The Krilov subspace used for the Arnoldi algorithm Km
is therefore:
Km ≡ span{u(t = 0),u(t = ∆ts),u(t = 2∆ts), ...,u(t = (m− 1)∆ts)} ≡
≡ span{u(t = 0),Mu(t = 0),M2u(t = 0), ...,Mm−1u(t = 0)}
(2.37)
The choice of ∆ts is a balance between the time scale given by the Nyquist
criterion (so that the characteristic time scale of the physical structures in the
flow is captured) and a sufficient temporal separation of the Krylov vectors
to ensure convergence of the Arnoldi method.
2∆ts may be different from the simulation timestep ∆t, which depends on the CFL
condition
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The linearized Navier-Stokes equations are integrated in time by an ex-
plicit backward-differentiation of second order (BDF2).
2.3.5 Adjoint eigenmode and adjoint base-flow
The adjoint eigenmode can be computed through two different approaches: a
first possibility is to consider the discrete adjoint problem, which means solve
the problem (2.3.4), searching the left eigenvectors of the stability problem,
while the other option is to discretize the continuous adjoint problem (2.9)
and to solve the corresponding eigenvalue problem with the same methods
presented for the stability problem. The first approach is preferred here,
because it is easier to be applied and it automatically takes into account the
correct boundary conditions for the adjoint field. However, it is not feasible
for NEK5000, thus two different approaches have been used in the two codes
for the numerical solution of the adjoint base-flow problem (2.17), which are
described in the following sections.
FreeFem++
Since we assembled the matrices for the stability problem, we could use the
discrete adjoint approach in the FreeFem++ framework. The same methods
described in Sec. 2.3.4 have been used, changing the matrices associated with
the stability problem with their transpose. The RQI method is an exception,
since it gives both right and left eigenvectors as results of the iteration.
The adjoint base-flow problem (2.17) is discretized and the corresponding
linear system is solved with an LU factorization obtained with UMFPACK
or MUMPS, depending on the problem size.
NEK5000
Since we used a time stepping approach for the stability problem, the stability
matrix is not formed, thus the discrete approach is not available. NEK5000
can simulate the adjoint evolution operator, therefore it is possible to use the
same techniques described above (see sec. 2.3.4), using the adjoint operator
instead of the linearized Navier-Stokes one.
The adjoint base-flow problem (2.17) has the same structure of the adjoint
eigenproblem (2.9), except for the presence of the forcing term M+ in the
adjoint base-flow problem and the unsteadiness of the adjoint eigenmode
problem. Therefore, the unsteady adjoint equations, with the forcing term
M+, are integrated in time, until the time asymptotic steady adjoint base-
flow solution is obtained.
Chapter 3
Validation
The numerical tools described in Sec. 2.3 have been validated against data
available in literature.
3.1 FreeFem++
The validation of all the numerical tools developed in the framework of
FreeFem++ is presented here.
3.1.1 Unsteady Navier-Stokes solver
We consider the folloing problem for which an exact solution is available (see
Quarteroni et al.[46] for further details).
Let us consider a square two dimensional domain Ω = [0.25, 1.25] ×
[0.5, 1.5] with the Dirichlet boundary conditions illustrated in Fig. 3.1 The
exact solution of the unsteady Navier-Stoke equations is:
U = − cos(2πx) sin(2πy)exp
(
−8π2νt
)
V = sin(2πx) cos(2πy)exp
(
−8π2νt
)
P = −0.25(cos(4πx) + cos(4πy))exp
(
−16π2νt
) (3.1)
The variables U and V denote the velocity components along x and y direc-
tions, respectively, P is the pressure and ν (which we set equal to 0.01) is the
kinematic viscosity. Fig. 3.2 shows the exact solution at t = 0, characterized
by two dimensional vortices. This exact solution has the peculiarity to have
a non-vanishing non-linear term which, however, is totally absorbed by the
pressure term in order to preserve null divergence of the velocity field.
The problem has been solved on an homogeneous grid with a size h = 1/64
and with different time steps (from ∆t = 2−3 to ∆t = 2−10), from t = 0 to
t = T = 1. The error between the computed solution (Uh, Ph) and the exact
one (U, P ), given by Eq. (3.1), is a function of both the space and temporal
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Figure 3.1: Computational domain and boundary conditions
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Figure 3.2: Velocity solution at t = 0
discretization. In order to isolate the error due to space discretization, we
compare the computed solutions with the one obtained with the smallest time
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step. We compute the error in the following norms:
Uˆh = [Uh]∆t=2−10 , Pˆh = [Ph]∆t=2−10
‖e‖ = ‖Uh − Uˆh‖L∞(L2(Ω)) =
max
0≤t≤T
[∫
Ω |Uh − Uˆh|
2
](1/2)
‖η‖ = ‖Ph − Pˆh‖L∞(L2(Ω)) =
max
0≤t≤T
[∫
Ω |Ph − Pˆh|
2
](1/2) (3.2)
Fig. 3.3 shows the error behavior when ∆t decreases for the BDF2 scheme.
(a) (b)
Figure 3.3: Velocity error (a) and pressure error (b) when the time step size
decrease. The triangle shows the reference error decrease rate.
As expected for a second order scheme, the error reduction is quadratic with
respect to ∆t.
3.1.2 Steady solver:Newton method
In order to validate the code based on the Newton iteration method, described
in Sec. 2.3.2, the two dimensional flow around a circular cylinder has been
studied. We use the same computational domain as in Marquet et al.[14]
The domain, together with the boundary conditions, is sketched in figure
3.4. The cylinder is placed in a rectangular box (solid line) of dimensions
[−110, 170] × [−90, 90]. The vertex densities on these boundaries are equal
to ns = 2. The internal rectangular boxes, denoted by subscript 1 and 2,
have dimensions [−5, 15]× [−2.5, 2.5] and [−40, 100]× [−25, 25]. The vertex
densities on the boundaries of these inner boxes are given by n1 = 50 and
n2 = 25. The vertex density on the cylinder wall is nw = 100. The obtained
grid Msteady has approximately 1.9 · 10
5 vertices and 3.75 · 105 triangles.
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The main characteristics of the steady flow were validated with data avail-
able in the literature. As an example, table 3.1 compares the predicted
drag coefficient CD and the length of the recirculating bubble Lw (measured
from the rear stagnation point) obtained from computations at Re = 20 and
Re = 40 with the corresponding values reported by other authors.
The maximum streamwise extent of the separation bubble increases lin-
early with the Reynolds number Re (see e.g. Giannetti & Luchini[7]). The
length of the separation bubble as a function of the Reynolds number is shown
in Fig. 3.5, where an excellent agreemeent with the literature is found.
Re = 20 Re = 40
CD Lw CD Lw
Dennis & Chang(1970) 2.05 0.94 1.54 2.24
Fornberg (1980) 2.00 0.91 1.50 2.24
Ye et al (1999) 2.03 0.92 1.52 2.27
Kim et al (2001) ... ... 1.51 ...
Giannetti & Luchini (2007) 2.05 0.92 1.54 2.24
Current 2.05 0.92 1.54 2.24
Table 3.1: Drag coefficient CD and length of the wake bubble Lw (measured
from the rear stagnation point).
✲
✻
u = (1, 0)
Γi
Γu
Γl
Γo
u = (1, 0)
u = (1, 0)
pn−Re−1∇u · n = 0
Γ2
Γ1
⑦
Γw x
y
u = (0, 0)
Figure 3.4: Computational domain and boundary conditions.
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As an example of a steady flow numerically computed also for a physically
unstable condition, figure 3.6 shows the velocity field computed at Re = 50.
The flow is depicted by both velocity streamlines and contours of the velocity
magnitude.
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Figure 3.5: Length of wake bubble
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Figure 3.6: Streamlines of the flow solution at Re = 50
3.1.3 Linear stability and sensitivity analyses
We carried out a stability analysis of the two dimensional flow around the
circular cylinder, in order to validate the procedure described in Sec. 2.3.4
We consider the geometry shown in Fig. 3.4, with homogeneous Dirichlet
conditions on all the boundaries, except for the outlet, where a free-outflow
condition is used. We used a [−25 : 50]× [−20 : 20] domain, which is similar
to the one adopted by Giannetti & Luchini[7] . The vertex densities on
these edges are equal to ns = 2. The internal rectangular boxes, denoted by
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subscript 1 and 2, corresponds to [−5, 15]× [−2.5, 2.5] and [−8, 30]× [−5, 5].
The vertex densities on the boundaries of these inner boxes are given by
n1 = 70 and n2 = 25. The vertex density on the cylinder wall is nw = 150.
The base flow, obtained for the different grid Msteady, is interpolated on the
current mesh Mstab wich has approximately 5.3 · 10
4 triangles.
Fig. 3.7 shows the growth rate and the Strouhal number as a function of
Reynolds for the first mode. The curves are are in excellent agreement with
those of Marquet et al.[14]
According to our calculations, the onset of the instability occurs at Rec =
46.8, a value which is in excellent agreement with the literature (see, e.g.
Giannetti & Luchini,[7] Marquet et al.[14]).
Fig. 3.8 and Fig. 3.9 shows the modulus of uˆ and u+. The large spa-
tial separation of the direct and adjoint fields is a consequence of the non-
normality of the linearized Navier-Stokes equations, which may produce an
extreme sensitivity to forcing mechanism.
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Figure 3.7: Cylinder flow. Growth rate λ and frequency fs =
ω
2pi
of the
leading global mode as a function of the Reynolds number Re.
Sipp(2008) refers to Marquet et al.[14]
In Fig. 3.10 the product of the magnitude of the direct and adjoint ve-
locities ‖uˆ‖‖u+‖ is plotted, showing an excellent agreement with the one
reported in Giannetti & Luchini.[7] The considered map indicates the so-
called wavemaker region, where the flow is sensitive to a spatially localized
feedback in the perturbation momentum equation.
As a validation of the sensitivity analyses, we compute the sensitivity of
the unstable eigenvalue with respect to baseflow modifications and with re-
spect to a steady force acting at base-flow level, as carried out in Marquet
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Figure 3.8: Spatial distribuition of the velocity field modulus ‖uˆ‖. (a) from
current computation and (b) from Giannetti & Luchini[7]
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Figure 3.9: Spatial distribuition of the adjoint field modulus ‖u+‖.(a) from
current computation and (b) from Giannetti & Luchini[7]
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Figure 3.10: Wavemaker region ‖uˆ‖‖u+‖ at Re = 50. (a) from current
computation and (b) from Giannetti & Luchini[7]
et al.[14] According to Eq. (2.6) the leading eigenvalue σ is a complex func-
tion of the baseflow σ = σ(Ub), thus, we can investigate the variation of
the eigenvalue δσ caused by a base-flow modification δUb. As introduced in
Chapter 2, the sensitivity to base-flow modifications is given by the complex
vector field M+ (see Eq.(2.14)). Thus, the variations of the growth rate δλ
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and frequency δω can be computed through the real and imaginary parts of
M+, respectively. The modules of the real and imaginary part of M+ are
plotted in Fig. 3.11,together with the equivalent ones taken from Marquet
et al.[14] These maps give information on the effects of base flow modifica-
tion δU: if we have a variation oriented in the same direction of the growth
rate sensitivity, then δλ > 0, which indicates a destabilization of the flow.
Fig. 3.11 shows that an increment of the backflow velocity in the recircula-
tion region has a destabilizing effect. The computed maps are in excellent
(a) (b)
(c) (d)
Figure 3.11: Sensitivity to base-flow modifications M+ at Re = 50. Spa-
tial distribution of (a,b) the growth rate sensitivity ℜ(M+) and
(c,d) the frequency sensitivity ℑ(M+). (a) and (c) are from the
current computations, (b) and (d) are extracted from Marquet
et al.
[14]
agreement with the ones reported in Marquet et al.[14]
Finally, we report in Fig. 3.12 the adjoint base flow velocity U+b , which
gives the sensitivity of the leading eigenvalue to a steady forcing term acting
at base-flow level. As for the field M+, the real and imaginary parts of the
adjoint base-flow velocity give the sensitivity with respect to a steady forcing
of the growth rate λ and of the frequency ω, respectively. For example the
region where we have the largest magnitude in Fig. 3.12(a)(b) corresponds
to the one where a steady force, aligned with the sensitivity field, causes the
largest growht rate modification. Also these maps are in agreement with the
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ones computed by Marquet et al.[14]
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Figure 3.12: Sensitivity to steady forcing U+b at Re = 50. Spatial distribu-
tion of (a,b) the growth rate sensitivity ℜ(U+b ) and (c,d) the
frequency sensitivity ℑ(U+b ). (a) and (c) are from the current
computations, (b) and (d) are extracted from Marquet et al.[14]
3.2 NEK5000
The present section describes the validation of all the numerical tools devel-
oped within NEK5000
3.2.1 Steady State: Selective Frequency Damping
The selective frequency damping (SFD) method is applied to compute the
steady state of the two-dimensional flow over a circular cylinder. The method,
implemented in the code NEK5000, allows to compute the unstable steady
state at Re = 50, which is characterized by an instability with growth rate
λ = 0.01 and frequency ω = 0.11. Therefore, the following relations hold for
the choice of the SFD parameters:
• ωc = 1/2fs ≃ 0.05
• 0.01 ≤ χ ≤ 0.06
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Figure 3.13: Effect of the parameter χ on the effectiveness of the damp-
ing technique. The SFD method is switched on (t = 0) when
the shedding instability is non linearly saturated. The frequency
cut-off is 0.05, while three different values of χ have been con-
sidered: 0.1 (black line), 0.05 (blue line) and 0.02 (red line). (a)
Time trace of the vertical velocity measured in a point along the
centerline. (b) D = ‖U−U‖∞ vs. iteration number.
We carried out DNS simulations in which the flow is started from the
unsteady regime where the shedding instability is non linearly saturated.
We arbitrarily choose t = 0 as the instant at which the SFD procedure is
switched on in the simulation. As previously said, the frequency cut-off ωc
is fixed to ωc = 0.05, while three different values of the gain, viz. χ = 0.02,
0.05 and 0.1 have been used. The time history of the vertical velocity in
a point along the centerline is plotted in Fig. 3.13 (a), showing that the
instability is damped and it is possible to obtain a steady state. As stated
in Akervik et al.,[40] the gain χ is related to the instability growth rate. In
particular χ needs to be larger than a threshold value in order to ensure
the damping of the instability, but a large gain may be associated with a
very slow convergence to the steady state. The convergence to the steady
state is checked by monitoring both the following quantities: the norm of the
difference between the filtered and unfiltered solutions, D = ‖U−U‖∞, and
the norm of the time derivative of the filtered solution D1 = ‖
∂U
∂t ‖∞. As
shown in Fig. 3.13(b), the best convergence rate is obtained for χ is equal to
0.05.
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Figure 3.14: Flow configuration and frame of reference of the plane T-mixer.
3.2.2 Linear stability and sensitivity analyses
Power method
In this section the numerical tools based on NEK5000 are validated for a
plane T-mixer against the results obtained by the previously validated code
developed within FreeFem++. A sketch of the flow configuation is plotted in
Fig.3.14. Concerning the numerical discretization in NEK5000, a structured
multi-block grid is used, with a elements size of 0.078 in the width of the pipes
and a value varying between 0.07 and 0.49 along their axis. Polynomials of
order N = 9 have been employed in each spatial direction. This discretization
have been checked by grid convergence tests for both the computation of the
base flow and of the unstable eigenvalue. As concerns the time discretization,
a time step equal to 1 · 10−3 has been used for the non-linear simulations,
and the simulation is advanced in time at a Reynolds number just below the
critical one until a steady state is reached in order to find the base flow (Ub,
Pb) for the stability analysis. The linearized/adjoint Navier-Stokes equations
are advanced in time with a time step equal to 1 ·10−3, and the solver is used
as a time stepper for the stability analysis, where a power method is used.
The unstructured FreeFem++ grid employs approximately 3.6 · 104 ele-
ments and, again, it is the results of a set of grid convergence tests not shown
here for brevity.
In the plane case, the critical Reynolds number for the primary instability
in the mixer is found to be approximately equal to 616. For validation, a
Reynolds number equal to Re = 600 has been considered for both codes.
The resulting eigenvalue associated with the investigated instability has been
found equal to −5.1 · 10−3 with NEK5000 and equal to −5.4 · 10−3 with
the FreeFem++ codes, the two values being in excellent agreement. All the
partial results of the analysis described in Chapter 2, i.e. the direct and
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Figure 3.15: Adjoint baseflow pressure P+b obtained with NEK5000 and
FreeFem++ at Re = 240 at section x = −Li in the plane
case.
N ∆t λ fs
7 1E-3 0.1147 0.1194
9 1E-3 0.0147 0.1194
9 5E-4 0.0146 0.1193
Table 3.2: Cylinder test case at Re = 50. NEK5000 results for different
polynomial orders and timestep ∆t
adjoint modes as well as the sensitivities with respect to perturbations of
the linearized equations and of the baseflow, are almost identical when the
two different numerical strategies are employed. As an example, we report
in Fig. 3.15 the value of P+b on the inflow boundary at x = −Li obtained
using NEK5000 and FreeFem++, showing that the two results overlap. This
term collects all the partial results listed in Chapter 2, as evident from
equation (2.17). Consequently, Fig. 3.15 validates at once the results of
problems (2.6), (2.9) and (2.17).
Arnoldi method
In order to validate the Arnoldi method implemented in NEK5000, we carried
out the same analyses presented in Sec. 3.1.3 for the flow around a circular
cylinder.
We choose a macro-time step ∆ts = 0.25 and a size m = 10 for the
Arnoldi factorization, which is sufficiently large, since we are looking only for
for one eigenmode. The linear equations are advanced in time by a second
order scheme (BDF2).
The computed leading eigenvalue, obtained in a two-dimensional struc-
tured grid with 2296 spectral elements for different combinations of polyno-
mial order and time-stepping, is shown in Table 3.2. It can be observed that
the solution is grid indipendent for N = 7 : increasing the polynomial order
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up to N = 9, results in a growth rate that it is less than 1 % different from
the one evaluated at N = 7, while the frequency difference is less than 0.1%.
The eigenvalue associated to the investigated instability, reported in Ta-
ble 3.2, is in excellent agreement with one computed with the FreeFem++
codes, which is σ = 0.0143± 0.118i.
All the partial results of the analysis described in Chapter 2, i.e. the
direct and adjoint modes as well as the sensitivities with respect to pertur-
bations of the linearized equations and of the baseflow, are almost identical
when the two different numerical strategies are employed.
Chapter 4
Stability analysis and control of the flow in a
channel with a sudden expansion
4.1 Introduction
The two-dimensional flow in a plane channel with a symmetric sudden expan-
sion is a basic flow configuration characterized by a symmetry breaking bifur-
cation. This intriguing physics of the flow and its importance in engineering
applications have attracted considerable previous attention. Experimental
and numerical studies ( see e.g. Durst et al.,[17], [18] Cherdron et al.,[19] Fearn
et al.[20]) investigated the considered flow in case of moderate expansion ratio
ER, defined as the ratio between the height of the channel after and before
the expansion. It was found found that there exists a critical value of the
Reynolds number, Rec, such that, when Re < Rec the flow in the channel is
steady, two-dimensional and symmetric, and when Re > Rec the flow is still
two dimensional and steady, but it becomes asymmetric. The value of Rec is
shown to decrease as the expansion ratio increases (Battaglia et al.[21] and
Drikakis[22]). The physical mechanism originating the bifurcation has been
numerically investigated in Hawa and Rusak[23] and in Alleborn et al.[24] by
asymptotic techniques. The same authors Hawa and Rusak[47] show that
the described pitchfork bifurcation changes nature as a small asymmetry of
the channel is considered, leading to two disconnected branches of equilib-
rium states, one describing a gradual and stable change with the Reynolds
number, and the other one containing a large-amplitude stable state and a
small-amplitude unstable state. The asymmetric case is also considered in
Alleborn et al.[24]. Three-dimensional effects on the considered flow have
been investigated in Chiang et al.[48] and Battaglia and Papadopoulos.[49]
In this study, we consider a value of the expansion ratio equal to ER =
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3 as, for instance, in Hawa and Rusak[23] and Battaglia et al.[21] A 2D
linear stability analysis of the symmetric steady solution in the considered
configuration has shown that for Re > Rec, one real unstable mode exists
which drives the solution to an asymmetric state (see e.g. Hawa & Rusak,[23]
Battaglia et al.[21] and Drikakis[22]). The aim of the present investigation is
to use the linear stability results and related sensitivity analysis approaches,
to design a realistic flow control strategy, aimed at stabilizing the symmetric
steady solution by the introduction of a small fixed cylinder in the flow.
We first verified that the analysis can be limited to the two-dimensional
case, through an investigation of the linear stability of the considered tar-
get flow to three-dimensional perturbations, reported in the appendix of the
present paper, which showed that the most unstable mode is indeed two
dimensional.
As for the sensitivity analysis, two techniques recently proposed in the
literature (Giannetti and Luchini[7] and Marquet et al.[14]) are our starting
points. Giannetti and Luchini[7] proposed the guidelines to investigate the
sensitivity of the unstable mode, and of the related instability, with respect to
a structural perturbation of the linearized flow equations. In their analysis the
base flow is kept unchanged, while a forcing term is added in the equations
describing the evolution of the flow perturbation with respect to the base
flow. On the other hand, the sensitivity of the instability with respect to
a perturbation of the baseflow was addressed in Marquet et al.[14] In the
present paper, these techniques are applied for the first time to the flow
inside a channel with a sudden expansion, in order to add information on
the characteristics of the instability in this flow configuration and to obtain
indications useful for a generic control method of this flow. Indeed, the
regions of the flow where the instability originates and where it is necessary
to act for its control are identified.
Moving forward, we combine and specialize these two techniques in a re-
alistic control strategy, based on the introduction of a small cylinder in the
flow. To this purpose the effect of the controlling cylinder is modeled by the
introduction of a steady pointwise drag force, whose amplitude is directly
related to the cylinder diameter. The cylinder introduction produces a mod-
ification of the base flow and also of the linearized perturbation problem.
Therefore, the analyses described in Giannetti and Luchini[7] and Marquet et
al.[14] are used to estimate the effect of the cylinder on the unstable mode,
giving quantitative information for the design of the control. This leads to
sensitivity maps which give combinations of diameter/position of the control
cylinder which may stabilize the flow, according to the adopted simplified
model of the cylinder effect.
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When the cylinder is modeled as a pointwise forcing and the analysis
is carried out linearizing the equations around the unperturbed flow, it is
important to characterize the range of validity of the linearized analysis as
the forcing amplitude is increased. This characterization is carried out here
by comparing the results of the linearized analysis to the stability properties
of the flow obtained when a finite-amplitude forcing is introduced. This
indication is also preliminary to the use of iterative techniques for the control
design as the one described in Camarri and Iollo.[15]
Finally, direct numerical simulations (DNS), in which the cylinder is phys-
ically introduced in the flow following the indications of the previous sensi-
tivity analyses, are reported. The aim of these simulations is threefold. First,
this is a verification that a real control method can be built from the previ-
ously described sensitivity analyses. In particular, DNS provides a validation
of the procedure followed for its design, which was based on several approx-
imations. To the author knowledge, this final assessment is rarely carried
out in the works documented in the literature. Second, the robustness of the
proposed control is checked by investigating its capability of recovering the
symmetric solution starting from the stable asymmetric one and its behavior
when applied to a slightly asymmetric channel configuration, as considered
in Hawa and Rusak.[47] Finally, the information available from DNS is used
to provide a physical interpretation for the success of the proposed control,
which is built, as previously described, by a theoretical/mathematical proce-
dure.
4.2 Flow configuration
The incompressible flow in a 2D-channel with a symmetric sudden expansion
is considered here. The flow configuration and the used frame of reference
are reported in Fig. 4.1. With reference to Fig. 4.1, the expansion rate is
ER = D/d = 3. The incoming flow is assumed to have a Poiseuille profile and
x
y
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Figure 4.1: Channel geometry
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the Reynolds number is defined as Re = Ucd/ν, where Uc is the maximum
velocity of the Poiseuille profile. All the quantities shown throughout the
work are non dimensional. The velocity Uc and height d are used as reference
velocity and length scales.
4.3 Stability and sensitivity analyses
The instability onset is studied using linear theory and normal-mode analy-
sis, following the procedure previously described in Sec. 2.1. Indeed, the lin-
earized equations (see Eq.(2.3)), which govern the evolution of a perturbation
superposed to a steady base state (Ub, Pb), are considered. The perturbation
is sought in form of normal modes (σ, uˆ, pˆ) and the eigenvalue problem (2.28)
associated with problem (2.6) is solved. The flow is linearly stable when all
the eigenvalues, σ = λ+ ıω, are characterized by λ < 0.
The sensitivity of a global mode with respect to a structural perturbation
of the linearized Navier-Stokes equations and to a base-flow modification is
computed by using adjoint techniques. The mode (σ∗,u+, p+), adjoint to the
global mode (σ, uˆ, pˆ), allows to compute the sensitivities introduced above
(see Sec. 2.2 for details).
4.4 Passive control
We apply now the techniques described in Sec. 2.2 to investigate the effect of
a small body placed in the flow used as passive control device. In particular,
we consider a small cylinder of diameter d∗ located at the position (x0, y0). A
sketch of the controlled diffuser configuration, in which the cylinder is placed
along the centerline, is reported in Fig. 4.2.
x
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Figure 4.2: Channel geometry with the control cylinder
In the context of sensitivity analysis, the presence of the cylinder is mod-
eled only by the force that it exerts on the flow, which is a pure drag force
in the present case, without any change of the domain topology. Indeed, it
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is well known that, if the flow Reynolds number is low enough, the circular
cylinder experiences a steady drag force.
This force is introduced in the equations as a localized force per unit mass
through a Dirac function, so that when this is normalized in agreement with
the normalization used for the Navier-Stokes equations (2.15), the force δF
is given by:
δF = −
1
2
CDd
∗‖U(x0, y0)‖2
U(x0, y0)
‖U(x0, y0)‖
δ(x− x0, y − y0) (4.1)
The drag coefficient CD(Red∗) can be evaluated from the ESDU database.
[50]
In the framework of the linear analysis we consider the drag force linearized
with respect to the perturbation u, given by:
δF ≈ −α
[
‖Ub‖(Ub + u) +
(
Ub
‖Ub‖
· u
)
Ub
]
δ(x− x0, y − y0) (4.2)
in which the flow is decomposed as in (2.2) and α = 12d
∗CD(Red∗).
The structural perturbation acts both at the perturbation level by modi-
fying in a direct way the structure of the eigenvalue problem and, indirectly
through the perturbation of the base-flow by the steady force. The linearized
eigenvalue variation caused by the control cylinder can be written, using (2.7)
(2.16) and (4.2), as:
δσ = δσ1 + δσ2 = α (S1(x0, y0) + S2(x0, y0)) (4.3)
where:
S1(x0, y0) = −‖Ub‖
Ub
+(x0, y0) ·Ub(x0, y0)
(uˆ+, uˆ)
(4.4a)
S2(x0, y0) = −
uˆ+(x0, y0) ·
(
‖Ub(x0, y0)‖uˆ(x0, y0) +
(
Ub(x0,y0)
‖Ub(x0,y0)‖
· uˆ(x0, y0)
))
(uˆ+, uˆ)
(4.4b)
We define S(x0, y0) = (S1(x0, y0) + S2(x0, y0)), which is a complex-valued
function giving the eigenvalue variation caused by introduction of an in-
finitesimal cylinder at location (x0, y0). Thus the function S gives a map
of the sensitivity of the leading eigenvalue with respect to the control device
position.
4.5 Numerical method
The two-dimensional version of the unsteady and steady Navier-Stokes equa-
tions (2.1) and (2.5), their linearized version and the corresponding adjoint
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equations (2.6) and (2.9) are discretized in space by a finite-element method,
using P2-P1 Taylor-Hood elements (see Taylor and Hood[36] for details). The
meshes as well as the discrete matrices resulting from Galerkin finite-element
method are generated with the software FreeFem++ (http://www.freefem.org).
The semidiscrete unsteady equations are advanced in time by a backward
differentiation formula of order 2 with a linear second order extrapolation for
the convective term (see Sec.2.3.1 for details). The steady nonlinear base-
flow equations are solved via a Newton-Raphson iterative method, described
in Sec.2.3.2.
Once the 2D problem (2.6) is discretized in space, we have to solve the
associated generalized eigenvalue problem (2.28) with the strategies described
in Sec. 2.3.4.
The adjoint field qˆ+ is computed as the left eigenvector of the discrete
eigenvalue problem, as introduced in Sec. (inserire), while the adjoint baseflow
is obtained by discretizing Eqs. (2.17).
4.6 Results
4.6.1 Base Flow
A computational domain is considered here having L1 = 3d, L2 = 50d and, as
mentioned in Sec. 4.2, ER=3, which is similar to what is done in the literature
for the same flow (see for instance Hawa and Rusak[23] and Battaglia et
al.[21]). A mesh composed of triangular elements is generated though the
Delaunay-Voronoi algorithm. Since in our analysis the base flow is the steady
symmetric solution, we consider a mesh Mbfh of half of the channel, refined
near the corner edges, with about 3.7 · 104 nodes and 7.2 · 104 triangles.
Grid convergence tests have been carried out to verify the independence of
the computed base flow with respect to the spatial discretization. In these
tests, not reported here for the sake of brevity, grid convergence is estimated
monitoring the position of the reattachment point of the flow on the lateral
walls, since it is known to be particularly sensitive to the spatial resolution.
The flow in a channel with ER=3 is known to become unstable at a critical
Reynolds number Rec ≈ 81. Nonetheless, the unstable symmetric solution,
which represents the base flow for the stability and sensitivity analyses, can
be numerically computed by enforcing the symmetry as above explained.
As an example, the the unstable symmetric flow computed at Re = 100 is
depicted by streamlines in Fig. 4.3(a).
As can be seen in Fig. 4.3(b), the size of the recirculating region in this
symmetric flow configuration increases almost linearly with Re, as well known
from the literature (see e.g. Durst et al.[18] and Alleborn et al.[24] ). As an
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Figure 4.3: (a) Streamlines of the symmetric unstable solution at Re = 100.
(b) Location of the reattachment points as a function of the
Reynolds number in the symmetric case.
example, the data from Alleborn et al.[24] are also reported in Fig. 3(b); an
excellent quantitative agreement is obtained.
4.6.2 Stability analysis
Depending on the initial guess for the Newton method and using the mesh
of the entire channel Mbf , obtained from Mbfh through a reflection along
the centerline, we could find both asymmetric and symmetric solutions for
Re ≥ Rec. Fig. 4.4(a) shows the asymmetric stable solution at Re = 100,
depicted by streamlines, for a visual comparison with the unstable symmetric
one reported in Fig. 4.3(a). Fig. 4.4(b) shows the streamwise position of the
reattachment points (xr) of the flow as a function of the Reynolds number.
For Re < Rec the reattachment points on the two walls coincide and the
same linear behavior as in Fig. 4.3(b) is reported. For Re > Rec, due to the
asymmetry of the flow configuration, the two reattachment points differ as
reported in the figure. Data from Alleborn et al.[24] and Battaglia et al.[21]
are also shown, in order to validate the present results. An overall very good
agreement is observed.
The global stability of the base flow is investigated by looking for the
leading global mode (uˆ, pˆ), defined as the global mode of largest growth rate.
The domain for the stability problem is the entire channel, and in order to
limit the computational costs, L2 (see Fig.4.1) has been reduced to L2 = 35d.
4.6 Results 44
0 2 4 6 8
−1
0
1
x
y
(a)
50 75 100 125 150
0
5
10
15
Re
x r
 
 
Current
Alleborn (1997)
Battaglia (1997)
(b)
Figure 4.4: (a) Streamlines of the asymmetric stable solution at Re = 100.
(b) Location of the reattachament point as a function of the
Reynolds number
Tests have been carried out showing that the results of the stability and
sensitivity analysis are not affected by this reduction. This is also confirmed
by the results reported in Sec. 4.6.3. Once the base flow has been computed
on the mesh Mbfh, it is interpolated on a mesh Mst, discretizing the whole
diffuser and having practically the same resolution as Mbfh, on which the
stability problems (2.28) and (2.3.4) are solved. The mesh has about 4.1 ·104
nodes and 9.6 · 104 triangles. The eigenvalue of the leading global mode
has been used to check the sensitivity of the results to the grid resolution,
justifying the use of this mesh. Fig. 4.5(a) shows the growth rate of the
leading global mode as a function of the Reynolds number. As expected,
the imaginary part of both the eigenvalue and of the global mode is null,
because it is linked to a stationary mode. The growth rate crosses the real
axis at the critical Reynolds number Rec = 81.2, at which the base flow
becomes unstable. This value of the critical Reynolds number is in excellent
agreement with works of other authors (Hawa & Rusak[23] and Battaglia et
al.[21]).
The leading global mode at Re = 90 is depicted in Fig. 4.5(b) by its
velocity fields. The streamwise velocity is antisymmetric with respect to the
centerline y = 0, while the cross-stream velocity is symmetric with values
of alternating sign in the streamwise direction. The modulus of the velocity
reaches its peak value at x ≈ 4 and slowly decays in the streamwise direction
further downstream. The adjoint eigenvector for the leading global mode is
displayed in Fig. 4.6. The adjoint field represents a sort of Green function
for the receptivity of the corresponding global mode. The scalar product of
the adjoint eigenmode with any forcing function and/or initial condition in-
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Figure 4.5: (a) Growth rate λ of the leading global mode as a function of
the Reynolds number Re. (b) Leading global mode at Re = 90:
streamwise (uˆ) and cross-stream (vˆ) velocity.
deed provides the amplitude of the associated direct mode (see Giannetti[7]).
The region of maximum receptivity for the asymmetric instability is located
close to the expansion corners. The case at Re = 90 shown in the previous
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Figure 4.6: Modulus of the velocity field (uˆ+) of the adjoint mode at Re = 90
figures has been chosen as an example of the behavior for Reynolds numbers
moderately larger than the critical value. For small changes in the Reynolds
number, the spatial distribution (structure) of the unstable mode and of its
adjoint remains qualitatively the same.
Stability for three-dimensional perturbations
Throughout this paper, we claim that the leading global mode is two-dimensional.
To verify this, we reformulate the stability problem (2.3) for a three-dimensional
disturbance flow.
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Since the base flow is stationary and homogeneous in the spanwise direc-
tion z, the three-dimensional perturbations may be looked for as a Fourier
mode:
q′(x, y, z, t) =
1
2
{
(uˆ, vˆ, wˆ, pˆ)(x, y)eikz+σt + c.c.
}
(4.5)
where k is the real spanwise wavenumber, σ the complex growth rate and c.c.
stands for the complex conjugate of the preceding expression. By substituting
this normal mode decomposition into the linearized equations governing the
dynamics of the disturbance, we obtained:
{
σuˆ+ uˆ · ∇kUb +Ub · ∇kuˆ+∇kpˆ−
1
Re∇
2
kuˆ = 0
∇k · uˆ = 0
(4.6)
where ∇k ≡ (∂/∂x, ∂/∂y, ik) and ∇
2
k = ∇k · ∇k are the Fourier-transformed
gradient and Laplacian operators, respectively. The above equations are
completed by homogeneous boundary conditions at the solid walls and by a
free-outflow condition at the outlet. Once discretized, equations (4.6) become
a discrete eigenvalue problem. For each value of the transverse wavenumber
k, the generalized eigenvalue problem is solved. The leading eigenvalue σL is
plotted as a function of the transverse wavenumber k in Fig. 4.7 for Re = 80.
For each value of the transverse wavenumber, all the eigenmodes are damped
and the most unstable mode is the two-dimensional one.
Similar behavior is also found for the flow in the channel with the control
cylinder and for the asymmetric base flow. Thus we can conclude that the
asymmetric instability is a two-dimensional phenomenon.
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Figure 4.7: Temporal growth rate of the leading eigenmode σL (in the present
case σL is real) as a function of the transverse wavenumber k at
Re
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Figure 4.8: Structural sensitivity with respect to perturbation at Re=90
4.6.3 Sensitivity to a structural perturbation and base flow mod-
ifications
Figure 4.8 shows the overlapping region of the direct and adjoint global modes
at the same Reynolds number as in Figs. 4.5(b) and 4.6 (Re = 90). From
Eq. (2.12) and following Giannetti and Luchini[7] we can argue that the core
of the instability is localized in two symmetric lobes across the separation
area. The information from Fig. 4.8 justifies the choice of a smaller domain
for the stability calculation. Indeed, Giannetti and Luchini[7] have shown
that the eigenvalue evaluation is accurate provided that the computational
domain includes its instability core.
The sensitivity field M+ (2.14) to a perturbation in the base flow (Sec.
2.2) is generally a two-dimensional complex vector. However, we deal here
with a stationary mode, thus both the eigenvalue and eigenvectors are real.
Consequently, relations (2.14) and (2.13) show that, no matter the base flow
modification, the mode keeps being stationary since δω = 0, and (2.13) can
be used to compute directly the growth rate variation. The sensitivity M+
is plotted in Fig. 4.9. It is a two-dimensional real vector field represented
both by streamlines, giving the local orientation of the sensitivity field, and
by colours indicating its magnitude. The largest magnitudes are reached
inside the recirculation region, similarly to what previously observed for the
instability core, but also near the expansion corners, due to the singularity of
the geometry. Therefore, if we consider an arbitrary base-flow modification
δUb that, anywhere in the flow, is oriented in the same direction as the growth
rate sensitivity, the variation of the growth rate is positive (δλ > 0) which
indicates a destabilization of the flow.
We now consider the sensitivity with respect to a steady force in the
momentum equation (2.5). As mentioned before M+ is real, thus the adjoint
base flow, solution of problem (2.17) is real too. Relation (2.16) shows that
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Figure 4.9: Sensitivity with respect to base flow modification at Re=90
δω = 0, then the forced global mode keep being stationary. The adjoint
base flow velocity is plotted in Fig. 4.10. The field is symmetric and we
can identify the local maximum of the growth rate sensitivity to a steady
force. The most sensitive area is around the expansion corners. A weaker
local maximum is located close to the centerline, near the expansion. A
local steady force oriented in the opposite direction to the arrows plotted in
Fig. 4.10 induces a negative variation of the growth rate (δλ < 0) which is
proportional to the local magnitude of the sensitivity function.
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Figure 4.10: Sensitivity with respect to steady forcing at Re=90
4.6.4 Application to passive control
The passive control strategy presented in Sec. 4.4 is applied here. In our case
S1 and S2 are real and we obtain that
δλ(x0, y0) = αS(x0, y0) (4.7)
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The sensitivity fields S1, S2 (see Eqs. (4.4a) and (4.4b)) and S = S1 + S2
are plotted in Fig. 4.11, where a negative value indicates a stabilizing effect.
First we see that the two contributions are of the same order of magnitude,
thus none of these two components can be neglected. The map shown in
Fig. 4.11(c) indicates that there is a symmetric region near the expansion
section where the introduction of the considered forcing is expected to yield
a substantial decrease of the unperturbed growth rate. Fig. 4.11(c) also
shows that the largest stabilizing effect is obtained if the control is located
in a point on the centerline, close to the expansion section.
The maps in Fig. 4.11 have been obtained at Re = 90; the sensitivity
maps for moderately different Reynolds numbers are qualitatively similar.
To better quantify the effects of Re, Fig. 4.12 shows S as a function of the
location of the control force on the centerline, obtained at different values
Reynolds numbers. As the Reynolds number is increased, the optimal posi-
tion moves slightly downstream and the sensitivity value decreases, thus it is
necessary to rise the force amplitude to obtain the same eigenvalue drift (see
Eq. (4.7)).
For each value α, a linear estimation of the growth rate of the global
mode may be obtained using the described sensitivity analysis. The growth
rate of the forced flow could be evaluated, using (4.3) as:
λ¯(Re, α) = λ0(Re) + αℜ(S(x0, y0)) (4.8)
where λ0 is the unforced growth rate. On the basis of this analysis, and
considering that the forcing amplitude is related to the diameter of the con-
trol cylinder by Eq.(4.1), it is possible to estimate the cylinder diameter and
position in order to suppress the instability. For instance, table 4.1 shows
the values of α computed for three different diameters of the control cylinder
(d∗ = 0.01, 0.02 and 0.05) located in the point (0.15, 0), which is almost coin-
cident with the point of maximum control sensitivity, and the corresponding
values of the amplification factor λ, at different values of the Reynolds num-
ber.
Finally, we have repeated the linear stability analysis for the case in which
a control cylinder identified by the procedure described above is effectively
placed in the flow field. For the computation of the base flow we used a
mesh Mcyl with a refinement close to the cylinder position. We obtained the
meshes M0.01cyl ,M
0.02
cyl and M
0.05
cyl from the mesh Mcyl by a boolean subtrac-
tion operation of the nodes inside cylinder of diameters equal to 0.01, 0.02
and 0.05, respectively, and by imposing a no-slip boundary condition on the
cylinder surface.
As an example, the results of the linear stability analysis carried out for
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Figure 4.11: ℜ(S1(x0, y0)) field (a), ℜ(S2(x0, y0)) field (b) and their sum
ℜ(S(x0, y0)) (c) at Re = 90
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Figure 4.12: ℜ(S(x0, 0)) as a function of the control location along the cen-
terline, x0, at various Reynolds numbers
d∗ = 0.01 d∗ = 0.02 d∗ = 0.05
α λ α λ α λ
Re = 90 0.06 -0.069 0.076 -0.01 0.109 -0.018
Re = 100 0.056 0.002 0.07 -0.001 0.103 -0.008
Re = 110 0.052 0.008 0.066 0.005 0.098 0.0003
Re = 120 0.049 0.012 0.063 0.01 0.093 0.006
Table 4.1: Computed values of α and related amplification factor λ for three
different diameters of the control cylinder located in the point
(0.15, 0).
the case with a cylinder having diameter d∗ = 0.05 and symmetrically placed
on the centerline at different positions of its center (x0) are shown in Fig.4.13.
If we consider the cylinder placed at position (0.15, 0), as it is the case
of table 4.1, Fig.4.13 shows that the critical Reynolds number is delayed to
Recr ≃ 116. This result is in good agreement with the data of table 4.1, which
predict that the cylinder, which corresponds to the value of alpha indicated
by the triangular symbol, is able to stabilize the flow up to Recr ≃ 110. We
remind that the proposed passive control is based on several approximations:
the flow equations are linearized around the uncontrolled flow, the cylinder
is modeled as a pointwise drag force and the analysis is valid for infinitesi-
mal drag forces. The effect of all the approximations mentioned above, for
instance, can explain the fact that the position corresponding to the maxi-
mum Rec in Fig. 4.13 (x ≃ 0.3) does not coincide with the position of the
minimum of the sensitivity function S (x ≃ 0.15). The neglected non-linear
4.6 Results 52
effects are discussed in more details in Sec. 4.6.5.
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Figure 4.13: Critical Reynolds number Rec as a function of the x0 position
of the cylinder center. The cylinder has a diameter equal to 0.05
and it is placed on the centerline.
In order to provide a physical explanation for the stabilizing effect of
the proposed control, an energetic analysis of the flow can be carried out,
with focus on the power introduced/extracted by the controlling force. In
this respect, it has been shown that the introduction of a localized control
force, which is subsequently exploited by a physical device as the cylinder
in our case, affects the unstable eigenvalue as illustrated in Fig. 4.10. In
particular, the sensitivity reported in Fig. 4.10 is a vector field identifying,
for a given shift of the amplification factor and for each point in space, the
needed localized control force. From an energetic view point, by a scalar
multiplication between this sensitivity vector field and the velocity field of
the baseflow, with the proper sign of the force in order to lead to a stabilizing
effect, a scalar field can be obtained representing, for each point, the power
that the control force must introduce/extract from the flow for a given shift
of the amplification factor. This map, reported in Fig. 4.14 for the case of
Re = 100, shows that the control force, in the high sensitivity region, always
acts as a damper, i.e. it extracts energy from the baseflow. The need for an
additional extraction of energy is reasonable, thinking that in this particular
flow an increase of the Reynolds number, which leads to a destabilization of
the symmetric configuration, is associated to a decrease of energy dissipation.
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Figure 4.14: Power extracted from the flow by the force whose magnitude and
direction is the ones needed for a given shift of the amplification
factor.
4.6.5 Discussion on the validity of the linearized maps
The passive control described in this paper has been designed on the basis
of Eq. (4.8), in which the map S(x, y) is evaluated by a linearized analysis
carried out around the uncontrolled flow. The sensitivity analysis is funda-
mentally linear since it is based on the evaluation of a gradient. Therefore,
equation (4.3) remains accurate only for small values of the force amplitude
α. To asses how a finite force amplitude alters the results of the sensitivity
analysis we consider a force of increasing amplitude α, given by equation
(4.2) and placed at the location (0.15, 0), and we evaluate the growth rate λf
of the forced flow directly taking into account the drag force (17) both in the
base flow equations and in the linearized pertubation problem. The forced
base flow is thus obtained by solving the non-linear problem (2.15) in which
the forcing is given by the part of F (Eq. (4.2)) depending only on the base
flow. Moreover, the growth rate is evaluated by solving the stability problem
(2.6) by using the computed forced base flow and by considering the part of
F proportional to the perturbation. The force in the continuous formulation
is proportional to a localized Dirac function. In the discretized system, the
Dirac function is regularized by substituting it with a normalized gaussian
function of width 0.01 centered at (x0, y0). Another strategy has been also
tested, in which the Dirac function applied on a node of the discretization has
been replaced by the Lagrangian basis function associated to the same node
and to the finite-element grid, properly normalized. The differences between
the two approaches described above were definitely negligible.
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Figure 4.15: Linear estimation λ¯ (dashed line denoted as “linear”) and λf
(continous denoted as “non linear”) for various Reynolds num-
bers, as a function of force amplitude α
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Results are shown in Fig. 4.15, where λ (Eq. (4.8)) is evaluated for
increasing values of the force (α), and compared with the corresponding value
of λf . The cross, square and triangle symbols in the figure indicate the force
amplitudes equivalent to control cylinders with diameter equal to 0.01, 0.02
and 0.05, respectively, according to Eq. (4.1).
For small amplitudes of the force (α << 1) λf and λ coincides to the
plot accuracy. This result validates the sensitivity analysis, and in particular
the accuracy of the gradient estimation through the sensitivity function. For
larger amplitudes non linear effects become important and, in particular for
Re ≥ 100, we observe the presence of a local mimimum for λf at α = αc.
For α < αc we have that λf < λ indicating that in this particular case the
non-linear effects increase the stabilizing action of the control force. However,
if the growth rate at the local minimum remains positive, it is not possible
to control the instability for any value of α in the considered range, despite
the indications from the sensitivity analysis.
A similar case is described in Camarri and Iollo[15] for the control of
the vortex-shedding in the wake of a confined cylinder, showing that the
indications of the linear analysis carried out around the uncontrolled flow
may give indications for flow stabilization that quickly loose accuracy as the
actuation intensity increases, due to non linear effects, especially as the flow
Reynolds number is increased. To overcome this problem, in Camarri and
Iollo[15] it is proposed to design the control iteratively, i.e. to use the results of
a linearized analysis in its validity range and to progress in the control design
by linearizing the equations again around the partially controlled flow. This
strategy can give the position of the actuatorsas an output of the control
design, as well as its intensity. A necessary step for the application of this
strategy is to estimate the range of validity of the linearized analysis for the
considered flow Reynolds number. An example in this direction is provided
in Fig. 4.16(a), where we compare the curve λt(α) with the approximate one
computed by repeating the sensitivity analysis for each ∆α; the Reynolds
number is 120 and two different values of ∆α have been used. The figure
shows that, for both values of ∆α the reference curve is well recovered by the
approximate analysis for the considered range of α, thus giving an indication
for the range of confidence ∆α of the linearized analysis.
When α is increased, the non-linear effects progressively affect also the
sensitivity maps on which the control is based, changing their shape with
respect to those obtained considering the uncontrolled flow. As an example,
the sensitivity map for the controlled flow at the value of α corresponding
to the minimum of the growth rate is depicted in Fig. 4.16(b). The com-
parison with the corresponding map for the uncontrolled flow, Fig.4.11(c),
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Figure 4.16: Eigenvalue growth rate as a function of α at Re = 120. Non
linear estimation compared with that computed by the sensitivity
analysis iteratively repeated each ∆α (a). Sensitivity map for
the controlled flow at α = αc (b)
clearly puts in evidence marked differences near the point where the force
acts, indicating that a progressively reduced control margin can be obtained
by further increasing the forcing amplitude without changing its position. In
particular, when the minimum value for λ is obtained, the map should ac-
cordingly indicate a null value on the force position, since the map indicates
the derivative of λ with respect to α. The iterative design of the control can
take advantage also of the use of linearized sensitivity maps obtained on the
partially controlled flow, for example to change the position of the control
cylinder or to introduce a second control cylinder in the flow in appropriate
positions.
4.6.6 Verification and analysis of the control by DNS
It is important to underline that the passive control proposed here is based
on a linearized analysis carried out around the symmetric state of the flow,
which is also the target flow. In this context, stabilizing this flow config-
uration means that it becomes linearly stable, but information on the at-
traction basin of this solution cannot be extracted by this analysis, since
non-linearities need to be taken into account to this purpose. In this re-
spect, in order to a-posteriori check the robustness of the present control
strategy we performed a set of unsteady nonlinear simulations of the flow
with the control cylinder. We report here, for example, the results for the
case with the cylinder of diameter equal to d∗ = 0.02 with its center at
position x0 = 0.15, y0 = 0. The cylinder is inserted impulsively in the sim-
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ulation once the asymmetric instability is nonlinearly saturated, i.e. when
the steady stable asymmetric flow configuration is reached. Note that this
is a flow condition that is very different with respect to the target of the
control, i.e. the symmetric flow configuration and, therefore, this is a severe
test for the proposed control strategy. We ran evolutive simulations at three
different values of the Reynolds number, viz. Re = 90, 100 and 110. In
the first two cases the sensitivity analysis indicates a negative growth rate,
i.e. the suppression of the asymmetric mode. The time trace of the vertical
velocity at a given point along the centerline, shown in Fig. 4.17, reveals
that in both cases the asymmetric mode is damped (in that figure the ve-
locity of the uncontrolled case is the one at time t = 0). Note that for the
lowest Reynolds number the transient to the symmetric state is shorter than
that for the higher Re. At Re = 110 the stabilizing effect of the cylinder is
not enough to suppress the instability, but the flow is less asymmetric than
the initial one. Indeed, the values of the vertical velocity component on the
symmetry axis have been found to be systematically lower in the controlled
case than in the uncontrolled one, as shown for example in Fig. 4.17 for
a particular point. Obviously, the described test does not characterize the
attraction basin of the stabilized configuration, but it gives an idea of the
robustness of the control for a case in which we start controlling when the
flow is far from the target flow configuration.
Direct numerical simulation can also be used to investigate the physical
mechanisms through which the control acts on the flow. To this aim, we now
describe in detail the flow obtained by DNS at Re = 100, which is one of the
three cases reported in Fig. 4.17. We also describe the transient flow which is
obtained at Re = 100 when the uncontrolled flow is simulated starting from
the symmetric unstable solution of the equations, thus showing the growth
and saturation of the instability before introducing the control cylinder. Four
instantaneous flow snasphots, taken at different time intervals ∆T measured
from the beginning of the simulation, are reported in Fig.4.18 by plotting
both the streamlines and the vorticity field. As shown, the flow departs from
the initial symmetric solution and goes toward one of the two possible sta-
ble asymmetric solutions. Note, in particular, how the progressive change in
size of the two recirculation regions, and the consequent modification of the
vorticity there contained, corresponds to a modification of the vorticity pro-
duced at the upper and lower walls of the largest channel. The time needed
for this transient depends on the amplitude of the initial perturbations. In
this case no perturbation has been explicitly superposed, letting the numeri-
cal errors being the source of perturbation. It is not shown here, for the sake
of brevity, that the instability starts with an exponential amplification of
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Figure 4.17: Time trace of the transverse velocity component at a given point
along the channel centerline (v=0 symmetric solution). The box
shows the initial transient from the free flow to the controlled
one.
the unstable mode, which is exactly equal to the one predicted by the linear
stability analysis, showing that in this case non-normal transient growth is
absent. At the end of the described transient, the flow remains on a stable
asymmetric solution.
At this point, the control cylinder identified in the previous section, i.e. a
cylinder with diameter d∗ = 0.02, is impulsively introduced in the DNS sim-
ulation at x0 = 0.15. In order to have a precise time reference, we arbitrarily
choose the time t = 0 as the instant at which the cylinder is introduced, as
already done in Fig. 4.17.
Some subsequent instantaneous snapshots of the transient flow arising
from the introduction of the control cylinder are reported in Fig. 4.19, show-
ing again the streamlines and the vorticity field. The snapshots are not
uniformly distributed in time because the initial transient is dominated by
convection while the later stages of the transient flow are dominated by dif-
fusion, so that the characteristic evolutive times are quite different. The
sequence of snapshots show that the symmetric solution is recovered by the
control, and this is practically obtained after a time approximately equal to
t = 800. The formation of the wake behind the cylinder is clearly visible in
those figures, giving an idea of the convection velocity in central part of the
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Figure 4.18: Instantaneous flow snapshot of the uncontrolled case at Re =
100. The growth of the instability is depicted by both the
streamlines and the vorticity field. The time interval between
each snapshots is ∆t = 100
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Figure 4.19: Instantaneous flow snapshot for the controlled case at Re =
100.The flow is depicted by both the streamlines and the vorticity
field
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Figure 4.20: Instantaneous flow snapshot for the artificial controlled case,
where the production of vorticity at the walls of the larger chan-
nel is altered, at Re = 100. The flow is depicted by both the
streamlines and the vorticity field.
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Figure 4.21: Zoom of the iso-contours of the vorticity related to the pertur-
bation velocity field. (a) Real controlled case. (b) Artificial
controlled case.
channel and showing that vortex shedding from the cylinder is, as expected,
absent. As shown in the figures, the interaction between the vorticity in the
wake of the cylinder and that already present in the channel, and continuously
generated at the channel walls, is weak. Indeed, the wake of the cylinder is
generated at the channel centerline, where the incoming vorticity is very low,
and convection is mainly directed along the channel axis. Thus, the con-
vection of the vorticity generated from the cylinder towards the separated
regions and the wall is practically negligible. Consequently, except for diffu-
sion, the wake vorticity has a poor interaction with the one already existing
in the channel, so that we can exclude that vorticity interaction/cancellation
plays a significant role in the instability suppression. Conversely, it is clear by
the figures that the main effect of the cylinder, due to the drag force exerted
on the flow, is to deviate the streamlines entering the larger channel from the
smaller one. In particular, the deviation is asymmetric due to the asymme-
try of the flow, and the streamline of the centerline in the smaller channel
is deviated on the part where separation is smaller. This flow deviation has
two main effects in terms of vorticity evolution. First of all, the flow coming
from the smaller channel transport a significant amount of vorticity, which
is, on both sides, of the same sign as the one contained in the recirculation
region. Secondly, the different pattern of the streamlines leads to a different
generation of new vorticity at the walls of the channel, which is of opposite
sign with respect to the one contained in the separated regions. Generation
of new vorticity, transport of incoming vorticity and consequent streamlines
pattern are in equilibrium in absence of control so that the asymmetric state
is stable. The presence of the cylinder breaks this equilibrium in the two
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ways described above. Although a quantitative analysis of the relative role
of the two mentioned effects of the control is difficult, we can try to isolate
one of the two effects by performing ad-hoc simulations. In particular, we
have artificially altered the production of vorticity at the walls of the larger
channel in the following way. We consider the evolution of a disturbance su-
perposed to the final symmetric solution, obtained with the control cylinder
and shown in the last subfigure of Fig. 4.19 (hereafter denoted with the label
FSYMCONTR), by properly rewriting the Navier-Stokes equations in terms
of the disturbance. If no-slip boundary conditions were imposed on the chan-
nel walls for the disturbance, then the same solution as the one described in
Fig. 4.19 would be obtained, in terms of disturbance evolution. Conversely,
in the present test we impose slip boundary conditions for the disturbance on
all walls except those of the smaller channel. In this way a perturbation of the
flow with respect to the steady solution FSYMCONTR does not lead to ad-
ditional vorticity production from the slip walls, thus suppressing one of the
two effects of the control identified above. At the same time, FSYMCONTR
remains a possible steady configuration of the so-modified flow. Thus, if
FSYMCONTR remained stable, this would mean that the convection of the
already existing vorticity in the small channel, altered by the cylinder, is
by itself sufficient to suppress the instability, and thus it plays a dominant
role. If not, this test would show that the production of new vorticity caused
by the altered pattern of streamlines is an essential feature in the stabiliza-
tion of the flow. The DNS simulation, identical to the one documented in
Fig. 4.19 except for the slip conditions applied on the disturbance, shows that
the control cylinder is not sufficient to stabilize the symmetric solution, as
can be seen by the streamlines and vorticity evolution reported in Fig. 4.20.
As shown in the figure, the missed additional vorticity production induced
by the flow perturbation drives the flow towards an asymmetric state which
is different from the starting one for the presence of the cylinder and for
the alteration of boundary conditions. The influence of the artificial free-slip
conditions imposed on the velocity perturbation can be better appreciated in
Fig. 4.21, where a zoom of the isocontours of the vorticity associated to this
perturbation field is shown near the upper corner of the larger channel, for
both the real and the artificial controlled cases (only one instant during the
transient is reported for the sake of brevity). It is evident how in the artificial
case the production of vorticity associated to the perturbation velocity field
is annihilated by the imposed free-slip boundary conditions; conversely, it
is quite large in the real controlled flow and this, once again, indicates the
importance of this mechanism in the real transient towards the controlled
symmetric solution.
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For large ER values, Revuelta[51] stated that the structure of the flow
is governed by the momentum flux of the flow entering into the expansion.
Although the present ER is much lower than the cases considered by Re-
vuelta,[51] the success of the control strategy might be also explained by the
decrease of the momentum flux due to the cylinder drag force, with a conse-
quent decrease of the characteristic Reynolds number based on the momen-
tum flux J (ReJ). In order to check this issue, we computed the critical value
of ReJ at which the uncontrolled symmetric solution becomes unstable. We
found out that in the previously described controlled cases the momentum
flux and, consequently, ReJ , are indeed slightly decreased. However, ReJ
remains significantly larger than the critical value at which the symmetric
solution becomes unstable. Therefore we can conclude that the success of
the control can not be explained by the above outlined mechanism probably
because it holds, as also stated in Revuelta,[51] only for much larger expansion
ratios.
The introduction of the control cylinder yields additional pressure losses
through the channel. To quantify this effect, we computed the integral of
the dissipation function Φ in the computational domain (see Fig. 4.1) for the
controlled and uncontrolled cases at Re = 100. For a steady incompressible
flow, as the one considered here, since the contribution of viscous normal
stresses at inflow and outflow is negligible, it can be shown from the kinetic
energy balance that the integral of the dissipation function is related to the
flux of total pressure Pt = P + 1/2U
2 as follows:∫
Ω
ΦdΩ = −
∫
∂Ω
PtU · ndΓ (4.9)
We found out that the introduction of the cylinder in the controlled config-
uration leads to an integral dissipation 6.9% larger than in the uncontrolled
case.
As already stated in the Introduction, attention has been dedicated in the
literature also to investigate the effect of a small asymmetry in the channel
geometry on the flow stability.[47] Therefore, an additional test has been
carried out here by DNS aimed at checking the capabilities of the proposed
control in the presence of the maximum asymmetry among those investigated
by Hawa and Rusak.[47] In particular, the height of the larger channel of the
diffuser has been increased only in the upper part by an amount δhs =
0.05. The position and diameter of the cylinder are those identified for the
symmetric case (x0 = 0.15, with the cylinder center is on the symmetry line of
the smaller channel and d∗ = 0.02). We remind that, without control, Hawa
and Rusak[47] show that the pitchfork bifurcation changes nature as a small
asymmetry of the channel is considered, leading to two disconnected branches
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Figure 4.22: Streamlines of the (stable) steady flow in the asymmetric channel
(δhs = 0.05) (a) without and (b) with control cylinder, placed
on the symmetry line of the smaller channel at x0 = 0.15 with
d∗ = 0.02.
of equilibrium states, one describing a gradual and stable change with the
Reynolds number (branch I), and the other one (branch II) containing a
large-amplitude stable state and a small-amplitude unstable state. Branch II
appears at a critical Reynolds number Reca ≃ 89.
In the present test we computed the solution belonging to branch I with-
out control at Re = 100. As shown in Fig. 4.22(a), this solution is charac-
terized by a large asymmetry, also due to the asymmetry of the geometry.
The control cylinder has been introduced impulsively in this flow; after a
transient the flow reaches the steady solution depicted in Fig. 4.22(b). This
controlled state still belongs to branch I, which is now the only possible one
since the appearance of branch II is delayed to Re = 115. Consequently,
since the bifurcation is moved to larger Reynolds numbers due to the con-
trol, the asymmetry of branch I at Re = 100 is sensibly reduced, as shown
in Fig. 4.22(b). We remark that the test just described shows that the con-
trol behavior remains consistent and effective also when applied in conditions
that are far from the design ones.
4.7 Conclusions
The flow in a 2-D symmetric channel with a sudden expansion (ER = 3) has
been considered here. A linear stability analysis of this problem shows that
the symmetric flow configuration becomes unstable for Re > 81.2. The asym-
metric instability has been investigated here with the objective of proposing
a passive control strategy to stabilize the symmetric flow.
Two complementary sensitivity analyses have been carried out to charac-
terize the considered instability and to have quantitative indications on how
to design the control. The first one gives the sensitivity of the unstable eigen-
value to a forcing term in the linearized equations describing the evolution
of small-amplitude perturbations of the base flow. One among the outputs
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of this analysis is the identification of the core of the instability, carried out
by inspecting the spatial structure of the product between the direct and
adjoint eigenfunctions associated to the unstable mode. It is shown that the
core of the instability is located in two symmetric regions contained inside
the two symmetric recirculation zones of the base flow. In the second analy-
sis we investigated the sensitivity of the eigenvalue to a modification of the
base flow. For a generic perturbation of the base flow two symmetric zones
of high sensitivity very similar to the ones corresponding to the core of the
instability have been observed.
Successively, a realistic control strategy, based on the introduction in the
flow of a small circular cylinder, has been investigated first by means of a
linear analysis. In this context the cylinder is modeled by the introduction
of a localized drag force acting both on the base flow equations and on the
linearized perturbation equations. Consequently, the sensitivity analyses de-
scribed above have been used to predict the effects of the cylinder on the
flow instability. This analysis indicates that the most effective locations for
the control cylinder are contained in a region around the centerline near the
expansion corners.
The sensitivity analysis used to predict the combination of cylinder po-
sition and diameter for the stabilization of the flow is based on the flow
equations linearized around the uncontrolled flow, in which the cylinder is
mimicked as a localized force. Neglected non-linear effects due to a finite
amplitude of the control action have been investigated. In particular, it has
been shown that for values of the Reynolds number significantly larger than
the critical one (110 ≤ Re ≤ 120), the flow is not controllable anymore with
a single force applied in the position indicated by the linear analysis. This
behavior clearly shows the importance of considering the non-linear effects
due to a finite amplitude of the forcing. Moreover, the characterization of
the trust region of the linearized analysis, which is partially carried out here,
is a necessary preliminary step for the application of iterative strategies to
design the passive control, as suggested in Camarri and Iollo.[15]
The effectiveness of the considered control strategy has been verified
through DNS in which a real control cylinder is introduced. These simu-
lations validate the strategy followed for the design of the control. Moreover,
the capability of the control to recover the target flow starting from far ini-
tial conditions and its robustness with respect to a small asymmetry of the
diffuser geometry have been assessed. Finally, DNS has been used to provide
a physical interpretation for the success of the proposed control. It has been
shown that the interaction of vorticity between the wake of the control cylin-
der and the channel flow is weak, and it is not sufficient to justify the success
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of the control. Conversely, two possible physical mechanisms have been iden-
tified, both consequent to the streamlines modification caused by the drag
force exerted by the cylinder. Even if a quantitative analysis of the relative
importance of those two factors for the success of the control is difficult, we
have proposed a method which allows to verify whether the control remains
active or not when the modification in the vorticity production from the walls
of the larger channel induced by the control is eliminated. The result is that,
without this factor, the flow is not stabilized.
Chapter 5
Stability and sensitivity analyses of the
engulfment regime in a T-shaped micromixer
5.1 Introduction
Micro-mixers are important devices in microfluidics, and for this reason they
are widely investigated in the literature, with a particular attention to passive
micro-mixers (see e.g Kumar et al.[25]), which are able to promote mixing
without any external energy supply. Among the possible shapes of micro-
mixers, the micro T-mixers are very common, and they are also often used
simply as junction elements in complex micro-systems. When used as mixers,
the flow enters from the two opposite pipes (inflow pipes) and the mixture
outflows from the third pipe (outflow pipe or mixing channel). Although a
plane mixer may be an interesting configuration for detailed theoretical anal-
ysis, the attention in the literature is mainly focused on 3D configurations
with rectangular sections of the pipes for their practical interest. For this
kind of mixers, three different working regimes have been identified in ex-
periments and simulations available in the literature, depending on the flow
Reynolds number ( see, e.g, Engler et al.,[26] Bothe et al.[27] and Hoffmann et
al.[28]). At very low Reynolds numbers, the two flows coming from the inlet
pipes remains completely segregated even in the outflow pipe (stratified flow)
and mixing is only due to diffusion. As the Reynolds number is increased, a
second regime is observed (vortex regime), in which secondary flow in the out-
flow pipe is present, organized in a double pair of counter-rotating vortices,
which preserves the two reflection symmetries. In this regime, mixing is only
slightly increased because of the augmented contact surface between the two
streams, which remain however segregated. Finally, for larger Reynolds num-
bers, an organized and stationary pattern of vortical structures is observed
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(engulfment regime), which breaks the flow symmetries and makes fluid el-
ements of one stream reach the opposite side of the mixing channel. This
clearly leads to a significantly larger mixing than in the previous regimes.
If the Reynolds number is further increased, the flow may become unsteady
(see, e.g., Bothe et al.,[27] Dreher et al.[30] and Galletti et al.[29] . For in-
stance, for square inlet pipes and an outflow pipe width (Wo) to height (H)
ratio Wo/H = 2, Engler et al.
[26] show that the flow is in stratified regime
approximately for Re < 50 (based on the outflow hydraulic diameter and
mean velocity), in vortex regime for 50 < Re < 150, engulfment starts at
Re ≃ 150 and the flow is periodic for 240 < Re < 400. Clearly, the critical
values of the Reynolds number corresponding to the onset of the different
regimes may vary with geometrical and flow parameters, such as the shape
of the pipe cross sections or the inlet flow conditions.
Among the identified flow regimes, steady and periodic engulfment are the
most interesting for applications since they lead to efficient mixing within the
device. Many works in the literature are dedicated to characterize, in par-
ticular, the steady engulfment regime and to investigate the flow conditions
for its onset. Bothe et al.[27] investigate mixing properties in the engulfment
regime through numerical simulations and provide validation against exper-
imental data. An experimental investigation is documented in Hoffmann et
al.[28] In Soleymani et al.[52] an empirical equation is proposed to determine
the critical Reynolds number for the engulfment as a function of the channel
geometry, by extrapolating a set of CFD simulations. More recently, Reddy
Cherlo et al.[53] investigated, both numerically and experimentally, the effect
of channel depth on the onset of engulfment, while Yousefi et al.[54] pro-
vided the pressure drop and the length of mixing zone for a wide range of
T-mixer dimensions and flow Reynolds numbers, in the vortex and engulf-
ment regimes. The effect of a variation of the incoming velocity distribution
on the engulfment regime in a T-mixer was studied numerically in Galletti
et al.;[29] it is shown that this has a significant impact on both the onset and
the characteristics of engulfment.
As mentioned, all the previous studies rely on direct numerical simula-
tions or experiments. In the present paper for the first time the onset of
the steady engulfment regime is investigated by means of global linear sta-
bility and sensitivity analysis. Global stability analysis allows an accurate
estimation of the critical conditions for the onset of the instability leading
to engulfment and the identification of the associated unstable mode. Fur-
thermore, the sensitivity of this instability to a local perturbation of the flow
can be systematically obtained following the methods proposed in Giannetti
& Luchini[7] and Marquet et al.[14] Besides a further characterization of the
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identified instability,will be probably this analysis also provides quantita-
tive information on possible control strategies, which in the present case are
mainly oriented to anticipate the instability instead of suppressing it. In par-
ticular, following Galletti et al.,[29] we focus on the sensitivity with respect
to a perturbation of the inflow velocity distribution. As concerns possible
control strategies, we also show maps quantifying the sensitivity of the en-
gulfment instability with respect to the introduction of jets on the mixer
walls, as a possible active control mechanism. Nevertheless, the work docu-
mented here can be straightforwardly generalized to a wide range of control
mechanisms, including time-dependent pulsations of the inflow profile. It is
important to underline that the case at issue is a fully 3D flow, i.e. without
homogeneous directions, and a very few examples of fully 3D global stability
and sensitivity analysis exist in the literature, due to the associated com-
putational complexity (see, e.g., Bagheri et al.[11]). Thus, the present case,
besides being of engineering interest in microfluidics, is also challenging from
a technical viewpoint. To this purpose, a set of numerical tools have been
developed using the spectral-element code NEK5000, and they have been val-
idated for a plane case against another set of tools that have been assessed
in previous works (see Chapter 3).
Concerning the channel dimensions, the same geometry as in Galletti et
al.[29] has been considered here. In this respect, it is reasonable to expect
that the outputs of this analysis depend quantitatively, but not qualitatively,
on the investigated geometry, at least for reasonably small changes of the
geometry. Moreover, the developed numerical tools for stability and sen-
sitivity analysis can straightforwardly be applied also to different T-mixer
geometries.
Furthermore, direct numerical simulations of the same configuration are
also carried out to asses the results of stability analysis. Moreover, the in-
formation obtained in DNS, combined with that of stability and sensitivity
analyses, is used to investigate the main flow phenomena leading to the on-
set of the engulfment regime. In particular, the problem is addressed here in
terms of symmetry and dynamics of vortical structures, while the previous
works in the literature characterized the engulfment regime mainly through
passive scalar concentration and flow pathlines.
The present Chapter is organized as follows: the results of the three di-
mensional analysis are presented after an analogous study of a two-dimensional
T-mixer.
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Figure 5.1: Flow configuration and frame of reference; dashed lines indicate
the flow direction.
5.2 Flow configuration
We consider here the incompressible flow of a Newtonian fluid inside a T-
Mixer, made by two inflow and one outflow pipes, all with rectangular cross
sections. All quantities are normalized using as reference length and velocity
the hydraulic diameter Dh of the outflowing pipe and the bulk velocity of the
inlet flow Um. Therefore, Re =
UmDh
ν .
5.2.1 3D configuration
With reference to Fig. 5.1 (not in scale), the height of the mixer is H ≃
0.83, the width of the incoming pipes is W = 0.625 and the width of the
outcoming pipe is Wo = 2W = 1.25, the aspect ratio of the incoming and
outcoming cross sections being equal to W/H = 0.75 and η =Wo/H = 1.50,
respectively. The lengths of the inflow and outflow pipes are Li = 6.875 and
Lo = 12.5. This geometry is exactly the same previously investigated by
Galletti et al.[29] The incoming flow is assumed to have a fully developed
(unidirectional) laminar profile:[27]
U(y, z) =
16
µπ4
∂P
∂x
∞∑
i,j∈N
H2W 2
ij(i2W 2 + j2H2)
sin(
iπ
W
y) sin(
jπ
H
z) (5.1)
being µ the dynamic viscosity and N denotes the odd natural numbers.
The fluid motion is described by the three-dimensional unsteady incom-
pressible Navier-Stokes equations (2.1) (see Chapter 2). No-slip boundary
conditions are imposed at the mixer walls, while at the inlet a unidirectional
fully developed velocity profile is assumed. Finally, free outflow conditions of
the following type are used: ∂yU = 0, P −Re
−1∂yV = 0 ∂yW = 0, where U
is the velocity vector with components U = (U, V,W ) and P is the reduced
pressure.
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Figure 5.2: Flow configuration and frame of reference of the plane T-mixer.
5.2.2 2D configuration
The 2D domain is obtained by considering the z = H/2 plane of the T-mixer
configuration used for 3D simulations and described above (see also Fig. 5.1).
A sketch of the 2D T-mixer is plotted in Fig. 5.2. The incoming flow is
assumed to have a Poiseuille profile, in analogy with the fully developed inflow
condition considered for the 3D simulations, while the outflow conditions
became: ∂yU = 0, P − Re
−1∂yV = 0. We remind that a 2D analysis is
analogous to a study of a T-mixer with a very large value of the channel
height H >> 1 and that in this case the hydraulic diameter thus becomes
Dh = Dh∞ = 2Wo.
5.3 Stability and sensitivity analyses
The instability onset is studied using linear theory and normal-mode anal-
ysis, following the procedure previously described in Sec. 2.1. Indeed, the
linearized equations (see Eq.(2.3)), which govern the evolution of a pertur-
bation superposed to a steady base state (Ub, Pb), are considered. Moreover,
the perturbation is sought in form of normal modes (σ, uˆ, pˆ). The values of
σ, which give the growth rates and frequencies of the linear global modes,
are obtained from the solution of the eigenvalue problem (2.6). Each eigen-
value σ has an associated eigenfunction (uˆ, pˆ), which defines the shape of
the global mode. In the cases presented in this paper, there is only one
mode with positive growth rate, which dominates the dynamics after the
initial transients. The sensitivity of the leading global mode with respect
to a structural perturbation of the linearized Navier-Stokes equations and
to a base-flow modification is computed by using adjoint techniques. The
mode (σ∗,u+, p+), adjoint to the global mode (σ, uˆ, pˆ), is obtained by solv-
ing (2.9), and this allows the sensitivities of the leading global mode to be
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systematically computed (see Sec. 2.2 for details).
5.4 Sensitivity to inflow boundary conditions
We focus on the effect of a perturbation of the velocity distribution (δUi) at
the inlets, which is a boundary condition for the problem and, in turn, in-
duces a base flow modification δUb. The aim is to study the sensitivity of the
engulfment with respect to the velocity distribution of the flow entering the
mixer. The effect of the inlet perturbation on the instability could be quan-
tified through Eq. (2.13), but this implies to compute the specific base-flow
modifications δUb for each perturbation of the inlet velocity. Following the
approach of Marquet et al.,[14] the eigenvalue shift caused by a perturbation
of the inlet boundary conditions can be written as:
δσ =
(P+b n+Re
−1nT · ∇Ub
+, δUi)Γi
(uˆ+, uˆ)
(5.2)
where the subscript Γi indicates a scalar product calculated on the inlet
boundary of the domain, i.e. 〈a, b〉Γi =
∫
Γi
(a∗ ·b)dl (see also Meliga et al.[55]).
In Eq. (5.2) Ub
+ and P+b are respectively the adjoint base flow velocity and
the adjoint pressure, solution of problem (2.17).
5.5 Numerical method
The numerical methods used in the present Chapter are concisely summarized
in this section. For a detailed description of the methods see Sec. 2.3.
5.5.1 2D T-mixer
In the 2D case the steady Navier-Stokes equations and the linearized equa-
tions for the perturbation evolution are discretized in space by a finite-element
method, using P2-P1 Taylor-Hood elements. The meshes as well as the dis-
crete matrices resulting from Galerkin finite-element method are generated
with the software FreeFem++ (http://www.freefem.org). The steady non-
linear base-flow equations are solved via a Newton-Raphson iterative method
(see Sec.2.3.2 The generalized eigenvalue problems of the stability and sen-
sitivity analyses are solved using a power method along with a shift-invert
strategy, implemented with the library PETSc (see Sec.2.3.4).
5.5.2 3D T-mixer
As concerns the 3D case, NEK5000 has been used.[16] The velocity space
is spanned by Nth-order Lagrange polynomial interpolants, based on tensor-
product arrays of Gauss-Lobatto-Legendre (GLL) quadrature points in each
hexahedral element, while the polynomial order for pressure is N − 2. Time
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discretization uses explicit backward-differentiation for convective terms, and
an implicit scheme for viscous terms. A third order scheme (BDF3) is used
for the nonlinear Navier-Stokes equations, while the linearized equations are
integrated in time by means of a second order scheme (BDF2) (see Sec.2.3.1
All the eigenvalue problems involved in the stability and sensitivity anal-
ysis are solved by a power method, using the linearized/adjoint version of
NEK5000 as a time-stepper.
The numerical strategies based on NEK5000 have been validated against
the same results obtained with FreeFem++ for the 2D T-mixer configuration,
as documented in Sec. 3.2.2.
5.6 Results: 2D T-mixer
5.6.1 DNS of the two dimensional T-mixer
As previously said, the 2D case can be viewed as a T-mixer where H →∞.
Therefore, if the hydraulic diameter of the outflowing channel D∞h = 2Wo
is used as length scale, we have Wo = 0.5 and W = 0.25. We consider a
mesh MDNS , refined near the corner edges, with about 7 · 10
4 nodes (Nb)
and 14 · 104 triangles (Nt). Grid convergence tests have been carried out
to verify the independence of the computed flow solution with respect to
the spatial discretization. Fig. 5.3(a) shows the streamlines of the steady
solutions obtained at Re = 400 and at Re = 800. It can be seen that at
the lower Re the solution is characterized by two symmetric recirculation
zones at the beginning of the mixing channel, while at the larger value of
Re symmetry is lost and one recirculation zone becomes much larger than
the other. Fig. 5.3(b) shows the y coordinate of the points at which the
two recirculation zones reattach to the mixing channel walls as a function
of the Reynolds number. Again it can be seen that, for Reynolds numbers
lower than a critical one, hereafter denoted as Rec, the flow configuration is
symmetric, while for Re > Rec the two reattachment points differ, due to
an asymmetry in the recirculation zones. This behavior, which eventually
leads to engulfment, is well documented by experiments and 3D simulations
(see e.g, Hoffmann et al.,[28] Engler et al.,[26] Bothe et al.,[27] Soleymani et
al.[52] and Reddy et al.[53]). Therefore it seems that 2D simulations are able
to capture, at least qualitatively, the instability mechanism which leads to
asymmetric flow configurations. This will be characterized more in details
by the following instability and sensitivity analysis.
5.6.2 Stability and sensitivity analysis
For the linear stability analysis the computational domain is discretized by
a mesh composed of triangular elements, generated through the Delaunay-
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Figure 5.3: (a) Streamlines of the steady solution at Re = 400 and Re = 800.
(b) Position of the reattachment points on the mixing wall versus
Reynolds number Re.
Lo Nn Nt yr
Mbfh 50 35120 69359 7.15149
M1bfh 50 91553 179766 7.15169
M2bfh 70 36730 71178 7.151077
Table 5.1: Results of the convergence test on base flow calculation. Re = 800
Voronoi algorithm. Since the base flow is the steady symmetric solution, we
consider a meshMbfh of half of the micromixer, refined near the corner edges,
with about 3.5 · 104 nodes Nb and 6.9 · 10
4 triangles Nt. As previously, grid
convergence tests have been carried out to verify the independence of the
computed base flow with respect to the spatial discretization. The results
of the convergence test are reported in table 5.1, where the convergence is
estimated monitoring the position of the reattachment points yr on the mixing
channel walls. The test shows that the grid Mbfh is sufficiently accurate to
compute the flow in the mixing region properly.
The global stability of the base flow is investigated by looking for the
leading global mode (uˆ, pˆ), defined as the global mode of largest growth rate.
The base flow is interpolated on a different mesh Mst, on which the stability
problem is solved. This mesh has approximately the same resolution asMbfh,
but on a computational domain spanning the whole channel with L = 35Wo.
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This shorter domain length has been used to reduce the computational costs;
it has been a posteriori checked from the adjoint analysis that this domain
actually contains the instability core. Moreover the eigenvalue of the leading
global mode has been used to check the sensitivity of the results to the grid
resolution.
From the growth rate of the computed global mode a critical Reynolds
number Rec ≃ 616, at which the solution becomes asymmetric, is obtained.
This is in very good agreement with the results of the direct numerical simu-
lations of the nonlinear Navier-Stokes equations (see Fig. 5.3(b)). This value
is higher than the value at which the onset of engulfment is found in the 3D
case (see Sec. 5.7 and Galletti et al.[29]). This could have been anticipated
since a 2D analysis is analogous to a study of a T-mixer with a very large
value of channel dept H → ∞, which is not the case of the T-mixer inves-
tigated in Sec. 5.2.1. The effects of the aspect ratio on the engulfment have
been studied in the literature. Based on extensive steady state numerical
simulations, Soleymani et al.[52] proposed a correlation to determine the Rec
at which engulfment occurs as a function of the T-mixer aspect ratio, even
though lately Reddy[53] argued that such a correlation is valid only for cer-
tain aspect ratio intervals, η > 1. Conversely, for mixers where the depth
is larger than the width of the channels (η < 1), the correlation proposed
by Soleymani indicates a very low critical Reynolds number, while Reddy[53]
found that in these cases the engulfment is delayed. Therefore, since the 2D
case is analogous to a mixer where η → 0, our results are consistent with the
the behavior highlighted by Reddy. Nonetheless, it is clear that 2D simula-
tions can only give a very crude approximation of the flow in the engulfment
regime, and hence, from a quantitative viewpoint, the 2D results can not be
straightforwardly extended to the 3D case.
The leading global mode at Re = Rec is depicted in Fig. 5.4(a) by plot-
ting both the modulus of the velocity field and streamlines. The mode is
localized in the outflowing channel, where a well defined vortical structure
is observed. For Reynolds numbers moderately larger than Rec the shape of
the global mode remains the same. The shape of the global mode is similar
to the one reported in Fani et al.[31] and in Chapter 4 for the asymmetric
instability in a 2D channel with a sudden expansion. This could be expected,
since besides the different geometries, we have a similar symmetry breaking
instability. The adjoint mode, depicted in Fig. 5.4(b), is localized in the out-
flowing channel, where it reaches its maximum, and also in the inlet channels.
The adjoint field represents a sort of Green function for the receptivity of the
corresponding global mode, i.e. it gives information to the receptivity of the
global mode with respect to any forcing function and/or to initial condition,
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both acting at the perturbation level.
The overlap region between the global and adjoint mode, plotted in
Fig. 5.4(c), identifies the wavemaker region of a self-sustained hydrodynamic
instability, i.e. the region of the flow where the hydrodynamic feedback pro-
cess is active. Indeed, the overlap region identifies the region where the
feedback is stronger and thus, where the instability mechanism acts. Con-
versely, any local feedback applied outside the overlap region only slightly
modifies the leading eigenvalue, indicating that these regions do not play a
significant role in the process giving rise to the global instability. Thus, we
could conclude that the wavemaker region for the considered instability is
localized in the recirculation zones.
The modulus of the sensitivity vector field M+ (Eq. (2.14)) to a pertur-
bation in the base-flow (Sec. 5.3) is plotted in Fig. 5.4(d). The largest values,
which indicate the regions where a generic modification of the base flow is
most effective on the flow stability, are again reached inside the recirculation
zones. Moreover, it also appears that modifications of y component of the
base flow velocity have very small effects on the flow stability, since the vector
M+ is mainly aligned in the cross-stream direction.
The sensitivity of the instability to a modification of the incoming veloc-
ity profile can be computed through Eq. (5.2) and thus, it involves both the
adjoint base flow pressure P+b and a viscous contribution weighted by the
inverse of the Reynolds number. The latter term has been found to be neg-
ligible, which means that the flow is receptive almost only to a perturbation
of the component of the velocity normal to the inflow boundary, since P+b
acts only in this direction. Therefore, if we consider a localized perturba-
tion of the form δUi = Uiδ(y)n, δ(y) being the one dimensional Dirac delta
function on the inlet and n the normal unit vector to the boundary pointing
outside the flow domain, equation (5.2) can be written as δσ = UiS(y), S
being a one dimensional sensitivity function of the eigenvalue with respect to
a localized modification of the wall normal component of the inflow velocity.
This sensitivity function is depicted in Fig. 5.5(a) for section x = −Li, where
it is shown that the sensitivity is not symmetric with respect to the plane
y = W/2. In particular, from the figure we can conclude that a decrease of
the inflow velocity at a generic location of the inflow boundary, which fol-
lowing the previous definition corresponds to a positive Ui, always implies a
negative shift of the eigenvalue, and this means that the instability leading
to engulfment occurs at larger Reynolds numbers. However, Fig. 5.5(a) also
shows that the intensity of the stabilizing or destabilizing effect depends on
the location of the velocity perturbation.
We focus now to a perturbation of the inflow velocity which mim
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Figure 5.4: Results of the stability and sensitivity analyses computed at Re =
Rec (a) Modulus of the global mode velocity field uˆ (b) Modulus
of the adjoint velocity field u+. (c) Wavemaker region ‖uˆ‖‖u+‖.
(d) Modulus of the sensitivity field M+.
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Figure 5.5: (a)Sensitivity field S (b) Perturbation of the inlet velocity profile
δUi. Parameters: section x = −Li and Re = Rec
where the inflow velocity profile is not fully developed. In particular, we
carried out a DNS of the flow over a computational domain having longer
inlet pipes Li = 10 and with uniform inflow velocity at Re = Rec. The
inlet perturbation δUi is obtained as the difference between the streamwise
velocity profile obtained in this latter simulation at the section x = xsi =
±6.875 and the Poiseuille profile. The velocity perturbation δUi is plotted in
Fig.5.5(b), where, as expected, is reported a decrease of the inflow velocity in
proximity of the center of the channel and an increase in the near walls zones,
which corresponds to a more flat profile with respect to the Poiseuille one.
The eigenvalue shift caused by the considered perturbation was estimated
though the sensitivity function in Fig.5.5(a), leading to a value λ ≃ −0.0026,
which means that the flat profile has a stabilizing effect on the asymmetric
instability. As an a-posteriori check, a stability analysis is carried out on
the base flow corresponding to the non fully-developed inlet velocity profile.
This gives a growth rate λ = −0.0025. Therefore, the result of the stability
analysis is in excellent agreement with the prediction given by the sensitivity
analysis.
5.6.3 Secondary instability of the 2D base flow: 3D perturbation
analysis
In this section, we investigate the linear stability of the considered 2D T-mixer
configuration to 3D perturbations having the form of Fourier modes in the
z direction, in order to check whether 3D secondary instabilities exist in the
nominal 2D configuration. The base-flow for this analysis is the asymmetric
flow solution, which was obtained in 2D for a Reynolds number above the
critical one Rec ≃ 616. Superposed to this base-flow we consider a three
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dimensional perturbation with the following form:
q′(x, y, z, t) =
1
2
{
(uˆ, vˆ, wˆ, pˆ)(x, y)eikz+σt + c.c.
}
(5.3)
where k is the real spanwise wavenumber, σ the complex growth rate and c.c.
stands for the complex conjugate of the preceding expression. By substituting
this normal mode decomposition into the linearized equations governing the
dynamics of the disturbance, we obtain the eigenvalue problem (4.6) (see
Sec 4.6.2 for details), which is solved for each considered wavenumber k by
using the same numerical tools introduced above for the classical 2D analysis.
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Figure 5.6: Streamlines of the asymmetric solution at Re = 1200
Fig.5.6 shows the streamlines of the base-flow solution computed at Re =
1200. The flow is steady and is characterized by two separation zones of
different sizes which start from the corner edges, and by a third one on the
lower wall.
The leading eigenvalue σ is plotted as a function of the transverse wavenum-
ber k on Fig. 5.7 for Re = 1200. It is shown that the base flow is unstable
for a certain range of spanwise wavenumbers, 0.6 < k < 1.4, and the growth
rate reaches it maximum, σ ≃ 7 · 10−3, for k = 0.9. Moreover, the lead-
ing eigenvalues are real valued and thus the secondary instability for the 2D
T-mixer is a steady one. The associated global mode is mainly localized in
the mixing channel, inside the larger separated region, while it is null in the
inflow pipes, as shown in Fig.5.8. The vortical structures associated with the
eigenmode are depicted in Fig.5.9, where the velocity fields are plotted at
selected y-sections and we considered a spanwise length Lz = 2π/k. These
vortical structures, once they are superposed to the 2D base-flow, lead to a
three dimensional flow where the length of the separated regions is modulated
in the spanwise direction z.
This second instability is the last one which can be studied in a 2D frame-
work, since for larger Reynolds number the base-flow becomes three dimen-
sional, thus a full 3D analysis is needed. Nonetheless, in our work we focused
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Figure 5.7: Growth rate of the leading global mode as a function of the wave
number k. Re = 1200
y
x
 
 
−4−3−2−10
−0.5
0
0.5
0
0.5
Figure 5.8: Magnitude of the velocity global mode uˆ computed at Re = 1200
and k = 0.9
on 3D T-mixer with a finite aspect ratio, which is a more realistic configu-
ration. Therefore the instability scenario of the mixer with H →∞ has not
been further investigated.
5.7 Results: 3D T-mixer
The results shown here have been obtained in the 3D case using a structured
multi-block grid.As for the channels width, a elements size of 0.078 is chosen,
and along their axis the size varies between 0.07 and 0.49. The 2D grid
is extruded in the z direction, with a uniform distrubution of 10 elements.
Globally, the grid has 7042 elements, and locally in each element polynomials
of order N = 11 have been employed in each spatial direction, leading to a
global number of degrees of freedom equal to about 9.4 · 106 for the velocity
(5 · 106 for the pressure). The described numerical discretization have been
checked by grid convergence tests, not shown here for the sake of brevity, and
the resolution in the x−y planes have been chosen on the basis of the results
obtained by the validation described in section 3.2.2. As concerns the time
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Figure 5.9: Global direct mode at four different y section: arrows indicates
the in-plane velocity components, whose maximum magnitude is
approximately equal to 0.23, and contours represents the velocity
component normal to the plane. Parameters: Re = 1200, k = 0.9
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Figure 5.10: Vortices identified according to the λ2-criterion at Re = 140
discretization, a time step equal to 1 · 10−3 has been used for the non-linear
simulations. The linearized/adjoint Navier-Stokes equations are advanced in
time with the same time step used for the DNS, and the solver is used as a
time stepper for the stability analysis.
5.7.1 DNS investigation
We found that the flow in the T-mixer remains in the vortex regime until
Re = 140. For slightly larger Reynolds numbers the engulfment regime is
observed. This is in agreement with Galletti et al.,[29] where the results of
two DNS carried out at Re = 140 and Re192 is showed. At Re = 140 the
flow is in the vortex regime, while at Re = 192 engulfment occurs.
In the vortex regime the flow is characterized by two counter-rotating
vortical structures originating in the separation region near the walls of the
mixer, at the confluence of the two fluid flows entering respectively in the
two inlet channels (see, e.g, Engler et al.,[26] Bothe et al.[27] and Hoffmann
et al.[28]). The vortices are depicted in Fig. 5.10, where the λ2-criterion (see
Jeong & Hussain[56]) is used to localize the surface of the two vortices, and the
color indicates the sign of the axial vorticity of each vortex, showing that the
two vortices are counter-rotating. The vorticity normal to the sections and
the on-plane velocity vectors are reported for sections z = H/2 and y = 0.2
is reported in Figs. 5.11(a) and 5.11(b), where a thick line indicates the flow
region identified as a vortex by the λ2 criterion.
Those figures clearly show that the parts of the two vortices near the
top (y = W ) and lateral (z = 0, z = H) walls of the inlet channels are
originated in the separation region forming at the confluence of the two in-
coming streams. The so-generated vortices are convected by the stream in
the outflow pipe, as shown in Fig. 5.12, where the vortices boundary is plot-
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(a)
(b)
Figure 5.11: (Re = 140) Vorticity normal to the cutting plane and in-plane
velocity vectors at sections z = Lz/2(a) and y = 0.2(b); the
thick lines indicate the flow region identifies as a vortex according
to the λ2 criterion.
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Figure 5.12: (Re = 140) Velocity in the y direction and in-plane velocity
vectors at section y = 0.2(b); the thick lines indicate the flow
region identified as a vortex according to the λ2 criterion.
ted together with the velocity component normal to the cutting planes at
y = 0.2 sections, indicating that this velocity component is entirely oriented
towards the outflow channel, thus transporting the vortices in that direction.
The intensity of the vortices progressively decreases because of diffusion and
of interaction with the vorticity generated at the walls. This can be deduced
from Fig. 5.10, looking at the vanishing legs of the vortices in the outflow
pipe. Fig. 5.13, reporting the isocontours of the vorticity at two y−section
along the outflow channel, highlights the contribution of the new vorticity
generated on the walls of the outflow channel to the reduction of the vortices
intensity. This figure shows that the vortices loose intensity while progress-
ing towards the outlet channel and the assume a final configuration which is
approximately the one depicted in Fig. 5.13(b). As already evident from the
previous figures, the flow and, thus, the identified vortices preserve the two
reflectional symmetries with respect to planes z = H/2 and x = 0. Conse-
quently, the two portions of fluid entering from the two inlet channels remain
segregated.
In the egulfment regime the picture changes as follows. Firstly, the reflec-
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Figure 5.13: (Re = 140) Vorticity component in the y-direction and in-plane
velocity vectors at sections y = −1(a) and y = −3(b) the thick
lines indicate the flow region identified as a vortex according to
the λ2 criterion.
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Figure 5.14: Vortices identified according to the λ2-criterion at Re = 160
tional symmetries of the vortex regime are broken, and in particular the two
separation bubbes on the top wall of the inlet channels (y = W ) tilt in the
x−z plane so as to align with one among the two possible diagonal directions
of the outlet rectangular section. This is shown in Fig. 5.14, in which the
same quantities as in Fig. 5.10 are reported but for the engulfment regime.
For more details, in Fig. 5.15 the velocity field (iso-contours indicating wall-
normal and vectors the planar components) is shown together with a thick
line indicating the vortices for Re = 140(a) and Re = 160(b). In particular,
the wall-normal velocity induced by the two counter-rotating vortices is ori-
ented in the same sense in the region between the two, explaining the region
of high and positive wall normal velocity evident in the figure. As a main
information, comparison between Fig. 5.15(a) and Fig. 5.15(b) highlights the
tilting of the recirculation bubbles. Moreover, the in-plane velocity vectors
indicate that the vortices are also stretched in the z-direction.
As a consequence of this new tilted configuration of the separation bub-
bles on the top wall, each of the two vortices generated in the bubbles is
asymmetric, in the sense that the two legs of each vortex entering in the
outflow channel are not equal in terms of intensity, shape and position with
respect to the mixer walls. Moreover, the weakest leg of one vortex is close
to to the more intense of the other counter-rotating vortex. Consequently,
in x − z sections at the beginning of the outflow pipe, four plane vortices
can be identified, as shown in Fig. 5.16(a). Those vortices can be collected
in two groups of co-rotating vortices of equal intensity, made respectively
by the strongest and weakest legs of the previously identified vortical struc-
tures. Therefore, the vortices belonging to one of the groups are definitely
more intense than the others.. Moving towards the end of the outflow chan-
nel, the weakest couple of vortices disappears due both to the presence of
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Figure 5.15: Velocity field (iso-contours indicating wall-normal and vectors
the planar components) is shown together with a thick line in-
dicating the vortices for Re = 140(a) and Re = 160(b)
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(b)
Figure 5.16: (Re = 160) Vorticity component in the y-direction and in-plane
velocity vectors at sections y = −1(a) and y = −3(b); the thick
lines indicate the flow region identifies as a vortex according to
the λ2 criterion.
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Figure 5.17: Vortices identified according to the λ2-criterion at Re = 160
and isocontours of the tracer at different y-sections along the
outflow pipe
the other strongest couple of vortices of opposite sign and to the interaction
with the walls, as described for the vortex regime. Thus, far enough from the
T-junction in the outflow channel, only a couple of co-rotating vortices can
be observed, as shown in Fig. 5.16(b). The picture just outlined is strongly
interconnected with the mixing capabilities of the mixer in the engulfment
regime. This is highlighted here by injecting a passive scalar from one of
the two inlet channels. The diffusivity of the scalar has been kept very low,
compatibly with the stability restrictions imposed by the numerical scheme
(k = 10−4, k being the diffusivity coefficient of the passive scalar), so as to
keep the boundary of the region occupied by the scalar sharp and to high-
light the role of convection in the mixing process. Iso-contours of the passive
scalar are reported together with the vortices in a 3D view in Fig. 5.17, which
clearly shows the role of the velocity induced by the vortical structures in the
mixing. This is even more evident in Fig. 5.18, a section y = −3.
Moreover, we underline that the figures reported here for the mixing pro-
cess, and in particular Fig. 5.19, are in striking agreement with the equivalent
experimental and numerical figures reported in Bothe et al. [27] for a T-mixer
with a slightly different aspect ratio and with other works available in liter-
ature (see, e.g, Engler et al.,[26] Bothe et al.[27] and Hoffmann et al.[28]). In
these previous works the engulfment regime has been characterized mainly
in terms of passive scalar concentration and flow pathlines. The description
provided here in terms of vorticity dynamics also explains the way in which
the flow coming from one inflow pipe arrives to the opposite wall in the mix-
ing channel, leading to a significant increase of mixing in this regime. Indeed,
from the scenario described above, it is clear that the recirculating regions
at the confluence of the two fluids in the inlet channels are critically impor-
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Figure 5.18: (Re = 160) Passive scalar isocontours and in-plane velocity vec-
tors at plane y = −3; the thick lines localize the vortices.
(a) (b)
Figure 5.19: Passive scalar at plane z = H/2 (a) current, (b) figure taken
from Bothe et al.[27]
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tant for the engulfment instability, since that is the flow region where the
two identified vortical structures originate. Moreover, it is well-known that
recirculations are fundamental for the onset of global instabilities, since they
provide a mean for self-feeding of perturbations. This is confirmed by the
localization of the core of the engulfment instability, carried out following
the method outlined in Sec.5.3 and whose results are reported in the Sec.
5.7.2. In particular, the core of the engulfment instability is found to almost
coincide with the recirculating regions on the top walls of the inlet channels,
thus including the related parts of the two identified vortices. This is shown
and commented later in Sec. 5.7.2 (see Fig.5.24).
5.7.2 Stability and sensitivity analysis
The solution at Re = 140 is chosen as base-flow for the stability analysis,
being this Reynolds number just below the critical one (σ = −1.52 · 10−2).
Since the detected instability is a pitchfork bifurcation, the associated eigen-
value and eigenvector are real-valued. In particular, the mode is reported
in Fig.5.20, where the vortical structures of the mode are identified accord-
ing to the λ2-criterion and it is clearly shown that the mode is localized in
the outflowing pipe and in the region where this intersects the inflow pipes.
Selected y-sections distributed in the outflow pipe are plotted in Fig.5.21.
At y sections in the range y < −3.5, the mode slowly decays keeping the
shape plotted in figure 5.21(d), and it practically vanishes at section y = −9.
As evident from the figures, the mode is associated to well defined vortical
structures, and it is symmetric for reflections with respect to the planes x = 0
and z = H/2. The shape of the unstable mode is well correlated with the
S-shaped engulfment pattern found in Galletti et al. and with the analysis
shown here in Sec. 5.7.1. Indeed, Galletti et al. found that for the present
T-mixer configuration the engulfment occurs as one stream enters preferen-
tially below the x − y mixer mid-plane, whereas the other enters above it
and it is characterized by a point symmetry with respect to the center of the
cross section.
In order to study the sensitivity of the instability with respect to the
conditions of the incoming flow, we proceed as outlined in Sec. 5.3 and 5.4 ,
showing the results of the main steps characterizing this analysis. In partic-
ular, as a first step, the mode adjoint to the direct one has been evaluated,
and it is reported in figure 5.22. Unlike the direct mode, the adjoint one is
mainly concentrated in the incoming pipes, as reported in Fig. 5.23 and it is
negligibly small in the outflowing one, thus x-sections of one of the incoming
pipes are shown in figure 5.22, the mode being symmetrical with respect to
the plane x = 0 (i.e. in the other inflow pipe). The mode damps as it ap-
proaches the inflow boundaries, while preserving the same shape as that in
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Figure 5.20: Vortical structures of the global mode, identified by the λ2-
criterion, computed at Re = 140
figure 5.22(c).
The instability core, i.e. the region where instability mechanism acts, is
localized in the region where the channels intersect, as shown in Fig.5.24(a).
Fig.5.24(a) reports a slice section at y = 0.4, which shows that field is sym-
metric with respect to the plane z = H/2 and x = 0. In particular, the
field ||uˆ||||u+|| reaches its maximum inside the recirculation zones where the
counter-rotating vortices originate.
The adjoint mode is involved in the computation of the sensitivity of the
considered instability with respect to a generic perturbation of the baseflow
following equation (2.13). This sensitivity, which is represented by the vector
field M+ in equation (2.14) (we remind that normalization (2.10) is used),
is shown in figure (5.25) at three different x-sections. Note that the sensitiv-
ity is localized in the overlapping region between the direct and the adjoint
modes, and thus where the three pipes meet, thus identifying this zone as
the one in which a modification of the base flow would be most effective
in promoting or delaying the instability leading to the engulfment. We re-
mark that this becomes practically negligible in the outflow pipe as well as
for ‖x‖ ≥ 1, and it vanishes in the inflow pipes while preserving the struc-
ture depicted in figure 5.25(c). Once the adjoint baseflow problem (2.17)
is solved, the sensitivity of the instability to a modification of the incom-
ing velocity profile is found using equation (5.2). The sensitivity to an inlet
perturbation is given by both the adjoint base flow pressure P+b and by a
viscous contribution weighted by the inverse of the Reynolds number. As
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Figure 5.21: Global direct mode at four different y section: arrows indicates
the in-plane velocity components, whose maximum magnitude is
approximately equal to 0.72, and contours represents the velocity
component normal to the plane, ranging from −0.6 (dark colour)
to 0.6 (light colour).
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Figure 5.22: Global adjoint mode at four different x sections: arrows indicates
the in-plane velocity components, whose maximum magnitude is
approximately equal to 29.2, and contours represents the velocity
component normal to the plane, ranging from −15 (dark colour)
to 15 (light colour).
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Figure 5.23: Isosurface of the magnitude of the adjoint mode velocity u+,
computed at Re = 140
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Figure 5.24: Instability core ||uˆ||||u+||, computed at Re = 140. (a) 3D view
and (b) slice at y = 0.4
already stated for the 2D case, the latter term has been found to be negligi-
ble, which means that the flow is receptive almost only to a perturbation of
the component of the velocity normal to the inflow boundary, since P+b acts
only in this direction. Therefore, if we consider a localized perturbation of
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Figure 5.25: Sensitivity to baseflow modifications at different x sections: ar-
rows indicates the in-plane sensitivity components, whose max-
imum magnitude is approximately equal to 66, and contours
represents the velocity component normal to the plane, ranging
from −50 (dark colour) to 50 (light colour).
the form δUi = Uiδ(y, z)n, δ(y, z) being the 2D Dirac delta function on the
inflow plane and n the normal unit vector to the boundary pointing outside
the flow domain, equation (5.2) can be written as δσ = UiS(y, z), S being a
sensitivity map of the eigenvalue with respect to a localized modification of
the wall normal component of the inflow velocity. This map is depicted in
figure 5.26(a) for section x = −Li, the map on the symmetric section x = Li
being identical. As in the plane case, the sensitivity is not symmetric with
respect to the plane y = W/2. In particular, it is shown that a decrease of
the inflow velocity at a generic location of the inflow section, which following
the previous definition corresponds to a positive Ui, always implies a negative
shift of the eigenvalue, and this means that the instability eventually leading
to engulfment occurs at larger Reynolds numbers. However, Fig. 5.26(a) also
shows that the stabilizing or destabilizing effect depends on the location of
the velocity perturbation.
As an application and validation of the map provided in figure 5.26(a),
we consider a perturbation of the inflow velocity obtained by the following
procedure. A DNS simulation (denoted as S2) has been carried out at the
same Re of the previous investigation (which implies the same mass flux)
but with a geometry having longer inflow pipes (Li = 10) and with a uni-
form inflow velocity distribution. In this way, we mimic a case in which the
velocity profile is not fully developed at the x sections where sensitivity has
been studied (x = xsi = ±6.875). We consider as a velocity perturbation δUi
the difference between the fully developed velocity distribution and the one
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Figure 5.26: (a) Sensitivity to modifications of the velocity profile normal to
the inlet plane and (b) considered velocity perturbation, both at
x = −Li.
predicted at x = xsi = ±6.875 in simulation S2, reported in figure 5.26(b).
It is evident that, as expected, there is a decrease of the inflow velocity in
the center of the channel (positive Ui) and an increase in the near wall re-
gions, corresponding to a more flat profile with respect to fully-developed
flow, which are typical of non-fully developed conditions (see also[29]). Suc-
cessively, the unstable eigenvalue has been estimated on the basis of the map
in figure 5.26(a), leading to a value λ ≃ −0.010, which means that the base
flow with the non fully-developed velocity profile is slightly more stable than
the unperturbed one, which was marginally stable at the considered Reynolds
number (precisely, with an associated eigenvalue equal to λ0 ≃ −2.4 · 10
−3).
This is in agreement with the conclusions drawn in.[29] As a validation, the
value of λ compares well with the exact one computed by stability analysis
carried out on the whole domain of simulation S2, leading to λex ≃ −0.014.
We remind that the considered perturbation is not infinitesimal, its maxi-
mum intensity being approximately equal to 0.1, and this is the reason of
the discrepancy between λ and λex, as also confirmed by an additional test
which is detailed in the following. Moreover, when the same test was carried
out on the plane case of Sec 5.6.2, since the variation of λ was one order
of magnitude smaller than the present one, the predicted and true values of
the eigenvalue of the perturbed problem were in excellent agreement, with
discrepancies of the order of 4%. The present test shows that the map in
figure 5.26 can be used to predict the effect on the engulfment instability of a
generic velocity perturbation at the inlet, and in particular, of a perturbation
related to a not fully developed incoming profile. However, a further assess-
ment of the provided 3D maps is detailed in the following. From the partial
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results of the sensitivity analysis shown above it is also possible to deduce
that the instability becomes progressively more sensitive as the length of the
inflow pipes is further reduced (not shown here for the sake of brevity).
If we consider a velocity perturbation distributed over a surface, e.g. the
inflow surface in the previous case, the area-weighted averaged value of the
adjoint pressure term in equation (5.2) has no influence only for perturbations
δUi with a global zero mass flux, as the one in Fig. 5.26(b). Conversely, for
perturbations with a net mass flux, the mean value of P+b affects the results.
However, the problem remains well posed because the outflow boundary con-
dition for the problem (2.17) involves the value of P+b , and consequently its
mean value is not arbitrary although only the gradient of P+b enters in the
field equations. To better illustrate this issue and for a further assessment of
the provided sensitivity maps, as a particular case, we consider a perturbation
which is proportional to the inflow profile; then the resulting value δσ is the
same as the one that could be found by considering a small variation of the
flow Reynolds number, since the bulk velocity is thus changed while keeping
the same inflow velocity profile. To this purpose, we consider at Re = 140
a perturbation intensity such that, when summed to the inflow profile, it
leads to a bulk velocity equal to 139/140 of the one in the reference case.
This configuration is equivalent to one with unit bulk velocity and Reynolds
number equal to Re = 139. Successively, the most unstable eigenmode can
be computed directly at Re=139 (with unitary bulk velocity) or estimated
by the maps derived from the unperturbed case at Re = 140. By carrying
out the linear stability analysis at Re = 139, the most unstable eigenmode
is found to be λ = −7.7 · 10−3, while, by using the sensitivity map, this is
estimated to be λ = −8.1 · 10−3. This test validates the use of sensitivity
maps also for cases in which the perturbation implies a mass flux variation.
Moreover, it confirms that, if the considered perturbation is small enough,
the sensitivity maps provide much more accurate predictions.
The same equation (5.2) used here to study the sensitivity to the inlet
conditions, can be applied as well to investigate the possibility to control
the instability by applying micro-jets on the walls of the mixer. Indeed,
equation (5.2) is also valid if the scalar product is obtained by integration
not only over Γi, as it is written now, but in general over all the domain
boundaries on which Dirichlet boundary conditions are applied for the ve-
locity, as for instance the no-slip walls of the mixer. A variation of the
wall-normal component of the velocity on a no-slip wall can be considered
as an approximate representation of the effect of a local (suction/blowing)
jet, and equation (5.2), integrated on the appropriate boundaries, can thus
characterize the effects of such a control on the instability. An example is
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Figure 5.27: Sensitivity to introduction of a velocity profile normal to wall (a)
y =W and (b) z = 0
given in figure 5.27, where the sensitivity S of the instability is character-
ized with respect to the introduction of a localized velocity, normal to the
boundary, on the walls y = W and z = 0 (in this second case only the sig-
nificant part is shown). In particular, a jet implies a negative wall-normal
velocity with respect to the normal pointing outside the flow domain, thus it
can have a stabilizing effect (i.e. δλ < 0) if placed in regions of the maps in
figure 5.27 where the value of sensitivity is positive (see equation (5.2) replac-
ing Γi with the appropriate boundary face). Conversely, a hole with suction
is stabilizing if placed in regions where S is negative valued. Thus, maps in
figure 5.27 provides a guideline for an active control of the instability through
suction/blowing from the walls, quantifying the effect of a local introduction
of such a device as a function of the position where this is introduced.
5.8 Conclusions
Three-dimensional linear instability and sensitivity analyses, involving the
computation of the direct and adjoint global modes, have been applied to
the investigation of the onset of the steady engulfment regime in a micro
T-mixer. First, the global stability analysis has been carried out on a 2D
T-mixer and an instability which leads to an asymmetric state has been
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found. As expected, the results are only in qualitative agreement with those
of 3D simulations and experiments in the literature. In particular, the critical
Reynolds number for the 2D instability is higher than the one found in the
3D case. This result is consistent with the behavior of the engulfment point
as a function of the channel aspect ratio proposed in the literature, where
the 2D analysis can be seen as the study of a T-mixer with an infinite aspect
ratio. A sensitivity analysis to the inlet conditions for the 2D model has been
carried out. It indicated that a a reduction of the velocity in the center of the
inlet section has a stabilizing effect (thus it hampers the instability). This is
again in qualitative agreement with the results in the literature and with the
successive 3D sensitive analysis carried out in the present work.
The stability and sensitive analyses have also been applied to a more re-
alistic 3D geometry. These computations for 3D configurations without any
homogeneous direction imply a significant technical complexity and large
computational costs. Ad-hoc numerical tools have been developed using the
spectral-element code NEK5000; their validation has been presented in 3.2.2.
First, fully-developed inlet velocity conditions have been considered. Direct
numerical simulations have also been carried out. The critical Reynolds num-
ber computed by stability analysis for this case is in good agreement with
the findings of our direct numerical simulations and with those in the lit-
erature. The main flow phenomena leading to the onset of the engulfment
regime have also been investigated using the DNS results; it is shown that
the key mechanism is the tilting of the vortical structures originating at the
confluence of the two fluids in the inlet channels, which leads to the break of
the symmetry of the pairs of counter-rotating vortices present at the inlet of
the mixing channel. As a consequence, one of the vortices of each pair be-
comes more intense than the other; the weaker one progressively disappears
moving downstream in the mixing channel. Therefore, the largest part of
the mixing channel is characterized by the presence of only two co-rotating
vortical structures, typical of the engulfment regime, and yielding to the en-
hancement of mixing. The shape of the unstable mode given by the linear
stability analysis very well agree with this picture. Moreover, the core of the
instability, i.e. the overlapping region between the direct and adjoint unsta-
ble modes, has been found to coincide with the the vortical structures at the
confluence of the two fluids in the inlet channels and the related recirculation
regions, in agreement with the proposed scenario.
The information given by the direct and adjoint fields has also been used
to compute the sensitivity of the instability to a perturbation the velocity
distribution at the inlet of the T-mixer. As a particular application, a per-
turbation of the inlet velocity has been considered such that, once added to
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the fully-developed inlet velocity, leads to inlet conditions typical of a non-
fully developed case. The sensitivity analysis shows that for the non-fully
developed case the flow tends to be more stable. This is in agreement with
the instability analysis directly applied to the non-fully developed case which
gave a critical Reynolds number slightly larger than in the fully-developed
one. Finally, the same sensitivity analysis is used to investigate the possibil-
ity to control the instability by applying micro-jets on the walls of the mixer.
The so obtained sensitivity maps provide a guideline for an active control of
the instability through suction/blowing from the walls, quantifying the effect
of a local introduction of such a device as a function of its location.
The presented numerical framework can be straightforwardly applied to
different T-mixer geometries and to the design and appraisal of a various
control strategies.
Chapter 6
Secondary instability on a 3D T-mixer:
unsteady regime
6.1 Introduction
As already stated in the previous chapter (see Sec. 5.1), T-shaped micromix-
ers are excellently suited for fundamental investigation of mixing processes
in convective micromixers. Most of the studies available in literature focused
their attention on the engulfment, which is a steady regime characterized
by a loss of the flow symmetries in the outflowing pipe. The motivation of
these investigation relies in the considerable increase of the mixing efficiency
associated with the engulfment.
Dreher et al.[30] focused their attention on the flow behavior after the en-
gulfment point for a T- shaped micro-mixer with square inlet channels. They
found for Re > 240 the onset of an unsteady regime. They identified a peri-
odic pulsating flow for 240 < Re < 400 characterized by a Strouhal number
0.15 < St < 0.29. Such periodic pulsations were found to disappear for larger
Re, i.e., when Re > 500, where a chaotic motion was observed, characterized
by a high degree of mixing. Their numerical results were corroborated by
some experimental flow visualizations.
In a recent work, Galletti et al.[29] investigated the flow in a T-mixer with
a rectangular inlet channel (W/H = 0.75, where W and H are the channel
width and height, respectively) up to Re = 480. They found an unsteady
regime for 288 < Re < 393, while for larger Reynolds numbers the flow
becomes steady again, with the S-shaped pattern peculiar of the engulfment
regime. This is somewhat different from what observed by Dreher et al.[30]
However, differences with their work may be due to the different aspect ratios
of the micro-mixers under investigation.
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The present work is aimed at studying the flow behavior for Reynolds
numbers larger than the engulfment point. Firstly we carried out numerical
simulations of the flow in different T-mixers, characterized by different aspect
ratios ( viz. AR = W/H = 0.75 and 1), for Reynolds numbers up to Re =
500. The influence of the geometrical parameters on the flow behavior and
its characteristic frequencies has been investigated. Secondly, we focused
on the T-mixer with the same geometry studied in the previous chapter
and in Galletti et al.[29] and we studied the unsteady instability onset by
means of linear stability analysis. Finally, we characterize the sensitivity of
the considered instability with respect to a structural perturbation of the
linearized Navier-Stokes operator and to generic baseflow modifications (see
Marquet et al.[14]).
6.2 Flow configuration
We considered exactly the same geometry and frame of reference described
in the previous chapter (see Sec.5.2.1, Fig.5.1). We remind that the height
of the mixer is H ≃ 0.83, the width of the incoming pipes is W = 0.625 and
the width of the outcoming pipe is Wo = 2W = 1.25, the aspect ratio of
the incoming and outcoming cross sections being equal to W/H = 0.75 and
η = Wo/H = 1.50, respectively. The lengths of the inflow and outflow pipes
are Li = 6.875 and L
0
o = 12.5. This geometry is exactly the same previously
investigated by Galletti et al.[29] However such computational domain was
found inadequate to simulate correctly the flow dynamics in the considered
range of Reynolds numbers, in particular for the largest ones, where the
complex vortical structures extend further in the mixing channel. Therefore
we also considered a computational domain with L1o = 25.
In order to investigate the effect of the channel aspect ratio on the flow
behavior we also considered a different mixer geometry, previously investi-
gated by Dreher et al.,[30] withW/H = 1. The mixer height and inlet channel
width are H =W = 0.75, while the width of the outflowing pipe isWo = 1.5.
The lengths of the inflow and outflows pipes are Li = 6.875 and Lo = 25.
In all the considered cases the incoming flow is assumed to have a fully de-
veloped (unidirectional) laminar profile (see, e.g., Bothe et al.[27] and Eq.5.1).
The hydraulic diameter of the mixing channel Dh and the bulk velocity
of the inlet flow are chosen respectively as reference velocity and length scale.
Therefore, the Reynolds number Re is defined as Re = UmDh/ν.
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6.3 Stability and sensitivity analysis
The instability onset is studied using linear theory and normal-mode anal-
ysis, following the procedure previously described in Sec. 2.1. Indeed, the
linearized equations (see Eq.(2.3)), which govern the evolution of a pertur-
bation superposed to a steady base state (Ub, Pb), are considered. Moreover,
the perturbation is sought in form of normal modes (σ, uˆ, pˆ). The values of
the eigenvalues σ, which give the growth rates and frequencies of the linear
global modes, are obtained from the solution of the eigenvalue problem (2.6).
Each eigenvalue σ has an associated eigenfunction (uˆ, pˆ), which defines the
shape of the global mode. In the cases presented in this chapter, there is only
one mode with positive growth rate, which dominates the dynamics after the
initial transients. The sensitivity of the leading global mode with respect
to a structural perturbation of the linearized Navier-Stokes equations and
to a base-flow modification is computed by using adjoint techniques. The
mode (σ∗,u+, p+), adjoint to the global mode (σ, uˆ, pˆ), is obtained by solv-
ing (2.9), and this allows the sensitivities of the leading global mode to be
systematically computed (see Sec. 2.2 for details).
6.4 Numerical method
The numerical simulations have been carried out with NEK5000.[16] The
velocity space is spanned by Nth-order Lagrange polynomial interpolants,
based on tensor-product arrays of Gauss-Lobatto-Legendre (GLL) quadra-
ture points in each hexahedral element, while the polynomial order for pres-
sure is N − 2. Time discretization uses explicit backward-differentiation for
convective terms, and an implicit scheme for viscous terms. A third order
scheme (BDF3) is used for the nonlinear Navier-Stokes equations.
The eigenvalue problem (2.6) and (2.9) have been solved by an Arnoldi
iteration method implemented in NEK5000. The linearized/adjoint version
of the code has been used as a time-stepper, using a second order scheme
(BDF2) for the time integration. A validation of the numerical strategies
used in this chapter is provided in Sec. 3.2.2. The base flow is the asymptotic
steady solution of the non linear simulations when the flow is stable, whereas,
for Reynolds number larger than the critical one, it is obtained by using the
selective frequency damping method, hereafter denoted as SFD, proposed by
Akervik et al.[40] (see Sec.2.3.2 for details).
6.5 Results
The results shown here have been obtained using a structured multi-block
grid. As for the channels width, a elements size of 0.07 is chosen, and along
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their axis the size varies between 0.08 and 0.5. The grid is extruded in
the z direction, with a uniform distribution of 10 elements. Two different
grids have been used, which differs for the length of the outflowing pipe:
GO with Lo = 12.5 and G1 with Lo = 25. The polynomial order for the
velocity has been chosen equal to 7. Globally, the grid G0 has 11680 elements,
leading to a global number of degrees of freedom equal to about 4 ·106 for the
velocity (1.46 · 106 for the pressure), while the grid G1 has 15680 elements,
associated to 5.2 · 106 degrees of freedom for the velocity. As concerns the
time discretization, a time step equal to 7 · 10−4 has been used for both the
non-linear simulations and the linearized equations used in the time-stepper
approach.
6.5.1 Numerical simulations
In the previous chapter we showed that at Re ≃ 140, engulfment occurs
in the T-mixer with the considered geometry. The flow in the T-mixer at
Re = 220 is shown in Fig.6.1, depicted by the vortex structures identified
with the λ2 method (see Jeong & Hussain
[56]). The flow is steady and it is
characterized by the engulfment pattern, consisting in a pair of co-rotating
vortices in the mixer channel, as shown in the slice section in Fig.6.2. The sign
of the y component of the vorticity present in the mixer channel and the tilt
angle of the vortices at the confluence of the channels are opposite to the one
shown in Fig.5.14, computed at Re = 160. Since the engulfment instability
has a pitchfork bifurcation nature, where two opposite stable solutions exist,
the flow can evolve to one of these solutions indifferently. The tilt angle
of the vortices at Re = 220 is larger than the one at Re = 160 and the
vortices are more intense. Moreover, the structure of the vortices along the
mixing channel evolves differently, as shows in Fig.6.2. Indeed, while at
the smaller Reynolds number the position in an xz plane of the co-rotating
vortices changes slightly along the y direction until an equilibrium position
where the vortex centers are aligned on z = H/2 is reached, at Re = 220
the vortex centers continues to move and the final position is reached at
y = −5.5 where the vorticity cores are aligned on the plane x = 0, as shown
in Fig.6.2(b). At a y-section in the range y < −5.5, the two vortices coalesce
in the center of the section, until, further downstream, the vortex disappears,
due to the interactions with wall vorticity and the diffusion. The flow at
Re = 220 is also characterized by the presence of two pairs of counter-rotating
vortices which originate at the junction edges (x = ±0.625, y = 0) where the
inlet streams separates, as shown in Fig.6.3. These vortices are convected by
the stream in the outflow pipe, as shown in Fig.6.2(a), where it is evident that
the position of these secondary vortical structured is strongly influenced by
the primary vortices. Moreover, because of dissipation and the interaction
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with the engulfment vortices, these secondary vortices rapidly loose their
intensity and vanish.
Figure 6.1: Vortical structures along the mixer channel, identified by λ2
method. Parameters: Re = 220, λ = −1
(a) (b)
Figure 6.2: Normal component of vorticity at two different y sections, viz.
y = −0.5 (a) and y = −5.5 (b), for the flow at Re = 220, the
white contour indicates a vortex identified by the λ2 criterion.
As the Reynolds number is increased, the flow becomes unsteady. The
value of the Reynolds number for the onset of the unsteadiness Rec = 220 is
in agreement with the one of Fani et al.[33] Fig. 6.4 shows the time trace of
the velocity magnitude at three different points along the mixer channel axis,
viz. y = −2.5, y = −5 and y = −9. At the y sections close to the confluence
with the inlet channels two main frequencies at St = 0.16 and St = 0.35 are
observed, as shown in Fig.6.4(b)(d). Far enough from the T-junction, only
the lower flow frequency is retained in the channel.
For larger Reynolds number the velocity signals remain periodic, also
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Figure 6.3: Normal component of the vorticity at section z = H/2. The
vortices surfaces, identified by the λ2 criterion, are marked by the
white lines.Re = 220
these flows characterized by a lower frequency present in the whole channel
and by a second one close to the confluence. As an example, Fig 6.5 and
Fig.6.6 show the velocity signal in the axis point at y = −5, hereafter denoted
as P , and the associated power spectra for the flow atRe = 240 andRe = 280.
The results for the simulations up to Re = 360 computed on the two
different grids G0 and G1 coincide, and thus the shorter grid G0 is adequate
to investigate the onset of the unsteady regime.
Galletti et al.[29] found that for Reynolds number larger than Re = 432
the flow becomes steady again, with the characteristic engulfment pattern, at
least up to Re = 480, the upper limit of the Reynolds number investigated in
their work. In our simulations we observed that the flow in the mixer remains
unsteady up to Re = 480, even though two different behaviors were observed
with the two grids. Initially we used the grid G0, which has the same chan-
nels length of the one used in Galletti et al.,[29] and it seems that the flow
evolves to a chaotic scenario, where the flow loses its periodicity, even if a
leading frequency in the power spectra is observed, which is comparable to
the frequencies of the periodic regime. This behavior is in agreement with
the results of Dreher et al.,[30] which found that at Re > 400 the flow in a
T-mixer with W/H = 1 evolves to a chaotic behavior, with a turbulent flow
near the T-junction in the mixing region. As an example, Fig. 6.7(a) and
(b) shows the velocity signal on the point P and its power spectra, respec-
tively. Instead, when we use the grid G1 the flow retains its periodicity up
to Re = 480, as showed in Fig. 6.7(c), where the time trace of the velocity
in P is showed. The power spectrum of the the velocity signal is plotted in
Fig. 6.7(d), where a leading frequency St = 0.13 is observed. Note that this
frequency is present also in the short channel case. The same simulation at
Re = 480 was carried out also in a third grid G2, with a longer outflowing
channel (Lo = 37.5), obtaining the same results of grid G1, i.e. a periodic
regime. From this test we conclude that the grid G1 is adequate to inves-
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Figure 6.4: Time trace of the velocity (a)(c)(e) and its power spectrum
(b)(d)(f) computed at Re = 230 at three different points along
the mixer channel axis: from top to bottom y = −2.5,−5,−9.
tigate the flow behavior, at least up to Re = 480. Thus, the discrepancies
with the results of Galletti et al.[29] on the larger Reynolds numbers range
can be imputed on the chosen computational domain, which is too short.
The cause of the inconsistency between the results obtained with the same
computational domain used in Galletti et al.[29] may be due to the different
numerics, which relies in the finite volume method in Galletti et al.[29] More-
over, Galletti et al.[29] used a pressure outlet boundary condition and it is
evident that in a short domain case, different outflow conditions may have
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Figure 6.5: Time trace of the velocity at point P = (0,−5, H/2) (a) and its
power spectrum (b) at Re = 240.
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Figure 6.6: Time trace of the velocity at point P = (0,−5, H/2) (a) and its
power spectrum (b) at Re = 280
a considerable effect on the results of the flow simulations, expecially for an
internal flow as the present one. Therefore, the evolution of the unsteady
periodic flow with increasing Reynolds numbers seems to be very sensitive to
the simulation set-up. This point deserves further investigation.
The influence of the Reynolds number on the flow fluctuations frequency
is depicted in Fig. 6.8 and table 6.1, where it is shown that the Strouhal
number increases for larger Reynolds numbers until a maximum value is
reached at Re = 360.
6.5.2 Square inlet T-mixer
The flow in a T-mixer with square inlet channels becomes unsteady at a
Reynolds number slightly higher than the one with rectangular inlet sections.
Indeed, we found Rec = 240, in excellent agreement with Dreher et al.
[30]
Initially, for increasing Reynolds numbers, the flow in the two different mixer
has a similar behavior, except for a slightly discrepancy on the Strouhal
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Figure 6.7: Time trace of the velocity at point P = (0,−5, H/2) and its
power spectrum at Re = 480. Grid G0 (a),(b) and G1 (c)(d).
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Figure 6.8: Sthroul number as a function of the the Reynolds number
number, as shown Fig. 6.9(a). On the contrary, for larger Reynolds number
the leading frequencies have different trends. Conversely, for the square inlets
mixer the flow starts to lose its periodicity at Re = 400, until a chaotic
6.6 Stability analysis 111
Re St
230 0.16
240 0.18
280 0.22
360 0.26
400 0.15
480 0.13
Table 6.1: Strouhal number int the considered range of Reynolds numbers
behavior is observed at Re = 500, as shown in Fig. 6.9(b), where the time
trace of the velocity magnitude in P is plotted. The observed flow transition
scenario is in agreement with the results of Dreher et al.[30]
Therefore, the evolution of the unsteady regime in T-mixers seems to be
particularly sensitive to geometric parameters as the aspect ratio of the inlet
channels H/W . To characterize this sensitivity, further investigations which
would consider different values of H/W are necessary.
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Figure 6.9: (a) Sthroul number as a function of the the Reynolds number
for the different aspect ratio. (b) Velocity signal at point P at
Re = 500 for the square inlets T-mixer.
6.6 Stability analysis
The steady base-flow at a Reynolds number larger than the critical one identi-
fied in the previous section with Re ≃ 220 was obtained by using the selective
frequency damping method in a time-marching procedure. Fig. 6.10 shows
a zoom of one of the co-rotating vortices, depicted by the y component of
vorticity, in a y-section at the confluence of the channels (y = 0.2) for both
the stable solution at Re = 220 and the unstable one at Re = 240. At the
larger Reynolds number the vortex is more intense, this may have a signifi-
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Re σ St
220 −4.47 · 10−2 + 0.971i 0.155
230 2.33 · 10−2 + 0.997i 0.159
240 9.29 · 10−2 + 1.028i 0.164
Table 6.2: Leading eigenvalue σ and associated Strouhal number St for vari-
ous Reynolds numbers.
cant role on the onset of the instability. The global stability of the base flow
(a) (b)
Figure 6.10: Zoom of the mixing vortex plotted at y = 0.2 for Re = 220 (a)
and Re = 240 (b). The map indicates the y component of the
vorticity.
is investigated by looking for the leading global mode (uˆ, pˆ), defined as the
global mode of largest growth rate. The value of the eigenvalue σ for three
different Reynolds number is given in Table 6.2, showing that the instability
onset occurs in the range 220 < Rec < 230, in agreement with the numeri-
cal simulations described in the previous section. The leading eigenmodes is
complex valued, since it is linked to an an Hopf bifurcation, and the computed
value of Strouhal number is in agreement with the ones evaluated from DNS
(see table 6.1). In particular the Strouhal numbers are in excellent agree-
ment at Re = 230, with discrepancies of the order of 1%, while at Re = 240
discrepancies grow to 9%, as reasonable because discrepancy increases as we
consider Re progressively larger than the critical one. The leading eigenmode
is associated to well defined vortical structures localized in the mixer channel.
Fig. 6.11 shows these structures, identified by λ2 method for the real part of
the eigenmodes computed at Re = 220.
However, the perturbation shape at a generic instant of the period T =
1/St, is given by both the real and imaginary part of the eigenmode uˆ:
u(t) = ℜ(uˆ) cos(ωt) − ℑ(uˆ) sin(ωt). Four equidistant snapshots, which di-
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Figure 6.11: Vortical structures identified by the λ2 method computed at
Re = 220
vide the period T in four equal parts, are plotted in Fig. 6.12, showing the
velocity fields on a xz section at y = −3. The contours show the velocity
component normal to the plane, while the in-plane velocities are depicted by
the arrows. The mode is characterized by two co-rotating vortices, which
rotates in the same direction of the base-flow ones for the first half of the
period (Fig. 6.12(a)(b)) , while they have an opposite rotation for the other
half (Fig. 6.12(c)(d)).
6.6.1 Sensitivity analysis
The adjoint velocity mode is localized in the inlet channels, having its higher
values at the confluence of the channels, as shown in Fig. 6.13(a). The in-
stability core , given by the product ‖u+‖‖uˆ‖ is localized entirely in the T
confluence. The field, plotted in Fig. 6.13(b), identifies the region where the
feedback process responsible of a self-sustained hydrodynamic instability is
active, which in our case is close to the the co-rotating vortices, where they
are formed. The adjoint mode is involved in the computation of the sensitiv-
ity of the considered instability with respect to a generic perturbation of the
baseflow following equation (2.13). This sensitivity, which is represented by
the vector field M+ in equation (2.14) (we remind that normalization (2.10)
is used), is shown in Fig. 6.14, depicted by iso-surfaces of its magnitude.
Note that the sensitivity is localized in the overlapping region between the
direct and the adjoint modes, and thus where the three pipes meet, thus
identifying this zone as the one in which a modification of the base flow
would be most effective in promoting or delaying the instability leading to
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Figure 6.12: Perturbation velocity field at the section y = −3 at four different
snapshot, viz. t = 0 (a), t = T/4 (b), t = T/2 (c) and t = 3/4T
(d). Contours shows the normal to plane velocity component,
while the arrows indicates the in-plane velocities.
the unsteady regime. Moreover, M+ is a complex field and its real (M+r )
and imaginary part (M+i ) give the sensitivity to baseflow modifications of
the growth rate and of the frequency, respectively. These sensitivity fields
are plotted in Fig. 6.15 at two different y-sections. From these figures it is
clear that the flow is receptive to baseflow modifications close to the tilted
vortices at the confluence.
6.7 Conclusions
The onset of the unsteady regime in a micro T-mixer with the same geometry
used in Chapter 5 (H/W = 0.75) has been investigated. The evolution of the
unsteady periodic flow up to Re = 500 has been characterized, identifying
the main frequencies of the flow. The flow behavior at the higher Reynolds
number was showed to be very sensitive to the numerical setup. The onset
of the instability is related to vortical structures which are formed in the
recirculating regions at the confluence of the two flows.
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(a)
(b)
Figure 6.13: (a)Adjoint eigenmode, depicted by its velocity module (b) Insta-
bility core ‖u+‖‖uˆ‖. Parameters: Re = 220.
Numerical simulations have been also used to investigate the influence of
the aspect ratio on the regime scenario, considering a T-mixer with square in-
let channels. The behaviour in the two mixers is similar up to Re = 360, being
the frequencies only slightly different.On the contrary, for higher Reynolds
numbers the flow in the square channels evolves to chaos. Therefore, the flow
scenario is very sensitive to geometrical parameters. This point deserves fur-
ther investigation, for example by considering also a T-mixer with H/W > 1.
Finally, three-dimensional linear instability and sensitivity analyses, in-
volving the computation of the direct and adjoint global modes, have been
applied to the investigation of the onset of the unsteady regime in a micro
T-mixer with H/W = 0.75. The critical Reynolds number and the frequency
of the global mode computed by stability analysis for this case are in good
agreement with the findings of our direct numerical simulations. Moreover,
the core of the instability, i.e. the overlapping region between the direct and
adjoint unstable modes, has been found to coincide with the the tilted vorti-
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Figure 6.14: Isosurfaces of the magnitude of the sensitivity field M+, com-
puted at Re = 220.
cal structures at the confluence of the two fluids in the inlet channels. Based
on this observation it is reasonable to think that the instability is triggered
by a critical value for the intensity and orientation of such vortices at the con-
fluence. The information given by the direct and adjoint fields has also been
used to compute the sensitivity of the instability to a generic modification of
the base-flow.
Control strategies based on the information provided by the sensitivity
analysis, as done for the engulfment regime, could be devised also for the
unsteady case. The presented numerical framework can be straightforwardly
applied to different T-mixer geometries and to the design and appraisal of a
various control strategies.
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(a) (b)
(c) (d)
Figure 6.15: Real (left) and imaginary (right) part of the sensitivity field M+
at three different y-sections, viz. y = 0.5 (a)(b),and y = 0.4
(c)(d), computed at Re = 220.
Chapter 7
Conclusions
The main achievements of the present PhD thesis are summarized here. More
detailed concluding remarks on each single study can be found in Chapters
4, 5 and 6.
Numerical tools for the investigation of linear global stability and sensitiv-
ity in 2D and 3D flow configurations have been developed. The flow quantities
are decomposed in a steady (base-flow) part and in an unsteady perturba-
tion, which is sought in form of complex normal modes. The base flow can
be obtained by the steady solution of the Navier-Stokes equations, while the
computation of the evolution of the perturbation, which is described by un-
steady linearized equations, implies the solution of an eigenvalue/eigenvector
problem. Finally, adjoint methods are used to obtain the sensitivity of the
instability with respect to disturbances acting on the base flow or on the
perturbation itself. Different numerical algorithms for the solution of all the
above differential problems have been implemented in two different frame-
works, namely Freefem++, which is based on the finite-element method for
the spatial discretization of 2D problems, and NEK5000, a 3D open source
code using spectral elements. The numerical tools based on NEK5000 allow
stability and sensitivity analyses to be carried out for fully 3D flow configu-
rations without any homogeneous direction. Fully 3D stability and sensitiv-
ity analyses are challenging from a technical viewpoint and they require the
adoption of ad-hoc computational strategies; indeed, only a few examples are
available in the literature. In addition, Freefem++ and NEK5000 were also
used to perform direct numerical simulations, which can give the complete
evolution of the considered 2D and 3D problems. Indeed, a key feature in all
the considered applications, is the combined use of DNS and of linear sta-
bility and sensitivity analyses to investigate the main physical mechanisms
leading to the onset or the suppression of an instability.
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As for the applications, confined flows of fundamental and practical in-
terest have been considered. The first one is the flow in a two-dimensional
symmetric channel with a sudden expansion. It is known that the laminar
flow in such diffusers may produce either symmetric or nonsymmetric steady
solutions, depending on the value of the Reynolds number as compared with
some critical value. The instability leading to the nonsymmetric flow con-
figuration has been already studied in the literature; therefore, we focused
on the information provided by the sensitivity analysis in order to build a
realistic strategy aimed at stabilizing the steady symmetric configuration by
introducing a small cylinder in the flow. The effectiveness and the robust-
ness of the control were assessed through direct numerical simulations. The
modifications of the streamlines and of vorticity production from the channel
walls caused by the drag force exerted by the cylinder were identified as the
key mechanisms leading to the success of the control. We refer to Chap. 4
for more details.
The second class of considered applications is represented by the flow in
micro T-mixers. These flows are characterized by different instabilities. The
first one leads to the steady engulfment regime, in which fluid elements reach
the opposite side of the mixing channel, thus largely increasing the degree of
mixing. This regime has been rather extensively investigated, both numer-
ical and experimentally, but it was never addressed, at least to our knowl-
edge, from the viewpoint of stability analyses. Therefore, we characterized
the instability leading to the engulfment by the computation of the criti-
cal Reynolds number and of the global unstable mode for different T-mixer
geometries with fully-developed inlet velocity conditions. Direct numerical
simulations were again used to asses the previous results and to investigate
the physical mechanisms leading to the engulfment. The intensity and the
orientation of two pairs of counter-rotating vortices forming in the two lateral
channels appear to play a key role. Furthermore, the sensitivity of the insta-
bility to a perturbation the velocity distribution at the inlet of the T-mixer
is shown. As a particular application, a perturbation of the inlet velocity has
been considered such that, once added to the fully-developed inlet velocity,
leads to inlet conditions typical of a non-fully developed case. The sensitivity
analysis shows that for the non-fully developed case the flow tends to be more
stable, i.e. the engulfment occurs at higher Reynolds numbers. Finally, the
same sensitivity analysis is used to investigate the possibility to promote or
inhibit the instability by applying micro-jets on the walls of the mixer. We
refer to Chapter 5 for more details. Thereafter, we focused on the flow be-
havior after the engulfment. Recent studies have shown that if the Reynolds
number is further increased, the flow may become unsteady, showing a pe-
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riodic pulsating behavior. Moreover, a feature of this unsteady engulfment
regime seems to be a globally positive effect on the degree of mixing. Again,
linear stability and sensitivity analyses have been used together with DNS
to characterize this regime in terms of the critical Reynolds number, the
main spatial features and the time frequency. The onset of the instability is
related to vortical structures which are formed in the recirculating regions
at the confluence of the two flows. Moreover, the core of the instability is
also found to be localized in the same recirculating regions, which are conse-
quently fundamental for the origin and development of the instability. Based
on these observations it is reasonable to think that the instability is triggered
by a critical value for the intensity and orientation of such vortices at the
confluence. This is confirmed by the identification of the instability core,
which is localized in correspondence to the center of the vortices. Finally,
the evolution of the unsteadiness with increasing Reynolds numbers has also
been investigated; a strong sensitivity to the simulation set-up has been ob-
served, as confirmed by data available in the literature. More details can be
found in Chapter 6.
As for future work, the onset and, more particularly, the evolution of
the unsteady regime needs further investigation. Control strategies based on
the information provided by the sensitivity analysis, as done for the engulf-
ment regime, could be devised also for the unsteady case. More generally,
the developed numerical tools can directly be used in the future for the sta-
bility analysis and control of different flow configurations, more importantly
including fully 3D flow configurations. Moreover, indications exist in the lit-
erature for the application of stability and sensitivity analysis to mean flow
fields. In particular, it is shown that for particular classes of flows this ap-
proach can dead to accurate predictions of the flow characteristics related
to organized and large-scale fluctuations, as for instance vortex shedding in
turbulent wakes. The tools developed and investigated in this work can be
applied straightforwardly to this kind of problems, thus allowing the treat-
ment of flows at high Reynolds numbers.
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