This paper addresses short term forecast of ultra short AR(1) sequences (4 to 6 terms only) with a single structural break at an unknown time and of unknown sign and magnitude. As prediction of autoregressive processes requires estimated coefficients, the efficiency of which relies on the large sample properties of the estimator, it is a common perception that prediction is practically impossible for such short series with structural break. However, we obtain a heuristic result that some universal predictors represented in the frequency domain allow certain predictability based on these ultra short sequences. The predictors that we use are universal in a sense that they are not oriented on particular types of autoregressions and do not require explicit modelling of structural break. The shorter the sequence, the better the one-step-ahead forecast performance of the smoothed predicting kernel. If the structural break entails a model parameter switch from negative to positive value, the forecast performance of the smoothed predicting kernel is better than that of the linear predictor that utilize AR(1) coefficient estimated from the ultra short sequence without taking the structural break into account regardless whether the innovation terms in the learning sequences are constructed from independent and identically distributed random Gaussian or Gamma variables, scaled pseudo-uniform variables, or first-order auto-correlated Gaussian process.
Introduction
In this paper, we readdress the problem of one-step-ahead forecast of a first order autoregressive process, AR(1), with one structural break, i.e., a permanent change, in the AR(1) model parameter.
Specifically, we consider the scenario where the learning sequence, i.e., the segment of time series process used for model estimation and forecast, is very short, and where the structural break occurs at a random time point in the learning sequence.
Forecasting autoregressive process is a well developed area with well known results. One strand of literature addresses this problem via the time series models that are primarily specified from the time-domain modelling perspective (see, among many others, Box and Jenkins, 1976; Abraham and Ledolter, 1986; Stine, 1987; Cryer et al., 1990; Cortez et al., 2004; Hamilton, 1994; Xia and Zheng, 2015, and the references therein), or via the exponential smoothing and the filtering techniques constructed based on state-space approach where the smoothers and filters are primarily characterized in the time-domain (see, e.g., Roberts, 1982; Williams, 1987; Paige and Saunders, 1977; Chatfield and Yar, 1988; Ord et al., 1997; Chatfield et al., 2001; Hyndman et al., 2002; Bermúdez et al., 2006; Hyndman et al., 2008 , and references therein). A separate yet related strand of literature addresses this problem via smoothing and filtering techniques where the smoothers and filters are primarily characterized in the frequency-domain (see, e.g., Cambanis and Soltani, 1984; Ledolter and Kahl, 1984; Lyman and Edmonson, 2001; Dokuchaev, 2012; 2014; 2016, and references therein) . In this paper, we address this problem via the convolution of a near-ideal causal smoothing filter and a predicting kernel that are primarily characterized in the frequency-domain (Dokuchaev, 2012; 2014; .
Many strategies have been proposed to address the practical concern of possible model parameters structural break in the learning sequence that may compromise modelling efficiency and forecast performance of the time series model (see, among many others, Bagshaw and Johnson, 1977; Sastri, 1986; Andrews, 1993; Bai and Perron, 1998; 2003; Pesaran and Timmermann, 2004; Clements and Hendry, 2006; Davis et al., 2006; Lin and Wei, 2006; Kim et al., 2009; Rossi, 2013; Pesaran et al., 2013 , and the references therein). Implementation of these strategies require the availability of learning sequences that are considerably longer that those considered in this paper. We cite a few examples. The method proposed by Bai and Perron (1998; 2003) to estimate the timing of structural break requires at least 10 observations on either side of the break. Pesaran and Timmermann (2007) simulated random processes that each contain 100 to 200 observations to mimic learning sequences with structural break in AR(1) model parameter in order to assess the performance of their proposed set of cross-validation and forecast combination procedures that use pre-break and post-break data to perform time series forecast. Giraitis et al. (2013) simulated time series processes that each contain 200 observations to mimic learning sequences with structural break in the mean of the simulated random processes in order to assess the performance of their proposed one-step-ahead forecast algorithms based on adaptive linear filtering.
In this paper, we consider the scenario when the learning sequence only contain 4 to 6 data points, and, as such, are too short to effectively apply structural break timing estimation strategies, and to efficiently estimate pre-break and post-break AR(1) model parameters. We consider a family of linear filters proposed by Dokuchaev (2016) where the impulse response function is obtained by inverse Z-transform of the product between the transfer function of a family of near-ideal causal smoothers (Dokuchaev, 2016) and the transfer function of a family of predicting kernels (Dokuchaev, 2014) . The Monte Carlo experiments reported in Dokuchaev (2016) have demonstrated clear advantage of using the convolution of the near-ideal causal smoother and the predicting kernel compared to using the predicting kernel alone to generate the impulse response function for the linear predictor in terms of one-step-ahead forecast performance of AR(2) processes without structural break. However, their relative forecast performance have never been assessed in the context of AR(1) processes with a single, unknown, random time point structural break in a very short learning sequence. Additionally, numerical experiments reported in Dokuchaev (2016) utilize 100 observations in the learning sequence. This begs the question whether the proposed linear predictor will perform well in the context of a very short learning sequence with structural break. This paper seeks to close this gap in the literature.
Following the choice of benchmark used in, among others, Pesaran and Timmermann (2007) and Giraitis et al. (2013) , we use the one-step-ahead forecasts from an AR(1) model that ignores structural break and utilize all observations, pre-break and post-break, as our benchmark since this is an appropriate model to use in situations with no breaks. The main contribution of this paper is our demonstration via simulation experiment that the one-step-ahead forecast performance of this family of linear filters is better than that of our chosen benchmark. Additionally, its performance is comparable to that of the one-step-ahead forecasts from an AR(1) model with the same model parameter as the synthetic AR(1) model parameter used to simulate the post-break random process.
The rest of the paper is as follows. Section 2 details the problem formulation. Section 3 presents the Monte Carlo simulation results. Section 4 concludes.
Problem setting
Consider a stochastic discrete time process described by AR(1) autoregression
where β 1 ∈ (β min , β max ), β 2 ∈ (β min , β max ), β min < β max , |β min | < 1, |β max | < 1, σ ∈ (0, ∞), and η(t) is the innovation term of the time series. This model features a single random structural break to take place at a random time θ with the values in the set {1, . . . , d − 2}. We assume that η(t) are mutually independent for all t and independent on η.
We consider predicting problem for this process in the case where an ultra short sequences with no more than six data points are available.
Special predictors
We investigate the performance of linear time-invariant predictors with an output
where d ≤ 6. The process y(t) is supposed to approximate the process x(t + 1), i.e., (2) represents a one-step-ahead predictor. The predictor is defined by a impulse response function h :
where Z is the set of integers, and R is the set of real numbers.
In our experiments, we calculate predicting kernels h via their Z-transforms that are represented explicitly, such that
Here complex-valued functions H : C → C are transfer functions of the corresponding predictors.
In our experiments, we used two different transfer functions
and
Here z ∈ C,
The function K(z) is the transfer function of an one-step predictor from Dokuchaev (2016) ; r > 0, γ > 0 are the parameters.
In (5),
Here a ∈ (0, 1), p ∈ (1/2, 1), m ≥ 1, and N ≥ 1, are the parameters, m, n ∈ Z. The function F(z) is the transfer function for a smoothing filter introduced in Dokuchaev (2016) .
It can be noted that these linear predictors were constructed for semi-infinite one-sided sequences, since the corresponding kernels h(t) have infinite support on Z. In theory, the performance of these predictors is robust with respect to truncation; see the discussion on robustness in Dokuchaev (2012) and Dokuchaev (2016) . However, we found, as a heuristic result of this paper, that their application to the ultra short series also brings some positive result, meaning that these sequences feature some predictability. Worthy of note again is that implementation of these predictors does not involve explicit modelling of and adjustment for structural break, including break time and magnitude, Moreover, these predictors do not even require that the underlying process is an autoregressive process or any other particular kind of a processes.
Comparison with other predictors
We compare the performance of our predictors with an "ideal" linear predictor
where β(d) = β 2 is the post-break AR(1) model parameters that generate the post-break obser-
This predictor is not feasible unless β(d) is supposed to be known.
In our setting, β(d) is unknown and has to be estimated from the observations. We will use the performance of this predictor as a benchmark.
Additionally. we will compare the performance of our predictors with the performance of the predictor
whereβ(d) is estimated by fitting an AR(1) model to the sequence {x(τ)} d−1 τ=0 that involve pre-break and post-break observations using the build-in function ar.ols() in the R computing environment (R Core Team, 2016) implementing the ordinary least squares model parameter estimation strategy (pp. 368-370, Luetkepohl, 2008) . This is an appropriate model estimation procedure to use if the sequence {x(τ)} d−1 τ=0 does not contain structural break. By choosing this predictor as the benchmark for our numerical experiment, we seek to address the question of how costly is it to ignore breaks when performing one-step-ahead forecasting the direction of a time series using the prediction algorithms considered, i.e., (4), (5), and (8), relative to (9).
Simulation experiment
We perform simulation experiments to investigate the one-step ahead forecast performance of (4), (5), and (8), relative to (9) in predicting x(d), given {x(τ)} d−1 τ=0 simulated from (1) using four different specifications of (β 1 , β 2 )
and four different specifications of η(t)
Independent and identically distributed (IID) Gaussian innovations:
In this setting, we spec-
as IID random numbers drawn from the standard Gaussian distribution.
IID shifted Gamma innovation:
In this setting, we specify
where
t=0 were random numbers drawn randomly from Gamma distribution with shape parameter 2 and scale parameter 2 −1/2 , i.e., Γ(2, 2 −1/2 ).
3. IID scaled pseuo-uniform innovation: In this setting, we specify
where t = 1, . . . , d − 1, s = 1, . . . , N sim , and where N sim is the total number of simulations to be performed.
4. Auto-correlated Gaussian innovation: In this setting, we specify
where {η 0 (t)} d−1 t=0 were IID random numbers drawn randomly from N (0, 1) and the lag-one auto-correlation is E[η(t)η(t − 1)] = 0.5.
For this simulation experiment, the linear predictors (4) and (5) are implemented in the form of (2) as
are the one-step-ahead forecasts, and
are the impulse response functions for (4) and (5) respectively. Following the choice of parameters used in Dokuchaev (2016), we set a = 0.6, p = 0.7, N = 100, m = 2, for the smoothing filter (7), and set γ = 1.1, for the predicting kernel (6). We investigate the sensitivity of the predicting kernel for some different values of r, where r ∈ {0.8, 1.1, 1.5, 2}, and we consider three different lengths of ultra short sequence d, where
The ideal linear predictor (8) is implemented as
For this predictor, one needs to know β 2 (d), i.e., the post-break AR(1) model parameters used to simulate x(d). In practice, it is impossible to know β 2 (d). We include (15) as it represents a theoretical ideal benchmark.
The linear predictor (9) is implemented as τ=0 . This is a commonly used approach in AR(1) time series forecasting, and one that depends on the large-sample properties of the available time series for efficient model parameter estimation. We are interested to investigate the finite-sample properties in terms of forecast performance of (14) relative to (16) in the context of ultra short learning sequences considered in this paper.
For each combination of (β 1 , β 2 ), η(t), r, and d, we perform N sim simulations where N sim ∈ {1 × 10 5 , 2 × 10 5 , 3 × 10 5 }. For each simulation, we simulate an AR(1) processes with a single random structural break at random unknown time point following the data generation process (1), each containing d + 1 observations. where β 1 (t), β 2 (t), σ, and η(t) are mutually independent. The first d observations are used as the sequence based on which we forecast the (d + 1)-th observation. 
, be the sample root-mean-squared error (RMSE) for (14) that implement (4) and (5), (15), and (16) respectively.
We carry out the simulation experiments in the R computing environment (R Core Team, 2016).
Simulation of the learning sequence is carried out by iterative application of (1). The estimation of AR(1) parameterβ for the implementation of (16) is performed using the ar.ols() script in R. Numerical integrations carried out to map (4) and (5) to their respective impulse response functions to be used in (14) are implemented via the myintegrate() script in the R add-on package elliptic proposed in Hankin (2006) . Table 1 Worthy of note is that this smoothed predictor does not require explicit modelling of structural break. In practice, when the available learning sequence is short, and the model parameter structural break time and magnitude uncertain, it is not possible to efficiently apply structural break estimation and adjustment procedures for parameter estimation and time series forecasting due to series length constraint. In this context, the smoothed predicting kernel (5) appears to be an alternative approach that may offer satisfactory forecast performance, circumventing the need of resorting to model parameter estimation that ignore structure break.
The fact that the RMSE of the predicting kernel linear predictor without smoothing (4) is larger than the RMSE of the linear predictor (16) highlights the role of the near-ideal causal smoother (7) in improving the forecast performance of (4). By dampening the high frequency noise, the smoothed prediction kernel is more able to capture the salient features of the simulated AR (1) process with random structural break based on a short learning sequence in order to deliver better one-step-ahead forecast performance than the linear predictor (16). Without the aid of the smoothing kernel, the performance of the predicting kernel (4) is, in general, even poorer than that of the linear predictor (16) that relies on model parameter estimate from an AR(1) model that ignores structural break.
It is not surprising that the performance of the linear predictor (16) is poorer than the ideal predictor (15). Utilizing pre-break and post-break data to estimate post-break model parameter when the break time and magnitude are unknown inevitably leads to parameter estimation error. Although cross-validation methods have been proposed to utilize pre-break and post-break data to use prebreak data to estimate the parameters of the model used to compute out-of sample forecasts (see, e.g., Pesaran and Timmermann, 2007) , the number of observations required to implement these methodologies is considerably larger than those we consider in this paper. Table 2 depicts the results of simulations with η(t) ∼ N (0, 1) for three other model parameter settings, i.e., a wider range of possible model parameters with β 1 , β 2 ∈ (−1, 1), a model parameter shift from negative to positive values β 1 ∈ (−1, 0), β 2 ∈ (0, 1), and a model parameter shift from positive to negative values β 1 ∈ (0, 1), β 2 ∈ (−1, 0). The forecast performance of the smoothed predicting kernel linear predictor (5) appears to be dependent on the sign of β 2 . If β 2 ∈ (0, 1), (5) performs better than (16), and vice versa. Table 3 depicts a subset of the simulation results pertaining to the setting where η(t) is as defined in (11), while Table 4 depicts those pertaining to the setting where η(t) is as defined in (13). They
shows similar trends as those demonstrated for those of (10) as depicted in Table 1 and Table 2 above.
However, the numerical results pertaining to simulation scenarios with IID innovation terms are in some ways different from those with correlated innovation terms. Table 5 depicts a subset of the simulation results pertaining to the setting where η(t) is as defined in (12) where E[η(t)η(t − 1)] = 0.5. While the forecast performance of the smoothed predicting kernel (5) is still better than the linear predictor (16) for β 1 ∈ (−1, 0) and β 2 ∈ (0, 1) in this context where the innovation terms are auto-correlated, it is not so for the remaining three simulation scenarios. Panel ( Panel ( Table 3 : One-step-ahead forecast performance with random structural break at θ ∈ {2, . . . , d − 2}, and η(t) = γ 0 (t) − √ 2, where γ 0 (t) ∼ Γ(2, 2 −1/2 ), and N sim = 3 × 10 5 .
e Panel ( Panel ( Table 5 : One-step-ahead forecast performance with random structural break at θ ∈ {2, . . . , d − 2}, and θ ∈ {2, . . . , d − 2}, η(t) = 2 −1/2 η 0 (t) + 2 −1/2 η 0 (t − 1), where η 0 (t) ∼ N (0, 1), and N sim = 3 × 10 5 .
e Panel ( 
Conclusions
This paper addresses the problem of one-step-ahead forecast of an AR(1) process with a single structural break at an unknown time and of unknown sign and magnitude within a very short learning sequence. We analysed, via simulation experiments, the forecast performance of a smoothed predicting kernel algorithm relative to that of a linear predictor that utilize the AR(1) model parameter estimated from the learning sequence without taking into account the presence of structural break.
It appears that the shorter the learnings sequence, the better the forecast performance of the smoothed predicting kernel relative to the linear predictor. Regardless whether the innovation terms in the learning sequences are constructed from IID random Gaussian variables, IID random Gamma variables, IID scaled pseudo-uniform variables, or first-order auto-correlated Gaussian process, the forecast performance of the smoothed predicting kernel is better than that of the linear predictor if the AR(1) model parameter switches from a negative value to a positive value in the learning sequence, i.e., β 1 ∈ (−1, 0), β 2 ∈ (0, 1). However, it is not so for the other regime switching scenarios considered in the simulation experiments, i.e., β 1 , β 2 ∈ (0, 1), β 1 , β 2 ∈ (−1, 1), and β 1 ∈ (0, 1), β 2 ∈ (0, 1).
It could be interesting to explore the forecast performance of the smoothed linear predictor in the context of random-coefficient AR(1) process (see, among others, Leipus et al., 2006) where the AR(1) model parameter between any two sequential observations are independent and identically distributed random variables from the uniform distribution U[0, 1]. Additionally, we may explore the implementing the smoothed predicting linear predictor in the context of adaptive linear filtering to perform successive, on-line one-step ahead forecast. We leave this for future work.
