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Abstract. The coverage of vicinal, stepped surfaces with molecules is simulated with the help of a two-
dimensional Ising model including local distortions and an Ehrlich-Schwoebel barrier term at the steps.
An eﬀective two-spin model is capable to describe the main properties of this distorted Ising model. It is
employed to analyze the behavior of the system close to the critical points. Within a well-deﬁned regime
of bonding strengths and Ehrlich-Schwoebel barriers we ﬁnd a reduction of coverage (magnetization)
at low temperatures due to the presence of the surface step. This results in a second, low-temperature
transition besides the standard Ising order-disorder transition. The additional transition is characterized
by a divergence of the susceptibility as a ﬁnite-size eﬀect. Due to the surface step the mean-ﬁeld speciﬁc
heat diverges with a power law.
PACS. 64.60.Fr Equilibrium properties near critical points, critical exponents – 64.70.Nd Structural tran-
sitions in nanoscale materials – 75.70.Ak Magnetic properties of monolayers and thin ﬁlms – 68.35.Rh
Phase transitions and critical phenomena
1 Introduction
The characterization of phase transitions becomes espe-
cially demanding in situations where the order parame-
ter is not directly accessible by experiment. One exam-
ple is the search for a nuclear liquid-gas phase transition.
A considerable discussion can be found in the literature
about the possibility to observe a negative heat capac-
ity as one signal of such a possible liquid-gas phase tran-
sition [1]. Such negative heat capacities appear in ﬁnite
systems which are adequately described within the micro-
canonical ensemble. We report here an observation that a
transition with a divergent heat capacity can occur as a
consequence of geometrical distortion rather than due to
a phase transition even in a canonical treatment [2]. This
may shed some light on the nature of observed signals.
One meets a similar situation when describing the
coverage of surfaces with molecules. There it is interest-
ing to distinguish signals caused by phase transitions be-
tween diﬀerent adsorbate arrangements from signals due
to structural transitions at local deviations from the ideal
surface geometry. Diﬀerent surface defects have been stud-
ied within Ising models [3] by density renormalization
methods as well as Monte Carlo techniques. Non-universal
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features were observed and the critical exponent of the
magnetization was found to be near 1/2 for inﬁnite sys-
tems. A review on the vast literature about phase transi-
tions in inhomogeneous systems can be found in [4].
We investigate here a ﬁnite-size two-dimensional Ising
model suitable to simulate the coverage of surfaces by
molecules. While the explicit simulation with realistic pa-
rameters was described in [5] we concentrate here on prin-
cipal results how the surface modiﬁcation is inﬂuencing
the transitions and the critical exponents. We suggest that
the occurrence of divergent (or negative) heat capacities is
not a unique signal of a phase transition but can occur due
to the geometrical distortion of the system accompanied
by anomalous exponents, which even fulﬁll the scaling hy-
pothesis.
The two-dimensional Ising model belongs to the most
studied models. For an overview see [6]. The exact solu-
tion [7] shows a phase transition with a critical behavior:
spontaneous magnetization M ∼ |T − Tc|β
magnetic ﬁeld dependence H ∼ |MT=Tc |δ
susceptibility χ ∼ |T − Tc|−γ
speciﬁc heat cH ∼ |T − Tc|−α.
Two exponents are exactly known, i.e. β = 1/8 [8] and
γ = 1 34 [9]. From asymptotic expansions and strong
numerical evidence one has furthermore α = 0 and δ = 15
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[10] where the speciﬁc heat diverges logarithmically.
Weiss’ mean-ﬁeld approximation instead leads to α = 0,
β = 12 , γ = 1, and δ = 3 [11]. Both sets of critical
exponents fulﬁll the inequalities [12] α + 2β + γ ≥ 2 and
[13] α + β(1 + δ) ≥ 2 known as scaling hypothesis. These
scalings are determining the corresponding universality
classes with speciﬁc scaling functions for the magnetic
ﬁeld dependence of the magnetization [10,14]. The
universality of this phase transition in two dimensions
has been experimentally conﬁrmed [15]. Recently, the
universality has been investigated with respect to ﬁnite
size scaling [16] and oscillating ﬁelds [17].
Modiﬁcations of the scaling relation due to surface de-
fects have been studied extensively, see citations in [18].
Let us only mention some of the results. The divergences
of the speciﬁc heat for free and ferromagnetic boundaries
in diﬀerent Ising models have been studied for 40 years [2].
The eﬀect of a surface in an Ising model induces spa-
tial correlations which can be treated with the help of
a Ginzburg-Landau equation [19]. The two-spin correla-
tions induced by a line defect in an Ising square lattice
have been considered with the help of two-particle corre-
lation functions [20,21]. Many-point correlation functions
along a modiﬁed bond have been calculated as well [22].
The critical exponents for the magnetization of a line de-
fect are known analytically [23–25].
We present here a quadratic Ising model with a line de-
fect and an additional change of the magnetic ﬁeld along
the line known as Ehrlich-Schwoebel barrier. This can
mimic the surface coverage with molecules in the pres-
ence of a step. First we explain the model and present
the numerical results. We ﬁnd that the Ehrlich-Schwoebel
barrier induces an additional transition. Then in the third
chapter we show that the commonly used standard mean-
ﬁeld model fails to explain the observations quantitatively.
An eﬀective model is suggested which accounts for the ba-
sic results. This eﬀective model is then discussed in Sec-
tion 4 with respect to the critical exponents and is com-
pared to the mean-ﬁeld exponents of the standard Ising
phase transition.
2 Ising model with surface step
In order to simulate the coverage of surfaces by molecules
we imagine this surface as an N ×N square lattice with a
straight step across the middle of the lattice. The spin-up
states describe a molecule sticking to the surface while
the spin-down states describe the absence of a bound
molecule. The interaction with the j = 4 neighboring sur-
face molecules is described by the coupling constant J .
Across the surface step we choose a diﬀerent coupling con-
stant J ′ = J/
√
2. The interaction of the surface molecules
with the substrate background is modeled in analogy to
the spin coupling with an external ﬁeld. Therefore we shall
use the external magnetic ﬁeld as a synonym for the cou-
pling of molecules with the background.
At the sites adjacent to the step the magnetic ﬁeld is
augmented or reduced by an additional term, ±Hs with
Hs > 0. This term Hs models the Ehrlich-Schwoebel
barrier, which impedes the diﬀusion of adsorbates across
surface steps. On top of the step edge Hs is subtracted
from H , hence it locally reduces the attractive adsorbate-
substrate interaction and mimics the lower density of co-
ordination sites on top of the step edge. From below, Hs is
added, thus it enhances the adsorbate-substrate interac-
tion and models the higher number of coordination sites
along the step. Motivated by the results of Ehrlich and
Schwoebel on the stability of step arrays we chose the
attractive and repulsive parts of the barrier equally high.


















(H ±Hs)si′ , (1)
where i sums over all N(N − 2) terrace sites, i′ over the
step sites, j over all neighbors with coupling J and j′ over
all neighbors with coupling J ′. The term ±Hs denotes the
Ehrlich-Schwoebel barrier below or above the step edge.
Without ﬁelds H and Hs this Hamiltonian is an Ising
square lattice with a ladder defect [4] and the exact critical










This shows that the critical exponent becomes dependent
on the coupling strength and is therefore non-universal.
We simulate the ﬁnite two-dimensional Ising model
with the standard Metropolis scheme. For each system
and conﬁguration at least 1000 thermalization Monte
Carlo sweeps have been used followed by 300 Monte Carlo
sweeps to calculate the averaged values of magnetization
and heat capacity. These runs have been repeated 10 times
in order to minimize the statistical error. Periodic bound-
ary conditions have been chosen such that the ﬁnite size
eﬀect due to the surface step discussed here is not super-
seded by ﬁnite size eﬀects due to other boundaries.
The magnetization is now employed as measure for
the surface coverage with molecules and is plotted in Fig-
ure 1. One sees that with increasing external ﬁeld (or cou-
pling of molecules to the background) a smearing of the
standard Ising phase transition is obtained, which results
in high temperature tails. This eﬀect is well studied and
experimentally conﬁrmed [15]. The ferromagnetic transi-
tion occurs only for vanishing magnetic ﬁelds. Figure 1
compares the numerical simulation of the two-dimensional
Ising model with and without a surface step: For low val-
ues of the external magnetic ﬁeld the step leads to a char-
acteristic reduction of the magnetization at low temper-
atures. This reduction below some critical magnetic ﬁeld
is found to be a characteristic feature, which remains un-
changed for longer runs and diﬀerent numerical samplings.
K. Morawetz et al.: Reduction of surface coverage of ﬁnite systems due to geometrical steps 313













0 0.25 0.5 0.750.9
0.95
1
Fig. 1. Magnetization versus temperature scaled by the half-
width temperature where the magnetization is 1/2 for diﬀerent
external magnetic ﬁelds. The Ising lattice (50 × 50) with a
step (open symbols and dashed lines) is compared with the one
without a step (closed symbols and solid lines). The parameters
are J = 1, J ′ = 1/
√
2 and µ0Hs = 5. Error bars are of or less
than the size of the symbols.
3 Construction of an eﬀective mean-ﬁeld
model
3.1 Ground state discussion
We will denote the normal mean spin with s and the
mean spins at the step with s± according to the sign of
the Ehrlich-Schwoebel barrier [27] term, ±Hs, where s+
stands for the attractive side of the step and s− for the re-
pulsive one. Hence, a spin ﬂip at s− is energetically favored
over a ﬂip at s or even at s+. The condition for the second,
low-temperature transition can then be obtained by calcu-
lating the site energy diﬀerence ∆E− = E−(↑↓)−E−(↑↑)
between the parallel and antiparallel alignment of site s−
with respect to its neighbor sites:
∆E− = [−J ′s+s− − Jss− − 2J(s−)2 − µ0(H −Hs)s−]
− [−J ′s+s+ − Jss+ − 2J(s+)2 − µ0(H −Hs)s+]
= J(2(s+)2 − 2(s−)2 + ss+ − ss−)
+J ′((s+)2 − s+s−)
−µ0H(s− − s+) + µ0Hs(s− − s+). (3)
Equating s+ = s and s− = −s one obtains for the
energy diﬀerence ∆E− = −µ0H + µ0Hs − Js− J ′s. The
anti-parallel orientation of the eﬀective spin s− orienta-
tion with respect to s is favorable if ∆E− < 0, hence the
condition for a reduction of the magnetization reads in the
present case with s = 1:
µ0H + J + J ′ < µ0Hs. (4)
Indeed, numerical simulations for diﬀerent parameter sets
J,H,Hs are in accordance with this result and any eﬀec-
tive spin model should reproduce it. We will ﬁrst demon-
strate that the usually used mean-ﬁeld models fail to pro-
vide the correct condition (4) and then develop an eﬀective
mean-ﬁeld model which reproduces (4).
3.2 Local mean-ﬁeld model
The second transition can be understood by an eﬀective
two-spin model. We describe brieﬂy in the following that
the standard mean-ﬁeld model, as e.g. used in the ap-
pendix of [18], fails. For a lattice size of N ×N spins and
periodic boundary conditions, the system is homogeneous
in the direction parallel to the step, thus we can restrict
our considerations to the direction perpendicular to the
step. All three kinds of spin, s and s±, experience an ef-
fective mean-ﬁeld. N − 4 of the sites occupied by normal
spins see a mean-ﬁeld H˜ consisting of the external ﬁeld H
and the interaction with 4 neighbors, 4J . The remaining
two of the N −2 normal spins interact only with 3 normal
spins and with one spin at the step. Therefore we have
µ0H˜ = µ0H +
N − 4










The spins along the step have two interactions with the
same kind of spins, 2Js±, one neighbor with normal cou-
pling, Js, a contribution from the coupling across the step,
J ′s∓, and an interaction with the substrate of H ± Hs.
This results in
µ0H˜
± = µ0H ± µ0Hs + 2Js± + J ′s∓ + Js. (6)
The partition function is then trivially written as
z = [2 cosh (βµ0H˜)](N−2)N
×[2 cosh (βµ0H˜+)]N [2 cosh (βµ0H˜−)]N (7)
with the inverse temperature β = 1/kBT . The mean
spins are calculated by expressions of the statistical av-
erages, s = tanh (βµ0H˜) and s± = tanh (βµ0H˜±). (5)
and (6) represent the self-consistent mean-ﬁeld equations
for s and s±. This mean-ﬁeld result is exactly equivalent
to the Bragg-Williams method by minimizing the Gibbs
functional and assuming that the many-spin correlation
function factorizes into single-spin ones. Such mean-ﬁeld
equations for open surface defects have been investigated
in [18,19].
First it is instructive to solve this equation in the limit
of zero temperature. Then one gets the values of the mean
spins ±1 according to the sign of the mean ﬁelds (5) and









(s+ + s−) (8)
approaches the reduced value M = 1 − 2N for T → 0 if
H˜ > 0 and (H˜+ ≷ 0 and H˜− ≶ 0) . Therefore, as seen
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in Figure 1 the reduction is 1 − 2/50 = 0.96 at low tem-
peratures and low external ﬁelds. Discussing the diﬀerent
cases and taking into account that the partition function
assumes the maximum one deduces that this reduction
happens if and only if
µ0H + 3J + J ′ < µ0Hs (9)
as outlined in the appendix. Though this mean-ﬁeld model
obviously describes the reduction qualitatively the actual
numbers do not agree with the simulation result and with
the ground-state result (4). This is understandable since
surface defects induce nonlocal correlations [4]. These non-
local correlations result in a spatial dependence of the
magnetization on the distance from the step on the sur-
face. This is beyond the mean-ﬁeld picture and can be
modeled, e.g., by a Ginzburg-Landau equation as derived
in [19]. In the following we will suggest a way to describe
such correlations in an eﬀective mean-ﬁeld form.
3.3 Eﬀective mean-ﬁeld model
A better match with the numerical data is obtained for an
eﬀective two-spin model taking into account these nonlo-
cal correlations in a certain sense. We discriminate now
only between normal spins s on attractive sites and ﬁcti-
tious spins s′ at the repulsive sites with H −Hs along the
step. In this approach, each row across the terrace con-
tains N − 1 sites with normal spins s and the repulsive
site with spin s′. An energy-conserving mapping of the
intuitive three-spin model described above onto this sim-
pliﬁed two-spin model is possible by setting s+ = s and
s− = s′.
The mean ﬁeld of the normal spins is calculated anal-
ogously to (5)
µ0H˜ = µ0H +
N − 3
N − 14Js +
6s + 2s′
N − 1 J
= µ0H + 4Js +
2J(s′ − s)
N − 1






with the coordination number z = 4.
The eﬀective spins along the step are described by a
mean ﬁeld consisting of the linear combination of the cou-
plings J, J ′ with the spins s, s′. Taking into account (4)
and that a possible second transition can only occur at
a temperature T ′c ∼ J ′ as well as that for J = J ′ and
Hs = 0 the normal Ising model should reappear, we ob-
tain uniquely the mean ﬁeld of the eﬀective spins as
µ0H˜
′ = µ0H − µ0Hs + (J + J ′)s + 2J ′s′, (11)
the derivation of which is outlined in the appendix. The
partition function can again be trivially written and the
mean spins are
s′ = tanh [β(µ0(H −Hs) + (J + J ′)s + 2J ′s′)]


































Fig. 2. The mean spins s (dashed line) and s′ (dotted line)
as solution of (12) versus temperature together with the total
magnetization, M , (solid line) for µ0Hs = 0.10, 0.16, 0.17, 0.18
(a-d). The magnetization without step agrees with s. The lat-
tice size is N = 10, the couplings J = 0.1 and J ′ = J/
√
2, and
the external ﬁeld H = 0.
Equation (12) represents the self-consistent mean-ﬁeld
equations for s and s′ and we ﬁnd from (12) that the










approaches the reduced value M = 1−2/N in the limit of
zero temperature if and only if the condition (4) is fulﬁlled
as shown in the appendix.
The solution of Equation (12) versus temperature is
plotted in Figure 2 for diﬀerent values of H˜ ′. We see the
characteristic reduction of the eﬀective magnetization to
1 − 2/10 = 0.8. This reduction occurs as long as 0.1 +
0.071 = 0.171 < µ0Hs according to (4). Figure 2c displays
that slightly below the critical value (µ0Hs = 0.17) we
do not have a reduction at T = 0 but a sharp drop of
the magnetization around T/Tc = 2J ′/zJ = 0.35. This
is related to a maximum in the speciﬁc heat at a second
critical temperature T ′c ≈ 0.35Tc besides the usual Ising
transition temperature Tc as shown in Figure 3. The same
second transition appears in Figure 1 where µ0Hs = 5 and
consequently the reduction occurs as long as µ0H < 3.29.
4 Mean-ﬁeld critical exponents of the new
transition
We can understand the second transition by expanding
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which is easily solved and employed to calculate (14). We
discuss this susceptibility explicitly near the two transi-
tions. At the usual phase transition Tc = zJ/kB where




















T − Tc (16)
and the typical critical exponent γ = 1 occurs for ﬁ-
nite and inﬁnite lattices. The step of the surface does not
change the critical scaling of the susceptibility.












T + (1− s2)((1/z − 1)Tc + 12T ′c)




χ|s′=0 = − µ0(1 − s
2)/kB
T − (1 − s2)Tc (17)
and for a ﬁnite lattice (N < ∞) we see that χ ∼
1/(T − T ′c). Consequently, at the second critical temper-
ature, T ′c, the susceptibility diverges and a sharp drop of
magnetization occurs with the critical exponent γ′ = 1.
This second critical temperature does not appear for inﬁ-
nite lattices since the term with 1/(T−T ′c) vanishes in the
limit N →∞. We hence conclude that the second transi-
tion occurs due to the ﬁnite spacing between two adjacent
surface steps.
Even the quantitative behavior of the mean-ﬁeld model
agrees remarkably well with the numerical solution if we
scale to the corresponding half-width temperatures as can
be seen in Figure 4. Especially the low-temperature behav-
ior and the drop at the second, low-temperature transition
at T ′c are well described. Since the mean-ﬁeld approxi-
mation does not yield the correct critical exponents of
the standard order-disorder transition of the planar two-
dimensional Ising model it is in accordance with previ-
ous ﬁndings that deviations occur for temperatures higher
than T1/2.
In order to substantiate the picture of a second, low-
temperature transition we investigate the remaining crit-
ical exponents. We ﬁnd the magnetic ﬁeld dependence of















































Fig. 3. The speciﬁc heat for parameters of Fig. 1 for the nu-
merical data of the Ising model with a step. Besides the H = 0
curve all curves are rectangular-folded. The error bars indicate
the maximal statistical ﬂuctuations around these mean curves.
where (13) has been used. We see that δ = 0 for ﬁnite
lattices while for N →∞ we obtain the established value
δ = 3 of the standard Ising model. In the same way we





























and we see that in both, ﬁnite and inﬁnite lattices (with
Hs = 0) we have δ′ = 1, which is diﬀerent from the stan-
dard Ising model. The ﬁnite Ehrlich-Schwoebel barrier,
Hs 	= 0, leads to δ′ = 0.
We ﬁnd the spontaneous magnetization for H = 0 near
Tc from (18)



















such that we have β = 12 for the inﬁnite-size limit and β =
0 for the ﬁnite-size case. Near T ′c we obtain analogously

























and β′ = 0 for ﬁnite-size lattices independent of the
Ehrlich-Schwoebel barrier. The same exponent appears for


















Fig. 4. The magnetization of the Ising model (open symbols
and dashed lines) with a step as in Fig. 1, together with the
solution of (12) (closed symbols and solid lines).
inﬁnite size since according to (13) the anomalous spins s′
do not contribute to the magnetization in the inﬁnite-size
limit.
Besides the divergence at Tc the speciﬁc heat shows
a second maximum at T ′c = 2J ′/JTc for ﬁelds fulﬁlling
(4) as can be seen in Figure 3. The interesting leading
order near the critical points at H = 0, where we have
s =
√
3(Tc/T − 1) from (21), reads
cH/kB =
√
3(N − 1)s′T 3/2c (1z Tc + 12T ′c)
4N2(Tc − (1 − s′2)T ′c)
1












T − Tc) (24)
which leads to α = 3/2 for the ﬁnite and α = 0 for the
inﬁnite case. Near the other critical point T ′c with s
′ → 0



























with a = −4µ20H2s z2Tc/k2B+(Tc−T ′c)(2Tc+zT ′c)2. It shows
α′ = 2 for the ﬁnite case and α′ = 0 for the inﬁnite case. In
the case with no Ehrlich-Schwoebel barrier (Hs = 0) the
speciﬁc heat becomes c′H ∼ O(s′2) which shows α′ = 0,
and no second transition s′ = 0 occurs for ﬁnite or inﬁnite
systems.
One should note that the divergence of the speciﬁc
heat appears here in the mean-ﬁeld model though the nu-
merical data show a mere maximum. This rounding of the
Table 1. Critical exponents for the two transitions in mean-
ﬁeld approximation. The values in parantheses give the results
without Ehrlich-Schwoebel barrier.
α β γ δ α+2β+γ α+β(1+δ)
2D Ising (exact) 0 1/8 7/4 15 2 2
2D Ising (Weiss) 0 1/2 1 3 2 2
Tc N =∞ 3/2 0 1 0 2.5 1.5
Tc N =∞ 0 1/2 1 3 2 2
T ′c N =∞ (Hs=0) 2 (0) 0 (0) 1 (1) 0 (1) 3 (1) 2 (2)
T ′c N =∞ (Hs=0) 0 (0) 0 (0) 0 (0) 0 (1) 0 (0) 0 (0)
divergence is due to the ﬁnite size of the lattice and well
discussed, see [2].
The results for the mean-ﬁeld model are summarized
in Table 1. We see that for inﬁnite lattices the presence
of the step does not change the exponents of the Ising
model near the normal transition Tc. The ﬁnite-size eﬀects
lead to a deviation of all exponents from the result with-
out step except the exponent of the susceptibility which
remains unchanged. Especially the speciﬁc heat changes
from logarithmic divergence to power-law divergence. For
the reported second transition the scaling inequalities are
fulﬁlled. In the inﬁnite-size limit no second transition oc-
curs. This second transition is therefore a ﬁnite-size eﬀect
and might be considered as a remainder of a thermody-
namic phase transition in the case of a non-zero density of
defect lines [28]. In principle several transitions are known
for square lattices with competing interactions [29]. We
remark that here the second transition occurs due to the
Ehrlich-Schwoebel barrier and not only due to the defect
line. Without that barrier we would not have the second
transition.
Please note that we compare here the mean-ﬁeld
critical exponents for the new transition arising due to
the Ehrlich-Schwoebel barrier. The exact one for the
ladder defects without Ehrlich-Schwoebel barrier is well
known [23], see equation (2), and other critical exponents
are discussed in [26].
5 Summary
For Ising systems on a square lattice with a spatial distor-
tion we have reported here that a second, low-temperature
transition occurs besides the standard Ising phase transi-
tion. An analytical two-spin model is capable to describe
the main features of such a distorted ﬁnite spin system.
The divergent heat capacity appears here due to the spa-
tial distortion and not due to an Ising phase transition.
Therefore, experimentally recorded signals with divergent
heat capacities may not exclusively be interpreted in terms
of phase transitions in ﬁnite systems. When simulating
the surface coverage with molecules the present model is
able to describe the main equilibrium features [5], thus
it promises an application potential to the fabrication of
nanowires which are created near a surface step.
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Appendix A: Critical Ehrlich-Schwoebel
barrier
Here we outline the discussion of the critical Ehrlich-
Schwoebel barrier where the second transition occurs in
a two-spin model if condition (4) is fulﬁlled. A completely
analogous discussion leads to the result for the three-spin
model (9).
The ﬁctitious spin s′ obeys the equation
s′ = tanhβ(H −Hs + as + bs′) (A.1)
and the second transition occurs if s = 1 and s′ = −1 since
only in this case the magnetization (13) is reduced. For
zero temperature the tanh function shows that s′ = ±1 if
and only if
c± = H + a± b ≷ Hs. (A.2)
Since c− < c+ we have the situation that for Hs < c−
we have s′ = 1 and for Hs > c+ we have s′ = −1 while
for c− < Hs < c+ both solutions s′ = ±1 exists. In this
range the system will take the solution where the partition
function becomes maximal. Since the partition function is
proportional to cosh(c± −Hs) we have s′ = ±1 if
|c+ −Hs| ≷ |c− −Hs|. (A.3)
Since we considered the range c− < Hs < c+ we obtain
with (A.2)
H + a ≷ Hs (A.4)
as a unique condition where s = 1 and s′ = ±1 and where
the second transition occurs.
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