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SUFFICIENT AND NECESSARY CONDITIONS FOR HEREDITARITY OF
INFINITE CATEGORY ALGEBRAS
MALTE LACKMANN AND LIPING LI
Abstract. We describe necessary and sufficient conditions for the hereditarity of the category
algebra of an infinite EI category satisfying certain combinatorial assumptions. More generally, we
discuss conditions such that the left global dimension of a category algebra equals the maximal left
global dimension of the endomorphism algebras of its objects, and classify its projective modules
in this case. As applications, we completely classify transporter categories, orbit categories, and
Quillen categories with left hereditary category algebras over a field.
1. Introduction
1.1. Motivation. EI categories, in which every endomorphism is an isomorphism, have widely
appeared in representation theory, topology, and the interface between the two: Keywords are
Bredon coefficient systems and homology theories [4, 9, 21, 25], approximation of classifying spaces
of groups [6,14], proofs of the Farrell-Jones conjecture [3,9], cohomology theory [29], fusion systems
[1, 19], reformulations of Alperin’s weight conjecture [20, 27], etc. Major examples of EI categories
appearing in these applications include the transporter category of a poset with a group action,
the orbit category of a group with respect to a family of subgroups, Quillen categories (also called
Frobenius categories), and fusion systems. The representation theory of EI categories embraces the
representation theory of groups, quivers, and posets, and is of interest to experts in group theory,
algebraic topology and cohomology theory.
The original interest of this paper comes from the quest to describe explicit upper bounds of
the global dimension of the left module categories of some specific EI categories appearing in
topology; in particular, we sought to classify or characterise those EI categories whose left module
categories are hereditary. In [18], the second author gave a characterisation of finite EI categories
whose category algebra over a field is hereditary. However, since many examples appearing in
group theory and algebraic topology (for instance, fusion systems of infinite groups) are infinite
categories, one is led to consider the problem in a much more general framework, and accordingly,
a much more difficult situation.
As for a particular application, the first author’s results in [17] about the existence of Chern
characters for rational G-homology theories can now be generalised to proper G-homology theories
with G an infinite discrete group, using Theorem E below. Furthermore, using the content of this
paper, it is possible to generalise certain finite results of Chen and Wang [7] about an algebraic
enrichment of the well-known correspondence between symmetrisable Cartan matrices and graphs
with automorphisms to the infinite case under some extra efforts.
1.2. Main results and strategies. Loosely speaking, compared to a group, the combinatorial
structure of an EI category C has two more patterns:
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• factorisation properties of non-invertible morphisms between pairs of non-isomorphic ob-
jects,
• the biset structures of non-invertible morphisms between pairs (c, d) of non-isomorphic
objects under the actions of the endomorphism groups Gc and Gd.
To bound the global dimension of the left module category of C, we need to impose certain extra
conditions on these two patterns. For the first one, we introduce the finite factorisation property
FFP (see Definition 1) and the unique factorisation property UFP (see Definition 2); for the second
one, we introduce Conditions (AN ), (BN ), and (BP), cf. Subsection 4.4. These conditions are
formulated for arbitrary directed k-linear categories C. They are most general, but slightly artificial,
and can be replaced by two much more transparent conditions (A) and (B), cf. 2.2, in the case that
N = 1, which in turn can be translated into combinatorial conditions (Ad) and (Bd), cf. Subsection
2.1, if C is a discrete EI category. Note that for C finite, the question whether kC is hereditary
is fully decided by the first pattern, at least if k is a field [18], while the second pattern is not
visible through the eyes of algebra since the group rings kGc have global dimension either 0 or ∞.
Contrarily, the second pattern plays an important role in the infinite case.
The following theorem for EI categories is a weaker version of Theorem 23, which bounds the
left global dimension of k-linear categories satisfying certain conditions.
Theorem A . Let N be a positive integer, k a commutative ring and C a discrete EI category with
the FFP and the UFP. Suppose that the global dimension of the group ring kGc is bounded by N for
every object c, and that kC satisfies Conditions (AN ), (BN ) and (BP). Then the global dimension
of the category of left kC-modules is bounded by N as well.
We prove Theorem A using a result of Cuntz and Quillen [8] on modules of relative differential
forms, adapted for rings with approximate unit. Without Conditions (AN ), (BN ) and (BP) or their
twin conditions, this method would yield an upper bound of N + 1 for the global dimension [13,
Thm. 2.2.11]. Thus this paper is all about decreasing this bound by 1, which makes of course a
great difference in applications, in particular for small values of N .
We give an alternative, combinatorial proof of Theorem A in Section 6. This proof needs an
additional condition, but we get the following additional statement as an upshot:
Theorem B . In the situation of Theorem A, suppose additionally that the object poset of C has no
left-infinite chains (see Def. 14). Then every projective left kC-module is isomorphic to a direct sum
of induced modules of the form kC⊗kGc Pc, where c ∈ Ob(C) and Pc is a projective left kGc-module.
This is a result of Lu¨ck [21, Cor. 9.40] in the case of finite type projectives (with C an arbitrary
EI category), but a non-trivial new result in the above generality.
For N = 1, we can prove the converse implication of Theorem A, significantly generalising [18,
Theorem 1.2].
Theorem C . Let k be a semisimple commutative ring and C a discrete EI category with the finite
factorisation property FFP. The category of left C-modules is hereditary if and only if the following
conditions are satisfied:
(1) the group ring kGc is hereditary for every object c in C,
(2) C has the unique factorisation property UFP,
(3) Conditions (Ad) and (Bd) hold.
The proof of the necessity direction is based on the techniques introduced in [18], which we extend
to the more general situation considered in this paper. Together with the classification of hereditary
groups rings by Dicks [10], which we cite in Proposition 20, and which can be seen as a precursor
of our result, specifically the case that Ob(C) is a singleton, the above theorem characterises a wide
class of EI categories with hereditary left module category in terms of transparent and easy to
check combinatorial conditions.
We shall also point out that there exist EI categories whose left module category is hereditary,
but the right module category is not. This can easily be deduced by observing that the unique
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factorisation property UFP is symmetric (that is, C has the UFP if and only if its opposite category
Cop has the UFP as well), and Condition (Ad) is symmetric as well, but (Bd) is not; see Example 1.
Their category algebras are thus rings with approximate unit whose left and right global dimension
differ, and which are consequently not approximately Noetherian, as discussed in Remark 4.
By considering the opposite category, the above theorem immediately gives us a characterisation
of EI categories with the FFP such that both module categories are hereditary.
Corollary D . Let k and C be as in Theorem C. Then both the categories of left and right C-modules
are hereditary if and only if the following conditions are satisfied:
(1) the group ring kGc is hereditary for every object c in C,
(2) C has the unique factorisation property UFP,
(3) all biset stabilisers (cf. Subsection 2.1) are k×-finite.
1.3. Applications. As previously mentioned, we are interested in three concrete types of EI cat-
egories: transporter categories, orbit categories and Quillen categories (including fusion systems
as a special case). Applying Theorem C, we work out for these categories when their left module
categories over a field are hereditary.
A transporter category P o G is the Grothendick construction of a poset P equipped with the
action of a group G. We translate the conditions FFP and UFP occurring in Theorem C to the two
combinatorial conditions (ESC) and (USC) on the poset P. It turns out that these, together with
two conditions on the stabilisers, completely characterise transporter categories with hereditary left
module categories over a field. For details, please refer to Subsection 5.1 and Theorem 26.
Given a discrete group G and a family F of subgroups closed under conjugations and taking
subgroups, one can define the orbit category and the Quillen category.
We find the correct group-theoretic conditions to be imposed on G and the members of F such
that the orbit category has a hereditary left module category over a field k in Subsection 5.2:
Theorem E . Let k be a field, G a discrete group and F a family of finite subgroups. Then
kOr(G,F) is hereditary if and only if
• G is either countable locally k×-finite or the fundamental group of a connected graph of
k×-finite groups,
• all members of F are cyclic of prime power order, invertible in k, and their Weyl groups
are k×-finite (except possibly for the Weyl group of {1}).
This result generalises [17, Thm. D]. The discussion of Quillen categories, which is quite similar,
is treated in Subsection 5.3, leading to Theorem 33. Furthermore, for the above three concrete
types of categories, we prove that their left module categories are hereditary if and only if so are
the right module categories.
1.4. Open questions. We formulate some interesting open questions which follow naturally from
our results. The first two refer to the goal to extend the ’if and only if’ characterisation of Theorem
C to greater generality.
Question 1. Are the conditions of Theorem A necessary?
In detail, we mean the following: Suppose that the EI category C satisfies the FFP. Suppose that
the global dimensions of the endomorphism algebras Rx are bounded by some N ≥ 1, and that N
is the least such upper bound. If C has global dimension N as well, does C necessarily satisfy the
UFP and the algebraic conditions (AN ), (BN ) and (BP)? Theorem C gives a positive answer to
this question in the case N = 1.
Question 2. Does there exist a complete characterisation of left hereditary directed k-linear cate-
gories C?
Here we thus assume N = 1, but C is not necessarily the linearisation of a discrete EI category.
In this case, one can prove that Conditions (A) and (B) hold, see Lemmas 6 and 8. But we
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could prove that C is necessarily the free tensor category over some tensor quiver (which is the
algebraic analogue of the UFP) only under the (strong) assumption that C is isomorphic to its
associated graded with respect to a certain ideal filtration (this condition holds automatically for
the k-linearisation of a free EI category), see Remark 3.
Question 3. The alternative approach described in Section 6 requires an extra combinatorial con-
dition: the non-existence of left-infinite chains. Can this restriction be removed?
In this paper we mostly consider EI categories satisfying the finite factorisation property FFP,
cf. Definition 1. But there are many interesting examples such that this assumption fails. We thus
ask:
Question 4. To what extent can the main results in this paper be generalised to EI categories
without the FFP?
At the moment we only have some necessary combinatorial conditions, see Lemma 42 and Propo-
sition 43, and an additional algebraic condition of which we don’t even know whether it can occur
in any example, see Remark 17. A status report is given in Section 7.
1.5. Organisation. The paper is organised as follows.
• Section 2 recalls some preliminary knowledge on EI categories and k-linear categories as
well as their representation theory, and introduces in detail the conditions (Ad), (Bd), (A)
and (B).
• In Section 3 we adapt the technique used in [18] to prove the necessity direction of Theorem
C.
• In Section 4, we prove Theorem A and the sufficiency direction of Theorem C by adapting
the machinery from [8] to rings with approximate unit.
• Section 5 discusses the applications to transporter categories, orbit categories, and Quillen
categories.
• Section 6 explains the alternative way to prove Theorem A, additionally leading to Theorem
B.
• Section 7 treats categories without the FFP, discussing some examples and deriving a nec-
essary condition which can be seen as a substitute for the UFP.
• The paper has an appendix describing combinatorial and geometric characterisations of the
finite normaliser condition occurring in Theorem E, in terms of group actions on trees.
2. Preliminaries
In this section we describe some preliminary knowledge on the representation theory of categories.
Throughout this paper, let k be a commutative unital ring, and let C be a small category. We often
assume in proofs that C is skeletal, but formulate our results without this assumption. We say that
C is discrete when it is a usual category, and C is k-linear if it is enriched in k -Mod, the category
of left k-Modules. A set X is called k×-finite if its cardinality is finite and invertible in k.
2.1. Discrete EI categories. In this subsection, let C be a discrete EI category, which can be
thought of as a combination of a group and a preordered set. Explicitly, for each object c in C, the
morphism set C(c, c) is a group which we denote by Gc. We can define a preorder 6 on the set of
objects by letting c 6 d if C(c, d) is nonempty. This preorder induces a partial order 6 on the set
of isomorphism classes of objects.
Given a pair of objects c and d, the morphism set C(c, d) is a (Gd, Gc)-biset, i. e. a left (Gd×Gopc )-
set. As such, it is a disjoint union of transitive bisets
Gd ×Gopc /Hi
where Hi ⊆ Gd ×Gopc is a subgroup. We call all subgroups Hi occuring like this biset stabilisers in
C(c, d), and will study the following conditions on the biset stabilisers.
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(Ad) For all c < d, all biset stabilisers in C(c, d) are locally k×-finite, in the sense that all their
finitely generated subgroups are k×-finite.
(Bd) For all c < d, and any biset stabiliser Hi in C(c, d), pr1(Hi) is k×-finite. Here pr1 denotes
the projection Gd ×Gopc → Gd.
As mentioned in the introduction, the first condition is symmetric, but the second one is not.
Example 1. Let G be an infinite, locally k×-finite group, for instance k = Q and G = Q/Z, and
let C be a category with two objects c and d such that Gc = G = Gd, and C(c, d) as a biset is
generated by an element α such that Gd acts on C(c, d) freely and every element in Gc fixes every
morphism in C(c, d), and C(c, d) = ∅. Then we have Hi = {1} × Gopc for the only biset stabiliser,
and C satisfies (Ad) and (Bd), whereas the opposite category only satisfies (Ad).
We now consider factorisation properties of morphisms in C. Recall that a non-invertible mor-
phism in C is called unfactorisable if it can not be written as the composition of two non-invertible
morphisms, which is similar to an irreducible element in a ring. In this paper, we mainly consider
discrete categories such that every non-invertible morphism can be written as a finite composition
of unfactorisable morphisms, except in Section 7. We give a special name to this property.
Definition 1. An EI category C is said to have the finite factorisation property FFP if every
non-invertible morphism is a composition of finitely many unfactorisables.
Example 2. For an arbitrary EI category C, not every non-invertible morphism can be written
as a finite composition of unfactorisable morphisms, or even worse, unfactorisable morphisms do
not exist. For example, the poset R with the usual ordering can be viewed as a category, and in
this category every morphism is either invertible or factorisable. Another example is the poset
N∪ {∞} with the usual ordering. The reader can see that unfactorisable morphisms exist, but the
unique morphism from object 1 to object∞ cannot be expressed as a composition of unfactorisable
morphisms. We shall emphasise that there do exist categories with hereditary category algebra,
but without the FFP, see Example 8.
For an EI category C with finite factorisation property, the way to decompose a non-invertible
morphism into unfactorisable morphisms is in general not unique. We now recall the unique fac-
torisation property UFP due to the second author [18, Def. 2.7]. Here we take a slightly altered
version from [17, Def. 6.5.2] which is appropriate for arbitrary, not necessarily skeletal, EI cate-
gories. Loosely speaking, the UFP means that the factorisation of every non-invertible morphism
into unfactorisable morphisms is unique up to insertion of automorphisms of objects. Therefore,
categories having the UFP are analogous to unique factorisation domains in commutative algebra.
Definition 2. The category C satisfies the unique factorisation property (UFP) if for any two
chains
x = x0
α1−→ x1 α2−→ . . . αn−−→ xn = y
and
x = x′0
α′1−→ x′1
α′2−→ . . . α
′
n′−−→ x′n′ = y
of unfactorisable morphisms αi and α
′
i which have the same composition f : x→ y, we have n = n′
and there are isomorphisms hi : xi → x′i for 1 ≤ i ≤ n− 1 such that
h1α1 = α
′
1, α
′
nhn−1 = αn and α
′
ihi−1 = hiαi for 2 ≤ i ≤ n− 1 ,
i. e., the following ladder diagram commutes:
x x1 x2 . . . xn−1 y
x x′1 x′2 . . . x′n−1 y .
α1
idx
α2
h1 h2
α3 αn−1 αn
hn−1 idy
α′1 α
′
2 α
′
3
α′n−1 α′n
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Remark 1. The UFP is inherited to full subcategories, as is proved in [18, Prop. 2.10] – the proof
carries over to infinite categories. Contrarily, one can construct relatively straightforward examples
showing that the FFP is not inherited to full subcategories.
There is a concrete combinatorial description for skeletal EI categories with unique factorisation
property as follows. Recall that an EI quiver Q is a datum (Q0, Q1, s, t, f, g) such that Q0 and Q1
are the sets of vertices and arrows respectively, s is the source map, and t is the target map. The
map g assign a group to each vertex in Q0, and the map f assigns a (Gd, Gc)-biset to each arrow
c → d in Q1. Suppose that the category quiver Q has no loops or oriented cycle and satisfies the
finite factorisation property; that is, every direct path γ in Q can be written as a finite composition
of arrows α1 ◦ . . . ◦ αn. Then we can define an EI category CQ as follows:
• objects in CQ are the same as vertices in Q0;
• for each object c, let Gc = C(c, c) = f(c);
• for two distinct objects c and d, let P be the set of directed paths from c to d, and define
C(c, d) =
⊔
γ∈P
g(α1)×f(c2) g(α2)×f(c3) . . .×f(cn) g(αn)
where γ is written as
c = c1
α1 // c2
α2 // . . .
αn−1 // cn
αn // cn+1 = d
such that all αi’s are in Q1, and ×f(ci) denotes the fiber product.
The reader can easily see that CQ is an EI category. Furthermore, it is not hard to verify the
following result: a skeletal EI category C (with finite factorisation property) has unique factorisation
property if and only if it is isomorphic to CQ for a certain EI quiver Q (with finite factorisation
property). For details, please refer to [18, Proposition 2.8]. These EI categories are called free EI
categories.
Let us turn to the representation theory of EI categories, for which the reader can refer to
[21, 23, 28]. A representation V of C, or a left C-module, is a covariant functor from C to k -Mod.
We denote the value of V on an object c in C by V (c). Morphisms between two C-modules are
natural transformations. We denote the category of all left C-modules by C -Mod, which is abelian
and has enough projective objects. In particular, the k-linearisations of representable functors are
projective, and every C-module is a quotient of a free module, which is a direct sum of k-linearisations
of representable functors. Thus we can define projective dimensions for objects in C -Mod, and set
the left global dimension l. gl.dim C of C over k to be the supremum of the projective dimensions
of all left C-modules. If l. gl. dim C is at most 1, we say that C is left hereditary over k. Clearly, C
is left hereditary over k if and only if the category C -Mod is a hereditary category ; that is, every
submodule of a projective C-module is projective as well.
An EI category C gives rise to a category algebra kC defined as follows: as a k-module it has
a basis consisting of all morphisms in C, and its multiplication is defined via the composition of
morphisms (in particular, the product of two non-composable morphisms is 0); see [27, Section 2].
This is an associative algebra equipped with an approximate unit (see Definition 5), but in general
is not unital. The left global dimension of C over k defined above may be interpreted as the left
global dimension of kC in a suitable sense, see Subsection 4.1.
In the rest of the paper, the words ‘module’, ‘global dimension’ or ‘hereditary’ always mean ‘left
module’, ‘left global dimension’ and ‘left hereditary’, unless explicitly mentioned otherwise.
2.2. k-linear categories. In this subsection, let C be a directed k-linear category; that is, if
C(c, d) 6= 0 and C(d, c) 6= 0, then c and d are isomorphic. The directedness of C implies that we can
define a partial order on the set of isomorphism classes in C by writing [c] ≤ [d] if C(c, d) 6= 0. As
usual, we write [c] < [d] if [c] ≤ [d] and [c] 6= [d].
The endomorphism k-algebra of an object c is denoted Rc. If c and d are objects, then C(c, d)
is an (Rd, Rc)-bimodule, i. e. a left (Rd ⊗ Ropc )-module, where ⊗ without subscript denotes ⊗k.
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Parallel to the combinatorial conditions (Ad) and (Bd) on biset stabilisers of EI categories, we will
consider the following two conditions on these bimodules:
(A) For all c < d, C(c, d) is flat as a right Rc-module.
(B) For all c < d and all left Rc-modules M , the tensor product C(c, d)⊗Rc M is projective as
a left Rd-module.
Note that Condition (B) implies in particular that C(c, d) is projective as a left Rd-module (take
M to be the left regular representation Rc). On the other hand, if C(c, d) is projective as an
(Rd, Rc)-bimodule, and k is semisimple, then (A) and (B) are satisfied. The category in Example
1 yields an example where (A) and (B) are satisfied, but C(c, d) is not projective as a bimodule.
This is implied by the results of Subsection 4.3, in particular Lemmas 18 and 19.
Slightly differently from EI categories, for a k-linear category C, a left C-module V is a covariant
k-linear functor from C to k -Mod; that is, V must respect the k-linear structure of C. As for
EI categories, one can define left global dimension and left hereditary for C. These can again be
interpreted in terms of the category algebra of C, defined similarly as in the previous subsection.
In this paper we mainly consider a special type of k-linear categories, called free tensor categories,
which are analogues of EI categories satisfying the unique factorisation property [18, Def. 2.1,
Def. 2.2, Prop. 2.8].
Definition 3. A (directed) k-linear tensor quiver (X,U) consists of
• a partially ordered set X,
• a k-algebra Rx for every x ∈ X, and
• an (Ry, Rx)-bimodule U(x, y) for all x < y.
Suppose (X,U) is a k-linear tensor quiver. For every chain γ = (x0, . . . , x`) inX, where xi < xi+1,
define
U(γ) = U(x`−1, x`)⊗Rx`−1 U(x`−2, x`−1)⊗Rx`−2 . . .⊗Rx1 U(x0, x1) .
This is an (Rx` , Rx0)-bimodule. In particular, if γ consists of two entries x < y, then U(γ) = U(x, y);
if γ has a single entry x, then U(γ) = Rx; if γ is empty, then U(γ) = 0.
For a chain γ = (x0, . . . , x`) as above, denote `(γ) = `. For two chains γ = (x0, . . . , x`) and
δ = (y1, . . . , ym) with x` = y1, let δγ denote the concatenation δγ = (x0, . . . , x`, y2, . . . ym). Then
we have a canonical map
U(δ)⊗ U(γ)→ U(δ)⊗Rx` U(γ) ∼= U(δγ) . (1)
Definition 4. The free tensor category associated to a k-linear tensor quiver (X,U) is the k-linear
category Tk(X,U) with object set X and
Tk(X,U)(x, y) =
⊕
γ : x→y
U(γ)
where the sum runs over all chains γ = (x, x1, . . . , x`−1, y) in X. Composition is given by (1).
Remark 2. The reader can check that free tensor categories are parallel to discrete EI categories
with unique factorisation property, which are called free EI categories in [18]. Actually, one can
show the following statement: the k-linearisation of an arbitrary discrete EI category C is a free
tensor category over some directed tensor quiver if and only if C has the UFP (in which case the
quiver can be chosen as the quiver of unfactorisable morphisms). It follows a posteriori that C has
the FFP. We omit the proof of this statement since we only use the ’if’ direction which is easy.
It is also clear that a free tensor category Tk(X,U) satisfies conditions (A) and (B) above if and
only if all U(x, y) satisfy the corresponding conditions. Furthermore, a free tensor category is an
N-graded category.
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3. Necessity
The main goal of this section is to prove the necessity direction of Theorem C. In the first
subsection, C can be an arbitrary hereditary directed k-linear category. We prove some lemmas
which prepare for Subsection 3.2, but can be formulated more generally. In the second subsection,
we completely deal with discrete EI categories.
3.1. Algebraic consequences of hereditarity. All modules in this subsection are left modules
unless specified else. To simplify the proofs, we also assume that C is skeletal. Under this assump-
tion, the preorder 6 on the objects becomes a partial order.
Given a k-linear subcategory D of C, the embedding functor ι : D → C induces a pullback functor
ι∗ : C -Mod→ D -Mod by sending a C-module V to V ◦ ι. We call this functor a restriction functor,
and denote it by ↓CD. This is an exact functor. It has a left adjoint C ⊗D − called induction, which
is a left Kan extension; and a right adjoint functor K : D -Mod → C -Mod which is a right Kan
extension.
A full subcategory D of C is called an ideal if for every pair of objects x 6 y of C, whenever y is
an object of D, then x is also an object of D. In this case, the functor K : D -Mod → C -Mod has
an explicit description as follows: for V ∈ D -Mod, (KV )(x) = V (x) whenever x ∈ ObD, and is 0
otherwise. Therefore, we easily obtain the following facts:
Lemma 1. If D is an ideal of C, then ↓CD preserves projective modules.
Proof. The conclusion follows from the adjunction (↓CD,K) as well as the exactness of these two
functors. 
From now on, we assume that C is left hereditary.
Lemma 2. For every object x ∈ Ob C, Rx is left hereditary.
Proof. Without loss of generality we can assume that x is the unique minimal object in C. Indeed,
if this is not the case, we can consider the full subcategory D consisting of objects y satisfying
y > x. Then x is the unique minimal object in the category D (here the uniqueness follows from
the assumption that C is skeletal). Furthermore, let V be an arbitrary D-module. Then V can be
viewed as a C-module supported on the set of objects in D. Since C is hereditary, there exists a
short exact sequence 0 → Q → P → V → 0 of C-modules such that both P and Q are projective
C-modules. By our definition of V , we may assume that both P and Q are supported on the set
of objects in D, and thus they are actually projective D-modules. Consequently, V as a D-module
has projective dimension at most 1. Therefore, D is also hereditary, so we may replace the category
C by its full subcategory D.
Now, let V be an arbitrary Rx-module, and consider a short exact sequence 0 → Q → P →
KV → 0 such that both P and Q are projective C-modules. Let E be the full subcategory consisting
of x. Applying ↓CE we obtain a short exact sequence
0→ Q ↓CE= Q(x)→ P ↓CE= P (x)→ (KV ) ↓CE= V → 0.
By Lemma 1, both P (x) and Q(x) are projective E-modules. 
Lemma 3. Let P be a projective C-module. Then for every x ∈ Ob C, P (x) is a projective left
Rx-module. In particular, for every pair of objects x and y, C(x, y) is a projective Ry-module.
Proof. Consider the submodule Q = C ·P (x) of P generated by P (x). Clearly, Q is also a projective
C-module. Again, without loss of generality we can assume that x is the unique minimal object of
C, and apply ↓CD to deduce the conclusion by Lemma 1, where D is the full subcategory with one
object x.
The first statement of the Lemma is proved, and the second one follows by an application to the
projective C-module C · ex. 
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Lemma 4. Let P be a projective C-module generated by its value P (x) on a certain object x. Then
P ∼= C ⊗Rx P (x).
Proof. By Lemma 3, P (x) is a projective Rx-module, so C⊗Rx P (x) is a projective C-module. Since
P = C ·P (x), there is a natural surjection C ⊗Rx P (x)→ P induced by multiplication α⊗v 7→ α ·v.
Therefore, C ⊗Rx P (x) ∼= P ⊕ Q where Q is a projective C-module whose value on x is 0. But
C ⊗Rx P (x) is generated by its value on x, hence so is its direct summand Q. Consequently, Q = 0
and P ∼= C ⊗Rx P (x). 
The following lemma reduces the proofs of some statements to the simple situation of categories
with only two objects. Thus we can verify conditions (A) and (B) in this simple situation since
they are local conditions on C.
Lemma 5. Every full subcategory of C consisting of two objects is left hereditary.
Proof. Let D be the full subcategory of C consisting of objects x and y. If there is no nonzero
morphisms between x and y, then D = Rx ⊕Ry. By Lemma 2, D is left hereditary. Otherwise, as
we did in the proof of previous lemmas, we assume that x is the unique minimal object in C.
Firstly, we claim that the functor ↓CD preserves projective modules. Since every projective C-
module is a direct summand of a free modules of the form Cez, and the restriction functor commutes
with direct sums, it is enough to show that restrictions of these free modules are projective. But
(Cex) ↓CD = Dex
and for z > x
(Cez) ↓CD = C(z, y),
which is a projective Ry-module by Lemma 3, and hence a projective D-module. The claim is
proved.
For an arbitrary D-module V , there exists a short exact sequence 0→ V (y)→ V → V (x)→ 0.
Therefore, it suffices to show the projective dimensions of V (x) and V (y) as D-modules do not
exceed 1. For V (y), the conclusion is clear. Now consider V (x). Taking a short exact sequence
0 → P → Q → V (x) → 0 of C-modules with both P and Q projective, and applying ↓CD, we get a
short exact sequence of D-modules such that the first two terms are projective, and the conclusion
follows. 
In the above proof both V (x) and V (y) can be viewed as either C-modules or D-modules. But
in general V cannot be viewed as a C-module.
Lemma 6. Condition (A) holds.
Proof. By Lemma 5, we can assume that C has only two objects x < y. Let Vx be an arbitrary
Rx-module and let 0→ Ux → Px → Vx → 0 be a short exact sequence of Rx-modules such that Px
is a projective Rx-module. Define a C-module V = C ⊗Rx Vx. Then we have a short exact sequence
of C-modules 0→ U → C ⊗Rx Px → C ⊗Rx Vx → 0.
By considering the value of U on y, one knows that U(y) ∼= (C(x, y) ⊗Rx Ux)/K, where K =
TorRx1 (C(x, y), Vx). Therefore, U is generated by Ux. But U is a projective C-module, so U ∼=
C ⊗Rx Ux by Lemma 4 and U(y) ∼= C(x, y)⊗Rx Ux. Therefore, restricted to the object y one gets a
short exact sequence
0→ C(x, y)⊗Rx Ux → C(x, y)⊗Rx Px → C(x, y)⊗Rx Vx → 0.
This means that TorRx1 (C(x, y), Vx) = 0. But Vx was arbitrary, and consequently the functor
C(x, y)⊗Rx − is exact. That is, C(x, y) is a flat right Rx-module. 
Lemma 7. Suppose that C has only two objects x < y. Let P be a projective C-module. Then
P = Q⊕ P/Q where Q is generated by P (x).
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Proof. We have a short exact sequence 0 → Q → P → P/Q → 0. It suffices to show that
P/Q is projective, or equivalently, Ext1C(P/Q, V ) = 0 for any C-module V . Since there is a short
exact sequence 0 → V (y) → V → V (x) → 0, it suffices to show that Ext1C(P/Q, V (x)) = 0 =
Ext1C(P/Q, V (y)). Applying the functor HomC(−, V (y)) to the first short exact sequence and noting
that HomC(Q,V (y)) = 0, we deduce the second identity. To obtain the first identity, we just note
that HomC(P/Q, V (x)) = 0 since (P/Q)(x) = 0 and
HomC(P, V (x)) ∼= HomRx(P (x), V (x)) = HomRx(Q(x), V (x)) ∼= HomC(Q,V (x)). 
Lemma 8. Condition (B) holds.
Proof. Again, we can assume that C has only two objects x < y by Lemma 5. Let Vx be an arbitrary
Rx-module, and let V = C ⊗Rx Vx. Then V (y) = C(x, y)⊗Rx Vx. Let 0→Wx → Px → Vx → 0 be a
short exact sequence of Rx-modules such that Px is a projective Rx-module, and let P = C ⊗Rx Px
and W = C ⊗Rx Wx. Note that the functor C ⊗Rx − is exact by Lemma 6, so we have the following
commutative diagram of sequences where all rows and columns are exact:
0

0

0 // W //

Q //

V (y) // 0
P

P

0 // V (y) // V //

Vx //

0
0 0
Note that Wx = Q(x), and Q is a projective C-module since C is left hereditary. By Lemma 7, V (y)
is a projective C-module, and hence a projective Ry-module. 
3.2. Necessity of the UFP. In this subsection, we consider discrete EI categories C; that is, they
are usual set-enriched categories, as opposed to k-linear categories. Let kC be the category algebra
defined previously. Moreover, we suppose that C is skeletal, has the FFP, and its category algebra
kC is left hereditary.
Lemma 9. Let α and β be two morphisms in C starting from an object x. Then either one of kCα
and kCβ is contained in the other, or their intersection is 0.
Proof. Let u and v be the target objects of α and β respectively (of course, u and v might be the
same). Consider the situation that α /∈ kCβ and β /∈ kCα; that is, α (resp., β) cannot be written
as a composition of β (resp., α) and another morphism. In this case, Guα and Gvβ are disjoint;
that is, either u 6= v, or u = v but α and β are in different Gu-orbits.
Note that V = kCα+kCβ is a projective module as a submodule of kCex. Furthermore, V/mV =
kGuα ⊕ kGvβ, where m is the two-sided ideal of kC spanned by all non-invertible morphisms. To
see this, note that by the assumption and the definition of m, the images of both α and β are
nonzero, so are the images of all elements in Guα or Gvβ. Therefore, there is a natural surjective
kC-module homomorphism
kCα+ kCβ → kGuα⊕ kGvβ.
But there is also a natural surjection
kCα⊕ kCβ → kGuα⊕ kGvβ.
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By the universal property of projective modules, the first map factors through the second map;
that is, the first map is a composition
kCα+ kCβ → kCα⊕ kCβ → kGuα⊕ kGvβ,
and when restricted to the full subcategory consisting of objects u and v, the two component maps
in this composition become identities. However, since kCα⊕ kCβ is generated by kGuα and kGvβ,
the first component map in this composition must be surjective. This happens if and only if it is
actually an isomorphism, or equivalently, kCα ∩ kCβ = 0. 
Recall that we assume the FFP for C, so every non-invertible morphism α : x → y in C can be
written as a finite composition of unfactorisable morphisms. We define the length l(α) to be
l(α) = min{n | α = αn ◦ . . . ◦ α1}
where each αi is unfactorisable. By convention, l(α) = 0 if α is invertible. Clearly, l(α) = 1 if and
only if α is unfactorisable.
The following proposition, as well as Lemma 6 and Lemma 8, forms the necessity direction of
Theorem C.
Proposition 10. The category C satisfies the UFP.
Proof. Let α : x→ y be a non-invertible morphism in C. We prove the conclusion by an induction
on l = l(α). The conclusion is clearly true if l = 1. Now suppose that l > 1. Let
x = x0
α1 // x1
α2 // . . .
αn // xn = y
x = y0
β1 // y1
β2 // . . .
βm // ym = y
be two decompositions of α into unfactorisable morphisms. Of course, we can assume that n = l or
m = l since we can always compare an arbitrary decomposition to a decomposition with minimal
length.
Consider P 1 = kCα1 and Q1 = kCβ1. Since α lies in both modules, by Lemma 9, either P 1 ⊆ Q1,
or Q1 ⊆ P 1. Without loss of generality we assume that Q1 ⊆ P 1. Consequently, β1 ∈ kCα1, so
β1 = g1α1 where g1 ∈ C(x1, y1). But β1 is unfactorisable, so g1 must be an isomorphism. Therefore,
x1 = y1 since C is skeletal, and P 1 = Q1. Furthermore, if we let α′ = αn◦. . .◦α2 and β′ = βn◦. . .◦β2,
then
α′ ◦ α1 = α = β′ ◦ β1 = (β′g1) ◦ α1.
From the above identity we cannot immediately deduce that β′g1 = α′ since the choice of g1
in general is not unique. However, we claim that β′g1 and α′ lie in the same right Gx1-orbit. To
show it, consider the projective C-module kCα1. It is generated by kGx1α1, and hence by Lemma
4, kCα1 ∼= kC ⊗kGx1 kGx1α1 where the map is the usual multiplication. In particular, by restricting
this isomorphism to y, we have
kC(x1, y)⊗kGx1 kGx1α1 ∼= kC(x1, y) · (kGx1α1). (2)
Let H be the stabiliser of α1 in Gx1 . Note that kGx1α1
∼= k[Gx1/H] as left kGx1-modules. Thus,
we can write
(kCα1)y ∼= kC(x1, y)⊗kGx1 k[Gx1/H] ∼= k[C(x1, y)/H] .
Since (β′g1) ◦ α1 and α′ ◦ α1 define the same element of the left hand side, it follows that β′g1 and
α′ coincide on the right hand side. So there is an element h ∈ H such that β′g1h = α′, and the
above claim is proved. We thus get a commutative diagram
x
α1 //
1

x1
α′ //
g1h

y
1

x
β1 // x1
β′ // y
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Now we turn to the morphism α′ : x1 → y. Clearly, l(α′) < l(α). By the induction hypothesis,
it satisfies the UFP. In particular, for the two different decompositions
x1
α2 // x2
α3 // . . .
αn // xn = y
x1
β2g1h // y2
β3 // . . .
βm // ym = y
we must have m = n, and xi = yi for 2 6 i 6 n. Furthermore, there exist elements gi ∈ Gxi such
that the following diagram commutes:
x1
α2 //
1

x2
α3 //
g2

. . .
αn //
...

xn = y
1

x1
β2g1h // x2
β3 // . . .
βn // xn = y
By gluing the two commutative diagrams, we obtain the following commutative diagram
x
α1 //
1

x1
α2 //
g1h

x2
α3 //
g2

. . .
αn //
...

xn = y
1

x
β1 // x1
β2 // x2
β3 // . . .
βn // xn = y
That is, α satisfies the UFP. The conclusion follows by induction. 
Remark 3. By the above proposition and Remark 2, we conclude that if the category algebra of a
discrete EI category C with the FFP is left hereditary, then the k-linearisation of C is a free tensor
category over some directed tensor quiver. This result can be extended to the k-linear situation.
Explicitly, let C be a skeletal directed k-linear category, and let m be the direct sum of those C(c, d)
with c 6= d, which is a two-sided ideal of C. Then we can define an associated N-graded category Ĉ
such that:
• Ĉ and C have the same objects;
• for any object c, Ĉ(c, c)0 = C(c, c), and Ĉ(c, c)n = 0 for n ≥ 1;
• for c 6= d, Ĉ(c, d)0 = 0, and Ĉ(c, d)n = ed(mn/mn+1)ec for n ≥ 1.
Then by slightly changing the above argumentation, we can show that if Ĉ (forgetting its graded
structure) is left hereditary, then Ĉ is isomorphic to a free tensor category Tk(X ,U) over a tensor
quiver (X ,U) where X is the set of all objects in C and U(x, y) is spanned by the set of unfactorisable
morphisms from x to y for each pair of objects x and y. However, this leaves an interesting question
as follows: if C is left hereditary , is it always true that C is isomorphic to Ĉ, and hence is isomorphic
to a free tensor category?
4. Sufficiency
The main goal of this section is to prove Theorem A, relying on techniques of [8], and to deduce
the sufficiency direction of Theorem C by a translation process between discrete EI categories and
directed k-linear categories.
4.1. Basic facts about rings with approximate unit. We recall here some basic facts about
rings with approximate unit, paralleling [17, Sec. 6.2], and adapt some standard results to this
setting. Recall that a net in a set S is a map I → S where I is a directed set, i. e. a partially
ordered set in which any two elements have a common upper bound.
Definition 5. A ring S has an approximate unit if there is a net (ei)i∈I of idempotents in S with
the following two properties:
• For every s ∈ S, there is some i such that eis = s = sei.
• For i ≤ j, we have ejei = eiej = ei.
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A left S-module M is called non-degenerate if SM = M . Equivalently, if for every m ∈M there is
some i such that eim = m. An (S, S)-bimodule is called non-degenerate if it is non-degenerate as
a left and as a right S-module.
The category of non-degenerate left S-modules is an abelian category and thus has a meaningful
notion of projective dimension and global dimension [23, Sec. 9]. We refer to this dimension if we
talk about the global dimension of a ring with approximate unit. If ei is idempotent, then Sei is
projective. It follows that the category of non-degenerate S-modules has enough projectives, so
that it is hereditary if and only if submodules of projectives are projective.
If C is a k-linear category, then the category algebra kC has an approximate unit given by sums of
the form
∑
x∈F
ex, where F runs through finite subsets of Ob(C), ordered by inclusion, and ex = idx
as usual. There is an equivalence of k-linear categories between the category of non-degenerate
kC-modules and the category of representations of C, i. e. k-linear functors from C to k -Mod;
see [23, Thm. 7.1] and [17, Prop. 6.2.4].
Remark 4. By a result of Auslander [2], the left and right global dimensions of a Noetherian
ring coincide. The proof can easily be adapted to rings with approximate unit via replacing the
Noetherian condition by the approximately Noetherian condition that for every i, every left S-
submodule of Sei and every right S-submodule of eiS is finitely generated as a left, resp. right
S-module. In particular, using Theorem C, the category algebra of the category C introduced in
Example 1 is not approximately Noetherian.
As in the unital case, projective non-degenerate modules are flat:
Lemma 11 [17, Lemma 6.2.3]. Let S be a ring with approximate unit.
(a) If M is a non-degenerate left S-module, then there is a natural isomorphism of S-modules
S ⊗S M ∼= M .
(b) A non-degenerate left S-module P which is projective in the category of non-degenerate left
S-modules is flat in the sense that − ⊗S P is an exact from non-degenerate S-modules to abelian
groups.
Remark 5. Part (b) implies that one can define Tor terms in the usual way via projective resolutions,
which are symmetric and yield long exact Tor sequences for every short exact sequence of non-
degenerate S-modules.
Let A be an S-algebra with approximate unit, i. e. A is a ring equipped with a ring homomorphism
S → A such that the image of the approximate unit of S constitutes an approximate unit of A.
The following definitions and results are taken from [8, Sec. 2], where they are proved for unital
rings, and adapted to the case of rings with approximate unit. See also [13].
Definition 6. The (A,A)-bimodule of differential forms of degree one is defined as Ω1SA = A⊗SA/S
with the ’Leibniz’ A-bimodule structure
a · (b⊗ [c]) · d = ab⊗ [cd]− abc⊗ [d] .
This is easily checked to be a non-degenerate (A,A)-bimodule.
Definition 7. Let S be a ring with approximate unit, A an S-algebra, and M an (A,A)-bimodule.
The abelian group of S-derivations DerS(A,M) consists of all derivations D : A→M with DS = 0.
There is a canonical S-derivation d : A→ Ω1SA sending a to ei⊗ [a], where ei ∈ S is chosen such
that aei = eia = a. This is well-defined: If ej is another such element, we may assume i ≤ j and
get
ei ⊗ [a] = ejei ⊗ [a] = ej ⊗ [eia] = ej ⊗ [a] .
It is a derivation by the definition of the Leibniz bimodule structure.
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Lemma 12. d is a universal S-derivation, furnishing an isomorphism
Hom(A,A)(Ω
1
SA,M)
∼= DerS(A,M) .
Proof. We have to show that for an S-derivation D : A → M , there is a unique (A,A)-linear map
F : Ω1SA → M such that F ◦ d = D, i. e. F (ei ⊗ [a]) = Da with ei as above. Uniqueness is clear:
Let a, b ∈ A and choose ei such that aei = eia = a and bei = eib = b. Then
F (a⊗ [b]) = F (a · (ei ⊗ [b])) = a · F (ei ⊗ [b]) = a ·Db .
On the other hand, one easily checks as above that this furnishes a well-defined (A,A)-bilinear map
F : Ω1SA→M which satisfies F ◦ d = D, so that we have proved existence. 
Proposition 13. Let S be a ring with approximate unit and A an S-algebra with approximate unit.
There is a short exact sequence
0 −→ Ω1SA κ−−→ A⊗S A m−−−→ A −→ 0
of (A,A)-bimodules, with m(a0 ⊗ a1) = a0a1 and κ defined in the proof below.
Proof. We define an (A,S)-linear section ι of the multiplication map m as follows: For a ∈ A,
choose ei with eia = aei = a and set ι(a) = a⊗ ei. This is well-defined: Suppose ej is another such
element. Since I is directed, we may assume that i ≤ j. Then
a⊗ ei = a⊗ eiej = aei ⊗ ej = a⊗ ej .
Thus, the kernel of m is identified (as (A,S)-bimodule) with the cokernel of ι via the projection
idA⊗SA − ιm. Since ι is given by the canonical isomorphism
A ∼= S ⊗S A
stemming from the fact that A is a non-degenerate module over S, cf. Lemma 11 (a), followed by
the canonical morphism S → A, and tensoring is right exact (over an arbitrary non-unital ring),
we identify the cokernel of ι with A⊗S A/S = Ω1SA. It follows that the map
κ : Ω1SA→ A⊗S A
sending a⊗ [b] to
(id− ιm)(a⊗ b) = a⊗ b− ab⊗ ei ,
where ei is chosen such that eiab = ab = abei, is well-defined and renders the above sequence exact.
Finally, one checks that κ is a morphism of (A,A)-bimodules if Ω1SA has the Leibniz bimodule
structure. 
4.2. Cuntz-Quillen proof of sufficiency. In this section, C = Tk(X,U) is the free tensor category
over a k-linear tensor quiver (X,U) with Rx hereditary for every x ∈ X which satisfies Conditions
(A) and (B) as introduced in Subsection 2.2. We will now prove that the category algebra of C over
k is hereditary. Let R denote the ring
⊕
c
Rc. It is a hereditary ring with approximate unit.
Proposition 13 gives us a short exact sequence
0 −→ Ω1RC κ−−→ C ⊗R C m−−−→ C −→ 0 (3)
of (C, C)-bimodules.
Lemma 14. Let M be any left C-module. There is an exact sequence of left C-modules
0 −→ Ω1RC ⊗C M −→ C ⊗RM −→M −→ 0 . (4)
Proof. Tensor the exact sequence (3) from the right with M and note that it stays exact since the
last term C is a flat right C-module and thus Tor1C(C,M) = 0. This uses Remark 5. 
Lemma 15. Let N be a left R-module. Then the projective dimension of C⊗RN as a left C-module
is at most the projective dimension of N over R (which is at most 1).
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Proof. Condition (A) means that C is flat over R. Take a projective resolution of N over R, tensor
it up to C and it will stay exact. 
Let U =
⊕
x<y(x, y) denote the (R,R)-bimodule of unfactorisables.
Proposition 16. There is an isomorphism ΩR1 C ∼= C ⊗R U ⊗R C of (C, C)-bimodules.
Proof. The proof is the same as in [8, Prop. 2.6], using Lemma 12. 
Now we are ready to prove the main theorem of this section.
Theorem 17. Let (X,U) be a tensor quiver with hereditary Rx for every x ∈ X, satisfying condi-
tions (A) and (B). Then Tk(X,U) is hereditary.
Proof. Let M be an arbitrary left C-module. Consider the short exact sequence (4). The first term
ΩR1 C ⊗C M ∼= C ⊗R (U ⊗RM)
is a projective left C-module since U ⊗RM is a projective left R-module by (B). It follows from [23,
Lemma 9.1] that
p.dimC(M) ≤ max(p.dimC(C ⊗RM), 1)
and this implies the claim by Lemma 15. 
4.3. Translation between the k-linear and the discrete case. In this subsection we discover
some close relations between previously established results for discrete EI categories and for k-linear
categories. In particular, we show that the conditions (Ad) and (Bd) for discrete categories and the
conditions (A) and (B) for k-linear categories are equivalent under certain moderate assumptions,
and hence complete the proof of Theorem C. In this subsection, let k be a semisimple ring.
Part (a) of the following lemma is well-known.
Lemma 18. Let X be a left G-set.
(a) kX is a projective left kG-module if and only if all stabilisers occuring in X are k×-finite.
(b) kX is a flat left kG-module if and only if all stabilisers occuring in X are locally k×-finite, i.
e., all their finitely generated subgroups are k×-finite.
Proof. (a) Every G-set is a disjoint union of transitive G-sets, and a direct sum is projective if and
only if each summand is. We may thus assume that X = G/H for some subgroup H, and have
to show that k(G/H) is projective if and only if H is k×-finite. For this, consider the canonical
surjection
pi : kG k(G/H) .
It has a section s if and only if k(G/H) is projective. If s exists, then s([1]) has equal entries in all
left H-cosets, hence H is finite. Consequently, pi(s([1]) is divisible by |H| and it follows that H is
k×-finite. Finally, if H is k-finite, then a section s can be defined by
s([gH]) =
1
|H|
∑
h∈H
gh .
(b) As in the proof of (a), we may assume that X = G/H. Suppose that H is locally k×-finite.
Then H is a filtered union of k×-finite subgroups Hi, thus G/H is a filtered colimit of G/Hi and
k(G/H) is a filtered colimit of projectives k(G/Hi) and hence flat.
Now, suppose that k(G/H) is flat. For h ∈ H, consider the map of right kG-modules kG→ kG
given by left multiplication λh−1 with h − 1. It induces a non-injective map after tensoring with
k(G/H). Since k(G/H) is flat, the original map has to have nontrivial kernel. Let x = (xgg)g∈G be
nonzero in the kernel. Let F be the finite, nonempty set of elements g with xg 6= 0. Since x = hx,
F is invariant under left multiplication with h, i. e. the subgroup generated by h acts on F . This
action is free since G is a group. It follows that h has finite order, which we denote by m. Set
N(h) = 1 + h+ h2 + ...+ hm−1 ∈ kG. It is easily checked that
ker(λh−1) = im(λN(h)) .
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By exactness, this remains true after tensoring with k(G/H). But then 1H lies in the kernel, and
it follows that there exist finitely many ki and gi such that
1H = N(h)
n∑
i=1
kigiH =
n∑
i=1
m∑
j=1
kih
jgiH .
In the above double sum, we now focus on those summands with hjgiH = 1H. (All other summands
cancel each other out.) These satisfy hjgi ∈ H and thus gi ∈ H. It follows that also all the other
hj
′
gi lie in H and we have
1H =
n∑
i=1
gi∈H
mkigiH =
m n∑
i=1
gi∈H
ki
 · 1H .
Thus, m is invertible in k.
For several elements h1, . . . , hn, consider similarly the map
kG −→
n⊕
i=1
kG
where the i-th component is given by left multiplication with hi − 1. Again, we find a nonzero x
in the kernel, and this time, all hi have to stabilise F under right multiplication, i. e. 〈h1, . . . , hn〉
acts on F freely and thus it is a finite group. To show that it is k×-finite, run the same argument
as above with the sum of all elements of the subgroup 〈h1, . . . , hn〉 as norm element. 
Lemma 19. If C is a discrete EI category and k is semisimple, then (B) and (Bd) are equivalent.
Proof. If (B) holds, take M to be the trivial left Gc-module k = k(Gc/Gc). We get that
k((Gd ×Gopc )/Hi)⊗kGc k(Gc/Gc) ∼= k((Gd ×Gopc )/Hi ×Gc Gc/Gc) ∼= k(Gd/pr1(Hi))
is a projective left kGd-module, so pr1(Hi) is k
×-finite by Lemma 18 (a).
Conversely, suppose that (Bd) holds. Let M be an arbitrary left kGc-module and Hi a biset
stabiliser for C(c, d). Let L = pr1(Hi). Then Hi is contained in L×Gopc , so (Gd ×Gopc )/Hi can be
written as Gd ×L ((L×Gopc )/Hi). It follows that
C(c, d)⊗Gc M ∼= kGd ⊗kL [k((L×Gopc )/Hi)⊗Gc M ] .
The term in square brackets is a left kL-module which is projective since kL is semisimple by
Maschke’s theorem. Inducing it up to kGd yields a projective left kGd-module. 
Finally, we cite the following result of Dicks, characterising hereditary group rings.
Proposition 20 [10, Thm. 1]. Let k be an arbitrary ring and G a group. Then kG is hereditary if
and only if at least one of the following holds:
(H1) k is completely reducible and G is the fundamental group of a connected graph of k×-finite
groups.
(H2) k is (left) ℵ0-Noetherian and von Neumann regular, and G is countable and locally k×-finite.
(H3) k is hereditary and G is k×-finite.
The conditions on the ring k are explained on the first page of [10].
Remark 6. If k is a field, then all conditions on k hold trivially. Thus, kG is hereditary if and only
if G is the fundamental group of a connected graph of k×-finite groups, or is countable and locally
k×-finite.
We complete the proof of Theorem C and Corollary D in the following proposition.
Proposition 21. Let C be a discrete EI category with the unique factorisation property UFP such
that all group rings are hereditary. If Conditions (Ad) and (Bd) hold, then the category of left
C-modules is hereditary.
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Proof. Remark 2 shows that the k-linearsation of C is a free tensor category over a certain tensor
quiver. Part (b) of Lemma 18 (respectively, Lemma 19) tells us that Condition (Ad) (resp., Con-
dition (Bd)) for discrete EI categories C is equivalent to Condition (A) (resp., Condition (B)) for
its k-linearisation. The conclusion then follows from Theorem 17. 
4.4. Bounded global dimension. In this subsection, we assume that the rings Rx at the objects
of the tensor quiver (X,U) might not be hereditary, but still have global dimension bounded by
some natural number N ≥ 1. Our argumentation still works in this case, and Conditions (A) and
(B) can even slightly be weakened.
Definition 8. A module K (in some abelian category) is called an N -th kernel if there are pro-
jectives P1, . . . PN and a short exact sequence
0 −→ K −→ PN −→ . . . −→ P1 . (5)
A 0-th kernel is an arbitrary module by this definition. We also say that a (−1)-st, (−2)-nd kernel
etc. is an arbitrary module.
Remark 7. An abelian category with enough projectives has global dimension ≤ N if and only if
all N -th kernels are projective.
Fix a number N and consider the following conditions. We formulate these in terms of the (R,R)-
bimodule C = Tk(X ,U), but they could equivalently be formulated for the (Rd, Rc)-bimodules
C(c, d), as we did with (A) and (B), or for the quiver bimodules U(c, d).
(AN ) For every (N − 1)-st kernel L in the category of left R-modules, we have
Tor1R(C, L) = 0 .
(BN ) For every short exact sequence of left R-modules
0 −→ Q −→ P −→ L −→ 0
where Q, P are projective and L is an (N − 1)-st kernel, the induced sequence of left
R-modules
C ⊗R Q −→ C ⊗R P −→ C ⊗R L −→ 0
splits, i. e.
C ⊗R P ∼= C ⊗R L⊕ im(C ⊗R Q) .
(BP) C is projective as a left R-module.
Remark 8. Let N = 1. Then it can easily be seen that (A1) is equivalent to (A), and that the
conjunction of (B1) and (BP) is equivalent to (B).
Note that if (BP) holds, then (BN ) is equivalent to the fact that C ⊗R L is a projective left
R-module, i. e. that C(c, d) ⊗Rc L is a projective left Rd-module for all c < d. Also, the following
lemma is immediate:
Lemma 22. Let (X,U) satisfy (BP). If P is a projective kC-module, then P (c) is a projective
Rc-module for every c ∈ Ob(C). If M is of projective dimension at most m, then so is M(c). 
We now prove the analogue of Theorem 17, which implies Theorem A from the introduction:
Theorem 23. Let N ≥ 1, and let (X,U) be a tensor quiver with l. gl.dimRx ≤ N for all x ∈ X,
satisfying conditions (AN ), (BN ) and (BP). Then
l. gl.dim Tk(X,U) ≤ N .
Proof. Let K be an N -th kernel, and let L be the cokernel of K → PN , with PN as in (5). Then L
is an (N−1)-st kernel, and if we show that L has projective dimension at most 1 as a left C-module,
then K is projective by Schanuel’s Lemma.
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Proposition 13 and Lemma 4 still hold as above, yielding a short exact sequence
0 −→ Ω1RC ⊗C L −→ C ⊗R L −→ L −→ 0 .
The middle term has projective dimension 1: Since the global dimension of R is at most N , we know
that L has projective dimension at most 1 as a left R-module, so there is a short exact sequence
0 −→ Q −→ P −→ L −→ 0
of left R-modules, and this stays exact after applying C ⊗R − by (AN ). Since Proposition 16 still
applies, the left term is isomorphic to C ⊗R (U ⊗R L). Now, U ⊗R L is a projective left R-module
by (BN ) and (BP), so the first term is projective as well. The proof is finished as the proof of
Theorem 17 result above. 
5. Applications
In this section, we apply Theorem C to some examples. These applications were the original
interest of the authors to write this paper. In particular, we treat three different categories which
shed light on the system of finite subgroups of a given group G and its G-structure given by the
conjugation action: the transporter category of the subgroup poset, the orbit category, and the
Quillen category. We might consider all finite subgroups of G, or single out a certain subsystem.
Throughout, k is a field, G is a discrete group, finite or infinite, and F is a family of finite
subgroups in the following sense:
Definition 9. A family of finite subgroups of G is a set F of finite subgroups of G which is
non-empty, and closed under conjugation as well as under passage to subgroups.
Remark 9. In particular, according to our definition, every family contains the trivial subgroup
{1}, and this is heavily used in our discussion. In the literature, orbit and Quillen categories are
sometimes considered for arbitrary sets S of subgroups instead of a family F . We restricted to
families for simplicity, although Theorem C can of course also be applied in the more general case.
5.1. Transporter categories. Let G be a group and P a G-poset, i. e. a poset which has an
action of G through poset-automorphisms. The following definition is essentially taken from [29].
Definition 10. The transporter category of G on P, P oG, has object set P and
HomPoG(x, y) = TransG(x, y) = {g ∈ G; gx ≤ y} .
Composition is given by multiplication in G.
It is easily seen that P oG is an EI category if and only if the following condition holds:
If gx ≤ x, then gx = x. (S)
This is automatic for finite posets, but not in general, consider e. g. the addition action of Z on
itself with the standard ordering. However, we will assume from now on that P satisfies (S). In
particular,
HomPoG(x, x) = StabG(x)
– this is actually another equivalent formulation of (S).
Lemma 24. Condition (Bd) holds if and only if for all x, y ∈ P with x < y, StabG(x) ∩ StabG(y)
is k×-finite. In this case, also Condition (Ad) holds.
Proof. Let g ∈ HomPoG(x, y), then gx < y. The biset stabiliser of g in StabG(y)× StabG(x)op is
H = {(h, k);hgk = g} = {(h, k);h = gk−1g−1} .
From this one sees that both projections pri are injective, in particular (Bd) implies (Ad), and
pr1(H) = StabG(y) ∩ gStabG(x)g−1 = StabG(y) ∩ StabG(gx) . 
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Definition 11. (a) A finite chain x1 < x2 < . . . < xn is called saturated if for all 1 ≤ i ≤ n − 1,
there is no z ∈ P with xi < z < xi+1.
(b) A poset P is said to satisfy existence of saturated chains (ESC) if any two x, y ∈ P with x < y
can be joined by a saturated chain.
(b) A poset P is said to satisfy uniqueness of saturated chains (USC) if the following holds: For
any x and y, there is at most one saturated chain starting in x and ending in y.
Example 3. The following poset does not satisfy USC:
•
• •
•
The following poset satisfies USC:
•
• •
•
Lemma 25. (a) P satisfies ESC if and only if P oG has the FFP.
(b) P satisfies USC if and only if P oG has the UFP.
Proof. Consider a chain of morphisms
x0
g1−→ x1 g2−→ x2 . . . gn−→ xn .
We manipulate this chain, using the equivalence relation presented in Definition 2: Set hn−1 = gn,
hn−2 = gngn−1 etc., and x′i = hixi. Then we have the following commutative ladder diagram:
x0 x1 x2 . . . xn−2 xn−1 xn
x0 x
′
1 x
′
2 . . . x
′
n−2 x′n−1 xn .
g1
idx0
g2
h1 h2
g3 gn−2
hn−2
gn−1 gn
hn−1 idxn
h0 1 1 1 1 1
Thus, every chain of morphisms is equivalent to one with morphisms labelled by 1, except
possibly the first morphism. With this observation, it is easily proved that a non-isomorphism x
y−→
is unfactorisable if and only if the chain x < y is saturated, and part (a) can be deduced.
For part (b), assume that P satisfies USC. Consider two chains of unfactorisables with common
start and end point and the same composition. By the above argumentation, we can assume they
have the following forms:
x0
g−→ x1 1−→ x2 . . . 1−→ xn ,
and
x0 = x
′
0
g′−→ x′1 1−→ x′2 . . . 1−→ x′m = xn .
Since the compositions are equal, we have g = g′. So we have the following chains in P:
gx0 < x1 < x2 < . . . < xn
and
gx0 < x
′
1 < x
′
2 < . . . < x
′
n .
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These are saturated since they correspond to unfactorisable morphisms. Since P satisfies USC, we
have m = n and xi = x
′
i, so the original chains of morphisms are equal.
Now, assume P oG has the UFP. Consider two saturated chains
x0 < x1 < x2 < . . . < xn
and
x0 = x
′
0 < x
′
1 < x
′
2 < . . . < x
′
m = xn .
These yield the two horizontal rows of morphisms in the following diagram with common compo-
sition 1 ∈ HomPoG(x0, xn), so we can invoke the UFP to get n = m and the vertical isomorphisms
making the diagram commute:
x0 x1 x2 . . . xn−2 xn−1 xn
x0 x
′
1 x
′
2 . . . xn−2 x′n−1 xn .
1
idx0
1
h1 h2
1 1
hn−2
1 1
hn−1 idxn
1 1 1 1 1 1
By the commutativity of the diagram, one gets inductively that all hi = 1 and, since the corre-
sponding arrows are isomorphisms, xi = x
′
i. 
An application of Theorem C yields the following characterisation:
Theorem 26. Let k be a field, G a group and P a G-poset satisfying (S) and ESC. Then k(PoG)
is hereditary if and only if the following conditions hold:
• P satisfies USC,
• for x ∈ P, the stabiliser StabG(x) is countable locally k×-finite or the fundamental group of
a connected graph of k×-finite groups,
• for x < y, StabG(x) ∩ StabG(y) is k×-finite.
If we are interested in the global dimension of the category of right k(P oG)-modules, we have
to check the corresponding conditions for (P oG)op = Pop oG. But the conditions are obviously
the same for ≤ and ≥, so we get:
Corollary 27. k(P oG) is left hereditary if and only if it is right hereditary.
Corollary 28. Let k be a field, G a discrete group and F a family of finite subgroups, ordered by
inclusion and equipped with the conjugation action of G. Then k(F oG) is hereditary if and only
if
• G is either countable locally k×-finite or the fundamental group of a connected graph of
k×-finite groups,
• all members of F are cyclic of prime power order, invertible in k, and their Weyl groups
are k×-finite (except possibly for the Weyl group of {1}).
Proof. The ’only if ’ part. Suppose that k(F o G) satisfies the conditions from Theorem 26. Let
K ∈ F . The USC, applied to {1} and K, implies that K is a p-group for some p and can have
at most one subgroup of each order. This implies by an easy induction that K is cyclic of prime
power order. G is the stabiliser of {1} and thus in one of Dicks’ classes. The third condition of
Theorem 26, applied to the inclusion {1} ⊆ K for K 6= {1}, implies that NG(K) is k×-finite. Thus
the same holds for its subgroup K and its quotient WG(K).
The ’if ’ part. The USC follows easily from the fact that a cyclic group has at most one subgroup
of any order, and the other two items of Theorem 26 are trivially satisfied. 
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5.2. Orbit categories. In this subsection we consider another example, orbit categories, which
are widely applied while considering actions of groups on topological spaces, for instance, Bredon’s
coefficient systems and homology theory, approximation of classifying spaces of groups, etc. The
reader with interest can refer to [6], [14] and [9]. One conceptual reason for the importance of the
orbit category stems from Elmendorf’s Theorem [12] relating the homotopy theory of G-spaces to
the homotopy theory of presheaves over the orbit category.
Definition 12. The orbit category Or(G,F) of G with respect to the family F has as objects the
transitive G-sets G/K, K ∈ F , and as morphisms the G-equivariant maps between these.
Remark 10. We recall from [17, Lemma 6.4.1] that for K,L ∈ F , there is an isomorphism
φL,K : K\TransG(L,K) ∼= HomOr(G,F)(G/L,G/K),
g 7→ φL,K(g)
with
TransG(L,K) = {g ∈ G; gLg−1 ⊆ K}
and
(φL,K(g))(xL) = xg−1K
for x ∈ G. These isomorphisms are compatible with composition in the obvious way. In particular,
since F consists of finite groups only, there is an isomorphism of monoids
HomOr(G,F)(G/K,G/K) ∼= K\NG(K) = WG(K) .
Thus, Or(G,F) is an EI category. Also, since any noninvertible morphism strictly increases the
cardinality of the finite isotropy group H, Or(G,F) has the FFP.
If we set L = {1} in the above, we have TransG({1},K) = G and get the isomorphism
φ{1},K : K\G ∼= HomOr(G,F)(G/{1}, G/K) ,
where K\G is furnished with the (WG(K), G)-biset structure given by left and right multiplication.
The biset stabiliser H1 of φ
{1},K(1K) thus equals
H1 = {([g], g−1); g ∈ NG(K)}
which is isomorphic to NG(K)
op via pr2, while pr1 is surjective onto WG(K). Consequently, we
have the following lemma.
Lemma 29. Let K ∈ F with K 6= {1}.
(a) If Condition (Ad) is satisfied for the (WG(K), G)-biset HomOr(G,F)(G/{1}, G/K), then K is
k×-finite.
(b) If Condition (Bd) is satisfied for the (WG(K), G)-biset HomOr(G,F)(G/{1}, G/K), then WG(K)
is k×-finite.
Finally, we cite a result characterising when the orbit category has the UFP. It is proved in a
similar way as Proposition 32 below and enables us to prove Theorem E from the introduction.
Proposition 30 [17, Prop. 6.5.5]. Let G be a group and F a family of finite subgroups. Then
Or(G,F) has the UFP if and only if all K ∈ F are cyclic of prime power order, where different
primes may occur.
Proof of Theorem E. If the two items are satisfied, all automorphism groups have hereditary group
rings by Remark 6 and Or(G,F) has the UFP by Proposition 30. Moreover, Conditions (Ad) and
(Bd) are trivially satisfied: If G/L < G/K, and L 6= {1}, then K is nontrivial, Hi is a subgroup of
the k×-finite group WG(K)×WG(L) and thus k×-finite. If L = {1}, then the biset stabilisers are
all isomorphic to NG(K) by transitivity, and this is k
×-finite since K and WG(K) are.
Now, suppose that kOr(G,F) is hereditary. Note that G = WG(1). By Remark 6, if kOr(G,F)
is hereditary, then G is either countable locally k×-finite or the fundamental group of a connected
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graph of k×-finite groups. By Lemma 29 (b), all Weyl groups of nontrivial members of F are
k×-finite. Finally, the members of F are cyclic of prime power order by Lemma 30 and k×-finite
by Lemma 29 (a). 
Example 4. Suppose that F = FIN is the family of all finite subgroups of G and that kF is
hereditary. If G is locally k×-finite, then any two elements are contained in a finite, thus cyclic
subgroup, and G is abelian. Thus, NG(K) = G for an arbitrary K and G has to be k
×-finite itself
and thus cyclic.
On the other hand, if G is the fundamental group of a connected graph of k×-finite groups, then
one can prove that G satisfies the above items if and only if this graph has trivial edge and loop
groups. Contracting a spanning tree, we see that G is a free product, finite or infinite, of finite
groups Z/pkii where pi is a prime invertible in k, or pi = 1.
Example 5. The groups D∞ ∼= Z/2∗Z/2 and PSL2(Z) ∼= Z/2∗Z/3 have a hereditary orbit category
with respect to F = FIN .
Remark 11. G is the fundamental group of a finite graph of finite groups if and only if it is virtually
finitely generated free abelian [15]. In this case, we give a geometric characterisation of the Weyl
group condition in Appendix A. It can be summarised as follows: If F is a finite subgroup of G,
then WG(F ) is infinite if and only if F fixes a ray (equivalently, a line) in the Bass-Serre tree, and
there is a combinatorial algorithm how to read this off from the graph of groups.
Example 6. The group SL2(Z) ∼= Z/4 ∗Z/2 Z/6 has a nontrivial normal subgroup Z/2 and thus the
orbit category for any family containing this subgroup is not hereditary. However, the subgroup Z/3
(canonically embedded via the second factor of the amalgam) has finite normaliser by Lemma 44
and thus Or(SL2(Z),F3) is hereditary where F3 denotes the family of subgroups which are finite
3-groups.
The discussion until here treated left kOr(G,F)-modules. Let us comment shortly on right
kOr(G,F)-modules, i. e., left kOr(G,F)op-modules. Condition (Ad), the UFP, and the Dicks
condition for hereditarity of group rings are insensible when passing from a category to its opposite,
but Condition (Bd) a priori is not – the two projections are interchanged. However, in the present
case, the condition becomes stronger since the first projection (pr2 above) is an isomorphism in
the case L = {1}. We thus get directly that NG(K) is k×-finite and consequently the Weyl group
WG(K). We thus can prove the following in exactly the same way as Theorem E:
Corollary 31. Let k be a field, G a discrete group and F a family of finite subgroups. Then
kOr(G,F) is right hereditary if and only if it is left hereditary, i. e., the conditions listed in Theo-
rem E hold.
5.3. Quillen categories. We now discuss Quillen categories (also called Frobenius categories) as
another important example where Theorem C can be applied. These categories are important for
the notion of p-local finite groups, and were used by Quillen to prove the stratification theorem of
group cohomology. For more details, the reader can refer to [6].
Definition 13. The Quillen category Q(G,F) of G with respect to F has the members of F as
objects and
HomQ(G,F)(H,K) = TransG(H,K)/CG(H) .
One sees in exactly the same way as for the orbit category that since F consists of finite groups,
Q(G,F) is an EI category with the FFP.
In contrast with the orbit category, the Quillen category has finite Hom sets, even if G is infinite,
since mapping g to conjugation c(g) by g embeds HomQ(G,F)(H,K) into HomGrp(H,K).
In the important special case that G is a finite group, P is a Sylow p-subgroup of G and F is the
family of subgroups of P (and their conjugates in G), Q(G,F) is called a fusion system. Fusion
systems are of particular interest to group theorists and algebraic topologists, and have numerous
applications in these areas. For a complete introduction, the reader can refer to [1].
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Proposition 32. Let G be a group and F a family of finite subgroups. The category Q(G,F)
satisfies the UFP if and only if F consists only of cyclic subgroups of prime power order (where
different prime bases may occur in the same family).
Proof. The ’only if ’ part. Suppose that Q(G,F) has the UFP. First of all, it can be proved easily
that every member K of F is a finite p-group (for some p). We now show that K has only one
maximal subgroup. Indeed, let H ′ and H ′′ be two maximal subgroups of K. Extend these to chains
{1} ⊆ H ′1 ⊆ H ′2 ⊆ . . . ⊆ H ′n−1 = H ′ ⊆ H ′n = K
and
{1} ⊆ H ′′1 ⊆ H ′′2 ⊆ . . . ⊆ H ′′m−1 = H ′′ ⊆ H ′′m = K
of subgroups in F , where H ′i ⊆ H ′i+1 and H ′′i ⊆ H ′′i+1 are maximal. By the UFP, we have m = n
and a commutative ladder
{1} H ′1 H ′2 . . . H ′n−2 H ′ K
{1} H ′′1 H ′′2 . . . H ′′n−2 H ′′ K
1
1 h1
1
h2
1 1
hn−2
1
h
1
1
1 1 1 1 1 1
From the commutativity of the rightmost square, we have h ∈ CG(H ′) and thus, since h ∈
TransG(H
′, H ′′), we get H ′ = H ′′.
This shows that K is cyclic by an easy induction: The center C of K is non-trivial since K is a
p-group. The quotient K/C still only has one maximal subgroup, thus is cyclic. It is a well-known
fact that cyclicity of K/C forces K to be abelian, i. e. a product of cyclic groups. Again since K
has only one maximal subgroup, it is itself cyclic.
The ’if ’ part. Now, suppose that F only has cyclic members of prime power order. Given a
chain
H0
g1−→ H1 g2−→ H2 . . . gn−→ Hn
of unfactorisable morphisms, we first manipulate it to get a chain
H0
g′−→ H ′1 1−→ H ′2 1−→ H ′3 . . . H ′n−1 1−→ Hn
with composition g′ modulo CG(H0). This works similarly as in the beginning of the proof of
Lemma 25. Let
H0
g′′−→ H ′′1 1−→ H ′′2 1−→ H ′′3 . . . H ′′n−1 1−→ Hm = Hn
be another chain with the same composition, i. e. g′(g′′)−1 ∈ CG(H0).
First of all, let us note that since all inclusions are unfactorisable and all H ′i and H
′′
i are cyclic
of order a power of p, the indices [H ′i : H
′
i−1] as well as [H
′′
i : H
′′
i−1] are all equal to p, so that
m = n = logp([Hn : H0]). SinceHn is cyclic, it has at most one subgroup of every order, soH
′
i = H
′′
i .
It follows that the two ladders equal each other since g′ = g′′ ∈ CG(H0)\TransG(H0, H ′1). 
Theorem 33. Let k be a field, G a discrete group and F a family of finite subgroups. Then
kQ(G,F) is left hereditary if and only if all K ∈ F are cyclic of prime power order, and the finite
groups NG(K)/CG(K) have order invertible in k. Moreover, kQ(G,F) is right hereditary if and
only if it is left hereditary.
Proof. Since all automorphism groups NG(K)/CG(K) are finite, Dicks’ condition from Remark
6 reduces to them being k×-finite. Under this assumption, Conditions (Ad) and (Bd) become
vacuous. 
Remark 12. A slight variation of the Quillen category is the subgroup category in the sense of
Lu¨ck [22]. Its morphism sets are given by
HomSub(G,F)(H,K) = K\TransG(H,K)/CG(H) .
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One can prove that kSub(G,F) is left hereditary if and only if it is right hereditary if and only if
the conditions of Proposition 33 hold. One sees again that dividing out the finite group K doesn’t
make a difference, compare also Corollary 28 and Theorem E.
6. An alternative proof of sufficiency and structure theorems for projective
modules
This section contains a direct combinatorial proof of Theorem A, with the addendum of Theorem
B, but under certain mild combinatorial restrictions on C. We assume throughout that C is the free
tensor category associated to some tensor quiver (X,U), that l. gl.dimRx ≤ N for all x ∈ X, and
that conditions (AN ), (BN ) and (BP) introduced in Subsection 4.4 are satisfied. The additional
combinatorial conditions will be collected along the way. They can be formulated most generally in
terms of the quiver (X,U) and the module we are considering, cf. Corollaries 36, 37 and 38, where
the latter two deal with finitely generated modules only. Finally, we show that our reasoning can
be applied under the simple condition that X has no left-infinite chains. The proof of this assertion
is non-trivial (to our knowledge) and uses the so-called combinatorial compactness argument.
Recall that for a kC-module K, and for d an object of C, the left Rd-submodule of K(d) generated
by the images of K(c) for c < d is denoted by Bd(K). This defines a subfunctor of K mapping d
to Bd(K). The left Rd-module Sd(K) is defined by the short exact sequence
0 −→ Bd(K) −→ K(d) −→ Sd(K) −→ 0 . (6)
Lemma 34. Let (X,U) satisfy (BN ) and (BP). Assume N ≥ 1 and let K be an N -th kernel. Then
the exact sequence (6) splits for every object of C.
Proof. Since N ≥ 1, K is a submodule of the projective C-module PN . By adding a projective
module to PN and PN−1 (or M if N = 1), we may assume that PN is a free module, i. e.
PN (y) =
⊕
x<y
C(x, y)(A) =
⊕
γ : ?→y
U(γ)(A) (7)
where A is some (possibly infinite) set. The subscript of the latter sum indicates that it runs over
all chains ending in y. Dividing these up according to the second-to-last entry (which exists in
every case except for the singleton chain (y), and the empty chain which doesn’t contribute to the
sum), we can write
PN (y) ∼= R(A)y ⊕
⊕
x<y
U(x, y)⊗Rx
 ⊕
γ : ?→x
U(γ)(A)
 = R(A)y ⊕⊕
x<y
U(x, y)⊗Rx PN (x) .
Now, consider for x < y the short exact sequence
0 −→ K(x) −→ PN (x) −→ PN (x)/K(x) −→ 0 .
By Lemma 22, the cokernel is an (N − 1)-st kernel in the category of Rx-modules and K(x) is an
N -th kernel, thus projective. Applying (BN ), the sequence splits after tensoring with U(x, y):
U(x, y)⊗Rx PN (x) ∼= U(x, y)⊗Rx (PN (x)/K(x))⊕Gx(U(x, y)⊗Rx K(x))
where
Gx : U(x, y)⊗Rx K(x) −→ U(x, y)⊗Rx PN (x)
is the canonical map which is not necessarily injective. It follows that
PN (y) ∼= R(A)y ⊕
⊕
x<y
U(x, y)⊗Rx (PN (x)/K(x))⊕
⊕
x<y
Gx(U(x, y)⊗Rx K(x))
∼= R(A)y ⊕
⊕
x<y
U(x, y)⊗Rx (PN (x)/K(x))⊕By(K)
as left Ry-modules. Now, K(y) is an Ry-submodule of PN (y) which contains the third summand
By(K) completely and thus splits of this summand. 
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In the situation of Lemma 34, we thus get a map of kC-modules
F :
⊕
x
kC ⊗Rx Sx(K)→ K . (8)
Remark 13. This map is not natural in K since it depends on choices in splitting the sequences
(6).
Lemma 35. Suppose that (AN ) holds. Then F is injective.
Proof. The map Gx in the proof of Lemma 34 is injective, so
By(K) ∼=
⊕
x<y
U(x, y)⊗Rx K(x)
and we have
K(y) ∼= Sy(K)⊕
⊕
x<y
U(x, y)⊗Rx K(x) .
Iterating this, we get
K(y) ∼=
⊕
γ : x0→y
`(γ)≤`
U(γ)⊗Rx0 Sx0(K)⊕
⊕
γ : x0→y
`(γ)=`+1
U(γ)⊗Rx0 K(x0) .
The short exact sequences
0 −→
⊕
γ : x0→?
`(γ)≤`
U(γ)⊗Rx0 Sx0(K) −→ K −→
⊕
γ : x0→?
`(γ)=`+1
U(γ)⊗Rx0 K(x0) −→ 0
of kC-modules (which are not natural in K and split objectwise, but not as functors) are connected
by maps from the `-th to the (` + 1)-st sequence given by the inclusion on the left, which is the
restriction of F , the identity in the center and the induced map on the right. Passing to the colimit,
since filtered colimits are exact, we get an exact sequence
0 −→
⊕
γ : x0→?
U(γ)⊗Rx0 Sx0(K) −→ K −→ colim`
⊕
γ : x0→?
`(γ)=`+1
U(γ)⊗Rx0 K(x0) −→ 0 . (9)
The left map is identified with F , so that F is injective. 
Let us consider the colimit on the right in the last short exact sequence of the proof in more
detail. The structure maps
ψ` :
⊕
γ : x0→?
`(γ)=`+1
U(γ)⊗Rx0 K(x0) −→
⊕
γ : z0→?
`(γ)=`+2
U(γ)⊗Rz0 K(z0) (10)
come from the (chosen) splittings
K(x0) ∼= Sx0(K)⊕
⊕
z0<x0
U(z0, x0)⊗Rz0 K(z0)
by projecting to the second summand and thus have the following property:
A summand on the left-hand side of (10) indexed by a chain starting in x0 is mapped only
to summands indexed by chains starting in some z0 < x0.
(∗)
This property directly implies the following:
Corollary 36. Suppose that for every y, there is a number M such that for all chains γ =
(x0, . . . , y) of length ≥M , we have U(γ)⊗Rx0 K(x0) = 0. Then F is surjective.
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Note that if we can prove that F is bijective, this doesn’t only imply that the N -th kernel K is
projective, but also that it is of a very specific form, namely of the form
K ∼=
⊕
x
kC ⊗Rx Px (11)
for some projective Rx-modules K. Let us call a C-module of this form an induced module. In
particular, if we prove surjectivity of F for all N -th kernels K, we may take K to be an arbitrary
projective and get that every projective is an induced module.
Remark 14. Here are two cases where the condition of Corollary 36 is satisfied:
• For every y ∈ X, the length of chains (with respect to <) terminating in y is bounded.
• K is finitely generated and for all x, y ∈ X, the length of chains between x and y is bounded.
We state a corollary in the second case, but leave out the first case since we will prove a more
general version below in Proposition 39.
Corollary 37. Let N ≥ 1. Let C be the free tensor category over a directed tensor quiver satisfying
the second condition of Remark 14 (”locally bounded“), (AN ), (BN ), and l. gl. dimRx ≤ N for all
x. Then the category of left kC-modules has the property that any finitely-generated N -th kernel is
projective. Furthermore, any finitely generated projective module is an induced module as in (11).
For N = 1, note that a 1-st kernel is just a submodule of a projective module. The property
that finitely generated submodules of projective modules are projective is sometimes called semi-
hereditarity.
Corollary 38. Let C be the free tensor category over a directed tensor quiver satisfying the second
condition of Remark 14 (”locally bounded“), (A), (B), and l. gl. dimRx ≤ 1 for all x. Then the
category of left kC-modules is semi-hereditary, and any finitely generated projective module is an
induced module as in (11).
We will now give a proof that F is bijective which imposes less severe combinatorial conditions
on C, but uses more advanced combinatorial arguments. Actually, we only assume the following:
Definition 14. Let X be a partially ordered set. A left-infinite chain in X is a sequence (xi)i≥0
in X indexed by the non-negative integers such that xi < xi−1.
Proposition 39. Suppose that X has no left-infinite chains. Then F is surjective (i. e., bijective).
Proof. We want to show that
colim
`
⊕
γ : x0→?
`(γ)=`+1
U(γ)⊗Rx0 K(x0) = 0
where the product is along the structure maps ψ` described in (10) above. The only thing we will
use about the ψ` is property (∗) displayed above.
Let x ∈⊕ γ : x0→?
`(γ)=`+1
U(γ)⊗Rx0 K(x0) for some `. We want to show that for some L, the image of
x vanishes in
⊕
γ : x0→?
`(γ)=L+1
U(γ) ⊗Rx0 K(x0). For all n ≥ `, denote by Xn the set of objects z of C
such that ψn(ψn−1(. . . (ψ`(x)))) – the image of x under iteration of ψ – has a nonzero component
indexed by a chain starting in z.
We know that Xn is finite (since the domain is a direct sum). By property (∗), we know that
for every z ∈ Xn, there is a z′ ∈ Xn−1 with z < z′. Iterating this, we get for every z ∈ Xn a chain
z = zn < zn−1 < . . . < z` with zi ∈ Xi. The lemma below finishes the proof. 
Lemma 40. Let X be as in the proof of Proposition 39. We have XL = ∅ for L large.
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We separated this lemma since its proof is purely combinatorially. Actually, it uses a so-called
compactness argument building on Tychonoff’s Theorem that the product of compact topological
spaces is compact. This is a classical combinatorial argument which can be traced back to [16].
The first author thanks Jens Reinhold for teaching him how to apply compactness arguments many
years ago.
Proof. Give every set Xi the discrete topology and the product K = Π
∞
i=`Xi the product topology.
It is compact by Tychonoff’s Theorem since all Xi are finite. Set
Kj = {(zi) ∈ K | zi < zi−1 for `+ 1 ≤ i ≤ j} .
The Ki are closed in K. Also,
∞⋂
i=`
Ki = ∅
since C has no left-infinite chains. Since K is compact, this implies KL = ∅ for some L. But we
argued above that an element of Xn always gives a chain in Kn. Thus, XL = ∅. 
The following corollary includes Theorem B from the introduction.
Corollary 41. Let N ≥ 1. Let C be the free tensor category over a directed tensor quiver without
left-infinite chains, satisfying (AN ), (BN ) and (BP), and l. gl. dimRx ≤ N for all x. Then the
global dimension of the category of left kC-modules is at most N , and every projective module is an
induced module as in (11).
7. Categories without the FFP
In this final section, C is a discrete EI category which does not necessarily have the finite fac-
torisation property FFP. We deal with the question how to characterise hereditarity of kC in this
case. We find a generalisation of the UFP in terms of a certain poset Θ(α) which we can prove
to be necessary, cf. Lemma 43 and Proposition 42. In all examples the authors have constructed
where these combinatorial conditions, together with the usual algebraic conditions that the kGc are
hereditary, and (Ad) and (Bd), are satisfied, we could prove hereditarity of kC, using the methods
of Section 6. However, we could not succeed to derive a general proof. In particular, it is not
clear whether an additional algebraic condition is necessary in the non-FFP case, as discussed in
Remark 17.
We begin with two examples of categories without the FFP.
Example 7. Consider the poset C of real numbers between 0 and 1 with the usual ordering. Viewed
as an EI category, C has no unfactorisable morphisms, and its category algebra kC (with k a field,
say) is not hereditary, as follows from Proposition 43 below.
Instead of all real numbers in [0, 1], we could have worked with {0} ∪ { 1n , n ∈ N} here. In this
case, there are some unfactorisable morphisms, but all non-invertible morphisms with source 0
cannot be factored into a finite product of unfactorisables.
Example 8. Consider the partially ordered set {1 − 1n} ∪ {1}, or equivalently N ∪ {∞}, and let C
again denote the associated category which still doesn’t have the FFP. If k denotes a semisimple
commutative ring, then kC is hereditary. This can be proved with the methods of Section 6.
Remark 15. The methods of our first proof in Section 4 are not available here since Proposition 16
doesn’t apply: kC is not a tensor algebra any more. It would be interesting to find a description
Ω1RkC in this situation.
We will now derive a combinatorial necessary condition which presumably plays the role of the
UFP in the non-FFP case, but is more difficult to formulate.
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Definition 15. For any morphism α : x → y in C, let Θ(α) denote the following poset. Elements
are equivalence classes of triples (t, g, f), where t is an object of C, f ∈ C(x, t) and g ∈ C(t, y),
satisfying α = g ◦ f . The equivalence relation is as follows: (t, g, f) ∼ (t′, g′, f ′) if there is an
isomorphism h : t ∼= t′ such that g′ = g ◦ h−1 and f ′ = h ◦ f .
We order Θ(α) by setting [t, g, f ] ≤ [t′, g′, f ′] if there exists h : t → t′ such that f ′ = h ◦ f and
g = g′ ◦ h.
It is easily checked that the ordering on Θ(α) is a well-defined partial ordering.
Example 9. Suppose that α = un ◦ un−1 ◦ . . . ◦ u1 is a finite product of unfactorisables. Then Θ(α)
contains the finite chain
[x, α, id] < [x1, un ◦ un−1 ◦ . . . ◦ u2, u1] < . . . < [xn−1, un, un−1 ◦ . . . ◦ u1] < [y, id, α]
where ui : xi−1 → xi, x0 = x and xn = y.
If the above factorisation is essentially unique in the sense of Def. 2 – for instance if C has the
UFP – then Θ(α) consists of this chain only. Conversely, one can easily prove that if Θ(α) consists
only of this chain, then the factorisation is essentially unique.
Consequently, if C has the FFP, then C has the UFP if and only if each Θ(α) consists of a single
finite chain.
In absence of the FFP, this is substituted by the conditions of being totally ordered and well-
ordered, as the following two results show.
Lemma 42. If kC is hereditary, then Θ(α) is totally ordered for all α. In particular, [t, g, f ] ≤
[t′, g′, f ′] if and only if t ≤ t′.
Proof. This works exactly as the first step of the proof of Proposition 10 (before the induction on
the length of α). 
Proposition 43. If kC is hereditary, then Θ(α) is well-ordered for all α.
Proof. Let S be a subset without minimal element. Let K denote the following subfunctor of
C(x,−):
K(z) = k {g : x→ z; ∃ [t, g, f ] ∈ S, h : t→ z s.t. g = h ◦ f} .
We show that K is not projective, so that kC will not be hereditary.
Let B =
⊕
[t,g,f ]∈S
C(t,−). This has an obvious surjection pi to K given by precomposition with f .
We claim that HomC(K,B) = 0. This implies that pi doesn’t have a section and K is not projective.
Consider a natural transformation F : K → B. Choose an arbitrary [t, g, f ] ∈ S and consider
f ∈ K(t). Then F (f) ∈ B(t) has only finitely many nonzero components. Let [t2, g2, f2] ∈ S denote
the minimal index of a nonzero component. Since S has no minimal element, there is [t1, g1, f1]
which is strictly smaller than [t2, g2, f2] and [t, g, f ]. Let h : t1 → t with f = h ◦ f1.
Consider the following commutative diagram:
K(t1) K(t)
B(t1) B(t)
K(h)
F F
B(h)
and start with f2 in the upper right corner. Going via K(t), it is first mapped to f and then to
F (f). Going via B(t2), by definition of B, it is mapped to an element of
B(t) =
⊕
[t′,g′,f ′]∈S
C(t′, t)
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which is concentrated in components indexed by elements t′ ≤ t1 < t2. On the other hand, F (f)
only has nonzero components indexed by elements t′ ≥ t2. Thus, F (f) = 0. By definition of K, it
follows that F = 0. 
Remark 16. The last two results imply that we can associate to every morphism α a unique ’infinite
factorisation into unfactorisables’. Indeed, we can extract for any element κ + 1 ∈ Θ(α) which is
not a limit element an unfactorisable morphism uκ+1 : xκ → xκ+1 such that fκ+1 = uκ+1 ◦ fκ. This
gives us a sequence (uκ)κ which is unique up to the equivalence relation known from the FFP case
(cf. Def. 2), applied at any intermediate non-limit element, and we may think of α as the ’infinite
composition of the uκ’.
However, the existence of limit elements in Θ(α) makes this point of view problematic. In
particular, there are the following three important caveats:
• A sequence of unfactorisables might or might not have an ’infinite composition’.
• There might be two different morphisms α, β : x → y with the same uκ sequences. This
cannot happen in the FFP case since α is always the composition of the finitely many uκ.
• The stabliser of α under the right Gy-action is not determined by the uκ-sequence. This is
also in contrast to the situation where C satisfies the FFP and UFP.
We want to stress that it is possible to construct examples demonstrating these phenomena such
that the category in question has hereditary category algebra, so that these are important for the
sake of this paper.
Remark 17. Finally, we want to point to a possible additional algebraic obstruction occurring in the
case of categories without the FFP. Let us consider a directed k-linear category C which has N∪{∞}
as underlying poset of objects as in Example 8, but now with arbitrary hereditary endomorphism
rings Rn, n ∈ N, and R∞ at the objects. Suppose we have a submodule K of the projective module
C(1,−) and want to prove that it is projective. Going along the same route as in the proof of
Lemma 34, we can show that
K(n) ∼= Bn(K)⊕ Sn(K)
for every n. Let us now consider the situation at the object∞. Denoting by Sn the image of Sn(K)
in K(∞), we can show (if Conditions (A) and (B) are satisfied) that K(∞) splits off its submodule
S1 ⊕ . . . ⊕ Sn for every n. However, for projectivity of K, it is necessary and sufficient that K
splits off
⊕∞
n=1 Sn. In general, if a module X splits off submodules S1 ⊕ . . . ⊕ Sn, this does not
imply that it splits off the infinite direct sum
⊕∞
n=1 Sn (see [26] for an example with R hereditary
and X projective), but it is not clear to the authors whether it is possible to construct an example
where this effect impedes hereditarity of C. It thus remains unclear whether an additional algebraic
condition is necessary at this point.
Appendix A. Normalisers in groups acting on trees
Let pi = pi1(G, Y, P0) be the fundamental group of a connected finite graph of k
×-finite groups
(G, Y ). In this appendix, we analyse the condition appearing in Theorem E that a finite subgroup
F ⊆ pi has finite normaliser Npi(F ). We first treat this question combinatorially in terms of the
graph of groups, and then geometrically. The geometry enters by the well-known fact that pi acts on
the Bass-Serre tree X = X˜(G, Y, T ) with finite stabilisers and finite quotient. Here T is a spanning
tree of the quotient graph Y . We use the notation, constructions and main results of the famous
and beautiful book [24].
We now explain how to read off the normaliser of a finite subgroup F ⊆ pi from the graph of
groups. By conjugating (in pi) if necessary, we may assume that F fixes a vertex in the chosen lift
of T to X.
Let c be a path in Y , given by edges y1, . . . , yn. We put Pi = t(yi) = o(yi+1). Recall that a word
of type c is a pair (c, µ) where µ = (r0, . . . , rn) with ri ∈ GPi . It is reduced if n = 0 and r0 6= 1, or
if n > 0 and whenever yi+1 = yi, we have ri /∈ Gyiyi . Every reduced word with c a circle is nontrivial
in pi, and every word in pi can be written as a reduced word. If we restrict to paths starting and
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Figure 1. The path in X, in the case m = 3.
ending in P0, as we do in pi1(G, Y, T ), then c is unique and µ is unique up to the equivalence relation
generated by
(r0, . . . , rn) ∼ (r0, . . . , riayi+1 , (ayi+1)−1ri+1, . . . , rn) (12)
with a ∈ Gyi+1 [24, p. 50].
Let (c, µ) be a reduced word as above. For 0 ≤ i ≤ n, let ic denote the starting segment (y1, . . . yi)
of c, and iµ the starting segment (r0, . . . ri) of µ. We view (ic,i µ) as a reduced word centered at P0
by going the same path backwards with trivial labels.
Lemma 44. Let F ⊆ GP0 be a finite subgroup, and let (c, µ) be a reduced word such that |c, µ|
normalises F . Then
|ic,i µ|−1F |ic,i µ| ⊆ Gyi+1yi+1 .
Here G
yi+1
yi+1
denotes the image of Gyi+1 = Gyi+1 in Gt(yi+1) = Go(yi+1) = GPi as usual. Intuitively,
the lemma says that every element normalising a subgroup F describes a way how to move this
subgroup along the graph of groups, starting in P0 and inserting conjugations at subsequent vertices
if necessary to push it into the next edge group. In the end, we arrive at P0 again, with a subgroup
conjugate to F in GP0 .
Proof. Let g = |c, µ|. Then F fixes P0 and gP0, thus the geodesic between the two in X. We
show how to use this geodesic to write g in reduced form satisfying the conjugation assertion of the
lemma. By uniqueness of reduced word presentations, up to equivalence as described above, this
proves the lemma.
Let (z1, . . . , zm) be the image of the geodesic from P0 to gP0 in Y , with Qi = t(zi) = o(zi+1). We
have Q0 = Qm = P0. We can write the first edge of the path in X as s0z1 with s0 ∈ GP0 since it is
incident to P0. The second vertex then equals s0Q1. The second edge can be written as (s0z1s1)z2
with s1 ∈ GQ1 since it is incident to s0Q1. Here, s0z1s1 is to be understood as an element of pi (we
supress inserting the path back to P0 with trivial labels in this proof) which acts on the edge z2.
Inductively, one gets a description of the path as in Figure 1.
We have
(s0 . . . sm−1)P0 = (s0 . . . sm−1)Qm = gP0
and thus g = s0 . . . sm−1zmsm with sm ∈ GP0 . The zi and si define another reduced word presenta-
tion of g. It follows that m = n, zi = yi and Qi = Pi. The ri and si are linked via the equivalence
relation generated by (12). But it is easy to check that the statement of the lemma is insensitive
to this equivalence relation, and thus we assume ri = si without loss of generality.
Consequently, F fixes the edge |ic,i µ|yi+1 and is thus contained in its stabiliser, which yields the
claim of the lemma. 
Lemma 44 can be used to check whether the normaliser Npi(F ) of F is infinite, for example in
conjunction with the equivalence of the first two items of Proposition 45 below.
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Example 10. Let Y consist of an edge y, with vertex groups A and B and edge group C. We
identify C with both its images in A and B. Let F ⊆ A.
We can draw the following conclusions from the above lemma:
• If F is not subconjugate to C in A, then Npi(F ) = NA(F ).
• If F ⊆ C and there exist a ∈ NA(F ) \ C and b ∈ NB(F ) \ C, then Npi(F ) contains the
element 1ybya of infinite order.
We emphasise that the second condition is not necessary for the infinity of the normaliser. For
example, let A = B equal the dihedral group
D8 = 〈σ, τ | σ4 = τ2 = (στ)2〉
and let
C = 〈τ, σ2τ〉 = {1, τ, σ2τ, σ2} .
Let F be the 2-element subgroup generated by τ . Then NB(F ) = C, so the second item cannot
be satisfied. However, the normaliser of F contains the infinite order element given by the reduced
word 1yσyσ−1.
What happens here is that F = 〈τ〉 is conjugated in the second step into 〈σ2τ〉 which still lies
in C, and then back into F in the third step. Similarly, there can be situations when a chain of
length two doesn’t suffice, but length 3 or higher is necessary.
Example 11. Let Y consist of a loop t, with vertex group A and loop group C. As usual, we identify
C with one of its images in A and denote the other by ι(C). We can draw the following conclusions
from the above lemma:
• If F is neither subconjugate to C nor to ι(C) in A, then Npi(F ) = NA(F ).
• If F ⊆ C and there exists a ∈ TransA(ι(F ), F ), then Npi(F ) contains the element 1ta of
infinite order.
Again, the second condition is not the only way to produce an infinite order element: Let A = C
equal the Klein 4-group {1, a, b, c}, and let ι : C → C be the order 3 automorphism mapping a to
b, b to c and c to a. Then F = 〈a〉 cannot be normalised by going around the loop once – note that
all conjugations in A are trivial –, but the (infinite order) element t3 = 1t1t1t1 normalises F .
A ray in X is a geodesic embedding of the metric space [0,∞) (with the standard metric) into
X, and a line in X is a geodesic embedding R ↪→ X. The existence of a CAT(0) metric on X equips
it with a Gromov boundary. The underlying set can be described as the set of all rays emanating
from a fixed point p [5, Lemma III.H.3.1]. Since X is a tree, there is no need of an equivalence
relation on the rays. Topologically, ∂X is a Cantor space.
Proposition 45. Let F be a finite subgroup of pi. Then the following are equivalent:
(i) Npi(F ) is infinite,
(ii) Npi(F ) contains an element of infinite order,
(iii) XF is an infinite graph,
(iv) F fixes a ray in the tree X pointwise,
(v) F fixes a line in the tree X pointwise,
(vi) F fixes a point on the Gromov boundary ∂X,
(vii) F fixes two points on the Gromov boundary ∂X.
Proof. (i) ⇒ (ii). Npi(F ) acts on the tree X and is thus isomorphic to the fundamental group of a
certain connected graph of finite groups (G′, Y ′). This need not be a finite graph of groups, but it
inherits from (G, Y ) the property that there is a global bound on the orders of the groups G′P . We
show that this suffices for the existence of an element of infinite order if Npi(F ) is infinite.
Assume that Npi(F ) is a torsion group. The fundamental group of the graph of groups (G
′, Y ′)
surjects onto the usual topological fundamental group of Y ′, which has an element of infinite order
unless Y ′ is a tree. Moreover, any edge group has to equal the vertex groups of one of its two
vertices. The reason is that there certainly is an element of infinite order if both inclusions are
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strict, see Example 10 with F = {1}. Note that the fundamental group of the graph of groups
on any subgraph of Y ′ embeds into the whole fundamental group, as can be seen by considering
reduced words. Now, let P be a vertex of Y ′ such that G′P is of maximal order. Then the two facts
mentioned above ensure that the canonical map
G′P −→ pi1(G′, Y ′, P ) ∼= Npi(F )
is an isomorphism, thus Npi(F ) is finite.
(ii) ⇒ (iii). Since F is finite, it fixes a vertex x. Let g ∈ Npi(F ) be of infinite order. For all n,
we have g−nFgn ⊆ Stabpi(x), or, equivalently, F ⊆ Stabpi(gnx). Since the stabiliser of x is finite,
there are infinitely many points of the form gnx.
(iii) ⇒ (i). Since there are finitely many pi-orbits, F in particular fixes infinitely many vertices
in the same pi-orbit. Suppose that this is the G-orbit of x, i. e. there are infinitely many g ∈ pi such
that
F ⊆ Stabpi(gx)
or, equivalently,
g−1Fg ⊆ Stabpi(x) .
Thus, the subgroup M ⊆ pi consisting of all g with the above property is infinite. But M acts on
the finite set of pi-conjugates of F in Stabpi(x) by conjugation, and the stabiliser of F equals Npi(F )
which is thus also infinite.
(iii) ⇔ (iv). In the tree X, every vertex is of finite degree since this is true for the quotient
Y = pi\X and all edge stabilisers are finite. The same is thus true for XF which is connected
by uniqueness of geodesics. Finally, a connected graph in which all vertices have finite degree is
infinite if and only if it contains a ray [11, Prop. 8.2.1].
(iv) ⇔ (vi), (v) ⇔ (vii). In the description of the Gromov boundary as the set of rays emanating
from a fixed vertex p recalled directly before this Proposition, take p to be a vertex fixed by F .
Then F acts on the set of rays, and the assertions translate into one another.
(ii) ⇒ (v). Let g be of infinite order normalising F and let x be a vertex fixed by F . Then F
fixes all gnx with n ∈ Z. Let
m = minx∈vertXd(x, gx) > 0 .
By the structure theorem for hyperbolic elements [24, Prop. 24], there is a g-invariant line L on
which g acts by translation by m. Moreover, if z denotes the point on L closest to x, then the
geodesic from x to gx contains z (and gz). Thus, z ∈ XF . A similar argument applied to gnx
shows that gnz is contained in XF . Since XF is geodesically closed, this implies that it contains
the whole line L.
(v) ⇒ (iv). This is a tautology. 
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