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ABSTRACT
We present a multi-wavelength analysis of galaxies selected at 450 and 850 µm from
the deepest SCUBA-2 observations in the Extended Groth Strip (EGS) field, which
have an average depth of σ450 = 1.9and σ850 = 0.46 mJy beam
−1 over ∼ 70 arcmin2. The
final sample comprises 95 sources: 56 (59%) are detected at both wavelengths, 31 (33
%) are detected only at 850 µm, and 8 (8%) are detected only at 450 µm. We identify
counterparts for 75% of the whole sample. The redshift distributions of the 450 and
850 µm samples peak at different redshifts with median values of z¯ = 1.66 ± 0.18 and
z¯ = 2.30±0.20, respectively. However, the two populations have similar IR luminosities,
SFRs, and stellar masses, with mean values of 1.5 ± 0.2 × 1012 L⊙, 150 ± 20 M⊙/yr,
and 9.0 ± 0.6 × 1010 M⊙, respectively. This places most of our sources (& 85%) on the
high-mass end of the ‘main-sequence’ of star-forming galaxies. Exploring the IR excess
vs UV-slope (IRX-β) relation we find that the most luminous galaxies are consistent
with the Meurer law, while the less luminous galaxies lie below this relation. Using
the results of a two-dimensional modelling of the HST H160-band imaging, we derive
a median Se´rsic index of n = 1.4+0.3
−0.1
and a median half-light radius of r1/2 = 4.8 ± 0.4
kpc. Based on a visual-like classification in the same band, we find that the dominant
component for most of the galaxies at all redshifts is a disk-like structure, although
there is a transition from irregular disks to disks with a spheroidal component at
z ∼ 1.4, which morphologically supports the scenario of SMGs as progenitors of massive
elliptical galaxies.
Key words: submillimetre: galaxies – galaxies: high redshift – galaxies: evolution –
galaxies: star formation
1 INTRODUCTION
Since their discovery, submillimeter-selected galaxies (here-
after SMGs) have revolutionized the ﬁeld of galaxy forma-
tion and evolution. These sources were detected, for the ﬁrst
⋆ E-mail: jzavala@utexas.edu
time, by the ﬁrst submillimeter (850 µm) surveys taken with
the James Clerk Maxwell Telescope (JCMT, Smail et al.
1997; Barger et al. 1998; Hughes et al. 1998), revealing that
at least a fraction of the previously detected cosmic in-
frared background (CIB) by the space-based Cosmic Back-
ground Explorer (COBE, Puget et al. 1996; Fixsen et al.
1998) came from dust-enshrouded galaxies. These results
© 2017 The Authors
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changed immediately our understanding of the cosmic star-
formation history, and implied that surveys at both ultra-
violet (UV)/optical and infrared (IR)/mm are necessary to
completely understand it.
Thanks to the extensive follow-up studies carried out
during the last two decades, we know that these are typi-
cally high-redshift galaxies (〈z〉 ∼ 2 − 3, e.g. Aretxaga et al.
2003, 2007; Chapman et al. 2005; Micha lowski et al. 2012a;
Yun et al. 2012), with high star formation rates (SFRs,
>
∼ 300 M⊙ yr
−1), large far-infrared (FIR) luminosities
(>∼ 10
12 L⊙), large gas reservoirs ( >∼ 10
10 M⊙), and or-
ders of magnitude higher number density than local ultra-
luminous infrared galaxies (see reviews by Blain et al. 2002
and Casey et al. 2014a). Furthermore, these galaxies are
considered to be the progenitors of massive elliptical galaxies
(e.g. Lilly et al. 1999; Smail et al. 2002; Simpson et al. 2014;
Toft et al. 2014). For these reasons, this population is very
important in our general comprehension of the stellar mass
assembly, and therefore, in our understanding of the forma-
tion and evolution of galaxies over cosmic time. However,
despite these signiﬁcant eﬀorts, our knowledge of this pop-
ulation of galaxies is still not complete, since most of the
samples come from single-dish telescope observations with
large beam-sizes (>∼ 15 arcsec) at just one wavelength. This
introduces several biases: (1) due to selection eﬀects, obser-
vations at a single wavelength are not representative of the
whole population of galaxies (Zavala et al. 2014; Casey et al.
2013); (2) the poor angular resolution results in large posi-
tion uncertainties leading to some misidentiﬁcations, as re-
vealed by interferometric observations (Hodge et al. 2013);
(3) the high confusion noise caused by the large beam-sizes
prevents from detecting galaxies with LFIR <∼ 10
12 L⊙ at high
redshifts.
Follow-up interferometric observations at submm bands
exist now for more than a hundred SMGs (e.g. Iono et al.
2006; Younger et al. 2007, 2009; Wang et al. 2011;
Smolcˇic´ et al. 2012a; Hodge et al. 2013; Ikarashi et al. 2015;
Miettinen et al. 2015; Simpson et al. 2015; Brisbin et al.
2017), which alleviate the problem of positional uncertainty
and source blending. Recent deep blank-ﬁeld observations
taken with the Atacama Large Millimeter/submillimeter
Array (ALMA) have allowed the detection of galaxies
with SFRs < 100 M⊙ yr
−1 (e.g. Dunlop et al. 2017;
Hatsukade et al. 2016; Umehata et al. 2017). These sources
are also detected in small ampliﬁed samples towards
clusters of galaxies thanks to gravitational ampliﬁcation
(e.g. Pope et al. 2017). However, due to the small surveyed
areas only a handful of galaxies are typically detected.
Additionally, these observations are taken at just one
wavelength and may be not representative of the whole
population. The achievement of wide-area surveys at
diﬀerent wavelengths which are necessary to solve these
problems, as those planned with TolTEC1 on the LMT or
in a small scale with ALMA, will take several years. In the
meanwhile, new deep single-dish telescope observations are
coming along to minimize the biases in order to increase
our knowledge of SMGs.
The SCUBA-2 Cosmology Legacy Survey (S2CLS;
Geach et al. 2017) exploits the capabilities of the SCUBA-
1 http://toltec.astro.umass.edu
2 camera (Holland et al. 2013) on the JCMT, eﬃciently
achieving large and deep (confusion limited) maps at both
450 and 850 µm simultaneously, allowing us the detection
of galaxies with LFIR <∼ 10
12 L⊙ up to z ∼ 3 (see §4.2.1).
The higher angular resolution at 450 µm results in a posi-
tional uncertainty of ∼ 1 − 2 arcsec, and therefore, in high
accuracy associations than previous studies based on sam-
ple of galaxies selected from single-dish telescope obser-
vations. Previous SCUBA-2 studies (including those from
the S2CLS) have taken these advantages to characterize
the physical properties of faint SMGs (Chen et al. 2013;
Geach et al. 2013; Roseboom et al. 2013; Hsu et al. 2016;
Koprowski et al. 2016; Cowie et al. 2017; Micha lowski et al.
2017), although some of these studies have been focused on
samples of either 450 or 850 µm-selected galaxies. Here we
present a multi-wavelength counterpart analysis of a sample
built from both 450 and 850µm-selected galaxies, in order to
minimize selection eﬀects and to investigate any diﬀerences
in the physical properties of these galaxies.
This paper is organised as follows: sample selection and
multi-wavelength data are described in §2. The counterpart
matching and identiﬁcation process are reported in §3. In §4
we derive the physical properties, such as redshifts, luminosi-
ties, SFRs, stellar masses, dust properties, and discuss the
location of our galaxies in the star-forming main-sequence.
The morphology classiﬁcation as well as a possible morpho-
logical evolution is also discussed in §4. Finally, our results
are summarized in §5.
All calculations assume a standard Λ cold dark mat-
ter cosmology with ΩΛ = 0.68, Ωm = 0.32, and H0 = 67
kms−1Mpc−1 (Planck Collaboration et al. 2014).
2 MULTI-WAVELENGTH DATA
2.1 S2CLS
The main data for this study comes from the deep 450 and
850 µm observations taken with the SCUBA-2 camera in
the EGS ﬁeld as part of the S2CLS. The characteristics of
observations and the data reduction process are described
in the ﬁrst paper of this series (Zavala et al. 2017), where
the source catalogues and number counts are also reported.
These observations have a mean depth of σ450 = 1.9 and
σ850 = 0.46 mJy beam
−1 (including instrumental and confu-
sion noise) at 450 and 850µm, respectively, within an area of
∼ 70 arcmin2. Along with other SCUBA-2 surveys (see §1),
these are some of the deepest observations taken at these
wavelengths with a single-dish telescope, enabling the detec-
tion of relatively faint galaxies (i.e. 0.6 . S850µm . 6 mJy)
that were unreachable by previous blank-ﬁeld surveys. For
comparison, the sources detected in the LABOCA ECDFS
submillimetre Survey (LESS; Weiß et al. 2009), one of the
largest and deepest contiguous map at submillimetre wave-
lengths before the achievement of the S2CLS, were limited
to S870µm & 4 mJy. Finally, the angular resolution at 450
µm is θFWHM ≈ 8 arcsec and ≈ 14.5 arcsec at 850 µm.
MNRAS 000, 1–17 (2017)
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2.2 Ancillary data
Thanks to the All-wavelength Extended Groth Strip Inter-
national Survey (AEGIS2), this ﬁeld has a panchromatic
dataset from X-rays to radio wavelengths. We use these
observations, among other catalogues described below, to
identify the counterpart galaxies and to study their multi-
wavelength properties.
The radio and IR images are used as an intermediate
step to associate each galaxy in our catalogue with an optical
counterpart (see §3.1) For this purpose we use the VLA/EGS
20 cm (1.4 GHz) survey described by Ivison et al. (2007b).
These observations have an angular resolution of FWHM
≈ 3.8arcsec with a 5σ detection limit of 50µJy in the deepest
region. As IR constraints, we use the catalogue derived from
Spitzer/MIPS observations at 24 µm which are part of the
Far-Infrared Deep Extragalactic Legacy Survey (FIDEL3).
The 3σ detection limit is 30 µJy and it has an angular reso-
lution of 5.9 arcsec. In addition, the 8 µm catalogue derived
using Spitzer/IRAC observations (Barro et al. 2011a) is also
exploited for this purpose, with a 5σ limit of 22.3 mag and
an angular resolution of 2.2 arcsec.
We use the multi-wavelength catalogues compiled by
the 3D-HST team (Brammer et al. 2012; Skelton et al.
2014; Momcheva et al. 2016) to ﬁnally associate our ra-
dio or IR counterpart with an optical galaxy. These cata-
logues are built mainly using H-band selected galaxies from
HST(F160W) imaging with a median 5σ depth of 26.4mag
(AB) and include photometry from the u-band to 8 µm.
We also use an Spitzer/IRAC 3.6+4.5 µm selected catalogue
(Barro et al. 2011a; Barro et al. 2011b) which contains pho-
tometry from the ultraviolet to 70 µm. The catalogue in-
cludes sources up to 5σ of 23.9mag at 3.6 µm. As discussed
in §4.1 and §4.3 these catalogues include redshift informa-
tion and stellar-population parameters, which are used to
understand the physical properties of our sample.
To investigate the AGN contamination in our sample,
the catalogue of the AEGIS-X Deep (AEGIS-XD) survey4
(Nandra et al. 2015) is used. This program combines deep
Chandra observations in the central region of EGS with pre-
vious Chandra observations of a wider area (AEGIS-XWide,
Laird et al. 2009), achieving a total nominal exposure depth
of 800ks in the central region. This makes this program one
of the deepest X-ray survey in existence.
To extract far-infrared photometry we use Herschel ob-
servations obtained with the Photodetector Array Cam-
era and Spectrometer (PACS, Poglitsch et al. 2010) and
the Spectral and Photometric Imaging Receiver (SPIRE,
Griﬃn et al. 2010) instruments, which are part of the
PACS Evolutionary Probe (PEP, Lutz et al. 2011) and
the Herschel Multi-tiered Extragalactic Survey (HerMES,
Oliver et al. 2012) programs. We obtained the Herschel
ﬂuxes of each SCUBA-2 source as in Micha lowski et al.
(2017) in the following way. We extracted 120 arcsec wide
stamps from all ﬁve Herschel maps around the position of
each SCUBA-2 source. Then we processed the PACS (100
and 160 µm) maps by simultaneously ﬁtting Gaussian func-
tions with the FWHM of the respective resolution of the
2 http://aegis.ucolick.org/
3 http://irsa.ipac.caltech.edu/data/SPITZER/FIDEL/
4 http://www.mpe.mpg.de/XraySurveys/AEGIS-X/
maps, centred at the positions of all 24 µm sources located
within these cut-outs, and at the positions of the SCUBA-2
IDs. Then, to deconvolve the SPIRE (250, 350 and 500 µm)
maps in a similar way, we used the positions of the 24 µm
sources detected with PACS (≥ 3σ), the positions of all
SCUBA-2 ID positions (or the submm positions if no radio
or mid-IR ID had been secured). The errors were computed
from the covariance matrix of the ﬁt, in which the free pa-
rameters are simply the heights of the Gaussian beams ﬁtted
at each input position. Then the confusion noise of 5.8, 6.3
and 6.8mJy beam−1 at 250, 350 and 500 µm, respectively
(Nguyen et al. 2010) was added in quadrature. The ﬁtting
was performed using the IDL Mpfit5 package (Markwardt
2009).
3 SOURCE IDENTIFICATION
For this study, we limit our sample to those sources detected
at > 3.75σ at 450 or 850 µm. At this threshold, the contami-
nation due to false-detections is expected to be <∼ 5 per cent
(Zavala et al. 2017), which is acceptable for the goals of this
paper. On the other hand, sources detected at two (or more)
bands have a higher eﬀective S/N, for example, a source de-
tected at 3σ at two diﬀerent wavelengths has an eﬀective
S/N of ∼ 4σ. For this reason, we also include all the sources
detected at both wavelengths with S/N > 3.0. A source is
considered detected at both wavelengths if the separation
between the 450 and 850 µm position is <∼ 7 arcsec, which
corresponds to 2.5σ the joined expected positional uncer-
tainty added in quadrature according to the beam-size and
S/N (Ivison et al. 2007a).
Following these criteria, our ﬁnal sample consist of 95
sources: 56 (corresping to 59% of the total sample) are de-
tected at both wavelengths, 31 (33 %) are detected only at
850 µm, and 8 (8%) are detected only at 450 µm.
3.1 Counterpart matching
Traditionally, the ﬁrst step to ﬁnd a SMG counterpart is
to associate it with a radio or IR source, since the source
density at optical wavelengths is much higher and therefore
many potential counterparts lie within a typical search ra-
dius.
The radio band (1.4GHz) is chosen because it also traces
recent star formation via synchrotron radiation and there
is a well-known FIR-radio correlation (Yun & Carilli 2002;
Barger et al. 2014). On the other hand, 24 µm observations
are sensitive to the warm dust emission and SMGs have
been found to be bright at this wavelength (e.g. Pope et al.
2006). Additionally, the surface density of sources is rela-
tively low at these bands and consequently the probabil-
ity for a misidentiﬁcation is expected to be low, although
some ALMA studies reported a misidentiﬁcation fraction
of up to ∼ 30 per cent (Hodge et al. 2013). Over the last
decade, observations at 8 µm have also been used for coun-
terpart identiﬁcations (e.g. Ashby et al. 2006; Pope et al.
2006; Biggs et al. 2011; Micha lowski et al. 2012a; Yun et al.
5 purl.com/net/mpfit
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2012) since these trace the emission from the older and mass-
dominant stellar populations in this kind of galaxies and, al-
though the surface density is higher, these observations are
usually deeper than those at 24 µm, increasing the fraction
of identiﬁcations.
Using these three wavebands independently, we search
for counterparts with a variable search radius equal to 2.5σ
(corresponding to ∼ 96 per cent probability), where σ is
the positional uncertainty of each galaxy based on its S/N
and the FWHM of the beam, as described by Ivison et al.
(2007a). If available, the 450 µm position is favored over the
850 µm. Additionally, we imposed a minimum search radius
of 4 arcsec to account for systematic astrometry diﬀerences
between catalogues and for the positional uncertainties of
the NIR/radio sources. Furthermore, this minimum search
radius help us to increase the fraction of identiﬁcations, since
it has been found that some SMGs detected with relatively
high S/N lie outside of their nominal 2.5σ positional uncer-
tainties (Hodge et al. 2013). Then, if a potential counterpart
is found, we estimate the statistical signiﬁcance of the associ-
ation or in other words, the corrected Poisson probability, p,
that the counterpart candidate has been selected by chance,
following the method described by Downes et al. (1986) (see
also Dunlop et al. 1989 and Ivison et al. 2007a).
An empirical value of p < 0.05 − 0.1 to deﬁne robust
counterparts for SMGs is commonly adopted in the litera-
ture (e.g. Pope et al. 2006; Chapin et al. 2009b; Yun et al.
2012), however, using ALMA observations Chen et al.
(2016) showed that there is no statistical diﬀerence between
the accuracy if we adopt p < 0.05 or p < 0.1 (i.e. consistent
within the error bars) but a better completeness if we se-
lect the later. Therefore, we adopt as probable counterparts
those galaxies with p < 0.1. For the case of galaxies with
multiple candidates (20 out of 71), we select the one with
the lowest p-value, following Micha lowski et al. (2017), who
have shown that this procedure recovers the galaxy with the
dominant contribution to the submm ﬂux density in most
cases (∼ 86%).
Using these criteria, and after rejecting six candidates
based on their discrepant FIR photometric redshifts (see
§4.1), we achieve a successful identiﬁcation rate of ∼ 75 %
(71 out of 95) for the whole sample. In terms of the SCUBA-
2-band detections, the successful identiﬁcation rate is 82 %
for those galaxies detected at both wavelengths, 88 % for
those detected only at 450 µm, and 62% for those detected
only at 850 µm. The lower detection rate for the 850 µm-only
detected galaxies may reﬂect the higher redshift nature of
these galaxies (see §4.1), albeit the larger beam-size and the
source blending translate into a larger positional uncertainty,
which can also explain the lower fraction of counterparts.
Once we have the radio/IR counterparts, we match
these sources with the 3D-HST catalogue (Skelton et al.
2014; Momcheva et al. 2016) using a search radius of 1.5
arcsec (although all the matches lie within 1 arcsec). For
those galaxies which lie outside of the 3D-HST coverage (13
out of 71), we use instead the IRAC catalogue (Barro et al.
2011a,b). All the 71 galaxies with radio/IR counterparts also
have an optical counterpart in these catalogues. All proper-
ties are summarized in Table A.
3.2 Reliability of galaxy identifications
Before deriving the physical properties of the sample, it
is important to test the reliability of our identiﬁcation
methodology and to quantify the misidentiﬁcation frac-
tion. It is clear that submm/mm interferometry represents
the best way of identifying counterparts correctly (e.g.
Younger et al. 2007, 2009; Wang et al. 2011; Barger et al.
2012; Smolcˇic´ et al. 2012b; Hodge et al. 2013). However, the
archival submm/mm interferometry data is scarce in this
ﬁeld (which is, furthermore, inaccessible to ALMA). From
the PHIBSS survey (Tacconi et al. 2013), we found 6 ﬁelds
targetted with IRAM Plateau de Bure millimeter interfer-
ometer (PdBI) whose detections lie close (< 10 arcsec) to
sources in our catalogue. These observations were designed
to map the 12CO(3 − 2) transition in massive (M∗ > 2.5 ×
1010 M⊙), main-sequence star-forming galaxies at z ∼ 1.2
and 2.2. Since it has been shown that SMGs are bright in
CO emission (e.g. Greve et al. 2005) and giving the proper-
ties of the PHIBSS targetted galaxies, we can assume that
the CO emission is associated with an SMG. Moreover, the
probability of ﬁnding by chance a CO line emission close
to our SMGs is low, based on the results from blind CO
surveys (Walter et al. 2016). Assuming then that these six
12CO(3− 2) emission lines come from the SMGs, we can test
our galaxy identiﬁcations. We ﬁnd that for 5 galaxies we
have identiﬁed the correct counterpart with our method.
The remaining source is one of those with only 850 µm de-
tection, which has a larger positional uncertainty. Alterna-
tively, the CO line might have been too faint to be detected
by PHIBSS. Based on these results, we estimate a correct
counterpart accuracy of & 83 %.
On the other hand, Casey et al. (2013) estimated the
counterpart contamination when using the SCUBA-2 450
µm position based on the reduced beamsize with respect to
850 µm, assuming a reduction in counterpart contamination
proportional to the reduction in sky area searched for poten-
tial counterparts, and adopting a ∼ 30 % of incorrect associ-
ations for the 850 µm sources (Hodge et al. 2013). Based on
this, they inferred a ∼ 5 % of misidentiﬁcations for 450 µm
sources. Using these values, and considering that only 33 %
of our sample lack 450 µm positions, we estimate that ∼ 13
% of the sample could have incorrect identiﬁcations.
Finally, we compare the IRAC colours of our identi-
ﬁed galaxies with the IRAC colour-colour space diagram
proposed for SMG counterpart identiﬁcation by Yun et al.
(2008). Securely identiﬁed SMGs (with radio or submm in-
terferometric observations) are known to lie within this pro-
posed diagram (Alberts et al. 2013), and may help us to
inquire into the reliability of our identiﬁcations. As shown
in Fig. 1, most of our identiﬁed counterparts (∼ 95 %) lie on
this space (and the remaining sources lie very close to the
edges), which further supports the associations.
In summary, based on these three independent tests,
we infer that our identiﬁcation method recovers the correct
counterpart with an accuracy of & 85 %, which is acceptable
for an statistical characterization of the population.
MNRAS 000, 1–17 (2017)
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Figure 1. Spitzer/IRAC S5.8µm/S3.6µm vs. S8µm/S4.5µm colour-
colour diagram for the associated counterparts to our SMGs
(black diamonds). The dashed lines enclose the IRAC colour
cuts suggested for SMG counterpart identiﬁcation by Yun et al.
(2008), where most of our identiﬁed SMGs lies. The grey dots
represent other galaxies in the 3D-HST catalogue in the same
ﬁeld.
4 DERIVED PROPERTIES
4.1 Redshift distribution
The optical catalogues described above include redshift esti-
mations for most of the sources. For those galaxies with iden-
tiﬁed counterparts in the 3D-HST catalogue, we use the com-
bined ‘Z-BEST’ redshift information (hereafter zopt). The
best redshift is: (1) spectroscopic long-slit redshift, if avail-
able in the compilation by Skelton et al. (2014); (2) spectro-
scopic HST grism redshift (Momcheva et al. 2016), if there
is no archive spectroscopic redshift and if the grism spec-
trum is not ﬂagged as faulty; or (3) optical photometric red-
shift derived from the EAZY code (Brammer et al. 2008).
For the small fraction of sources with no 3D-HST counter-
part, we use the photometric redshifts reported in the IRAC
catalogue (Barro et al. 2011b). Although these redshifts
have been estimated using the Rainbow code (Barro et al.
2011a), the authors have shown that there is a good agree-
ment with the values estimated using EAZY. The typ-
ical uncertainty for the grism-based redshifts is ∆z/(1 +
z) ≈ 0.003 (Momcheva et al. 2016), and ∆z/(1 + z)<∼ 0.04
for the photometric redshifts derived from EAZY or Rain-
bow (Barro et al. 2011b; Skelton et al. 2014) with a catas-
trophic failure rate of less than 10 per cent, when consid-
ering only z > 0.5 sources (although, most of them are
optically-selected galaxies). However, when considering only
the galaxies in our catalogue, we ﬁnd a median uncertainty
of ∆z/(1 + z) = 0.05 for the photometric redshifts.
On the other hand, we estimate photometric redshifts
for the whole sample using the rest-frame FIR photometric
data provided by Herschel 100, 160, 250, 350, 500 µm, and
our SCUBA-2 observations at 450 and 850 µm (hereafter
zFIR). Though this method is not as accurate as the optical
photometric redshifts, it allows us to estimate the redshift
for sources with no counterparts, and therefore, to derive
a complete redshift distribution. We ﬁt an average SMG
SED template (Micha lowski et al. 2010) to the ﬂux density
measured at these wavelengths. This is the average SED
of 70 SMGs with spectroscopic redshifts, where GRASIL
models (Silva et al. 1998) were ﬁtted to the photometry and
then averaged. During this procedure the adopted ﬂux cal-
ibration errors are 2 & 4% at 100 and 160 µm6, 4% for
the SPIRE bands (Bendo et al. 2013), and 10 & 5% for the
SCUBA-2 450 and 850 µm (Dempsey et al. 2013). In case of
non-detections, we incorporate the upper limits into the ﬁt-
ting through a survival analysis (Isobe et al. 1986) following
the same procedure as in Aretxaga et al. (2007). For some
sources only lower limits on redshifts could be derived (iden-
tiﬁed with upward arrows in Fig. 2) due to the high number
of non-detections. These zFIR values are compiled in Table
A.
In order to investigate the reliability of these photo-
metric redshifts, we compare the zFIR with the optical red-
shifts described above for those galaxies with optical coun-
terparts. As can be seen in Fig. 2, there is generally a good
agreement between both estimations within the large scat-
ter. The relative diﬀerence between these methods (∆z =
(zFIR − zopt)/(1+ zopt)) is well ﬁtted with a Gaussian function
(see inset plot in Fig. 2) with a standard deviation of 0.25.
However, there are six sources (marked with squares in the
ﬁgure), for which the two redshift estimations diﬀer dramat-
ically (zFIR = 4 − 5 vs. zopt ∼ 1). This may reﬂect an optical
misidentiﬁcation due to a nearby galaxy in the line of sight
(e.g. Bourne et al. 2014) or because the identiﬁed optical
galaxy is in fact lensing a more distant submm source (e.g.
Geach et al. 2015). All of these galaxies have S/N > 5 and a
low probability of being a false detection. For these reasons,
we reject these optical associations (hence also their zopt)
for the rest of the analysis, in order to avoid introducing any
bias (following Koprowski et al. 2016 and Micha lowski et al.
2017).
A trend can be seen in Fig. 2, where our zFIR is sys-
tematically lower than the optical redshift at zopt > 2. This
may reﬂect the fact that our SED template is represented
by a single temperature and reveals a relation between red-
shift and dust temperature, where warmer temperatures are
necessary at higher redshifts to correct for this eﬀect. The
same trend was actually found in the photometric redshift
of red Herschel sources (Ivison et al. 2016). However, due
to the small number of photometric measurements for some
sources in our catalogue and to the large scatter of this trend,
we decide to keep our single dust temperature template for
this purpose. As described below, these results are only used
to complete the redshift distribution of all the sources in our
catalogue. The rest of the analyses in the paper are focused
only on those galaxies with optical counterparts. A detailed
discussion of the dust temperature evolution is presented in
§4.2.2.
The ﬁnal redshift distributions for all the 450 and 850
µm-selected galaxies are shown in Fig. 3. These include opti-
cal spectroscopic redshifts (36 sources, including HST grism-
derived redshifts), optical photometric redshifts (35 galax-
ies), and FIR redshifts for those sources with no counterparts
6 http://herschel.esac.esa.int/twiki/pub/Public/PacsCali
brationWeb/pacs_bolo_fluxcal_report_v1.pdf
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Figure 2. Comparison between FIR photometric redshifts, de-
rived from Herschel and SCUBA-2 observations (zFIR), and
optical-infrared spectroscopic or photometric redshifts (zopt) of
the counterparts (see §4.1). Those sources with only lower limits
are marked with upward arrows. The inset plot shows a histogram
of the relative diﬀerence (∆z = (zFIR − zopt)/(1 + zopt)) between the
two estimations, which is well ﬁtted with a Gaussian distribution.
The sources with a discrepant redshift above 3σ of the Gaussian
distribution (represented by the dotted line) are rejected given
the potential of misidentiﬁcation (see §4.1). The colours indicate
if the source is detected at both wavelengths (black symbols) or
only in a single band (blue and red symbols for 450 or 850 µm,
respectively).
(24 sources). Individual values are reported in Table A. In
order to take into account the uncertainties in our values, the
redshift distributions have been estimated by stacking the
redshift likelihood distribution of each source. The stacked
redshift distributions expand between 0 < z < 6, although,
as expected due to the k-correction at NIR and radio wave-
lengths, all the galaxies with identiﬁed counterparts lie at
z < 4. The median redshifts of the distributions are zmed =
1.66 ± 0.18 and 2.30 ± 0.20 (with the errors derived from a
bootstrap method) for the 450 and 850 µm-selected galax-
ies, respectively. This supports the statement that galax-
ies selected at diﬀerent wavelengths have diﬀerent redshift
distributions as previously reported (e.g. Zavala et al. 2014;
Be´thermin et al. 2015b). Actually, all (but one) of the galax-
ies detected only at 450 µm (i.e. with no 850 µm detection)
lie at z <∼ 1.5, while all the galaxies detected only at 850 µm
lie at z >∼ 1.5. As described in the next sections, this is the
main diﬀerence between the galaxies detected at only one of
the two wavebands.
4.1.1 Comparison with previous surveys
We compare our redshift distributions with those derived
from previous similar studies in Figure 3.
Roseboom et al. (2013) studied a sample of 450 µm-
selected galaxies from the S2CLS observations in the UDS
and COSMOS ﬁelds with a depth similar to this work, al-
though with a S/N threshold of 4. Their median redshift of
1.4 ± 0.2 is close to our value of 1.66 ± 0.18, however, as it
can be seen in the ﬁgure, they have no sources with z > 3.
This is expected since their redshift distribution is limited to
those galaxies with optical counterparts, and therefore, the
highest redshift galaxies are missing. On the other hand,
Casey et al. (2013) presented an analysis for 450 and 850
µm galaxies on the COSMOS ﬁeld covered with SCUBA-2
observations. For the 450 µm sample they reported a median
redshift of z = 1.95 ± 0.19. This value is slightly higher than
the one found in this work, however, their sample comes
from larger but shallower observations selecting, therefore,
brighter galaxies that are not present in our smaller ﬁeld (i.e.
sources with S450µm > 20 mJy). This is consistent with the
picture that galaxies with higher ﬂuxes are located prefer-
entially at higher redshifts as suggested by previous studies
(e.g. Pope et al. 2005; Koprowski et al. 2014). Finally, we
also compare our 450 µm redshift distribution with theoret-
ical predictions of the GALFORM semi-analytical model
(Lacey et al. 2016) for galaxies with S450 > 7 mJy. This ﬂux
density limit corresponds to the average limit of our sam-
ple (S/N > 3.75). The model predicts a median redshift of
1.97, which is consistent with our value within ∼ 1.7σ. This
model also includes the rare bright galaxies that our rela-
tively small map cannot constrain, which could account for
the mild diﬀerence between the redshift distributions. Ac-
tually, the predictions of the model are in better agreement
with the results of Casey et al. (2013), where, as mentioned
before, the brightest galaxies are better sampled due to the
larger area mapped.
At 850 µm, Casey et al. (2013) reported a median red-
shift of = 2.16 ± 0.11 which is just below but consistent with
our median value of 2.3 ± 0.2. Nevertheless, our distribution
shows a ﬂat high-redshift tail between 4 < z < 6 that is not
present in the Casey et al. result. This is not surprising since
their redshift distribution is limited to those galaxies with
optical counterparts. On the other hand, da Cunha et al.
(2015) presented the redshift distribution of sources with
870 µm ﬂuxes above 4 mJy (a factor of ∼ 2 larger than
our threshold) derived from magphys SED modeling, which
has a median redshift of 2.7 ± 0.1. In contrast to our distri-
bution, they have no sources at z < 1 (Fig. 3.). This may
reﬂect the fact that we are using the 450 µm information
to select faint sources below our formal detection limit, in-
creasing the completeness of our sample. As in this work,
Koprowski et al. (2016) used deep S2CLS observations to
study the properties of 850 µm galaxies in the COSMOS
ﬁeld. Their redshift distribution with a median of 2.38 is in
very good agreement with our result, as can be seen from
Figure 3. On the theoretical side, the GALFORM model
predicts a median of 2.88 for galaxies with S850 > 1.5 mJy.
This value is higher than ours but consistent within 3σ.
In general, our results are in broad agreement with pre-
vious studies and show a trend where longer wavelength ob-
servations select, on average, higher redshift galaxies.
4.2 IR luminosities, SFRs, & dust properties
The rest-frame FIR photometry allows us to derive infrared
luminosities (which can be converted to star formation rates)
and dust temperatures once a SED is ﬁtted to the data. We
use a modiﬁed blackbody function which is described by
Sν ∝ {1 − exp[−(ν/ν0)
β]}B(ν,Td), (1)
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Figure 3. The normalized redshift distributions of our 450 and 850 µm-detected sources (left and right, respectively) are represented
by the grey histograms. The 450 µm distribution has a median redshift of zmed = 1.66 ± 0.18 and the 850 µm one a median of zmed =
2.30±0.20. For comparison, the results from previous observational studies are plotted in each panel (Roseboom et al. 2013; Chapman et al.
2005; Casey et al. 2013; da Cunha et al. 2015; Koprowski et al. 2016), as well as the theoretical predictions of the GALFORM model
(Lacey et al. 2016) matched to the mean S2CLS/EGS depth.
where Sν is the ﬂux density at frequency ν, ν0 is the rest-
frame frequency at which the emission becomes optically
thick, Td is the dust temperature, β is the emissivity in-
dex, and B(ν,Td) is the Planck function at temperature Td.
To minimize the number of free parameters, the emissiv-
ity index, β = 1.6, is ﬁxed (previous observational works
suggest β = 1.5 − 2; e.g. Dunne & Eales 2001; Farrah et al.
2003; Chapin et al. 2009b; Magnelli et al. 2012), as well as
ν0 = c/100 µm (Riechers et al. 2013; Simpson et al. 2016),
where c is the speed of light. Furthermore, in order to break
the temperature-redshift degeneracy (e.g. Blain et al. 2002),
we ﬁx the modiﬁed blackbody at the redshift provided by
the optical catalogues (see §4.1). Therefore, galaxies with no
counterparts (24/95) are not included in this analysis. All
the derived properties, named luminosities, SFRs, and dust
temperatures, are reported in Table A, and are discussed
below. If we choose instead β = 2.0, the derived IR luminos-
ity does not change (within 1%) but the dust temperature
decreases on average by ∼ 10%.
4.2.1 Luminosity
In Fig. 4 we plot the IR luminosity (8− 1000 µm) as a func-
tion of redshift for our sources with optical counterparts,
and the detection limit (taking the best case between the
450 and 850 µm limit at each redshift) assuming a modi-
ﬁed blackbody with Td = 47 K (the average temperature of
the sample) and Td increasing with redshift (as measured in
our data, see §4.2.2). As it can be seen, the detection limit
predicted by the ﬁxed dust temperature SED does not re-
produce our estimations, over-predicting the LIR limit at low
redshift and underpredicting it at high redshift. This eﬀect
was also noticed by Ivison et al. (2016). On the other hand,
the expected detection limit for a modiﬁed blackbody with
dust temperature increasing with redshift is in much better
agreement with our measurements. This provides additional
evidence of a relation between Td − z (see §4.1 and §4.2.2).
Our survey is deep enough to detect galaxies down to
an IR luminosity of LIR ∼ 1.5 × 10
12 L⊙ at any redshift
below z ∼ 4 (see Fig. 4), which corresponds to a SFR of
150 M⊙ yr
−1, assuming the Kennicutt 1998 relation for a
Chabrier 2003 IMF. This highligths the depth of our sur-
vey, which actually allows us to detect several galaxies with
20 < SFR < 100 at 1 < z < 2 (as other recent deep S2CLS
studies, e.g. Koprowski et al. 2016; Bourne et al. 2017). This
population of galaxies was unreachable by previous submil-
limeter surveys with single-dish telescopes in blank ﬁelds.
Also shown in Fig. 4 is the evolution of the knee of the
IR luminosity function (L∗, Gruppioni et al. 2013), which is
slightly fainter (less than a factor of 1.5) than our sensitivity
limit.
The mean IR luminosity of our sample is 1.5 ± 0.2 ×
1012 L⊙ which corresponds to a mean SFR of 150 M⊙ yr
−1
(where the errors have been estimated by a bootstrapping
method), covering a range from LIR = 0.3×10
11−7.4×1012 L⊙
(SFR=3 − 740 M⊙ yr
−1). We notice that at a ﬁxed redshift,
the galaxies detected at both wavelengths (black circles in
Fig. 4) are, on average, more luminous than those detected
at only one wavelength (blue and red circles for 450 and 850
µm-only detected sources, respectively), as expected.
4.2.2 Dust temperature
The mean dust temperature for the whole sample is 〈Td〉 =
47±15 K, which is in agreement with previous studies. For ex-
ample, da Cunha et al. (2015) found, using the MAGPHYS
code (da Cunha et al. 2008), an average dust temperature
of T = 43± 2 K for the 870 µm ALMA-detected sources from
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Figure 4. SFR (∝ LIR) as a function of redshift for galaxies with
optical counterparts. The solid line represents the sensitivity limit
of our survey (considering both wavelengths) assuming a modi-
ﬁed blackbody with a dust temperature increasing with redshift
(see §4.2.2), and the dashed line a model with ﬁxed dust temper-
ature at Td = 47 K (the average temperature of our sample). As
can be seen, the expected detection limit predicted by the SED
with variable temperature is in better agreement with the mea-
surements. The depth of our survey allows us to detect galaxies
with SFRs down to ∼ 50 M⊙ yr
−1 at z ≈ 1− 2 and we are sensitive
to SFR > 150 M⊙ yr
−1 at any redshifts. The dotted line is L∗(z) as
reported by Gruppioni et al. (2013), which is slightly below (less
than a factor of 1.5) our detection limit.
Figure 5. Left: Relation between dust temperature (Td) and IR
luminosity (LIR), derived from a modiﬁed blackbody SED ﬁt-
ting at ﬁxed redshift. The solid line is the relation reported by
Chapman et al. (2005), which qualitatively reproduces our mea-
surements, and the dashed line represents the relation found by
Casey et al. (2012). Right: Dust temperature distributions for all
the 450 and 850µm-detected sources represented by the blue and
red histograms, respectively. The mean dust temperature for each
sub-sample is 〈Td 〉 = 43 ± 12 K and 49 ± 15 K for the 450 and 850
µm galaxies, respectively.
the ALESS survey (Hodge et al. 2013; Karim et al. 2013),
which cover a similar range of redshifts and ﬂux densities.
On the other hand, Roseboom et al. (2013) derived a mean
temperature of Td = 42 ± 11 K for 450 µm-selected galaxies
from the S2CLS in COSMOS and UDS, which have roughly
the same depths as our maps. These temperatures are, how-
ever, hotter than the ones derived by Swinbank et al. (2014)
for the ALESS sample when using modiﬁed blackbody ﬁts,
which have a median value of ≈ 32 K. These diﬀerences may
be partially due to diﬀerences in the modiﬁed blackbody
distributions, i.e. optically thin vs optically thick, dissimilar
emissivity indices, etc., as discussed in §4.2.
As shown in Fig. 5, the dust temperature follows the
well-known temperature-luminosity relation found in previ-
ous studies (e.g. Chapman et al. 2005; Kova´cs et al. 2006;
Chapin et al. 2009a; Magnelli et al. 2012; Symeonidis et al.
2013; Swinbank et al. 2014; Hodge et al. 2016). Our results
are consistent with the relation found by Chapman et al.
(2005) (Td ∝ L
0.28
FIR
; solid line in the ﬁgure). This slope
is steeper than the one reported by Casey et al. (2012)
(Td ∝ L
0.14
FIR
; dashed line in Fig 5), however, their sample
peaks at lower redshift (∼ 0.85 vs ∼ 2.3) and it is selected
at shorter wavelengths, so the diﬀerences can be explained
by selection eﬀects (see discussions by Chapin et al. 2011,
Marsden et al. 2011, and Casey et al. 2012).
Interestingly, if we inquire into the dust temperature
of the 450 and 850 µm-detected galaxies independently, we
ﬁnd that both sub-samples show similar values. The dust
temperature distributions for the 450 and 850 µm-detected
galaxies are represented in the right side of Fig. 5. These
distributions are not statistically diﬀerent from each other,
with mean dust temperatures of 〈Td〉 = 43±12 K and 49±15 K
for the 450 and 850 µm galaxies, respectively. This supports
the idea that the redshift is the main diﬀerence between both
populations.
We also ﬁnd an evolution of the dust temperature, with
higher temperatures at higher redshifts, as is clearly seen
in Fig. 6. This evolution has been reported in previous ob-
servational works (Magdis et al. 2012; Magnelli et al. 2014;
Genzel et al. 2015; Kirkpatrick et al. 2015; Hodge et al.
2016), as well as in theoretical predictions (Lagos et al. 2012;
Cowley et al. 2017). The best-ﬁtted linear model to our data
is described by Td = 12(1 + z) + 11 K (see Fig. 6), although
with large scatter. As a comparison, we also plot in the ﬁg-
ure the relations found by other authors (Casey et al. 2013;
Be´thermin et al. 2015a). With this evolution we can repro-
duce the luminosity detection limit seen in our data (see Fig.
4), and this also explains the systematic bias between our
FIR photometric redshifts and the optical redshifts zopt (see
§4.1).
However, our luminosity detection limit is not ﬂat at all
redshifts. This selection eﬀect along with the temperature-
luminosity relation may produce an aparent redshift-
temperature evolution in our sample, with a similar trend
as the one in Fig. 6, since the less luminous galaxies (which
have colder dust temperatures) can only be detected at low
redshift. To discard that this evolution is not produced only
by selection eﬀects, we perform the following simulation.
First, we assume the dust temperature-luminosity relation
of Chapman et al. (2005), which reproduces well our mea-
surements (Fig. 5). Second, we estimate the ﬂux density at
450 and 850 µm for each simulated source based on the dust
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Figure 6. Dust temperature against redshift for sources with
optical counterparts. The dust temperature has been estimated
through a greybody SED ﬁtting at ﬁxed redshift with ﬁxed β =
1.6. The dashed line represents the best linear ﬁt for our sample,
with dust temperature increasing with redshift (see discussion in
§4.2.2). As it can be seen, the galaxies detected at just one single
band (blue and red circles for 450 and 850 µm-only detected
sources, respectively) follow the same trend that those detected
at both wavelengths (black circles). For comparison, we also plot
the relation found by Casey et al. (2013) and Be´thermin et al.
(2015a). The grey shaded region represents the aparent evolution
of dust temperature with redshift originated by selection eﬀects,
speciﬁcally, due to the combination of our luminosity detection
limit and the dust temperature-luminosity relation (see main text
for details of the simulation). However, this eﬀect cannot totally
explain the correlation found in the data, which implies a real
evolution of dust temperature with redshift.
temperature, luminosity, and redshift, using equation 1. The
redshift of each source is chosen randomly (i.e. without any
dependence on dust-temperature or luminosity) from a dis-
tribution that resembles those described in §4.1. Then, we
impose our ﬂux detection limit at each wavelength to con-
sider only those sources that would be detected in our obser-
vations and, ﬁnally, we look for any relation between the dust
temperature and redshift caused by selection eﬀects. The re-
sults of these simulations are represented by the grey region
in Fig. 6. Indeed, the combination of our detection limit
and the dust temperature-luminosity relation introduces a
trend between dust temperature and redshift, however, the
relation found in the real data is much steeper (Fig. 6) and
cannot be explained only by selection eﬀects.
This implies that there is a more fundamental relation
between LIR, z, and Td (and probably other parameters such
as Mdust or sizes). This should be targeted in future stud-
ies of complete samples of galaxies with spectroscopic red-
shifts in order to understand the physical processes behind
this evolution. Some possible explanations include diﬀerent
metallicities at diﬀerent redshifts (e.g. Magnelli et al. 2014),
evolution of the size of the star-forming region where galax-
ies at high redshifts are more compact and then hotter (e.g.
Hodge et al. 2016; Zavala et al. 2018), or a combination of
diﬀerent eﬀects (e.g. Cowley et al. 2017).
4.3 Stellar masses & the main-sequence
In this section we explore the connection between star forma-
tion rate and stellar mass for our galaxies. We adopt the stel-
lar masses from the 3D-HST catalogue (Skelton et al. 2014;
Momcheva et al. 2016), which are derived from SED ﬁtting
with FAST (Kriek et al. 2009) using the ‘Z-BEST’ redshifts
(see §4.1). The SEDs are based on Bruzual & Charlot (2003)
stellar population synthesis (SPS) models with a Chabrier
(2003) IMF. For the small fraction of sources which are out-
side of the 3D-HST coverage (13 out of 71), we use the stel-
lar mass reported by Barro et al. (2011b) derived using the
same SPS models and the same IMF. A comparison between
the stellar mass derived for the SCUBA-2 common sources in
these catalogues shows that both estimations are in reason-
able agreement with an average log(M∗3DHST/M∗Barro2011) ≈
0.2 (without any systematic oﬀset).
The mean stellar mass for the galaxies with optical
counterpart is 9 ± 0.6 × 1010 M⊙ , and > 90 per cent of
these galaxies have M∗ >∼ 1 × 10
10 M⊙ . This is in good
agreement with the estimations of the ALESS sources by
da Cunha et al. (2015), with a median stellar mass of 8.9 ±
0.1 × 1010 M⊙ , as well as with other studies of galaxies with
similar ﬂux densities (e.g. Aguirre et al. 2013; Simpson et al.
2014; Koprowski et al. 2016; Micha lowski et al. 2017). This
is also in agreement with the values found by Dunlop et al.
(2017) for the sources detected in the ALMA image of the
Hubble Ultra Deep Field, where ∼ 80 per cent of the sources
have M∗ >∼ 1×10
10 M⊙ , even though the ALMA map is deeper
and was done at 1.3mm.
In Fig. 7 we plot the SFR as a function of stellar mass for
sources in two redshift bins (1.0 ≤ z < 2.5 and 2.5 ≤ z < 4.0).
This shows the place occupied by our galaxies relative to the
‘main-sequence’ of star-forming galaxies, for which we adopt
the parameterization reported by Speagle et al. (2014) based
on a compilation of several studies from the literature cov-
ering a wide range of stellar masses up to z ∼ 6. In the
low-redshift bin (1.0 ≤ z < 2.5), we are sensitive down to
SFR∼ 50 M⊙ yr
−1 and M∗ ∼ 3 × 10
10 M⊙ , and in the high-
redshift bin down to SFR∼ 150 M⊙ yr
−1. This allows us to
sample the typical parameter space of the ‘main-sequence’ of
star-forming galaxies (for these redshifts and stellar masses)
and hence to study the nature of our galaxies in this con-
text. It can be seen that at these redshifts, most of our
galaxies (∼ 85 per cent) lie on the high-mass end of the
‘main-sequence’ within a factor of ±3σ, where we assume as
1σ the 0.2 dex intrinsic scatter reported by Speagle et al.
(2014). This result is consistent with previous stud-
ies (e.g. Micha lowski et al. 2012b; Koprowski et al. 2016;
Micha lowski et al. 2017; Dunlop et al. 2017; Schreiber et al.
2017), and it has been predicted by some cosmological
simulations (e.g. Dave´ et al. 2010; Narayanan et al. 2015).
On the other hand, we can also represent the ‘main-
sequence’ of star-forming galaxies in terms of the speciﬁc
SFR (sSFR=SFR/M∗), and take into account its evolution
with redshift. This is shown in Fig. 8, from which it is clearly
seen that our galaxies (even those at z < 1) lie on this rela-
tion and follow the same redshift evolution.
Only a small fraction (<∼ 15 per cent) of our faint SMGs
are above the main-sequence. Actually, from the 8 sources
above it three have at least another optical galaxy within
our search radius, and therefore, their exceeded SFR may
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Figure 7. The SFR as a function of stellar mass for those galaxies with optical counterparts in two diﬀerent redshift bins indicated at
the top of the of each panel. The solid line represents the main-sequence of star-forming galaxies at z ∼ 1.5 (left) and z ∼ 3 (right) derived
from a compilation of diﬀerent studies by Speagle et al. (2014) and the shaded area shows the ±3σ scatter over the deﬁned average. As
it can be seen, most SMGs lie within a factor of ±3σ of the main-sequence, represented by the grey shaded region.
Figure 8. sSFR as a function of redshifts for all the galaxies with
optical counterparts. The solid line represents the main-sequence
of star-forming galaxies for M∗ = 9×10
10M⊙ (Speagle et al. 2014).
Most of our galaxies (∼ 85 per cent) lie within a factor of ±3σ of
the main-sequence (indicated by the grey shaded region).
be explained by the blending of multiple sources. This frac-
tion would be even lower if we adopt the 0.3 dex observed
scatter of the ‘main-sequence’ instead of the intrinsic one
(Speagle et al. 2014). This suggests that most SMGs can
be fully explained as the most massive star-forming main-
sequence galaxies, as also discussed by Micha lowski et al.
2017.
4.4 The IRX-β relation
The Infrared excess (IRX = log[LIR/LUV]) to UV-slope (β,
fλ ∝ λ
β) relation, links the amount of dust absorption mea-
sured in the UV to the amount of infrared re-emission. It
has been shown that local starburst galaxies follow a tight
IRX-β relation (e.g. Meurer et al. 1999; Calzetti et al. 2000),
which may be used to infer dust obscuration, and hence total
SFRs, when IR data is not available. However, this relation
is uncertain at high redshifts, with some studies reporting
galaxies consistent with the local relation (e.g. Reddy et al.
2012, To et al. 2014; Bourne et al. 2017) while others show-
ing sources above (e.g. Penner et al. 2012, Oteo et al. 2013)
and below (e.g. Capak et al. 2015; A´lvarez-Ma´rquez et al.
2016; Bouwens et al. 2016; Pope et al. 2017) of this rela-
tionship. These high-redshift studies have been done with
samples selected with diﬀerent criteria (e.g. UV-selected vs
IR-selected galaxies), which could introduce some extra ef-
fects (Casey et al. 2014b). Here we use our deep survey to
constrain the dust absorption properties of faint SMGs in the
context of the IRX-β relation. For this analysis we limit the
sample to those sources detected within the 3D-HST cata-
logue, which provides estimations for the UV spectral slope.
This quantity is determined from a power-law ﬁt of the form
fλ ∝ λ
β (Skelton et al. 2014). The IRX is determined as the
ratio between the SFR determined from the IR data (see
§4.2.1) and the SFR derived from the rest-frame 1600 lu-
minosity (not corrected for dust attenuation, Skelton et al.
2014).
Fig. 9 shows the locus occupied by our galaxies in
the IRX-β plane, colour-coded according to their IR lu-
minosities. For comparison, we also plot the Meurer et al.
(1999) relation usually adopted for starburst galaxies (see
also Calzetti et al. 2000) and its revised version corrected
for aperture eﬀects (Takeuchi et al. 2012), along with the
relation found in the Small Magallanic Cloud (SMC;
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Pettini et al. 1998). This ﬁgure suggests that there is a vari-
ation in the IRX-β relation as a function of IR luminosity
(∝ SFR), where galaxies with LIR >∼ 1× 10
12 L⊙ (the most lu-
minous objects) lie above of the corrected starburst relation,
while source with LIR <∼ 1×10
12 L⊙ preferentially lie below it,
in better agreement with the SMC relation (although with
a large scatter). In Figure 9, we also plot as comparison
other IR-detected galaxies with IR luminosity similar to our
less luminous sources (Capak et al. 2015; Pope et al. 2017),
which show similar results. The same trend as a function of
IR luminosity was reported by Casey et al. (2014a) with a
break luminosity of ≈ 1011.5 , and by da Cunha et al. (2015)
who show tentative evidence of lower dust attenuation for
the lowest luminous galaxies. Exploring other dependencies,
we also ﬁnd a variation as a function of dust temperature
and sSFR, which is not surprising given the correlation be-
tween these parameters and the IR luminosity.
The explanation for this deviation from the nomi-
nal relation is not entirely clear. The interpretions of dif-
ferent observational results and some theoretical models
span diﬀerent scenarios. For example, a more abundant
population of young O and B stars for the bluer galax-
ies (Casey et al. 2014b), dust composition and enrichment
(Mancini et al. 2016; Safarzadeh et al. 2016), geometry ef-
fects (da Cunha et al. 2015), diﬀerent star formation histo-
ries (Kong et al. 2004), or a combination of these factors
(Salmon et al. 2016). Interestingly, some of our galaxies lie
below the SMC relation, even when this curve is gener-
ally thought to be a limiting case for star-forming galax-
ies (e.g. Pettini et al. 1998). This could be evidence of older
stellar populations in these objects (e.g. Kong et al. 2004;
Popping et al. 2017), however, this scenario is not suitable
for the z ∼ 5 − 6 galaxies reported by Capak et al. (2015)
which are expected to be dominated by very young systems.
In any case, this implies a non-universal IRX-β relation.
4.5 Morphologies
We use the morphological classiﬁcation derived by
van der Wel et al. (2012) and Huertas-Company et al.
(2015a) in order to study the morphological prop-
erties of our sample. These studies consist of two-
dimensional axisymmetric Se´rsic models ﬁtted with
GALFIT (van der Wel et al. 2012), and visual-like classi-
ﬁcations estimated using Convolutional Neural Networks
(Huertas-Company et al. 2015a). These methods have
been applied to the 5 CANDELS ﬁelds (Grogin et al.
2011) using the HST H160-band, which probes the optical
rest-frame at the typical redshifts of our sources, and
therefore, the mass-dominant component, rather than the
high surface-brightness features which commonly dominate
in the UV.
The visual-like classiﬁcation of Huertas-Company et al.
(2015a), which is based on neural networks trained to repro-
duce the visual morphologies published by Kartaltepe et al.
(2015), are able to predict the results of experts classiﬁers
with a bias close to zero and a ∼ 10 per cent scatter, with a
misclassiﬁcation fraction less than 1 per cent. Each galaxy
has ﬁve associated real numbers which correspond to the
frequencies at which expert classiﬁers would have ﬂagged
the galaxy as having a spheroid, having a disk, presenting
an irregularity, being compact or a point source, and being
Figure 9. Infrared excess (IRX) versus the UV-continuum slope
(β) for galaxies with optical counterpart. The points are colour-
coded by their infrared luminosity. The solid line shows the orig-
inal IRX-β relation for starburst galaxies (Meurer et al. 1999),
which was then aperture-corrected by Takeuchi et al. (2012) (dot-
dashed line), while the dashed line represents the SMC extinc-
tion curve (Pettini et al. 1998). The typical uncertainty of our
values is represented on the top right-hand corner. The small
diamonds represent ALMA observations of z ∼ 5 galaxies with
similar luminosities (LFIR ≈ 3 × 10
11 L⊙, Capak et al. 2015), and
the square is the measurement of a lensed galaxy at z ≈ 4.1 with
LFIR ≈ 1 × 10
11 L⊙ detected by the LMT (Pope et al. 2017).
unclassiﬁable. Based on these numbers, we show in Fig. 10
the probability of our galaxies to be classiﬁed as spheroidal,
disk, or irregular (the probability of being classiﬁed as point
source or unclassiﬁable is negligible for most of our sources).
As it can be seen, most of our galaxies have a larger prob-
ability of being classiﬁed as a disk at all redshifts, but we
note an interesting transition at z ∼ 1.4 with galaxies at
high-redshifts showing also a signiﬁcant probability of being
classiﬁed as irregulars, or as spheroidals at lower redshifts.
Following the classiﬁcation example of
Huertas-Company et al. (2015b) we deﬁned the follow-
ing morphological classes based on the aforementioned
probabilities:
• Pure disks: fdisk > 2/3 AND fsph < 2/3 AND firr < 2/3
• Pure bulges: fdisk < 2/3 AND fsph > 2/3 AND firr < 2/3
• Irregular disks: fdisk > 2/3 AND fsph < 2/3 AND firr > 2/3
• Disk+bulges: fdisk > 2/3 AND fsph > 2/3 AND firr < 2/3
• Irregulars/mergers: fdisk < 2/3 AND fsph < 2/3 AND
firr > 2/3
where fdisk, fsph, firr, are the probabilities of being classiﬁed
as a disk, spheroidal, or irregular, respectively. Based on
this scheme, we can understand the transition in Fig. 10 as
a high fraction of irregular disks at high redshifts and a high
fraction of disks+bulges at low redshift. This is clearly seen
in Fig. 11, where we plot the fraction of pure disks, irregular
disks, and disk+bulges, as a function of redshift (we have
not found pure bulges or irregular/mergers in our sample).
From z ≈ 3 to 0.5 the galaxies move from being dominated
by irregular disks to being dominated by disks+bulges.
MNRAS 000, 1–17 (2017)
12 J. A. Zavala et al.
Figure 10. Probability of ﬂagging a galaxy as spheroidal (gold), disk (purple), or irregular (blue), based on a visual-like classiﬁcation
in the H160-band estimated through a neural network algorithm (Huertas-Company et al. 2015a). The probabilities may add up to more
than 1 because the categories are not mutually exclusive. The redshift of each galaxy is indicated in the top of each bar and galaxies are
sorted from low to high redshift. Most of the sources have a higher probability of being classiﬁed as disks. However, the higher redshift
sources (z >∼ 1.4) show also a signiﬁcant probability of having some irregularities, while the lowest redshift galaxies (z
<
∼ 1.4) have also
a signiﬁcant probability of having a spheroidal component. This may be interpreted as evidence of structural evolution of SMGs and
supports the idea that these objects are the progenitors of massive elliptical galaxies.
If these galaxies follow the same evolutionary path,
this implies a morphological transformation from high to
low redshift which results in the growth of a bulge compo-
nent. This results supports, morphologically, the scenario
of SMGs as progenitors of present-day massive elliptical
galaxies. This has been inferred before by previous stud-
ies based on indirect evidence as the number space density,
the star formation history and stellar masses, clustering, etc.
(e.g. Lilly et al. 1999; Smail et al. 2002; Takagi et al. 2004;
Swinbank et al. 2006; Hickox et al. 2012; Simpson et al.
2014). Similar morphological evolution has also been re-
ported in the studies of optically detected massive galax-
ies (M∗ >∼ 1 × 10
11M⊙ , e.g. Mortlock et al. 2013; Bruce et al.
2014; Huertas-Company et al. 2015b), which supports the
scenario that SMGs can be explained as the most massive
star-forming main-sequence galaxies (e.g. Micha lowski et al.
2017).
One important caveat is that surface brightness and
other redshift issues, such as the sampling of diﬀerent rest-
frame wavelengths or the evolution of the galaxies’ apparent
sizes, may aﬀect the morphological classiﬁcation, particu-
larly the detection of bulges at high redshifts (which could
lead us to a similar picture to the one presented in Fig. 11).
However, Huertas-Company et al. (2015a) have shown that
their method is able to reproduce the visual classiﬁcation
with a bias close to zero up to (at least) z ∼ 2.7. Further-
more, the transition occurs abruptly between z ≈ 1−2, where
the H160-band is still sensitive to the optical rest-frame from
older stars.
Similar results can be obtained using the parameters of
the best-ﬁtting Se´rsic models. Structural properties (i.e. ef-
fective radii and Se´rsic indices; Se´rsic 1963) are taken from
the public catalogue released by van der Wel et al. (2012),
Figure 11. Fraction of galaxies classiﬁed as ‘pure disks’,
‘irregular disks’ and ‘disks + spheroids’ (see deﬁnitions in
the text) based on the visual-like H160-band classiﬁcation of
Huertas-Company et al. (2015a). Although most of the galaxies
show a higher probability of being classiﬁed as disks, there is a
transition from ‘irregular disks’ to disks with a spheroidal com-
ponent at z ∼ 1.4.
which were obtained with GALFIT and H160-band images.
The median Se´rsic index of our sample is n = 1.4+0.3
−0.1
(see
Se´rsic index distribution in Fig. 12) with a median half-
light radius of r1/2 = 4.8 ± 0.4 kpc, where the errors have
been estimated via bootstrap resampling. This is in good
agreement with the results found by Targett et al. (2013)
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Figure 12. The Se´rsic index distribution for our sources with
optical counterparts derived from a two-dimensional modelling of
the HST H160-band images (van der Wel et al. 2012). The sources
have been divided into two sub-samples: galaxies with z ≤ 1.4 are
represented by the blue histogram and the sources with 1.4 <
z < 3 by the yellow one. The vertical lines represent the median
value for each sub-sample, where the lowest redshift galaxies show
larger sersic index.
and Chen et al. (2015), who also studied the morphology
of SMGs in NIR bands. They reported median values of
n = 1.0 ± 0.1 and r1/2 = 4.1 ± 0.5 kpc, and n = 1.2 ± 0.3 and
r1/2 = 4.4
+1.1
−0.5
kpc, respectively. These values support the
conclusion derived from the visual-like classiﬁcation, that
the dominant component in our galaxies is disc-like, as dis-
cussed by Targett et al. (2013).
In order to study the morphological transition described
above (Fig. 11), we estimate the median Se´rsic index in two
redshift bins. The galaxies at higher redshifts (z > 1.4) have
a median value of n ≈ 1, while the low-redshift galaxies
(z ≤ 1.4) show a larger value of n ≈ 2. This increases in the
median Se´rsic index from high to low redshift also suggests
a morphological transformation, which implies the forma-
tion of a bulge component. We emphasize that this conclu-
sion is supported by two completely independent morpho-
logical classiﬁcation methods and represents morphological
evidence for an evolutionary link in the direction of SMGs
evolving towards local elliptical galaxies. The mechanism of
bulge formation, however, cannot be deduced from our data,
since we cannot discriminate between gas rich major mergers
and violent disk instabilities, or other scenarios like minor
mergers.
5 CONCLUSIONS
We have used the rich multi-wavelength dataset available
in the EGS ﬁeld to study the physical properties of faint
submillimeter galaxies detected in deep SCUBA-2 observa-
tions at 450 and 850 µm (Zavala et al. 2017). This survey,
together with other similar deep SCUBA-2 maps, represents
one of the deepest blank-ﬁeld observations achieved with a
single-dish telescope, which allows us to detect galaxies with
SFR ≥ 150 M⊙ yr
−1 at all redshifts. Our sample consists of
both, 450 and 850 µm-selected galaxies, which increases the
completeness and minimizes the selection eﬀects associated
with single-band observations (as discussed by Casey et al.
2013). Additionally, this allows us to explore the physical
diﬀerences between these populations. The ﬁnal sample in-
cludes 95 sources: 56 (59 %) are detected at both wave-
lengths, 31 (33 %) are detected only at 850 µm, and 8 (8
%) are detected only at 450 µm.
Using radio and IR observations as an intermediate
step to associate our SMGs with optical counterparts, we
achieved a robust association rate of 75 %. Combining op-
tical photometric and spectroscopic redshifts (Barro et al.
2011b; Skelton et al. 2014; Momcheva et al. 2016) with FIR
photometric redshifts for those galaxies with no counterpart
(see §4.1) we derived the redshift distributions for both 450
and 850 µm-selected galaxies, which have a median redshift
of 1.66± 0.18 and 2.30± 0.20, respectively. This supports the
scenario in which galaxies selected at diﬀerent wavelengths
have diﬀerent redshift distributions (see also Zavala et al.
2014; Be´thermin et al. 2015b). Actually, all (except one) of
the galaxies detected only at 450 µm (i.e. with no 850 µm
detection) lie at z <∼ 1.5, while all the galaxies detected only
at 850 µm lie at z >∼ 1.5.
For those galaxies with optical counterparts we derived
infrared luminosities, star formation rates, and dust temper-
atures. These, combined with their stellar masses, allow us
to study the locus occupied by our galaxies relative to the
‘main-sequence’ of star forming galaxies. Additionally, we
also studied the dust absorption properties of these galaxies
(in the context of the IRX-β relation) as well as the opti-
cal rest-frame morphology. The main conclusions from these
analyses are:
• The mean IR luminosity of our sample is 1.5 ±
0.2 × 1012 L⊙, which corresponds to a mean SFR of 150 ±
20 M⊙ yr
−1, covering a range from LIR = 0.3 × 10
11 − 7.4 ×
1012 L⊙.
• The mean dust temperature for the whole sample is
〈Td〉 = 47 ± 15 K, and temperature monotonically increases
towards high redshift (see §4.2.2). This Td− z relation is sup-
ported by: (1) higher dust temperatures at higher redshift
(Fig. 6); (2) the luminosity detection limit seen in our data
(see Fig. 4) which is well ﬁtted when we consider this evolu-
tion, and; (3) a trend where the FIR photometric redshifts
are systematically lower than the optical ones at zopt > 2
if a single dust temperature SED is assumed, which can be
translated into a diﬀerence between the real dust tempera-
ture of the source and that of the SED (as reported before
by Ivison et al. 2016).
• We found that most of our galaxies (∼ 85 per cent) lie
on the high-mass end of the ‘main-sequence’ within a factor
of ±3σ, with a mean stellar mass of 9 ± 0.6 × 1010 M⊙ .
• In the context of dust absorption, we found a variation
in the IRX-β relation as a function of IR luminosity, where
galaxies with LIR >∼ 1 × 10
12 L⊙ lie on (or slightly above for
the most luminous objects) the Meurer et al. (1999) relation,
while sources with LIR <∼ 1× 10
12 L⊙ are in better agreement
with the SMC relation. A similar behaviour can be found as
a function of dust temperature and sSFR.
• Based on visual-like classiﬁcations of the HST H160-
band (Huertas-Company et al. 2015a) we concluded that the
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dominant component for most of our galaxies is a disk-
like structure, although we note an interesting transition at
z ∼ 1.4. Galaxies move from being irregular disks-dominated
at high redshifts to disks+bulges at low redshift, which mor-
phologically supports the scenario of SMGs being the pro-
genitors of present-day massive elliptical galaxies. Similar
conclusion were obtained using two-dimensional axisymmet-
ric Se´rsic models (van der Wel et al. 2012), where the high-
est redshift galaxies have median Se´rsic index of n ≈ 1 while
the lowest redshift galaxies show a larger value of n ≈ 2.
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Table A1. Counterpart identiﬁcations and physical properties of galaxies in our sample. The columns give: (1) & (2) SCUBA-2 850 and
450 µm source names, respectively; (3) & (4) coordinates of the associated optical counterpart; (5) & (6) redshift and the source where
it comes from†; (7) stellar mass; (8) IR luminosity (9) dust temperature, (10) UV star formation rate, and; (11) UV spectral slope (from
Skelton et al. (2014)). The coordinates and ﬂux densities at 450 and 850 µm can be found in Zavala et al. (2017).
850 µm-ID 450 µm-ID RAopt DECopt z z
†
s
log(M∗) log(LFIR) Td SFR 1600A˚ β
[hh:mm:ss.s] [◦:‘:”] [M⊙] [L⊙] [K] [M⊙/yr]
850.001 450.02 214.9109 52.9010 2.240+0.001
−0.003
2 11.10 ± 0.07 12.53 ± 0.04 40.5 ± 0.9 5.5 -0.43
850.002 450.03 214.9144 52.8760 0.73+0.00
−0.00
1 10.87 ± 0.10 11.62 ± 0.03 27.2 ± 0.3 30 1.11
850.003 450.05 214.9163 52.8913 3.04+0.00
−0.06
2 10.53 ± 0.04 12.76 ± 0.04 52.7 ± 1.5 21.5 -0.88
850.004 450.25 214.9467 52.9101 1.01+0.08
−0.09
3 8.68 ± 0.08 - - 1.3 -1.49
850.005 450.08 214.9781 52.8115 2.98+0.28
−0.28
3 11.24 ± 0.17 12.87 ± 0.05 57.4 ± 1.5 - -
850.006 450.13 214.9741 52.9060 2.45+0.12
−0.01
2 11.16 ± 0.21 12.67 ± 0.04 57.1 ± 1.2 17 -1.18
850.007 450.20 214.9624 52.8703 3.02+0.13
−0.12
3 10.40 ± 0.09 12.20 ± 0.11 39.1 ± 4.2 12.3 -2.11
850.008 450.15 215.0144 52.9013 1.176+0.004
−0.006
2 11.43 ± 0.14 12.21 ± 0.04 46.3 ± 0.8 595 -0.93
850.009 450.12 214.8437 52.9110 1.45+0.03
−0.03
3 10.50 ± 0.18 12.07 ± 0.05 36.2 ± 0.8 68.5 -0.72
850.010 450.14 214.9197 52.8397 1.98+0.29
−0.001
2 11.01 ± 0.10 12.14 ± 0.07 37.6 ± 1.5 5.0 0.31
850.011 450.39 214.9224 52.8220 3.26+0.11
−0.10
3 10.49 ± 0.42 12.16 ± 0.14 34.4 ± 3.8 124 -2.39
850.012 450.06 214.9462 52.8761 0.35+0.05
−0.05
3 9.80 ± 0.04 10.80 ± 0.04 24.7 ± 0.4 3.4 -1.61
850.013 450.07 - - 0.95+0.10
−0.00
4 - - - - -
850.014 450.46 214.8562 52.9287 1.69+0.22
−0.22
3 10.98 ± 0.16 11.95 ± 0.08 32.3 ± 1.4 - -
850.015 450.09 214.9381 52.8743 1.56+0.00
−0.01
2 10.71 ± 0.05 12.21 ± 0.06 49.2 ± 1.3 5.1 0.17
850.016 450.56 215.0077 52.8271 1.84+0.05
−0.05
3 9.43 ± 0.23 12.23 ± 0.08 38.5 ± 2.3 - -
850.017 450.11 214.8988 52.8526 2.37+0.00
−0.02
2 11.26 ± 0.29 12.63 ± 0.07 63.0 ± 1.7 19.8 -0.57
850.018 450.84 214.9748 52.8606 3.70+0.14
−0.16
3 10.35 ± 0.40 12.62 ± 0.09 65.3 ± 3.9 0.1 0.10
850.019 450.41 214.9710 52.9574 2.353+0.003
−0.003
2 10.67 ± 0.05 12.32 ± 0.09 42.0 ± 1.9 23.8 -1.08
850.020 450.23 215.0310 52.9165 1.087+0.001
−0.004
2 10.55 ± 0.08 11.65 ± 0.08 29.9 ± 0.9 2.9 -0.13
850.021 450.17 215.0542 52.9260 1.037+0.001
−0.002
2 10.58 ± 0.15 12.13 ± 0.03 51.4 ± 0.8 0.4 1.63
850.022 450.01 214.9276 52.8480 1.408+0.046
−0.000
2 11.09 ± 0.08 12.50 ± 0.03 61.9 ± 0.9 5.3 -1.85
850.023 450.65 - - > 3.95 4 - - - - -
850.024 450.04 214.9232 52.8822 1.01+0.000
−0.000
1 11.10 ± 0.25 11.95 ± 0.05 42.7 ± 0.8 1.1 -0.26
850.025 450.29 214.8506 52.8664 2.14+0.03
−0.01
2 11.32 ± 0.11 11.88 ± 0.13 31.7 ± 3.4 11.5 0.039
850.026 450.31 - - 2.25+0.35
−0.30
4 - - - - -
850.028 450.69 214.8763 52.8521 2.84+0.02
−0.17
2 11.14 ± 0.40 12.37 ± 0.11 49.3 ± 3.0 3.8 -2.14
850.029 450.21 214.8354 52.8438 2.039+0.001
−0.003
2 10.58 ± 0.04 12.50 ± 0.06 60.9 ± 1.6 35.5 -0.88
850.030 450.10 214.8780 52.8768 1.52+0.06
−0.06
3 11.38 ± 0.05 11.87 ± 0.09 33.9 ± 2.0 9.7 -0.19
850.031 450.49 - - > 3.65 4 - - - - -
850.032 450.63 214.9328 52.8330 3.06+0.02
−0.07
2 11.15 ± 0.04 12.40 ± 0.11 51.5 ± 3.4 70 -0.81
850.033 450.59 - - 3.10+2.10
−0.75
4 - - - - -
850.034 450.66 - - > 3.6 4 - - - - -
850.037 450.64 215.0502 52.8539 1.30+0.07
−0.07
3 10.47 ± 0.05 11.85 ± 0.11 33.8 ± 2.0 - -
850.038 450.27 214.8647 52.8991 1.93+0.09
−0.01
2 10.92 ± 0.14 11.93 ± 0.12 36.4 ± 3.2 7.4 0.17
850.039 450.40 215.0389 52.8544 2.35+0.10
−0.10
3 11.29 ± 0.24 12.43 ± 0.10 56.5 ± 2.5 - -
850.040 450.22 - - 3.55+2.00
−0.90
4 - - - - -
850.041 450.16 214.9928 52.8508 1.68+0.06
−0.06
3 10.56 ± 0.05 12.25 ± 0.07 54.4 ± 1.7 2.2 -0.3
850.042 450.26 214.9800 52.9025 2.03+0.05
−0.02
2 11.03 ± 0.14 11.91 ± 0.16 46.1 ± 3.6 2.0 1.63
850.043 450.73 214.9501 52.9383 1.51+0.01
−0.01
2 10.92 ± 0.12 11.88 ± 0.11 40.1 ± 1.8 3.8 1.23
850.046 450.38 - - 1.60+0.15
−0.25
4 - - - - -
850.052 450.76 214.8278 52.9049 1.70+0.04
−0.03
3 11.12 ± 0.05 11.98 ± 0.13 43.4 ± 2.2 3.6 0.07
850.059 450.24 214.8555 52.8489 2.75+0.24
−0.21
3 10.76 ± 0.27 12.30 ± 0.16 53.2 ± 4.6 5.5 1.08
850.060 450.75 214.8495 52.9381 0.94+0.06
−0.06
3 11.08 ± 0.13 11.56 ± 0.11 35.5 ± 1.4 - -
850.065 450.18 214.8755 52.8665 0.28+0.02
−0.02
3 10.56 ± 0.09 10.84 ± 0.05 30.7 ± 0.6 1.0 0.18
850.069 450.44 214.9548 52.8766 0.51+0.00
−0.00
1 11.21 ± 0.06 11.03 ± 0.07 29.6 ± 0.8 6.1 1.39
850.070 450.34 214.9684 52.9251 0.65+0.01
−0.07
2 9.740 ± 0.04 10.99 ± 0.14 26.8 ± 1.4 0.5 0.09
850.073 450.52 214.9480 52.8407 1.358+0.001
−0.003
2 11.24 ± 0.17 11.67 ± 0.14 43.3 ± 2.5 0.1 5.04
850.078 450.82 215.0377 52.8708 0.56+0.03
−0.04
3 10.65 ± 0.16 11.17 ± 0.08 39.4 ± 1.4 0.4 1.63
850.079 450.54 215.0296 52.9364 0.47+0.03
−0.03
3 9.810 ± 0.09 10.41 ± 0.20 20.2 ± 1.5 17.3 -1.03
850.085 450.33 215.0158 52.8569 1.40+0.07
−0.06
3 10.34 ± 0.09 11.64 ± 0.19 39.3 ± 3.1 - -
850.092 450.60 214.8852 52.8158 1.92+0.01
−0.31
2 10.76 ± 0.23 11.77 ± 0.47 43.3 ± 8.2 3.2 -0.06
850.095 450.37 214.9965 52.8141 1.19+0.03
−0.03
3 10.70 ± 0.06 11.66 ± 0.14 49.2 ± 3.0 - -
850.097 450.71 214.9206 52.8659 1.01+0.000
−0.000
1 11.33 ± 0.32 10.95 ± 0.26 27.7 ± 3.3 2.3 -1.52
850.102 450.83 - - 2.35+3.10
−0.95
4 - - - - -
850.104 450.45 214.9866 52.8021 2.5+0.22
−0.21
3 10.83 ± 0.06 12.30 ± 0.24 76.1 ± 7.7 - -
†(1) spectroscopic redshift; (2) HST grism redshift; (3) optical photometric redshift; (4) FIR photometric redshift (see §4.1).
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Table A1. (continuation)
850 µm-ID 450 µm-ID RAopt DECopt z zs M∗ LFIR Td SFR1600 β
[hh:mm:ss.s] [◦:‘:”] [M⊙] [L⊙] [K] [M⊙/yr]
850.027 - - - > 5.3 4 - - - - -
850.035 - - - 2.05+0.90
−0.30
4 - - - - -
850.036 - - - > 3.85 4 - - - - -
850.044 - 215.0349 52.8914 3.17+0.14
−0.12
3 11.15 ± 0.13 12.40 ± 0.12 57.0 ± 4.5 1.0 0.05
850.047 - 214.8598 52.8607 3.79+0.56
−0.53
3 10.97 ± 0.10 12.68 ± 0.12 75.9 ± 6.1 4.2 -0.72
850.048 - 215.0454 52.8946 1.89+0.01
−0.01
2 11.35 ± 0.06 11.74 ± 0.15 33.7 ± 3.1 4.3 0.15
850.049 - - - > 4.75 4 - - - - -
850.050 - 214.9968 52.9408 2.56+0.41
−0.19
3 10.51 ± 0.09 12.23 ± 0.13 52.6 ± 3.4 2.6 0.22
850.051 - 214.9951 52.9062 2.78+0.06
−0.06
3 11.09 ± 0.19 12.25 ± 0.16 60.9 ± 5.8 19.4 -1.72
850.053 - 214.9935 52.8644 2.99+0.15
−0.16
3 10.68 ± 0.40 12.12 ± 0.16 52.7 ± 6.5 0.1 1.42
850.054 - 214.8747 52.8438 1.47+0.03
−0.03
3 10.66 ± 0.08 11.73 ± 0.14 33.2 ± 2.0 19.6 -0.58
850.055 - - - > 4.5 4 - - - - -
850.056 - 215.0273 52.8946 2.48+0.000
−0.01
2 10.64 ± 0.08 12.04 ± 0.27 53.0 ± 6.3 4.52 -1.29
850.057 - 214.9969 52.8892 3.69+0.03
−0.04
2 10.28 ± 0.06 12.22 ± 0.19 56.4 ± 8.8 101 -1.85
850.058 - - - > 5.0 4 - - - - -
850.061 - - - 2.70+1.40
−0.65
4 - - - - -
850.062 - 215.0618 52.9010 2.18+0.01
−0.62
2 10.88 ± 0.13 12.03 ± 0.16 45.6 ± 3.3 0.9 1.03
850.063 - - - 1.90+0.65
−0.35
4 - - - - -
850.064 - - - > 4.4 4 - - - - -
850.066 - - - > 5.0 4 - - - - -
850.067 - 214.8293 52.8940 2.95+0.10
−0.10
3 11.40 ± 0.68 12.41 ± 0.18 61.4 ± 7.0 5.7 1.22
850.068 - - - > 4.15 4 - - - - -
850.071 - - - 2.70+2.00
−0.75
4 - - - - -
850.072 - 215.0159 52.9395 3.36+0.36
−0.33
3 10.61 ± 0.81 12.46 ± 0.19 71.4 ± 7.5 5.7 0.75
850.074 - - - 3.70+2.05
−1.95
4 - - - - -
850.075 - 214.8340 52.8701 2.38+0.10
−0.10
3 10.96 ± 0.18 12.17 ± 0.18 57.6 ± 4.5 5.3 0.34
850.077 - 215.0297 52.8679 3.48+0.52
−0.52
3 11.08 ± 0.10 12.52 ± 0.21 80.2 ± 8.4 - -
850.080 - 214.9231 52.9347 2.92+0.04
−0.05
3 10.38 ± 0.07 12.23 ± 0.23 62.7 ± 6.7 44.9 -1.86
850.081 - 214.9546 52.8991 1.73+0.14
−0.06
2 10.32 ± 0.16 11.36 ± 0.25 32.9 ± 5.0 9.6 -0.91
850.082 - 215.0557 52.8820 2.81+0.09
−0.09
3 10.77 ± 0.06 12.34 ± 0.22 73.6 ± 7.7 - -
850.083 - - - 2.55+2.75
−0.85
4 - - - - -
- 450.19 214.9169 52.8274 1.228+0.000
−0.002
2 11.23 ± 0.16 11.89 ± 0.07 43.8 ± 1.4 8.4 1.29
- 450.28 214.9459 52.8942 1.210+0.005
−0.003
2 10.92 ± 0.06 11.51 ± 0.24 35.9 ± 3.2 5.4 -1.89
- 450.35 214.9024 52.8637 1.061+0.000
−0.000
1 11.25 ± 0.05 11.35 ± 0.16 39.7 ± 2.6 5.2 -1.85
- 450.36 214.9361 52.8559 1.455+0.008
−0.005
2 10.63 ± 0.10 11.56 ± 0.19 40.8 ± 3.8 1.5 -0.19
- 450.42 214.9053 52.8510 0.670+0.000
−0.000
1 11.18 ± 0.09 11.04 ± 0.12 34.6 ± 1.6 24.8 -2.03
- 450.43 215.0204 52.9298 2.59+0.21
−0.18
3 10.31 ± 0.13 11.52 ± 0.55 35.7 ± 3.4 3.0 -1.29
- 450.47 - - 1.45+2.60
−1.35
4 - - - - -
- 450.48 214.9087 52.9279 1.349+0.002
−0.002
2 10.52 ± 0.06 11.53 ± 0.18 43.5 ± 3.1 11.5 -0.71
APPENDIX B: POSTAGE STAMPS This paper has been typeset from a TEX/LATEX ﬁle prepared by
the author.
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Figure B1. 30” × 30” postage stamps in the HST/f814w band for our SMGs. The blue circle represents the variable search radius
for counterparts in the radio and IR wavelengths (centered at the SCUBA-2 position), and the red circle represents the ﬁnal optical
associated galaxy. The ID of each source is in the top of each panel.
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Figure B1. (continuation)
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