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ABSTRACT OF THESIS
COARSE-GRAINED DYNAMICALLY ACCURATE SIMULATIONS OF IONIC
LIQUIDS AT VACUUM-INTERFACE
Ionic liquids, possessing improved properties in many areas of technical application,
are excellent candidates as components in development of next-generation technology,
including ultra-high energy batteries. If they are thus applied, however, extensive in-
terfacial analysis of any selected ionic configuration will likely be required. Molecular
dynamics (MD) provides an advantageous route by which this may be accomplished,
but can fall short in observing some phenomena only present at larger time/length
scales than it can simulate. Often times this is approached by coarse-graining (CG),
with which scope of simulation can be significantly increased. However, coarse-grained
MD systems are generally known to produce inaccurately “fast” dynamics. In this
work, two different sets of ionic liquid pairs are coarse-grained from atomistic MD
reference systems, expanding their system size and time duration capabilities for
analysis at vacuum-interface. The dynamics of each system are corrected using the
novel in-house probability distribution function coarse-graining (PDF-CG) method.
The bonded structure, non-bonded structure and dynamics of each system are devel-
oped and proven to match reference system data at two temperature scales. Density
profile results of vacuum-interface exposure show effects of both temperature scaling
and CG method, varying significantly from bulk behavior. At the interface, a density
increase, cation orientations and multilayer ordering are observed.
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1 Introduction
Ionic liquids are a class of organic solvents which, in recent decades, have increasingly
gathered attention from chemists and other technical experts. Distinguished from the
more broad classification of molten salts by their melting temperature, they exist as
liquids at temperatures less than 100 ◦C [1]. An immediate result of this distinction is
that ionic liquids are peculiarly easy to handle at the level of the chemist and every-day
user, although they are functional and novel in many other ways. They have negligible
vapor pressure, a wide liquid range, low flammability, high thermal stability and ionic
conductivity, and can solvate with many compounds, including those with highly varying
polarity [2]. This makes them not only viable for a wide range of synthetic and catalytic
processes [3], but also attractive for applications in many fields, including development
of next-generation technology.
To name an example of interest, certain ionic liquids with imidazolium or sulfonium-
based cations and complex haldide anions [4] are considered for electrolytes in improved
Lithium batteries [5]. Applying new electrode materials, such as Lithium-air, in con-
junction with such alternative electrolytes provides the potential to supersede current
Lithium-ion battery technology. Lithium-air technology is theoretically more energy-
dense than most traditional battery designs while having potential to stand above
emerging technologies, making it an excellent candidate in the developing market of
mobile electrically-powered technology. It has been limited, though, by multiple techni-
cal challenges like low charge/discharge cycling efficiency, internal shorts from dendrite
formation and poor humidified air management [6]. Since ionic liquids possess improved
properties in these areas, they have the potential to solve such problems. Hence, us-
ing ionic liquids at the interface of such electrodes could significantly assist in breaking
through the performance barrier to widespread implementation of electrically-powered
transportation, such as hyrbrid-electric aircraft [7–9]. Additionally, if such technology
were to be applied in space, the vacuum-interface behavior of such liquids would be of
great interest to the user.
Many investigations, both experimental [10, 11] and computational [12, 13] have
shown that interactions at interfaces have significant influence on the structure of ionic
liquids. Presence of interfaces can change the ordering of anions and cations, thus influ-
encing dynamic, transport, and rheological properties. Knowing these effects are present
when exposed to various interfaces, a fundamental knowledge of such behaviors is cru-
cial for technological development. Computational methods, such as molecular dynamics
(MD), are a valuable tool for gaining insight into the behavior of these fluids at the nano
and meso-scales, at which it is notably difficult to physically observe phenomena. By
definition, molecular dynamics is a computer simulation method to study the movement
of individual atoms and molecules by implementing the Newtonian equations of motion.
Atomistic or all-atom (AA) molecular dynamics methods are those that apply the equa-
tions of motion at the level of the atom. A number of molecular dynamics simulations
have been performed to study the interfacial structure of ionic liquids, providing useful
insight about ion orientation, layering, surface tension and other properties [14, 15].
Perhaps the greatest obstacle in applying these algorithms, especially atomistic molec-
ular dynamics, is limitation in time and space, also called phase space. As the number
of atoms present or the duration of simulation is increased, so is the computational cost.
Recent experimental studies suggest that ionic liquid systems with interfaces can induce
1
structuring at scales of micrometer in simulation space length and over an hour in du-
ration [16–18], significantly larger in space and time than a typical atomistic molecular
dynamics simulation. Furthermore, extensive use of atomistic models is inhibited by
high viscosity and charge density of ionic liquid species. Manybody polarizability also
has a significant influence on ionic liquid properties, and should be incorporated into
computation [19, 20]. All of these factors contribute to the computational cost for atom-
istic simulations of ionic liquids, limiting the simulation length and time, or scope, of
attainable computation. Consequently, most systems simulated using atomistic molec-
ular dynamics are on the order of nanoscale.
Alternatively, mesoscale-order modeling approaches have been formulated [21] to ef-
fectively extend the simulation length and time scale respectively to micrometers and
microseconds. For the purpose of modeling systems and calculating typical properties of
ionic liquids, an effective method at the mesoscale is coarse-grained molecular dynamics
(CG-MD). A depiction of the approximate scope of various simulation tools at different
length and time scales including the atomistic and coarse-grained methods considered
here is shown in Figure 1.1. As the scope travels increasingly through time/length scales,
effective simulation tools vary, ranging from subatomic particle physics up to classical
continuum mechanics.
10−18 10−15 10−12 10−9 10−6 10−3 10−1
10−15
10−12
10−9
10−6
10−3
10−1
Length [m]
Time [s]
Sub-Atomic
<Sub-Nanoscale
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Sub-Nanoscale
Atomistic
Nanoscale
Coarse-Grained
Mesoscale
Continuum
Macroscale
Figure 1.1. Illustration of simulation tool types for the scopes of differing approximate
length and time scales.
Coarse-graining of simulated systems involves simplifying models of atoms and molecules
by combining them into coarse-grained sites reducing the degrees of freedom in the
system. Computationally, sites then are treated as particles, just like atoms. Coarse-
grained models retain the overall shape and formation of molecular structures, and are
known to retain structural and thermodynamic properties when compared to their re-
liable atomistic counterparts. However, transport properties of coarse-grained systems
are known to be generally incorrect. During coarse-graining, the reduction in degrees of
freedom eliminates much of the effective friction between coarse-grained sites, making
the dynamics artificially fast.
To overcome this problem, Markutsya and Lamm developed the probability distribu-
tion function coarse-graining (PDF-CG) method, whereby the correct dynamics of the
coarse-grained system are implemented through hydrodynamic interactions [23]. By this
method, hydrodynamic interactions are derived from the all-atom degrees of freedom
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during the coarse-graining procedure. During their work, the method was tested and
proven to accurately predict correct dynamics for a system of water molecules, and a
water-glucose solution. Thus, a coarse-grained system rigorously derived from an all-
atom reference system can retain the correct structure and dynamics while simulating
more atoms for a longer amount of time. In the present work, such methodology is
applied to ionic liquids of interest. The methods are proven to produce structure and
dynamics in agreement with reliable reference systems, and the coarse-grained models
are then used to successfully simulate and analyze interfacial phenomena; specifically,
at the liquid-vacuum interface.
Copyright c© Tyler Stoffel, 2020.
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2 Theory
2.1 System Trajectories and Averages
Quantitatively speaking, the goal of molecular simulations is to predict properties of the
system. Properties are calculated based on the states that a system progresses through.
In the near-mesoscale and nanoscale scopes considered here for ionic liquids, states are
defined by the momenta p and positions r of each N particles in the system, also known
as the trajectory. The momentum is simply:
p = m · v(t) (2.1)
Where m is the array of particle masses, and v(t) is the particle velocity vector. Hence,
properties here will simply be found as a result of the trajectory averaged in time.
However, as discussed by Leach [24], calculating properties using the exact time average
is not feasible in systems of this scope, as it requires integrating the property as a
function of all momenta and positions, which themselves are functions of time. Instead,
a more practical approach is to implement statistical mechanics and use the ensemble
average, calculated as:
〈A〉 =
∫ ∫
dpdrA(p, r)ρ(p, r) (2.2)
For any general property A, where ρ(p, r) is the probability density of the ensemble.
Indicated by use of the arrow brackets, the ensemble average calculates the property’s
value over a finite number of replications. Such a method of averaging is validated in ac-
cordance with the ergodic hypothesis, in which case the time average is said to be equal to
the ensemble average. In general, any property calculation can be unique depending on
the ensemble constraints applied. In the realm of molecular dynamics, these constraints
appear prominently as imposed constants when advancing time steps. While there are
many ensembles used for different types of computer simulation, only two are applied
first-handedly in this work. They are described, along with their application here, in
Table 2.1. The ensemble average appears in this work not only when performing simula-
tions, but also in post-processing to effectively calculate other properties during analysis.
In application, this means dividing simulations into smaller independent durations in
time and averaging data over each.
2.2 All-atom Molecular Dynamics
Molecular dynamics, by definition, is a deterministic method, meaning that all of the
future states of the system can be calculated from the current state. Time steps in the
Table 2.1. The two ensembles first-handedly applied in this work [24].
Name Conditions (Constants) Application
Canonical N,V, T Conventional CG-MD
Microcanonical N,V,E PDF-CG-MD
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system are advanced by applying the Newtonian equation of motion:
m
dv(t)
dt
= F (r). (2.3)
Where F (r) is the vector of particle resultant force. If a force between every pair of
particles is defined at any particular time step, then velocities at the successive step
can be calculated, and positions updated. Naturally, then, defining the force is crucial,
and the developed force between all present pairs of particles is called the force field.
However, until the Newtonian equation is applied, this is often represented alternatively
by the potential energy (U) between all particle pairs. These quantities are easily related
through the equation:
F (r) = −dU(r)
dr
(2.4)
Which describes the pairwise force or potential energy for any two particles. There
are two distinctive components of all potential energy in a molecular dynamics system:
bonded and non-bonded. In equation form this is simply:
U = Ub + Unb. (2.5)
For the Ub term, there are three bond types which can be present for any pair of bonded
sites: (i) Bonds between adjacent sites, (ii) Angles between sites with another single
bonded site located in-between the pair, and (iii) Dihedrals between sites with another
two bonded sites in-between the pair. By constraining these three terms, the bonded
structure is defined. A common choice of bonded potential for ionic liquids contains
harmonic terms for the bonds and angles, and a cosine term for dihedrals [21, 25]:
Ub =
∑
bonds
kb(rb − rb,0)2 +
∑
angles
ka(ra − ra,0)2 +
∑
dihedrals
kd [1 + cos(η0rd − δ0)] (2.6)
Where rb, ra and rd are the bond, valence angle and dihedral angle distances, respec-
tively, kb, ka and kd are force constants, while rb,0, ra,0, η0 and δ0 are equilibrium posi-
tions. It should be noted that the angle and dihedral type coordinates here and in this
work are defined by distances as opposed to angular measurements, which are simply
related by triangulation.
The non-bonded potential Unb is composed of short range van der Waals interactions
UV DW , and for the presence of Coulomb interactions, the long-range term Uel, totaling:
Unb = UV DW + Uel. (2.7)
Van der Waals interactions are commonly implemented using the Lennard-Jones poten-
tial form with 12-6 exponents:
UV DW =
N−1∑
i=1
N∑
j=i+1
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.8)
With rij being the distance between atom i and j, while εij is the energy minimum
depth, and σij is the minimum distance of energy. Regarding the Coulomb interactions,
the charge qk on any unique atom k of the ions must be found, for example, through ab
initio quantum mechanics. Then, the Coulomb interactions can be written as:
Uel =
N−1∑
i=1
N∑
j=i+1
qiqj
rij
(2.9)
At this point, most force fields for atomistic systems are developed. However, an addi-
tional concern for the study of ionic liquids is induced dipoles. As shown by Yan et. al
[19], these have a significant effect on the behavior of ionic liquid systems. Therefore,
polarizable force field modifications are a necessity for this class of fluids.
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2.3 Coarse-grained Molecular Dynamics
In the context of molecular dynamics, coarse-graining generally involves two steps:
(1) Choose CG models by simplifying the atomistic model by combining atoms into
sites, and (2) develop force fields for the newly CG models, ensuring they will still pre-
dict desired properties. When grouping atoms, sites are located at the center of mass
(CoM) of the grouped atoms, with mass and charge equal to the sum from the group.
Once coarse-grained models are constructed by strategically performing this grouping,
the force fields to be applied are the critical factors at hand. Force fields are developed
such that the CG retains properties of the reference system, because CG-MD time steps
are then advanced using the average CG force. For example, properly developed CG
force fields for ionic liquids will retain the effect of long-range electrostatic interactions
if its reference system implemented them.
Three notable methods used to derive coarse-grained force fields (or potentials) are:
(i) Fitting of the system’s free energy [26, 27], (ii) structurally-focused reproduction
of an anticipated target structure [28–31], and (iii) the force matching approaches, in
which coarse-grained forces are fitted to those from all-atom simulations [32–35]. The
force matching method generally comes with the benefit of less computational cost in
developing the fields. Wang et. al [21] discussed that bonded fields developed with
force matching will scale with changes in temperature, but non-bonded fields won’t
necessarily do so. Therefore, the present work uses Boltzmann inversion (a structurally-
focused method) and fitting of harmonic oscillator potential (HOP) functions [28, 36, 37]
to develop bonded force fields, and the multi-scale coarse-graining (MSCG) method with
force matching for those that are non-bonded. In-depth discussion of these two methods
can be found in the cited literature, but their application in this work is outlined in
Chapter 3.
2.4 The Probability Distribution Function Coarse-graining
Method
As outlined previously, effective methods exist for producing coarse-grained models of
ionic liquids which accurately reproduce structure. Such models provide the advantage
of increased efficiency when sampling phase space, but have the disadvantage of inac-
curacy for time-dependent properties [21, 38]. This represents a significant problem in
any situation where dynamical properties are of importance. To regain accurate dynam-
ics, non-bonded interactions must be modified, slowing down the system. Markutsya
and Lamm [23] developed a formalized approach beginning with the multidimensional
Langevin equation [39] from the generalized Langevin equation (GLE):
m
dv(t)
dt
= F (r)− ζv(t) + η(t) (2.10)
With m being the particle mass diagonal matrix vector, r are the generalized coordi-
nates, ζ is the friction tensor, v is the velocity vector, F is the vector of force exerted
on CG sites due to potential energy from interaction with other CG sites, and η is the
noise vector. During their work, they implemented hydrodynamic interactions which
are scaled by a constant coefficient characteristic time ∆t0. The PDF-CG method dif-
fers from conventional CG methods because it extracts the full probability distribution
function of forces which are available during the coarse-graining process. It is from this
extraction that the previously ignored hydrodynamic interactions are implemented. The
final equation, in vector form, is:
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m [v(t+ ∆t)− v(t)] = F (r)∆t + F0(r)N(0, 1)
√
∆t0∆t +
F0(r)F0(r)v(t)
2kBTref
∆t0∆t
(2.11)
Where N(0, 1) is the vector of random numbers generated with the standard normal
distribution, and F0(r) is a standard deviation matrix for the random term. Because
general systems have multiple CG site types, this is applied in component form as:
mi [vi(t+ ∆t)− vi(t)] = Fi(r)∆t+
∑
j
F
Ai,Aj
0,ij (rij)
√
∆t
Ai,Aj
0 ∆tNj(0, 1)
+
1
2kBTref
∑
j
∑
k
FAi,Ak0,ik (rik)
√
∆tAi,Ak0 × F
Aj ,Ak
0,kj (rkj)
√
∆t
Ak,Aj
0 vj(t)∆t (2.12)
Where Ai and Aj represent types of ith and jth CG sites. Hence, the aforementioned
characteristic time written as ∆t
Ai,Aj
0 and the standard deviation matrix components
F
Ai,Aj
0,ij will be different for different CG type pairs. This original derivation, however,
assumes a direct correlation between the friction and noise components in ∆t0. Consider
the following version of Equation 2.11, where these two components are disconnected
from ∆t0:
m [v(t+ ∆t)− v(t)] = F (r)∆t + βF0(r)N(0, 1)
√
∆t + α
F0(r)F0(r)v(t)
2kBTref
∆t (2.13)
Making β a scaling factor for the noise component, and α that for the friction component.
By the original derivation, then:
β =
√
∆t0, α = ∆t0 (2.14)
By instead applying Equation 2.13, while no longer assuming Equation 2.14, this direct
correlation in ∆t0 is no longer assumed, and two empirical coefficients must be found
(by an almost identical process, however). As shown by Equation 2.12, the terms α and
β will still be different for various CG pairs, and must be empirically determined for
each.
Commonly, molecular dynamics simulations advance in time governed by the NVT
ensemble, but as Markutsya and Lamm [23] discussed after derivation of Equation 2.12,
this calculation during time steps actually serves as a Langevin thermostat. Therefore,
all PDF-CG method-based simulations needn’t be explicitly progressed by monitoring
temperature, and those in this work were instead constrained by the NVE ensemble.
Copyright c© Tyler Stoffel, 2020.
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3 Methods
In this chapter, the theory previously presented is applied to two ionic liquid chemical
pairs, each of which compose the systems of interest for this work. The goal, as with any
implementation of molecular modeling, is to compute the properties of systems at hand,
and give insight into their behavior on the molecular level [25]. Because all first-hand
methods and results compiled in this this work are computational, reference systems
for development of models are applied in order to ensure real-world accurate results.
The word “calibration” is used frequently in this chapter, emphasizing that force field
parameters are tuned and adjusted so that coarse-grained models behave in a manner
as similarly to the all-atom reference system as possible.
Two sets (one pair per set) of ionic liquids were selected in particular due to the vari-
able range of ion size, to demonstrate the capabilities of methods employed, and also be-
cause of their stability against Lithium metal and graphite anodes, which pose as a valu-
able potential application [6–8, 40, 41]. These are (a) N -methyl-N -butylpyrrolidinium
bis(trifluoromethylsulfonyl)-imide ([pyr14][TFSI]) and (b) 1-ethyl-3-methylimidazolium
boron tetrafluoride ([EMIM][BF4]), shorthand-denoted with the cation component of
the pair, followed by the anion. For convenience, each set will be referred to using their
shorthand notation for the remainder of this work. Graphical representations showing
molecular structure of these two ionic liquids can be seen in Figure 3.1. What follows
is description of an all-atom system of reference utilized, the coarse-graining process of
the molecular structures, and implementation of the PDF-CG method to simulate the
coarse-grained system.
(a) (b)
[pyr14][TFSI] [EMIM][BF4]
Figure 3.1. Representation of the two ionic liquids considered for this work:
(a) N -methyl-N -butylpyrrolidinium bis(trifluoromethylsulfonyl)-imide
([pyr14][TFSI]) and (b) 1-ethyl-3-methylimidazolium boron tetrafluoride
([EMIM][BF4]) (Adapted from [20]).
3.1 All-atom Reference Systems
All-atom molecular dynamics simulation reference data was obtained from ionic liquid
investigative work performed by Haskins et al. [20]. During a portion of their work,
separate all-atom molecular dynamics simulations containing the aforementioned ionic
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liquids were performed. To parameterize the potential energy for each liquid, they im-
plemented the Atomistic Polarizable Potential for Liquids, Electrolytes and Polymers
(APPLE&P) force field in the form parameterized by Borodin and co-workers [42–44] to
gain the ability of including self-consistent atomic polarization of the highly polarizable
atoms in the ionic liquids. As with many other force-fields explicitly designed for ionic
liquid simulation [45, 46], this one was chosen to provide accurate results for thermo-
dynamic and transport properties. Simulations were integrated with a 3-2-1 reversible
reference propagation algorithm (rRESPA). Calculations were constrained by multiple
temperatures. However, this work focuses on two specified temperatures of Thi = 363 K
and Tlo = 298K with ambient pressure (P ) using the Nosé-Hoover [47, 48] thermostat
and barostat. Consecutive data was found using a 3 fs time step for long-range charge
and dipole interactions, 1.5 fs time step for local charges, and 0.5 fs time step for bonds,
angles, and the improper dihedrals [20]. The cutoff radius employed for non-bonded
interactions was 12 Å for the [pyr14][TFSI] liquid, and 11 Å for [EMIM][BF4]. Each of
the sets of ionic liquids considered here composed their own system, and differed in the
size of the box-shaped volume containing the liquids, the number of ion pairs present,
and the non-bonded interaction cutoff radius. These parameters for each system are
displayed in Table 3.1. Visualizations depicting the all-atom reference systems can be
found in Figures A.1-A.2 of the Appendix, in which the cation and anion components
are represented separately for clarity. From this work, a basis set of data including
Table 3.1. Parameters of all-atom reference systems utilized in this work.
Ionic liquid Box size (Å) Number of ions
[pyr14][TFSI] 42.4432× 42.4432× 42.4432 144 pairs
[EMIM][BF4] 40.6538× 42.0393× 33.7086 216 pairs
bonded distributions, radial distribution functions and diffusion coefficients were gath-
ered and noted. This basis data provided reference for development of the CG systems
to be described, and also a standard of realistic system behavior with which to conform
the CG system. The goal, then, when developing the CG systems, was to match the
properties of corresponding all-atom systems as closely as possible.
3.2 Construction of Coarse-grained Models
In this section, development of a coarse-grained (CG) model for simulating the ionic
liquids at hand is outlined. To begin construction of the CG models, atoms represented
in the all-atom models were combined into CG sites. Atoms to be combined were
selected, and one CG site of their total mass and charge could be placed at the CoM of
the combined atoms. This was done as to not significantly displace masses or charges,
while simultaneously acknowledging that the CG sites will produce significantly less
friction than the more numerous atoms in the all-atom model [21]. Both the cation and
anion’s structures were divided into sites for each ionic liquid set, with a site combining
anywhere between 1 and 12 atoms. In the case of symmetry or replicated bonded
structures, duplicate sites of the same type were implemented, namely in the case of
the [TFSI]− anion. Diagrams depicting the CG site construction of the ionic liquids can
be seen in Figures 3.2-3.3. These diagrams assign a type number to each distinct site
which will be used for denotation during the remainder of this work. A table depicting
the elemental components of each CG site, in addition to their masses and charges can
be seen in Tables A.1-A.2 of the Appendix.
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Atomistic Coarse-grained
[pyr14]+
[TFSI]−
1
2
3 4 5
6
7
8
7
6
(30 + 15 atoms) (5 + 5 beads)
Figure 3.2. Coarse-grained sites of the [pyr14][TFSI] ionic liquid.
Atomistic Coarse-Grained
[EMIM]+
[BF4]
−
1
2
3 4
5
(19 + 5 atoms) (4 + 1 beads)
Figure 3.3. Coarse-grained sites of the [EMIM][BF4] ionic liquid.
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3.3 Coarse-grained Structure Calibration
The next step in developing the CG systems of ionic liquids was to construct and val-
idate force fields which ensure accurate structural behavior. All systems implemented
regarding structure (from this point until Section 3.4) utilize conventional CG simulation
procedures, and will only diverge from conventional procedures when the dynamics are
considered. The structure is composed of two parts: bonded and non-bonded. Therefore,
this section will be split into two parts. First, though, the sample systems implemented
for calibration must be described.
Structure Calibration Systems These were initially ran using the force field derived
from the reference systems, the bonded component composed of the initial guess found
in Section 3.3.1, and the non-bonded component which was found in Section 3.3.2. They
were prescribed periodic boundary conditions in all directions, emulating bulk of fluid.
To save computational cost, these systems were small in total CG sites and ran for a
short amount of time relative to the computational power of the machine used. Also,
the systems were made to reflect the all-atom reference systems closely in size for ease
of transition and simplicity. They advanced time steps with the average pairwise CG
force and Newtonian equation of motion (Equation 2.3), and were performed using the
Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [49], under the
constraints of an NVT ensemble, ran at two specified temperatures of Thi = 363 K
and Tlo = 298 K, utilizing the Nosé-Hoover [47, 48] thermostat. Ionic liquid pairs were
placed inside of a box of varying side lengths with initial conditions representative of
predicted equilibrium positions. Besides realistic positioning of sites to emulate the bulk
fluid, velocities were chosen and scaled to the specified temperature, and the system was
always allowed to equilibrate from initial conditions before calibration was performed.
To reflect the reaching effects of long distance interactions accurately, the cutoff radius
used here was similar to that of the reference systems, at 11 Å. The time step was 4 fs,
which was significantly longer than the largest used by collaborators when simulating
the reference systems [20]. This is because CG simulations act across larger time/length
scales, meaning that less fineness in time steps is not required to maintain accurate
behavior of the models. The time step used here was also verified independently in
simulations before full implementation. Finally, configurations and force data were
saved every 1 ps to provide sufficient sampling for the analysis to be discussed. Table
3.2 shows parameters which varied between the sets of ionic liquids. Figures A.3-A.4 of
the Appendix depict visualizations of the structure calibration systems, with cation and
anion components shown again independently. Also, the CG sites shown are shrunk in
size with artificial bonds depicted between bonded sites for clarity, as opposed to the
depictions found in Figures 3.2-3.3 where the CG process was implemented.
Table 3.2. Varied parameters of the structure calibration systems.
Ionic liquid Box size (Å) Number of ions
[pyr14][TFSI] 42.4432× 42.4432× 42.4432 144 pairs
[EMIM][BF4] 40.6538× 42.0393× 33.7086 216 pairs
3.3.1 Bonded Structure Calibration
The Bonded Distribution The relevant property used for quantifying bonded struc-
ture was the bonded distribution, denoted b(r). This is a normalized probability-distribution
function, depicting the probability of finding any specific bonded pair of sites at a par-
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Figure 3.4. Typical Boltzmann inversion process: b(r)→ −U(r)→ F (r).
ticular radial distance from one another. The bonded structure of the ions modeled here
was constrained in all degrees of freedom (DoF’s) by providing force fields F (r) for each
present pair of these bonded types.
Boltzmann Inversion To begin, the reference all-atom bonded distributions had to
be generated. To do so, the positions of all N CG sites were calculated as the CoM’s of
grouped all-atom positions, by computing:
r̄site =
na∑
i=1
miri
na∑
i=1
mi
(3.1)
For each site, where na is the number of atoms in the site, mi is the mass of the ith
atom of the site, and ri is the position vector of each ith atom. This provided the
“ghost” positions of the CG sites in the all-atom systems. Bonded distributions at each
discrete radial interval bin of size ∆r were then calculated by counting the number of
bonds in each bin through space and time, which was normalized by taking the ensemble
average. Once these all-atom bond distributions were calculated, they were applied for
two purposes: As the reference with which to match the bonded distributions of the
CG system, and also to derive the initial guess for iterative matching. The initial guess
was derived using Boltzmann inversion [28, 36, 37] as follows. The potential energy was
found as:
U(r) = −kBT ln b(r) (3.2)
For any particular bonded pair, where kB is the Boltzmann constant, T is the constrained
temperature, and b(r) is the bonded distribution probability as a function of bond
radius. Usually, this reference potential energy is fit with an approximation matching a
respective term (bond, angle or dihedral) from equation 2.6. A diagram of this typical
process can be seen in Figure 3.4. However, a couple of obstacles hindered such a direct
implementation.
Harmonic Oscillator Potential Fitting To illustrate the problems at hand, Figure
3.5 shows three bonded distributions. Although such issues were present for both ionic
liquids in this work, all-atom reference distributions from [pyr14][TFSI] are used as
examples. First shown is the 6-7 bond type distribution, which in form is typical to
the bonded distributions of any atomistic molecular dynamics environment. In other
words, the potential energy correlating to this distribution (found through Equation
3.2) is easily fit with a harmonic oscillator potential (HOP), as in the first two terms
of Equation 2.6. Keeping in mind, though, that these represent desired coarse-grained
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Figure 3.5. Example all-atom reference bonded distributions of the [pyr14][TFSI] ionic
liquid: a bond-type (left), angle-type (middle), and dihedral-type (right).
structures. Due to the extended bonded configuration possibilities that coarse-grained
models produce, however, such simple fits are not always achievable. Often times, there
exists multiple peaks in a distribution, especially for dihedral types. For example, in
the dihedral-type bonded structures presented by Wang et. al [21], two symmetric
peaks existed for the coarse-grained model. Shown secondly in Figure 3.5 is the 1-2
bond type distribution, and lastly is the 2-4 dihedral type. As is clearly seen, these
structures produce multiple peaks, and in addition, are asymmetric. This presents
a notable problem when accurately fitting their associated potential energy using the
form of Equation 3.2. To approach this issue, multiple HOPs were fit where more
than one distribution/potential energy peak existed. Where this was done, smooth
transitions were added between the functions. If necessary, this was done for all types
of bonded distributions, including dihedrals. Since the all-atom bonded distributions
of all dihedrals considered here effectively contained more than one peak, this resulted
in no use of the cosine term mentioned in Equation 2.6. Hence, the bonded potential
energies here were approximately:
Ub =
∑
bonds
kb(rb − rb,0)2 +
∑
angles
ka(ra − ra,0)2 +
∑
dihedrals
kd(rd − rd,0)2 (3.3)
Which terms were piecewise for any distribution with multiple peaks. Once this was
accomplished, the derivative of potential energy was found, producing the force for
that pair as per Equation 2.4. This was calculated for every bonded pair and every
radius increment at which an all-atom bonded distribution probability was produced.
Hence, an initial guess force-field was generated, with which to start iterative calibration.
The bonded structure calibration system was then run, starting with simulation time
lengths of 1ns after equilibration. All bonded distributions were calculated using a
radius discretization of ∆r = 0.025 Å. In every iteration, the system would be run, the
CG bonded distributions would be calculated, and the force-field would be manually
adjusted to improve the all-atom reference match. For example, if a bond showed a lower
probability of existing at a higher radius, the force for that bond in the vicinity of such
a radius would be decreased, allowing the bond to exist there at a higher probability. As
the match increased in accuracy, simulation time length was increased to provide more
data samples, and thus improve the precision of the bonded distributions. This was
repeated until a sufficiently close match was found, and the bonded structure calibration
was complete.
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3.3.2 Non-bonded Structure Calibration
Force Matching Non-bonded CG force-fields were derived based on the respective all-
atom reference systems using the multi-scale coarse-graining method with force matching
[32–35]. Again, the positions of each N coarse-grained sites are given from the all-atom
reference system calculated earlier by Equation 3.1, and the net forces F refi acting on
them are computed. The net force on any particular CG site i is due to the sum of all
the effective forces between the pairs of CG sites, giving the function:
F refi =
N∑
j=1
fij (ri, rj , g1, g2, ..., gk) (3.4)
Where fij is defined as the force on the ith CG site due to the jth CG site. Since fij is not
known analytically, cubic splines are chosen to write each pairwise force as a function of
k unknown parameters (g1, g2, ..., gk). Since N > k, the resultant system of equations is
over-determined, and was solved using the singular value decomposition (SVD) method
[50]. All of the atomistic configurations were split into equally-sized blocks and SVD
was applied to each. The CG force versus radial separation was obtained by averaging
outcomes of all the blocks.
The Radial Distribution Function In the same way that the bonded structure of
each ionic liquid was verified by comparison of the quantitative bonded distribution, the
non-bonded structure considered in this sub-section utilized the radial distribution func-
tion (RDF), denoted g(r). This quantity is a non-normalized probability-distribution
function which depicts the probability of finding a pair of particles, or group of particles,
at a certain radial distance from one another. In other words, it describes how density
varies as a function of distance from a reference particle or group of particles. For the
purposes of this work, the groups of particles examined were individual ions. Due to
their pairwise composition, there were only three radial distribution functions required
for each type of ionic liquid: Comparing the cation to the cation (++), the cation to
anion (+-) (or vice-versa), and the anion to anion (- -). The non-bonded structure of
the CG systems was compared and validated, then, by these three functions. The struc-
ture calibration system was run for 1ns after equilibration to gain enough phase space
samples for calculation of RDF’s. The RDF’s of the all-atom reference and CG systems
both again required a version of Equation 3.1, modified for calculating the CoM’s of
each ion, as opposed the their individual CG sites:
r̄ion =
ns∑
i=1
miri
ns∑
i=1
mi
(3.5)
For each ion, where ns is the number of sites in the ion, mi is the mass of the ith site
of the ion, and ri is the position vector of each ith site. Once the CoM position of each
ion was found, pairs of ions at certain discrete radial distances could be numbered in
distance bins of size ∆r = 0.025 Å (for sufficiently smooth results), producing the non-
normalized RDF’s. These calculations were cut off at a radius of 16 Å, which is typical
to non-bonded MD analysis, as it provides ample useful neighbor information below
the cutoff. This was calculated for each ionic liquid, and comparisons to the all-atom
reference system were made to validate accurate non-bonded structure.
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3.4 Coarse-grained Dynamics Calibration
With force-fields in place which produce accurate structural behavior, the conventional
CG model of each system was complete. At this point, conventional coarse-graining
processes end, and a CG model is applied to phenomena of interest. In contrast, this
work has aimed to further improve CG models by fixing inaccurate dynamics. The
rest of this chapter will outline the development of systems simulating the ionic liquids
dynamically modified using the PDF-CG method, while comparing with the results of
conventional coarse-graining (C-CG) in addition to the all-atom (AA) reference systems.
The PDF-CG method, being designed to modify only dynamics, was expected and found
to have negligible effect on structure. Hence, the structural behavior of the PDF-CG
systems is assumed equivalent to that when ran with C-CG. The dynamics of the C-CG
systems, then, was generally much higher than the reference AA ones, and the PDF-CG
systems were tuned to match the reliable AA references.
Dynamics Calibration Systems To reach the desired size of the systems of appli-
cation, the structure calibration systems of section 3.3 were each expanded in volume
and number of sites eight times. In other words, the systems’ periodic box sizes were
multiplied by two in length in the x, y and z directions. The new systems were again
implemented in LAMMPS, with the similar parameters, aside from the ensemble con-
straint of NVE, as discussed in Section 2.1. This being the case, initial velocities from
the smaller structure calibration system were again scaled to run at the two focus tem-
peratures of Thi =363 K and Tlo =298 K, and the system was allowed to equilibrate
before calibrating. The conditions at the boundary of each box were again periodic
(bulk), with a potential cutoff radius of 11 Å.The time step was 4 fs, and configurations
were saved every 1 ps. The parameters which varied between ionic liquids were the box
size and number of ions in the box. These parameters can be seen in Table 3.3, and
visual representations of each of the dynamics calibration systems can be seen in Figures
A.5-A.6 of the Appendix.
Table 3.3. Varied parameters of the dynamics calibration systems.
Ionic liquid Box size (Å) Number of ions
[pyr14][TFSI] 84.8864× 84.8864× 84.8864 1152 pairs
[EMIM][BF4] 81.3076× 84.0786× 67.4172 1728 pairs
Coefficient Groupings To advance time steps, Equation 2.13 was used, as opposed
to Equation 2.12, as per the discussion in that section. However, the dynamically-correct
α and β needed to be found for any particular system configuration before the equation
could be properly applied. Therefore, calibration systems of the same configuration as
those in which the models would be applied had to be generated. This way, sets of
coefficients for each CG type pairs could be iteratively determined. Before beginning
the iterative process of determining the dynamically-correct coefficients, an assumption
was made. Since there was a significant amount of CG site types (up to eight, namely
for the case of [pyr14][TFSI]), the amount of available non-bonded pairs was large,
totaling 36 for [pyr14][TFSI] and 15 for [EMIM][BF4], making these the amount of α
and β coefficients to be found for each ionic liquid. Calibrating dynamics while tuning
such a large amount of coefficients independently would be cumbersome. To make the
iterative method of dynamics calibration more feasible, then, these pairs were grouped
together and assumed equal by their ionic association, producing only three necessary
α coefficients and three β for each ionic liquid: α++, β++, α+−, β+−, α−−, and β−−
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(coefficient pairs between cation-cation, cation-anion, and anion-anion). Table 3.4 notes
all of the non-bonded pairs that were grouped to each of the three coefficients by each
liquid.
Table 3.4. Non-bonded pair group assumptions for ∆t0.
Ionic liquid Coefficient group Non-bonded pairs
[pyr14][TFSI]
α++, β++ 1-1,1-2,1-3,1-4,1-5,2-2,2-3,2-4,2-5,3-3,3-4,3-5,4-4,4-5,5-5
α+−, β+− 1-6,1-7,1-8,2-6,2-7,2-8,3-6,3-7,3-8,4-6,4-7,4-8,5-6,5-7,5-8
α−−, β−− 6-6,6-7,6-8,7-7,7-8,8-8
[EMIM][BF4]
α++, β++ 2-2,2-3,2-4,2-5,3-3,3-4,3-5,4-4,4-5,5-5
α+−, β+− 1-2,1-3,1-4,1-5
α−−, β−− 1-1
The Diffusion Coefficient The comparative property implemented for dynamics was
the diffusion coefficient (D). This was calculated for each ion according to the Einstein
relation [51] as:
D =
〈
(r(0)− r(t))2
〉
(2d)t
(3.6)
where r was again found according to Equation 3.5, and
〈
(r(0)− r(t))2
〉
is the mean-
square displacement (MSD) during a time interval t within a space of dimension d (here,
d = 3). To begin the iterative determination of correct coefficients, all-atom reference
diffusion coefficients were calculated. The MSD based on the CoM of each ion was
calculated for all available data, and a least-squares linear-fit of the MSD versus time
was found. The fit’s slope was equal to the product of the numerator and 1/t portion
of Equation 3.6, namely:
〈
(r(0)− r(t))2
〉
/t. This result could then simply be divided
by 2d to provide the respective diffusion coefficient. The same process could also be
applied to the PDF-CG system. To begin, initial-guess values were chosen, and the
dynamics calibration system was ran starting with a 1 ns duration after equilibration.
After the dynamics calibration system ran and diffusion coefficients were calculated and
compared to those of the all-atom data, the coefficients could be modified, and the
system ran again to repeat. Since ∆t0 has a dampening effect on dynamics according
to Equation 2.12, it can be treated as inversely proportional to the diffusion coefficient:
∆t0 ∼
1
D
(3.7)
In a similar way, it could be said that α scales the dampening effect, and β scales
random noise, or temperature fluctuations in Equation 2.13 implemented here. When
empirically finding the correct coefficients, treatment was then loosely as follows:
β ∼ ∆T, α ∼ 1
D
(3.8)
Where ∆T is the magnitude of fluctuation in temperature. However, according to Equa-
tion 2.14, α and β are related. Because of this, their determination required continual
modification through iterations. For example, if the PDF-CG anion’s diffusion coef-
ficient (D−) was significantly smaller than that of the all-atom system, α−− could be
decreased to roughly increase the value of D−. After this, stability of temperature would
be checked. If fluctuations in temperature greatly exceed those from the C-CG system,
β could be decreased. Because of the decrease in β, diffusion likely increased, and the
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process could be repeated. Using such reasoning, the preceding process was repeated
until D+ and D− were sufficiently close to the all-atom reference values, at which point
the duration of the calibration simulations would be increased to gain more sampling.
Once the diffusion coefficients matched sufficiently at an acceptable sample size, the sets
of coefficients were accepted, and the dynamics of each system was calibrated.
3.5 Summary of Calibration
The preceding processes were performed on the calibration systems described at both
Thi =363 K and Tlo =298 K, rendering the systems of both liquids and temperatures
calibrated. Hence, all model construction and calibration of parameters for developing
the structure and dynamically-accurate CG models was complete. This rendered the
models ready for application in varying interfaces, and to observe phenomena of inter-
est. To summarize, Table 3.5 shows the parameters, methods and properties used for
calibration to the all-atom reference systems.
Table 3.5. Summary of calibration processes.
Component Method Parameter Property
Bonded Structure HOP fitting Ub b(r)
Non-bonded Structure MSCG w/force matching [21] Unb g(r)
Dynamics PDF-CG [23] α, β D
Copyright c© Tyler Stoffel, 2020.
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4 Results
This chapter contains results of the calibration processes employed in Chapter 3: bonded
structure, non-bonded structure and dynamics. The results and commentary provided
here should prove that the CG systems developed in this work are accurately derived
from their reference systems, and therefore are reflective of reality to the extent that
coarse-graining can produce. Most of the results to be referenced are located in the
Appendix for flow of text, but examples of data are provided in-text for context.
4.1 Bonded Structure
The bonded distributions calibrated for the CG model, and of the all-atom reference
system can be found for the [pyr14][TFSI] ionic liquid in Figures A.9-A.12, and for
the [EMIM][BF4] ionic liquid in Figures A.13-A.14 of the Appendix. For purposes of
the current discussion, Figures 4.1 and 4.2 depict example bonded distributions sampled
from the results. Shown are the bond, angle and dihedral-type distributions respectively,
first at the elevated temperature of 363K, then at 298K. For the case of 298K, the CG
bonded distribution results are compared against the all-atom reference system at 363K
due to unavailability of data at room temperature. This was deemed an acceptable
comparison, as bonded structure is minimally affected by temperature because bonded
force fields are significantly stronger.
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Figure 4.1. Example [pyr14][TFSI] bonded distribution results, bond (left), angle (mid-
dle), and dihedral (right)-types, sampled from T = 363K.
Peak/trough Locations For the purposes of developing these bonded distributions
and for comparing results, it is worth noting that emphasis was placed on matching lo-
cations (r) of peaks and troughs, as opposed to their magnitudes (b). Since the bonded
distribution is a normalized probability, a peak/trough that matches loosely in mag-
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Å
]
2-4
5 5.5 6 6.5
0
0.5
1
1.5
·10−3
(c)
2-5
AA CG
[EMIM][BF4] T = 363 K
Figure 4.2. Example [EMIM][BF4] bonded distribution results, bond (left), angle (mid-
dle), and dihedral (right)-types, sampled from T = 363K.
nitude, but precisely in location will produce bonds at the correct structural radii (on
average).
Treatment of Multiple Peaks At first glance, it is seen that symmetric, single peak
distributions of the coarse-grained models had relatively accurate fits to the all-atom
reference. These fits were quickly achieved, as the associated all-atom potential energies
(Equation 3.2) were well represented as harmonic oscillators, which then produced a
simple linear force-distance relation (Equation 2.4). The difficulty, then, was found
when approaching reference distributions that were asymmetric (e.g. Figure 4.1b,A.9a)
and/or contained more than one peak (e.g. Figure 4.1c,A.10g). Treatment of these
two conditions was similar in approach, as asymmetricity seemed to be caused by the
presence of non-prominent concavity changes.
Fits Achieved In some of these cases, the precise magnitude and location of sec-
ondary/tertiary peaks and/or asymmetricities was difficult to match, which should be
attributed to the loss of DoF’s inherent to coarse-graining. When this dilemma was
encountered, focus was given instead to matching the distribution endpoints, such that
the range of bond existence at certain radii was preserved. This occurred mostly when
calibrating dihedrals, such as in the case of [EMIM][BF4]. However, the pyrrolodinium
ring and anion size of [pyr14][TFSI] allowed secondary peaks to appear even in the bond
and angle-types (1-2, 1-3, 3-5 and 6-8), precluding a tertiary peak of the dihedral type
(2-4). Nonetheless, it can be seen that the location of most peaks also match, causing
the majority of high-probability radii to match the all-atom reference. For [EMIM][BF4],
all but one of the cation’s bonded distributions had a single peak, despite presence of
the imidazolium ring. Its dihedral (2-5), though, contains a sharp change in concavity
on the positive side, indicating a minor configuration alteration which was available be-
tween the end-sites. This was the most difficult bonded distribution to replicate, as can
be seen by the accurate fit on the positive side.
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4.2 Non-bonded Structure
Radial distribution functions can be seen for the [pyr14][TFSI] and [EMIM][BF4] ionic
liquids in Figures A.15 and A.16 of the Appendix respectively, depicting results at 363K
and 298K. For completeness, non-bonded force fields are included in this document in
addition to radial distribution functions. The complete force fields developed for each
ionic liquid, sampled for the case of 363K, can be seen in Figures A.17-A.19. Also, Figure
4.3 depicts three example force sets sampled from the [pyr14][TFSI]liquid at 363K.
Most depict a convergence towards zero force near 11 Å, justifying the value chosen
as a cutoff radius for this work. These show the wide range of complex non-bonded
site-site interactions generated by the MSCG method which are required to produce
accurate non-bonded behavior, ranging from inverse-type functional form (Figure 4.3a)
to decaying radial oscillation (Figure 4.3b), and others (Figure 4.3c).
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Figure 4.3. Example non-bonded force fields, depicting results for a cation-cation
(left), cation-anion (middle) and anion-anion (right)-type, sampled from the
[pyr14][TFSI] ionic liquid at T = 363K.
Peak/trough Locations For immediate reference, Figure 4.4 shows example radial
distribution functions at a sample temperature of 363K, namely of the cation-cation
(++) for both liquids. As with bonded structure, it is worth considering that radial
distribution functions are non-normalized probabilities, and the locations of peaks and
troughs are again more significant than their magnitude. That being mentioned, the
RDFs of CG systems presented here occasionally produced minor changes in concav-
ity not present in the reference systems, namely the [pyr14][TFSI] (++) distribution
at 298K (Figure A.15d), and the [EMIM][BF4] (++) distributions at both tempera-
tures (Figure A.16a,d). While these discrepancies are noticeable when observing the
plots, major peaks/troughs are still matched, and on the distribution patterns still re-
flect overall patterns. Notably enough, these discrepancies all occur in cation-cation
(++) distributions, indicating that they could have been induced by simplification of
pyrrolodinium and imidazolium rings. As discussed by Wang et. al [21], the intrin-
sic assumption of radially symmetric interactions in CG systems ignores those that are
orientation-dependent, and can have a notable effect when sites have been “aggressively”
coarse-grained, like the case of such ring-type molecular structures. The possibility that
these rings would be significantly better represented with multiple coarse-grained sites
is apparent.
Fits Achieved At a glance, the fits achieved in development of non-bonded structure
for the CG models match an overall pattern. A good sign regarding the scaling of non-
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Å
]
g
+
+
(r
)
[pyr14][TFSI]
0 5 10 15
0
0.5
1
(b)
r
[
Å
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Figure 4.4. Example radial distribution function results, [pyr14][TFSI] (left), and
[EMIM][BF4] (right)-types, sampled from cation-cation (++) pairs at T =
363K.
bonded forces at different temperatures is that locations which are over/underestimated
in probability are consistently over/underestimated at the opposing temperature, for ex-
ample the (+−) and (−−) distributions for [pyr14][TFSI] (Figure A.15b,e and A.15c,f)
and the (+−) distribution for [EMIM][BF4] (Figure A.16b,e). Also, the distributions
start/end points match well, indicating that neighbors at extremely close and far dis-
tances are well reproduced. The case of [pyr14][TFSI]’s (+−) distributions produced
a shift in the 5-10Å range not present in other distributions which is unaccounted for,
though. This again could be attributed to simplification of pyrrolodinium and imida-
zolium rings, as not this problem, nor presence of extra concavity changes are present
in any (−−) distribution produced. While the bonded structure, produced by manual
fitting of harmonic oscillators, provided easy access to fine-tuning to iteratively assess
such discrepancies, MSCG with force matching developed force-fields in one iteration,
and therefore was applied as-is.
4.3 Dynamics
Table 4.1 notes the values of α and β found for each liquid, while Tables 4.2 and 4.3
compare the all-atom reference diffusion coefficients, those of the conventional CG sys-
tem, and those of the calibrated PDF-CG system for each ionic liquid. While diffusion
coefficients are seen here, their corresponding mean-square displacement plots can be
seen in Figures A.20 and A.21 of the Appendix.
Empirical Coefficients Determined Immediate examination of Table 4.1 is admit-
tedly confusing. The difference in magnitudes between α and β coefficients determined
for [pyr14][TFSI] and [EMIM][BF4] is notable. Also, the coefficient values of zero for
[EMIM][BF4]’s (++) pairs appears inconsistent. However, the design of the PDF-CG
method (as implied in Equation 2.12) implies no existence of unique sets of dampen-
ing coefficients. Hence, many drastically different sets of coefficients may still produce
correct dynamical behavior. In this work, coefficients were then simply determined by
the seemingly easiest and most convenient progression of terms. For [pyr14][TFSI], this
was done by modifying all terms of β equally, and for [EMIM][BF4], both α
++ and β++
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were assumed as zero, expecting cation-cation dissipation and fluctuation to derive from
cation-anion interaction.
Fits to Mean-Square Displacement As mentioned in Section 3.4, the diffusion
coefficient can be found as proportional to the slope of a mean-square displacement curve
in time. Hence, the diffusion coefficients listed in Tables 4.2 and 4.3 are all proportional
to the slopes of the curves in Figures A.20 and A.21 of the Appendix. Any possible
concern regarding this method for determining diffusion would likely be attributed to
the goodness of fit for such slopes. Examination of the Figures, however, shows obvious
goodness in linear fits.
Diffusion Coefficients The reality of dynamics when using C-CG methods can be
seen immediately by the diffusion coefficients of [pyr14][TFSI] in Table 4.2. At the
elevated temperature of 363K, C-CG produced diffusion coefficients four to five times
higher than the AA reference system did. However, the modificiation provided by the
PDF-CG method remedied these values to nearly five percent error. At room temper-
ature (298K), the results are even more exaggerated. Here, diffusion coefficients were
more than ten times higher for C-CG, and implementation of PDF-CG corrected them
to about 50 percent error. The same pattern can be seen for [EMIM][BF4] in Table 4.3,
where diffusion was again four to five times higher using C-CG, then corrected signif-
icantly by PDF-CG. It should be noted that the 298K values using PDF-CG were not
necessarily less accurate than those at 363K for any methodical reason, but were simply
not calibrated as accurately due to time constraints. The systems are a work in progress,
and the PDF-CG method provides opportunity to modify dampening coefficients, im-
proving diffusivity, at any time. In any case, diffusion was corrected drastically, and the
effects of such can be seen during application of the systems in the proceeding chapter.
Table 4.1. Values of α and β determined by dynamics calibration.
Ionic liquid T α++ β++ α+− β+− α−− β−−
[pyr14][TFSI]
363K 0.230 8.33 0.130 8.33 0.040 8.33
298K 0.153 5.78 0.039 5.78 0.012 5.78
[EMIM][BF4]
363K 0.00 0.00 3.40 39.6 6.08 44.3
298K 0.00 0.00 1.30 23.1 6.56 72.8
Table 4.2. Diffusion coefficients of the [pyr14][TFSI] ionic liquid.
T Method D+× 1010 [m2/s] D− ×1010 [m2/s]
363K
AA 1.243 1.061
C-CG 5.367 4.102
PDF-CG 1.208 0.994
298K
AA 0.121 0.100
C-CG 1.626 1.016
PDF-CG 0.190 0.155
Copyright c© Tyler Stoffel, 2020.
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Table 4.3. Diffusion coefficients of the [EMIM][BF4] ionic liquid.
T Method D+× 1010 [m2/s] D− ×1010 [m2/s]
363K
AA 2.032 1.951
C-CG 8.364 7.727
PDF-CG 2.437 2.217
298K
AA 0.471 0.359
C-CG 2.458 2.219
PDF-CG 0.506 0.398
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5 Application
5.1 Vacuum-interface Systems
With structurally and dynamically-accurate CG models successfully created, compu-
tational experiments at interface could be performed. Specifically, the interface of a
vacuum with the ionic liquids considered here was chosen. To create the interface, peri-
odic boundary conditions in the z-direction were first removed. The size of the periodic
box in that direction was then expanded, namely by three times. This way, the length
of the periodic box in the z-direction was three times as long as the length occupied by
the bulk fluid recently calibrated in Section 3.4, exposing the surfaces of the bulk fluid
on both ends in the z-direction to free space. When time steps were then advanced, an
interaction with the vacuum-interface surface ensued in the z-direction. To illustrate the
conditions, visualization of the vacuum-interface system after advancing time steps for
20 ns for each ionic liquid are shown in Figures A.7 and A.8 of the Appendix. Besides
the move of the interface boundary in the z-direction, the vacuum-interface systems
were identical to the dynamics calibration systems from Section 3.4, and were ran at
both Thi =363K and Tlo =298K. For the sake of clarity, Table 5.1 shows the modified
box sizes and number of pairs present for each of these systems. To collect data, the
Table 5.1. Varied parameters of the vacuum-interface systems.
Ionic liquid Box size (Å) Number of ions
[pyr14][TFSI] 84.8864× 84.8864× 254.6592 1152 pairs
[EMIM][BF4] 81.3076× 84.0786× 202.2516 1728 pairs
systems were run for 40ns each at vacuum-interface. In both cases, slight evaporation of
ionic liquid components was observed in simulation. In the case of [pyr14][TFSI], only
cations evaporated, while anions did so for [EMIM][BF4]. Table 5.2 shows the number
of ions evaporated for each liquid and temperature combination after an elapsed simu-
lation time of 35ns. The number of evaporated ions is relevant, as it had a noticeable
effect on CG site density, which is discussed in the next section.
Table 5.2. The number of ions evaporated out of the interface at 35ns for each liquid
and temperature.
Method T
[pyr14][TFSI] [EMIM][BF4]
# Cations evaporated # Anions evaporated
C-CG
363K 106 39
298K 91 37
PDF-CG
363K 82 18
298K 90 27
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5.2 Interfacial Properties
Besides evaporation of ions, vacuum-interface phenomena were not easy to observe vi-
sually. Therefore, properties had to be calculated in order to note the behavior of the
generated systems at interface. The property chosen to do so in this work was the
density profile, generated by each CG site type. The reasons for this being: (1) Fluc-
tuations in density could be observed in the z-direction, (2) Focus could be given to
particular, possibly dominant/non-dominant sites on any ion, and (3) Ion orientation in
the z-direction could be observed based on density peaks. These density profiles were
calculated by dividing the system’s box into sections of depth l, counting the number of
CG sites of any particular type within that section, and taking the ensemble average of
the number of sites counted. By implementing a small enough value of l and averaging
over enough system snapshots, smooth density profiles were generated. A density profile
value near zero indicates presence of the vacuum, bulk fluid is then in the middle, and
variations from the bulk fluid density indicates interface-induced behavior. The value
found to be small enough for creation of smooth and meaningful plots was l = 0.170Å,
and 10ns worth of samples were taken after 30ns of simulation time had elapsed. Figures
A.22-A.31 of the Appendix incorporate density profiles generated in this manner, and
progressive commentary follows from here on.
Control Comparison Figures 5.1-5.2 in-text, and also Figures A.22-A.23 of the Ap-
pendix depict density profiles for both liquids with all available CG site types present
at 298K, with profiles generated not only in the direction of the vacuum-interface (z),
but also in a direction with the conventional bulk boundary conditions for control sam-
ples (x). A temperature of 298K for these plots was chosen due to its more prominent
structuring at the interface, as will be discussed promptly. Visual comparisons of the
interface fluctuations in z compared to those in x show a significant layering structure.
For [pyr14][TFSI], at least one layer is present (Figure 5.1a), while [EMIM][BF4] indi-
cates more than one layer penetrating into the surface (Figure 5.2a). When compared
side-by-side, the fluctuations at the bulk fluid in the z direction are similar to those
found in the x, indicating that the vacuum in z effects the near-immediate interface,
then the fluid returns to bulk behavior as depth is increased. Also, inspection of the
two Figures reveals significantly lower density profile magnitudes for the [pyr14][TFSI]
cation components and [EMIM][BF4] anion components. This can be attributed to the
evaporation noted in Table 5.2.
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Figure 5.1. By-type number density profiles of the [pyr14][TFSI] ionic liquid at 298K,
using the PDF-CG method: (left)-(right) in the z and x-directions respec-
tively.
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Figure 5.2. By-type number density profiles of the EMIM ionic liquid at 298K, using
the PDF-CG method: (left)-(right) in the z and x-directions respectively.
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Effect of Temperature As might be expected, the two constrained temperatures at
which this system was run produced significantly different behavior at interface. This
is illustrated by samples in Figures 5.3-5.4 of the text, and in-full within Figures A.24-
A.25 of the Appendix. At interface, the lower temperature produced more prominent
structure for both liquids. This can be explained by the opposing effects of structure
and dynamics. At the higher temperature, the system is more dominated by its kinetic
energy, and hence has less opportunity to produce structured layering at the interface,
but when the temperature is decreased, ionic interaction becomes dominant, affording
enhanced near-interface layering. In both cases of the liquids presented here, results
show the significance of considering vacuum-interface effects at room temperature.
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Å
]
ρ
[ site
/
Å
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Figure 5.3. The effect of temperature on z-direction [pyr14]+ cation density profiles:
(left)-(right) at 363K and 298K, respectively.
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(left)-(right) at 363K and 298K, respectively.
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Cation Orientations By more closely examining the density peaks generated at the
interface, it is possible to see how sites statistically orient themselves in the z-direction.
Figures 5.5 and 5.6 depict the profiles for each liquid, zoomed in near the interface at
the positive end. In the case of [pyr14][TFSI], the peaks travel from site 1 to 2,3,4 and
5 consecutively as z is increased. Based on this, it can be inferred that the cation often
orients itself with its alkyl chain perpendicular to the interface, as depicted visually on
the left-hand side. This is further implicated by measurements shown in the Figure. The
distances between furthest peaks of the profile is 6.11 Å, while the total length of the
cation from bonded distributions is 6.22 Å. These measurements being almost exactly
the same, the cation is then often orienting itself at a near-perfect 90-degree angle. A
similar principle can be examined for the [EMIM][BF4] cation. In its case, three out of
four profile peaks are in the same z vicinity. Hence, it is often orienting itself parallel
to the interface. This result is similar to that found by Sloutskin et. al [11], where
the similar [BMIM][PF6] ionic liquid was experimentally exposed to a vacuum in the
lab, and measured using X-ray reflectivity. The cation here was similar, and their work
deduced that it was likely oriented in the same fashion.
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Figure 5.5. Orientation of [pyr14]+ cation from density plots: predicted z orientation
(left) and supporting density profile (right).
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Effect of Coarse-graining Method Similarly to how temperature affected inter-
facial ordering of the liquids studied here, the coarse-graining method employed also
had an effect. In the Appendix, Figures A.26 and A.27 of the Appendix depict this for
[pyr14][TFSI], while Figures A.28 and A.29 do so for [EMIM][BF4]. Samples of these
plots can be seen in the text in Figures 5.7-5.8. For both liquids, little significant struc-
ture is again present at 363K regardless of method. At 298K, though, a difference in
results between C-CG and PDF-CG methods is clearly seen. A similar explanation is
offered: the PDF-CG method inhibits fast dynamics which otherwise would dominate
the kinetic versus ionic interaction opposition, allowing the accurate structural behavior
to be observed.
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Figure 5.7. The effect of CG method on z-direction [pyr14]+ cation density profiles at
298K: (left)-(right) using C-CG and PDF-CG methods, respectively.
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/Å
3
]
PDF-CG
2 3 4 5
[EMIM][BF4] T =298K
Figure 5.8. The effect of CG method on z-direction [EMIM]+ cation density profiles at
298K: (left)-(right) using C-CG and PDF-CG methods, respectively.
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Multilayer Ordering Finally, Figures A.30 and A.31 of the Appendix show the main
sites, representing the dominant behavior of cation and anion, for each liquid plotted
together. These are sampled in Figure 5.9 of the text. For both liquids, the site contain-
ing the pyrrolodinium or imidazolium ring was chosen as a main representative, along
with the [pyr14][TFSI] anion’s central site, and the [EMIM][BF4] anion’s only available
site. Examination of these two figures clearly reveals how layers penetrated below the
vacuum-interface surface. As was previously noted, the most obvious effects are present
while using the PDF-CG method at lower temperatures. This case for the [EMIM][BF4]
liquid revealed significant multilayer ordering that penetrated two, if not three layers
deep, oscillating between cation and anion. In this case, the effects are present for ap-
proximately 50 percent of the fluid present. Surprisingly, however, this effect was not
nearly as prominent for the [pyr14][TFSI] liquid. Both experimental and computational
studies have suggested that longer alkyl chains in ionic liquids leads to more prominent
and multilayer ordering [52, 53]. This [pyr14][TFSI] cation, having an alkyl chain with
one more alkyl component compared to [EMIM][BF4], didn’t hold fast to such an ob-
servation. These cations though, having different chemical structures, may not provide
a viable comparison.
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Copyright c© Tyler Stoffel, 2020.
31
6 Conclusions
Ionic liquids possess improved properties in many areas of technical application, making
them attractive as components in development of next-generation technology. If used as
electrolytes, they could aid in developing ultra-high energy batteries. Pertaining to this
work, the conjunction of imidazolium or sulfonium-based cations and complex haldide
anions with Lithium-air electrode materials has potential to produce batteries with
significantly higher energy density than concurrent technologies. Such advancements
could help pave the way for electrically-powered mobile technology, like the interest-
gathering sector of hybrid-electric aircraft for space travel. If ionic liquids were thus
applied, however, any selected ionic configuration would likely need extensive analysis
at any exposed interfaces, some aspects of which are difficult to complete in the lab. This
work has endeavored to develop coarse-grained molecular dynamics (CG-MD) systems
of two ionic configurations, one of which specifically having the properties critical for
implementation in Lithium batteries. Because of its relative simplicity, yet pertinence
in modern technology development as described, the vacuum-interface is an excellent
place to begin application of MD models. The overarching goals of this work were then
twofold: (1) Develop and validate CG-MD systems of the chosen ionic liquid pairs, and
(2) expose the developed systems to vacuum-interface for analysis.
Both chosen liquid pairs, abbreviated [pyr14][TFSI] and [EMIM][BF4], were proven to
match well in bonded and non-bonded structure when compared to all-atom (AA) MD
reference systems. Bonded distributions and radial distribution functions often showed
near-exact matches, while others portrayed satisfactory resemblance of expectation for
CG models. For further improvement, the probability distribution function coarse-
graining (PDF-CG) method was implemented to correct the inaccurate dynamics usually
present in coarse-grained models. By this method, diffusion coefficients which were 4
to 16 times higher when using conventional coarse-graining (C-CG) matched with low
errors. At this work’s most developed case of 363K, error was near to five percent. The
constraints of time simply limited the case of 298K to decreasing error as much, with
no other limitations known.
Previously developed systems were then exposed to vacuum in the z-direction, allow-
ing analysis along that axis. Density profiles were calculated by CG site type, allowing
analysis of density fluctuations, and also prediction of interface ion orientations. The
systems were found to vary significantly from bulk behavior in all cases, while notable
effects were found due to varying temperatures and the CG method used (either C-CG
or PDF-CG). Interface layering was exaggerated at lower temperatures, illustrating the
role of contributions between kinetic energy and ionic interaction, and demonstrating
the enhanced significance of vacuum-interface effects for these liquids at room temper-
ature. This temperature, then, was more closely examined. Close examination and
measurement of by-site density profile peaks showed likelihood that the [pyr14][TFSI]
cation was oriented with its alkyl chain perpendicular to the interface, and the cation
of [EMIM][BF4] was likely oriented parallel to the interface. As with temperature, sig-
nificant effects of CG method were found. The PDF-CG method revealed the presence
of more prominent layering than C-CG could produce, again likely induced by kinetic
energy/ionic interaction contributions. Hence, the importance of correcting dynamics
is exemplified and proved possible using PDF-CG. Finally, while [pyr14][TFSI] only
showed effects to the monolayer at interface, [EMIM][BF4] portrayed multilayer order-
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ing at 298K, especially while using the PDF-CG method. Oscillations between high
cation/anion densities in opposite phases are observed, penetrating at least two layers
deep.
Further work may include enhanced coarse-graining of the described pairs, exposure
to other interfaces of interest, further examination of anion behavior, simulation with
variation of anions, and improvement in determination of PDF-CG method dampening
coefficients. Further investigation by the contributors to this work continues. The con-
clusions found here are hoped and anticipated to aid during development of technologies
applying the two ionic pairs considered, and also further development of CG models for
ionic liquids.
Copyright c© Tyler Stoffel, 2020.
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A Appendix
A.1 Coarse-graining Information
Table A.1. Elemental components and properties for the coarse-grained sites of the
[pyr14][TFSI] ionic liquid.
Site Components Mass (amu) Charge (e)
1 N,CH2,CH2,CH3,CH2 70.115 -1.000
2 CH3 15.035 0.0761
3 CH2 14.027 0.2344
4 CH2,CH2 28.054 0.4695
5 CH3 15.035 0.2200
6 CF3 69.005 0.0000
7 SO2 64.063 0.0000
8 N 20.947 0.0000
Table A.2. Elemental components and properties for the coarse-grained sites of the
[EMIM][BF4] ionic liquid.
Site Components Mass (amu) Charge (e)
1 BF4 86.802 -1.000
2 CH3 15.035 0.0761
3 CH2 14.027 0.2344
4 N,CH,N,CH,CH 67.071 0.4695
5 CH3 15.035 0.2200
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A.2 Representations of Systems
x y
z
Figure A.1. All-atom reference system visualization for the [pyr14][TFSI] ionic liquid,
components: cation (left) and anion (right).
x y
z
Figure A.2. All-atom reference system visualization for the [EMIM][BF4] ionic liquid,
components: cation (left) and anion (right).
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Figure A.3. Structure calibration system visualization for the [pyr14][TFSI] ionic liquid,
components: cation (left) and anion (right).
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z
Figure A.4. Structure calibration system visualization for the [EMIM][BF4] ionic liquid,
components: cation (left) and anion (right).
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Figure A.5. Dynamics calibration system visualization for the [pyr14][TFSI] ionic liquid,
components: cation (left) and anion (right).
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z
Figure A.6. Dynamics calibration system visualization for the [EMIM][BF4] ionic liquid,
components: cation (left) and anion (right).
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Figure A.7. Vacuum-interface system visualization for the [pyr14][TFSI] ionic liquid,
components: cation (left) and anion (right).
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z
Figure A.8. Vacuum-interface system visualization for the [EMIM][BF4] ionic liquid,
components: cation (left) and anion (right).
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A.3 Bonded Distributions
2.2 2.4 2.6 2.8
0
1
2
3
·10−3
(a)
b(
r)
1-2
2.5 3
0
2
4
·10−3
(b)
1-3
1.8 2 2.2
0
2
4
6
·10−3
(c)
3-4
1.8 2 2.2 2.4
0
2
4
6
8
·10−3
(d)
r
[
Å
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Figure A.9. “Bond”-type bonded distributions of the [pyr14][TFSI] ionic liquid at 363K.
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Figure A.10. “Angle” and “dihedral”-type bonded distributions of the [pyr14][TFSI]
ionic liquid at 363K.
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Figure A.11. “Bond”-type bonded distributions of the [pyr14][TFSI] ionic liquid at
298K.
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Å
]
2-4
4 5
0
0.5
1
·10−3
(h)
r
[
Å
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Figure A.12. “Angle” and “dihedral”-type bonded distributions of the [pyr14][TFSI]
ionic liquid at 298K.
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Figure A.13. Bonded distributions of the [EMIM][BF4] ionic liquid at 363K.
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Å
]
b(
r)
2-4
4.8 5 5.2
0
2
4
6
·10−3
(e)
r
[
Å
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Figure A.14. Bonded distributions of the [EMIM][BF4] ionic liquid at 298K.
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A.4 Radial Distribution Functions
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Figure A.15. Radial distribution functions of the [pyr14][TFSI] ionic liquid.
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Figure A.16. Radial distribution functions of the [EMIM][BF4] ionic liquid.
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A.5 Non-bonded Forces
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Figure A.17. Non-bonded force fields developed for the [pyr14][TFSI] ionic liquid, sam-
pled from 363K (part 1).
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·Å
]
6-8
6 8 10 12
0
1
2
7-7
4 6 8 10 12
−10
−5
0
7-8
4 6 8 10 12
−10
0
r
[
Å
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Figure A.18. Non-bonded force fields developed for the [pyr14][TFSI] ionic liquid, sam-
pled from 363K (part 2).
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Figure A.19. Non-bonded force fields developed for the [EMIM][BF4] ionic liquid, sam-
pled from 363K.
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A.6 Mean-square Displacements
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Figure A.20. Mean-square displacement of the [pyr14][TFSI] ionic liquid.
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Figure A.21. Mean-square displacement of the [EMIM][BF4] ionic liquid.
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A.7 Density Profiles
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Figure A.22. All by-type number density profiles of the [pyr14][TFSI] ionic liquid at 298K: (a)-(b) in the
z and x-directions respectively, zoomed in; (c)-(d) in the z and x-directions respectively,
showing all data.
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Figure A.23. All by-type number density profiles of the [EMIM][BF4] ionic liquid at 298K: (a)-(b) in the
z and x-directions respectively, zoomed in; (c)-(d) in the z and x-directions respectively,
showing all data.
54
0
0.2
0.4
0.6
0.8
1
1.2
·10−3 (a)
ρ
[ site
/
Å
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Figure A.24. The effect of temperature on z-direction [pyr14][TFSI] density profiles: (a),(c) cation and
anion, respectively at 363K; (b),(d) cation and anion, respectively at 298K.
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Å
3
]
T =363K
0
1
2
3 ·10−3 (b)
ρ
[ site
/
Å
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Figure A.25. The effect of temperature on z-direction [EMIM][BF4] density profiles: (a),(c) cation and
anion, respectively at 363K; (b),(d) cation and anion, respectively at 298K.
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Å
3
]
C-CG
0
0.2
0.4
0.6
0.8
1
1.2
·10−3 (b)
ρ
[ site
/
Å
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Figure A.26: The effect of CG method on z-direction [pyr14][TFSI] density profiles at 363K: (a),(c) cation
and anion, respectively using C-CG; (b),(d) cation and anion, respectively using PDF-CG.
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Figure A.27: The effect of CG method on z-direction [pyr14][TFSI] density profiles at 298K: (a),(c) cation
and anion, respectively using C-CG; (b),(d) cation and anion, respectively using PDF-CG.
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Figure A.28: The effect of CG method on z-direction [EMIM][BF4] density profiles at 363K: (a),(c) cation
and anion, respectively using C-CG; (b),(d) cation and anion, respectively using PDF-CG.
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Figure A.29: The effect of CG method on z-direction [EMIM][BF4] density profiles at 298K: (a),(c) cation
and anion, respectively using C-CG; (b),(d) cation and anion, respectively using PDF-CG.
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Å
]
ρ
[ site
/
Å
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Figure A.30: Density profiles in z-direction of the main sites of [pyr14][TFSI]: (a)-(b) at 363K and 298K,
respectively using C-CG; (c)-(d) at 363K and 298K, respectively using PDF-CG.
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Figure A.31: Density profiles in z-direction of the main sites of [EMIM][BF4]: (a)-(b) at 363K and 298K,
respectively using C-CG; (c)-(d) at 363K and 298K, respectively using PDF-CG.
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