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Abstract---Given a polynomial p(x) of degree n with integer codficients between -2  m and 2 m it suffices 
to use O(log 2 n(log 2 n + log b)) parallel arithmetic steps and n 2 processors in order to compute all the zeros 
o fp(x )  with absolute rrors at most 2 -h provided that all the zeros are real and b = m + h. The algorithm 
combines the recent techniques and results of [1-3] in order to improve the previous record processor 
bound of [1] at least on the factor of  n (preserving its upper bound on parallel time). 
1. INTRODUCTION 
The following open problem remains a challenge for researchers: given a polynomial p(x) of degree 
n with integer coefficients between -2  m and 2 m (and consequently with all its zeros in the disc 
{x:lxl < 2-+ % approximate to all the complex zeros ofp(x)  with absolute rrors at most 1/2 h 
by means of a parallel algorithm in NC, that is, involving t parallel steps and p processors such 
that t ~< c(log I) c, p <<. cF, c is a constant, I = n + b, b = m + h. Here and hereafter we assume the 
customary machine model for parallel arithmetic omputations [1, 2], where in each step each 
processor performs at most one arithmetic operation or computes a root of a number; we also 
assume that the precision of computations is bounded by (bn) ~. Hereafter we will state the parallel 
computational cost bounds as OA(t, p) where t and p denote upper bounds on the parallel arithmetic 
time and on the number of processors, respectively; both bounds t and p will be defined within 
constant factors. 
So far the NC solution is available only if the problem is restricted to approximating to a single 
zero ofp(x)  [3] or if all the zeros ofp(x) are real [4]. In the former case near optimum processor 
and precision bounds n and O(bn), respectively, have been reached, but the only known solution 
in the latter case (by means of the algorithm of [4]) is processor inefficient. (The authors do not 
specify, but the processor bound is at least on the order of n 3 at each of the two main stages of 
their algorithm, that is, of computing the polynomial remainder sequences and of numerical 
integration.) 
In this paper we will show that the latter algorithm is potentially much stronger than it seems 
to be. Specifically, we will r~evise its both stages of numerical integration and of computing the 
polynomial remainder sequence. In particular, we will precondition the polynomial in order to 
simplify the numerical integration stage, will exploit he concept of the isolation ratio from [3], and 
will apply the auxiliary algorithm from [3] and [5], approximating to the absolute values of all the 
zeros of p(x) for the cost OA(IOg: n, n). Computing the polynomial remainder sequence we will 
incorporate the recent results of [6]. The resulting modifications will enable us to decrease the 
processor bound of [4] to a quite reasonable value n 2, preserving the parallel arithmetic time bound 
O(log 2 n(log 2 n + log b)), implicit in [4]. We do not blow up the precision of the computations 
either, leaving some potentials for a practical application of the resulting algorithm. The arithmetic 
sequential time of that parallel algorithm, O(n 2 log 2 n(log 2 n + log b)), is close to the record bound 
O(n 2 log b log n) of [3] for the same problem; furthermore the sequential time is substatially lower 
for many input polynomials p(x) (see Remark 2.1 below). 
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Without loss of generality, we will assume that the polynomial p(x) has n distinct real 
zeros 
x I <x2<' ' '  <x n. 
The case where p(x) has multiple zeros is excluded via the standard transition to the polynomial 
p(x)/gcd(p(x)/p'(x)), having only simple zeros (see [6-8] on computing a polynomial ged). 
2. THE EVALUATION OF A SPLITTING POINT 
An approach to effective parallel solution of the original problem suggested in [4] is to compute 
a real splitting point w such that 
Xk <W <Xk+l for n/4<~k <~3n/4. (1) 
In [4] this done as follows. Denote 
po(x) = p(x), pl(x) = p'(x), Pi+2(x) = Pr+ l(x)qi(x) -- p,(x), 
for i = 0, 1 . . . .  n - 2. Then it is easy to deduce that deg Pr = n - i, deg q~(x) = 1 for all i, so that 
qr(x) has a single real zero yi for each i. The following result of [4] was rather surprising. 
Proposition I [4] 
The inequalities (1) hold where w = Yr for some i, 0 ~< i ~< n - 2. 
Let us estimate the cost of computing the value w. The first degree polynomials q~(x) form the 
continued fraction sequence computed in the extended Euclidean scheme for the polynomials p(x) 
and p'(x); the cost of the sequential computation of the polynomials qj(x) and of their zeros y~ 
for all i is OA(n log:n, 1) [7, 8]. In Section 4 below we will show how to reach the parallel 
computation cost bound OA(Iog 3 n, n:) at that stage. 
Next let the zeros y,. of the polynomials qr(x) for all i be arranged so that 
Yg0) ~< Yr(~) ~<" " ~< Y~n- 2). 
Proposition 1only states that there exists an integerj between 0 and n - 2 such that the inequalities 
(1) hold for w =y~j). Given all the values Y~0) . . . . .  Y~,-2), however, we need at most 
[log~(n - 1)] steps of binary search in order to compute the desired integer j. In each step we 
set w = Yr for a fixed i and then test if the inequalities (1) hold. 
To perform such a test we approximate to the n distances between Yr and all the n zeros o fp (x )  
(see Section 5). This gives us at most 2n candidate values for the n real zeros ofp(X) ,  which may 
lie on both sides of the point Yr. We apply Turan's proximity test at each of those 2n values (see 
[3, Section 3]) in order to find out which n of them lie near the zeros ofp(x) .  Then we may decide 
if the inequalities (1) hold for the tested value w = Yr. For the overall cost O^(log: n, n 2) we 
determine the value w ffi y~ satisfying Proposition 1 and then, furthermore, find a point u such that 
X + - 0.1X- < u < X + + 0.1X- where X + = (Xk + Xk+ ,)/2, X-  = (Xk+j -- Xk)/2. 
Remark 2.1 
It seems odd, but our sequential arithmetic time bound for that selection of n approximations 
to the zeros of p(x) out of the 2n candidate values is on the factor of n greater than the 
Segluential time bounds at all other stages of the entire algorithm for computing all the real zaros 
of p(x). Trying to improve the overall bound, we may approximate to the distances betwtcn all 
the zeros of p(x) and Yt + ai for appropriate real ar and compare those approximations with 
ones computed for ar ffi 0. Such a computation (or its recursive repetition) yield the desired low 
cost selection of the approximations to the n zeros of p(x) from the 2n candidate values for a 
large class of input polynomials p(x), but so far we failed to make this trick work for all 
polynomials p (x). 
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3. SPLITTING A POLYNOMIAL OVER A REAL INTERVAL 
The next step of the algorithm of [4] is to compute the splitting of the polynomial p(x) into two 
factors F(x) and G(x) such that p(x)= F(x)G(x), 
k 
F(x)  = I-I (x -x j ) .  
j= l  
Then the same algorithm is recursively applied to F(x) and G(x) until all the linear factors ofp(x)  
and therefore all the zeros ofp(x)  are computed (with a sufficiently high precision). The algorithm 
of [4] splits p(x) into factors by means of numerical integration; sufficiently many terms of the 
integral sum are required, because the distances from the points w and u to the nearest zeros of 
p(x) may generally be very small. We will use the results and the techniques of [3] in order to avoid 
the latter problem. 
In particular we will apply the concept of the isolation ratio of a real interval. For positive 
h and v and for a real u, the real interval {x: u -  h ~< x ~< u + h} is said to have isolation 
ratio at least 1 + v if it contains all the zeros of p(x) that lie in the larger interval 
{x: u -h (1  +v)<~x ~u +h(1 +v)}. 
We will need the following result. 
Proposition 2 
Given a point u satisfying the inequalities (1), it is possible for the cost OA(IOg 2 n, n) to find a 
real interval R having isolation ratio at least 1 + 1/(3n) and containing at least nil2 and at most 
3n/4 zeros of p(x). 
Proof. Let us set q = 1In and let for all the zeros xj ofp(x),  the values x j -  u be computed (by 
the algorithms of Section 5 below) within relative rrors at most q, so that for each j we compute 
an interval {x, x 7 ~< x ~< xT} where xj lies and where (x~ - u)/(x 7 - u) = (1 + q)'; a = 1 i f x f  > u; 
a =-  1 otherwise. The cost of computing all those intervals is OA(Iog2n, n) since 1/q <~n 
(see Section 5 below). Let dj = max{0, xT+ i - xj+}, d~ I> dj for a fixed J and for all j such that 
k /3 <~ J <<. k, k /3 <~j <~ k, where k is the integer satisfying the inequalities (1). 
Case 1. 2k/3 <<. J <~ k. If 
then it is easy to verify that 
dj>~ max 4 
j < k/3 
x~- - xi- ~< ((1 + q)~ - 1)dj/q < 3nd~ (since q = 1/n). 
Therefore the interval R = {x: xi- ~< x ~< x~} satisfies the requirements of Proposition 2. Otherwise 
let j  be the maximum integer less than k/3 such that dj < dj. Then x i  - x~ < ((1 + q)J-J - 1)dj/q, 
which is less than 3ndj since q = 1/n, and therefore Proposition 2 holds for the interval 
R -- {x: xT+  
Case 2. k /3 <<. J <<. 2k/3. I f  
dj~> maxd 1
j>k  
then x~ + -x J  < ((1 +q) , - s_  1)dj/q < 3n, and therefore Proposition 2 holds for the interval 
R = {x: xT+t <~ x <<. x~+}. Otherwise letj be the smallest integer such that xT+ ~ - xj + = dj> dj, j  > k. 
Then xT-x ]<( ( l+qy- J -1 )d j /q<3n,  and Proposition 2 holds for the interval 
R = {x:xT+l ~x  <<.xT}. Q.E.D. 
Due to Proposition 2, we may effectively apply the algorithm of [5, Chapter 3], and split the 
polynomial p(x) into two factors over the real interval R of Proposition 2, that is, we may compute 
the polynomials F(x) and G(x) such that p(x) = F(x)G(x) and 
F(x)  -- l-I (x - xj) 
J 
where the product is over all j such that xj • R. 
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To decrease the computational cost of the splitting, we will at first shift the orion to the midpoint 
of the interval R for the cost O^(log n, n) [9] and will perform zero squaring Graeffe's iteration steps 
(see [10] or [3, equations (8) and (9)]). It is sufficient to use k -- 3 + ['log n "] iteration steps in order 
to increase the isolation ratio of the interval at least to (1 + 1/(3n)) ~ > 14. The interval contains 
the Kth powers of the zeros xj ofp(x) in R where K = 2 k. Having computed the powers, we recover 
the zeros of p(x) in R as the Kth roots of those powers. Each Kth root may take at most two 
real values; if both belong to R, use Turan's tests to decide which of them approximates to a zero 
ofp(x).  Over a real interval having isolation ratio greater than 14 (or even greater than 1 + c for 
any fixed positive constant c), we may split the polynomial p(x) into two factors for a sufficiently 
low computational cost (see [5, Chapter 3; Section 12.2]) and we will arrive at the desired upper 
bounds on the cost of approximation to all the zeros of p(x). 
The precision of computations required in the above algorithm and thus its Boolean circuit 
complexity can be estimated taking into account: (a) the known bounds on the magnitude of the 
values computed by the extended Euclidean algorithm [11], (b) the role of O(n) times decrease of 
the worst case output precision against he precision of the inputs and of computations in the case 
of computing polynomial zeros [12, 5] and, (c) the following lower bound on the distance between 
two distinct zeros of p(X). 
Fact I [13] 
min Ix j -  x,] I> x/~n-(n + 2)/22-"~"- 1). 
j,* 
We will skip the detailed estimates, but, clearly, it will suffice to compute with the precision at 
most a polynomial in bn. 
4. PARALLEL  EVALUATION OF THE POLYNOMIAL REMAINDER SEQUENCE 
In this section we will reach the bound O^(log 3n, n 2) on the cost of computing the remainder 
sequence for a pair of polynomials u(x), v(x) of degree at most n. (In the context of this paper 
u(x) = p(x), v(x) = p'(x).) 
The problem is reduced to solving at most H/2 linear systems with the coefficient matrices 
So, S~ . . . . .  where H = deg u(x) + deg v(x), So is the H x H Sylvester matrix associated with the 
polynomials u(x) and v(x) and formed by their coefficients, St is the (H - 20 x (H - 20 submatrix 
of Si_ 1 formed by deleting the appropriate pairs of rows and of columns from the matrix St_ I, 
i = 1, 2 , . . .  [1, 14]. Each matrix Sj is available with its displacement generator of length at most 
3, and thus each linear system can be solved for the cost OA(log 2 H, H ' )  (see [6] for the solution 
algorithm and [15-18] for the definition and properties of the displacement rank of matrices). This 
implies the cost bound OA(log 2 H, H 3) for solving at most H/2 such linear systems, but we may 
exploit he recursive imbedding properties as follows. (For simplicity let H be a power of 2.) Invert 
the matrices Si for all i in h = log2 H stages; in stage 0 invert the matrices St of the size K x K for 
K = H and H/2; in stage j for j  = 1, 2 . . . . .  h - 1 invert the matrices St of the size r(j, s) x r(j, s) 
where r ( j ,s)=H(2s-1) /2 j, s= l  . . . . .  2 j- l .  In stages j for j= l ,2  . . . . .  h -1  apply the 
Sherman-Morrison-Woodbury formula [19, p. 3] using the matrix inverses computed at all the 
previous tages. Compute all the matrix inverses with their displacement generators of short length 
by means of the approach of [15, Lemmas 2 and 6]; using those generators reduces every matrix 
operation to performing few discrete Fourier transforms [6, 18]. This immediately eads us to the 
desired bound O^(log 3n, n 2) on the cost of parallel computation of the polynomial remainder 
sequence. 
5. COMPUTING THE DISTANCES TO THE POLYNOMIAL ZEROS 
In this section we will recall the techniques and results of [3] and [5] and will elaborate the details 
omitted in [3] and [5] in order to compute the distances rj from a complex point u to all the complex 
zeros of an arbitrary polynomial p (x) of degree nwith relative rrors at most q ffi 1/n c for a constant 
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c. The cost of that computation [for all the n complex zeros ofp(x)]  is OA(IOg ~ n, n). We will need 
the result only in the case where all the zeros of p(x) are real. To simplify the notation we will 
let u = 0. This is no loss of generality for we may substitute y = x - u and shift to the polynomial 
q(y) =p(y  + u) for the cost OA(log n, n) [9]. Further, denote r0 = oo > r, i> r2 >/"'" >/r~/> r,+~ = 0. 
Observe that the reverse polynomial x~p(1/x) has zeros 1/xj, j = 1 . . . . .  n, and consider the 
following task. 
Task s 
Given an integer s, 1 ~<s ~<n, and a positive A, find a positive r such that 
r/(1 + A) < rs < (1 + A)r. 
We will solve Task s for 1 + A = 2n, with immediate xtension to arbitrary positive A via 
g = g (A) = [- log(log(2n)/log(1 - A)) ] (2) 
Graeffe's iteration steps of squaring the zeros of p(x); indeed, such an iteration step amounts to 
squaring 1 + A in the context of Task s. The cost of those iteration steps should be added to the 
overall cost of the solution, of course. Note that 
g (A)=0 i f l+A1>2n;  g (A)=O( log logn)  i f l /A=O(1) ,  (3) 
g(A) = O(logn) if 1/A ~ n °(~). (4) 
We will use the following result. 
Theorem 1 [5] 
If 1 ~<m ~<n and if [P~+l-m-s/P~+,-ml <~avg for g = 1 . . . . .  n + 1 --m, then rm<m(a + 1)v. 
Now we will solve Task s as follows. 
Algorithm 1 
Given the coefficients p~ of p(x), choose two integers t and h that satisfy the inequalities 
t <n + 1 - s  ~< t +h (5) 
and the following convexity property: in the plane {(u, w)} for none u the point (u, w(u)) lies above 
the straight line passing through the two points (t, w(t)) and (t + h, w(t + h)) where w(u) denotes 
loglp~[. Compute and output 
r = lp,+~/p,l '/~. (6) 
The relations (5) and (6) and the above convexity property imply that 
P~+g/P, <. rg, P,+h-g/P,+h <- 1/rg for all positive g. (7) 
Proposition 3 
The output r of Algorithm 1 is a solution to Task s for 1 + A = 2n. 
Proof. Due to the relations (7) we may apply Theorem 1 to the polynomial p(y)  setting a = 1, 
v = I / r ,  m = n + 1 - t - h and to the polynomials ynp(1/y) setting a = 1, v = r, m = t + 1 and yield 
the desired bounds, r,+l_,_ h < 2(n + 1 - t - h)/r, 1/rn_ , < 2(t + l)r, so that 
1/(2nr) < rn_, <~ r, <~ r.+ l_t_ h < 2n/r. (8) 
Q.E.D. 
Next let us specify the computations in Algorithm 1 as follows. 
Algorithm 2 
Compute the values loglpul, u = 0, 1 . . . . .  n, with a sufficiently high precision; then compute the 
convex hull Q of the set {(u, loglpu[), u = 0, 1 . . . . .  n} on the plane, and then find the edge of the 
boundary of Q whose orthogonal projection onto the u-axis is an interval including the point 
n + 1 - s. Choose t and t + h to be the endpoints of that interval, and finally compute r using the 
equation (6). 
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Note that we compute the convex hull H o f  the same set when we solve Task s for all s. Thus 
we arrive at the following result. 
Proposition 4 
Task s for a fixed A and for all s can be solved for the cost CA(CH(n))+ O^(g logn, n) where 
g is defined by the relations (2)-(4) and where CA(CH(n)) denotes the overall cost o f  computing 
at first the values log[Pul for u = 0, 1 . . . . .  n and then the convex hull of  the set {(u, log[p,[), 
u = 0, 1 . . . . .  n } o f  n + 1 points on the plane. 
Estimating c A(CH(n)) 
We may compute the convex hull Q for the cost O^(log 2n, n/ log n) with small overhead constants 
[20-22], and that cost bound is sufficient for our purpose here. The evaluation is an unstable process 
from various points of  view; for instance, the numbers of  the output vertices and edges may change 
due to small input perturbations. In our case, however, the value r defined by (6) is the only output 
we are interested in; it is a simple exercise to show that such a value is a well-conditioned function 
in the input coefficients Pi of  p (x). Finally, to evaluate w (u) = log[log p,[,  apply Newton's method 
to the equation 2 ~u) = I Pu I or use the algorithm of  [23]. (To find an initial approximation, reduce 
the problem to the case where 1 ~< Ip l and use a partial sum of  Taylor's series for 
/1  +v '~ 1 +v  - lev i ,  v _levi- 1, 
og~-~-:-~_ v )  with 1 -v  - 1 + ~ 
so that 0 ~< v < 1/3.) 
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