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APPLICATIONS OF MUTATIONS IN THE DERIVED
CATEGORIES OF WEIGHTED PROJECTIVE LINES
TO LIE AND QUANTUM ALGEBRAS
BANGMING DENG, SHIQUAN RUAN AND JIE XIAO
Abstract. Let cohX be the category of coherent sheaves over a weighted projec-
tive line X and let Db(cohX) be its bounded derived category. The present paper
focuses on the study of the right and left mutation functors arising in Db(cohX)
attached to certain line bundles. As applications, we first show that these muta-
tion functors give rise to simple reflections for the Weyl group of the star shaped
quiver Q associated with X. By further dealing with the Ringel–Hall algebra of X,
we show that these functors provide a realization for Tits’ automorphisms of the
Kac–Moody algebra gQ associated with Q, as well as for Lusztig’s symmetries of
the quantum enveloping algebra of gQ.
1. Introduction
The weighted projective lines and their coherent sheaf categories were introduced
by Geigel and Lenzing [10] whose aim was to provide geometric counterparts to
canonical algebras and their module categories studied by Ringel [25]. More pre-
cisely, a weighted projective line over a field F is characterized by a weight sequence
p = (p1, . . . , pt) of positive integers and a sequence λ = (λ1, . . . , λt) of pairwise dis-
tinct points in the projective line P1
F
. Geigle and Lenzing [10] proved that the category
cohX of coherent sheaves over the weighted projective line X = X(p,λ) associated
with (p,λ) is derived equivalent to the category of finite dimensional modules over
the canonical algebra Λ = Λ(p,λ) of the same type. An analogue of Kac’s Theorem
which describes the dimension types of indecomposable coherent sheaves over X was
obtained by Crawley-Boevey [7]. The Weyl groups and Artin groups associated to X
have been studied by Shiraishi, Takahashi and Wada in [33].
Motivated by the work of Kapranov [16], Schiffimann [31] studied the Hall algebra
H(X) of a weighted projective line X over a finite field F and showed that it provides
a realization of the quantum enveloping algebra of a certain nilpotent subalgebra of
the affinization of the corresponding Kac–Moody algebra. In particular, he obtained
a geometric construction of the quantum enveloping algebra of the elliptic Lie algebra
of type D
(1,1)
4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 in the sense of Saito–Yoshii ([29, 30]). Inde-
pendently, by considering the root categories of tubular algebras (a special class of
canonical algebras), Lin and Peng [17] obtained a realization of these elliptic Lie al-
gebras. By further dealing with properties of the reduced Drinfeld double DC(cohX)
of the composition subalgebra of H(X), Burban and Schiffmann [4] obtained a new
realization of the quantum enveloping algebras of affine Lie algebras of simply-laced
types as well as some new embeddings between them, and derived new results on the
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structure of the quantized enveloping algebras of the elliptic Lie algebras. Based on
Schiffmann’s work [31], Dou, Jiang and Xiao [8] explicitly constructed a collection of
generators of DC(cohX) and verified that they satisfy all the Drinfeld relations of the
corresponding quantum loop algebra.
The notion of reflection functors for the categories of representations of quivers
was introduced by Bernstein, Gelfand and Ponomarev [1] whose aim was to obtain a
simple and elegant proof of Gabriel’s theorem. Indeed, in the Grothedieck group level,
BGP-reflection functors give rise to simple reflections in the associated Weyl groups.
Further, it was shown in [32, 35] that BGP-reflection functors induce isomorphisms of
double Ringel–Hall algebras of quivers with distinct orientations, and their restrictions
to the associated quantum enveloping algebras coincide with Lusztig’s symmetries.
In some sense, BGP-reflection functors provide a categorification of Lusztig’s sym-
metries. However, this construction does not work in general since BGP-reflection
functors can only be defined for sinks or sources of quivers. One of the motivations in
the present paper is to generalize this construction to arbitrary vertices for the star
shaped quivers associated with weighted projective lines.
In order to study interrelations of various categories with the module categories
over finite dimensional algebras, Bondal [2] introduced mutations in a triangulated
category in terms of exceptional collections, which generalize reflection functors de-
fined in [1], as well as tilting modules in [3]. Let Db(cohX) be the bounded derived
category of cohX over a weighted projective line X. Each line bundle O(~x) ∈ cohX
becomes an exceptional object in Db(cohX). By applying Bondal’s construction to
Db(cohX) in terms of O(~x), we obtain mutually inverse triangulated functors between
the bounded derived categories Db(O(~x)⊥) and Db(⊥O(~x)), which are called the right
and left mutation functors, respectively. Here O(~x)⊥ and ⊥O(~x) are the right and left
perpendicular subcategories of O(~x) in cohX, respectively.
Now let Q = (I,Q1) be the star shaped quiver attached to X, where I and Q1
are the vertex set and arrow set, respectively. The main purpose of this paper is
to apply these mutation functors to obtain a realization of simple reflections, Tits’
automorphisms and Lusztig’s symmetries associated with Q. We emphasize that this
approach works for an arbitrary vertex in Q (which is neither a sink nor a source)
and, moreover, our construction provides new simple root bases in the root system
of Q which do not arise from simple representations of Q. More precisely, since both
Db(O(~x)⊥) and Db(⊥O(~x)) are equivalent to the bounded derived category of the
module category of the path algebra of Q, their Grothendieck groups are isomorphic
to the free abelian group ZI with basis I. By identifying ZI with a quotient group of
the Grothendieck group of cohX, the mutation functors induced by O(~x) give rise to
invertible linear transformations on ZI. We first show that such linear transformations
attached to a special family of line bundles O(~x) realize all simple reflections in the
Weyl group W (Q) of the quiver Q (or the Kac–Moody algebra gQ of Q). Secondly,
following the idea in [23], there are (generic) Hall Lie algebras associated with the
root categories of Db(O(~x)⊥) and Db(⊥O(~x)) both of which are isomorphic to the Hall
Lie algebra of Q. In particular, their composition Lie subalgebras are all isomorphic
to the Kac–Moody algebra gQ. We then show that the mutation functors mentioned
above induce automorphisms of gQ which coincide with the Tits’ automorphisms of
gQ, up to sign. Finally, be working with the double Ringel–Hall algebra of X, we
prove that these mutation functors also provide a realization for Lusztig’s symmetries
of the quantum enveloping algebra Uv(gQ) of gQ.
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The paper is organized as follows. Section 2 mainly recalls the notions of a weighted
projective line X and its category cohX of coherent sheaves. In section 3 we show that
the mutation functors arising in the derived category Db(cohX) of cohX give rise to
simple reflections in the Weyl group of the star shaped quiver Q associated with X.
Section 4 treats the Ringel–Hall Lie algebra L(RX) of the root category RX of cohX
and introduces its generic composition Lie algebra Lc(RX). It is then shown that the
mutation functors induce isomorphisms between certain subalgebras of Lc(RX) which
give rise to Tits’ automorphisms of Kac–Moody algebra gQ associated with Q. In
section 5 we deal with the double Ringel–Hall algebra of cohX and some subalgebras
of it and show that the mutation functors provide a realization of Lusztig’s symmetries
of the quantum enveloping algebra Uv(gQ) of gQ. Some basic calculations and results
concerning the linear quiver, which are needed in sections 3 and 5, are collected in
the appendix A.
2. Preliminaries
In this section we recall some basic notions needed in the paper, including the
category of coherent sheaves over a weighted projective line, the root system, Kac–
Moody algebra and quantum enveloping algebra associated with a quiver. We refer
to [10, 15, 19, 14, 5] for details.
2.1. Following [10], a weighted projective line X = XF over a field F is given by a
weight sequence p = (p1, . . . , pt) of positive integers, and a collection λ = (λ1, , . . . , λt)
of distinct closed points (of degree 1) in the projective line P1
F
which can be normal-
ized as λ1 =∞, λ2 = 0, λ3 = 1. More precisely, let L = L(p) be the rank one abelian
group with generators ~x1, . . . , ~xt and the relations
p1~x1 = · · · = pt~xt =: ~c,
where ~c is called the canonical element of L. Each element ~x ∈ L has the normal
form ~x =
t∑
i=1
li~xi + l~c with 0 ≤ li ≤ pi − 1 and l ∈ Z. Denote by S the commutative
algebra
S = S(p,λ) = F[X1, · · · ,Xt]/a := F[x1, . . . , xt],
where a = (f3, . . . , ft) is the ideal generated by fi = X
pi
i −Xp22 +λiXp11 for 3 ≤ i ≤ t.
Then S is L-graded by setting
deg(xi) = ~xi for 1 ≤ i ≤ t.
Finally, the weighted projective line associated with p and λ is defined to be
X = XF = Spec
LS,
the spectrum of L-graded homogeneous prime ideals of S.
The category of coherent sheaves on X is defined to be the quotient category
cohX = modLS/modL0S,
where modLS is the category of finitely generated L-graded S-modules, while modL0S
is the Serre subcategory of L-graded S-modules of finite length. The grading shift
gives twists E(~x) for every sheaf E and ~x ∈ L.
Moreover, cohX is a hereditary abelian category with Serre duality of the form
DExt1(X,Y ) ∼= Hom(Y,X(~ω)),
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whereD = HomF(−,F), and ~ω := (t−2)~c−
∑t
i=1 ~xi ∈ L is called the dualizing element.
This implies the existence of almost split sequences in cohX with the Auslander–
Reiten translation τ given by the grading shift with ~ω.
It is known that cohX admits a splitting torsion pair (coh0X, vectX), where coh0X
and vectX are full subcategories of torsion sheaves and vector bundles, respectively.
The free module S yields a structure sheaf O ∈ vectX, and each object in vectX has
a finite filtration by line bundles, that is, sheaves of the form O(~x). The subcategory
coh0X admits ordinary simple sheaves Sx for each x ∈ HF := P1F\{λ1, . . . , λt} and
exceptional simple sheaves Sij for 1 ≤ i ≤ t and 0 ≤ j ≤ pi − 1 satisfying that for
each r ∈ Z
Hom(O(r~c), Sij) 6= 0⇐⇒ j = 0,
and that the nonzero extensions between these simple sheaves are given by
Ext1(Sx, Sx) ∼= F(x), Ext1(Sij , Sik) ∼= F for k ≡ j − 1 (mod pi),
where F(x) denotes the finite extension of F with [F(x) : F] the degree of x. For each
simple sheaf S and n ≥ 1, there is a unique sheaf S(n) with length n and top S, which
is uniserial. Indeed, the sheaves S(n) form a complete set of indecomposable objects
in coh0-X. For convenience, we also use the notation Sij for 1 ≤ i ≤ t and j ∈ Z to
denote the simple sheaf Sil with j ≡ l (mod pi) and 0 ≤ l ≤ pi − 1.
The Grothendieck group K0(cohX) of cohX is a free abelian group with a basis
[O(~x)] with 0 ≤ ~x ≤ ~c. The Euler form associated with X is the bilinear form on
K0(cohX) defined by
〈[X], [Y ]〉 = dimFHom(X,Y )− dimF Ext1(X,Y )
for any X,Y ∈ cohX. Its symmetrization is defined by
([X], [Y ]) = 〈[X], [Y ]〉+ 〈[Y ], [X]〉.
Recall that δ := [O(~c)]− [O] satisfies that (δ, [X]) = 0 for any X ∈ cohX.
2.2. Let Q = (I = Q0, Q1) be a quiver with vertex set I = Q0 and arrow set Q1.
For an arrow ρ in Q, we denote by tρ and hρ the tail and head of ρ, respectively.
We always assume that Q is acyclic, i.e., Q contains no oriented cycles. Let ZI be
the free abelian group with basis I whose elements will be often written as x = (xi).
For each i ∈ I, set αi = (δij)j∈I , called a simple root. By definition, the Euler form
〈−,−〉 : ZI × ZI → Z associated with Q is defined by
〈x,y〉 =
∑
i∈I
xiyi −
∑
ρ∈Q1
xtρyhρ,
where x = (xi),y = (yi) ∈ ZI. Its symmetrization
(x,y) := 〈x,y〉 + 〈y,x〉
is called the symmetric Euler form of Q. It is easily checked that
(x,y) = xtCQy,
where elements in ZI are considered as column vectors, xt denotes the transpose of
x, and CQ = (cij)i,j∈I is the generalized Cartan matrix attached to Q with entries
given by
cij =
{
2, if i = j;
−|{arrows between i and j}|, if i 6= j.
MUTATIONS AND WEIGHTED PROJECTIVE LINES 5
For each vertex i ∈ I, we define an element ri ∈ Aut(ZI) by
ri(µ) = µ− (µ, αi)αi, ∀µ ∈ ZI,(2.1)
or, simply by ri(αj) = αj − cijαi, ∀ j ∈ I. Since there are no loops at the vertex i,
then ri(αi) = −αi and ri fixes the set {µ ∈ ZI | (µ, αi) = 0}. Moreover, ri has order
2. We call ri a simple reflection. It is easy to see that, for each i ∈ I, we have
(ri(µ), ri(ν)) = (µ, ν), ∀µ, ν ∈ ZI.
The subgroup of Aut(ZI) generated by the simple reflections ri is called the Weyl
group of Q, denoted by W =W (Q).
With Q we can associate a Kac–Moody Lie algebra g = gQ over the complex field
C which is generated by ei, fi, hi (i ∈ I) with defining relations:
[hi, hj ] = 0, [ei, fj ] = δijhi,
[hi, ej ] = cijej , [hi, fj] = −cijfj,
(adei)
1−cij (ej) = 0, (adfi)
1−cij (fj) = 0 (∀ i 6= j).
We remark that g is in fact the derived algebra of the Kac–Moody algebra associated
with CQ defined in [15]. It is well known that g = ⊕α∈ZIgα is graded by ZI with
deg ei = αi,deg fi = −αi and deg hi = 0 for all i ∈ I, and the associated root system
is defined to be the set
∆ = ∆(Q) = {0 6= α ∈ ZI | gα 6= 0}
which is divided into the disjoint union of two subsets ∆re (of real roots) and ∆im (of
imaginary roots). More generally, we can define a reflection rα ∈W (Q) with respect
to each real root α ∈ ∆(Q) by
rα(µ) = µ− (µ, α)α, ∀µ ∈ ZI.
Furthermore, we have the loop algebra Lg of g which is a complex Lie algebra
generated by eir, fir, hir (i ∈ I, r ∈ Z) and c subject to some relations; see, for
example, [31, §1.3]. Then g is identified with the Lie subalgebra of Lg generated by
ei0, fi0 and hi0 for i ∈ I.
Now let C(v) be the field of rational functions in an indeterminate v. By defini-
tion, the quantum enveloping algebra Uv(gQ) of gQ is a C(v)-algebra generated by
Ei, Fi,K
±1
i (i ∈ I) with the following relations:
KiKj = KjKi, KiK
−1
i = 1, ∀ i, j ∈ I;
KiEj = v
cijEjKi, KiFj = v
−cijFjKi, ∀ i, j ∈ I;
EiFj − FjEi = δijKi −K−i
v − v−1 , ∀ i, j ∈ I;
1−cij∑
s=0
(−1)sE(s)i EjE
(1−cij−s)
i = 0, ∀ i 6= j ∈ I;
1−cij∑
s=0
(−1)sF (s)i FjF
(1−cij−s)
i = 0, ∀ i 6= j ∈ I,
where E
(s)
i = E
s
i /[s]! and F
(s)
i = F
s
i /[s]! are divided powers. Here
[s]! =
s∏
t=1
[t] with [t] =
v
t − v−t
v − v−1 .
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Similarly, we can also define the quantum enveloping algebra Uv(gQ) of gQ over C by
specializing v to a non-root of unity v ∈ C. We are mainly concerned with v = √q
for a prime power q.
2.3. Given the weighted projective line X associated with the pair (p,λ), there is an
associated star shaped quiver Q = QX whose vertex set I consists of vertices ⋆ and
ωij for 1 ≤ i ≤ t and 1 ≤ j ≤ pi − 1 and whose arrows are given as follows:
b
b b b b
b b b b
b b b b
...
...
...⋆
ω11 ω12 ω1,p1−1
ω21 ω22 ω2,p2−1
ωt1 ωt2 ωt,pt−1
For convenience and simplicity, we sometimes use the notation ⋆ = ωi0 for each
1 ≤ i ≤ t and put
Î = {(i, j) | 1 ≤ i ≤ t, 1 ≤ j ≤ pi − 1}.
Thus, for the star shaped quiver Q, we have the associated Weyl group W (Q), Kac–
Moody Lie algebra gQ and quantum enveloping algebra Uv(gQ) of Q which are the
central objects studied in the present paper. Note that by [7, §1], the loop algebra
LgQ of gQ is Γ̂-graded with
deg eωr = αω + rδ, deg fωr = −αω + rδ, deg hωr = rδ, deg c = 0,
where Γ̂ = ZI ⊕ Zδ, ω ∈ I, and r ∈ Z. Moreover, LgQ admits a root space decompo-
sition
LgQ = (LgQ)0 ⊕
⊕
ζ∈∆̂
(LgQ)ζ with (LgQ)0 = (gQ)0 ⊕ Cc,
where
∆̂ = {α+ rδ | α ∈ ∆(Q), r ∈ Z} ∪ {rδ | 0 6= r ∈ Z}.
Throughout the paper, let X be a weighted projective line of weight type p =
(p1, . . . , pt) over a field F and Q = QX = (I,Q1) be the associated star shaped quiver
given above. Given an abelian category A , we denote by Db(A ) the bounded derived
category of A with the shift functor [1] and by RA = Db(A )/[2] its root category; see
[13] or [23] for the definitions. By indRA we denote the set of representatives of the
isoclasses of indecomposable objects in RA . The Grothendieck group of A is denoted
by K0(A ). Each object X ∈ A gives a stalk complex C• = (Ci) with C0 = X and
Ci = 0 for all i 6= 0, which is still denoted by X.
3. Mutation functors and simple reflections
In this section we apply the construction of right and left mutation functors defined
in [2] to the bounded derived category Db(cohX) of a weighted projective line X. The
main aim is to show that the mutation functors attached to certain line bundles
over X give rise to all simple reflections in the Weyl group W (Q) of the star shaped
quiver Q = QX associated with X. In other words, these mutation functors provide a
catgorification of simple reflections in W (Q).
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3.1. For each fixed ~x ∈ L, set
O(~x)⊥ = {X ∈ cohX | Hom(O(~x),X) = 0 = Ext1(O(~x),X)}
and
⊥O(~x) = {X ∈ cohX | Hom(X,O(~x)) = 0 = Ext1(X,O(~x))}.
By [11], both O(~x)⊥ and ⊥O(~x) are again abelian hereditary categories. Moreover, we
have
Db(O(~x)⊥) = {X• ∈ Db(cohX) | Hom(O(~x),X•[n]) = 0, ∀n ∈ Z},
that is, Db(O(~x)⊥) coincides with the right perpendicular subcategory of O(~x) in
Db(cohX). Similarly, we obtain
Db(⊥O(~x)) = {X• ∈ Db(cohX) | Hom(X•[n],O(~x)) = 0, ∀n ∈ Z}
which is the left perpendicular subcategory of O(~x) in Db(cohX).
For an F-algebra A, let modA be the category of finite dimensional left A-modules.
Also, by FQ we denote the path algebra of Q over the field F. Then we have the
following result.
Lemma 3.1. For each ~x ∈ L, there are triangle equivalences
F~x : D
b(O(~x)⊥) −→ Db(modFQ) and ~xF : Db(⊥O(~x)) −→ Db(modFQop),
where Qop denotes the opposite quiver of Q.
Proof. By [10, Prop. 14], T~x =
⊕
0≤~y≤~cO(~x− ~y) is a tilting bundle in cohX. Thus,
T r~x :=
⊕
0<~y≤~c
O(~x− ~y)
is a tilting object in O(~x)⊥. Then Hom(T r~x ,−) induces an equivalence
F~x := RHom(T
r
~x ,−) : Db(O(~x)⊥) −→ Db(modEnd(T r~x )op).
By [10, §4] again, End(T~x)op is the canonical algebra of the same type as X. This
implies that End(T r~x )
op ∼= FQ, which gives the first equivalence.
Similarly, the tilting object T l~x :=
⊕
0<~y≤~cO(~x + ~y) in ⊥O(~x) gives rise to the
equivalence
~xF : D
b(⊥O(~x)) −→ Db(modFQop).

We now consider the case ~x = ~c. Then the functor Hom(T r~c ,−) : O(~c)⊥ → modFQ
takes
O7−→P⋆, O(j~xi)7−→Pωij , ∀ (i, j) ∈ Î ,
where Î = {(i, j) | 1 ≤ i ≤ t, 1 ≤ j ≤ pi − 1}, and Pω denotes the indecomposable
projective FQ-module corresponding to ω ∈ I. For each (i, j) ∈ Î, there is an exact
sequence
0 −→ O((j − 1)~xi) −→ O(j~xi) −→ Sij −→ 0
in coh (X). Applying Hom(T r~c ,−) gives an exact sequence
0 −→ Pωi,j−1 −→ Pωij −→ Sωij −→ 0
in modFQ, where Sωij denotes the simple FQ-module corresponding to the vertex
ωij. Consequently, the functor F~c : D
b(O(~c)⊥)→ Db(modFQ) takes
O7−→P⋆ = S⋆, O(j~xi)7−→Pωij , Sij 7−→Sωij , ∀ (i, j) ∈ Î .(3.1)
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3.2. Since each line bundle O(~x) is exceptional in Db(cohX), it follows from [2,
Thm. 3.2] (see also [20]) that the full subcategory 〈O(~x)〉 of Db(cohX) generated by
O(~x) is admissible, that is, the inclusion functor 〈O(~x)〉 →֒ Db(cohX) admits right
and left adjoint functors. Then the inclusion functors
j∗,~x : D
b(O(~x)⊥) −→ Db(cohX) and r∗,~x : Db(⊥O(~x)) −→ Db(cohX)
have respectively left and right adjoint functors, which we denote by j∗~x and r
!
~x,
respectively. Moreover, the restriction functor
R~x := r
!
~x|Db(O(~x)⊥) : Db(O(~x)⊥) −→ Db(⊥O(~x))
is an equivalence whose quasi-inverse is given by L~x := j
∗
~x|Db(⊥O(~x)). The functors R~x
and L~x are called the right mutation and left mutation functors, respectively, which
are determined by the following triangles
R~x(X) −→ X −→ Hom•(X,O(~x))⊗O(~x) and(3.2)
DHom•(O(~x),X) ⊗O(~x) −→ X −→ L~x(X).(3.3)
By using basic facts in cohX given in [10], we obtain the following result.
Lemma 3.2. For each ~x ∈ L with normal form ~x =
t∑
i=1
li~xi + l~c, we have
(1) R~x(O(~x− k~xi)) =
{
S
(k)
i,li
[−1], 1 ≤ k ≤ pi − 1;
O(~x+ ~c)[−1], k = pi,
(2) for each S
(k)
ij ∈ O(~x)⊥, R~x(S(k)ij ) =
{
O(~x+ k~xi), j = li + k;
S
(k)
ij , else.
Proof. (1) In Db(cohX), there are triangles
O(~x+ ~c)[−1] // O(~x− ~c) (x
2
1,x
2
2)// O(~x)⊕O(~x)(x
2
2,−x
2
1)
t
// O(~x+ ~c) and
S
(k)
i,li
[−1] // O(~x− k~xi)
xki // O(~x) // S(k)i,li ,
where 1 ≤ k ≤ pi − 1. The assertion then follows from the isomorphisms
Hom•(O(~x− ~c),O(~x))⊗O(~x) ∼= O(~x)⊕O(~x) and
Hom•(O(~x− k~xi),O(~x))⊗O(~x) ∼= O(~x), ∀ 1 ≤ k ≤ pi − 1.
(2) This follows from the (mutation) triangle:
O(~x+ k~xi) // S(k)i,li+k // O(~x)[1]
xki // O(~x+ k~xi)[1].

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3.3. By [10, 31], the Grothendieck group K0(cohX) can be identified with the free
abelian group Γ̂ = ZI ⊕ Zδ via
[O(r~c)] = α⋆ + rδ, [Sx] = δ, [Sij] =
{
αωij , if j 6= 0;
δ −∑pi−1l=1 αωil , if j = 0,
where Sx is the simple sheaf associated with x ∈ P1F\{λ1, . . . , λt}.
For each ~x ∈ L, we denote respectively by φr~x and φl~x the compositions of natural
embeddings and projections
φr~x : K0(O(~x)⊥) −→ K0(cohX) −→ K0(cohX)/Zδ and
φl~x : K0(
⊥O(~x)) −→ K0(cohX) −→ K0(cohX)/Zδ.
Then the symmetric Euler form on K0(cohX) restricts to bilinear forms on both
K0(O(~x)⊥) and K0(⊥O(~x)). We have the following fact.
Lemma 3.3. For each fixed ~x ∈ L, both φr~x and φl~x are isomorphisms.
Proof. We only prove that φr~x is an isomorphism. The proof for φ
l
~x is similar.
By [10], {[O(~x− ~y)] | 0 ≤ ~y ≤ ~c} is a basis of K0(cohX). Thus,
{[O(~x− ~y)] | 0 < ~y ≤ ~c}
forms a basis of K0(O(~x)⊥). Then the equality δ = [O(~x)]− [O(~x− ~c)] implies that
{[O(~x− ~y)] = [O(~x− ~y)] + Zδ | 0 < ~y ≤ ~c}
forms a basis of K0(cohX)/Zδ. By the definition, φ
r
~x sends [O(~x − ~y)] to [O(~x− ~y)]
for all 0 < ~y ≤ ~c. Therefore, φr~x is an isomorphism. 
For simplicity, we write ψr~x =: (φ
r
~x)
−1 and ψl~x := (φ
l
~x)
−1. By [7], there is an isometric
isomorphism
φ : K0(cohX)/Zδ−→ZI
taking [O] 7→ α⋆ and [Sij] 7→ αij for all (i, j) ∈ Î. Then, by (3.1), φ is indeed induced
by F~c.
For each ~x ∈ L, by viewing φ, φr~x and φl~x as identities, we obtain two realizations
of the root datum of g = gQ:(
K0(O(~x)⊥), (−,−), indR(O(~x)⊥)
)
and
(
K0(
⊥O(~x)), (−,−), indR(⊥O(~x))),
where R(O(~x)⊥) (resp., R(⊥O(~x))) is the root category of O(~x)⊥ (resp., ⊥O(~x)).
Set
S+ := {O, Sij | (i, j) ∈ Î}, S− = S+[1], and S = S+ ∪S−.
Their images in the Grothendieck group K0(cohX) are denoted by [S+], [S−], and
[S ], respectively. In other words,
[S±] = {±[O],±[Sij ] | (i, j) ∈ Î} ⊂ K0(cohX).
Proposition 3.4. For each fixed ~x ∈ L, the set ψr~x([S+]) forms a simple root basis of
(K0(O(~x)⊥), (−,−), indR(O(~x)⊥), while the set ψl~x([S+])) forms a simple root basis
of (K0(
⊥O(~x)), (−,−), indR(⊥O(~x))).
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Proof. In view of φr~x and φ
l
~x, it suffices to show the following assertion: up to a
multiple of δ, the class of each indecomposable coherent sheaf X in K0(cohX) can
be expressed as a linear combination of elements in [S+] with totally non-positive
or totally non-negative coefficients. Indeed, if X is an indecomposable torsion sheaf,
then X = S
(n)
x for an ordinary simple sheaf Sx or X = S
(k+npi)
ij for an exceptional
simple sheaf Sij, where 1 ≤ k ≤ pi − 1, n ∈ N. In the former case, [X] = 0; while in
the latter case,
[X] = [S
(k)
ij ] = [Sij ] + [Si,j−1] + · · ·+ [Si,j−k+1].
Further, we have [Si0] = −
∑
1≤j≤pi−1
[Sij]. Consequently, the assertion holds for all
indecomposable torsion sheaves.
Now let X be an indecomposable vector bundle. Then there is a line bundle
filtration
0 = X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xm = X,
where each factor Xk/Xk−1 is a line bundle for 1 ≤ k ≤ m. But for line bundle O(~x)
with ~x ∈ L of the normal form ~x =∑1≤i≤t li~xi + l~c, we have the equality
[L] = [O] +
∑
1≤i≤t
∑
1≤j≤li
[Sij] + lδ.
Therefore, the assertion holds for all indecomposable vector bundles. 
Remark 3.5. The proposition above provides some new simple root bases which do
not arise from simple representations of a quiver. For example, let X be a weighted
projective line of weight type p = (1, 3). Then
T = O(−~x1)⊕O ⊕O(~x1)⊕O(2~x1)
is a tilting bundle in Db(cohX). It is easy to see that the right perpendicular category
Db(O(2~x1)⊥) is triangulated equivalent to the bounded derived category of finite
dimensional modules over the path algebra of type A3. An easy calculation shows
that the indecomposable objects in Db(O(2~x1)⊥) are given by the following coherent
sheaves
O(−~x1),O,O(~x1), S10, S11, S(2)11
together with their shifts. Moreover, the Auslander–Reiten quiver of Db(O(2~x1)⊥)
has the following form:
O(−~x1)[−1]
##●
●●
●●
●●
●●
S10[−1]
##●
●●
●●
●●
●
S11[−1]
❀
❀❀
❀❀
❀❀
❀
O(~x1)
❁
❁❁
❁❁
❁❁
O[−1]
""❊
❊❊
❊❊
❊❊
❊❊
<<②②②②②②②②②
S
(2)
11 [−1]
""❊
❊❊
❊❊
❊❊
❊❊
<<②②②②②②②②
O
✽
✽✽
✽✽
✽✽
✽
BB✝✝✝✝✝✝✝
S
(2)
11
✼
✼✼
✼✼
✼✼
CC✞✞✞✞✞✞✞
;;✇✇✇✇✇✇✇✇✇✇✇✇ O(~x1)[−1]
;;✇✇✇✇✇✇✇✇✇
O(−~x1)
AA✄✄✄✄✄✄✄✄
S10
AA✂✂✂✂✂✂✂✂
S11
In this case, the isomorphism ψr2~x1 : K0(cohX)/Zδ → K0(O(~x)⊥) takes
[O]7−→[O], [S11]7−→[S11], [S12]7−→[S(2)11 [−1]].
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This gives a simple root basis
ψr2~x1([S+]) = {[O], [S11], [S
(2)
11 [−1]]}.
In fact, if we simply write a = [O], b = [S11], c = [S(2)11 [−1]], then each root can be
presented by the sum of a, b and c with totally non-positive or totally non-negative
coefficients, which is depicted as follows:
−a− b− c
""❊
❊❊
❊❊
❊❊
❊ b+ c
❀
❀❀
❀❀
❀❀
−b
❅
❅❅
❅❅
❅❅
❅ a+ b
❃
❃❃
❃❃
❃❃
−a
❄
❄❄
❄❄
❄❄
??⑧⑧⑧⑧⑧⑧⑧
c
❄
❄❄
❄❄
❄❄
❄
??⑧⑧⑧⑧⑧⑧⑧⑧
a
❀
❀❀
❀❀
❀❀
AA✄✄✄✄✄✄✄ −c
✸
✸✸
✸✸
✸
EE☛☛☛☛☛☛☛
<<②②②②②②②②②② −a− b
AA✄✄✄✄✄✄✄
a+ b+ c
??⑦⑦⑦⑦⑦⑦⑦
−b− c
??       
b
3.4. For each ~x ∈ L, the equivalence
R~x : D
b(O(~x)⊥) −→ Db(⊥O(~x))
induces an isomorphism
R~x : K0(O(~x)⊥) −→ K0(⊥O(~x)).
Put R˜~x := φ
l
~xR~xψ
r
~x, i.e., R˜~x is determined by the following commutative diagram
K0(O(~x)⊥) R~x //
φr
~x

K0(
⊥O(~x))
φl
~x

K0(cohX)/Zδ
R˜~x // K0(cohX)/Zδ
Lemma 3.6. For each ~x ∈ L and X ∈ O(~x)⊥,
R˜~x([X]) = [X]− (X,O(~x))[O(~x)].
Proof. It is known that 〈O(~x),X〉 = 0 for X ∈ O(~x)⊥. Then by (3.2),
R~x([X]) = [X] − 〈X,O(~x)〉[O(~x)] = [X]− (X,O(~x))[O(~x)].
This implies that
R˜~x([X]) = φ
l
~xR~xψ
r
~x([X]) = φ
l
~xR~x([X]) = [X] − (X,O(~x))[O(~x)].

For each vertex ω = ωij in the star shaped quiver Q = (I,Q1), we have the
corresponding simple reflection rij := rω in W = W (Q). The main result of this
section is as follows.
Theorem 3.7. The following equalities hold in Aut(ZI):
r⋆ = φR˜0φ
−1 and rij = φR˜(j−1)~xiR˜j~xiR˜(j−1)~xiφ
−1 for (i, j) ∈ Î ,
that is, the following diagram commutes:
K0(cohX)/Zδ
R˜(j−1)~xi R˜j~xi R˜(j−1)~xi //
φ

K0(cohX)/Zδ
φ

ZI
rij
// ZI
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Proof. We first consider the case ω = ωi0 = ⋆. By Lemma 3.6,
R˜0([X]) = [X]− (X,O)[O], ∀ [X] ∈ K0(cohX)/Zδ.
On the other hand,
r⋆(α) = α− (α,α⋆)α⋆, ∀α ∈ ZI.
Then the equality r⋆ = φR˜0φ
−1 follows from the fact φ([O]) = α⋆.
For each (i, j) ∈ Î, by βij we denote the dimension vector of the indecomposable
FQ-module Pωij . Then we have the associated reflection rβij ∈ W (Q). By (3.1),
φ([O(j~xi)]) = βij . Thus, applying Lemma 3.6 gives the commutative diagram
K0(cohX)/Zδ
R˜(j−1)~xi//
φ

K0(cohX)/Zδ
R˜j~xi //
φ

K0(cohX)/Zδ
R˜(j−1)~xi//
φ

K0(cohX)/Zδ
φ

ZI
rβi,j−1 // ZI
rβij // ZI
rβi,j−1 // ZI
Hence, it remains to show that rij = rβi,j−1rβijrβi,j−1 .
Now fix 1 ≤ i ≤ t. If j = 1, then it can be directly checked that ri1 = r⋆rβi1r⋆.
For 2 ≤ j ≤ pi − 1, we are reduced to consider the full subquiver of Q consisting
of vertices ωij for 0 ≤ j ≤ pi − 1, which is a linear quiver Api . Thus, the equality
rij = rβi,j−1rβijrβi,j−1 follows from Lemma A.1(2). 
4. Ringel–Hall Lie algebra of X and Tits’ automorphisms
In this section we follow [23, 17, 7] to define the Ringel–Hall Lie algebra L(RX)
of the root category RX of cohX for a weighted projective line X, as well as the
generic composition Lie algebra Lc(RX). We then show that the mutation functors
defined in the previous section induce isomorphisms between certain subalgebras of
Lc(RX). By identifying these Lie subalgebras with the Kac–Moody Lie algebra gQ,
these isomorphisms give rise to Tits’ automorphisms of gQ, where Q is the star shaped
quiver associated with X.
4.1. We first associate a complex Lie algebra with the weighted projective line X.
Let F be a finite field with q elements and X = XF denote the weighted projective
line over F associated with p and λ. Consider the root category
RXF = Db(cohXF)/[2]
of cohXF. It is known that the Grothendieck group K0(RXF) is isomorphic to
K0(cohXF) which can be identified with Γ̂ = ZI ⊕ Zδ. Thus, in the following we
write K0(RX) instead of K0(RXF).
Given three objects X,Y,Z ∈ indRXF , define
FZX,Y = |{triangles Y → Z → X → X[1]}/Aut(X) ×Aut(Y )|.
Let ΛF denote the quotient ring Z/(|F| − 1)Z. By [23, 17], the free ΛF-module
L(RXF) = (ΛF ⊗Z K0(RX)⊕
⊕
X∈indRXF
ΛFuX
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admits a Lie algebra structure whose Lie bracket is defined by
[uX , uY ] =

∑
Z∈indRXF
(FZX,Y − FZY,X)uZ , if X 6∼= Y [1];
1⊗ [X]
d(X) , if X
∼= Y [1]
and
[hα, uX ] = −(α, [X])uX , [hα, hβ ] = 0, ∀α, β ∈ K0(RX),
where X,Y ∈ indRXF , hα := 1⊗ α and d(X) = dimF(End(X)/rad End(X)).
We call an object X ∈ RXF exceptional if
End(X) ∼= F and Hom(X,X[1]) = 0.
A pair (X,Y ) of exceptional objects in RXF is called an exceptional pair if
Hom(Y,X) = 0 and Hom(Y,X[1]) = 0.
In general, a sequence (X1, . . . ,Xr) of objects in RXF is called an exceptional sequence
if each pair (Xi,Xj) with 1 ≤ i < j ≤ r is an exceptional pair. Such a sequence
is called complete if the minimal full triangulated subcategory containing the Xi
coincides with RXF .
Now fix an algebraic closure F of F and set
Ω = {E ⊂ F | F ⊆ E is a finite extension}.
Then for each E ∈ Ω, we obtain in a similar way the Lie algebra L(RXE) defined over
ΛE = Z/(|E| − 1)Z. Note that if X is an exceptional object in RXF , then so is XE in
RXE . Consider the infinite direct product∏
E∈Ω
L(RXE )
of Lie algebras and define Lc(RX)Z to be its Lie subalgebra generated by the elements
hα := (hα)E , 1X := (uXE )E ,
where α ∈ K0(RX) and X is an exceptional object in indRXF . By the construction,
Lc(RX)Z is a Lie algebra over Z. Finally, set
Lc(RX) = Lc(RX)C = C⊗Z Lc(RX)Z,
called the (generic) composition Lie algebra of X. It is clear that Lc(RX) is K0(RX)-
graded with deg 1X = [X] and deg hα = 0. In particular, Lc(RX)0 = K0(RX) ⊗Z C,
which is spanned by hα for α ∈ K0(RX). According to [28, Prop. 7.3], for each
complete exceptional sequence (X1, . . . ,Xn) in RXF , Lc(RX) is generated by 1Xi and
1Xi[1], 1 ≤ i ≤ n.
For each r ∈ N and E ∈ Ω, we denote by Xr(E) the set of X ∈ ind cohXE of type
rδ satisfying Hom(X,Sij) = 0 for all 1 ≤ i ≤ t and 1 ≤ j ≤ pi − 1. By [7, Lem. 8],∑
X∈Xr(E)
d(X) = 2. Finally, set
µr,E =
∑
X∈Xr(E)
d(X)uX , µ−r,E = −
∑
X∈Xr(E)
d(X)uTX ∈ L(RXE)
and define
1rδ = (µr,E)E∈Ω, 1−rδ = (µ−r,E)E∈Ω ∈
∏
E∈Ω
L(RXE ).
By [7, Sect. 3], we have the following result.
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Lemma 4.1. (1) For each r ∈ N and X ∈ Xr(E),
F
O(r~c)
X,O = 1 and F
X
O[1],O(r~c) = d(X).
(2) For r, s ∈ Z with r 6= 0, [1rδ,1O(s~c)] = 21O((r+s)~c).
(3) For r, s ∈ Z with r 6= s, [1O(r~c),1O(s~c)[1]] = −1(r−s)δ.
(4) For each r ∈ N, 1±rδ ∈ Lc(RX).
Moreover, by [7, Thm. 2] and [28, Prop. 8.4], there is a surjective Lie algebra
homomorphism
π : LgQ −→ Lc(RX)(4.1)
taking
eωr 7−→
{
1
S
(rpi+1)
ij
, if ω = ωij 6= ⋆;
1O(r~c), if ω = ⋆,
fωr 7−→
{
1
S
(rpi−1)
i,j−1
, if ω = ωij 6= ⋆;
−1O(−r~c)[1], if ω = ⋆,
c 7−→ − 1⊗ δ = −hδ, hωr 7−→

−hαω , if r = 0;
1
S
(rpi)
ij
− 1
S
(rpi)
i,j−1
, if r 6= 0, ω = ωij 6= ⋆;
1rδ, if r 6= 0, ω = ⋆;
where 1
S
(m)
ij
= −1Y [1] with Y the indecomposable torsion sheaf of length −m with
socle τ−1Sij if m < 0. By identifying K0(RX) with Γ̂ = ZI ⊕ Zδ, π is a Γ̂-graded
homomorphism.
Remark 4.2. (1) If we take the category RXF to be the root category R(O(~x)⊥) of
the subcategory O(~x)⊥ for ~x ∈ L, we obtain the associated (generic) composition Lie
algebra Lc(R(O(~x)⊥)). For simplicity, write Lr~x = Lc(R(O(~x)⊥)).
(2) If we take the category RXF to be the root category R(FΓ) of the module
category mod FΓ over the path algebra FΓ of an acyclic quiver Γ = (Γ0,Γ1), then
by [23], the associated (generic) composition Lie algebra Lc(R(FΓ)) is generated by
1Si (i ∈ Γ0), where the Si are simple FΓ-modules. Moreover, it is isomorphic to the
Kac–Moody algebra gΓ of Γ.
4.2. In the following we will see that there are several different ways to embed
the Kac-Moody algebra gQ into Lc(RX). For each element ~x ∈ L, the embedding
Db(O(~x)⊥) →֒ Db(cohXF) induces an embedding of their root categories R(O(~x)⊥) →֒
R(cohXF). By the construction in 4.1, this gives rise to an embedding of Lie algebras
Lr~x →֒ Lc(RX).
Proposition 4.3. For any ~x ∈ L, there is a Lie algebra isomorphism Ω~x : gQ ∼= Lr~x
taking
eω 7−→
{
1O(~x−~c), if ω = ⋆;
1Sij(~x), if ω = ωij,
fω 7−→
{ −1O(~x−~c)[1], if ω = ⋆;
−1Sij(~x)[1], if ω = ωij,
hω 7−→
{ −h[O(~x−~c)], if ω = ⋆;
−h[Sij(~x)], if ω = ωij,
where (i, j) ∈ Î.
Proof. By Lemma 3.1, the tilting object T r~x =
⊕
0<~y≤~cO(~x − ~y) in cohX induces a
triangle equivalence Db(O(~x)⊥) ∼= Db(modFQ) which takes the simple torsion sheaf
Si,li+j with (i, j) ∈ Î to the simple FQ-module Sωij corresponding to the vertex
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ωij ∈ I\{⋆}, and takes O(~x−~c) to the simple projective FQ-module S⋆ corresponding
to the vertex ⋆. The assertion follows from [23, Thm. 4.7]. 
Corollary 4.4. For each given ~x of the normal form ~x =
t∑
i=1
li~xi + l~c, the elements
1X ,1X[1], h[X] for X ∈ {O(~x− ~c), Sij | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}
form a complete set of Chevalley generators of Lr~x.
Proof. This is a direct consequence of the above proposition. 
Dually, by dealing with the subcategory ⊥O(~x) for each ~x ∈ L, we can define the
Lie algebra Ll~x and obtain analogously an embedding of Lie algebras L
l
~x →֒ Lc(RX), as
well as an isomorphism Ll~x
∼= gQ. Moreover, if ~x has the normal form ~x =
t∑
i=1
li~xi+ l~c,
then Ll~x admits a set of generators
1X ,1X[1] with X ∈ {O(~x+ ~c), Sij | 1 ≤ i ≤ t, 1 ≤ j ≤ pi, j 6= li + 1}
since the O(~x + ~c) and Sij can be ordered in a way that they become a complete
exceptional sequence in ⊥O(~x).
4.3. In the following we show that the Kac–Moody Lie algebra gQ can be viewed as
a quotient algebra of Lc(RX). For this purpose, we define a Lie ideal I of Lc(RX) by
setting
I = 〈1O(~c) − 1O,1O(~c)[1] − 1O[1]〉.
Proposition 4.5. The following elements lie in I:
(1) 1O(~x+~c) − 1O(~x) and 1O(~x+~c)[1] − 1O(~x)[1], where ~x ∈ L;
(2) 1±δ + h[O];
(3) 1rδ − 1δ for all r ∈ Z\{0};
(4) hδ;
(5) 1
S
(k)
ij
+ 1
S
(pi−k)
i,j−k [1]
and 1
S
(k)
ij [1]
+ 1
S
(pi−k)
i,j−k
, where 1 ≤ i ≤ t, 0 ≤ j < pi, 1 ≤ k ≤
pi − 1;
(6) 1
S
(pi)
ij
− 1
S
(pi)
i,j−1
+ h[Sij ] and 1S(pi)ij [1]
− 1
S
(pi)
i,j−1[1]
− h[Sij ], where 1 ≤ i ≤ t, 0 ≤
j < pi.
Proof. For the cases (1), (5) and (6), we only show that one of the given two elements
belongs to I. The proof for the other one is similar.
(1) Assume ~x has the normal form ~x =
t∑
i=1
li~xi + l~c. We proceed induction on
ℓ(~x) = |{i | li 6= 0}|. We first consider the case ℓ(~x) = 0. If l = 0, this is trivial. For
l 6= 0, we have by Lemma 4.1 that
2(1O(l~c+~c) − 1O(l~c)) = [1lδ,1O(~c) − 1O] ∈ I.
Now suppose the statement holds for all ~x with ℓ(~x) = k and take ~y ∈ L with
ℓ(~y) = k + 1. Then there exists 1 ≤ i ≤ t such that ~y = ~x+ ~xi with ℓ(~x) = k. By the
induction hypothesis,
1O(~y+~c) − 1O(~y) = [1Si,li+1 ,1O(~x+~c) − 1O(~x)] ∈ I.
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(2) By Lemma 4.1(3),
1δ + h[O] = [1O[1],1O(~c) − 1O] ∈ I and
1−δ + h[O] = [1O(~c)[1] − 1O[1],1O] ∈ I.
(3) By (2), 1δ − 1−δ ∈ I. Moreover, for each r 6= 0, 1, by Lemma 4.1(3) again,
1rδ − 1(r−1)δ = −[1O(r~c),1O[1] − 1O(~c)[1]] ∈ I.
(4) The equality
[1O(~c) − 1O,1O(~c)[1] + 1O[1]] = h[O(~c)] − h[O] − (1δ − 1−δ) ∈ I
implies that hδ = h[O(~c)] − h[O] ∈ I.
(5) By the definition, 1
S
(k)
ij
+ 1
S
(pi−k)
i,j−k [1]
= [1O(~c+(j−k)~xi)[1],1O(j~xi+~c) − 1O(j~xi)] ∈ I.
(6) We have
[1Sij + 1S(pi−1)i,j−1 [1]
,1
S
(pi−1)
i,j−1
] = 1
S
(pi)
ij
− 1
S
(pi)
i,j−1
− h
[S
(pi−1)
i,j−1 ]
= 1
S
(pi)
ij
− 1
S
(pi)
i,j−1
+ h[Sij ] − hδ ∈ I.
This implies that 1
S
(pi)
ij
− 1
S
(pi)
i,j−1
+ h[Sij ] ∈ I.

Given an element 1X ∈ Lc(RX), we denote by 1¯X its image in Lc(RX)/I. We have
the following results.
Lemma 4.6. Assume ~x has the normal form ~x =
t∑
i=1
li~xi+ l~c. Then for each (i, j) ∈
Î , 1 ≤ k ≤ pi − 1, the following equalities hold in Lc(RX)/I:
(1) [1¯O(~x), 1¯S(k)ij
] = −δj,li+k1¯O(~x+k~xi);
(2) [1¯O(~x), 1¯S(k)ij [1]
] = δj,li1¯O(~x−k~xi);
(3) [1¯O(~x), 1¯O(~x−k~xi)[1]] = −1¯S(k)
i,li
;
(4) [1¯O(~x), 1¯O(~x+k~xi)[1]] = 1¯S(k)
i,li+k
[1]
.
Proof. Statements (1) and (4) can be deduced from the following triangle in the root
category RX:
S
(k)
i,li+k
[1] // O(~x) x
k
i // O(~x+ k~xi) // S(k)i,li+k ;
while statements (2) and (3) can be deduced from the following triangle and its
rotation:
O(~x− k~xi)
xki // O(~x) // S(k)i,li // O(~x− k~xi)[1] .

Proposition 4.7. Let ~x ∈ L have the normal form ~x =
t∑
i=1
li~xi + l~c. Then the Lie
algebra Lc(RX)/I is generated by
{1¯O(~x), 1¯O(~x)[1], 1¯Sij , 1¯Sij [1] | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}.
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Proof. First of all, the coherent sheaves
O(~x),O(~x+ ~c), Sij (1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li)
can be ordered so that they form a complete exceptional sequence in cohX, as well
as in RX. Then the assertion follows from [28, Prop. 8.4] and Proposition 4.5(1). 
Recall from §2.3 and §4.1 that both LgQ and Lc(RX) are Γ̂-graded with
(LgQ)0 = (gQ)0 ⊕ Cc and Lc(RX)0 ∼= C⊗Z Γ̂,
where Γ̂ = ZI⊕Zδ. By the definition, π : LgQ → Lc(RX) restricts to an isomorphism
π0 : (LgQ)0 −→ Lc(RX)0; hω 7−→hω (ω ∈ I), c 7−→ − hδ .
Further, consider the quotient group Γ̂/Zδ which is naturally isomorphic to ZI. Then
LgQ and Lc(RX) become Γ̂/Zδ-graded with homogeneous spaces defined by
(LgQ)α¯ :=
⊕
n∈Z
(LgQ)α+nδ and Lc(RX)α¯ :=
⊕
n∈Z
Lc(RX)α+nδ,
where α¯ = α+Zδ ∈ Γ̂/Zδ, and π becomes a Γ̂/Zδ-graded homomorphism. Moreover,
I becomes a homogenous ideal of Lc(RX) with respect to the Γ̂/Zδ-grading.
Let ι : gQ →֒ LgQ be the natural embedding which takes
eω 7−→eω0, fω 7−→fω0, hω 7−→hω0, ∀ω ∈ I.
By Φ we denote the composition of π : LgQ → Lc(RX) with the natural embedding
and projection
Φ : gQ
ι→֒ LgQ π−→ Lc(RX)
η
։ Lc(RX)/I.
Then by (4.1), Φ takes
e⋆ 7−→ 1¯O, f⋆ 7−→ −1¯O[1], h⋆ 7−→ −h[O],
eω 7−→ 1¯Sij , fω 7−→ −1¯Sij [1], hω 7−→ −h[Sij ], ∀ω = ωij ∈ I \ {⋆}.
In the following we are going to prove that Φ is an isomorphism. We need the following
lemma which is well known.
Lemma 4.8. Let I be a homogeneous ideal of gQ. If I ∩ (gQ)0 = 0, then I = 0.
Proof. Let gKM denote the Kac–Moody Lie algebra attached to a minimal realization
of CQ given in [15, Ch. 1]. Then gQ is the derived algebra of g
KM. Since I is a
homogeneous ideal of gQ, I is also an ideal of g
KM. By [15, Prop. 1.7], we have
gQ = [g
KM, gKM] ⊆ I or I ⊆ Z(gKM),
where Z(gKM) is the center of gKM. This implies that I = 0 since Z(gKM) ⊆ (gQ)0. 
Following [15, §7.2], let L̂(gQ) be the one-dimensional central extension of the loop
algebra of gQ, that is,
L̂(gQ) = C[t, t
−1]⊗ gQ ⊕ Cc
with the Lie bracket
[tl ⊗ x, tm ⊗ y] = tl+m ⊗ [x, y] + lδl+m,0〈x, y〉c,
where l,m ∈ Z, x, y ∈ gQ, and 〈−,−〉 is a standard invariant bilinear form on gQ.
Then L̂(gQ) is also Γ̂-graded with
deg(tk ⊗ eω) = αω + kδ, deg(tk ⊗ fω) = −αω + kδ, deg(tk ⊗ hω) = kδ, deg c = 0.
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Furthermore, there is a surjective Lie algebra homomorphism Ψ : LgQ → L̂(gQ) given
by
eω,k 7−→tk ⊗ eω, fω,k 7−→tk ⊗ fω, hω,k 7−→tk ⊗ hω, c 7−→c,
where ω ∈ I and k ∈ Z. Clearly, Ψ is Γ̂-graded and induces an isomorphism
Ψ0 : (LgQ)0 = (gQ)0 ⊕ Cc −→ 1⊗ (gQ)0 ⊕ Cc = (L̂(gQ))0,
and it is proved in [21] that
Ker(Ψ) ⊂
⊕
α∈∆im(Q)
k∈Z
(LgQ)α+kδ.(4.2)
Thus, it follows from (4.2) that for each k ∈ Z\{0},
dim(LgQ)kδ = dim L̂(gQ)kδ = dim(gQ)0 = |I|.
Hence, by considering the Γ̂/Zδ-grading of L̂(gQ), Ψ induces an isomorphism
Ψ0¯ : (LgQ)0¯ −→ L̂(gQ)0¯.
On the other hand, by an argument in the proof of [17, Prop. 8.8],
dimLc(RX)kδ ≥ 1 +
t∑
i=1
(pi − 1) = |I|.
Since π : LgQ → Lc(RX) is Γ̂-graded and surjective, we conclude that
dim(LgQ)kδ = dimLc(RX)kδ, ∀ k ∈ Z\{0}.
Therefore, π induces an isomorphism
π0¯ : (LgQ)0¯ −→ Lc(RX)0¯.
Proposition 4.9. The homomorphism Φ : gQ → Lc(RX)/I is an isomorphism.
Proof. We simply identify Γ̂/Zδ with ZI. Then Φ becomes a ZI-graded Lie algebra
homomorphism. By the definition of ι and Proposition 4.7, Φ is surjective. It remains
to show the injectivity of Φ.
Let I′ be the ideal of LgQ generated by e⋆,1 − e⋆,0 and f⋆,1 − f⋆,0 and I′′ be the
ideal of L̂(gQ) generated by (t − 1) ⊗ e⋆ and (t − 1) ⊗ f⋆. Then Ψ(I′) = I′′, and I′
(resp. I′′) becomes a homogenous ideal of LgQ (resp., L̂(gQ)) with respect to the
Γ̂/Zδ-grading. By the definition,
(t− 1)⊗ h⋆ = [(t− 1)⊗ e⋆, 1⊗ f⋆] ∈ I′′ and c = 1
2
[(t− 1)⊗ h⋆, t−1 ⊗ h⋆] ∈ I′′.
Since the ideal of gQ generated by e⋆ and f⋆ is gQ itself, it follows that
K :=
⊕
m∈Z
(tm − tm−1)⊗ gQ ⊕ Cc ⊆ I′′.
On the other hand, K is an ideal of L̂(gQ) consisting of (t− 1)⊗ e⋆ and (t− 1)⊗ f⋆.
Therefore,
I′′ = K =
⊕
m∈Z
(tm − tm−1)⊗ gQ ⊕ Cc.
This implies that
L̂(gQ)0¯/I
′′
0¯
∼= (gQ)0.
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Clearly, Ψ0¯ and π0¯ induce isomorphisms
L̂(gQ)0¯/I
′′
0¯
∼= (LgQ)0¯/I′0¯ ∼= Lc(RX)0¯/I0¯.
Thus, ι induces an isomorphism
ι0 : (gQ)0 −→ (LgQ)0¯/I′0¯.
Consequently, the restriction of Φ to (gQ)0 gives an isomorphism
Φ0 : (gQ)0 −→ (Lc(RX)/I)0¯ = Lc(RX)0¯/I0¯.
Because Φ is ZI-graded, Ker(Φ) is a homogeneous ideal of gQ. The bijectivity of
Φ0 implies that Ker(Φ) ∩ (gQ)0 = 0. Applying Lemma 4.8 shows that Ker(Φ) = 0.
Therefore, Φ is an isomorphism, as desired. 
4.4. Fix an element ~x ∈ L and denote by θr~x the composition of the natural embedding
and projection:
θr~x : L
r
~x →֒ Lc(RX)։ Lc(RX)/I.
Proposition 4.10. The Lie homomorphism θr~x : L
r
~x → Lc(RX)/I is an isomorphism.
Proof. Suppose ~x has the normal form ~x =
t∑
i=1
li~xi+ l~c. By Corollary 4.4 and Propo-
sition 4.7, Lr~x (resp., Lc(RX)/I) is generated by the elements 1X and 1X[1] (resp., 1¯X
and 1¯X[1]), where
X ∈ {O(~x− ~c), Sij | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}.
Moreover, θr~x takes 1X 7→ 1¯X and 1X[1] 7→ 1¯X[1]. Consequently, θr~x is surjective.
On the other hand, the restriction of θr~x to the Cartan subalgebra gives an isomor-
phism
(Lr~x)0 = C⊗Z K0(O(~x)⊥) ∼= C⊗Z (K0(cohX)/Zδ).
Thus, Ker(θr~x) ∩ (Lr~x)0 = 0. By Lemma 4.8, Ker(θr~x) = 0, i.e., θr~x is injective. Hence,
θr~x is an isomorphism. 
Corollary 4.11. For each given ~x of the normal form ~x =
t∑
i=1
li~xi+ l~c, the elements
1¯X , 1¯X[1], h[X] for X ∈ {O(~x), Sij | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}
form a complete set of Chevalley generators of Lc(RX)/I.
Proof. Since 1¯O(~x)[1] = 1¯O(~x−~c)[1], the assertion follows from Corollary 4.4. 
Dually, by θl~x we denote the composition of the natural embedding and projection
θl~x : L
l
~x →֒ Lc(R(X))։ Lc(RX)/I.
Then θl~x is an isomorphism of Lie algebras, too. As a consequence, Lc(RX)/I admits
a set of generators
1¯X , 1¯X[1] with X ∈ {O(~x), Sij | 1 ≤ i ≤ t, 1 ≤ j ≤ pi, j 6= li + 1}.
Remarks 4.12. (1) Under the isomorphism θr~x (resp., θ
l
~x), we can view the subalgebra
Lr~x (resp. L
l
~x) as the quotient algebra Lc(RX)/I. We emphasize that both Lr~x and Ll~x
depend on the choice of ~x, but Lc(RX)/I does not.
(2) Combining with Propositions 4.9 and 4.10 gives an isomorphism between Lie
algebras gQ and L
r
~x. This isomorphism preserves the ZI-grading, which is not the
case for the isomorphism given in Proposition 4.3.
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Proposition 4.13. For each (i, j) ∈ Î, there is a Lie algebra automorphism Ω˜ij :
gQ → gQ taking
eω 7−→

[eωi,pi−j , · · · , eωi,1 , e⋆], if ω = ⋆;
(−1)pi [fωi,pi−1 , · · · , fωi,1 ], if ω = ωij;
eωk,l−jδik , if ω = ωkl 6= ωij,
fω 7−→

(−1)pi−j[fωi,pi−j , · · · , fωi,1 , f⋆], if ω = ⋆;
[eωi,pi−1 , · · · , eωi,1 ], if ω = ωij;
fωk,l−jδik , if ω = ωkl 6= ωij,
hω 7−→

hωi,pi−j + · · · + hωi,1 + h⋆, if ω = ⋆;− (hωi,pi−1 + · · ·+ hωi,1), if ω = ωij;
hωk,l−jδik , if ω = ωkl 6= ωij,
where (k, l) ∈ Î. Moreover, Ω˜ij((gQ)α) = (gQ)̟(α), ∀α ∈ ∆(Q), where
̟ = (ri,pi−j · · · ri,pi−1)(ri,pi−j−1 · · · ri,pi−2) · · · (ri,1 · · · ri,j) ∈W (Q).
Proof. By combining Propositions 4.3, 4.9 and 4.10 together, we obtain an automor-
phism
Ω˜ij = Ω
−1
j~xi
◦ (θrj~xi)−1 ◦Φ : gQ −→ Lc(RX)/I −→ Lrj~xi −→ gQ
which takes
Ω˜ij(e⋆) = Ω
−1
j~xi
(1O) = Ω
−1
j~xi
([1Si,pi , · · · ,1Si,j+1 ,1O(j~xi−~c)]) = [eωi,pi−j , · · · , eωi,1 , e⋆],
Ω˜ij(eωij ) = Ω
−1
j~xi
(−1
S
(pi−1)
i,j−1 [1]
) = −Ω−1j~xi([1Si,j−1[1],1Si,j−2[1], · · · ,1Si,j+1[1]])
= (−1)pi [fωi,pi−1 , · · · , fωi,1 ],
Ω˜ij(eωkl) = Ω
−1
j~xi
(1Sk,l) = eωk,l−jδik .
Dually, we have
Ω˜ij(f⋆) = (−1)pi−j[fωi,pi−j , · · · , fωi,1 , f⋆],
Ω˜ij(fωij ) = [eωi,pi−1 , · · · , eωi,1 ],
Ω˜ij(fωkl) = fωk,l−jδik .
Moreover, it is easy to verify that
̟(α⋆) = α⋆ + αi1 + · · ·+ αi,pi−j , ̟(αij) = −(αi1 + αi2 + · · · + αi,pi−1),
̟(αkl) = αk,l−jδik , ∀ (k, l) 6= (i, j).
It follows that Ω˜ij((gQ)α) = (gQ)̟(α) for each α ∈ ∆(Q). 
4.5. Recall from §3.1 that for each ~x ∈ L, there is an equivalence of triangulated
categories R~x : D
b(O(~x)⊥) → Db(⊥O(~x)) which induces an equivalence of their root
categories R(O(~x)⊥) ∼= R(⊥O(~x)). Since R~x takes exceptional objects to exceptional
ones, we obtain an isomorphism of Lie algebras
Υ~x : L
r
~x−→Ll~x
taking
1O(~x−~c)[ε] 7−→ − 1O(~x+~c)[ε+1], 1Si,li+1[ε] 7−→1O(~x+~xi)[ε], 1Si,j [ε] 7−→1Si,j [ε]
where ε ∈ {0, 1}, 1 ≤ i ≤ t, and 1 ≤ j ≤ pi with j 6= li, li + 1. Finally, set
Υ˜~x := θ
l
~xΥ~x(θ
r
~x)
−1 : Lc(RX)/I −→ Lc(RX)/I,
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that is, we have the commutative diagram
Lr~x
Υ~x //
θr
~x

Ll~x
θl
~x

Lc(RX)/I Υ˜~x // Lc(RX)/I
Lemma 4.14. For each ~x ∈ L with the normal form ~x =
t∑
i=1
li~xi + l~c, we have
(1) Υ˜~x(1¯O(~x−k~xi)) =

−1¯O(~x)[1], k = 0;
−1¯
S
(k)
i,li
[1]
, 1 ≤ k ≤ pi − 1;
1¯
S
(−k)
i,li−k
, 1 ≤ −k ≤ pi − 1.
(2) for 1 ≤ k ≤ pi − 1, Υ˜~x(1¯S(k)ij ) =

−1¯O(~x−k~xi)[1], j = li;
1¯O(~x+k~xi), j = li + k;
1¯
S
(k)
ij
, otherwise.
Proof. Both statements follow from Lemma 3.2. More precisely,
(1) For the case k = 0,
Υ˜~x(1¯O(~x)) = θ
l
~xΥ~x(1O(~x−~c)) = θ
l
~x(−1O(~x+~c)[1]) = −1¯O(~x)[1],
while for the case 1 ≤ k ≤ pi − 1,
Υ˜~x(1¯O(~x−k~xi)) = θ
l
~xΥ~x(1O(~x−k~xi)) = θ
l
~x(−1S(k)
i,li
[1]
) = −1¯
S
(k)
i,li
[1]
and
Υ˜~x(1¯O(~x+k~xi)) = θ
l
~xΥ~x(1O(~x+k~xi−~c)) = θ
l
~x(−1S(pi−k)
i,li
[1]
) = 1¯
S
(k)
i,li+k
.
(2) In case j = li, we have by Proposition 4.5(5),
Υ˜~x(1¯S(k)i,li
) = −Υ˜~x(1¯S(pi−k)
i,li−k
[1]
) = −θl~xΥ~x(1S(pi−k)
i,li−k
[1]
)
= −θl~x(1O(~x−k~xi+~c)[1]) = −1¯O(~x−k~xi)[1].
In case j = li + k,
Υ˜~x(1¯S(k)
i,li+k
) = θl~xΥ~x(1S(k)
i,li+k
) = θl~x(1O(~x+k~xi)) = 1¯O(~x+k~xi).
The remaining cases are obvious. 
Theorem 4.15. Let ~x ∈ L have the normal form ~x =
t∑
i=1
li~xi + l~c. Then for any
1 ≤ k ≤ t,
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk = Υ˜~xΥ˜~x−~xkΥ˜~x.
Proof. We show that the automorphisms on both sides take the same image on the
set of generators
{1¯X , 1¯X[1] | X = O(~x− ~xk), Sij with 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, and j 6= li − δi,k}.
Since the shift functor [1] induces an isomorphism of Lie algebras, we only check this
fact for the generators 1¯X .
By Lemma 4.14, the automorphisms on both sides preserve the above generators
1¯X for X 6= O(~x− ~xk), Sk,lk , or Si,li+1 (1 ≤ i ≤ t). We now apply Lemma 4.14 again
to treat the remaining cases.
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Case 1: X = O(~x− ~xk). In this case, we have
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯O(~x−~xk)) = Υ˜~x−~xkΥ˜~x(−1¯O(~x−~xk)[1]) = Υ˜~x−~xk(1¯Sk,lk ) = 1¯O(~x)
and
Υ˜~xΥ˜~x−~xkΥ˜~x(1¯O(~x−~xk)) = Υ˜~xΥ˜~x−~xk(−1¯Sk,lk [1]) = Υ˜~x(−1¯O(~x)[1]) = 1¯O(~x).
Case 2: X = Si,li+1 (i 6= k). In this case,
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯Si,li+1) = Υ˜~x−~xkΥ˜~x(1¯O(~x−~xk+~xi)) = Υ˜~x−~xk(1¯O(~x−~xk+~xi)) = 1¯Si,li+1
and
Υ˜~xΥ˜~x−~xkΥ˜~x(1¯Si,li+1) = Υ˜~xΥ˜~x−~xk(1¯O(~x+~xi)) = Υ˜~x(1¯O(~x+~xi)) = 1¯Si,li+1 .
Case 3: X = Sk,lk. Then
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯Sk,lk ) = Υ˜~x−~xkΥ˜~x(1¯O(~x)) = Υ˜~x−~xk(−1¯O(~x)[1]) = −1¯Sk,lk [1]
and
Υ˜~xΥ˜~x−~xkΥ˜~x(1¯Sk,lk ) = Υ˜~xΥ˜~x−~xk(−1¯O(~x−~xk)[1]) = Υ˜~x(1¯O(~x−~xk)) = −1¯Sk,lk [1].
Case 4: X = Sk,lk+1. We consider two subcases pk = 2 and pk > 2. If pk = 2, then
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯Sk,lk+1) = Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(−1¯Sk,lk [1])
=Υ˜~x−~xkΥ˜~x(1¯O(~x)[1]) = Υ˜~x−~xk(−1¯O(~x)) = 1¯Sk,lk
and
Υ˜~xΥ˜~x−~xkΥ˜~x(1¯Sk,lk+1) = Υ˜~xΥ˜~x−~xk(1¯O(~x+~xk)) = Υ˜~xΥ˜~x−~xk(1¯O(~x−~xk+~c))
=Υ˜~xΥ˜~x−~xk(1¯O(~x−~xk)) = Υ˜~x(−1¯O(~x−~xk)[1]) = 1¯Sk,lk .
If pk ≥ 3, then
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯Sk,lk+1) = Υ˜~x−~xkΥ˜~x(1¯Sk,lk+1) = Υ˜~x−~xk(1¯O(~x+~xk)) = 1¯S(2)k,lk+1
and
Υ˜~xΥ˜~x−~xkΥ˜~x(1¯Sk,lk+1) = Υ˜~xΥ˜~x−~xk(1¯O(~x+~xk)) = Υ˜~x(1¯S(2)k,lk+1
) = 1¯
S
(2)
k,lk+1
.
In conclusion, we have in all the cases the equality
Υ˜~x−~xkΥ˜~xΥ˜~x−~xk(1¯X) = Υ˜~xΥ˜~x−~xkΥ˜~x(1¯X).
This finishes the proof. 
4.6. For each exceptional object X ∈ RX, the adjoint operator ad(1¯X) on Lc(RX)/I
is locally nilpotent. Thus, we can define its exponential map
exp(ad(1¯X)) = id + ad(1¯X) +
1
2!
(ad(1¯X))
2 + · · ·
Lemma 4.16. Let X ∈ RX be an exceptional object. Then
(1) exp(ad(1¯X))(1¯X ) = 1¯X ;
(2) exp(ad(1¯X))(h[X]) = h[X] + 21¯X ;
(3) exp(ad(1¯X))(1¯X[1]) = 1¯X[1] + h[X] + 1¯X ;
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Proof. Since [1¯X , 1¯X ] = 0, [1¯X , h[X]] = (
¯[X], ¯[X])1¯X = 21¯X and [1¯X , 1¯X[1]] = h[X],
statements (1) and (2) follow immediately.
For statement (3), we have
exp(ad(1¯X))(1¯X[1]) = 1¯X[1] + [1¯X , 1¯X[1]] +
1
2
[1¯X , [1¯X , 1¯X[1]]]
=1¯X[1] + h[X] +
1
2
[1¯X , h[X]] = 1¯X[1] + h[X] + 1¯X .

Lemma 4.17. For each exceptional object X ∈ RX, the operator
exp(ad(1¯X)) exp(ad(1¯X[1])) exp(ad(1¯X))
exchanges the elements 1¯X and 1¯X[1].
Proof. By Lemma 4.16, we have the equalities
exp(ad(1¯X)) exp(ad(1¯X[1])) exp(ad(1¯X))(1¯X )
= exp(ad(1¯X)) exp(ad(1¯X[1]))(1¯X )
= exp(ad(1¯X))(1¯X − h[X] + 1¯X[1])
=1¯X − (h[X] + 21¯X) + (1¯X + h[X] + 1¯X[1])
=1¯X[1].
(4.3)
Similarly, we have
exp(ad(1¯X)) exp(ad(1¯X[1])) exp(ad(1¯X))(1¯X[1]) = 1¯X .(4.4)

By Lemma 4.6 we can easily obtain the following result.
Lemma 4.18. For each ~x of normal form ~x =
t∑
i=1
li~xi + l~c and 1 ≤ k ≤ pi − 1, the
following hold in Lc(RX)/I:
(1) exp(ad(1¯O(~x)))(1¯S(k)ij
) = 1¯
S
(k)
ij
− δj,li+k1¯O(~x+k~xi);
(2) exp(ad(1¯O(~x)))(1¯S(k)ij [1]
) = 1¯
S
(k)
ij [1]
+ δj,li1¯O(~x−k~xi);
(3) exp(ad(1¯O(~x)))(1¯O(~x−k~xi)[1]) = 1¯O(~x−k~xi)[1] − 1¯S(k)
i,li
;
(4) exp(ad(1¯O(~x)))(1¯O(~x+k~xi)[1]) = 1¯O(~x+k~xi)[1] + 1¯S(k)i,li+k[1]
.
Recall from Corollary 4.11 that, for each ~x ∈ L of the normal form ~x =
t∑
i=1
li~xi+ l~c,
the quotient algebra Lc(RX)/I admits a set of Chevalley generators
1¯X , 1¯X[1], h[X], X ∈ {O(~x), Sij | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}.
Consequently, there is an automorphism
E~x : Lc(RX)/I −→ Lc(RX)/I
taking 1¯O(~x)[ε] 7→ −1¯O(~x)[ε], 1¯Si,li+1[ε] 7→ −1¯Si,li+1[ε] (ε ∈ {0, 1}, 1 ≤ i ≤ t) and fixing
all the other generators.
In the following we show that for each ~x ∈ L, the automorphism
Υ˜~x : Lc(RX)/I −→ Lc(RX)/I,
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can be expressed as a product of certain Tits’ automorphisms (up to sign).
Proposition 4.19. For each ~x ∈ L of the normal form ~x =
t∑
i=1
li~xi + l~c, the equality
Υ˜~xE~x = exp(ad(1¯O(~x))) exp(ad(1¯O(~x)[1])) exp(ad(1¯O(~x)))
holds in Aut(Lc(RX)/I).
Proof. We show that the operators on both sides take the same values on the set of
generators
{1¯X , 1¯X[1] | X = O(~x), Sij with 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li}.
As above, we only consider the generators 1¯X .
Case 1: X = O(~x). By Lemma 4.14(1) and Lemma 4.17, we have
Υ˜~xE~x(1¯O(~x)) = 1¯O(~x)[1] = exp(ad(1¯O(~x))) exp(ad(1¯O(~x)[1])) exp(ad(1¯O(~x)))(1¯O(~x)).
Case 2: X = Sij (j 6= li+1). It is easy to see that the automorphisms on both sides
act as identities on 1¯Sij .
Case 3: X = Si,li+1. By Lemma 4.14(2),
Υ˜~xE~x(1¯Si,li+1) = −1¯O(~x+~xi).
On the other hand,
exp(ad(1¯O(~x))) exp(ad(1¯O(~x)[1])) exp(ad(1¯O(~x)))(1¯Si,li+1)
= exp(ad(1¯O(~x))) exp(ad(1¯O(~x)[1]))(1¯Si,li+1 − 1¯O(~x+~xi))
= exp(ad(1¯O(~x)))(1¯Si,li+1 − (1¯O(~x+~xi) + 1¯Si,li+1))
= exp(ad(1¯O(~x)))(−1¯O(~x+~xi))
=− 1¯O(~x+~xi).
(4.5)

Fix ~x of the normal form ~x =
t∑
i=1
li~xi + l~c and 1 ≤ k ≤ t. By Corollary 4.11,
the elements 1X ,1X[1], h[X] form a complete set of Chevalley generators of Lc(RX)/I,
where
X ∈ {O(~x− ~xk), Sij | 1 ≤ i ≤ t, 0 ≤ j ≤ pi − 1, j 6= li − δi,k} =: X .
Further, define an automorphism
E~x,k : Lc(RX)/I −→ Lc(RX)/I
which takes 1¯Sk,j [ε] 7→ −1¯Sk,j [ε] (ε ∈ {0, 1}, j = lk, lk + 1) and fixes all the other
generators.
Proposition 4.20. Let ~x ∈ L be of the normal form ~x =
t∑
i=1
li~xi + l~c. Then for any
1 ≤ k ≤ t,
Υ˜~x−~xkΥ˜~xΥ˜~x−~xkE~x,k = exp(ad(1¯Sk,lk )) exp(ad(1¯Sk,lk [1])) exp(ad(1¯Sk,lk )).
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Proof. We show that the automorphisms on both sides take the same values for the
generators 1¯X , 1¯X[1],X ∈ X . For simplicity, we denote by E the automorphism on
the right hand side. We first calculate the images of E on the set of generators 1¯X
given above. The calculation for 1¯X[1] is analogous. By the definition, for X ∈
X \{O(~x − ~xk), Sk,lk , Sk,lk+1}, E(1¯X) = 1¯X . In the following we calculate E(1¯X) for
the remaining X.
Case 1: X = O(~x− ~xk). In this case,
E(1¯O(~x−~xk)) = exp(ad(1¯Sk,lk )) exp(ad(1¯Sk,lk [1]))(1¯O(~x−~xk) − 1¯O(~x))
= exp(ad(1¯Sk,lk ))(1¯O(~x−~xk) + (1¯O(~x) − 1¯O(~x−~xk)))
= exp(ad(1¯Sk,lk ))(1¯O(~x)) = 1¯O(~x).
Case 2: X = Sk,lk . By Lemma 4.17,
E(1¯Sk,lk ) = 1¯Sk,lk [1].
Case 3: X = Sk,lk+1. If pk = 2, we have by Lemma 4.17,
E(1¯Sk,lk+1) = E(−1¯Sk,lk [1]) = −1¯Sk,lk .
If pk ≥ 3, then
E(1¯Sk,lk+1) = exp(ad(1¯Sk,lk )) exp(ad(1¯Sk,lk [1]))(1¯Sk,lk+1 − 1¯S(2)k,lk+1
)
= exp(ad(1¯Sk,lk ))(Sk,lk+1 − (1¯S(2)k,lk+1
+ 1¯Sk,lk+1 ))
= exp(ad(1¯Sk,lk ))(−1¯S(2)k,lk+1
) = −1¯
S
(2)
k,lk+1
.
A comparison with the calculations given in the proof of Theorem 4.15 implies the
desired equality. 
Finally, for each ~x ∈ L, set
Ξ~x := Φ
−1Υ˜~xΦ : gQ −→ gQ.
In other words, we have the following commutative diagram:
gQ
Ξ~x //
Φ

gQ
Φ

Lc(RX)/I Υ˜~x // Lc(RX)/I
As a consequence of Propositions 4.19 and 4.20, we obtain the main result of this
section.
Theorem 4.21. The following equalities hold in Aut(gQ), up to sign:
Ξ0 = exp(ad(e⋆)) exp(ad(−f⋆)) exp(ad(e⋆))
and for each vertex ω = ωij with (i, j) ∈ Î,
Ξ(j−1)~xiΞj~xiΞ(j−1)~xi = exp(ad(eω)) exp(ad(−fω)) exp(ad(eω)).
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5. Double Ringel–Hall algebra of X and Lusztig’s symmetries
As in the previous sections, we fix a finite field F with q elements and set v =
√
q.
Let X = XF be the weighted projective line over F associated with p and λ and let
Q = (I,Q1) be the associated star shaped quiver given in §2.3. In this section, we deal
with the (reduced Drinfeld) double composition algebras of subcategories Db(O(~x)⊥)
and Db(⊥O(~x)) of Db(cohXF) both of which are naturally isomorphic to the quantum
enveloping algebraUv(gQ) by specializing v to the square root v =
√
q. By applying a
theorem of Cramer [6], mutation functors between Db(O(~x)⊥) and Db(⊥O(~x)) induce
isomorphisms of their associated double composition algebras. We finally show that
these isomorphisms indeed provide a realization of Lusztig’s symmetries of Uv(gQ).
5.1. By definition, the Ringel–Hall algebra H(X) of X is the complex vector space
with basis u[X] with [X] running through all the isoclasses of coherent sheaves in
cohX. However, we will write uX = u[X] for notational simplicity. The multiplication
is given by
uMuN = v
〈[M ],[N ]〉
∑
[L]
FLM,NuL,
where the sum is taken over all the isoclasses [L] in cohX, and FLM,N denotes the
number of subsheaves X of L such that L ∼= N and L/X ∼= M . Following [34] (see
also [8]), we can define the (reduced Drinfeld) double Ringel–Hall algebra DH(X) of
X which admits a triangular decomposition
DH(X) = H+(X)⊗C H0(X)⊗C H−(X),
where H0(X) = C[Kα | α ∈ K0(cohX)] and H+(X) (resp., H−(X)) has a basis {u+X}
(resp., {u−X}) such that H(X) ∼= H+(X) taking uX 7→ u+X (resp., H(X) ∼= H−(X)
taking uX 7→ u−X). In particular,
Kαu
±
X = v
±(α,[X])u±XKα, [u
+
Sij
, u−Sij ] =
K[Sij ] −K−1[Sij ]
1− v2
where α ∈ K0(cohX), X ∈ cohX, 1 ≤ i ≤ t and 0 ≤ j ≤ pi − 1.
In general, for each hereditary abelian F-category A with finite dimensional Hom-
spaces and Ext-spaces, we can define similarly the Ringel–Hall algebra H(A) of A
and its (reduced Drinfeld) double DH(A).
5.2. By a result of Cramer [6], the mutation functor
R~x : D
b(O(~x)⊥) −→ Db(⊥O(~x))
defined in Section 3 induces an isomorphism between the double Ringle–Hall algebras
R˜~x : DH(O(~x)⊥) −→ DH(⊥O(~x)).
Now let DC(O(~x)⊥) (resp., DC(⊥O(~x))) be the subalgebra of DH(O(~x)⊥) (resp.,
DH(⊥O(~x))) generated by u±X andKα withX exceptional in O(~x)⊥ (resp., ⊥O(~x)) and
α ∈ K0(O(~x)⊥) (resp., α ∈ K0(⊥O(~x))), called the composition subalgebra. By [28,
Cor. 3.6], DC(O(~x)⊥) (resp., DC(⊥O(~x))) is generated by K±1[Xi] and u
±
Xi
(1 ≤ i ≤ n)
for each complete exceptional sequence (X1, . . . ,Xn) in O(~x)⊥ (resp., ⊥O(~x)).
More precisely, in case ~x = 0, DC(O⊥) is generated by u±O(−~c), u±Sij and Kα for
(i, j) ∈ Î and α ∈ K0(O⊥). Then R˜0 restricts to an isomorphism
R˜0 : DC(O⊥) −→ DC(⊥O)
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which, by [6, Prop. 5], takes Kα 7→ KR0(α) for α ∈ K0(O⊥),
u±O(−~c) 7−→ − v−1u∓O(~c)K±1[O(~c)], u±Si1 7−→u±O(~xi), ∀ 1 ≤ i ≤ t,
and preserves all other generators. For ~x = j~xi with (i, j) ∈ Î, DC(O(j~xi)⊥) is
generated by u±O, u
±
Si0
, u±Skl , and Kα for ωkl ∈ Î\{(i, j)} and α ∈ K0(O(j~xi)⊥). Then
R˜j~xi restricts to an isomorphism
R˜j~xi : DC(O(j~xi)⊥) −→ DC(⊥O(j~xi))
which takes Kα 7→ KRj~xi (α) for α ∈ K0(O(j~xi)
⊥),
u±O 7−→ − v−1u∓S(j)ij
K±1
[S
(j)
ij ]
, u±Sk,δi,kj+1
7−→u±O(j~xi+~xk), ∀ 1 ≤ k ≤ t,
and preserves all other generators.
5.3. Let Uv(LgQ) be the quantum loop algebra of gQ which, by definition, is an
algebra over C generated by x±ω,k, hω,l, and K
±1
ω for ω ∈ I, k ∈ Z and l ∈ Z×
subject to certain relations; see for example, [31, §1.8]. Also, recall from §2.2 that
the quantum enveloping algebra Uv(gQ) is the C-algebra generated by Eω, Fω ,K
±1
ω
(ω ∈ I).
Lemma 5.1. Each map σ : I → Z induces an automorphism
ξσ : Uv(LgQ) −→ Uv(LgQ), K±1ω 7−→K±1ω , hω,r 7−→hω,r, x±ω,k 7−→x±ω,k±σ(ω)
for all ω ∈ I, r ∈ Z×, k ∈ Z. In particular, the subalgebra generated by the x±
ω,±σ(ω)
and K±1ω is isomorphic to Uv(gQ) via taking
K±1ω 7−→K±1ω , x+ω,σ(ω) 7−→Eω, x−ω,−σ(ω) 7−→Fω.
Proof. The fact that ξσ is an automorphism follows from a direct checking (but te-
dious) on the generating relations of Uv(LgQ). This induces an isomorphism between
the two subalgebras ofUv(LgQ) generated respectively by the x±ω,0 and by the x±ω,±σ(ω)
together with the K±1ω , where the former one is obviously isomorphic to Uv(gQ).

We now introduce some notation for later use. Let A be an algebra over C. For
x, y ∈ A and 0 6= c ∈ C, set
[x, y]c = xy − cyx ∈ A.
Then [x, y]c = −c[y, x]c−1 . Further, for x1, . . . , xn ∈ A with n ≥ 3, we define recur-
sively
[x1, x2, · · · , xn]v−1 = [[x1, . . . , xn−1]v−1 , xn]v−1 and
[x1, x2 · · · , xn]v = [[x1, [x2 · · · , xn]v]v.
Then by an inductive argument, we have
[x1, x2, · · · , xn]v±1 = (−v±1)n−1[xn, · · · , x2, x1]v∓1 .
The following result can be checked by a direct calculation.
Lemma 5.2. (1) [x, [y, z]v±1 ]v±1 = [[x, y]v±1 , z]v±1 + v
±1[y, [x, z]];
(2) [x, [y, z]v±1 ] = [[x, y], z]v±1 + [y, [x, z]]v±1 .
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Remark 5.3. As a consequence of (1), if [x, z] = 0, then
[x, [y, z]v±1 ]v±1 = [[x, y]v±1 , z]v±1 .
More generally, if x1, . . . , xn satisfy [xi, xj ] = 0 for |i− j| ≥ 2, then
[[x1, . . . , xn−1]v±1 , xn]v±1 = [x1, x2, · · · , xn]v±1 = [x1, [x2 · · · , xn]v±1 ]v±1 .
By [31, Thm. 5.2] and [8, Thm. 5.5], there is a surjective algebra homomorphism
Ξ : Uv(LgQ) −→ DC(cohX),
where DC(cohX) denotes the composition subalgebra of DH(X). We refer to [8,
Thm. 5.5] for the precise definition of Ξ. We remark that for any α ∈ Γ and λα ∈ Z,
if we replace the generators Kα of DC(cohX) by Kα+λαδ, we still obtain a surjection.
In the following, we will identify the following groups for any ~x ∈ L:
K0(Γ) = K0(cohX)/Zδ = K0(O(~x)⊥) = K0(⊥O(~x)).
For each (i, j) ∈ Î , we simply write u±ij = u±Sij and Kij = K[Sij ].
Lemma 5.4. (1) Let X,Y ∈ cohX and α, β ∈ K0(cohX). Then for each a ∈ Z,
[u±XKα, u
±
YKβ]va = v
(α,[Y ])[u±X , u
±
Y ]va′KαKβ and
[u±XKα, u
∓
YKβ]va = v
−(α,[Y ])[u±X , u
∓
Y ]va′′KαKβ,
where a′ = a± ([X], β) ∓ (α, [Y ]) and a′′ = a± ([X], β) ± (α, [Y ]).
(2) If ([Sij ], [X]) = −1 and [u±ij , u∓X ] = 0 for some (i, j) ∈ Î and X ∈ cohX, then
[u−ij , [u
+
X , u
+
ij ]v−1 ] = v
−2u+XKij and [[u
−
ij , u
−
X ]v , u
+
ij ] = v
−1u−XK
−1
ij .
Proof. The statement (1) can be checked directly. We now prove (2).
By Lemma 5.2, we have
[u−ij, [u
+
X , u
+
ij ]v−1 ] = [[u
−
ij , u
+
X ], u
+
ij ]v−1 + [[u
+
X , [u
−
ij , u
+
ij ]]v−1 = [[u
+
X , [u
−
ij , u
+
ij ]]v−1 .
Recall that [u−ij , u
+
ij ] =
K−1ij −Kij
1−v2
. By ([Sij ], [X]) = −1, we have
[u+X ,K
−1
ij ]v−1 = 0 and [u
+
X ,Kij ]v−1 = (v − v−1)Kiju+X .
It follows that [u−ij , [u
+
X , u
+
ij ]v−1 ] = v
−1Kiju
+
X .
Similarly, we get
[[u−ij , u
−
X ]v, u
+
ij ] = −[[u+ij , u−ij ], u−X ]v = −[
Kij −K−1ij
1− v2 , u
−
X ]v
=
1
1− v2 [K
−1
ij , u
−
X ]v = v
−1u−XK
−
ij .

We recall from [8, §5.7] the following elements in DC(cohX):
η+ij = (−1)j+1vpiKij [u+i,pi , · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1 and
η−ij = (−1)pi−jv−1[u−i,j−1, · · · , u−i,1, u−i,j+1, · · · , u−i,pi ]vK−1ij ,
where (i, j) ∈ Î. In particular,
η+i1 = u
+
S
(pi−1)
i0
K−1
[S
(pi−1)
i0 ]
and η−i1 = −v−1u−
S
(pi−1)
i0
K
[S
(pi−1)
i0 ]
.
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Then by [8, Thm. 5.5], Ξ(x±ω,∓1) = η
∓
ij for ω = ωij ∈ I\{⋆}. Moreover, [η±ij , u∓kl] = 0
whenever ωij 6= ωkl and [η±ij , u∓O(k~c)] = 0 for j ≥ 2 and k ∈ Z.
Lemma 5.5. Let (i, j) ∈ Î with j ≥ 2. Then
(1) [u−i1, · · · , u−i,j−2, u−i,j−1, η+ij ]v−1 = (−v)−(j−1)u+
S
(pi−j)
i0
K−1
[S
(pi−j)
i0 ]
;
(2) [η−ij , u
+
i,j−1, u
+
i,j−2, · · · , u+i,1]v = −v−1u−
S
(pi−j)
i0
K
[S
(pi−j)
i0 ]
.
Consequently,
(3) [u−i,pi−1, · · · , u−i,j+1, u−i1, · · · , u−i,j−1, η+ij ]v−1 = (−1)j+1v−pi+2u+i0K−1i0 Kδ;
(4) [η−ij , u
+
i,j−1, · · · , u+i,1, u+i,j+1, · · · , u+i,pi−1]v = (−1)pi−jv−1u−i0Ki0K−1δ .
Proof. (1) By the definition,
η+ij = (−1)j+1vpiKij[u+i,pi , · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1
= (−1)j+1vpi−2[u+i,pi , · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1Kij .
A calculation together with Lemma 5.4 shows that
[u−i,j−1, [u
+
i,pi
, · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1Kij ]v−1
=[u−i,j−1, [u
+
i,pi
, · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1 ]Kij
=v−2[u+i,pi , · · · , u+i,j+1, u+i,1, · · · , u+i,j−2]v−1Ki,j−1Kij .
Thus, applying the operator [u−i,j−1,−]v−1 to the expression
[u+i,pi , · · · , u+i,j+1, u+i,1, · · · , u+i,j−1]v−1Kij(5.1)
will cancel the term u+i,j−1 and produce a new factor v
−2Ki,j−1. Keep on applying
the operators [u−i,k,−]v−1 for k from j − 2 to 1 step by step, we finally obtain from
Lemma A.2(3) that
[u−i1, · · · , [u−i,j−2, [u−i,j−1, η+ij ]v−1 ]v−1 · · · ]v−1
=(−1)j+1vpi−2(v−2)j−1[u+i,pi , · · · , u+i,j+1]v−1Ki,1 · · ·Ki,j−1Kij
=(−1)j+1vpi−2jv−(pi−j−1)u+
S
(pi−j)
i0
Ki,1 · · ·Ki,j−1Kij
=(−v)−(j−1)u+
S
(pi−j)
i0
K−1
[S
(pi−j)
i0 ]
Kδ.
Moreover, if we further keep on applying the operators [u−i,k,−]v−1 for k from j+1 to
pi − 1 step by step, we will cancel all the other terms in the expression (5.1) except
u+i,pi . Hence we get the statement (3).
Dually, we can prove the statements (2) and (4). 
Proposition 5.6. For each ~x ∈ L, there are uniquely determined maps σr~x, σl~x : I → Z
such that Ξ(x+
ω,σr
~x
(ω)) ∈ DC(O(~x)⊥) and Ξ(x+ω,σl
~x
(ω)
) ∈ DC(⊥O(~x)) for all ω ∈ I.
Proof. We only show the existence of σr~x. The proof for the existence of σ
l
~x is similar.
It suffices to show that for each ω ∈ I, there exists a unique integer k such that
Ξ(x+ω,k) ∈ DC(O(~x)⊥). (We then define σr~x(ω) = k.)
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Write ~x =
t∑
i=1
li~xi+ l~c in the normal form. In case ω = ⋆, we have Ξ(x
+
⋆,k) = u
+
O(k~c).
Then k =
∑t
i=1 li + l − 1 is the unique integer satisfying O(k~c) ∈ O(~x)⊥. Now
we consider the case ω = ωij ∈ I\{⋆}. Note that for each torsion sheaf S with
[S] ≥ δ, we have Hom(O(~x), S) 6= 0, i.e., S 6∈ O(~x)⊥. Thus, for every k 6= 0,−1,
Ξ(x+ω,k) 6∈ DC(O(~x)⊥). We need to show that exactly one of Ξ(x+ω,0) = u+Sij and
Ξ(x+ω,−1) = η
−
ij lies in DC(O(~x)⊥). This is true because
Sij 6∈ O(~x)⊥ ⇐⇒ j = li ⇐⇒ η−ij ∈ DC(O(~x)⊥).

5.4. Combining Lemma 5.1 and Proposition 5.6 gives rise to a homomorphism ρr~x :
Uv(gQ)→ DC(O(~x)⊥) taking
eω 7−→Ξ(x+ω,σr
~x
(ω)), fω 7−→Ξ(x−ω,−σr
~x
(ω)), K
±1
ω 7−→K±1ω K±1σr
~x
(ω)δ , ∀ω ∈ I
and a homomorphism ρl~x : Uv(gQ)→ DC(⊥O(~x)) taking
eω 7−→Ξ(x+ω,σl
~x
(ω)
), fω 7−→Ξ(x−ω,−σl
~x
(ω)
), K±1ω 7−→K±1ω K±1σl
~x
(ω)δ
, ∀ω ∈ I.
Proposition 5.7. For each (i, j) ∈ Î, ρrj~xi and ρlj~xi are isomorphisms.
Proof. We only prove that ρrj~xi is an isomorphism. The proof for ρ
l
j~xi
is analogous.
For convenience, we use the notation Ekl = Eω and Fkl = Fω for ω = ωkl ∈ I.
Then ρrj~xi satisfies
ρrj~xi :E⋆ 7−→u+O(−δj0~c), F⋆ 7−→ − vu
−
O(−δj0~c)
, K±1⋆ 7−→K±1[O(−δj0~c)],
Eij 7−→η−ij , Fij 7−→η+ij , K±1ij 7−→K±1ij K∓δ for j 6= 0,
and takes Ekl 7→ u+kl, Fkl 7→ −vu−kl, K±1kl 7→ K±1kl for the remaining ω = ωkl ∈ I.
Recall from §5.2 that for j = 0, DC(O⊥) is generated by u±O(−~c), u±Skl , and Kα for
(k, l) ∈ Î and α ∈ K0(O⊥). This implies that ρr0 is surjective. For j 6= 0, DC(O(j~xi)⊥)
is generated by u±O, u
±
Si0
, u±Skl , and Kα for (k, l) ∈ Î\{(i, j)} and α ∈ K0(O(j~xi)⊥). By
applying Lemma 5.4(2) to the element η±ij , we obtain that u
±
Si0
can be generated by η±ij
and u±Sij′
for 1 ≤ j′ 6= j ≤ pi − 1, together with Kα’s. In other words, DC(O(j~xi)⊥)
is generated by u±O, η
±
ij , u
±
Skl
, and Kα for (k, l) ∈ Î\{(i, j)} and α ∈ K0(O(j~xi)⊥).
Hence, ρrj~xi is surjective.
By [10, Prop. 14], the object
Tij :=
⊕
0<~y≤~c
O(j~xi − ~y)
is a tilting object in O(j~xi)⊥ whose endomorphism algebra is isomorphic to kQ. By
a theorem of Green [12], we have an isomorphism
Λij : Uv(gQ) −→ DC(O(j~xi)⊥)
taking
E⋆ 7−→u+O(j~xi−~c), F⋆ 7−→ − vu
−
O(j~xi−~c)
, K±⋆ 7−→K±[O(j~xi−~c)],
Ekl 7−→u+Skl(j~xi), Fkl 7−→ − vu
−
Skl(j~xi)
, K±kl 7−→K±[Skl(j~xi)] for (k, l) ∈ Î .
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Consider the composition
Ψij = Λ
−1
ij ◦ ρrj~xi : Uv(gQ) −→ DC(O(j~xi)⊥) −→ Uv(gQ)
which is surjective. It is easy to see that
Ψij(Ekl) = Ek,l−jδik , ∀ (k, l) 6= (i, j).
Furthermore,
Ψij(Eij) = Λ
−1
ij (η
−
ij) = (−1)j+1v−pi [Fi,pi−1, · · · , Fi,pi+1−j , Fi,1, · · · , Fi,pi−j]vK−1ij .
Since u+O = v
−(pi−j)[u+i,pi , · · · , u+i,j+1, u+O(~x−~c)]v−1 , it follows that
Ψij(E⋆) = Λ
−1
ij (u
+
O) = v
−(pi−j)[Ei,pi−j, · · · , Ei,1, E⋆]v−1 .
Similarly,
Ψij(Fkl) = Fk,l−jδik , ∀ (k, l) 6= (i, j),
Ψij(Fij) = Λ
−1
ij (η
+
ij) = (−1)j+1vpiKij [Ei,pi−j, · · · , Ei,1, Ei,pi−j+1, · · · , Ei,pi−1]v−1 ,
Ψij(F⋆) = Λ
−1
ij (−vu−O) = (−1)pi−jv2[Fi,pi−j , · · · , Fi,1, F⋆]v−1 .
In order to prove that Ψij is an isomorphism, we consider the quantum enveloping
algebra Uv(gQ) of gQ over C(v) which is the field of rational functions in an inde-
terminate v. Let Ψij : Uv(gQ) → Uv(gQ) be the map given by the same formulas
as Ψij via substituting v for v. Since DC(O(j~xi)⊥) admits a generic form, it follows
that Ψij is a surjective C(v)-algebra homomorphism.
Let A be the localization of C[v,v−1] by the multiplicative set
{[m1]! · · · [ms]! | s ≥ 1, ,m1, . . . ,ms ≥ 0}.
Then A is again a principal ideal domain. By UA we denote the A -subalgebra of
Uv(gQ) generated by
E(m)ω =
Emω
[m]!
, F (m)ω =
Fmω
[m]!
, K±1ω for ω ∈ I.
Then UA admits a triangular decomposition
UA = U
−
A
⊗U0A ⊗U+A ,
where U−
A
(resp., U+
A
) is the A -subalgebra generated by the F
(m)
ω (resp., E
(m)
ω ) and
U0
A
= UA ∩Uv(gQ)0 = UA ∩ C(v)[K±1ω | ω ∈ I]. Moreover, U−A and U+A are free
A -modules with decompositions
U−
A
=
⊕
ξ∈NI
(U−
A
)−ξ and U
+
A
=
⊕
ξ∈NI
(U+
A
)ξ,
and U0
A
is also a free A -module; see [18, 19].
Let U(gQ) be the universal enveloping algebra of gQ which by definition is a C-
algebra generated by eω, fω, hω (ω ∈ I) with certain relations. For simplicity, we
write
ekl = eωkl , fkl = fωkl for (k, l) ∈ Î.
By viewing C as an A -module with the action of v being 1, we have by [19] that the
map
φ : UA ⊗ C/〈Kω − 1 | ω ∈ I〉 −→ U(gQ)
taking
Eω 7−→eω, Fω 7−→fω, EωFω − FωEω 7−→hω (ω ∈ I),
is a C-algebra isomorphism.
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It is clear that Ψij induces an A -algebra homomorphism
ΨAij : UA −→ UA
which further gives rise to a C-algebra homomorphism
Ψ
(1)
ij : UA ⊗C/〈Kω − 1 | ω ∈ I〉 −→ UA ⊗C/〈Kω − 1 | ω ∈ I〉.
Finally, we obtain a C-algebra homomorphism
φΨ
(1)
ij φ
−1 : U(gQ) −→ U(gQ)
which induces a Lie algebra homomorphism θij : gQ → gQ taking
θij(ekl) = ek,l−jδik , θij(fkl) = fk,l−jδik , ∀ (k, l) 6= (i, j),
θij(e⋆) = [ei,pi−j , · · · , ei,1, e⋆], θij(f⋆) = (−1)pi−j[fi,pi−j, · · · , fi,1, f⋆],
θij(eij) = (−1)j+1[fi,pi−1, · · · , fi,pi+1−j, fi,1, · · · , fi,pi−j ]
= (−1)j+1[[fi,pi−1, · · · , fi,pi+1−j ], (−1)pi−j−1[fi,pi−j, · · · , fi,1]]
= (−1)pi [fi,pi−1, · · · , fi,1],
θij(fij) = (−1)j+1[ei,pi−j, · · · , ei,1, ei,pi−j+1, · · · , ei,pi−1]
= (−1)j+1[[ei,pi−j , · · · , ei,1], (−1)j−2[ei,pi−1, · · · , ei,pi−j+1]]
= [ei,pi−1, · · · , ei,1].
It is straightforward to check that θij coincides with Ω˜ij defined in Proposition 4.13.
Hence, θij is an isomorphism. Since Ω˜ij((gQ)α) = (gQ)̟(α) for all α ∈ ∆(Q), it follows
from Poincare´–Birkhoff–Witt theorem that φΨ
(1)
ij φ
−1 is an isomorphism, too.
Let s ≥ 1 and take ξ1, . . . , ξs, η1, . . . , ηs ∈ NI. Then the A -module
Lξ1,... ,ξs,η1,... ,ηs :=
s⊕
i=1
(U−
A
)ξi(U
+
A
)ηi
is free of finite rank. Since A is a principal ideal domain, the image
Ψ
(1)
ij (Lξ1,... ,ξs,η1,... ,ηs) ⊂ UA
is also a free A -module. Then Ψ
(1)
ij restricts to an A -module homomorphism
ζ : Lξ1,... ,ξs,η1,... ,ηs −→ Ψ(1)ij (Lξ1,... ,ξs,η1,... ,ηs)
which splits. Thus, Ker(ζ) is a free A -submodule of Lξ1,... ,ξs,η1,... ,ηs . Furthermore, ζ
induces a surjective C-linear map
s⊕
i=1
(U(gQ))ξi(U(gQ)ηi −→ φΨ(1)ij φ−1
( s⊕
i=1
(U(gQ))ξi(U(gQ)ηi
)
which coincides with the restriction of φΨ
(1)
ij φ
−1 and whose kernel is isomorphic to
Ker(ζ)⊗A C. Since φΨ(1)ij φ−1 is an isomorphism, it follows that
Ker(ζ)⊗A C = 0,
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and hence, Ker(ζ) = 0, i. e., ζ is injective. By choosing ξ1, . . . , ξs, η1, . . . , ηs arbi-
trarily, we obtain that the restriction of ΨAij to U
−
A
U+
A
is injective. Therefore, the
restriction of Ψij to Uv(gQ)
−Uv(gQ)
+ gives an isomorphism
Uv(gQ)
−Uv(gQ)
+ −→ Ψij
(
Uv(gQ)
−Uv(gQ)
+
)
.
By the definition, Ψij induces an isomorphism Uv(gQ)
0 → Uv(gQ)0. Since
Uv(gQ) = Ψij
(
Uv(gQ)
−Uv(gQ)
+
)⊗C(v) Uv(gQ)0,
we conclude that Ψij is an isomorphism.
Specializing v to v shows that Ψij is an isomorphism. This implies that ρ
r
j~xi
is an
isomorphism, as desired. 
Similarly, it can been shown that both of ρr~x and ρ
l
~x are isomorphisms for each
~x ∈ L.
5.5. Define
Θ~x := (ρ
l
~x)
−1R˜~xρ
r
~x : Uv(gQ) −→ Uv(gQ).
In other words, we have the following commutative diagram:
Uv(gQ)
Θ~x //
ρr
~x

Uv(gQ)
ρl
~x

DC(O(~x)⊥) R˜~x // DC(⊥O(~x))
The following results describe the automorphism Θ~x for 0 ≤ ~x < ~c.
Proposition 5.8. For each ω ∈ I, we have
(1) Θ0(Eω) =
 −K⋆F⋆, ω = ⋆;[Ei1, E⋆]v , ω = ωi1;
Eω, otherwise;
(2) Θ0(Fω) =
 −F⋆K
−1
⋆ , ω = ⋆;
[F⋆, Fi1]v−1 , ω = ωi1;
Fω, otherwise;
Proof. We only prove the statement (1). The second one can be proved similarly.
It is clear that Θ0 preserves all the Chevalley generators eω for ω 6= ⋆, ωi1. Note
that
R˜0(u
+
O(−~c)) = v
−1u−O(~c)K[O(~c)] = vK[O(~c)]u
−
O(~c).
Thus
Θ0(E⋆) = (ρ
l
~x)
−1R˜0(u
+
O(−~c)) = (ρ
l
~x)
−1(vK[O(~c)]u
−
O(~c)) = −K⋆F⋆.
By Lemma A.2,
R˜0(u
+
Si1
) = u+
O(~xi)
= [u+
O(~c)
, u−
S
(pi−1)
i0
K
[S
(pi−1)
i0 ]
]v−1
=− v−1[u−
S
(pi−1)
i0
K
[S
(pi−1)
i0 ]
, u+
O(~c)
]v = [η
−
i1, u
+
O(~c)
]v.
Therefore,
Θ0(Ei1) = (ρ
l
~x)
−1R˜0(u
+
Si1
) = (ρl~x)
−1([η−i1, u
+
O(~c)]v) = [Ei1, E⋆]v.

Proposition 5.9. Fix (i, j) ∈ Î. Then for each ω ∈ I,
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(1) Θj~xi(Eω) =

(−1)jKi1 · · ·Kij [Fij , · · · , Fi1]v−1 , ω = ⋆;
K⋆Ki1 · · ·Ki,j−1[F⋆, Fi1, · · · , Fi,j−1]v−1 , ω = ωij;
[Ei,j+1, · · · , Ei1, E⋆]v, ω = ωi,j+1;
(−1)j [Ek1, E⋆, Ei1, · · · , Eij ]v, ω = ωk1 6= ωi1;
Eω, otherwise;
(2) Θj~xi(Fω) =

(−1)j [Ei1, · · · , Eij ]vK−1i1 · · ·K−1ij , ω = ⋆;
[Ei,j−1, · · · , Ei1, E⋆]vK−1⋆ K−1i1 · · ·K−1i,j−1, ω = ωij;
[F⋆, Fi1, · · · , Fi,j+1]v−1 , ω = ωi,j+1;
(−1)j [Fij , · · · , Fi1, F⋆, Fk1]v, ω = ωk1 6= ωi1;
Fω, otherwise.
Proof. We only prove (1). The proof for (2) is entirely analogous.
Since
R˜j~xi(u
+
O) = v
−1u−
S
(j)
ij
K
[S
(j)
ij ]
= vK
[S
(j)
ij ]
u−
S
(j)
ij
= vjKi1 · · ·Kij [u−ij, · · · , u−i1]v−1 ,
it follows that Θj~xi(E⋆) = (−1)jKi1 · · ·Kij[Fij , · · · , Fi1]v−1 . Further, by the equalities
R˜j~xi(η
−
ij) = R˜j~xi((−1)pi−jv−1[u−i,j−1, · · · , u−i,1, u−i,j+1, · · · , u−i,pi ]vK−1ij )
= (−1)pi−jv−1[u−i,j−1, · · · , u−i,1, u−O((j+1)~xi), · · · , u
−
i,pi
]vK[O((j−1)~xi)]
= (−1)pi−jv−1[u−i,j−1, · · · , u−i,1, (−1)pi−j−1u−O(~c)]vK[O((j−1)~xi)],
we obtain that
Θj~xi(Eij) = (−v)−j−1[Fi,j−1, · · · , Fi,1, F⋆]vK⋆Ki1 · · ·Ki,j−1
= K⋆Ki1 · · ·Ki,j−1[F⋆, Fi1, · · · , Fi,j−1]v−1 .
Finally, the equalities
R˜j~xi(u
+
i,j+1) =u
+
O((j+1)~xi)
= [u+O(~c), u
−
S
(pi−j−1)
i0
K
[S
(pi−j−1)
i0 ]
]v−1
=− v−1[u−
S
(pi−j−1)
i0
K
[S
(pi−j−1)
i0 ]
, u+O(~c)]v = [[η
−
i,j+1, u
+
ij , · · · , u+i1]v , u+O(~c)]v
=[η−i,j+1, u
+
ij , · · · , u+i1, u+O(~c)]v
imply that Θj~xi(Ei,j+1) = [Ei,j+1, · · · , Ei1, E⋆]v, and the equalities
R˜j~xi(u
+
k,1) = u
+
O(j~xi+~xk)
= [u+O(j~xi+~c), u
−
S
(pk−1)
k0
K
[S
(pk−1)
k0 ]
]v−1
= −v−1[u−
S
(pk−1)
k0
K
[S
(pk−1)
k0 ]
, u+O(j~xi+~c)]v
= [η−k,1, (−1)j [u+O(~c), u+i1, · · · , u+ij ]v ]v
= (−1)j [η−k,1, u+O(~c), u+i1, · · · , u+ij ]v
give that Θj~xi(Ek,1) = (−1)j [Ek1, E⋆, Ei1, · · · , Eij ]v. It is easy to see that the remain-
ing generators are fixed by Θj~xi. This finishes the proof. 
5.6. Recall from [19, Ch. 37] that for each fixed ω ∈ I, there is an automorphism
Tω = T
′
ω,1 of Uv(gQ), called the Lusztig’s symmetry, which is defined by
Tω(Eu) =
 −KωFω, u = ω;[Eu, Eω]v, aωu = −1;
Eu, otherwise,
Tω(Fu) =
 −EωK
−1
ω , u = ω;
[Fω, Fu]v−1 , aωu = −1;
Fu, otherwise,
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and Tω(Ku) =

K−1ω , u = ω;
KωKu, aωu = −1;
Ku, otherwise,
where u ∈ I. For ω = ωij with (i, j) ∈ Î, we simply write Tij = Tω.
Proposition 5.10. Fix (i, j) ∈ Î and set Jij = T⋆Ti1 · · ·Tij · · · Ti1T⋆. Then for ω ∈ I,
(1) Jij(Eω) =

−Ki1 · · ·Kij [Fij , · · · , Fi1]v−1 , ω = ⋆;
−K⋆Ki1 · · ·Ki,j−1[F⋆, Fi1, · · · , Fi,j−1]v−1 , ω = ωij;
[Ei,j+1, · · · , Ei1, E⋆]v, ω = ωi,j+1;
[Ek1, E⋆, Ei1, · · · , Eij ]v, ω = ωk1 6= ωi1;
Eω, otherwise;
(2) Jij(Fω) =

−[Ei1, · · · , Eij ]vK−1i1 · · ·K−1ij , ω = ⋆;
−[Ei,j−1, · · · , Ei1, E⋆]vK−1⋆ K−1i1 · · ·K−1i,j−1, ω = ωij;
[F⋆, Fi1, · · · , Fi,j+1]v−1 , ω = ωi,j+1;
[Fij , · · · , Fi1, F⋆, Fk1]v , ω = ωk1 6= ωi1;
Fω, otherwise;
Proof. We only prove (1). The statement (2) can be proved similarly.
By Lemma A.6, we only need to prove the formulas for ω = ωk1 6= ωi1. In fact,
Jij(Ek1) = T⋆Ti1 · · ·Tij · · ·Ti1([Ek1, E⋆]v)
= [T⋆Ti1 · · ·Tij · · ·Ti1(Ek1), T⋆Ti1 · · · Tij · · · Ti1 · T⋆(−F⋆K−1⋆ )]v
= [T⋆(Ek1),−Jij(F⋆)Jij(K−1⋆ )]v
= [[Ek1, E⋆]v, [Ei1, · · · , Eij ]v]v
= [Ek1, E⋆, Ei1, · · · , Eij ]v.

For each ω = ωij ∈ I, we denote by ǫij = ǫω : Uv(gQ) → Uv(gQ) the involution
taking
Eω 7−→ − Eω, Fω 7−→ − Fω;
and preserving all the other generators. For (i, j) ∈ Î, set
κij = ǫijǫ
j−1
⋆
∏
k 6=i
ǫjk1.
It is easy to check that for each ωij ∈ I, both Θj~xi and Jij are compatible with
Rj~xi defined in Section 3.4, i.e., for each α ∈ ZI,
Θj~xi(K
±1
α ) = K
±1
Rj~xi (α)
= Jij(K±1α ).
Combining Propositions 5.8, 5.9 and 5.10 together gives the main result of this section
which relates Lusztig’s symmetries Tω of Uv(g) with the Θj~xi .
Theorem 5.11. We have Θ0 = T⋆, Θj~xi = κijJij and
Tij = κijΘ
(−1)j
0 · · ·Θ−1(j−1)~xiΘj~xiΘ
−1
(j−1)~xi
· · ·Θ(−1)j0 ,
where (i, j) ∈ Î.
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Appendix A. The linear quiver
In this appendix we collect some results concerning the linear quiver
An : b b b b b
1 2 3 n−1 n
These results have been used in Sections 3 and 5. To this quiver we have the associated
Weyl group W = Sn+1, root system ∆(An), Kac–Moody Lie algebra g = sln+1 and
quantum enveloping algebra U = Uv(sln+1) which is generated by Ei, Fi,K
±1
i for
1 ≤ i ≤ n.
For each vertex 1 ≤ i ≤ n, we denote by Si the simple FAn-module corresponding
to i and by Pi the projective cover of Si. Let r[Pi] be the reflection in W = Sn+1
associated with the dimension vector of Pi which is a positive root in ∆(An) by [9].
Lemma A.1. For each 2 ≤ i ≤ n, we have the equalities in W = Sn+1:
(1) r[Pi] = riri−1 · · · r1 · · · ri−1ri = r1r2 · · · ri · · · r2r1;
(2) ri = r[Pi−1]r[Pi]r[Pi−1] = r[Pi]r[Pi−1]r[Pi].
Proof. First of all, we have the following known basic facts:
(a) rirα = rri(α)ri for each root α ∈ ∆(An);
(b) r2i = 1 and rirj = rjri if |i− j| > 1;
(c) riri+1ri = ri+1riri+1 for 1 ≤ i ≤ n− 1.
Since ri([Pi]) = [Pi]− ([Pi], αi)αi = [Pi−1] for i ≥ 2, it follows from (a) that
rir[Pi] = rri([Pi])ri = r[Pi−1]ri.
Hence, r[Pi] = rir[Pi−1]ri. An inductive argument gives
r[Pi] = riri−1 · · · r1 · · · ri−1ri.
By applying (b) and (c), we obtain that
r[Pi] = riri−1 · · · r3(r1r2r1)r3 · · · ri−1ri = r1riri−1 · · · r3r2r3 · · · ri−1rir1
= · · · = r1r2 · · · ri · · · r2r1.
For the statement (2), we observe from (1) that
r[Pi]r[Pi−1] = (r1r2 · · · ri · · · r2r1)(r1r2 · · · ri−1 · · · r2r1)
= r1r2 · · · riri−2 · · · r2r1
= r1r2 · · · ri−2ri−1ri−2 · · · r2r1ri
= r[Pi−1]ri.
Consequently, ri = r[Pi−1]r[Pi]r[Pi−1]. On the other hand,
r[Pi]r[Pi−1]r[Pi]
= (r1r2 · · · ri · · · r2r1)(r1r2 · · · ri−1 · · · r2r1)(r1r2 · · · ri · · · r2r1)
= r1r2 · · · ri−1(riri−1ri)ri−1 · · · r2r1
= r1r2 · · · ri−2riri−2 · · · r2r1 = ri.

Let DH(An) denote the double Ringel–Hall algebra of the quiver An. It is known
from [26, 27] that DH(An) is generated by u±i = u±Si , K±1i = K±1[Si] for 1 ≤ i ≤ n.
Moreover, DH(An) can be identified with U = Uv(sln+1) via
u+i 7−→Ei, u−i 7−→ − v−1Fi, K±1i 7−→K±1i , ∀ 1 ≤ i ≤ n.
A direct calculation gives the following result.
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Lemma A.2. (1) [u±1 , u
±
2 ]v = −u±P2 and [u±2 , u±1 ]v−1 = v−1u±P2 ;
(2) [u±P2 , u
∓
2 K
±1
2 ]v−1 = u
±
1 and [K
±1
1 u
∓
1 , u
±
P2
]v−1 = u
±
2 ;
(3) [u±1 , u
±
2 , · · · , u±n ]v = (−1)n−1u±Pn and [u±n , · · · , u±2 , u±1 ]v−1 = v−(n−1)u±Pn .
As in §5.6, for each 1 ≤ i ≤ n, we have the Lusztig’s symmetry Ti of Uv(sln+1). In
the following we list some basic properties of the Ti. For completeness, we provide
some proofs.
Lemma A.3. The following equalities hold.
(1) Ti([Ei, Ej ]v) = Ej and Ti([Fj , Fi]v−1) = Fj , where i = j ± 1;
(2) TiTj(Ei) = Ej and TiTj(Fi) = Fj , where i = j ± 1;
(3) Ti([Ei±1, Ei, Ei∓1]v) = [Ei±1, Ei, Ei∓1]v;
(4) Ti([Fi±1, Fi, Fi∓1]v−1) = [Fi±1, Fi, Fi∓1]v−1 .
Proof. These equalities can be easily obtained from the following equalities
[−KiFi, [Ej , Ei]v]v = Ej and [[Fi, Fj ]v−1 ,−EiK−1i ]v−1 = Fj,
where aij = −1. 
Lemma A.4. We have the following equalities.
(1) T1 · · · Tj(Ei) =

[Ej+1, · · · , E1]v, i = j + 1;
−K1 · · ·Kj[F1, · · · , Fj ]v−1 , i = j;
Ei+1, i < j;
Ei, otherwise,
(2) T1 · · · Tj(Fi) =

[F1, · · · , Fj+1]v−1 , i = j + 1;
−[Ej , · · · , E1]vK−11 · · ·K−1j , i = j;
Fi+1, i < j;
Fi, otherwise.
Proof. We use induction on j for the proof. For j = 1, there is nothing to prove. Now
assume statements (1) and (2) hold for j− 1 and we want to show that the equalities
in (1) hold for j. It is trivial that T1 · · ·Tj(Ei) = Ei for i ≥ j + 2. For the case
i = j + 1, we have
T1 · · ·Tj(Ej+1) = T1 · · ·Tj−1([Ej+1, Ej ]v) = [Ej+1, · · · , E1]v;
for the case i = j,
T1 · · · Tj(Ej) = T1 · · ·Tj−1(−KjFj) = −T1 · · ·Tj−1(Kj)T1 · · · Tj−1(Fj)
=−K1 · · ·Kj [F1, · · · , Fj ]v−1 ;
and for the case i < j,
T1 · · ·Tj(Ei) = T1 · · ·TiTi+1(Ei) = T1 · · ·Ti−1(Ei+1) = Ei+1.
Similarly, the equalities in (2) hold for j. 
Lemma A.5. (1) Tj · · ·T1(Ei) =

[Ej+1, Ej ]v , i = j + 1;
Ei−1, 2 ≤ i ≤ j;
−K1 · · ·Kj [Fj , · · · , F1]v−1 , i = 1;
Ei, otherwise;
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(2) Tj · · ·T1(Fi) =

[Fj , Fj+1]v−1 , i = j + 1;
Fi−1, 2 ≤ i ≤ j;
−[E1, · · · , Ej ]vK−11 · · ·K−1j , i = 1;
Fi, otherwise.
Proof. We only treat the nontrivial cases for statement (1). In case i = j+1, we have
Tj · · ·T1(Ej+1) = Tj(Ej+1) = [Ej+1, Ej ]v;
in case 2 ≤ i ≤ j,
Tj · · ·T1(Ei) = Tj · · ·TiTi−1(Ei) = Tj · · ·Ti+1(Ei−1) = Ei−1;
in case i = 1,
Tj · · ·T1(E1) = Tj · · ·T2(−K1F1) = −Tj · · ·T2(K1)Tj · · · T2(F1)
= −K1 · · ·Kj [Fj , · · · , F1]v−1 .

Lemma A.6. Set ψj = T1 · · ·Tj−1TjTj−1 · · ·T1. Then
(1) ψj(Ei) =

−K2 · · ·Kj[Fj , · · · , F2]v−1 , i = 1;
−K1 · · ·Kj−1[F1, · · · , Fj−1]v−1 , i = j;
[Ej+1, · · · , E1]v, i = j + 1;
Ei, otherwise;
(2) ψj(Fi) =

−[E2, · · · , Ej ]vK−12 · · ·K−1j , i = 1;
−[Ej−1, · · · , E1]vK−11 · · ·K−1j−1, i = j;
[F1, · · · , Fj+1]v−1 , i = j + 1;
Fi, otherwise;
Proof. (1) The proof is based on three lemmas above. Again, we only consider the
nontrivial cases. For the case i = 1, we have
ψj(E1) = T1 · · ·Tj−1(−K1 · · ·Kj [Fj , · · · , F1]v−1)
= −T1(K1 · · ·Kj)T1([Fj , · · · , F1]v−1)
= −K2 · · ·Kj [Fj , · · · , F2]v−1 ;
for the case i = j,
ψj(Ej) = T1 · · ·Tj−1(Ej−1) = −K1 · · ·Kj−1[F1, · · · , Fj−1]v−1 ;
for the case i = j + 1,
ψj(Ej+1) = T1 · · · Tj−1([Ej+1, Ej ]v) = [Ej+1, T1 · · ·Tj−1(Ej)]v = [Ej+1, · · · , E1]v;
and for the case 2 ≤ i ≤ j − 1,
ψj(Ei) = T1 · · ·Tj−1(Ei−1) = Ei.
(2) The proof is similar to that of (1). 
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