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A b s t r a c t
The main objective of this study has been to investigate the feasibility of using 
tomographic techniques for non-destructive analysis. A potentially useful technique with 
neutrons as probes for material characterisation is presented. The technique combines the 
principles of reconstractive tomography with instrumental neutron activation analysis 
(INAA) so that elemental distributions in a section through a specimen can be mapped. 
Neutron induced gamma-ray emission tomography (NIGET) technique, where prompt or 
delayed gamma-rays can be detected in a tomographic mode, has been developed for 
samples irradiated in the core of a nuclear reactor and used in studies of different 
biological matrices. The capabilities of the technique will be illustrated using a spatial 
resolution of 1 mm.
The quantitative usefulness of NIGET depends on the accuracy of compensation for 
the effect of scattering and attenuation as well as determination of the tomographic system 
characteristics which contribute to the intrinsic measurement process. It will be shown 
how quantitative information about the induced radionuclide concentration distribution in 
a specimen can be obtained when compensation for scattered gamma-rays is taken into 
account employing a high resolution semiconductor detector and a method of scattering 
correction based upon the use of three energy windows to collect emission data. For 
attenuation correction an iterative method which combined emission and transmission 
measurements has been implemented and its performance was compared to the 
performance of a number of other attenuation correction algorithms.
The work involved investigation into the role of a number of factors which influence 
the accuracy of data acquisition. An efficiency-resolution figure of merit as a function of 
collimator efficiency, system resolution and object diameter has been defined. Further, a 
number of reconstruction techniques were investigated and compared for accuracy, 
minimum number of projections required and their ability to handle noise. Reconstruction 
by filtered backprojection was fastest to compute, but performed poorly when compared 
to iterative techniques.
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I n t r o d u c t i o n
Medical imaging, in general, involves a complex chain of processes starting with the 
detection of a ’probe’ emitted from within, transmitted through or reflected from the 
object and ending with observing the resulting image. Unlike previous imaging modalities, 
e.g., focal plane tomography [Boc21, Ang68] which suffered from the blurred presence 
of unwanted out of plane layers, reconstructive tomography has attracted attention 
because of its ability to visualize clearly a plane, within the object, without simultaneously 
viewing the overlying and underlying structures. The production of the first x-ray 
computerized tomography (CT) scanner by Hounsfield [Hou73] for EMI Ltd, has 
revolutionized medical diagnosis and led to widespread research into the application of 
reconstructive tomography in medical and industrial fields, particularly for non-destructive 
testing (NDT).
Soon after the spread of CT, it was demonstrated that similar reconstruction methods 
could be used to obtain emission computed tomography (ECT). The first commercial 
scanner became available in 1978 though it was preceded by several attempts, to produce 
tomographic images of a number of radioactive sources using the simple backprojection 
technique, performed by Kuhl and Edwards [Kuh63] in 1963.
Depending on the radiation probe, used in these tomographic techniques, different and 
complementary information about the structure and elemental composition of a selected 
section within an object can be obtained nondestructively. In transmission tomography 
using, for example, gamma-rays or x-rays, the intensity of the radiations transmitted 
through the object is measured in narrow beam geometry by a well-collimated source and 
detector. The reconstructed image then represents the spatial distribution of the photon 
linear attenuation coefficient, a function of atomic number and density, in the chosen slice. 
In emission tomography a cross sectional image of distribution of radiation emission sites 
within the object is reconstructed. The advantages of both tomographic techniques are 
therefore similar. Of even greater significance is the ability of ECT to directly quantitate 
the physical information and subsequently to determine elemental composition though 
with poorer detection limits than the well established technique of instrumental neutron
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activation analysis (INAA). However, if  a neutron beam is used as a probe and the 
principles of reconstructive tomography are applied then, it is possible to obtain the spatial 
distribution of elemental concentrations in a selected plane in the object of interest. This 
method, where either prompt or delayed gamma-rays are detected in tomographic mode 
[Spy83], has been termed Neutron Induced Gamma-ray Emission Tomography (NIGET).
NIGET has proved successful in providing useful information, especially for the 
nuclear industry where it has largely replaced hazardous invasive techniques [Bar79]. 
Industrial applications of NIGET include many situations where spatial distribution of 
radionuclides is important. For example, scanning of neutron irradiated fuel pins 
determines the distributions of gamma-emitting fission and activation products [Phi81]. 
In this department, the application of NIGET to non-destructive testing has created 
considerable national and international interest. In the first stages, studies were performed 
to investigate the feasibility of using the technique to analyse a variety of biological 
materials by determining the distribution of the elemental composition in a chosen slice. 
This has been attempted by two methods. The first of these methods (prompt mode) based 
on the detection of prompt gamma-rays emitted by the object during neutron irradiation 
hence, distribution of very short-lived isotopes can be imaged [Kus87]. The second 
approach (delayed mode) involves the detection of the delayed gamma-rays, after 
irradiation, from the resulting unstable nuclides. This delayed mode has been used, 
through a preliminary study, to determine the variation of neutron induced 24Na within a 
bone section and the extent of the diffusion of preservative solution through wood by 
monitoring the distribution of arsenic and sodium which form the major constituents of 
the preservative [Spy87]. Additionally, the applicability of NIGET to areas of non­
destructive testing within the nuclear industry has been investigated [Dav86]. The work 
included experiments to simulate the scanning of irradiated nuclear fuel pellets with an 
emphasis placed on the potential of photon scatter correction to improve the quality of the 
reconstruction [Dav89]. Methods of reconstructing tomographic images from incomplete 
projection data have also been investigated. The practical application of such techniques 
to non-destructive testing has been considered with the particular regard to the nuclear 
industry [Gen90].
However, several issues have not been answered in these previous studies and are the 
subject of continued research in this department to further enhance the practicability of
the technique. Consequently, the aim of this work was to investigate the truly quantitative 
performance of NIGET for an arbitrary distribution of radioactivity in the presence of 
scattered photons, photon attenuation and noise introduced during data acquisition and 
processing. The term quantification used here, implies accurate reconstruction of emission 
radionuclide distribution in terms of activity per unit volume. In addition to the 
investigation into the principle aspects of NIGET, many factors, which affect the 
qualitative evaluation and the quantitative precision and accuracy of NIGET 
measurements, have been considered. These include the physical performance of the 
tomographic system used and compensation for scattering and attenuation of photons and 
photon noise originated from the limited number of detected photons.
Scatter correction method developed for low-energy radionuclides notably by Jaszczak 
et al [Jas84] and Axelsson et al [Axe84], may prove inappropriate for NIGET 
measurements due to the complicating effect of scattered photons from higher energy 
photopeaks. Consequently, the emphasis in this study was on the development and 
implementation of a correction method able to compensate for this effect.
Additionally, combination of emission and transmission measurements is an exciting 
prospect because it allows information about elemental distribution from the emission data 
to be registered on the high resolution boundary and structural information available in 
the transmission image. Moreover, the transmission scan provides a specific map of linear 
attenuation coefficient of the object which may be directly incorporated into an iterative 
reconstruction algorithm, thus accurate compensation for photon attenuation is possible.
In order to facilitate accurate evaluation of different reconstruction and compensation 
algorithms employed throughout this study, experimental and computer simulated data 
have been employed. The advantage of using simulated data is the ability to isolate 
several factors which would occur simultaneously in a physical measurement. The 
capability of the NIGET for elemental analysis of biological matrices w ill be 
experimentally demonstrated in this study employing a spatial resolution of 1mm. The 
results obtained from scans performed on a variety of biological samples will be presented 
in chapter six.
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C h a p t e r  1
B a s i c  C o n c e p t s  a n d  M e t h o d s  o f  T o m o g r a p h y  u s i n g  
P h o t o n s  a n d  N e u t r o n s  a s  P r o b e s
1.1 Introduction
In general terms, an image may be defined as a representation of spatial and time 
variations of a physical property, or combination of properties, of an object under 
investigation [Jac81]. The development of imaging techniques using x-ray and gamma-ray 
detection as well as other kind of radiation, particulate or acoustic, has created the ability 
to provide data for image reconstruction and elemental analysis for both in vivo and in 
vitro studies. For in vitro studies of different biological systems, where in some cases 
composition is o f primary interest, quantitative elemental analysis information can be 
obtained by scanning techniques which produce an image showing the spatial distribution 
of the system constituents.
The use of tomography allows nondestructive internal views of an object by providing 
images of thin slices through the object with minimal contributions from layers away from 
the chosen slice. Many techniques for achieving tomography have been developed (e.g. 
in magnetic resonance imaging or in ultrasound) but for ionising radiation it is the 
principles of computer assisted tomography or CT scanning which predominate [Her 80]. 
Here, i f  the contribution of each point, in the slice under investigation, toward the detected 
signal is denoted by the function f ( x , y ) ,  then the integral of f ( x , y )  along a straight line L  
through the object (Figure 1.1a) specified by the coordinates, r , O is called the ray-sum 
p ,  and is given by
p(r,$)=f ftpc,y) ds (i.i)
L
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where ds is an element along the line L .
Each slice through the object is scanned at several angles. Each set o f data at one 
angle is called a projection and consists of a set of raysums. The set o f projections is not 
immediately recognisable as an image but provides the data from which an image can be 
reconstructed.
Tomographic techniques can be classified, in general, into transmission and emission. 
The former relates to the external detection of the radiation transmitted through the object, 
and the latter needs measurement of the radiation emitted from within it. In the case of 
transmission tomography, the function f ( x , y )  represent the linear attenuation coefficient, 
while in the case of emission tomography it is the radionuclide concentration which is the 
function of interest and which is attenuated by the appropriate coefficients.
The activation of a sample by bombardment with neutrons produces a rich source of 
analytical information. Neutron activation is used very effectively to determine 
concentration of a large number of elements with high sensitivity by measuring the 
spectrum o f the characteristic prompt or delayed y-rays induced by irradiation. Detection 
of delayed y-rays in a tomographic mode [Spy87], is the basis for neutron induced 
gamma-ray emission tomography (NIGET) which can be used to image the spatial 
distribution of the target nuclei and to supply quantitative information about the elemental 
composition of the activated sample, nondestructively.
However, the quantitative potential of NIGET for estimating regional concentration of 
radionuclides is degraded by many factors.These are introduced in this study, so that scan 
data can be collected and processed in a manner consistent with those factors. Further, the 
quality of images produced by tomography, is very difficult to define in an objective 
procedure. A number of different measures have been used to describe the difference 
between similar images through comparison to an ideal image. A description o f these 
measures w ill also be presented.
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1.2 Transmission Tomography
Transmission-based CT techniques measure the interactions of an object with an incident 
radiation beam that travels, through it, in a straight line. For example, in the case of x- 
or y-ray transmission tomography, a well collimated photon beam is used and the data 
measured are the photon intensities of the incident beam l 0, and the transmitted beam I ,  
attenuated by the object along each ray path L. Figure 1.1 illustrates the typical way for 
this to be done with a fixed beam of photons scanning a movable sample. The sample, 
in this case, is rotated and translated before a stationary detector in order to collect the 
required number of projections to reconstruct an image. The quantity that is reconstructed 
is the lineai- attenuation coefficient for each volume element or voxel, at a specified 
location within the object. Thus, Equation 1.1 can be rewritten as
p(r,<10 = f  n ( x , y )  ds (1.2)
L
where \1 is the linear attenuation coefficient for the monoenergetic photons employed 
which can be determined from the incident and transmitted intensity measurements 
according to Beer’s law:
/  = I a exp(-pL) (1.3)
and
- lo g (- f)  = f i i ( x , y )  ds (1.4)
lo L
The photon lineai- attenuation coefficient is a function of density, p, the atomic number, 
Z, and the photon energy, E . The exponential attenuation of photons in passing through 
a material arises principally from the photoelectric effect and Compton scattering with 
contribution from Rayleigh scattering, and from pair production at photon energies above
1.022 MeV. The value of |! given in Equation 1.4 is equal to the sum of the coefficients 
for all those possible interaction processes. For the energy range 10 keV to 10 MeV the
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total \x value is given by
V ~ M'U+ \1p e + 1AC+ Ppp (1.5)
where jll  ^is the Rayleigh scattering coefficient, |i PE the photoelectric coefficient, \ i c  the 
Compton scattering coefficient and \x.pp the pair production coefficient. The probability of 
a particular interaction process taking place is described by a cross section. For a single 
element of atomic number Z, the linear attenuation coefficient is related to the atomic 
cross-section ao  by the expression
where n  is the number of atoms per unit volume, 11Z  is the electron density (electron/unit 
volume), and N g is the electron mass density (electron/unit mass). The cross section aG 
is the total cross-section per atom for all processes and ea  is the cross- section per 
electron. Below a photon energy of 1.022 MeV the processes contributing to attenuation 
are the photoelectric effect (PE), Rayleigh scattering (R) and Compton scattering (C). The 
total atomic cross-section can be expressed as the sum of the cross-sections for each of 
these processes, i.e.
However, interpretation of data from transmission measurements has been the subject of 
many investigations in tomography [Gil84]. These investigations were intended to achieve 
accurate quantitative tissue characterisation in medicai imaging, through parameterization 
o f the linear attenuation coefficient in terms of the atomic number Z, the number o f atoms 
per unit volume, n , and the photon energy E . It has been a common practice to represent 
the atomic cross-section for a single element by the approximation[Cho75, Alv76]
here the right hand side includes three terms describing the effects of photoelectric effect,
ji ( Z , E )  =  n  ao ( Z , E )  =  n Z  eo  =  pN g eo (1.6)
(1.7)
aG ( Z , E )  =  K p e ( E )  Z m +  K r  ( E )  Z n +  eo KN ( E )  Z (1.8)
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Rayleigh scattering and Compton scattering, r f 7'' is the Klein-Nishina cross section for 
scattering from a single, unbound electron.
However, except at higher energies where the last term dominates, the above 
approximation does not adequately represent the behaviour of the cross section over a 
wide range of Z and E, [Jac81a]. By using the fundamental quantum theory of photon- 
atom interactions, an accurate parameterization of the attenuation coefficient, for the 
energy range 30 to 150 keV, has been given [Haw80], taking into account the screening 
effect, relativistic and higher multipole corrections, and binding corrections. The most 
important feature of this parameterization, is that each term no longer factorises into a 
function of E  and a function of Z, i.e. there is no common energy-dependence for 
different elements. More information about this subject can be found in the related 
references [Haw80, Kou82].
1.3 Elemental Analysis using CT
The use of transmission tomography as a method of elemental analysis is based on the 
detection of differences in photon attenuation coefficients in the object being scanned. In 
medical CT applications, however, the range of x-ray energies is relatively small (up to 
150 keV), the dose is limited and the time available for acquiring the data is short. In 
testing of non-medical objects, in vitro, these constraints are absent, but different 
limitations, which are application-specific w ill apply. I f  the object is o f higher density 
and atomic number compared to biological samples the problem of the hardening of a 
polychromatic x-ray beam, because the lower energy part of the spectrum is absorbed 
more readily by the object, w ill be more difficult to overcome. I f  the object is too thick, 
then the number of photons passing through it may be too small and higher energy 
sources are needed to provide sufficient penetration. Furthermore, in the so-called 
polychromatic spectrum case, the beam is normally integrated over the entire spectrum 
to obtain the required statistics and thus only an average measure of the linear attenuation 
coefficients is the usual output of the reconstructed image. Without a number of additional 
measurements using known reference materials, it is difficult to assign an absolute 
magnitude to the reconstructed values. However, by using isotopic y-ray sources or 
characteristic x-ray sources, the resultant voxel is directly a spatial discrete quantitative
LObject
(b)
Figure 1.1: The principle of tomography: a) the co-ordinate system, b) schematic 
drawing of rotate-translate transmission tomography system.
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measurement of the lineai' attenuation coefficient at one energy, although this is obtained 
at the expense of a considerably reduced photon source intensity which leads to longer 
measurement times. Consequently attenuation coefficients can be measured and compared 
to published tables [Hub82] and can be used to obtain accurate characterization of the 
object under investigation.
in an image w ill represent a physical mixture of a number of components. The well 
known Mixture-Rule [Kou82] gives the attenuation coefficient of any material as the sum 
of the appropriately weighted contributions from the individual atoms. The contributions 
o f each component to the attenuation is additive and the value represents the linear 
attenuation coefficient for the voxel is
The value of p,- for ith component is proportional to its concentration (weight of 
component /  total mass of sample) and its mass attenuation coefficient (p/p)f . The total 
mass attenuation coefficient (p/p) is given by
where wt is the proportion by weight of the ith constituent element. The total linear 
attenuation coefficient o f the mixture, according to equation (1.6) can be given by
1.3.1 T h e  M ix tu re  R u le
In the description of a mixture of elements, the data value represented by a single voxel
P=X(W
(1.9)
|x = S  n, aG, = p I  X, ea t (1.10)
where
a n )
and
W, (Zp
(1.12)E Wj (Zj / A p
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where N A is Avogadro’s number and A t is the atomic weight of the ith element.
However, the Mixture Rule is valid when the effects of chemical binding are ignored 
since the actual energy at which a particular photoelectric absorption edge of an element 
occurs is dependent on the chemical state of the absorbing atom and the nature of the 
chemical environment [Jac82, Kou82]. Generally, in the soft x-ray region and close to 
absorption edges, the validity o f the rule is uncertain.
1.3.2 In d u s tr ia l  A p p lic a tio n s  o f  C T
Over the last twenty year’s, the major developments in computerised tomography have 
been in the medical field and it is now a well established diagnostic technique [Spy93], 
As an industrial imaging technique, transmission tomography has been used to examine 
various materials and specific application CT scanners were designed to acquire 
meaningful chemical information for nondestructive characterization of materials and 
dimensional information for evaluating assembled components. Applications include 
scanning of objects with complex geometric structure and material composition using 
widely different photon energies, low density materials were imaged very well at low 
photon energies typical of medical applications, i.e., less than 200 keV [Seg82], while 
much higher photon energies were required for thicker, more dense, objects. In the field 
o f non-destructive evaluation, can be found several examples of situations, successfully 
investigated with CT techniques. Among these were objects with very small density 
variations, e.g., living trees [Hab78, Ono84], impregnated wood {Rei80], structural 
materials made of wood [Hop81] or concrete [Mor80]. Special techniques were adopted 
to ensure uniform statistical errors and this enabled confidence limits to be set for 
detection of cracks in steel pipes, voids and inclusions, which were detected even though 
their dimensions were below the pixel size [Saw86]. Applications have included inspecting 
objects consisting of a low density material enclosed by a strongly attenuating shell, e.g., 
polyurethane foam in various metallic containments and profiles [Rei80], acetylene 
pressure bottles [Rei83], the interior of metallic containers [Hop81] as well as steel pipes 
using a 350 keV source [Miy87], The technique has also been used to inspect very large 
objects such as a section of a rocket motor about two meters in diameter, using y-rays 
from a 15 MeV linear’ electron accelerator [Bur84]. Further details o f these and other
11
interesting applications of x- and y-ray transmission CT in the non-medical field, may be 
found in appropriate specialist studies [Gil82, Gil84].
1.4 Emission Tomography
Techniques of emission tomography rely on the external detection of internally emitted 
radiation. In most cases, truly quantitative emission measurements cannot be accomplished 
from a single view and a means o f estimating activity distribution from data taken from 
multiple views is necessary.
Depending on the type of radionuclide emission imaged, emission computed 
tomography (ECT) is usually classified as single photon emission computed tomography 
(SPECT) and positron emission tomography (PET). In the case of SPECT, a perfectly 
collimated detector system is used to define photon trajectories and thereby relates a point 
o f detection with a point, or region, of emission. However, the attenuation of the emitted 
photons, within the object, complicates the description of the process and hence the 
intensity o f photons detected along a line L ( l,Q )  is given by
p(l,6) = f  d s  f i x , y )  exp[- f  \ x { x \ y ' )  ds] (1.11)
14$) L(lfix,y)
where f ( x , y )  denotes the activity concentration at (x ,y ) and L ( l,Q ,x ,y )  is the line segment 
from ( x ,y )  to the detector (see Figure 1.1a), with p(x ' ,y  ' )  the linear attenuation coefficient 
at a point ( x  ' , y  along this line segment [Kou82], The two integrals are not separable 
and so the effect of attenuation must be estimated i f  accurate measurement o f the activity 
distribution is to be achieved.
However, in the case of PET, two annihilation y-rays, each of 511 keV, are detected 
in coincidence. I f  the distance moved by the positron before annihilation and the departure 
from collinearity (as the atomic electron involved in the annihilation process possesses 
momentum) are not taken into account, detection of the two photons, at a relative angle 
of 180°, in coincidence implies that the position of the emitting radionuclide lies on a line 
joining the two detectors and passing through the object. The raysum or the coincidence 
measurement along a line L  is then given by
12
P(r,4>) = /  d s  f ( x , y )  e x p f -  J  \ i { x ' , y ’ )  d s ]  
<f,40 (r,4>)
(1.12)
The two integrals are now independent so that it is possible to write:
c(r,<t>) = j  My)ds = p (r ,4 > )  exp[ J  |i(x,y) A ]  (1.13)
(M>) (r.4>)
This is similar to the expression given in Equation (1.2) for a monochromatic transmitted 
beam. I f  all possible line integrals through a given plane of the object are measured, then 
the activity distribution, c ( r ,§ ) ,  can be reconstructed by the same reconstruction 
techniques.
However, corrections for attenuation are much easier with PET than with SPECT because 
the probability of coincidence detection of the annihilation photons is independent of the 
position o f annihilation along the line of flight of the photons through the object, but 
dependent only on the total distance along that line. This is quite different from that for 
single photon emission tomography where the position of radiation emission sites has to 
be calculated (see chapter 4). Additionally, because SPECT needs absorptive collimation, 
its detection efficiency is about an order of magnitude similar to that of PET which 
suffers from coincidence condition limitations. Recent developments in SPECT 
instrumentation have largely concentrated on improving sensitivity by increasing the 
surface area of the detectors, by using multiple detectors [Gen88], and more efficient 
collimation, such as cone and fan beam geometries [Gul92]. As for PET, most o f the 
effort has been centred on reducing the over all resolution to < 5 mm fu ll width at half 
maximum [Bro84,Gue90] and improving the sensitivity by considering 3-D tomography 
[Che91a],
The instruments so far proposed for PET, involve either circular geometry with 
stationary ring of detectors around the object or two position-sensitive detectors, such as 
gamma-cameras or multiwire proportional chambers, that face each other and are rotated 
around the object to measure all line integi’als needed for an image reconstruction. On the 
other hand, SPECT data can be acquired with the same methods used to collect
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transmission tomography data. Recently, many imaging systems were designed to acquire 
both radionuclide-emission and y - or x-ray transmission projection data in simultaneous 
or sequential scans with a single detector [Bai87, Mas89, Alm90].
So far, application of emission tomography, in its two modalities and, in particular 
SPECT, to clinical studies to provide valuable information relating to the physiological 
and biochemical processes in the body on a routine basis, have been widespread. The 
emphasis placed on PET, for a number of years, obviously relates to the availability of 
isotopes of elements, naturally abundant in the body, i.e., carbon, nitrogen, oxygen and 
fluorine, which can be used to synthesize metabolically important radiopharmaceuticals. 
However, these radioisotopes have short half-lives (only minutes) and investigations are 
carried out at only a few laboratories due to the need for an expensive on-site cyclotron. 
On the other hand, SPECT was promoted as a clinical tool offering functional imaging 
because the advantages of relatively low cost, ease of use and wide availability. Details 
of clinical applications of emission tomography may be found in many appropriate 
references [Bar81, Web88, Man91].
1.5 Neutron Induced Gamma-ray Emission Tomography
The use of emission tomography to industrial non-destructive testing and other non­
medical applications has been limited, except perhaps in some situations where the 
injection of radioactive isotopes and tracers is possible. For example, positron emission 
tomography has been used to trace the flow of labelled oil within a running engine by 
detecting the positron annihilation using two large multiwire proportional counters [Pet86, 
Lin87]. In the nuclear industry, however, an increased emphasis is being placed on 
emission tomography as a non-destructive technique to measure diverse properties of 
irradiated fuels and to replace many costly, hazardous and time consuming destructive 
methods [Phi81].
On the other hand, the advantages of using neutrons as probes to examine the 
structure and composition of materials are well known in neutron activation analysis and 
neutron radiography [Spy93]. Instrumental Neutron Activation Analysis (INAA) has been 
extensively used as a well established method to determine the concentration of various 
elements in a variety of samples. The high sensitivity of INAA arises because of the large
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values of thermal neutron cross sections of nuclei and the high neutron fluxes obtained 
from reactors. The characteristic gamma rays emitted following neutron capture by 
deexcitation of the compound nucleus and decay of the unstable product nucleus, carry 
information about elemental composition.
However, the half lives of the radionuclides, produced via neutron irradiation, can 
vary from less than a second to several weeks or longer depending on the cross-section, 
flux and irradiation time. I f  isotopes with half-lives suitable for data acquisition, are 
produced and the intensity of the delayed y-rays emitted by these isotopes is measured in 
tomographic mode then, it is possible to obtain the distribution of elemental concentrations 
in a selected plane in the object of interest. This method, which combines the principles 
of reconstructive tomography with INAA, has been termed Neutron Induced Gamma-ray 
Emission Tomography (NIGET), for the delayed mode.
INAA gives information, with high sensitivity, about the elemental constituents of the 
object but not their spatial distribution. In contrast, emission tomography determines 
accurately the distribution of the radionuclide concentrations of interest. Therefore, 
combination of the two methods in NIGET should produce an excellent method both to 
examine and map the elements present in samples non-destructively.
Because of the complexity of delayed y-ray spectra, NIGET should be performed with 
efficient, high resolution gamma-ray detectors in conjunction with pulse height analysis 
systems and associated electronics. The irradiated object, after a suitable cooling period, 
is translated and rotated before stationary collimated detectors in order to obtain the 
required number of projections to reconstruct an image.
NIGET has proved successful in providing useful information, especially for the 
nuclear industry where it has largely replaced hazardous invasive techniques [Raw85]. 
Industrial applications of NIGET include many situations where spatial distribution of 
radionuclides is important. For example, scanning of neutron irradiated fuel pins 
determines the distributions of gamma-emitting fission and activation products. From these 
distributions information is obtained about the irradiation history of the fuel pin, possible 
chemical forms of some fission products and the relative burn-up profiles of individual 
fuel pins. Ratios of specific fission products, like 134Cs and 137Cs, in the inner and outer 
regions of a fuel pin have been used to calculate the rate of burn-up of fuel in the reactor 
[Bar79]. The use of a migrating isotopes such as 137Cs can be used to indicate temperature
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gradients in the fuel [Raw85]. By far, the greatest proportion of these investigations has 
been carried out at Los Alamos Scientific Laboratories in the United States [Phi81]. In 
addition to that, the technique has also been applied successfully to the examination of 
radioactive waste in different forms including vitrified waste and waste drums. In Japan, 
Kawasaki and his co-workers [Kaw88] have employed the technique to analyze the total 
radioactivity contained within nuclear waste drums in an attempt to assess their external 
dose rate.
In this department, the application of NIGET to non-destructive testing has created 
considerable worldwide interest. Two tomographic techniques have been developed and 
are being employed to obtain tomographic images of elemental concentrations of different 
matrices. The first method (prompt mode) based on the detection of prompt gamma-rays 
emitted by the object during neutron irradiation hence, the distribution of very short-lived 
isotopes can also be imaged [Kus87]. The second approach (delayed mode) involves the 
detection of the delayed gamma-rays, after irradiation, from the resulting unstable 
nuclides. This delayed mode has been used, through a preliminary study, to determine the 
variation of neutron induced 24Na within a bone section and the extent of the diffusion 
of a preservative solution through wood by monitoring the distribution of arsenic and 
sodium which form the major constituents of the preservative [Spy87]. Additionally, the 
applicability of NIGET to areas of non-destructive testing within the nuclear industry has 
been investigated. The work included experiments to simulate the scanning of irradiated 
nuclear fuel pellets with an emphasis placed on the potential of photon scatter correction 
to improve the quality of the reconstruction [Dav89]. Methods of reconstructing 
tomographic images from incomplete projection data have also been investigated. The 
practical application of such techniques to non-destructive testing has been considered 
with the particular regard to the nuclear industry [Gen90].
1.6 Activity Quantitation in NIGET
A number of factors significantly influence the precision of activity quantitation in neutron 
induced y-ray emission tomography (see Figure 1.2). Many of these factors are related to 
the process of neutron activation, such as sample contamination and irradiation conditions 
including, flux variations and sample self shielding. Others are related to data acquisition
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and processing, notably the statistical fluctuations in projection data, the use of insufficient 
projection angles, and the use of large spatial sampling intervals, as well as 
approximations in the reconstruction algorithm (see chapter 2). Quantitation is further 
complicated by the effect of scattered photons especially, those from higher energies, and 
attenuation artifacts which arguably are the most serious in the radionuclide localisation, 
particularly in comparison to measurement obtained with positron emission tomography. 
Consequently, an uncorrected NIGET image w ill constitute a map of mixed information 
and the difficult task in quantitation is to extract the true activity distribution from all 
other components but so far, no exact means have been reported.
The mathematical formulations for this situation are introduced by using the common 
model for SPECT (Equation 1.11), and the neutron activation equation. Formation of a 
particular activation product via (n,y) reaction depends on the flux density of incident 
neutrons, (]), the number of target atoms, n , and activation cross section, a. After arbitrary 
irradiation time (t j) , the number of compound nuclei formed is given by
where X  is the nuclide decay constant.
In order to take the time between irradiation and start of counting, (/,„), and the 
counting time (tc), into consideration when measuring the activity, the above equation 
should be rewritten, for the remaining radioactive nuclei, as
I f  ^  is the absolute efficiency of the detector for the corresponding energy of the full 
energy photopeak of the isotope of interest then, the detector response w ill be
N  = ^  [l-expC-Xf;)] (1.14)
(1.15)
(1.16)
where IT is the branching ratio (relative intensity of the emitted gamma line).
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On the other hand, i f  the intensity of the delayed y-rays is measured in tomographic 
mode then the number of photons detected per unit time along a line L ( l,Q )  in the plane 
of interest (x ,y )  of finite thickness, d, determined by the collimator aperture, is given by
D i r f i )  = ey d f  d s .  f i x , y )  exp[- J  n(x',y') <*] (1.17)
L(/,0) Llfix.y)
where f ( x , y )  is the activity concentration (Bq/volume) at point (x ,y ) .
The above two equations are distinguished by the way that the measurements are 
performed. Equation 1.16 involves measuring detector response to sample gross activity 
concentration. Equation 1.17, however, represents the detector response to activity 
concentration at a definite point along the measured raysum. It is the isolation, through 
collimation, of raysum data from section to section which differentiates the latter approach 
from the former.
Practically, the quantitative usefulness of NIGET depends on the accuracy of 
compensation for the effect of scattering and attenuation as well as determination of the 
system characteristics which contribute to the intrinsic measurement process. In a 
corrected transverse section image, a correct estimate of the reconstructed activity 
concentration A , (Bq/cm3) as a function of the measured data C (counts/voxel) can be 
given by:
A  = -----    (1.18)
P t E V
where P  is the total number of raysums, t  is the time of raysum counting (s), and V  is the 
volume of a single voxel (cm3). E  is the system sensitivity calibration constant (in units 
of counts. s'LBq'1) which can be obtained by measuring the system response to a uniform 
activity distribution with its concentration varied over a wide range of values.
1.7 Image Quality
Image quality in tomography refers to how clearly and truly details in the image can be 
visualized. Although measurements of the spatial resolution of imaging systems, for 
example by measuring the modulation transfer function, are a valuable indication of
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physical performance of the system, they are not specifically representative of the image 
obtained as reconstruction techniques or other parameters are varied. Under these 
circumstances, an objective and quantitative measure of image quality is required to 
compare reconstructions to an image obtained under ideal conditions.
Several techniques to evaluate image quality have been described and compared in the 
literature [Her80]. These techniques all involve pixel by pixel comparison of the measured 
image to an expected or ideal image, and noise is represented as the deviation between 
these two images. However, in real studies these methods have limited accuracy as a pre­
knowledge of the object being imaged is necessary for a proper evaluation. In simulation 
studies, however, these measurements have gained a general acceptance since an ideal 
image can be set up mathematically.
In this study a number of image quality measures were used to evaluate different 
aspects of image processing and correction algorithms. These are defined as:
i) The Normalized Mean Square Error (N M S E ).
This was described by King et al [Kin86] and then used as an objective measure of 
image quality to evaluate processed images, by Penney et al [Pen87]. The N M S E  is given
by
E  i W y f M  i2
N M S E  =   (1.19)
E  [ f t f J ) ]2
v
w here///,/) is the pixel ( i j )  value in the ideal image,
f r( i J )  is the same pixel value in the reconstructed image.
ii) The Image Fidelity Factor (/).
This is proposed by Linfoot [Lin60] for use in optics. It is very similar to N M S E  
and can be represented in the following form
E  l fI2
/ = ! - . &     (1.20)
e  i m  i 2
i j
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or /  = 1 -  N M S E (1.21)
iii)  Mean Absolute Distance (8m).
This is suggested by Herman [Her80] and used to quantitatively evaluate the 
resemblance of reconsducted images to the original ideal image by measuring the 
cumulative effect of a large number of small deviations throughout the 
reconstracted image. It is defined as
E  I ffid) - I
5 = di  (1.22)
E
i j
iv) The Root Mean Square Distance (8,.).
This also has been proposed by Herman [Her80] in order to measure the effect 
of large deviations in the reconstructed image. It is given by
A  =
E  t ffiJ) ~ frdj) f
i j  ______________ (1.23)
X U - c v )  - f y
i j
where F  is the average pixel value in the ideal image.
However, it is not apparent how meaningful a single measure, would be as an indicator 
of image quality. Crowther and Klug [Cro71] have pointed out that such measures can be 
relatively insensitive to errors in the fine details of an image since they can reach high 
values once the large scale features of a reconstruction are correct. Therefore, a more 
appropriate measure of image quality should employ multiple parameters, suitable to the 
object being imaged, for evaluation.
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C h a p t e r  2
I m a g e  R e c o n s t r u c t i o n  F r o m  P r o j e c t i o n  
2.1 Introduction
Mathematical techniques using projections as a means of determining an object were first 
used in 1917 by Radon [Radl7] to solve gravitational problems. These techniques have 
been reused in several fields of physics including radioastronomy [Bra67], electron 
microscopy [Gor70] and medicine [Kuh63].
The main purpose of image reconstruction is to produce an image of internal structure 
of an object using a series of external measurements. The object is thought of as being 
cut up into a number of slices which project onto ships on the detector. The problem is 
then idealized by allowing the thickness of these slices to vanish so that each slice 
becomes a plane and the strip becomes a line [Gor73]. The value of the projection at a 
point on the detector is the line integral of the function of interest along a specified line. 
The mathematical problem is then to determine the function of interest in a plane knowing 
a finite set o f estimates of its line integrals. It is clear that unless the object has some 
known symmetry, more than one projection w ill be needed and an additional problem is 
to determine how many projections are required to reconstruct the object to a prescribed 
degree of accuracy. However, two-dimensional representation of the function of interest 
in a plane can be obtained through a set of one-dimensional measurements and a complete 
set of 2-D projection data are, in principle, enough to permit a 3-D image of the object 
to be reconstructed.
Image reconstruction algorithms are the precise instructions used to obtain a function 
o f interest from the measured projection data. The work of Radon [Radi7] provides a 
major contribution to the mathematical constitution of these algorithms in both its
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theoretical and computational aspects. However, Radon’s formula determines an image 
from its integrals along an infinite number of rays from all directions. In practice, the 
integrals o f an object can be measured along a finite number of rays only. One effect of 
this is to average over any details within the object since only a finite number of the 
required infinite number of the line integrals are estimated. Moreover, measurements are 
contaminated by a variety o f noise processes, these differ from situation to situation, and 
have been described in the previous chapter. Nevertheless, measured images can be useful 
and regarded as a fair representation of the true object as far as the measured quantity is 
consistent with the object distribution that it represents, within the limitations of the 
statistic o f the measurements.
In this chapter a number of reconstruction techniques are described and compared for 
accuracy, number of projections required and ability to handle noise. The comparison is 
made, between the behaviour of these techniques, with simulated projection data in order 
to isolate several degrading factors which would occur simultaneously in a physical 
measurement. The simulation incorporates the effect of noise at different levels similar 
to those found in real studies.
2-2 Projection Formation
Here, the formation of a section through a bounded object from a set of 1-D 
measurements w ill be considered. The section of interest is assumed to be thin so that 2-D 
geometry can be applied. The distribution of the property of interest is represented in 
polar coordinates by the function f ( r , § )  as shown in Figure 2.1. Ray-paths are described 
by a second coplanar reference frame ( l,s )  that was rotated by an angle 0, which is the 
angle of the ray with respect to the y-axis. The integral of the function f ( r,<j)) along a line 
L ( l ,d ) ,  parallel to the ray-path across the function at a fixed distance from the origin, is 
called the ray-sum and can be given by
This expresses the linear relationship between the unknown object function /(/*,(])) and the 
measured ray-sum data p ( l,Q ). A complete set of parallel ray-sums for constant orientation 
0 is called a projection.
(2.1)
um
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Mathematically the above integral equation can be inverted to give a formal expression 
for f(r,§) provided that f(r,§) is continuous and finite within a finite region of the plane 
but zero everywhere else and the integrals p (l,Q ) are known for all lines through the 
object. This is equivalent to. Radon transform which is denoted by operator R  and given
by
R [ fir,® ] = p{lfi) (2-2)
Ideally the function f(r,§) can be recovered through the inverse Radon transform provided 
that the Radon transform is known for all I  and 0. In practice, however, data consisting 
o f line integrals along only a finite number of rays are available and hence, practical and 
reliable methods are needed for the function of interest to be recoverd in such an 
environment. There has been a great deal of activity aimed at finding algorithms which 
can produce acceptable reconstructions in spite of the finite and noisy nature of the 
measured projection data. These algorithms are introduced in the next section.
P M )
Figure 2.1:-Transverse section through an object showing the reconstruction co-ordinate 
system.
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2 . 3  R e c o n s t r u c t i o n  T e c h n i q u e s
In the early days of computed tomography, a crude method of reconstruction now known 
as simple back projection was proposed and implemented, e.g. Oldendrof [01d61] and 
Kuhl [Kuh63]. In this simple technique, also referred to as the linear superposition or the 
summation method, reconstruction is performed by back-projecting the measured 
projections to a common object region. Each point in the reconstructed image, f ( x , y ) ,  is 
given a value equal to the sum of all the ray-sums that pass through it and can be written 
as
N
M y )  = E  P ( U ) A 6  (2-3)
i=l
where N  is the total number of raysums and A0 is the angular step size.
One of the fundamental limitations of simple back projection is that it does not 
produce a sharply defined image of the original object as each raysum is applied to all 
points along its path. The result is formed by the superposition of a set of straight lines 
and this produces a star artifact around regions of high density. As the number of 
projections is increased the star pattern becomes a general blurring of the background and 
takes the form of a (1/r) function as can be seen in Figure 2.2.
The applicability of this simple technique is therefore strongly limited and it has been 
superseded by more advanced methods. These methods can be largely classified into two 
distinct groups, namely the analytical methods and the iterative methods as shown in 
Figure 2.3.
2.4 Analytical Techniques
The analytical reconstruction techniques are based on direct solutions of equation (2.1). 
These solutions are designed to recover f ( x , y )  and to remove the blurring star artifact that 
appeal's around an image point in the simple back-projection process. The techniques 
described here can be divided into two distinct categories:
i) two-dimensional Fourier reconstruction,
ii) filtered back-projection.
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Figure 2.2: Simple back projection for a point source image illustrating the 1/r blurring.
Both approaches are mathematically equivalent but the first uses ’Fourier space’ and 
mathematical manipulations such as convolution while the other uses more familiar 
mathematics such as multiplication in ’real space’. Both categories are described in detail 
in the following two sections.
2.4.1 T w o  D im e n s io n a l F o u r ie r  R e co n s tru c tio n .
This is a very direct method of reconstruction in which Fourier transform theory can be 
used to drive a relationship between each point in the reconstructed image, f(x,y), and the 
measured projections p (l,Q ). The first step is to take the one dimensional Fourier transform 
of the ray-sum p (l,Q )
F(kx,ky) = J p ( l , 6) exp(-2nikt) d l
— oo
CD CD
= / /  f t x , y )  exp[ -Iniik^x + kfr) ]  d x  d y  (2.4)
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where k x, ky are the wave numbers in the x and y directions.
This equation can be simplified i f  the (x,y) axes are rotated to the new reference frame 
(l,s) where the angle of rotation 0 is given by
k  = ( k 2 + k y2 ) 2 (2.5)
Then equation 2.4 becomes
P(&,6) = f  f  e x p [ - 2 n ik l ]  d l  d s (2.6)
where P (k ,Q ) is the 1-D Fourier transform of p ( l,Q ) with respect to I  and the right-hand
This means that i f  the 1-D Fourier transform of the projection p (l,Q ) is calculated, the 
result P (k ,Q ) is the value of the 2-D transform of f ( x , y )  along a particular line. This line 
is the central section that is oriented along the direction 0=0. This important result is 
known as the central theorem which provides a basis for reconstructing an object from a 
complete set of its projections.
In principle this method is very simple and direct but, its practical implementation was 
restricted by the large computation region which is required in order to cany out the 
Fourier transforms and interpolate to a rectangular array to allow an inverse Fourier 
transformation to recover the distribution of the object function f ( x , y ) .  It, however, 
presents a theoretical and a practical interest in achieving a further development in 
reconstruction techniques specially with the recent rapid rise in computing power 
available.
2.4.2 F ilte re d  B a c k -P ro je c tio n
The filtered back-projection method can be visualized in a similar manner to simple back- 
projection with an attempt to improve reconstruction by removing the 1/r blurring before
side of the equation is recognisable as the 2-D Fourier transform of the object function.
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reconstruction. The back projection equation (Equation 2.3) can be written in integral form 
as
f ( x , y )  = f  p(l,e> d e  (2'7)
where f b(x ,y )  represents the back projected image.
The projection values can be written in Fourier space as:
p ( l f i )  =  f  P ( k f i )  exp[ 2 ji ikl] d k  (2-8)
Thus
f ( x , y )  -  f  f  P ( k ,8 )  exp[ 2tz ik l  ] d k  d d (2.9)
Multiplying and dividing by \k \  gives
7T co
f ( x > y ) = f  f  exp[2 tv i k l ]  | k  | d k  dQ
0
(2.10)
The division and multiplication by \k \ makes the right hand side of the equation to have 
the form of a two dimensional Fourier integral in polar co-ordinates and it can be written 
as
f ( x , y )  = F T 1
b
P ( k ,e )
1*1
(2.11)
As described previously (equation 2.6) the inverse Fourier transform of P (k ,Q ) is 
equivalent to the object function f ( x , y ) .  Thus equation 2.11 can be rewritten as:
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f(x,y) = f(x,y) ®
b \k
(2.12)
where ® denotes a convolution operation.
This shows that the back projected function, f b(x ,y ), is the same as the true function, 
f ( x , y ) ,  convolved with the inverse Fourier transform of the reciprocal spatial frequency. 
However, this is equal in real space to the reciprocal of radial distance:
obtain the true image provided that the data are modified to deconvolve the blurring 
function which is proportional to H r .  This could be earned out in two methods.
The first method filters the 2-D Fourier coefficients of a back projection image with 
a 2-D filter in the spatial frequency domain [Bat71, Suz88]. The method has, however, 
no practical use because it requires a computation region which is four times the size of 
the reconstructed image and this results in a long reconstruction time.
The second method, known as Filtered Back-projection, performs image reconstruction 
in the projection space. Equation 2.10 suggests that the blurring function can be removed 
by multiplying the Fourier transform by a factor \k \ to cancel the denominator of the 
equation. This, in the projection space, is equivalent to convolving the measured 
projections with a suitable filter function q ( r - r ' )  before the modified projections p *( l,Q ) are 
then back projected, that is
However, the filter function has already been determined in equation 2.10. The Fourier 
transform of the measured projection is multiplied by the filter function |fc| in the 
frequency space. This is equivalent to convolving the measured projection with the inverse 
Fourier transform of |fc| in the projection space. Hence, i f  this is implemented directly 
it w ill lead to a large increase in the noise in the image since this tends to be of high 
spatial frequency. The Fourier transform of the function |A: | is not defined unless one
(2.13)
This equation shows that it is possible to implement the back- projection technique to
p % d )  = q ( r - r ' )  ®  p(/,0) (2.14)
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imposes an upper bound k m which is the maximum meaningful frequency which can be 
constructed. In practice, however, most functions allow the user to control the degree of 
high frequency suppression by choosing a cut-off frequency k m which determines where 
the filter rolls o ff to zero gain. The location of k m determines how the filter w ill affect 
both image noise and resolution. Low cutoff frequencies provide good noise suppression, 
but they can blur sharp edges. Higher cutoff frequencies can preserve resolution, but often 
suppress noise insufficiently. There should exist an optimum cutoff frequency for a 
particular filter function which compromises the trade-off between noise suppression and 
spatial resolution degradation. This is discussed in the following section.
Figure 2.3: Classification of the reconstruction methods.
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2.5 Choice of Optimum Convolving or Filter Function
The optimum convolving or filter function depends on many factors such as the detector 
response function, the spatial frequencies of the object and the count density of the image. 
The type of filters which could be used for filtered back-projection technique are 
organised into five general classes [Hue77] as: BUTTER, HAN, HAM, PARZN and 
RAMP, These five filters correspond to multiplying the Ramp function in frequency space 
by window functions: Butterworth, Hann, Hamming, Parzen and Rectangular, respectively. 
When a window function o f w(f) is multiplied by the frequency |k|, it gives a filter 
function |k|w(f). Ideally, the window function should be the identity function and their 
bandwidth should be infinite, so that the filter function would be |k| [Kou82]. The 
inverse Fourier transform of a filter function is a convolving function. Real space 
convolution and frequency filtering are equivalent operations and can achieve the same 
result as it can be seen later. In this work two convolving functions, Ram-lak and Shepp- 
logan, have employed and quantitatively compared with two filter functions, Hanning and 
Butterworth, using a simulated projection data.
I ) Ram-Lak (RaLa) Convolver [Ram71]
This convolver is the digital representation of the RAMP convolution function, it is 
used only for parallel-beam geometry. The form of the convolver function is given by
C(fcAf) =
1
f o r  k  -  0
4(A I ) 2
0 f o r  k  = e v e n
f o r  k  = o d d-1 \2TZ2k \ A t f
where k is the lateral index, k= 0, ±1, ± 2 , .......  and Ai is the linear sampling interval.
The convolver function is shown in Figure 2.4 where the full curve represents the 
continuous form of the convolver and the circles show the points used in discrete versions 
for digital filtering methods. The negative side lobes of the convolver are responsible for
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amplification. The central lobe of the convolver controls the spatial resolution. The 
narrower the central lobe o f the convolving function is, the better the resolution.
I I ) Shepp-Logan (ShLo) Convolver [She74]
This is a modified version of RaLa convolver and can be used only for parallel beam 
geometry. I t  is given by
The two convolvers have nearly the same width for the central lobe. Therefore, the 
resolution in the reconstructed images are similar for perfect projection data. However, 
ShLo convolver reduces noise amplification as its side lobes are damped.
Figure 2.4: The continuous form of RaLa convolver with the circles show the points 
used in discrete implementation. Taken from Barrett [Bar82].
4
f o r  k  = 0
7t(Aft2
c ( k A l )
1 /
- 3 - 2 0 1 2 3
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The Hanning filter is defined in frequency domain as:
Ill ) Hanning Filter [Che75]
H  =
0.5|it | +0.5\k\cos(n klkj
zero
i f O *  |fc| i k ,
otherwise
where k m is the cutoff frequency at which the filter reaches zero gain.
The inverse Fourier transform of the filter function gives the convolution function which 
has greatly reduced side lobes and a relatively wide central lobe. Therefore this filter w ill 
suppress noise sufficiently with a loss in resolution. The frequency response o f the 
Hanning filter is shown in Figure 2.5a.
IV ) Butterworth Filter [Ham77]
The Butterworth filter is defined by the equation
m  - IM
1 + ? > "  
k m
The shape of the Butterworth filter differs from the Hanning in that it maintains a value 
close to one at low frequencies and has a steeper rolloff. In contrast to Hanning, the 
Butterworth filter cutoff frequency is defined as the point where the gain is down to 
0.707. The major advantage o f this filter is that it can be modified to suit the user. The 
parameter n, the order of the filter, determines the steepness o f the ro llo ff as shown in its 
frequency response (Figure 2.5b).
In order to compare the over all performance o f the four functions in terms of fidelity 
o f the reconstruction, activity quantification and the spatial definition of reconstructed 
objects, the following procedure was conducted. A  computer simulation program, based 
on RECLBL software package [Hue77] was used to create two mathematical phantoms.
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The first phantom shown in Figure 2.6, having one cold and four hot spots in a 
uniform background. The phantom has a diameter of 51 pixels and the spots have the 
same size of diameter 8 pixels. The relative activity of the background and the four hot 
areas is 5:10:15:20:25. The second phantom (Figure 2.7) has the same size as phantom 
(1) but has five hot spots o f 2, 4, 6, 8, and 10 pixels in diameter. The activity level in 
each spot was identical and the ratio between each spot and the background is 6:1. Each 
phantom was reconstructed using the filtered backprojection technique. Before 
backprojecting, one of the test convolution or filter functions was applied. Images were 
reconstructed, on 64x64 matrix with pixel width 1mm, from 72 projections at equal 
angular intervals of 5 degrees over 360° around the phantom. The projection data were 
ideal containing no errors and free from noise, scattering and photon attenuation effects.
Using the data of the first phantom, Figures 2.8 (a) and (b) are the results of using 
FBP with RaLa and ShLo convolver, respectively, while Figures 2.8 (c) and (d) are the 
results of using the same method with Butterworth and Hanning filters, respectively. The 
four images were compared using several figures-of -merit. The resemblance of the figures 
to the ideal image shown in Figure 2.6 is quantitatively evaluated to check the fidelity of 
the reconstruction. It was measured by using the image quality factors (fidelity (f), root 
mean square distance (5r) and mean absolute distance (5m) described in section 1.7. Table
2.1 shows the values of these factors for the images shown in Figure 2.8 (a)-(d). It can 
be seen from the table that the four images are close to each other with respect to the 
fidelity factor. The best in resemblance was achieved by using the ShLo convolver, Figure 
2.8, (b) followed in order by Figures 2.8 (a) and (c) obtained using RaLa convolver and 
Butterworth filter, respectively. The 5r value usually emphasizes the effect of a few large 
errors in the image while 8m value emphasizes the cumulative effect of a large number of 
small errors throughout the image. The data in table 2.1, suggest that the Hanning is the 
weakest o f the four function types tested. The 5r value for the Hanning is larger than that 
for ShLo by 35% while its 8m value is smaller than that for Shlo by 21%, which means 
that the Hanning is more sensitive to large errors than to small errors. This perhaps is due 
to the response of the Hanning filter at low frequencies. The response of the Buterworth 
filter was not significantly different from that of the RaLa convolver but both of these 
functions were better than the Hanning filter and worse than ShLo convolver.
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F i g u r e  2.5: F r e q u e n c y  r e s p o n s e  o f  a) H a n n i n g  filter, b) B u t t e r w o r t h  filter
F i g u r e  2.6: I m a g e  o f  p h a n t o m  (1) r e c o n s t r u c t e d  o n  a  6 4 x 6 4  m a t r i x .
Figure 2.7: Image of phantom (2) reconstructed on a 64x64 matrix.
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Figure 2.8: Images reconstructed using filtered backprojection with (a) RaLa convolver,
(b) ShLo convolver, (c) Butterworth filter, (d) Hanning filter.
Filter Fidelity R o o t  M e a n  S q u a r e M e a n  A b s o l u t e
F u n c t i o n (f) D i s t a n c e  ( S r) D i s t a n c e  (8m )
R a L a 0 . 9 8 3 9 0 . 0 2 4 7 0 . 1 4 9 5
S h L o 0 . 9 8 7 3 0 . 0 1 9 4 0 . 1 2 5 9
H a n n i n g 0 . 9 8 0 4 0 . 0 3 0 0 0 . 1 0 4 1
B u t t e r w o r t h 0 . 9 8 3 5 0 . 0 2 5 4 0 . 1 5 0 8
T a b l e :  2.1: I m a g e  quality factors for i m a g e s  r e c o s t r u c t e d  u s i n g  different c o n v o l v e r  a n d  
filter f u n c t i o n s
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F o r  e a c h  i m a g e  in F i g u r e  2.8 the r e c o n s t r u c t e d  c o u n t  v a l u e  for o n e  c o l d  a n d  f o u r  h o t  
spots, h a v e  b e e n  a v e r a g e d  o v e r  4 x 4  p i x e l  a r e a  a n d  c o m p a r e d  w i t h  th e  c o r r e s p o n d i n g  level 
o f  radioactivity in p h a n t o m  1. F i g u r e  2 . 9  s h o w s  the linear relationship b e t w e e n  the s e  t w o  
v a l u e s  for th e  f o u r  functions.
I n  e x a m i n i n g  the e d g e  s h a r p n e s s  o f  spo t s  in the r e c o n s t r u c t e d  i m a g e s  o b t a i n e d  u s i n g  
different filters a n d  c o n v o l v e r s ,  a  c o u n t  profile t h r o u g h  the c e n t r e  o f  the h i g h e s t  
ra d i o a c t i v e  s p o t  s h o w s  the variation o f  n u m b e r  o f  c o u n t  p e r  pixel w i t h  the radial d i s t a n c e  
f r o m  th e  c e n t r e  o f  the spot. B y  f o c u s i n g  o n  th e  s p o t  e d g e ,  F i g u r e  2.10, it c a n  b e  s e e n  that 
t he results o b t a i n e d  u s i n g  R a L a  c o n v o l v e r  a n d  B u t t e r w o r t h  filter c l o s e l y  r e s e m b l e  the 
ideal variation o f  the m a t h e m a t i c a l  p h a n t o m .  O n  the o t h e r  h a n d ,  the S h L o  c o n v o l v e r  c o u n t  
profile w a s  l o w e r  t h a n  that o b t a i n e d  b y  R a L a  a n d  B u t t e r w o r t h ,  b u t  c l o s e r  to true s h a p e  
t h a n  that o b t a i n e d  b y  the H a n n i n g  filter w h i c h  d i d  n o t  s h o w  a  g o o d  spatial definition. T h i s  
is a  reflection o f  the i n c r e a s e d  s m o o t h i n g  o f  the H a n n i n g  filter in c o m p a r i s o n  to the o t h e r  
three functions.
T h e  q u e s t i o n  n o w  is, w h i c h  o f  th e  f o u r  f u n c t i o n s  is the o p t i m u m  f u n c t i o n  for this 
study. I n  o r d e r  to u n d e r s t a n d  better the b e h a v i o u r  o f  the s e  f u n c t i o n s  a n d  to reve a l  m o r e  
p o s s i b l e  diffe r e n c e s  b e t w e e n  t h e m ,  th e  detectability o f  the f o u r  f u n c t i o n s  w e r e  tested for 
p r o j e c t i o n  d a t a  o b t a i n e d  f r o m  p h a n t o m  2. S p e c i a l  attention h a s  b e e n  d e v o t e d  to the 
relationships b e t w e e n  h o t  s p o t  d i a m e t e r  a n d  activity level in the r e c o n s t r u c t e d  i m a g e s ,  
s h o w n  in F i g u r e  2.11. F i g u r e  2 . 1 2  s h o w s  the variation o f  activity level w i t h  d i a m e t e r  for 
the five h o t  spots. A l t h o u g h  all the spots h a v e  the s a m e  ra d i o a c t i v e  con c e n t r a t i o n ,  the 
s m a l l e r  spots w e r e  u n d e r e s t i m a t e d  c o m p a r e d  w i t h  the larger spots w h e r e  n o  
u n d e r e s t i m a t i o n  o c c u r r e d .  W h e n  the d i a m e t e r  o f  a  s p o t  is larger t h a n  4  m m ,  the m a x i m u m  
v a l u e  o f  th e  profiles, o b t a i n e d  b y  R a L a ,  S h L o  a n d  B u t t e r w o r t h ,  b e c o m e s  v e r y  c l o s e  to the 
true value, w h i l e  in c a s e  o f  H a n n i n g  filter the s p o t  d i a m e t e r  w h i c h  r e p r e s e n t  the true 
activity is 6  m m .  H o w e v e r ,  as t he s a m e  ideal d a t a  w e r e  u s e d  to r e c o n s t r u c t  all the i m a g e s ,  
it is e v i d e n t  that the u n d e r e s t i m a t i o n  in the activity level, especially in s m a l l  spots, m a y  
h a v e  b e e n  a  result o f  s o f t w a r e  error o f  the c o n v o l v e r  o r  filter function. T o  m a k e  this m o r e  
clear, F i g u r e  2 . 1 3  s h o w s  c o u n t  profile t h r o u g h  the centre o f  the 2  m m  d i a m e t e r  s p o t  
w h e r e  the m a x i m u m  u n d e r e s t i m a t i o n  o c c u r r e d  a n d  the d i f f e r e n c e  b e t w e e n  the f o u r  
f u n c t i o n s  is o b v i o u s .
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F i g u r e  2.9: R e l a t i o n s h i p  b e t w e e n  m e a s u r e d  a n d  true activity for r e c o n s t r u c t e d  i m a g e s  
u s i n g  different filters.
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F i g u r e  2.10: C o u n t  profiles t h r o u g h  the c e n t e r  o f  the h i g h e s t  r a d i o a c t i v e  s p o t  s h o w i n g  
variation o f  e d g e  s h a r p n e s s  w i t h  different filters.
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Figure 2.11: Images reconstructed using filtered backprojection with (a) RaLa convolver,
(b) ShLo convolver, (c) Butterworth filter, (d) Hanning filter.
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F i g u r e  2.12: V a r i a t i o n  o f  activity level w i t h  s p o t  d i a m e t e r .  
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Figure 2.13: Count profiles through the centre of the 2 mm diameter spot.
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H o w e v e r ,  all o f  the a b o v e  results o f  testing the diffe r e n c e s  b e t w e e n  the f o u r  
p r o c e s s i n g  m e t h o d s  d i d  n o t  r e v e a l  a  significant difference b e t w e e n  t h e m  in t e r m s  o f  
fidelity o f  r e c o n s t r u c t i o n  a n d  linearity m e a s u r e m e n t s .  In  t e r m s  o f  e d g e  s h a r p n e s s  a n d  
e s t i m a t i o n  o f  activity level in s m a l l  objects, there w a s  n o  significant diffe r e n c e  b e t w e e n  
B u t t e r w o r t h  a n d  R a L a ,  h o w e v e r ,  b o t h  o f  the s e  f u n c t i o n s  p e r f o r m e d  significantly better 
t h a n  t h e  S h L o  a n d  th e  H a n n i n g .  T h e r e f o r e ,  the c h o i c e  n o w  is b e t w e e n  t h e  R a L a  c o n v o l v e r  
a n d  t he B u t t e r w o r t h  filter o r  b e t w e e n  real s p a c e  c o n v o l u t i o n  a n d  f r e q u e n c y  filtering.The 
o n l y  a d v a n t a g e  o f  the B u t t e r w o r t h  filter o v e r  R a L a  c o n v o l v e r  is that it c a n  b e  m o d i f i e d  
to suit t he r e c o n s t r u c t e d  case, b y  c h a n g i n g  the relationship b e t w e e n  its c u t o f f  f r e q u e n c y  
a n d  th e  size o f  the d e t e c t e d  object. T h i s  is illustrated in F i g u r e  2 . 1 4  w h i c h  s h o w s  the 
effect o f  c h a n g i n g  the c u t o f f  f r e q u e n c y  o n  th e  e s t i m a t i o n  o f  the activity level. O n e  
d r a w b a c k  o f  this filter, h o w e v e r ,  is that it m a y  b e  n e c e s s a r y  to u s e  ’a  priori’ k n o w l e d g e  
o f  o b j e c t  size as a  g u i d e l i n e  for selecting the o p t i m u m  c u t o f f  f r e q u e n c y .
Pixels
F i g u r e  2.14: C o u n t  profiles t h r o u g h  the 2  m m  a n d  4  m m  s p o t s  o b t a i n e d  w i t h  the 
B u t t e r w o r t h  filter u s i n g  different c u t o f f  frequencies.
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2.6 Iterative Reconstruction T e c h n i q u e
Iterative r e c o n s t r u c t i o n  is a  n u m e r i c a l  t e c h n i q u e  w h i c h  i n v o l v e s  u s i n g  a  s q u a r e  arr a y  o f  
N x N  pixels e a c h  o f  w i d t h  e q u a l  to the linear s a m p l i n g  size to p r o d u c e  a  section i m a g e  
w h i c h  is a n  e s t i m a t e  o f  th e  original distribution. T h e  v a l u e  o f  e a c h  pixel is g u e s s e d  a n d  
t h e n  m o d i f i e d  b y  c o m p a r i n g  th e  e s t i m a t e d  p r o j e c t i o n  v a l u e  to the m e a s u r e d  value. T h u s ,  
a n  a p p r o x i m a t i o n  to the original distribution c a n  b e  m a d e  t h r o u g h  a  solution w h i c h  is 
u s u a l l y  d e f i n e d  w i t h i n  a  circle o f  d i a m e t e r  e q u a l  to the total w i d t h  o f  th e  scan.
I n  o r d e r  to a p p r o x i m a t e  a  t r a n s v e r s e  section f r o m  its pr o j e c t i o n s  o n  a  s q u a r e  array, it 
is n e c e s s a r y  to c h a racterize the 2 - D  distribution b y  a  finite n u m b e r  o f  v a l u e s  e q u a l  to the 
total n u m b e r  o f  pixels in the array. T h e s e  v a l u e s  m a y  r e p r e s e n t  the a v e r a g e  o f  the 
c o n t i n u o u s  f u n c t i o n  f(r,Q) o v e r  the r e g i o n  d e f i n e d  b y  the pixel. T h i s  r e q u i r e m e n t  
c o r r e s p o n d s  to d a t a  b e i n g  discretely s a m p l e d  a n d / ( V , 0 )  is r e p r e s e n t e d  b y  a n  a v e r a g e  v a l u e  
f t fo r  the pixel *i\ T h u s  the integration o f  e q u a t i o n  2.1 m u s t  b e  r e p l a c e d  b y  a  discrete 
s u m m a t i o n  a n d  the R a d o n  t r a n s f o r m ,  E q u a t i o n  2.2, c a n  b e  w r i t t e n  as a  set o f  algebraic 
e q u a t i o n s  o f  th e  f o r m
Pj = £  w „ A  ( 2 ' 1 5 )
i= 1
w h e r e  N2 is the total n u m b e r  o f  pixels a n d  Wy is w e i g h t i n g  factor d e s c r i b e s  the 
c o n t r i b u t i o n  o f  t h e  ith pixel to the jth r a y s u m .
I n  principle, if sufficient n u m b e r  o f  pr o j e c t i o n s  are taken, a n d  the w e i g h t i n g  factors 
w{J ar e  k n o w n  f r o m  the g e o m e t r y  then, e q u a t i o n  2 . 1 5  c a n  b e  s o l v e d  b y  calculating the 
e l e m e n t s  o f  the m a t r i x  wf1 i.e.
M
A  = £  V  Pj <2-16>
M
w h e r e  M  is the n u m b e r  o f  projections.
I n  practice this is n o t  a  s i m p l e  p r o b l e m  as the size o f  w e i g h t i n g  factors for typical 
i m a g e  arrays is l arge a n d  the m a t r i x  i n v e r s i o n  w o u l d  ta k e  a  c o n s i d e r a b l e  t i m e  to c o m p u t e .  
Further, t h e  p r o b l e m  o f  n o i s e  in a d d i t i o n  to the fact that sufficient a n g u l a r  m e a s u r e m e n t s  
are r e q u i r e d  to g i v e  a  u n i q u e  solution, h a v e  m a d e  this m e t h o d  v e r y  difficult to i m p l e m e n t
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a n d  p r o m p t e d  a  s e a r c h  for alternate a p p r o a c h e s .
I n  principle, E q u a t i o n  2 . 1 5  c a n  b e  s o l v e d  b y  iterative a p p r o x i m a t i o n  t e c h n i q u e s  
basically consist o f  a p p l y i n g  s u c c e s s i v e  c o r rections to a n  array o f  arbitrary initial values. 
T h e  p r o j e c t i o n s  w h i c h  w o u l d  h a v e  r esulted f r o m  the starting v a l u e s  are a d j u s t e d  iteratively 
until their v a l u e s  m o s t  clos e l y  r e s e m b l e  the actual m e a s u r e d  values. T h e  final resulted 
v a l u e s  o f  f  are t h e n  t a k e n  to b e  the solution.
S e v e r a l  m e t h o d s  o f  iterative r e c o n s t r u c t i o n  are n o w  exist a n d  the m a j o r  d i fference 
b e t w e e n  t h e m  is in th e  s e q u e n c e  in w h i c h  the corrections are c a l c u l a t e d  a n d  r e a p p l i e d  
d u r i n g  e a c h  iteration. T h e s e  are d i s c u s s e d  in th e  f o l l o w i n g  sections.
2.6.1 Simultaneous Iterative Reconstruction Technique (S IRT)
T h e  S i m u l t a n e o u s  Iterative R e c o n s t r u c t i o n  T e c h n i q u e  ( S I R T )  w a s  i n t r o d u c e d  in electron 
m i c r o s c o p y  b y  G i l b e r t  [ Gil72] a n d  h a s  also b e e n  a p p l i e d  to p o s i t r o n  t o m o g r a p h y  b y  
S c h m i d l i n  [ S c h 7 2 ] .  It is a  p o i n t  b y  p o i n t  c o r r e c t i o n  t e c h n i q u e .  E a c h  pixel is c o r r e c t e d  for 
e v e r y  r a y s u m  p a s s i n g  t h r o u g h  it a n d  the co r r e c t i o n  is t h e n  i n c o r p o r a t e d  into the i m a g e  
b e f o r e  m o v i n g  o n  to o t h e r  pixels. T h e  p r o c e s s  is r e p e a t e d  for e v e r y  o t h e r  pixel w h i l e  
t a k i n g  all th e  p r e v i o u s  c o r rections into a c c o u n t  in the p r e s e n t  iteration. A f t e r  e a c h  iteration 
t he total arr a y  is n o r m a l i z e d .  T h i s  n o r m a l i s a t i o n  c a n  b e  t h o u g h t  o f  as a  t y p e  o f  d a m p i n g  
w h i c h  p r e v e n t s  a n  i m a g e  oscillating a b o u t  the correct solution. A s  e a c h  r a y s u m  is 
r e c a l c u l a t e d  m a n y  t i m e s  d u r i n g  a n  iteration, this t e c h n i q u e  is a  relatively s l o w  t e c h n i q u e  
a n d  g o o d  results c a n  o n l y  o b t a i n e d  at the e x p e n s e  o f  l o n g  c o m p u t a t i o n  time.
2.6.2 The Algebraic Reconstruction Technique (A R T )
T h e  A l g e b r a i c  R e c o n s t r u c t i o n  T e c h n i q u e  ( A R T ) ,  a  s i m p l e  m e t h o d  o f  a p p r o a c h i n g  a  
solution, w a s  first d e s c r i b e d  in the field o f  e lectron m i c r o s c o p y  [ G o r 7 0 ]  a n d  u s e d  in the 
original v e r s i o n  o f  the E M I  s c a n n e r  [ H o u 7 3 ] .
A R T  is a  r a y  b y  r a y  c o r r e c t i o n  a p p l i e d  to all pixels in the r a y s u m .  It consists o f  u s i n g  
a n  array o f  arbitrary initial v a l u e s  a n d  t h e n  m o d i f y i n g  e a c h  pixel v a l u e  a l o n g  e a c h  r a y  b y  
a  factor that c o m p e n s a t e s  for the d i f f e r e n c e  b e t w e e n  the m e a s u r e d  r a y s u m  p} a n d  the 
c a l c u l a t e d  r a y s u m  pcj i.e.
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r f  = P j -  Pcj (2.17)
E a c h  p i x e l  c o n t r i b u t i n g  to the r a y s u m  is t h e n  m o d i f i e d  a c c o r d i n g  to its w e i g h t i n g  factor 
Wy a n d  n o r m a l i s e d  s o  that the total c o r r e c t i o n  to the pixels o f  that r a y s u m  is e q u a l  to 8pj 
a n d  the c o r r e c t i o n  factor 8 /  for a  pai'ticular pixel i is g i v e n  b y
the d e n o m i n a t o r  o f  the c o r r e c t i o n  factor is the n o r m a l i s i n g  factor.
T h e  c o r rections to e a c h  pixel m a y  b e  a p p l i e d  additively o r  multiplicatively a n d  w h e n  
t h e y  a p p l i e d  to all pixels a n d  all r a y s u m s ,  the p r ojection d a t a  are recalculated. T h i s  
p r o c e d u r e  constitutes o n e  iteration a n d  is r e p e a t e d  until the d e s i r e d  a c c u r a c y  is a c h i e v e d .  
T h e  o p t i m u m  n u m b e r  o f  iterations a p p e a r s  to b e  five to ten [ B r o 7 6 ] .
It is clear that A R T  i n c o r p o r a t e s  m a n y  c o r rections d u r i n g  iteration a n d  thus it is the 
m o s t  c o m p u t a t i o n a l l y  efficient. O n e  d r a w b a c k  o f  the m e t h o d  is that it is v e r y  susceptible 
to n o i s e  in the d a t a  w h i c h  c a n  c a u s e  i n consistencies s o  that a  stable solution w h i c h  
satisfies all th e  projections will n o t  b e  possible. H o w e v e r ,  w i t h  n o i s y  data, i m a g e  will 
oscillate as it c h a n g e d  to m a t c h  e a c h  pr o j e c t i o n  in turn, b u t  it is p o s s i b l e  to r e d u c e  this 
effect b y  the u s e  o f  a  relax a t i o n  p a r a m e t e r  w h i c h  is a  factor that multiplies the c o r r e c t i o n  
factor 8/, b e f o r e  this is a p p l i e d  to t h e  i m a g e .  T h e  relaxation p a r a m e t e r  is a  f u n c t i o n  o f  all 
c h a n g e s  for e a c h  p i x e l  w h i c h  will h a s  the effect o f  d a m p i n g  the c o r rections a n d  p r e v e n t s  
a  pix e l  oscillating a b o u t  its true value.
2.6.3 The Iterative Least Squares Technique (ILST )
T h e  Iterative least S q u a r e s  T e c h n i q u e  ( I L S T )  is a  f o r m  o f  r e c o n s t r u c t i o n  w h i c h  is p e r h a p s  
m o r e  a c c e p t a b l e  f r o m  a  m a t h e m a t i c a l  a n d  statistical v i e w  p o i n t  t h a n  A R T  a n d  S I R T  
[ G o r 7 4 ,  B u d 7 4 ] .  T h e  m e t h o d  i n v o l v e s  calculating all the c o r r e c t i o n  factors at the 
b e g i n n i n g  o f  the a n  iteration, a n d  t h e n  a p p l y i n g  the s e  s i m u l t a n e o u s l y  to all pixels at the 
e n d  o f  the iteration, u p d a t e d  v a l u e s  are u s e d  o n l y  in the n e x t  iteration. T h e  c o r rections are 
b a s e d  o n  m i n i m i z i n g  the di f f e r e n c e  b e t w e e n  the m e a s u r e d  proje c t i o n s  a n d  the c a l c u l a t e d
(2.18)
*=1
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pr o j e c t i o n s  at the n t h  iteration in a  least s q u a r e  fashion. T h e  f u n c t i o n  to b e  m i n i m i z e d  is
x2C ‘) - E E  — " <2-19>
V 6 0/0
w h e r e  f u is the activity c o n c e n t r a t i o n  in pixel (i,j) to b e  r e c o n s t r u c t e d  a n d  gjq2 is the 
v a r i a n c e  o f  th e  m e a s u r e d  p r o j e c t i o n  pjQ.
H e r e  a  d a m p i n g  factor m u s t  als o  b e  u s e d  to r e a c h  a  final s t e a d y  state. T h e  c h o i c e  o f  
this factor is n o t  critical. It m a y  b e  c h o s e n  to p r o v i d e  a  best least s q u a r e s  fit to th e  d a t a  
after e a c h  iteration [ G o i 7 2 ]
T h e  m a j o r  a d v a n t a g e  o f  I L S T  o v e r  A R T  is b y  the w a y  that the correc t i o n s  are applied. 
I L S T  a v e r a g e s  the d a t a  d u r i n g  e a c h  iteration a n d  s o  at the e n d  o f  the iteration the i m a g e  
will n o t  b e  i n f l u e n c e d  to a  great e x t e n t  b y  the last projection. A c c o r d i n g l y ,  if the c o u n t i n g  
statistics are p o o r  it is pr e f e r a b l e  to u s e  I L S T  w h i c h  c a n  a c c o m m o d a t e  n o i s y  d a t a  a n d  
errors in d a t a  a c c u m u l a t i o n .  O n  the o t h e r  h a n d  I L S T  c a n  b e  m o d i f i e d  to h a n d l e  
at t e n u a t i o n  corre c t i o n  w h i c h  c a n  b e  i n c o r p o r a t e d  in the w e i g h t i n g  factor w y as will b e  
d i s c u s s e d  later in c h a p t e r  4.
F o r  this study, t w o  v e r s i o n s  o f  I L S T  h a v e  b e e n  i m p l e m e n t e d  a n d  c o m p a r e d .  T h e  
d i f f e r e n c e  b e t w e e n  t h e s e  t w o  a l g o r i t h m s  is b a s e d  o n  c h o o s i n g  the direction o f  the n e x t  
step in the iterative p rocess. T h e  first v e r s i o n  is the g r a d i e n t  o r  steepest d e s c e n t  
m i n i m i z a t i o n  m e t h o d  w h i c h  takes as its step direction that direction in w h i c h  the s q u a r e  
o f  t he di f f e r e n c e  ( % 2), locally d e c r e a s e s  m o s t  rapidly. T h e  s e c o n d  v e r s i o n  is th e  c o n j u g a t e  
g r a d i e n t  m e t h o d  w h i c h  i m p r o v e s  c o n v e r g e n c e  o f  the iterative p r o c e s s  b y  m a k i n g  the step 
direction o r t h o g o n a l  to all p r e v i o u s  steps.
T h e  properties o f  t h e s e  t w o  v e r s i o n s  o f  I L S T  w e r e  e x a m i n e d  u s i n g  the proje c t i o n  d a t a  
o f  p h a n t o m  (1). F i g u r e  2 . 1 5  clearly s h o w s  that the c o n j u g a t e  g r a d i e n t  g i v e s  a  
r e c o n s t r u c t i o n  w i t h  better r e s olution w h i l e  g r a d i e n t  g i v e s  a  r e c o n s t r u c t i o n  w i t h  less 
a p p a r e n t  b a c k g r o u n d  artifact. Quantitatively, the ability o f  the t w o  m e t h o d s  to r e c o n s t r u c t  
c o l d - s p o t  as w e l l  as h o t - s p o t  is d e m o n s t r a t e d  in F i g u r e  2.16, w h i c h  s h o w s  a  c o u n t  profile 
t h r o u g h  th e  c e n t r e  o f  the t w o  spots s h o w n  at the l o w e r  part o f  the p h a n t o m .  It c a n  b e  
o b s e r v e d  that th e  profile o b t a i n e d  w i t h  the g r a d i e n t  m e t h o d  i ^ m u c f l )  clos e r  to the true 
profile t h a n  that o b t a i n e d  w i t h  th e  c o n j u g a t e  g r a d i e n t  m e t h o d .
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F i g u r e  2.15: R e c o n s t r u c t i o n  o f  p h a n t o m  (1) u s i n g  (a) c o n j u g a t e  g r a d i e n t  a n d  (b) g r a d i e n t  
a l g o r i t h m s .
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F i g u r e  2.16: C o u n t  profile t h r o u g h  the c e n t r e  o f  the t w o  spots at the l o w e r  part o f  
p h a n t o m ( l ) .
It h a s  b e e n  s h o w n  [ H e r 7 9 , G e n 9 0 ]  that for A R T  the c o n v e r g e n c e  o f  the a l g o r i t h m  c a n  
b e  a c c e l e r a t e d  b y  n o t  u s i n g  the pr o j e c t i o n s  in a n g u l a r  o r d e r  b u t  rather u s e  t h e m  in s u c h  
a  w a y  that there is a  large a n g u l a r  step size b e t w e e n  the c o n s e c u t i v e  pr o j e c t i o n s  used. 
T h i s  is also true for I L S T  as  th e  c o n j u g a t e  g r a d i e n t  m e t h o d ,  after a  f e w  iterations h a s  a  
l o w e r  c h i - s q u a r e  v a l u e  t h a n  the g r a d i e n t  m e t h o d ,  se e  F i g u r e  2.17.
Iteration
F i g u r e  2.17: V a r i a t i o n  o f  c h i - s q u a r e  w i t h  the n u m b e r  o f  iterations.
T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for the c o n j u g a t e  g r a d i e n t  
a n d  the g r a d i e n t  a l g o r i t h m s  is s h o w n  in F i g u r e  2.18. T h e  c o n j u g a t e  g r a d i e n t  
r e c o n s t r u c t i o n s  r e q u i r e  less iterations t h a n  the g r a d i e n t  o n e s ,  in o r d e r  to m a x i m i s e  the 
i m a g e  quality v a l u e  but, as the a l g o r i t h m  p a s s e s  a  certain p o i n t  the r e c o n s t r u c t i o n  it yields 
b e g i n s  to deteriorate slightly ( 2 %  after 5 0  iterations). H o w e v e r ,  w i t h  the g r a d i e n t  
r e c o n s t r u c t i o n  the i m a g e  is s l o w  to c o n v e r g e  b u t  the final i m a g e  quality factor is h i g h e r  
t h a n  that o b t a i n e d  w i t h  the c o n j u g a t e  gradient, w i t h  n o  sign o f  deterioration. T h i s  is m a d e  
e v i d e n t  in F i g u r e  2.19, in w h i c h  a  s e c o n d  quantitative m e a s u r e  o f  i m a g e  quality is u s e d  
(root m e a n  s q u a r e  distance), a n d  the b e h a v i o u r  o f  the t w o  m e t h o d s  ar e  the s a m e  as in 
F i g u r e  2.18.T h e  e x p l a n a t i o n  o f  this is b a s e d  u p o n  the a n g u l a r  o r d e r  in w h i c h  the
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F i g u r e  2.18: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  iteratios for c o n j u g a t e  
g r a d i e n t  a n d  g r a d i e n t  algor i t h m s .
Iteration
F i g u r e  2.19: T h e  variation o f  r o o t  m e a n  s q u a r e  d i s t a n c e  w i t h  the n u m b e r  o f  iterations for 
c o n j u g a t e  g r a d i e n t  a n d  g r a d i e n t  algori t h m s .
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p r o j e c t i o n  d a t a  are t a k e n  into c onsideration. W h e n  a  g r a d i e n t  m e t h o d  w a s  e m p l o y e d ,  
p r o j e c t i o n  d a t a  w e r e  u s e d  s u c c e s s i v e l y  to calculate e s t i m a t e s  o f  the original object. 
Initially the c o r r e c t i o n  size w a s  k e p t  relatively s m a l l  until the i m a g e  h a d  substantially 
c o n v e r g e d  t o w a r d s  th e  g r o s s  features o f  the r e c o n s t r u c t i o n  a n d  the %2 w a s  m u c h  r e d u c e d .  
T h e r e a f t e r  the c o r r e c t i o n  size w a s  g r a d u a l l y  r e d u c e d  to z e r o  linearly until the 
p r e d e t e r m i n e d  n u m b e r  o f  iterations h a d  b e e n  a c h i e v e d .  T h i s  e n s u r e s  that the fine details 
o f  t he i m a g e  are g r a d u a l l y  p r o d u c e d  t h r o u g h  the s c h e m e  b e f o r e  the b u l k  c o n v e r g e n c e  is 
a c h i e v e d  to establish a c c e p t a b l e  i m a g e s .  I n  t he c a s e  o f  the c o n j u g a t e  g r a d i e n t  h o w e v e r ,  
the r e  is 9 0 °  b e t w e e n  the p r o j e c t i o n s  u s e d  c o n s e c u t i v e l y ,  in o r d e r  to s p e e d  th e  c o n v e r g e n c e  
o f  th e  a l g o r i t h m .  H e n c e ,  the s c h e m e  is o p e r a t e d  w i t h  large c o r r e c t i o n  size w h i c h  
accelerates the m i n i m i z a t i o n  o f  th e  % 2 a n d  s o  the g r o w t h  o f  the g r o s s  features o f  the 
i m a g e .  T h e  b u l k  c o n v e r g e n c e  is a c h i e v e d  first b e f o r e  the a d d i t i o n  o f  the fine details o f  
the i m a g e ,  is t a k i n g  place. T h i s  s c h e m e  will still g r o w  a n  a c c e p t a b l e  i m a g e  b u t  there is 
a  possibility that at the final iteration, the r e c o n s t r u c t i o n  m a y  b e c o m e  t r a p p e d  in a  f e w  
local errors a n d  th u s  c o n v e r g e s  to a  l o w e r  i m a g e  quality t h a n  the f o r m e r  s c h e m e .  It is w e l l  
k n o w n  that o n c e  the g r o s s  features o f  a n  i m a g e  h a v e  b e e n  established, its c a l c u l a t e d  
p r o j e c t i o n s  will r o u g h l y  m a t c h  the m e a s u r e d  projections, a n d  the a d d i t i o n  o f  fine details 
m a y  n o t  alter the m i n i m i s a t i o n  p r o c e s s  greatly but, t h e y  are vital for final i m a g e  quality.
H o w e v e r ,  the a b o v e  results w e r e  b a s e d  o n  perfect noiseless m e a s u r e m e n t s .  In o r d e r  to 
further assess the p e r f o r m a n c e  o f  the a l g o r i t h m s  P o i s s o n  n o i s e  w a s  a d d e d  to the 
p r o j e c t i o n s  at levels o f  5 %  a n d  1 0 % .  T h e  n o i s y  proje c t i o n s  w e r e  s u b s e q u e n t l y  
r e c o n s t r u c t e d  u s i n g  b o t h  t e c h n i q u e s .
W h e n  c o n j u g a t e  g r a d i e n t  w a s  u s e d  there w a s  a  s m a l l  variation in the e x a c t  m a n n e r  b y  
w h i c h  the c o n v e r g e n c e  is a c h i e v e d .  A s  in the noiseless conditions, the i m a g e  first 
c o n v e r g e d  to m a x i m u m  i m a g e  quality after five iterations t h e n  it h a s  started to deteriorate 
as t h e  iterations p r o g r e s s e d .  It is p e r h a p s  n o t  surprising since this d e p e n d s  o n  the o b j e c t  
b e i n g  i m a g e d .  T h e  variation o f  the i m a g e  quality at the e n d  o f  e a c h  iteration w i t h  P o i s s o n  
n o i s e  a d d e d  to the proje c t i o n s  is s h o w n  in F i g u r e  2.20. It c a n  b e  s e e n  f r o m  the figure 
h o w ,  as the n o i s e  level increases, the c o n v e r g e n c e  is to l o w e r  the i m a g e  quality v a l u e  
i ndic a t i n g  a  p o o r e r  m a t c h  b e t w e e n  the m e a s u r e d  a n d  the ca l c u l a t e d  projections. A s  the 
c o n s i s t e n c y  b e t w e e n  projec t i o n s  i n c r e a s e s  ( l o w e r  n o i s e  level) the c o n v e r g e n c e  i m p r o v e s ,  
i.e. h i g h e r  i m a g e  quality. H o w e v e r ,  at a n o i s e  level o f  5 %  the deterioration in t he quality,
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after th e  m a x i m u m  v a l u e  w a s  r e a c h e d ,  is o n l y  5 %  after 5 0  iterations c o m p a r e d  to 1 2 %  
d e c r e a s e  at n o i s e  level o f  1 0 % .
F o r  g r a d i e n t  r e c o n s t r u c t i o n  at 5 %  n o i s e  level, the a l g o r i t h m  c o n t i n u e d  to c o n v e r g e  
steadily w i t h  the i m a g e  quality v a l u e  i n c r e a s i n g  w i t h  e v e r y  further iteration as s h o w n  in 
F i g u r e  2.21. A t  th e  h i g h e r  n o i s e  level o f  1 0 %  h o w e v e r ,  the i m a g e s  s h o w  a  slight 
deterioration o f  o n l y  2 %  di f f e r e n c e  b e t w e e n  the m a x i m u m  i m a g e  quality v a l u e  o b t a i n e d  
after 1 5  iterations a n d  that o b t a i n e d  after 5 0  iterations. T h i s  o n c e  a g a i n  reflects the 
difficulty w h i c h  a n y  iterative m e t h o d  will h a v e ,  trying to c o p e  w i t h  inconsistent data. 
N e v e r t h e l e s s ,  final i m a g e  quality values, o b t a i n e d  t h r o u g h  g r a d i e n t  reconstruction, w e r e  
typically > 9 5 %  u n d e r  all th e  n o i s y  c o n d i t i o n s  a n d  the noiseless situation.
T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for the t w o  a l g o r i t h m s  are
c o m p a r e d  in F i g u r e s  2 . 2 2  (for 5 %  n o i s e  level) a n d  2 . 2 3  (for 1 0 %  n o i s e  level). T h e  results
s h o w  that a l t h o u g h  the c o n j u g a t e  g r a d i e n t  m e t h o d  n e e d s  less iterations t h a n  the g r a d i e n t
m e t h o d  to m a x i m m i s e  the i m a g e  quality value, n e v e r t h e l e s s  it d i d  n o t  l e a d  to perfect
vohtcYir e c o n s t r u c t i o n  d u e  to the r a p i d  deterioration  ^ a p p e a r s  thereafter as the iterations p r o g r e s s e d .  
F o r  n o i s y  data, the results illustrate the i n t o l e r a n c e  o f  the c o n j u g a t e  g r a d i e n t  a l g o r i t h m  to 
n o i s e  a n d  o n c e  a g a i n  the be s t  r e c o n s t r u c t i o n s  w e r e  o b t a i n e d  w i t h  the g r a d i e n t  m e t h o d .  In  
t he p r e s e n t  studies, sufficient c o u n t s  w e r e  r e c o r d e d  to m a k e  the n o i s e  level in the 
p r o j e c t i o n  d a t a  o f  th e  o r d e r  4 - 6 % .  u n d e r  t h e s e  c o n d i t i o n s  the g r a d i e n t  a l g o r i t h m  is 
e x p e c t e d  to p e r f o r m  well, as n o t e d  p r e v i o u s l y  a n d  h e n c e  it h a s  b e e n  the iterative m e t h o d  
o f  choice.
H o w e v e r ,  w h e n  u s i n g  iterative a l g o r i t h m  it is n e c e s s a r y  to halt the iterative p r o c e s s  
w h e n  the i m a g e  is n e a r  o p t i m u m .  It is n o t  a l w a y s  p o s s i b l e  to u s e  the i m a g e  quality factors 
s i n c e  t h e s e  r e q u i r e  ’a  priori’ e s t i m a t i o n  o f  the ideal e x p e c t e d  i m a g e ,  inst e a d  certain 
s t o p p i n g  rule s h o u l d  b e  use d .  L l a c e r  a n d  V e k l e r o v  [ L l a 8 9 ]  p r o p o s e d  a  s t o p p i n g  criterion 
b a s e d  o n  the c o n c e p t  o f  a  feasible i m a g e ,  b u t  their a p p r o a c h  raised s o m e  o b j e c t i o n s  since 
t h e y  u s e d  ’a  priori’ k n o w l e d g e  o f  the i m a g e  at s o m e  p o i n t  in the iteration p r o c e d u r e .  
H e b e r t  et al [ H e b 8 8 ]  u s e d  a  c h i - s q u a r e d  test to statistically d e t e r m i n e  a  suitable cut-off 
p o i n t  for the m a x i m u m  l i k e l i h o o d  a l g o r i t h m  a n d  a g a i n  their a p p r o a c h  n e e d s  ’a  priori’ 
e s t i m a t i o n  o f  the actual source.
I n  this w o r k ,  the v a l u e  o f  c h i - s q u a r e d  after th e  k t h  iteration ( % k) w a s  u s e d  as a  direct 
m e a s u r e  o f  th e  total d i f f e r e n c e  b e t w e e n  m e a s u r e d  a n d  c a l c u l a t e d  projections. W h e n  u s i n g
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Iteration
F i g u r e  2.20: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for c o n j u g a t e  
gr a d i e n t  at different n o i s e  levels.
Iteration
F i g u r e  2.21: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for g r a d i e n t  
t e c h n i q u e  at different n o i s e  level
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Iteration
F i g u r e  2.22: V a r i a t i o n  o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for c o n j u g a t e  
gr a d i e n t  a n d  g r a d i e n t  a l g o r i t h m s  at n o i s e  level o f  5 % .
Iteration
F i g u r e  2.23: V a r i a t i o n  o f  i m a g e  quality w i t h  the n u m b e r  o f  iterations for c o n j u g a t e  
g r a d i e n t  a n d  g r a d i e n t  a l g o r i t h m s  at n o i s e  level o f  1 0 % .
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g r a d i e n t  a l g o r i t h m ,  1 5  iterations w e r e  n e e d e d  to r e d u c e  the total d i f f e r e n c e  to 1 %  o f  its 
v a l u e  o b t a i n e d  after the first iteration. T h i s  n u m b e r  o f  iterations, as n o t e d  previo u s l y ,  
c o r r e s p o n d s  to a  fidelity factor o f  > 9 5 %  for all the situations tested.
2.7 P e r f o r m a n c e  of the Reconstruction T e c h n i q u e s
I n  o r d e r  to p r o v i d e  usef u l  t o m o g r a p h i c  i m a g e s ,  there are certain f u n d a m e n t a l  r e q u i r e m e n t s  
w i t h o u t  w h i c h ,  the r e c o n s t r u c t e d  v a l u e s  o f  the f u n c t i o n  o f  interest will d e v i a t e  f r o m  the 
true values, r e g a r d l e s s  o f  w h i c h  m e t h o d  o f  r e c o n s t r u c t i o n  is use d .  A m o n g  t h e s e  
r e q u i r e m e n t s  are the p h o t o n  c o u n t i n g  statistics a n d  the overall n u m b e r  o f  pr o j e c t i o n s  a n d  
r a y s  urns.
T h e  n o i s e  in a n  i m a g e  relates to the n o i s e  in e a c h  projection, to the r e c o n s t r u c t i o n  
t e c h n i q u e  a n d  to the s a m p l i n g  p a r a m e t e r s .  T h e  r e c o n s h ' u c t i o n  p r o c e s s  acts as a  n o i s e  
a m p l i f i e r  s o  that the n o i s e  levels in the r e c o n s t r u c t e d  d a t a  are greater t h a n  w o u l d  b e  
e x p e c t e d  f r o m  the P o i s s o n  statistics (i.e. the S D  is t a k e n  to b e  the s q u a r e  r o o t  o f  the 
c o u n t s  for e a c h  p r o j e c t e d  ray) that a p p l y  to the projection d a t a  [Gil92]. T h e  m e a s u r e m e n t  
o f  statistical n o i s e  level in r e c o n s t r u c t e d  i m a g e s  will b e  e x p l a i n e d  in full in c h a p t e r s  3 a n d  
5. H e r e  the p e r f o r m a n c e  o f  the r e c o n s t r u c t i o n  m e t h o d s ,  detailed p r e v i o u s l y ,  is e x a m i n e d  
as the n u m b e r  o f  pr o j e c t i o n s  a n d  the r a y s u m s  are varied. A l s o  the effect o f  t h e s e  
variations o n  n o i s e  a m p l i f i c a t i o n  will b e  c o n s i d e r e d .
T o  i n d e p e n d e n t l y  assess the c o n t r i b u t i o n s  o f  e a c h  factor a  s i m u l a t e d  p h a n t o m  w a s  
e m p l o y e d  c o n s i s t i n g  o f  three active spots in a  z e r o  level b a c k g r o u n d  as s h o w n  in F i g u r e  
2.24. T h e  i m a g e  fidelity factor w a s  u s e d  to c o m p a r e  the r e c o n s t r u c t e d  i m a g e s  w i t h  the 
ideal i m a g e  o f  the p h a n t o m .
2.7.1 Sampling Requirements
A n g u l a r - s a m p l i n g  h a v e  r e c e i v e d  e x t e n s i v e  investigation in o r d e r  to p r o v i d e  useful 
t o m o g r a p h i c  i m a g e s  w i t h  m i n i m u m  n u m b e r  o f  projections. K l u g  a n d  C r o w t h e r [ K l u 7 2 ]  
h a v e  p r o p o s e d  that for 1 8 0 °  acquisition the n u m b e r  o f  proje c t i o n  (P) m u s t  b e
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p  > f R  (2.20)
Id
w h e r e  D is th e  d i a m e t e r  o f  the r e c o n s t r u c t i o n  region, a n d  d is the linear d i m e n s i o n  o f  the 
pixels into w h i c h  the r e c o n s t r u c t i o n  r e g i o n  is divided.
T h i s  e q u a t i o n  h a s  b e e n  u s e d  b y  B u d i n g e r  a n d  G u l b e r g  [ B u d 7 4 ]  for e m i s s i o n  t o m o g r a p h y ,
i.e. fo r  3 6 0 °  acquisition, in the f o r m
P  >  f R  (2.21)
d
T h e y  also c l a i m e d  that the n u m b e r  o f  proje c t i o n s  c a n  b e  h a l v e d  for s y m m e t r i c a l  objects. 
H u e s m a n  [ H u e 7 7 ]  h a s  s t u d i e d  the linear a n d  a n g u l a r  s a m p l i n g  r e q u i r e m e n t s  in relation to 
the p r o p a g a t i o n  o f  statistical errors. H e  c o n c l u d e d  that for 1 8 0 °  acquisition the n u m b e r  o f  
a n g l e s  n e c e s s a r y  for efficient u s e  o f  d a t a  is g i v e n  b y
P  > 1.5 ~  (2.22)
d
H e  als o  r e c o m m e n d e d  that the linear s a m p l i n g  interval A / m u s t  b e  s m a l l e r  t h a n  the pixel 
size d  a n d  p r e f e r a b l y  b e t w e e n  ( 0 . 4-0.7)d in o r d e r  to limit statistical fluctuations in the 
i m a g e .  H o w e v e r ,  in practice it is o f t e n  n e c e s s a r y  to r e c o n s t r u c t  o n t o  pixels o f  the s a m e  
size as the s a m p l i n g  interval i.e. A l-d.
F o r  3 6 0 °  acquisition, e q u a t i o n  2 . 2 2  c o u l d  b e  r e p l a c e d  b y  a  c o m m o n  e x p r e s s i o n ,  
s u g g e s t e d  b y  a  n u m b e r  o f  a u t h o r s  [ M a s 8 9 ,  G e n 9 0 ] ,  w h i c h  directly relates the n u m b e r  o f  
pr o j e c t i o n s  to the n u m b e r  o f  r a y s u m s  R ,  that is
p  > tR  (2.23)
2
I n  e m i s s i o n  t o m o g r a p h y ,  p r o j e c t i o n  d a t a  are u s u a l l y  a c q u i r e d  in a n  e v e n  a n g u l a r  s a m p l i n g  
m o d e  rather t h a n  o d d  a n g u l a r  s a m p l i n g  m o d e .  T h i s  is b e c a u s e  m o s t  studies u s e  either the
ar i t h m e t i c  o r  g e o m e t r i c  m e a n  o f  o p p o s i n g  v i e w s  to a v e r a g e  o u t  the effects o f  attenuation,
scatter a n d  vari a b l e  resolution. It h a s  b e e n  s h o w n  [ O h y S 4 ,  M a s 8 9 ]  that a n  i m p r o v e m e n t
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in i m a g e  quality c a n  b e  a c h i e v e d  u s i n g  o d d  n u m b e r  o f  projections, since this will i n c r e a s e  
the effective n u m b e r  o f  proje c t i o n  directions to a l m o s t  t w i c e  that o f  e v e n  n u m b e r  
m e t h o d s .  T h e r e f o r e ,  the signal to n o i s e  ratio as w e l l  as the spatial resolution will b e  
i m p r o v e d  as a  result o f  i n f o r m a t i o n  c o n t e n t  i m p r o v e m e n t s .
F i g u r e  2.24: S i m u l a t i o n  p h a n t o m  e m p l o y e d  to assess the overall n u m b e r  o f  projections 
a n d  r a y s u m s  r e q u i r e d  for a c c u r a t e  reconstructions.
T h e  a d v a n t a g e  o f  u s i n g  a n  o d d  n u m b e r  o f  projections h a s  also b e e n  e x p l a i n e d  b y  
c o n s i d e r i n g  the situation in F o u r i e r  s p a c e  [ G e n 9 0 ] .  T h e  o n e  d i m e n s i o n a l  t r a n s f o r m s  o f  the 
pr o j e c t i o n  d a t a  p r o d u c e  lines t h r o u g h  the origin in F o u r i e r  s p a c e  at a n  a n g l e  e q u a l  to the 
p r o j e c t i o n  angle. If a n  e v e n  n u m b e r  o f  projections are u s e d  t h e n  the o p p o s i n g  projections 
will t r a n s f o r m  to the s a m e  radial line in F o u r i e r  space. T h u s  there will b e  t w o  e s t i m a t e s  
o f  the s a m e  F o u r i e r  c o m p o n e n t s  a n d  the result will b e  a n  a v e r a g i n g  o f  the i n f o r m a t i o n  
c o n t a i n e d  in the t w o  projections. If there is a n  o d d  n u m b e r  o f  projections t h e n  e a c h  
t r a n s f o r m  will u n i q u e l y  d e f i n e  a  radial line in F o u r i e r  space. T h e r e f o r e  better e s t i m a t e  o f  
the F o u r i e r  c o m p o n e n t s  will b e  p r o d u c e d  b y  a n  o d d  n u m b e r  o f  projections.
F i g u r e  2 . 2 5  s h o w s  the i m a g e  fidelity v e r s u s  the n u m b e r  o f  projections for b o t h  e v e n  
a n d  o d d  a n g u l a r  s a m p l i n g  m o d e s .  It c a n  b e  s e e n  that the u s e  o f  a n  o d d  n u m b e r  o f
55
p r o j e c t i o n s  d i d  n o t  i n c r e a s e  the final i m a g e  quality but, significantly less n u m b e r  o f  
p r o j e c t i o n s  is n e e d e d  to m a x i m i s e  the final i m a g e  fidelity. U s i n g  just 4 5  p r o jections 
p r o d u c e s  a n  i m a g e  a r o u n d  m a x i m u m  quality in c o m p a r i s o n  to 9 0  pr o j e c t i o n s  r e q u i r e d  if 
a n  e v e n  n u m b e r  o f  p r o j e c t i o n s  is use d .  F u r t h e r m o r e ,  u s i n g  2 1  p r o j e c t i o n s  p r o d u c e s  a n  
i m a g e  c o m p a r a b l e  to a n  i m a g e  r e c o n s t r u c t e d  f r o m  4 0  projections. A g a i n  the superiority 
o f  t h e  o d d  s a m p l i n g  m o d e  is s h o w n  in F i g u r e  2 . 2 6  w h i c h  s h o w s  t w o  i m a g e s  r e c o n s t r u c t e d  
u s i n g  I L S T  t e c h n i q u e :  (a) is r e c o n s t r u c t e d  f r o m  p r o j e c t i o n  d a t a  o f  e v e n  n u m b e r  that is 1 0  
o v e r  3 6 0 °  w h i l e  (b) is d o n e  f r o m  o d d  p r o j e c t i o n  d a t a  w i t h  9  projec t i o n s  o v e r  360°.
A s  stated before, a  g o o d  indication o f  the n u m b e r  o f  p r o jections r e q u i r e d  to p r o d u c e  
a n  i m p r o v e d  i m a g e  for a  g i v e n  n u m b e r  o f  r a y s u m s ,  c a n  b e  o b t a i n e d  b y  u s i n g  e q u a t i o n  
2.23. A c c o r d i n g  to this e q u a t i o n ,  for the o b j e c t  o f  5 0  r a y s u m s  ( s q u a r e )  u s e d  here, 8 0  
p r o j e c t i o n s  s h o u l d  b e  u s e d  to b r i n g  the i m a g e  n e a r  o p t i m u m .  T h i s  is a b s o l u t e l y  true w h e n  
u s i n g  a n  e v e n  n u m b e r  o f  projections. H o w e v e r ,  if a n  o d d  n u m b e r  o f  projec t i o n s  is u s e d  
t h e n  a b o u t  t w o  thirds the n u m b e r  o f  p r o j e c t i o n s  are r e q u i r e d  to p r o d u c e  a n  i m p r o v e d  
i m a g e .  T h e r e f o r e  fo r  a n  o d d  a n g u l a r  s a m p l i n g  m o d e  e q u a t i o n  2 . 2 3  c o u l d  b e  c h a n g e d  to
P  £  —  (2.23)3
Y e t ,  the n u m b e r  o f  pr o j e c t i o n s  c a n  b e  r e d u c e d  m o r e  b y  u s i n g  4  i n s t e a d  o f  3  in the a b o v e  
e q u a t i o n ,  b u t  it w a s  d e c i d e d  to u s e  3  just to b e  sure that the e q u a t i o n  c a n  b e  a p p l i e d  to 
o t h e r  k i n d  o f  d a t a  as the d a t a  u s e d  h e r e  w e r e  ideal i.e., n o i s e  free.
I n  all th e  p r e v i o u s  m e a s u r e m e n t s ,  p r o j e c t i o n  d a t a  w e r e  colle c t e d  o v e r  3 6 0 °  a r o u n d  the 
object. I n  s o m e  r e c e n t  studies, [ K n e 8 9 ,  G e n 9 0 ] ,  it h a s  b e e n  s h o w n  that for ideal data, i.e. 
n o i s e  a n d  scatter free, o n l y  1 8 0 °  o f  p r o j e c t i o n  d a t a  are n e e d e d  to o b t a i n  a n  a c c u r a t e  
r e c o n s t r u c t e d  i m a g e  f r o m  a  single p h o t o n  e m i s s i o n  c o m p u t e d  t o m o g r a p h i c  acquisition 
s i n c e  p r o j e c t i o n s  m e a s u r e d  o p p o s i t e  to e a c h  o t h e r  will b e  identical. I n  o r d e r  to e n s u r e  the 
validity o f  this m e t h o d  a  n u m b e r  o f  i m a g e s  w a s  r e c o n s t r u c t e d  u s i n g  pr o j e c t i o n  d a t a  o f  
a n  o d d  n u m b e r  o f  directions o v e r  180°. T h o s e  i m a g e s  w e r e  c o m p a r e d  to the c o r r e s p o n d i n g  
i m a g e s  r e c o n s t r u c t e d  u s i n g  t he s a m e  n u m b e r  o f  projections a r o u n d  360°. n o  significant 
di f f e r e n c e  in i m a g e  quality c a n  b e  f o u n d  in b o t h  g r o u p s  o f  i m a g e s .  T h i s  w a s  e x p e c t e d  as 
n o i s e  -free p r o j e c t i o n  d a t a  w e r e  used. T h e  effects o f  i n t r o d u c i n g  statistical n o i s e  to the 
p r o j e c t i o n  d a t a  will b e  c o n s i d e r e d  in the n e x t  section.
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Number of Projections
F i g u r e  2.25: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  p r o jections for e v e n  a n d  
o d d  s a m p l i n g  m o d e s .
(a) (b)
F i g u r e  2.26: R e c o n s t r u c t e d  i m a g e s  u s i n g  I L S T  m e t h o d  (a) f r o m  1 0  p r o j e c t i o n s  o v e r  3 6 0 °  
a n d  (b) f r o m  9  p r o jections o v e r  360°.
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2.7.2 The Effect of Reconstruction Technique on Image quality
In  o r d e r  to investigate the effect o f  the r e c o n s t r u c t i o n  t e c h n i q u e  o n  i m a g e  quality b o t h  
I L S T  a n d  F B P  (utilising R a L a  c o n v o l v e r )  a l g o r i t h m s  h a v e  b e e n  u s e d  to r e c o n s t r u c t  i m a g e s  
w i t h  a n d  w i t h o u t  statistical n o i s e  for different n u m b e r  o f  projections. In  b o t h  c a s e s  direct 
c o m p a r i s o n  w a s  m a d e  to the ideal i m a g e  u s i n g  the i m a g e  fidelity factor.
F i g u r e  2 . 2 7  s h o w s  that the variation o f  i m a g e  quality w i t h  the n u m b e r  o f  projections 
fo r  b o t h  I L S T  a n d  F B P  t e c h n i q u e s .  O d d  n u m b e r  o f  projections o v e r  3 6 0 °  w a s  u s e d  in b o t h  
cases. F o r  b o t h  t e c h n i q u e s  a b o u t  6 1  proje c t i o n s  are r e q u i r e d  to m a x i m i s e  the i m a g e  
quality. H o w e v e r ,  the F B P  r e c o n s t r u c t i o n  s h o w s  slightly i m p r o v e d  i m a g e  w i t h  the i m a g e  
quality b e i n g  1 %  h i g h e r  t h a n  that o b t a i n e d  b y  I L S T  r e c o n s t r u c t i o n  w i t h  6 1  o r  m o r e  
projections. A s  the n u m b e r  o f  proje c t i o n s  is r e d u c e d  b e l o w  3 3  projections, i m a g e s  
r e c o n s t r u c t e d  b y  F B P  rapi d l y  deteriorate w h e r e a s  the I L S T  r e c o n s t r u c t i o n  s h o w s  a n  
a c c e p t a b l e  i m a g e  quality at all a n g u l a r  s a m p l i n g .  T h i s  is s e e n  clearly in F i g u r e  2 . 2 8  w h i c h  
s h o w s  the p h a n t o m  i m a g e  r e c o n s t r u c t e d  f r o m  9  projections w i t h  I L S T  a n d  F B P  
r e c o n s t r u c t i o n  a l g o r i t h m s .  W i t h  the F B P ,  the b a c k g r o u n d  is m o r e  n o i s y  a n d  the active 
spots are less a p p a r e n t  t h a n  that w i t h  I L S T .
T o  further test the a l g o r i t h m s ,  n o i s e  w a s  a d d e d  to the proje c t i o n  d a t a  at 2 %  a n d  1 0 %  
levels. A t  l o w  n o i s e  level o f  2 %  th e  variation o f  the i m a g e  quality, for b o t h  t e c h n i q u e s ,  
is v e r y  similar to the n o  n o i s e  situation. W i t h  a n d  w i t h o u t  a d d i n g  2 %  n o i s e  the diffe r e n c e  
in t he i m a g e  quality b e t w e e n  4 5  pr o j e c t i o n s  a n d  1 7 5  p r o jections is 0 . 1 %  a n d  0 . 7 %  for 
I L S T  a n d  F B P ,  respectively. A t  h i g h  n o i s e  level o f  1 0 %  a n  a p p a r e n t  d e c r e a s e  in the i m a g e  
quality at 4 5  proje c t i o n s  is n o t i c e d  for b o t h  t e c hniques. A s  s h o w n  in F i g u r e s  2 . 2 9  a n d  
2 . 3 0  the diffe r e n c e  b e t w e e n  th e  i m a g e  r e c o n s t r u c t e d  f r o m  4 5  proje c t i o n s  a n d  1 7 5  
p r o j e c t i o n s  is 0 . 6 %  for I L S T  a n d  1 . 5 %  for F B P .  In g e n e r a l  there is a  little deterioration 
in th e  final i m a g e  quality at all n u m b e r  o f  p r o j e c t i o n s  as the n o i s e  level incr e a s e s  to 1 0 % ,  
c o m p a r e d  to n o  n o i s e  case. F o r  I L S T  the deterioration is 0 . 2 %  at 6 1  pr o j e c t i o n s  w h e r e a s  
t h e  i m a g e  s h o w s  0 . 4 %  deterioration for the F B P  at the s a m e  n u m b e r  o f  projections.
C l e a r l y  I L S T  is s u p e r i o r  to F B P  specially at l o w  n u m b e r  o f  projections, s e e  F i g u r e  
2.31. A t  the 1 0 %  n o i s e  level the d i f f e r e n c e  b e t w e e n  the i m a g e  r e c o n s t r u c t e d  f r o m  15  
pr o j e c t i o n s  a n d  1 7 5  pr o j e c t i o n s  is just 4 %  for I L S T  in c o m p a r i s o n  to 1 5 %  d i f f e r e n c e  for 
F B P .  It c a n  therefore b e  said that I L S T  r e c o n s t r u c t i o n  n e e d s  less pr o j e c t i o n s  t h a n  F B P
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Number of projections
F i g u r e  2.27: T h e  variation o f  i m a g e  quality w i t h  t he n u m b e r  o f  p r o j e c t i o n s  u s e d  f o r  I L S T  
a n d  F B P  r e c o n s t r u c t i o n s  w i t h  n o  noise.
0 )  (b)
F i g u r e  2.28: T h e  p h a n t o m  i m a g e  r e c o n s t r u c t e d  f r o m  9  p r o j e c t i o n s  w i t h  (a) I L S T  a n d  (b) 
F B P  r e c o n s t r u c t i o n  a l g orithms.
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Number of projections
F i g u r e  2.29: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  p r o j e c t i o n s  u s e d  for I L S T  
r e c o n s t r u c t i o n  at n o i s e  levels o f  2 %  a n d  1 0 % .
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F i g u r e  2.30: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  p r o jections u s e d  for F B P  
r e c o n s t r u c t i o n  at n o i s e  level o f  2 %  a n d  1 0 % .
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r e construction, to a c h i e v e  th e  s a m e  i m a g e  quality. T h i s  is d u e  to the ability o f  I L S T  to 
a c c o m m o d a t e  n o i s e  a n d  errors in p r o j e c t i o n  data. F o r  these r e a s o n s ,  the I L S T  algorith 
m  m a y  suitably b e  a p p l i e d  for this study.
Finally, to e v a l u a t e  th e  p e r f o r m a n c e  o f  the 1 8 0 °  acquisition m e t h o d  w i t h  n o i s e  
i n t r o d u c e d  to th e  p r o j e c t i o n  data, a  n u m b e r  o f  i m a g e s  w e r e  r e c o n s t r u c t e d ,  u s i n g  F B P ,  
f r o m  d a t a  o v e r  1 8 0 °  at a d d e d  n o i s e  level o f  1 0 % .  T h e  variation o f  i m a g e  quality w i t h  the 
n u m b e r  o f  pr o j e c t i o n s  for b o t h  3 6 0 °  a n d  1 8 0 °  acquisition is s h o w n  in F i g u r e  2.32. It c a n  
b e  s e e n  that r e c o n s  traction o f  1 8 0 °  acquisition c a u s e s  a  d r o p  o f  at m o s t  2 6 %  in the i m a g e  
quality c o m p a r e d  to r e c o n s t r u c t i o n  o f  3 6 0 °  acquisition. T h i s  d e c l i n e  in the i m a g e  quality 
illustrates th e  superiority o f  th e  3 6 0 °  d e g r e e  acquisitions o v e r  the 1 8 0 °  acquisitions at the 
w o r s t  n o i s e  level. B e c a u s e  o f  its r a n d o m  nature, statistical n o i s e  c a n n o t  b e  c o m p e n s a t e d  
f o r  b y  m e a s u r i n g  pr o j e c t i o n s  in o n e  direction sin c e  it m a y  b e  slightly different f r o m  th e  
p r o j e c t i o n s  t a k e n  a l o n g  the s a m e  p a t h  b u t  in the o p p o s i t e  direction. A l s o ,  the 
r e c o n s t r u c t i o n  p r o c e s s  itself h a s  a  t e n d e n c y  to a m p l i f y  these differ e n c e s  in the projections, 
g i v i n g  r e c o n s t r u c t e d  i m a g e s  o f  p o o r  quality. N o i s e  thus r e p r e s e n t s  a  f u n d a m e n t a l  
limitation to 1 8 0 °  studies a n d  p r o v i d e s  o n e  r e a s o n  for r e q u i r i n g  a  full 3 6 0 °  scan, especially 
f o r  a  w i d e l y  distributed object.
2.7.3 Linear Sampling
I n  o r d e r  to r e p r e s e n t  a n  i m a g e  in discrete s p a c e ,  d a t a  m u s t  b e  c o l l e c t e d  at a  finite n u m b e r  
o f  locations a l o n g  e a c h  line o f  projections. F o r  r e a s o n a b l e  reconstructions, the pixel size 
s h o u l d  b e  s c a l e d  in p r o p o r t i o n  to th e  linear s a m p l i n g  interval (see s ection 2.7.1). H o w e v e r ,  
there is a  m a x i m u m  size limitation o n  the s a m p l i n g  intervals as t he n u m b e r  o f  locations 
o r  r a y s u m s  will p r i m a r i l y  the spatial r e solution o f  the final i m a g e .  T h e r e  is, o f  c o u r s e ,  n o  
m i n i m u m  limit e x c e p t  that d e t e r m i n e d  b y  the p h y s i c a l  limitations o f  the t e c h n i q u e .  I n  
e m i s s i o n  t o m o g r a p h y ,  the c o l l i m a t o r  is t he p r i m a r y  s o u r c e  o f  i m a g e  d e g r a d a t i o n  s i n c e  it 
limits b o t h  the spatial resolution a n d  the sensitivity o f  the i m a g i n g  s y s t e m .  I m p r o v i n g  the 
spatial r e s olution o f  the collimator, i.e. s m a l l e r  pixel w i d t h  in the r e c o n s t r u c t e d  i m a g e ,  
yields better i m a g e  quality b e c a u s e  the error d u e  to partial v o l u m e  effect will d e crease. 
A s  t h e  acquisition r e s o l u t i o n  c o n t i n u e s  to i m p r o v e ,  the r e c o n s t r u c t e d  i m a g e  quality will 
e v e n t u a l l y  d e g r a d e  d u e  to a n  i n c r e a s e  in n o i s e  level resulting f r o m  a  loss o f  sensitivity.
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Number of projections
F i g u r e  2.31: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  p r o j e c t i o n s  u s e d  for I L S T  
a n d  F B P  r e c o n s t r u c t i o n s  at n o i s e  level o f  1 0 % .
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F i g u r e  2.32: T h e  variation o f  i m a g e  quality w i t h  the n u m b e r  o f  p r o j e c t i o n s  a c q u i r e d  at 
3 6 0 °  a n d l 8 0 ° .
62
T h e r e  are, h o w e v e r ,  limits to this situation. In practice, the criterion u s e d  is the s c a n  t i m e  
a n d  t he activity o f  t he objects b e i n g  i m a g e d .  O p t i m u m  c h o i c e  o f  acquisition resolution 
d e p e n d s  s t r o n g l y  o n  the available c o u n t  density. W h e n  the n u m b e r  o f  d e t e c t e d  c o u n t s  p e r  
r a y s u m  is l o w ,  h i g h e r  sensitivity c o l l i m a t o r  m a y  b e  c h o s e n  to i m p r o v e  i m a g e  statistics at 
t he e x p e n s e  o f  p a r t i a l - v o l u m e  effects a n d  the s u b s e q u e n t  loss o f  sensitivity to s m a l l  
objects. A s  the c o u n t  d e n s i t y  increases, bes t  results are o b t a i n e d  w i t h  h i g h  acquisition 
resolution.
V a r i o u s  a s p e c t  o f  th e  c h o i c e  o f  c o l l i m a t o r s  for e m i s s i o n  t o m o g r a p h y  m e a s u r e m e n t s  are 
d i s c u s s e d  in full in t he n e x t  chapter. H e r e ,  the effect o f  the w i d t h  o f  the r a y s u m ,  a n d  
h e n c e  the linear s a m p l i n g  rate, o n  both, the r e c o n s t r u c t e d  i m a g e  a n d  th e  a c q u i r e d  n u m b e r  
o f  c o u n t s ,  is c o n s i d e r e d .  B e c a u s e  the i n f l u e n c e s  o f  resolution a n d  sensitivity are obj e c t  
d e p e n d e n t ,  the m a t h e m a t i c a l  p h a n t o m  d e s c r i b e d  in section 2.7, w i t h  a  z e r o  level 
b a c k g r o u n d ,  w a s  u s e d . T h e  6 0 x 6 0  m m 2 p h a n t o m  w a s  s a m p l e d  to f o u r  different m a t r i c e s  
w i t h  1, 2, 3, a n d  4  m m  r a y s u m  w i d t h .  T h e  results o b t a i n e d  are s h o w n  in F i g u r e  2.33. A l l  
t h e  i m a g e s  in the figure are r e p r e s e n t e d  in the s a m e  vertical scale w h i c h  r e p r e s e n t s  the 
c o u n t  d e n s i t y  (count/area) in the i m a g e .  It is c o n f i r m e d  that distortion t e n d s  to i n c r e a s e  
w i t h  a n  i n c r e a s i n g  pixel w i d t h  as partial v o l u m e  effects b e c o m e  m o r e  a p p a r e n t .  A l t h o u g h ,  
the n u m b e r  o f  c o u n t s  p e r  pixel d e c r e a s e s  w i t h  d e c r e a s i n g  pixel w i d t h ,  F i g u r e  2.34, the 
i m a g e s  are quite satisfactory for m a t r i c e s  h a v i n g  a  large n u m b e r  o f  s m a l l  pixels d u e  to 
a n  i n c r e a s e  in t he c o u n t  d e n s i t y  w h i c h  is i n v e r s e l y  p r o p o r t i o n a l  to pixel a r e a  as  s h o w n  in 
F i g u r e  2.35.
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F i g u r e  2.33: I m a g e s  r e c o n s t r u c t e d  w i t h  variable r a y s u m  w i d t h  (1,2,3,a n d  4  m m )  o v e r  a 
f i x e d  m a t r i x  o f  6 0 x 6 0  m m 2.
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F i g u r e  2.34: V a r i a t i o n  o f  n u m b e r  o f  c o u n t s  p e r  pixel w i t h  linear s a m p l i n g  rate.
Pixel area (mm2)
Figure 2.35: Variation of count density with pixel area.
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2.8 Conclusions
T e c h n i q u e s  o f  t w o  d i m e n s i o n a l  r e c o n s t r u c t i o n  f r o m  o n e - d i m e n s i o n a l  pr o j e c t i o n  d a t a  w e r e  
i n v e s t i g a t e d  u s i n g  s i m u l a t e d  data. T h e  investigation verified that better results are possi b l e  
u s i n g  iterative r e c o n s t r u c t i o n  a l g o r i t h m s .  R e c o n s t r u c t i o n  b y  filtered b a c k - p r o j e c t i o n  w a s  
fastest to c o m p u t e ,  b u t  p e r f o r m e d  p o o r l y  w h e n  c o m p a r e d  to r e c o n s t r u c t i o n s  d o n e  w i t h  
iterative t e c h n i q u e s ,  particularly w i t h  u n d e r s a m p l i n g  c o n d i t i o n s  w h e r e  f e w  n u m b e r  o f  
p r o j e c t i o n s  are available.
C o m p a r i s o n  o f  the t w o  iterative least s q u a r e s  m e t h o d s ,  w h i c h  h a v e  i m p l e m e n t e d  here, 
i n d i c a t e d  that the g r a d i e n t  a l g o r i t h m  g i v e s  c o n s i s t e n t  i m p r o v e m e n t  in r e c o n s t r u c t i o n  o v e r  
the c o n j u g a t e  a l g o r i t h m .  T h e  latter m e t h o d ,  d i s t i n g u i s h e d  b y  its fast c o n v e r g e n c e ,  g i v e s  
h i g h  r e s o l u t i o n  r e c o n s t r u c t i o n s  but, its a c c u r a c y  is limited b y  its susceptibility to n o i s e  in 
the data. In  the s e  studies, the n o i s e  level is e x p e c t e d  to b e  4 - 6 %  a n d  the grad i e n t  
a l g o r i t h m  is f o u n d  to b e  the o p t i m a l  m e t h o d  o f  c hoice.
Finally, great s a v i n g  in d a t a  collection t i m e  w a s  a c h i e v e d  b y  m a k i n g  u s e  o f  the o d d  
n u m b e r  a n g u l a r  s a m p l i n g  m e t h o d .  It h a s  b e e n  s h o w n  that this m e t h o d  will n o t  incre a s e  
th e  final i m a g e  quality but, far f e w e r  n u m b e r  o f  projections, t h a n  theoretically prescribed, 
will r e q u i r e d  to a c h i e v e  that.
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C h a p t e r  3
T h e  E m i s s i o n - T r a n s m i s s i o n  S c a n n i n g  S y s t e m  a n d  
P h y s i c a l  P e r f o r m a n c e  E v a l u a t i o n
3.1 Introduction
A  g a m m a - r a y  s p e c t r o s c o p y - b a s e d ,  first genera t i o n ,  c o m p u t e r i z e d  t o m o g r a p h y  s c a n n e r  h a s  
b e e n  u s e d  in this w o r k  to a c q u i r e  b o t h  r a d i o n u c l i d e - e m i s s i o n  a n d  y - r a y  t r a n s m i s s i o n  
p r o j e c t i o n  data. T h i s  c h a p t e r  d e s c r i b e s  the p h y s i c a l  d e s i g n  a n d  p e r f o r m a n c e  o f  the s c a n n e r  
a n d  p r e s e n t s  analytical e x p r e s s i o n s  f or the g e o m e t r i c  p o i n t  r e s p o n s e ,  g e o m e t r i c a l  
e f ficiency a n d  resol u t i o n  o f  th e  s y s t e m .
T h e  role o f  a  n u m b e r  o f  factors, w h i c h  i n f l u e n c e  the a c c u r a c y  o f  d a t a  acquisition is 
investigated. T h e s e  i n c l u d e  s y s t e m  spatial resolution, s y s t e m  sensitivity, s o u r c e  size a n d  
n u m b e r  o f  p h o t o n s  collected. A d d i t i o n a l l y ,  the p h y s i c a l  d e p e n d e n c e  o f  the s y s t e m  
d e t e c t i o n  limits o n  t h o s e  factors is d i scussed.
3.2 T h e  T o m o g r a p h i c  S c a n n e r
E m i s s i o n  a n d  t r a n s m i s s i o n  p r o j e c t i o n  d a t a  w e r e  a c q u i r e d  w i t h  the p r o t o t y p e  s c a n n i n g  
s y s t e m  d e v e l o p e d  at the U n i v e r s i t y  o f  S u r r e y  b y  B a l o g u n  [ Bal86]. T h e  test o b j e c t  is 
s u p p o r t e d  b y  s t a g i n g  that a l l o w s  three d e g r e e s  o f  f r e e d o m :  9  rotation, a n d  x  a n d  z 
translation. T h e  rotational a n d  translational m o t i o n  are p e r f o r m e d  b y  three s t e p p e r  m o t o r s  
( S i g m a ,  2 0 - 2 2 2 0 D 2 0 0 - F 1 . 5 B )  w i t h  m o t i o n  p r e c i s i o n  o f  0.02° a n d  0 . 0 5  m m .  T h e  s t e p p e r  
m o t o r s  ar e  c o n t r o l l e d  v i a  con t r o l  c a r d s  w h i c h  are in turn c o n t r o l l e d  b y  a  3 2 K  B B C - m i c r o  
c o m p u t e r .  T h e  c o n t r o l  cards, c o m m u n i c a t e  w i t h  the B B C  c o m p u t e r  t h r o u g h  a n  I E E E  4 8 8  
interface, are c o n f i g u r e d  to c o o r d i n a t e  the s a m p l i n g  rate o f  the d a t a  acquisition s y s t e m
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w i t h  the linear a n d  rotation rate o f  the object. M a c h i n e  c o d e  rout i n e s  w e r e  d e v e l o p e d  to 
s e n d  th e  c o n t r o l  p u l s e s  fo r  the m o t o r s  a n d  t h e s e  routines w e r e  t h e n  called f r o m  the 
B A S I C  c o n t r o l  p r o g r a m .
T h e  d a t a  acquisition t e c h n i q u e  a n d  the a s s o c i a t e d  h a r d w a r e  are currently i m p l e m e n t e d  
b y  u s i n g  the first-generation s c a n n i n g  m o d e  in w h i c h  d a t a  a re c o l l e c t e d  b y  a  single 
c o l l i m a t e d  detector. T h e  d e t e c t o r  m e a s u r e s  o n e  r a y s u m  at a  t i m e  in a  projection. T h e  
o b j e c t  is t h e n  rota t e d  a n d  m o v e d  a c r o s s  the f a c e  o f  the stationary d e t e c t o r  c o l l i m a t o r  to 
o b t a i n  th e  r e q u i r e d  n u m b e r  o f  projections.
3.3 T h e  D a t a  Acquisition S y s t e m
T h e  d a t a  acquisition s y s t e m  i n c o r p o r a t e s  the detector, acquisition electronics a n d  the 
co n t r o l l i n g  m i c r o c o m p u t e r .  T h e  overall acquisition electronics are s h o w n  in F i g u r e  3.1. 
T h e  h i g h  v o l t a g e  p o w e r  s u p p l y  f e d  th e  detector, the o u t p u t  o f  w h i c h  w a s  p a s s e d  t h r o u g h  
the linear a m p l i f i e r  ( C A  2 0 3 0 )  a n d  f e d  to six single c h a n n e l  a n a l y z e r s  ( S C A s ) .  T h e  p u l s e s  
f r o m  t h e  S C A s  w e r e  f e d  to three ( C A 2 0 7 2 )  d u a l  c o u n t e r  ( t w o  S C A s  to e a c h  counter). T h e  
three d u a l  c o u n t e r s  ar e  c o n n e c t e d  to a  ( C A 2 0 7 0 )  timer, w h i c h  p e r f o r m e d  the t i m i n g  o f  the 
r a y s u m s ,  a n d  c o m m u n i c a t e d  w i t h  the contro l l i n g  B B C  m i c r o c o m p u t e r  vi a  the I E E E  4 8 8  
interface.
Potentially, the c o n f i g u r a t i o n  w a s  d e s i g n e d  to a c q u i r e  d a t a  f r o m  six e n e r g y  w i n d o w s  
w h i c h  c o r r e s p o n d  to six r e g i o n  o f  interest o n  the d e t e c t e d  s p e c t r u m .  T h i s  w o u l d  a l l o w  the 
collection o f  i n f o r m a t i o n  f r o m  t w o  o r  three e m i t t e d  y-ray energies, d e p e n d i n g  o n  the 
n u m b e r  o f  scattering e n e r g y  w i n d o w s  set for e a c h  e n e r g y  (see c h a p t e r  4), o r  the 
acquisition o f  b o t h  e m i s s i o n  a n d  t r a n s m i s s i o n  proje c t i o n  d a t a  in a  s i m u l t a n e o u s  scan. 
C o l l e c t e d  r a y s u m s ,  for e a c h  i n d i v i d u a l  p h o t o p e a k ,  d e t e r m i n e d  b y  the S C A s ,  are s t o r e d  o n  
t w o  f l o p p y  discs a n d  t h e n  transferred to the m a i n f r a m e  c o m p u t e r  for r e c o n s t r u c t i o n  a n d  
analysis.
3.4 Detection a n d  Collimation
A t  th e  early stages o f  this w o r k ,  a  suitable h i g h  resolution s e m i c o n d u c t o r  d e t e c t o r  w a s  n o t  
avai l a b l e  a n d  therefore the initial m e a s u r e m e n t s  w e r e  p e r f o r m e d  u s i n g  a  ( 5 0 m m x 5 0 m m )  
N a l ( T l )  detector. A f t e r  that a 1 2 1  c m 3 E G & G  P O P T O P  c o a x i a l  H P G e  d e t e c t o r  w a s
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specifically b o u g h t  f or this project a n d  c o m p a r i s o n s  b e t w e e n  the p e r f o r m a n c e  o f  th e  t w o  
detec t o r s  a n d  the i n f o r m a t i o n  o b t a i n e d  w a s  m a d e  possible. D e t a i l  d e s c r i p t i o n  o f  the 
characteristics o f  the s e  d e t e c t o r  t y p e s  is available in the literature [ K n o 8 9 ] .  T h e  s u p e r i o r  
e n e r g y  re s o l u t i o n  o f  the H P G e  d e t e c t o r  ( 1 , 7 ± 0 . 2  k e V  F W H M  at 1 . 3 3  M e V  for 60C o  
g a m m a - r a y s )  c o m p a r e d  w i t h  that o f  the N a l ( T l )  d etector ( 4 7 ± 3  k e V  F W H M )  a l l o w s  
a l m o s t  direct s e p a r a t i o n  o f  t h e  full e n e r g y  p h o t o p e a k  c o u n t s  w i t h i n  a  s p e c i f i e d  e n e r g y  
w i n d o w  f r o m  C o m p t o n - s c a t t e r e d  c ounts. T h i s  h i g h  resolution h a s  significant i m p o r t a n c e  
w h e n  d e a l i n g  w i t h  m u l t i - e n e r g e t i c  spec t r a  w h e r e  several y - r a y  e n e r g i e s  n e e d  to b e  
c o n s i d e r e d  u n d e r  s e v e r e  scattering c o n d i t i o n s  d u e  to the i n c r e a s e  c o n t r i b u t i o n  f r o m  h i g h e r  
energies. I n  i m a g i n g ,  rejection o f  scattered p h o t o n s  is e v e n  further i m p r o v e d  b y  
s u b t r a c t i o n  o f  a  best e s t i m a t e  o f  the b a c k g r o u n d  u n d e r l y i n g  the full e n e r g y  p h o t o p e a k  a n d  
calcul a t i o n s  are u s u a l l y  b a s e d  o n  p h o t o p e a k  are a s  o n l y  a n d  n o t  o n  the integral o f  all 
c o u n t s ,  b e t w e e n  a  l o w e r  a n d  h i g h e r  e n e r g y  r e g i o n  e n c l o s i n g  the fraction o f  the specified 
p h o t o p e a k .  T h i s  is s t a n d a r d  p r actice in y-r a y  s p e c t r o s c o p y  a n d  n e u t r o n  activation analysis.
F i g u r e  3.1: B l o c k  d i a g r a m  o f  the s c a n n i n g  s y s t e m
A g a i n s t  th e  a d v a n t a g e s  o f  h i g h  r e solution o b t a i n e d  w h e n  u s i n g  the H P G e  d e t e c t o r  are 
the d i s a d v a n t a g e s  o f  its d e c r e a s e d  efficiency, c o m p a r e d  to that o f  the N a l ( T l )  d e t e c t o r  
t h r o u g h o u t  t he e n e r g y  r a n g e  u s e d  in this study. F o r  e x a m p l e ,  at 1. 3 3  M e V  for 60C o  y-rays, 
t he e f f iciency o f  th e  H P G e  d e t e c t o r  is just 2 5 . 8 ± 1 . 2 %  o f  that o b t a i n e d  with- the N a l ( T l )
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d e t e c t o r  ( 5 . 7 ± 0 . 6 % )  at the s a m e  e n e r g y .  H o w e v e r ,  the h i g h  resolution o f  the H P G e  
d e t e c t o r  c o m p a r e d  to the N a l ( T l )  d e t e c t o r  b e c o m e s  increa s i n g l y  i m p o r t a n t  as the effect 
o f  scattered p h o t o n s  increases, and o u t w e i g h s  the loss in efficiency.
T h e  m o s t  significant difficulty w i t h  b o t h  qualitative a n d  quantitative S P E C T  i m a g i n g  
is the h i g h  statistical n o i s e  in the r e c o n s t r u c t e d  i m a g e s  d u e  to l o w  p h o t o n  c o u n t  rates. A n  
a p p r o a c h  to i m p r o v i n g  the quality o f  the a c q u i r e d  i m a g e s  is to i n c r e a s e  the efficiency o f  
the d e t e c t o r  collimator. T h i s  is a  h i g h  o r d e r  task if the structures o f  interest are e m b e d d e d  
in a  c o m p l e x  n o n u n i f o r m  b a c k g r o u n d ,  as in the c a s e  o f  N I G E T .  H o w e v e r ,  in the p r e s e n t  
w o r k  th e  c o l l i m a t o r  w a s  d e s i g n e d  to a l l o w  o p t i m a l  c o l l i m a t o r  p a r a m e t e r s  to b e  c h o s e n  s o  
that the resolution a n d  e f f iciency r e q u i r e m e n t s ,  for a  g i v e n  dete c t i o n  task w e r e  easier to 
a c h i e v e .  T h e  c o l l i m a t o r  is a  large l e a d  c y l i n d e r  in w h i c h  a  n u m b e r  o f  l e a d  p l u g s  c a n  b e  
fitted (see F i g u r e  3.2) s o  that the l e n g t h  a n d  d i a m e t e r  o f  the c o l l i m a t o r  a p e r t u r e  c o u l d  b e  
varied. T h e  p l u g s  h a v e  circular a p ertures w i t h  d i a m e t e r s  a n d  l e n g t h s  r a n g i n g  f r o m  1 to 3 
m m  a n d  2 0 - 1 0 0  m m ,  respectively. A n  e x t e n s i o n  in the b a c k  o f  the c o l l i m a t o r  w a s  
d e s i g n e d  to c o v e r  the d e t e c t o r  crystal. T r a n s m i s s i o n  t o m o g r a p h y  m e a s u r e m e n t s  w e r e  
p e r f o r m e d  b y  u s i n g  a n o t h e r  c o l l i m a t o r  for the source, a n d  this w a s  m a t c h e d ,  in aper t u r e  
d i a m e t e r ,  w i t h  the d e t e c t o r  collimator. A  s eparate set o f  c o l l i m a t o r s  w a s  also c o n s t r u c t e d  
u s i n g  a p e r t u r e s  in the f o r m  o f  slits.
In  the n e x t  section the c o l l i m a t o r  p e r f o r m a n c e  is e v a l u a t e d  in t e r m s  o f  its g e o m e t r i c  
d e s i g n  e q u a t i o n s  a n d  e x p e r i m e n t a l  m e a s u r e m e n t s  o f  its p o i n t - s p r e a d  function, resolution 
a n d  m o d u l a t i o n  transfer function. F u r t h e r m o r e ,  the tradeoff b e t w e e n  efficiency o f  
d e t e c t i o n  a n d  spatial resolution will b e  i n v estigated b y  c o n s i d e r i n g  the effect o f  the 
c o l l i m a t o r  p a r a m e t e r s  o n  the signal-to-noise ratio in a  g i v e n  set o f  s c a n  m e a s u r e m e n t s .
Figure 3.2: Cross-sectional view of the collimator arrangement.
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3.5 S y s t e m  Physical P e r f o r m a n c e  Studies
T h e  spatial r e s o l u t i o n  o f  a  S P E C T  s y s t e m  is a  p a r a m e t e r  w h i c h  s e r v e  as a  v a l u a b l e  
i ndicator o f  the p h y s i c a l  p e r f o r m a n c e  o f  the s y s t e m  [ B u d 7 7 ] .  Its v a l u e  is largely 
d e t e r m i n e d  b y  t he s y s t e m  c o l l i m a t o r  a n d  the c o m b i n e d  effect o f  the c o l l i m a t o r  p a r a m e t e r s .
I n  this section, the c o l l i m a t o r  p o i n t - s p r e a d  function, g e o m e t r i c  efficiency, resolution 
a n d  m o d u l a t i o n  transfer f u n c t i o n  ar e  c a l c u l a t e d  a n d  a n  efficiency-resolution figure o f  m e r i t  
( E R F M )  is derived. T h e  E R F M  is p r o p o r t i o n a l  to the s q u a r e  o f  the signal-to-noise ratio 
a n d  c a n  b e  u s e d  to o b t a i n  th e  best c o m b i n a t i o n  o f  efficiency a n d  r e s olution for a  g i v e n  
o b j e c t  d i a m e t e r .  Further, the relationship b e t w e e n  c o l l i m a t o r  spatial resolution a n d  
sensitivity is i n v e s t i g a t e d  u s i n g  s i m u l a t e d  data. T h e  p a r a m e t e r s  w h i c h  are m o s t  i m p o r t a n t  
in p r o v i d i n g  s u p e r i o r  i m a g e  quality are also c o n s i d e r e d .  T h e  d e t e c t i o n  limit o f  the s y s t e m  
a n d  its p h y s i c a l  d e p e n d e n c e  o n  the o b j e c t  ( s ource) size, n u m b e r  o f  p h o t o n s  d e t e c t e d  a n d  
b a c k g r o u n d  are discussed.
3.5.1 The System Point Spread Function
T h e  p o i n t  s p r e a d  f u n c t i o n  ( P S F )  o f  a  c o l l i m a t o r - d e t e c t o r  s y s t e m  is the c o n v o l u t i o n  o f  the 
c o l l i m a t o r  P S F  a n d  t he d e t e c t o r  P S F .  T h e  latter is u sually g i v e n  as a  G a u s s i a n  function. 
A n  e x p r e s s i o n  for a  s i n g l e - b o r e  c o l l i m a t o r  P S F  c a n  b e  d e r i v e d  b y  c o n s i d e r i n g  the 
c o l l i m a t o r  as a  perfectly o p a q u e  slab in w h i c h  is l o c a t e d  a  single cylindrical h o l e  w i t h  its 
axis p e r p e n d i c u l a r  to the c o l l i m a t o r  face. T h e  h o l e  aperture c a n  b e  r e p r e s e n t e d  b y  a 
f u n c t i o n  (a) w i t h  v a l u e s  e q u a l  to either 1 for positions inside the a p e r t u r e  a n d  z e r o  for 
posi t i o n s  o u t s i d e  the aperture.
It h a s  b e e n  s h o w n  [ M e t 8 0 ,  B a r 8 2 ]  that the n u m b e r  o f  p h o t o n s  p e r  unit a r e a  ( p h o t o n  
f l u e n c e )  r e a c h i n g  a  p o i n t  x in the d e t e c t o r  p l a n e  ( i m a g e  plane), f r o m  a poi n t  s o u r c e  
l o c a t e d  o v e r  x=x0 at a  d i s t a n c e  z f r o m  the d e t e c t o r  f a c e  (see F i g u r e  3.3a) will b e  
p r o p o r t i o n a l  to
w h e r e  a(x) a n d  a(x+x') are the front a n d  b a c k  a p e r t u r e  projections, o n t o  the i m a g e  plane,
(3.1)
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respectively, and x ' is a function of x, x0 and z.
T h e  a b o v e  integral r e p r e s e n t s  c o n v o l u t i o n  o f  the t w o  a p e r t u r e  functions. A c c o r d i n g l y  
§(xJ), a n d  s o  the P S F ,  is p r o p o r t i o n a l  to the a r e a  o f  o v e r l a p  b e t w e e n  the t w o  functions, 
o r  the p o r t i o n  o f  the d e t e c t o r  that c a n  b e  s e e n  f r o m  the s o u r c e  location. T h i s  a r e a  o f  
o v e r l a p ,  s h o w n  in F i g u r e  3.3b, c a n  b e  g i v e n  b y
<j>0O = jR2 (e - sin 0) <i2>
w h e r e  R is the c o l l i m a t o r  h o l e  radius, a n d  0 = 2  cos'1 (x'/2R) for 0 <\x'/<2R a n d  z e r o  
o t h e r w i s e .
T h e  g e o m e t r i c  p o i n t  s p r e a d  f u n c t i o n  o f  a  c o l l i m a t o r  is d e f i n e d  as the n o r m a l i z e d  p o i n t  
s o u r c e  i m a g e  that w o u l d  result if the c o l l i m a t o r  w e r e  u n i f o r m l y  translated d u r i n g  i m a g e  
f o r m a t i o n ,  w i t h  th e  p o i n t  s o u r c e  a n d  the i m a g e  p l a n e  h e l d  fixed, c o v e r i n g  all p o s s i b l e  
p o sitions relative to the s o u r c e  a n d  the i m a g e  p l a n e  for e q u a l  a m o u n t  o f  t i m e  [ M e t 8 0 ] .  
s i n c e  o n l y  relative m o t i o n  is i m p o r t a n t  the s a m e  definition c a n  b e  a p p l i e d  if the c o l l i m a t o r  
w a s  stationary a n d  the p o i n t  s o u r c e  is s c a n n e d .
B y  substituting the v a l u e  o f  0  in e q u a t i o n  3.2 a n d  n o r m a l i z i n g  the e q u a t i o n  in o r d e r  
to b e  p r o p o r t i o n a l  to the n u m b e r  o f  p h o t o n s  p e r  unit a r e a  p e r  unit t i m e  ( f l u e n c e  rate) it 
g i v e s
♦ C W i a - r *  |i-|- |^| (3.3)
w h e r e  K is the n o r m a l i s a t i o n  constant, c h o s e n  s o  that
-CO -OQ
T h e  v a l u e  o f  K w a s  g i v e n  b y  Barrett et al [ B a r 8 2 ]  as
K  =  J —  (3.5)
4tt z 2
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E q u a t i o n  3.3 s h o w s  that th e  v a l u e  o f  the g e o m e t r i c  point s p r e a d  f u n c t i o n  at the p o i n t  x 
is d e p e n d e n t  o n  x ' a n d  the c o l l i m a t o r  h o l e  radius R. H o w e v e r ,  w i t h  the origin, o f  the 
c o o r d i n a t e  s y s t e m ,  F i g u r e  3.3a, is l o c a t e d  at the cen t r e  o f  the c o l l i m a t o r  hole, the v a l u e  
o f  x ' w a s  g i v e n  b y  Z e n g  et al [ Z e n 9 1 ]  as
x r = — (X -  xn) (3.6)z
w h e r e  L  is the c o l l i m a t o r  h o l e  l e n g t h  a n d  x a n d  x0 are s h o w n  in the figure.
It c a n  b e  s e e n  f r o m  E q u a t i o n s  3.3 a n d  3 . 6  that the P S F ,  for a n y  f i x e d  s o u r c e - d e t e c t o r  
d i s t a n c e  z, is shift invariant. Its g e n e r a l  b e h a v i o u r  at different v a l u e s  o f  z is s h o w n  in 
F i g u r e  3.4.
In o r d e r  to write d o w n  a n  e x p r e s s i o n  for the total P S F  o f  the c o l l i m a t o r  w h i c h  c a n  
r e p r e s e n t  th e  r e s p o n s e  at all i m a g e  points, s c a n n e d  b y  the source, the c o l l i m a t o r  g e o m e t r i c  
e f ficiency s h o u l d  b e  first d e f i n e d  a n d  this is d i s c u s s e d  in the n e x t  section.
point source
B
X’
X
(b)
(a)
Figure 3.3: Point source image formation by a single hole collimator.
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F i g u r e  3.4: G e n e r a l  b e h a v i o u r  o f  the c o l l i m a t o r  P S F  for different c o l l i m a t o r - s o u r c e  
d ista n c e s
3.5.2 Collimator Geometrical Efficiency
T h e  g e o m e t r i c  efficiency o f  a c o l l i m a t o r  (g) is d e f i n e d  as the n u m b e r  o f  p h o t o n s  that p a s s  
t h r o u g h  the c o l l i m a t o r  to the d e t e c t o r  s u r f a c e  d i v i d e d  b y  the total n u m b e r  o f  p h o t o n s  
e m i t t e d  b y  a  poi n t  s o u r c e  l o c a t e d  o n  the central axis o f  the collimator, p r o v i d e d  that 
scattered p h o t o n s  a n d  a n y  that travel t h r o u g h  the c o l l i m a t o r  w a l l s  are n o t  i n c l u d e d  
[ A n g 6 4 ,  L i e 9 1 ] .
In the p r e v i o u s  section, the r e s p o n s e  o f  e a c h  point o n  the d e t e c t o r  surf a c e  w a s  
r e p r e s e n t e d  b y  o n l y  o n e  ray, c o n n e c t i n g  this p o i n t  w i t h  the poi n t  source. H o w e v e r ,  in a 
real situation several r a y s  c o n t r i b u t e  to e a c h  detec t i o n  poi n t  d u e  to the finite a c c e p t a n c e  
a n g l e  o f  the c o l l i m a t o r  hole. F i g u r e  3.5 s h o w s  the g e o m e t r i c  r e s p o n s e  o f  the c o l l i m a t o r  
as a  c o n e  o f  ra y s  characterized, in o n e  d i m e n s i o n ,  b y  the radius xmax s u c h  that r a y s  o u t s i d e  
this c o n e  h a v e  z e r o  c o n t r i b u t i o n s  to the d e t e c t i o n  point a n d  all the r a y s  inside this c o n e  
h a v e  positive contributions. E a c h  r a y  in the c o n e  is w e i g h t e d  b y  the g e o m e t r i c  r e s p o n s e
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f u n c t i o n  a n d  the d a t a  for the d e t e c t i o n  p o i n t  o f  interest is f o r m e d  b y  a d d i n g  u p  the 
c o n t r i b u t i o n  f r o m  all the r a y s  in the c o n e .  H e n c e ,  the p o i n t  s o u r c e  g e o m e t r i c  efficiency 
o f  th e  collimator, at p o i n t  x, c a n  b e  a p p r o x i m a t e d  b y
<K «) =
4>0
L
z-L 2 R  
0
\x\<R
\x\>x
(3.7)
max
The s e c o n d  r o w  r e p r e s e n t  the v a l u e  o f  the efficiency at the point x, (j)0 w e i g h t e d  b y  the 
ratio o f  the p o r t i o n  o f  the d etector s e e n  b y  the point s o u r c e  at x, to the total dete c t o r  
w i d t h  2 R ,  w h e r e
^  = R  + 2R
z-L (3.8)
=
R 1
z
(3.9)
w h i c h  is the g e o m e t r i c  efficiency w h e n  x = 0 .
T h e  g e o m e t r y  is s y m m e t r i c  a b o u t  the central axis s o  that
(3.10)
T h e  total g e o m e t r i c  efficiency (g) o f  the c o l l i m a t o r  is d e f i n e d  as Z ,4,-. T h e  s u m m a t i o n  c a n  
b e  a p p r o x i m a t e d  b y  a n  integral, t a k i n g  in c o n s i d e r a t i o n  the intensity o f  all the rays, i.e.
x„
8 - E  - 4  / <!»(«)
* u  0
I  r  i>(x.z)dx (3.11)
w h e r e  D-2R  is the d i a m e t e r  o f  the c o l l i m a t o r  hole.
S ubsti t u t i n g  (j)(x,z) f r o m  e q u a t i o n  3.7 into the integral, t h e n  g c a n  b e  g i v e n  as
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g  = G . R 2
4 Lz
(3.12)
w h e r e  G is a  constant, related to the s h a p e  o f  the c o l l i m a t o r  hole, for a  circular- h o l e  
G = 0 . 2 3 8  [ A n g 6 4 ] .
T h e  total P S F ,  m e a s u r e d  fo r  all d e t e c t i o n  poin t s  (N) as the p o i n t  s o u r c e  is translated, is 
g i v e n  b y
N
P S F  = K  4>,(«) • ci
i=0
x-xz
2 R
(3.13)
w h e r e  K  is the n o r m a l i s a t i o n  constant, c h o s e n  s o  that
f  P S F (x ) = 1 (3.14)
a n d  a[  ] is a  rectangular* f u n c t i o n  d e f i n e d  b y
a (t) = b
I, b ^x <—
2
2
w h e r e  b  is a  constant.
T h e  c o l l i m a t o r  transfer f u n c t i o n  is the F o u r i e r  t r a n s f o r m  o f  the P S F  a n d  its m o d u l u s  
is th e  m o d u l a t i o n  transfer f u n c t i o n  (MTF) w h i c h  c a n  b e  d e f i n e d  as the F o u r i e r  transfer 
o f  th e  P S F  n o r m a l i z e d  to uni t y  at z e r o  f r e q u e n c y  (f=0), i.e.
M T F  = (3.15)
P S F(0)
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where
PSF(f) = J PSF(x) exp[-j2n(f.x)] dx (3 *1 6 )
-oo
T h e  s y s t e m  transfer f u n c t i o n  c a n  b e  interpreted as a  d e s cription o f  its spatial resolution 
properties. It d e s c r i b e s  the distortion i m p o s e d  b y  the s y s t e m  o n  a n  i n p u t  spatial 
f r e q u e n c i e s .  T h e  MTF  d e s c r i b e s  the fraction o f  e a c h  spatial f r e q u e n c y  that is transmitted. 
I n  a n  ideal s y s t e m  all the spatial f r e q u e n c i e s  c o m p o s i n g  the o b j e c t  are t r a n s m i t t e d  equally. 
I n  a  practical s y s t e m  h o w e v e r ,  distortion o f  h i g h e r  spatial f r e q u e n c i e s  o c c u r  a n d  t h e y  are 
less w e l l  r e p r o d u c e d  in the i m a g e .  T h e  o b j e c t  is u s u a l l y  c losely a p p r o x i m a t e d  b y  F o u r i e r  
analysis, as th e  s u m  o f  sine a n d  c o s i n e  c o n t r i b u t i o n s  o f  different f r e q u e n c i e s  a n d  the 
a p p r o x i m a t i o n  is specified in t e r m s  o f  the greatest f r e q u e n c y  e m p l o y e d  o r  the cut-off 
f r e q u e n c y .  T h e  m a j o r  feature o f  the MTF is its c a s c a d i n g  properties. It is particularly 
u s e f u l  fo r  c o m p a r i n g  the c o n t r i b u t i o n s  to the total distortion f r o m  the v a r i o u s  c o m p o n e n t s  
in th e  i m a g i n g  s y s t e m .  If the i m a g i n g  s y s t e m  c a n  b e  s e p a r a t e d  into s everal s u b s y s t e m s  o f  
i n d i v i d u a l  MTFh the overall M TF  is g i v e n  b y
M T F  = M T F ,  . M T F 2 .............M T F N  (3J7)
T h e  p o i n t  s p r e a d  f u n c t i o n  for the c o l l i m a t o r  u s e d  in this s t u d y  w a s  m e a s u r e d  u s i n g  the 
N a l ( T l )  d e t e c t o r  a n d  a  p o i n t  s o u r c e  o f  137C s  p l a c e d  in air at different d i s t a n c e s  f r o m  the 
c o l l i m a t o r  face. T h e  results are s h o w n  in F i g u r e  3.6, w h i c h  c a n  b e  c o n s i d e r e d  as scatter 
free P S F s  d u e  to the a b s e n c e  o f  a  scattering m e d i u m .  T h e  c o l l i m a t o r  h o l e  d i a m e t e r  a n d  
l e n g t h  w e r e  k e p t  c o n s t a n t  at 1 m m  a n d  5 0  m m ,  respectively. T h e  P S F s  o b t a i n e d  w e r e  u s e d  
to calculate the c o r r e s p o n d i n g  MTFs a n d  the results are s h o w n  in F i g u r e  3.7. T h e s e  
results c o n f i r m  the e x p e c t e d  s p r e a d  in P S F ,  a n d  the s y s t e m  resolution d e g r a d a t i o n  that 
o c c u r s  w h e n  the d i s t a n c e  b e t w e e n  s o u r c e  a n d  c o l l i m a t o r  increases. E v a l u a t i o n  o f  the 
m o d u l a t i o n  transfer f u n c t i o n s  indicate that s m a l l e r  s o u r c e - c o l l i m a t o r  d i s t a n c e  is e x p e c t e d  
to offer significantly m o r e  l o w  f r e q u e n c y  c o n t e n t  a n d  s o  larger MTFs.
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F i g u r e  3.5: G e o m e t r y  for calculating the P S F  o f  the collimator.
3.5.3 System Resolution
S y s t e m  spatial resolution is a f u n c t i o n  o f  d e t e c t o r  intrinsic resolution a n d  the c o l l i m a t o r  
resolution. T h e  latter c a n  b e  c h a r a c t e r i z e d  b y  a q u a n t i t y  k n o w n  as s a m p l i n g  a p e r t u r e  o r  
resolution w i d t h  (RW) w h i c h  is b a s e d  o n  the c o n c e p t  o f  the n o i s e - e q u i v a l e n t  p a s s b a n d .  
S y s t e m s  w i t h  the s a m e  e q u i v a l e n t  p a s s b a n d  transfer the s a m e  n o i s e  p o w e r  if the input 
n o i s e  p o w e r  s p e c t r u m  is w h i t e  [ M u l 8 6 ] .  RW is d e f i n e d  as the inverse o f  the integral o f  
the s q u a r e  o f  the m o d u l a t i o n  transfer f u n c t i o n  [ W a g 7 7 ] .  In o n e  d i m e n s i o n  RW h a s  the 
d i m e n s i o n  o f  l e n g t h  a n d  for a  g i v e n  c o l l i m a t o r  P S F  is
R W r =  i---------
(3.18)
f M T F 2(fi df
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F i g u r e  3.6: T h e  P S F s  o f  a  137C s  s o u r c e  m e a s u r e d  at different d i s t a n c e s  in air.
Spatial frequency (mm)
Figure 3.7: The corresponding MTF of PSFs shown in Figure 3.6.
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If t h e  P S F  o f  the c o l l i m a t o r  is k n o w n ,  RWC c a n  b e  c a l c u l a t e d  b y  u s i n g  P a r s e v a l ’s t h e o r e m  
fo r  th e  in t e g r a t e d  intensity o f  the P S F  as
[ fPSF(x) dx ]2
R W  = - -  I I - - 1  (3.19)
f P S F 2(x) dx
o n  u s i n g  e q u a t i o n  3.11, in o n e  d i m e n s i o n  c a n  b e  g i v e n  b y
r £  4>C*,) dx]2 
RWr =  D. — —   (3.20)
*max2
where £  ’ /  *
1 0
(3.21)
a n d  [£§(x/)]2 is as g i v e n  in e q u a t i o n  3.13. Substituting (J)(x9 f r o m  e q u a t i o n  3.7 into
e q u a t i o n  3 . 2 1  RWC c a n  b e  e x p r e s s e d  in t e r m s  o f  the c o l l i m a t o r  p a r a m e t e r s  as
R W  = -  <-k *B + Cf  (3.22)c L2
It c a n  b e  seen, f r o m  e q u a t i o n  3.20, that for apert u r e s  w i t h  u n i f o r m  t r a n s m i s s i o n ,  s u c h  as 
t h e  e x p o s e d  d e t e c t o r  surface, the RW in o n e  d i m e n s i o n  is the a p e r t u r e  w i d t h .  T h u s  the 
RW  o f  d e t e c t o r  P S F  is its w i d t h  s e e n  b y  the s o u r c e  p r o v i d e d  that the m a g n i f i c a t i o n  is 
unity. T h e  total resolution w i d t h  o f  the detector - c o l l i m a t o r  s y s t e m  (RWCJ  will t h e n  b e  
g i v e n  b y
R W c d = [ ( R W f  + D 2 ]2 (3'23)
T h i s  s h o w s  that the s y s t e m  r e s olution c a n  b e  d e t e r m i n e d  p r e d o m i n a n t l y  b y  the c o l l i m a t o r
P S F ,  w i t h  the d e t e c t o r  P S F  p r o v i d i n g  o n l y  a  s m a l l  correction.
RW is related to the i n f o r m a t i o n  c o n t e n t  ( i n f o r m a t i o n  b a n d w i d t h  integral) [ W a g 7 8 ]  a n d  
t h e  visual i m p r e s s i o n  o f  s h a r p n e s s  o f  a n  i m a g e  [ W a g 7 9 ] ,  T h u s ,  it is a m o n g  the m o s t
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c o m p r e h e n s i v e  single m e a s u r e s  o f  spatial resolution [ M 11I8 6]. H o w e v e r ,  t he m o r e  familiar 
p a r a m e t e r  w h i c h  c a n  b e  u s e d  to d e s c r i b e  spatial resolution is the full w i d t h  at half­
m a x i m u m  (.FWHM) o f  the c o l l i m a t o r  P S F  e v a l u a t e d  at the s o u r c e  position. FWHM 
d e s c r i b e s  f r e q u e n c y  transfer p r operties o n l y  for G a u s s i a n  P S F s  w h i c h  o f t e n  d o  n o t  
c h a r a c t e r i z e  real s y s t e m s  w i t h  scatter a n d  p e n e t r a t i o n  [ K n o 8 4 ] .  F o r  a s i n g l e - b o r e  
collimator, the FWHM  c a n  b e  linearly e x p r e s s e d  b y  a  s i m p l e  e q u a t i o n  in t e r m s  o f  the 
s o u r c e  c o l l i m a t o r  d i s t a n c e  a n d  c o l l i m a t o r  p a r a m e t e r s  [ W e b 8 8 , M 11I8 6]:
F W H M  = 
L
U s i n g  t he g e o m e t r i c  c o l l i m a t o r  d e s i g n  e q u a t i o n s  d e s c r i b e d  p r e viously, the variation o f  the 
r e s o l u t i o n  w i d t h  a n d  the FWHM w i t h  c o l l i m a t o r  l e n g t h  w e r e  c a l c u l a t e d  for t w o  different 
h o l e  d i a m e t e r s  as the s o u r c e  w a s  p l a c e d  at 1 5 0  m m  f r o m  the d e t e c t o r  f a c e  a n d  the results 
o b t a i n e d  ar e  s h o w n  in F i g u r e s  3.8 a n d  3.9, respectively. G r e a t e r  RW a n d  FWHM v a l u e s  
c o r r e s p o n d  to greater u n s h a r p n e s s  a n d  a  r e s olution i m p r o v e m e n t  c o u l d  b e  a c h i e v e d  b y  
u s i n g  a  l o n g e r  c o l l i m a t o r  but, this g e n e r a l l y  will greatly r e d u c e  the efficiency as s h o w n  
in F i g u r e  3.10. A  substantial i m p r o v e m e n t  in resolution w i t h o u t  sacrifice in efficiency is 
p o s s i b l e  b y  r e d u c i n g  the i m a g i n g  d i s t a n c e  b e t w e e n  th e  s o u r c e  a n d  the c o l l i m a t o r  f a c e  
[ P o l 8 4 ,  F a h 9 2 ] ,  T h i s  m a d e  e v i d e n t  in F i g u r e s  3.11 a n d  3 . 1 2  w h i c h  s h o w ,  respectively, the 
variation o f  t h e / W  a n d  FWHM w i t h  d e t e c t o r - s o u r c e  d i s t a n c e  w h i l e  the c o l l i m a t o r  len g t h  
is k e p t  c o n s t a n t  (5 c m ) .  T h e  figures s h o w  similar b e h a v i o u r  for b o t h  RW a n d  FWHM 
w i t h  c h a n g e  in s o u r c e - d e t e c t o r  d i s t a n c e  h o w e v e r ,  the a p p e a r a n c e  o f  nonlinearity in the 
RW c u r v e  is b e c a u s e  integrals o f  the s q u a r e d  MTF usua l l y  t e n d  to w e i g h t  the l o w  
f r e q u e n c y  r e s p o n s e  heavily, as w o u l d  h a p p e n  if o n e  w e r e  to u s e  a  s u m m a r y  m e a s u r e  
i n v o l v i n g  a n  integral a l o n g  the l o g  spatial f r e q u e n c y  axis [ W a g 7 7 J .  F urther, s m a l l e r  
s o u r c e - d e t e c t o r  d i s t a n c e  will n o t  o n l y  i m p r o v e  the resolution o f  the c o l l i m a t o r  b u t  it will 
substantially i n c r e a s e  its efficiency as s h o w n  in F i g u r e  3.13. In general, the c o l l i m a t o r  
g e o m e t r i c  e f f iciency falls o f f  m o r e  s l o w l y ,  w i t h  s o u r c e - d e t e c t o r  distance, t h a n  it d o e s  w i t h  
th e  c o l l i m a t o r  length. Finally, it s h o u l d  b e  n o t e d  that the u s e  o f  th e  FWHM a l o n e  is n o t  
e n o u g h  to d e s c r i b e  the spatial resolution o f  the s y s t e m  since its v a l u e s  m a y  b e  identical 
fo r  t w o  P S F s  differ in s h a p e  d u e  to u n d e r l y i n g  b a c k g r o u n d .  In practice h o w e v e r ,  the full 
w i d t h  at tenth m a x i m u m  (FWTM) is u s u a l l y  u s e d  in a ddition to FWHM.
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Collimator Length (cm)
F i g u r e  3.8: V a r i a t i o n  o f  R W  w i t h  c o l l i m a t o r  l e n g t h  for t w o  different h o l e  d i a m e t e r s .
Collimator Length (cm)
Figure 3.9: Variation of FWHM with collimator length for two different hole diameters.
82
80.0 r
Collimator length (cm)
F i g u r e  3.10: V a r i a t i o n  o f  c o l l i m a t o r  efficiency w i t h  its l e n g t h  a n d  h o l e  diame t e r .
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F i g u r e  3.11: V a r i a t i o n  o f  R W  w i t h  c o l l i m a t o r - s o u r c e  d i s t a n c e  for t w o  different h o l e  
d i a m e t e r s .
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Collimator-Source distance (cm)
F i g u r e  3.12: V a r i a t i o n  o f  F W F I M  w i t h  c o l l i m a t o r - s o u r c e  d i s t a n c e  for t w o  different h o l e
d i a m e t e r s .
Source-Collimator distance
Figure 3.13: Variation of collimator geometric efficiency with colimator-sorce distance.
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3.5.4 Signal to Noise Ratio
T h e  quantitative u s e f u l n e s s  o f  a  S P E C T  s y s t e m  d e p e n d s  o n  the m a g n i t u d e  o f  statistical 
uncertainties in the r e c o n s t r u c t e d  i m a g e  [Jas81]. In general, the n o i s e  levels in the 
r e c o n s t r u c t e d  i m a g e  are greater t h a n  w o u l d  b e  e x p e c t e d  f r o m  the P o i s s o n  statistics that 
a p p l y  to the p r o j e c t i o n  data. T h i s  is d u e  to the fact that the n o i s e  in the S P E C T  i m a g e  is 
a  m e a s u r e  o f  all s o u r c e s  o f  variation, w h i c h  in addition to statistical n o i s e  a n d  the 
r e c o n s t r u c t i o n  p r o c e s s ,  i n c l u d e s  the effects o f  the spatial resolution a n d  the calibration o f  
th e  s y s t e m .
O n  the a s s u m p t i o n  that the p h o t o n  n o i s e  is the o n l y  s o u r c e  o f  n o i s e  in the i m a g e ,  
s e v e r a l  a u t h o r s  [ S h e 7 4 ,  B r o 7 6 ,  B a r 7 6 ]  h a v e  d e r i v e d  the v a r i a n c e  o f  the r e c o n s t r u c t e d  
i m a g e ,  a / ,  f r o m  a r g u m e n t s  in spatial d o m a i n .  F o r  the particular c a s e  o f  the filtered b a c k  
p r o j e c t i o n  u s i n g  the R a L a  c o n v o l v e r  (section 2.5), a /  is g i v e n  b y
projections, a /  is the v a r i a n c e  in the p r o jections w h i c h  is a s s u m e d  to b e  c o n s t a n t  for all 
projections.
F u r t h e r m o r e ,  the m a g n i t u d e  o f  the local statistical n o i s e  in a r e c o n s t r u c t e d  section, o f  
d i a m e t e r  E, t h r o u g h  a u n i f o r m  c y l i n d e r  o f  activity h a s  b e e n  d e r i v e d  f r o m  a theoretical 
a nalysis b y  H u e s m a n  [ H u e 7 7 a ]  a n d  tested u s i n g  s i m u l a t i o n  studies b y  B u d i n g e r  et al 
[ B u d 7 8 ] .  T h e  analysis w a s  carried o u t  to s t u d y  statistical n o i s e  a m p l i f i c a t i o n  d u e  to the 
effect o f  finite n u m b e r  o f  pr o j e c t i o n  a n g l e s  a n d  finite s a m p l i n g  interval o f  projections. T h e  
r e c o n s t r u c t i o n  s ection is s u b d i v i d e d  into pixels o f  d i m e n s i o n  wxw, e a c h  o f  w h i c h  is 
a s s u m e d  to c o n t a i n  u n i f o r m  density. If there are M  projections, s p a c e d  e q u a l l y  f r o m  0  to 
7t, e a c h  is spatially s a m p l e d  at a n  interval s t h e n  the total n u m b e r  o f  r a y s u m s  n is g i v e n
(3.25)
w h e r e  s is the s a m p l i n g  interval o f  the p r o jections a n d  M  is the total n u m b e r  o f
b y
n = -  . M (3.26)
s
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T h e  relationship b e t w e e n  the a v e r a g e  v a l u e  o f  e a c h  line integral <p> a n d  the a v e r a g e  
r e c o n s t r u c t e d  v a l u e  < / >  w a s  g i v e n  as
<  I  >  =  ± J  P  > (3.27)
n E
w h e r e  <  >  indicates a n  expect a t i o n .  O n  u s i n g  e q u a t i o n  (3.26), e q u a t i o n  (3.25) c a n  b e  
r e w r i t t e n  as
2 2 
°i “ ° P
7Z2E
12 s3n
(3.28)
T h u s  b y  u s i n g  e q u a t i o n s  (3.27) a n d  (3.28) the signal to n o i s e  ratio (SNR) c a n  b e  o b t a i n e d
(3.29)192 n
AV 2
s
7T4 Op E
T h e  a b o v e  e q u a t i o n  is o n l y  valid u n d e r  the c o n d i t i o n  o f  a d e q u a t e  linear a n d  a n g u l a r  
s a m p l i n g ,  a n d  for a u n i f o r m  disc o f  activity.
F o r  t r a n s m i s s i o n  t o m o g r a p h y ,  if P o i s s o n  statistics are a s s u m e d  t h e n  the v a r i a n c e  in 
e a c h  m e a s u r e m e n t  will b e  e q u a l  to the n u m b e r  o f  d e t e c t e d  p h o t o n s  [ K o u 8 2 ] .  B y  
c o n s i d e r i n g  a,,2 =  <p> a n d  the total n u m b e r  o f  d e t e c t e d  e v e n t s  T =n<p> then, f r o m  
e q u a t i o n  (3.29) the p e r c e n t  s t a n d a r d  d e v i a t i o n  (% S.D.) for a  u n i f o r m  disc s o u r c e  o f  
activity c a n  b e  d e r i v e d  as
% S.D. S.D. \
3 I
x 100 = K  . P 4 . T~2 (3.30)
v mean j
H e r e  P  =  %E2 / 4w2 is the total n u m b e r  o f  i m a g e  pixels w i t h i n  the circular r e c o n s t r u c t i o n  
r egi o n ,  K — c o n s t a n t  w h i c h  d e p e n d s  o n  the particular f o r m  o f  the filter a n d  b a c k  
p r o j e c t i o n  m e t h o d  use d .
T h e  a b o v e  relation a s s u m e s  that the r a y s u m s  are all e q u a l  a n d  that the activity is 
e v e n l y  distributed. T h e  e q u a t i o n  d o e s  n o t  t a k e  into a c c o u n t  a t t enuation o r  the effect o f  the 
i m a g i n g  s y s t e m  spatial resolution capability. A  m o d i f i e d  v e r s i o n  o f  this relation h a s  b e e n
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e s t a b l i s h e d  [ B u d 7 8 ]  for a  situation w h e r e  the activity is c o n c e n t r a t e d  in a  s m a l l  r e g i o n  in 
a  u n i f o r m  b a c k g r o u n d ;
1
%SD - K  (total number of events recorded) 4 (3 3 1 )
3
(average number of events per target pixel)4
T h i s  relation satisfactorily s h o w s  the i n t e r d e p e n d e n c e  o f  the uncertainties, the n u m b e r  o f  
p h o t o n s ,  the n u m b e r  o f  p r o j e c t i o n s  a n d  the s a m p l i n g  interval. T h e  relation also indicates 
that for a n  e q u a l  n u m b e r  o f  d e t e c t e d  p h o t o n s  the uncertainties will b e  r e d u c e d  if the 
activity w e r e  c o n c e n t r a t e d  in a  s m a l l  p o r t i o n  o f  the section. H o w e v e r ,  careful e x a m i n a t i o n  
o f  e q u a t i o n s  (3.30) a n d  (3.31) m a k e s  it clear that the resolution cell as u s e d  in the s e  
e q u a t i o n s  m u s t  refer to s o m e  arbitrary r e g i o n  o f  interest. F o r  the c a s e  o f  a u n i f o r m  
distribution o f  activity, for e x a m p l e ,  the variation in c o u n t s  w i t h i n  a  r e c o n s t r u c t e d  section 
d u e  to statistical n o i s e  c a n n o t  b e  s e p a r a t e d  f r o m  the variation c a u s e d  b y  attenuation w h i c h  
c a u s e s  a  d r o p  in c o u n t s  t o w a r d s  the c e n t r e  o f  the section. T o  o v e r c o m e  these 
a p p r o x i m a t i o n s  in the a s s e s s m e n t  o f  n o i s e  levels a  n u m b e r  o f  a p p r o a c h e s  h a v e  b e e n  
s u g g e s t e d  b y  v a r i o u s  authors. K i n g  et al [ K i n 8 4 ]  h a v e  a p p r o a c h e d  th e  p r o b l e m  b y  
c a l c u l a t i n g  %  S . D .  v a l u e s  for t w o  r e g i o n s  o f  interest p l a c e d  at the c e n t r e  a n d  p e r i p h e r y  
o f  t h e  i m a g e .  M u l l e r  et al [ M u e 8 6 ]  h a v e  m e a s u r e d  the variation w i t h i n  a  circular r e g i o n  
w i t h  8 0 %  o f  the s o u r c e  distribution d i a m e t e r .  W h i l e  a  m o r e  c o m p l e t e  f o r m a t i o n  w a s  
s u g g e s t e d  b y  L i m  et al [ L i m 8 2 ]  b y  a p p l y i n g  p h o t o n  attenuation corrections. In their 
c o n c l u s i o n  t h e y  stated that for a  u n i f o r m  dis c  source, the n o i s e  level is h i g h e s t  t o w a r d s  
t h e  c e n t r e  o f  the s o u r c e  distribution a n d  the relative a m p l i t u d e  is d i m i n i s h i n g  f r o m  the 
c e n t r e  to the e d g e  w i t h  a  m o r e  g r a d u a l  c h a n g e  in the central a r e a  t h a n  in the perip h e r a l  
area. S i m i l a r  results w e r e  also o b t a i n e d  b y  G i l l e n  [ Gil92] w h o  c o n s i d e r e d  the variation 
in the n o i s e  level w i t h i n  a  r e c o n s t r u c t e d  section t h r o u g h  a u n i f o r m  c y l i n d e r  o f  activity. 
T h e  m e a s u r e d  n o i s e  level in the cen t r e  o f  the p h a n t o m  w a s  as m u c h  as 2 0 %  h i g h e r  t h a n  
that n e a r  th e  e d g e .
H o w e v e r ,  t he v a r i a n c e  c a l c u l a t e d  in e q u a t i o n  3 . 2 8  is for fluctuations o v e r  a  single pixel 
o nly. I n  o r d e r  to o b t a i n  quantitative i n f o r m a t i o n  s u c h  as r e g i o n a l  r a d i o n u c l i d e  
c o n c e n t r a t i o n ,  t he m e a n  v a l u e s  o f  th e  r e c o n s t r u c t i o n  o v e r  e a c h  r e g i o n  is required. B y  
a v e r a g i n g  o v e r  a  n u m b e r  o f  s m a l l  pixels, n o  i n f o r m a t i o n  will b e  lost if the d a t a  w e r e
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a c q u i r e d  w i t h  h i g h  resolution; it c a n  a l w a y s  b e  s u m m e d  to p r o v i d e  large pixels w i t h  
v a r i a n c e  e q u a l  to that w h i c h  w o u l d  b e  o b t a i n e d  if a c q u i r e d  w i t h  l o w  resolution [ W e b 8 8 ] .
T h e  v a r i a n c e  o f  spatially a v e r a g e d  i m a g e s  h a s  b e e n  a d d r e s s e d  b y  m a n y  a u t h o r s  [ R i e 7 8 ,  
W a g 7 8 ,  W a g 7 9 ,  H a n 8 2 ] .  Spatial a v e r a g i n g  c a n  b e  r e g a r d e d  as c o n v o l v i n g  the 
r e c o n s t r u c t e d  i m a g e ,  in spatial d o m a i n ,  w i t h  s o m e  a v e r a g i n g  a p e r t u r e  g(x,y) [Rie78]. If 
G(kx,ky) is the F o u r i e r  t r a n s f o r m  o f  g(x,y), t h e n  the signal a m p l i t u d e  o f  the a v e r a g e d  
i m a g e  in f r e q u e n c y  d o m a i n  is g i v e n  by:
oo oo
sav =  /  /  S, (k„ky)G (kx,ky) dkx dky (3.32)
— OO — oo
w h e r e  Sfk^kQ is the F o u r i e r  t r a n s f o r m  o f  the i m a g e  profile, a n d  kx, ky are the w a v e  
n u m b e r s  in x a n d  y direction, respectively.
If the n o i s e  p o w e r  s p e c t r u m  o f  the i m a g e  b e f o r e  a v e r a g i n g  is W(kx,ky) t h e n  the n o i s e  
p o w e r  s p e c t r u m  o f  the a v e r a g e d  i m a g e  c a n  b e  e x p r e s s e d  as [ P a p 6 5 ]
Wm =  w  {kx,ky) I G  (.kx,ky)\2 (3.33)
T h u s  th e  v a r i a n c e  o f  the spatially a v e r a g e d  i m a g e  is
oo oo
° L  =  /  /  W (k x,ky) \G (kx,ky)\2 dkx dky (3.34)
a n d  the a v e r a g e d  SNR is
— OO —03
[ / Y S r  (k..,kv) G  (kr,k j dkr dkv]
(SNR)2 = U  J 1 x y _ _ _ _  *  y  3L Z L _  (3.35)
f f w  (kx,ky) I (kx,ky) ]2 dkx dky
It is g e n e r a l l y  r e c o g n i s e d  that, at c o m m o n  p h o t o n  c o u n t i n g  levels, if the distribution o f  
p h o t o n s  f o l l o w s  P o i s s o n  statistics t h e n  the n u m b e r  o f  p h o t o n s  falling in a g i v e n  a r e a  is 
u n c o r r e l a t e d  w i t h  the n u m b e r  falling in a n y  o t h e r  area. A  spatial f r e q u e n c y  analysis w o u l d  
t h e n  s h o w  that n o  spatial f r e q u e n c y  is f a v o u r e d  o v e r  another, all are e q u a l l y  likely i.e. the
n o i s e  h a s  a  w h i t e  s p e c t r u m  [ W a g 7 7 ] .  H o w e v e r ,  in C T ,  the n o i s e  is n o t  w h i t e  d u e  to the
ap p l i c a t i o n  o f  h i g h  f r e q u e n c y  filter to the p r o j e c t i o n  d a t a  prior to reconstruction. It h a s  
b e e n  s h o w n  that the n o i s e  p o w e r  s p e c t r u m  in C T  is p r o p o r t i o n a l  to the spatial f r e q u e n c y
[ R i e 7 8 ,  W a g 7 9 ] .  T h i s  leads to a r a p i d  d e c r e a s e  in n o i s e  v a r i a n c e  w i t h  ar e a  d u e  to the 
d e c r e a s e  in the relative a m p l i t u d e  o f  the h i g h  f r e q u e n c y  c o m p o n e n t s  in G(kx,ky) [ H a w 8 2 ] .  
R i e d e r e r  et al [ R i e  7 8 ]  h a v e  r e p o r t e d  that, for a  circular a v e r a g i n g  a p e r t u r e  o f  a r e a  ( A ap), 
the a v e r a g e d  n o i s e  v a r i a n c e  d e c r e a s e s  b y  a  factor (ApiJAap)3'2, w h e r e  Apix=w2 is the pixel 
area. If the i m a g e  profile is a s s u m e d  to b e  flat w i t h i n  the a r e a  o f  the a v e r a g i n g  aperture, 
t h e n  there will b e  n o  i n f o r m a t i o n  lost a n d  the a v e r a g i n g  will n o t  c h a n g e  the signal in 
e q u a t i o n  (3.32). A s  a  result e q u a t i o n  (3.29) c a n  b e  rewritten as:
(SNR)2 = 1 9 2  n <P >
2 s'3 A P
■n;4 op E Apix
(3.36)
B y  c o n s i d e r i n g  s = w ,  the i m a g e  d i a m e t e r  E=2rt a n d  the a v e r a g i n g  a p e r t u r e  r a d i u s = r  , t h e n
(SNR)2 = const. N tnt . ap (3.37)
w h e r e  Ntol -n  <p> is the total n u m b e r  o f  p h o t o n  collected, a n d  a,,2 is p r o p o r t i o n a l  to <p>.
3.5.5 Efficiency-Resoiution Figure of Merit
I n  o r d e r  to d r i v e  a n  efficiency-resolution figure o f  m e r i t  (ERFM), factors w h i c h  c a n  b e  
u s e d  to m a x i m i z e  the SNR for a  g i v e n  dete c t i o n  task n e e d  to b e  defined. In principle, 
t h e s e  factors c a n  b e  specified b y  c o n s i d e r i n g  a g a i n  the p r o c e s s  o f  spatial a v e r a g i n g .  
A c c o r d i n g  to H a y  a n d  C h e s t e r s  [ H a y 7 7 ] ,  the o p t i m a l  a v e r a g i n g  a p e r t u r e  is the i m a g e  
profile. If rap in e q u a t i o n  (3.37) is set to b e  e q u a l  to r „  t h e n  the SNR c a n  o n l y  b e  
m a x i m i z e d  b y  m a x i m i z i n g  the total n u m b e r  o f  c o u n t s  (NtlJ . F o r  this r e a s o n ,  it is m o r e  
c o n v e n i e n t  to u s e  a n  alternative m o d e l  in w h i c h  the signal a v e r a g i n g  is carried o u t  o v e r  
the o b j e c t  a r e a  inst e a d  o f  the i m a g e  a r e a  b y  setting rap to b e  e q u a l  to the o b j e c t  radi u s  r0. 
H e n c e ,  the a v e r a g e d  SNR c a n  be, a p p r o x i m a t e l y ,  g i v e n  b y
(SNR)2 = const . N tot (3.38)
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T h e  i m a g e  radius r, c a n  b e  d e f i n e d  in t e r m s  o f  the obj e c t  radi u s  a n d  the s y s t e m  resolution 
w i d t h  (RWsys). If a n  o b j e c t  w i t h  a n  e q u i v a l e n t  s a m p l i n g  a r e a  A() is c o n v o l v e d  b y  a  P S F  
w i t h  a n  e q u i v a l e n t  s a m p l i n g  a r e a  As, th e  s a m p l i n g  a r e a  A o f  the resulting i m a g e  is t h e n  
s i m p l y  [ W a g 7 7 ] :
T h e  t w o  areas Ac_d a n d  Ar are the e q u i v a l e n t  s a m p l i n g  apert u r e s  o f  the detector- 
c o l l i m a t o r  a n d  the r e c o n s t r u c t i o n  a l g o r i t h m ,  respectively. T h e  t w o  apertures are 
c o m p o n e n t s  o f  the s y s t e m  r e solution w i d t h .  B y  a s s u m i n g  that the r e c o n s t r u c t i o n  resolution 
w i d t h  is a p p r o x i m a t e l y  the s a m e  as the d e t e c t o r  w i d t h  (D) a n d  u s i n g  e q u a t i o n  (3.23) the 
RWsys c a n  b e  g i v e n  as
S o  that, b y  u s i n g  e q u a t i o n s  (3.38) a n d  (3.42) w i t h  Nlot p r o p o r t i o n a l  to the c o l l i m a t o r  
g e o m e t r i c  efficiency g for a g i v e n  s o u r c e  g e o m e t r y ,  it is p o s s i b l e  to d e f i n e  a  p a r a m e t e r  
w h i c h  is p r o p o r t i o n a l  to the s q u a r e  o f  the SNR, a n d  d e p e n d s  o n  the o b j e c t  d i a m e t e r ,  the 
s y s t e m  resol u t i o n  w i d t h  a n d  the c o l l i m a t o r  g e o m e t r i c  efficiency. T h i s  p a r a m e t e r  will b e  
c a l l e d  the efficiency-resolution figure o f  m e r i t  (ERFM) a n d  is g i v e n  b y
A  = A 0 + A s
In  c a s e  o f  C T ,  the effective i m a g e  a r e a  A, c a n  b e  g i v e n  as
Ai - n rf - A 0 + A c_d + A t (3.39)
(R W sys> = [ (R W f  + 2 /)2 ]2
(3.40)
U s i n g  e q u a t i o n  (3.39) the i m a g e  d i a m e t e r  c a n  b e  g i v e n  as
(3.41)
D, = [ Dl  * (RWiyf  f
o r
(3.42)
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E R F M  = g 1 +
D o
|  (3.43)
T h e  ERFM  c a n  b e  c o n s i d e r e d  as the c o l l i m a t o r  g e o m e t r i c  efficiency d e g r a d e d  d u e  to the 
effect o f  the finite s y s t e m  resol u t i o n  w i d t h .
A  c o m p u t e r  p r o g r a m  w a s  c r e a t e d  to calculate t he ERFM  as g i v e n  b y  e q u a t i o n  (3.43) 
for different o b j e c t  sizes. F i g u r e  3 . 1 4  s h o w s  the variation o f  th e  ERFM  w i t h  the 
c o l l i m a t o r  l e n g t h  for five different o b j e c t  d i a m e t e r s .  T h e  c u r v e s  are c a l c u l a t e d  as the 
d e t e c t o r  to the o b j e c t  centre, d i s t a n c e  is k e p t  c o n s t a n t  at 1 5  c m .  F o r  a  g i v e n  o b j e c t  
d i a m e t e r ,  the o p t i m a l  c o l l i m a t o r  length, s u c h  that the ERFM is m a x i m u m ,  d e p e n d s  o n  the 
o b j e c t  size. T h e  variation o f  the o p t i m a l  c o l l i m a t o r  leng t h  w i t h  the o b j e c t  size is s h o w n  
in F i g u r e  3.15. It c a n  b e  s e e n  f r o m  the figure that for s m a l l  objects the c o l l i m a t o r  l e n g t h  
h a s  to b e  relatively l o n g  w i t h  s m a l l  FWHM , in o r d e r  to b e  o p t i m a l .  A s  the c o l l i m a t o r  
l e n g t h  i n c r e a s e s  its field o f  v i e w  d e c r e a s e s  w h i l e  the i m a g e  contrast i n c r e a s e s  d u e  to 
relative r e d u c t i o n  in the b a c k g r o u n d  area, a r o u n d  the object. In o r d e r  to illustrate the 
variation o f  the FWHM w i t h  the o b j e c t  d i a m e t e r ,  the FWHM c o r r e s p o n d i n g  to the 
o p t i m a l  c o l l i m a t o r  l e n g t h  w a s  ca l c u l a t e d  for eight different objects. A  linear relationship 
w a s  o b t a i n e d  as s h o w n  in F i g u r e  3.16. A  similar result w a s  also o b t a i n e d  w h e n  the 
c o r r e s p o n d i n g  g e o m e t r i c  efficiency is plotted a g a i n s t  the obj e c t  d i a m e t e r  as s h o w n  in 
F i g u r e  3.17.
I n  general, the a b o v e  o p t i m i z a t i o n  p r o c e d u r e  c a n  b e  u s e d  to c h o o s e  the o p t i m a l  set o f  
c o l l i m a t o r  p a r a m e t e r s ,  w h i c h  c a n  yie l d  m a x i m u m  signal-to-noise ratio in the g i v e n  
i m a g i n g  task. H o w e v e r ,  if the s o u r c e  o f  radiation h a s  h i g h  e n e r g y  c o m p o n e n t s  it m a y  b e  
n e c e s s a r y  to p r o v i d e  e x t r a  s h i e l d i n g  o r  to i n c r e a s e  the t h i c k n e s s  o f  the c o l l i m a t o r  in o r d e r  
to p r e v e n t  the m a j o r i t y  o f  u n w a n t e d  p r i m a r y  p h o t o n s  f r o m  r e a c h i n g  the detector. In s o m e  
c a s e s  it is p o s s i b l e  to m a i n t a i n  the o p t i m a l  c o l l i m a t o r  leng t h  b y  a s s u m i n g  that the effect 
o f  the u n w a n t e d  p h o t o n s  is linear a c r o s s  e a c h  proje c t i o n  a n d  c a n  b e  r e m o v e d  b y  
su b t r a c t i n g  a n  a s s u m e d  b a c k g r o u n d .
I n  practice, h o w e v e r ,  the o bjects b e i n g  i m a g e d  m a y  n o t  o n l y  v a r y  in their sizes b u t  
also in their c o u n t  density. B e c a u s e  the i n f l u e n c e s  o f  resolution a n d  e f ficiency (sensitivity) 
ar e  o b j e c t  d e p e n d e n t ,  the effect o f  acquisition spatial resolution, o n  i m a g e  quality, c a n  b e  
i n v e s t i g a t e d  b y
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F i g u r e  3.17: V a r i a t i o n  o f  c o l l i m a t o r  g e o m e t r i c  e f f i c i e n c y , c o r r e s p o n d s  to o p t i m a l  length, 
w i t h  o b j e c t  d i a m e t e r .
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c o n s i d e r i n g  a n  o b j e c t  w i t h  different c o u n t  density. In o r d e r  to d o  so, a  cylindrical u n i f o r m  
s o u r c e  o f  5  m m  d i a m e t e r  w a s  u s e d  as a  m a t h e m a t i c a l  o b j e c t  for this study. T h e  collected 
d a t a  c o m p r i s e d  1 5  p r o jections o v e r  3 6 0 °  w i t h  3 0  r a y s u m s  p e r  p r o j e c t i o n  at 1 m m  
intervals. T h e  effect o f  acquisition spatial resolution w a s  i n t r o d u c e d  b y  c o n v o l v i n g  e a c h  
p r o j e c t i o n  w i t h  a  G a u s s i a n  p o i n t  s p r e a d  f u n c t i o n  [ M u e 8 5 ,  F a h 9 2 ] .  T h e  FWHM o f  the P S F  
w a s  v a r i e d  f r o m  2  to 1 0  m m  in 1 m m  steps. T h e  c h o i c e  o f  t h e s e  v a l u e s  w a s  b a s e d  o n  the 
resol u t i o n  v a l u e s  o b t a i n e d  t h r o u g h  the e x p e r i m e n t a l  m e a s u r e m e n t s  d i s c u s s e d  in section 
3.4.2. T h e  p r o j e c t i o n  d a t a  p r o d u c e d  w e r e  s c a l e d  a c c o r d i n g  to the s q u a r e  o f  the FWHM. 
T w o  different c o u n t  densities w e r e  used. 1 0  k  a n d  1 0 0  k  w e r e  the total n u m b e r  o f  c o u n t s  
p e r  slice (the integral o f  the projections o v e r  all angl e s )  at 1 0  m m  FWHM resolution. A t  
o t h e r  spatial resolutions the total n u m b e r  o f  c o u n t s  p e r  slice w a s  s c a l e d  b y  a factor o f  
0.81, 0.64, 0.49, 0.36, 0.25, 0.16, 0.09, a n d  0 . 0 4  as the resolution i m p r o v e d  to 9, 8, 7, 6, 
5, 4, 3, a n d  2  m m ,  respectively. T h i s  p l a c e s  the n u m b e r  o f  c o u n t s  in the c o n t e x t  o f  e q u a l  
a cquisition times. T h e  p r o j e c t i o n  d a t a  w e r e  t h e n  r e c o n s t r u c t e d  u s i n g  filtered 
b a c k p r o j e c t i o n  m e t h o d  w i t h  R a L a  filter (section 2,5).
F i g u r e  3 . 1 8  s h o w s  the variation o f  the total n u m b e r  o f  c o u n t s  in th e  i m a g e s  w i t h  the 
acquisition resolution. T o  e v a l u a t e  a n d  c o m p a r e  the i m a g e s ,  the fidelity factor w a s  u s e d  
as a n  o b j e c t i v e  indicator o f  i m a g e  quality. F i g u r e  3 . 1 9  illustrates the variation o f  i m a g e  
quality w i t h  the acquisition resolution at the t w o  different levels o f  c o u n t  density. In b o t h  
cases, the fidelity is l o w  at h i g h  resolution ( s m a l l  FWHM) b e c a u s e  the i m a g e s  are noisy. 
A s  th e  resol u t i o n  d e c r e a s e s  (FWHM increases) the i m a g e s  c o n v e r g e  to h i g h e r  fidelity first 
b u t  after a  certain resolution the i m a g e s  deteriorate a n d  the final i m a g e  quality is l o w e r  
t h a n  for h i g h  f r e q u e n c y  b e c a u s e  the i m a g e s  h e r e  are blurred. It s h o u l d  also b e  n o t e d  that 
the h i g h  resolution, l o w  sensitivity i m a g e s  w e r e  r a n k e d  the best w h e n  the c o u n t  d e n s i t y  
is h i g h  a n d  t h o s e  i m a g e s  r apidly deteriorate w i t h  a n y  d e c r e a s e  in resolution. H o w e v e r ,  as 
the c o u n t  d e n s i t y  d e c r e a s e d  to 1 0  k, the i m a g e  quality d e c r e a s e s  quite g r a d u a l l y  as the 
resol u t i o n  r e d u c e s .
T h e s e  results indicate that there w a s  a n  o p t i m u m  resolution, l e a d i n g  to h i g h e r  i m a g e  
quality a n d  the o p t i m a l  c h o i c e  b e t w e e n  acquisition resolution a n d  sensitivity will d e p e n d  
o n  the c o u n t  d e n s i t y  available for detection. F o r  b o t h  levels o f  c o u n t  d e n s i t y  used, h i g h e r  
i m a g e  quality w a s  o b t a i n e d  at h i g h  resolution. H o w e v e r ,  the s l o p e  o f  the t w o  c u r v e s
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Spatial resolution FWHM (mm)
F i g u r e  3.18: V a r i a t i o n  o f  total n u m b e r  o f  i m a g e  c o u n t s  w i t h  the acquisition resolution.
Spatial resolution FWHM (mm)
F i g u r e  3.19: V a r i a t i o n  o f  i m a g e  fidelity w i t h  acquisition resolution at t w o  different c o u n t  
densities.
95
indicates that at h i g h  c o u n t  density, i m p r o v e d  resolution is p r e f e r r e d  e v e n  t h o u g h  
sensitivity is sacrificed.
3.6 Detection Limits
I n  g a m m a - r a y  s p e c t r o m e t r y ,  the d e t e c t i o n  limit is d e f i n e d  as fB1'2 [ R o b 7 5 ]  w h e r e  Bm is 
the s t a n d a r d  d e v i a t i o n  o f  the b a c k g r o u n d  c o u n t s  (B) u n d e r l y i n g  the p h o t o p e a k  a r e a  
s e l e c t e d  fo r  e a c h  e n e r g y  a n d  /  is a  factor w h i c h  d e t e r m i n e s  the p r e c i s i o n  o f  the d e t e c t i o n  
limit. H e n c e ,  t he s m a l l e s t  signal, s, d e t e c t a b l e  a b o v e  the b a c k g r o u n d  B is g i v e n  b y
s = / v / B  (3-44)
F o r  a  G a u s s i a n  p h o t o p e a k ,  the b a c k g r o u n d  is d e f i n e d  as the c o n t i n u u m  c o u n t s  u n d e r l y i n g  
th e  p h o t o p e a k  FWTM.
T h e  p r o d u c t  o f  th e  d e t e c t i o n  limit a n d  the i n v e r s e  o f  the d e t e c t o r  efficiency g i v e s  the 
m i n i m u m  d e t e c t a b l e  q u a n t i t y  o f  a  single y - r a y  e n e r g y  s o u r c e  o f  a  s p ecified e n e r g y .  It is 
the m i n i m u m  n u m b e r  o f  p h o t o n s  incid e n t  o n  the detector w h i c h  w o u l d  p r o d u c e  a 
de t e c t a b l e  signal a n d  c a n  b e  e x p r e s s e d  for unit t i m e  o f  c o u n t i n g  p r o v i d i n g  the b a c k g r o u n d  
d o e s  n o t  v a r y  w i t h i n  that p e r i o d  [ K o u 8 2 ] .
I n  o r d e r  to i n t r o d u c e  the c o n c e p t  o f  the dete c t i o n  limit to e m i s s i o n  t o m o g r a p h y ,  a 
circular s o u r c e  o f  radi u s  r0 e m b e d d e d  at the c e n t r e  o f  a  b a c k g r o u n d  a r e a  o f  radi u s  rb 
( F i g u r e  3 . 2 0 )  w a s  c o n s i d e r e d .  If it is a s s u m e d  that the b a c k g r o u n d  c o u n t  d e n s i t y  ( c o u n t  
p e r  unit area) is B a n d  the differential c o u n t  d e n s i t y  o f  the s o u r c e  is S t h e n  the total c o u n t  
d e n s i t y  o f  the source, C ,  is g i v e n  b y
C = S  + B  (3-45)
a n d  t h e  v a r i a n c e  o f  C is th e  s u m  o f  the S a n d  B variances, i.e.,
o2c = os + 3^‘46)
T h e  s u c c e s s  o f  the i m a g i n g  p r o c e s s  c a n  b e  e v a l u a t e d  b y  d e t e r m i n i n g  w h e t h e r  the
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Figure 3.20: A source of radius r0 imbedded at the centre of a background of radius rb.
difference between C and B differs significantly from zero. The total variance in the 
image is given by
2 2 2 2 ^ 2erf = oc + oB = os + 2 oB (3.47)
Hence the signal-to-noise ratio is
(SNR)2 _ (3.48)
and the relative rms noise over the source area is
rms =
/ 2 2 + 2 og (3.49)
here, rms represents the relative uncertainty of the net S counts. By using equation 3.38, 
rms can be given by
rms = K  . 1
1.5
tot
(3.50)
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and if #7 is substituted by rb then the minimum perceivable source signal relative to the 
background is given by
= / .  K  . —I
image tot
1.5
(3.51)
where / is defined as the signal-to noise threshold which determines if the source is 
detectable or not and the constant K is given in equation 3.36.
In emission tomography however, limited spatial resolution, scatter and attenuation 
effects blur the source signal relative to the background and must be taken into account 
when calculating the (S/B)object, i.e.
'S' S' 1 A  z
(3.52)
B image B Lrce ' 1 + S F  ’ • •F W H M
where S F is the scatter fraction, A is the attenuation correction factor (see chapter 4) and 
z is the spatial resolution factor which is a function of the source size and the system 
F W H M .
However, the source size, relative to the image or background area, is obviously the 
dominating factor in determing the image uncertainty. For a given source size, equation 
3.50 can be used to predict the total number of counts required to achieve the imaging 
task with a preset precision. The relationships between uncertainties, total number of 
counts and source size are presented in Table 3.1 which demonstrates the calculated 
uncertainty in imaging a source, concentric with a background area of diameter equal to 
the image diameter (30 mm) and with the total number of counts changed from 10 to 100 
k.
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source diameter (mm)
uncertainty (%)
MO.—
iIIo
z N tot = 100k
2 42 13.4
3 23 7.3
4 14.8 4.7
5 10.6 3.4
6 8 2.6
Table 3.1:Variation of the uncertainties with source size and total number of counts.
3.7 Conclusions
An efficiency-resolution figure of merit, ERFM, as a function of collimator efficiency, 
system resolution, and object diameter has been defined in this chapter. This ERFM 
provides a valuable tool for evaluating the system collimator, particularly when combined 
with other formulations that describe the effects of collimator design on image 
components, such as, high energy photon scatter and penetration.
Significant improvement in image quality is shown when the system spatial resolution 
is improved. Simulation study indicated that a high resolution collimator is preferred in 
cases where the source count density is high. Greater improvement in relative image 
quality is observed as the source count density is increased. Further, in the presence of 
unknown background, source size relative to the total system resolution is playing the 
major role in determining the measurement uncertainty.
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C h a p t e r  4
S c a t t e r  a n d  A t t e n u a t i o n  C o r r e c t i o n  T e c h n i q u e s  
4.1 Introduction
The measured raysum, in emission tomography, differs from the true line integral of 
activity due to several factors including Poisson noise, Compton scattered photons caused 
by limited energy resolution, and attenuation of photons between each voxel and the 
detector for each projection.
In industrial applications of emission tomography, the noise effect,which is related 
to low count rate, can be reduced either by introducing higher activity to the object being 
scanned or by increasing the data collection time since applied dose and object movement 
are unlikely to be a problem.
The dilemma of scatter contamination can be divided into two separate situations 
depending on whether single or multienergetic sources are being used. There have been 
a number of methods proposed to handle the situation where the radionuclide emits 
photons of a single energy, while the situation of multiple energy photons has not received 
much attention.
However, an absolute quantification of radionuclide concentration can only be 
obtained, in SPECT, if the subtraction of scattered photons is applied with an accurate 
attenuation correction. In this chapter, optimal approaches to correct for scatter and 
attenuation are implemented and the validity of using them in NIGET is discussed.
4.2 Scatter Correction M e t h o d s
During recent years, several scatter compensation techniques of varying accuracy and 
sophistication, have been developed and evaluated for SPECT imaging. Many of these 
techniques involve subtracting the scatter content from the acquired data, but differ in the
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method of estimating the scatter fraction (SF: the ratio of scattered to non-scattered 
photons).
One simple approach is to use a smaller value for the linear attenuation coefficient, 
used with attenuation correction, to account for the imaging of the additional scattered 
photons [Lar80, Jas81, Jas85, Har94]. This approach however, is not quantitative since it 
ignores the dependence of scattered photons on the three-dimensional source and 
attenuation distribution [Sin88]. Another simple solution is to use an asymmetrically high 
offset photopeak window to decrease the amount of scatter imaged [Kor86]. The practical 
limitation of this method is associated with large reduction in the number of counts 
collected. This will elevate noise while scatter will stil be present , although at a 
reduced level. A third approach involves estimation of the scatter component through 
computer modelling. This relies on generating a scatter image from simulations of the true 
activity distribution and the surrounding scattering medium, through mathematical 
techniques involving matrix manipulation [Smi92] or through Monte Carlo techniques 
[Bow91, Dev90, Fre90]. In theory this method should result in accurate scatter correction 
although, it is not applicable in practice, particularly for the purpose of this work, for two 
reasons. First, because it does not take into account the complicating factors of scattering 
from higher energies and second, in addition to being computationally tedious, it is limited 
by the accuracy of the simulated model [Sin88, Zas90].
Among other techniques are those of Koral et al [Kor88, Kor91] and Gagon et al 
[Gag89], which estimate the scattered counts by analysing the complete energy spectrum 
at each pixel. This requires the acquisition of multiple images in order that the energy 
spectrum of each pixel may be defined. Although it is dificult to implement, this method 
has proven to give actual compensation for scatter [Gag91], An alternative method relies 
on estimating the count of scattered photons in the ful energy photopeak window by the 
products of weighting factors and photon counts of energy bins. The weighting factors 
are designed experimentally, based on the energy spectrum of the radionuclide [Hal88, 
Ham89]. The drawbacks of this method however, is that the finite impulse response filter 
used to do the energy-weighted correction is much smaller, in spatial extent, than the 
scatter tails [Dev91].
Recently, it has been reported [Log92, Kin92, Geo93] that it may be possible to 
correct for the scatter effect by using the count ratio in two nonoverlapping energy
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windows within the photopeak region as input to a regression relation. This method 
however, would be expected to work reasonably well in situations with relatively clean 
photopeaks of monoenergetic sources and one would expect that in situations with 
multienergetic sources it would lead to under estimation of scatter since it assumes that 
the upper half of the photopeak is scatter fre.
It can be seen from the above discussion that no scatter correction method can be 
adopted as a standard method. In addition to that, scatter correction methods developed 
for low-energy radionuclides, may prove inappropriate for multiple-high energy 
radionuclides [Pol92]. In this work a new procedure for scatter subtraction is carried out 
using three sets of data acquired simultaneously in three energy windows. Results of 
applying this procedure to phantom data are presented and compared to results obtained 
using other two scatter correction techniques, the dual-window [Jas84, Kor90] and the 
deconvolution subtraction [Flo85, Yan88] techniques. Furthermore, contribution of scatter 
to a specified ful energy photopeak depends to a great extent on the width of this 
photopeak which is limited by the resolution of the detector in use. To examine this, both 
Nal(Tl) and HPGe detectors were used in the experiments. Thus comparisons could 
be made between results obtained by the poor resolution, high efficiency scintilation 
detector and the high resolution, low efficiency HPGe detector.
4-3 D u a l  E n e r g y  W i n d o w  M e t h o d
Measured data within the photopeak window (T) are the sum of primary photopeak data 
(P) and scattered data (S).
T  = P+ S(4-1)
Many . scatter correction techniques involve subtracting S from T, but differ in the 
method of estimating the value of S since it is not experimentally measurable.
The Dual energy window method (DW) involves estimation of S by collecting 
separate data in a scatter window at the same time that data are being collected in the 
photopeak window. The lower window can be set to collect primarily scattered photons 
by setting its upper level lower than the photopeak energy minus the energy resolution of 
the detector. The assumption made is that the photons collected in the scatter window (C)
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are related to S by a constant factor K, i.e.
S = K  . C (4-2)
Based on experimental measurements and Monte Carlo simulations a value of 0.5 has 
been proposed for the constant K in a typical imaging situation however, its value for 
other situations remains to be determined [Jas84, Flo84]. Lowry and Taylor [Low86] have 
shown that varying the value of K noticeably affects image contrast and mottle. Koral et 
al [Kor90] have investigated the dependence of quantitative accuracy with Tc-99m 
SPECT on the value of K and found that the use of a constant K is a good first 
approximation for quantitative accuracy with different source sizes and position within a 
homogeneous attenuating media. Choosing a single value of K will not be rigorously 
determined and cannot be correct for al parts of the object at the same time. The use of 
an average value of K has been shown to be useful in improving image contrast and 
quantification [Yan90].
However, the DW method assumes that the scattered photons in both windows will 
be of same type but because there is an angle-energy relationship for Compton scattered 
photons, source locations from which photons originate and then scatter with resulting 
energies below the ful energy photopeak are generally different from those source 
locations that emit the photons which scatter but are accepted with the ful energy 
photopeak. The spatial distribution of the scatter response in both windows will therefore 
be quite different. On the other hand, for radionuclides which emit photons of multiple 
energies, the scattered photons within the photopeak window will be mainly contributed 
by a mixture of small angle, first order scatter from the photopeak energy and multiple 
scattered photons from higher energies. Subtracting the low frequency, scatter response 
found in the lower window cannot be expected to sufficiently compensate for the high- 
frequency scatter data which were actually collected in the photopeak window and can 
introduce erroneous image data. These erroneous image data could be avoided if an upper 
scatter window were placed above the photopeak to determine the scattering component 
from higher energies which can be then separately subtracted from the photopeak data.
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4-4 Triple E n e r g y  W i n d o w  M e t h o d
In the triple energy window (TW) correction method, tomographic data are simultaneously 
collected within three non-overlapping energy window. A photopeak window acquires the 
total count (T) which is composed of unscattered primary photons (P) and scattered 
photons (5). A lower window accepts scattered photons of al denominations including 
scattered high energy photons and an upper window to acquire only scattered higher 
energy photons. The scatter compensation consists of the subtraction of a fraction of the 
counts in each scatter window from the photopeak data or subtraction of al the effects 
of high energy scattering from the lower scatter window and the photopeak window using 
the data in the upper scatter window and then the procedure of DW subtraction can be 
followed. In both cases S is given by
S  = K y C l t K 2 C v (4.3)
where C L and C v are the counts acquired within the lower and the upper scattering 
windows, respectively. K } and K 2 are scaling factors.
However, the success of window subtraction techniques, DW and TW, is dependent 
on the use of optimum width for the energy windows and appropriate values for the 
scaling factors. The optimum window width becomes better defined with increasing count 
statistics [Sin87]. The meaning of count statistics here is that the statistical variation in 
the recorded counts will not introduce further errors into the image [Gen90]. Ogawa et al 
[Oga91, Oga92] have investigated the use of different width for the photopeak and 
scattered windows employing computer simulations. For Tc-99m, they found that the 
value of S can be estimated correctly within 8% error by employing the TW method with 
a photopeak window width of 36 keV (26% of 140 keV) and 2 to 6 keV width for each 
scatter window. For 131I imaging (364 keV) Pollared et al [Pol92] and Pentlow [Pen91] 
have employed the TW method for scatter correction using the same width for both the 
photopeak and the lower scatter windows while half of that width was used for the upper 
window in order not to include Compton region of 637 keV of the 131I. For the DW 
method, Sanders [San82] proposed using a scatter window of as narrow width as possible, 
with reasonable counting statistics, in order to minimise the contribution of multiple 
scattered photons and large angle photons since these would tend to be of lower energy.
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In this work however, the TW method has been implemented with equal width for the 
three windows except in some cases when there was inadequate space between 
photopeaks.
The optimal values for the scaling factors (K, I(]} K 2) were found experimentally using 
an approach similar to that proposed by many authors [Sin87, Pen91, Pol93] in which 
profiles through the tomogram of a line source in a scattering medium are compared to 
profiles through the tomogram of the line source in air, assumed as a reference (scatter 
and attenuation fre). The variation in scatter correction was then investigated by 
optimising the scaling factors.
4-5 Deconvolution Subtraction M e t h o d
The deconvolution subtraction (DS) method is based on the assumption that for a linear 
stationary system the imaging process can be modelled mathematically as the convolution 
of an object with the system response function with the addition of a random noise sample 
[Mad90]. The blurring effect of convolution (e.g. due to the scattered photon effect and 
collimator geometric response) can therefore be removed by the process of deconvolution. 
This can be performed by the application of a restoration filter which only needs the point 
spread function (PSF) as ’a priori’ information [Bou92]. The PSF represents the system 
degradation function since it is physically likened to the output of the imaging system 
when the input is a delta function. Once the system degradation function is estimated, the 
image can be restored and an estimate of the object could be found.
If g(x,y) represents the image of the object f(x\y') which has been degraded by the 
degradation function h(x,y,x',y '), then in two dimensions
OO CO
g(*.;y) = / /  f  . h (x ,y  , x',y') dx'  dy' (4-4)
The degradation function has coordinates of both the object and image planes to account 
for the transfer of information from one plane to the other. The use of four coordinates 
allows the shape of the function to change with source depth and distance from the 
collimator, and the system is said to be spatially variant i.e. a spatially variant PSF exists. 
However, the concept of convolution requires that the system response to a point source
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be spatially invariant [Yan90]. This means that the form of the PSF remains fixed as the 
point source is moved about within the object plane. The accuracy of restored images 
depends heavily on the accuracy of the agreement between the actual blurring and that 
used in the deconvolution [Pen90]. Further, the process of averaging is shown to help in 
making the degradation phenomenon les dependent on the distance of each point of the 
object from the collimator [Bou92]. Combining the conjugate projections (arithmetic or 
geometric) decreases the variation of the system response to a point source with depth, 
but does not eliminate it [Kin91]. Thus, it should be possible to obtain deconvolutions 
whose accuracy is les dependent on source distribution and depth, using an average PSF. 
However, an average PSF can be taken as the PSF defined by a source located at the 
centre of the image. In this case, the average PSF can be considered as a spatially 
invariant PSF which depends only on the difference between the coordinates in both the 
object and image planes and equation 4.4 becomes
oo oo
g(.x,y) = f f h  ( x-x', . /  ( x\y') ' (4-5)
— 00—00
In the absence of noise, Fourier techniques work well in attempting to obtain f(x',y') from 
g(x,y) through direct inversion of the function h( x-x',y-y'), so that equation 4.5 can be 
written as
G  (u,v) = H  (u,v) . F  (u,v) (4-6)
where G, H  and F are the Fourier transform of g, h, and f, respectively. Thus, the
restoration of the object F simply requires the inversion of H. This means the inversion
/s
of the degradation whichjintroduced in the image upon the object F. However, inversion 
of H  may leads to large fluctuations in the estimate of the object F if H  contains very 
small values, i.e. the equation is il conditioned and there will be a set of possible 
solutions rather than a unique solution. Many methods have been described to obtain the 
best solution by using constrained deconvolution [Web85]. The Wiener filter [Wie42] 
solution is of particular interest because it minimizes the mean-square error between an 
object and the restored function. The Wiener solution has been given by Hunt [Hun78], 
as
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F  (u , v) - (4.7)
where F(u,v) is the Wiener estimate of the image spectrum, G(u,v) is the Fourier 
transform of the given degraded image and H*(u,v) is the complex conjugate of H(u,v). 
y is the ratio of the power spectrum of the noise (sn) to that of the object (sf), that is
For systems which are governed by Poisson statistics, the noise power spectrum is a 
constant equal to the total count in the image [Goo76]. The object power spectrum can 
be estimated from the image power spectrum which represents the power spectrum of the 
blurred object [GH91]. The image power spectrum is given by
In practice, these spectra are dificult to determine. Instead, a simpler approximation 
which avoids the necessity of estimating the power spectra is used. This approximation 
has been described by Gonzalez et al [Gon77], in which y is set to a frequency 
independent constant. This model will be employed in this work.
Equation 4.7 shows that an appropriate choice of y will control whether or not the 
filter acts as a low-pass or high-pass filter and to what extent [Yan88]. With a small value 
of y the dominance of the inverse filter will increase which will improve the high 
frequency components and increase the noise level in the restored image. If y is set to 
zero the filter becomes the inverse filter so that noise will once again dominate the 
restored image and deconvolution is no longer constrained. Further, with a high value of 
y the low frequency components improve and the image is smoothed. However, a 
complete evaluation of this method would require testing the filter over a range of y 
values to see if an optimum image can be found.
Although the above filter is an important and useful filter, the restorations it yields 
do not always appeal* to be as good as restorations obtained using other filters due to the
S„ (u , V)
sf (u , v) (4.8)
Sg (u ,v) = S n (u ,v) + I H(« , v) I2 Sf , v) (4.9)
By re-arranging equation 4.9, the object power spectrum can be estimated as
Sf (u , v) = \ H  (u , v)|-2 [ Sg(k . v) - S n (« . v) ] (4.10)
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high smoothness this filter introduces. It has been shown [Hon89, Hun78] that the 
constrained Wiener filter can be reformulated in order to increase the gain for higher 
frequencies so that the images it yields will be sharper restored images. One approach is 
known as the geometrical mean filter and is given by
F  (K , V) = G  (U ,v)
a H *  (u , v) G  (u , v)
H  (u , v) 1 H  (tt , v) |2 + y
1-a
(4.11)
where a is a constant (0<a<l)
Another approach is known as the power spectrum equalization filter [Hun78], with a gain 
for higher frequencies higher than that of the Wiener filter and is given by
F  (u , v) =
H  (H , V)
2 G  (u , v) (4.12)
However, as the results of this correction method will be used only to compare the 
performance of the proposed TW method, only one version of the filter, given in equation 
4.7, will be employed here. The filter can be applied to the projection data before 
reconstruction (1-D pre-reconstruction filtering) or to the reconstructed image (2-D 
postreconstruction filtering). In this work, both methods will be applied to experimental 
phantom data.
4-6 E x p e r i m e n t a l  Studies
In order to assess the three correction methods (DW, TW and DS), several SPECT 
experimental studies were performed using a 75Se source in combination with two different 
aluminium phantoms. 75Se emits gamma rays with the following energies and yields:-121 
keV (15.8%), 136 keV (55%), 265 keV (58%), 280 keV (25.9%) and 401 keV (11.6%). 
This was chosen as the source since it has desirable properties of multiple gamma 
emission and relatively long half-life (T1/2 =120 days) compared to the time of the 
experiment. The aluminium was used as a scattering medium because it has an atomic 
number and attenuation characteristics close to that of many biological samples, similar 
to those investigated in this work.
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4-6-1 Determination of the Scaling Factors
In order to measure the values of the scaling factors (K, K J} K 2) necessary to numerically 
equate the scatter content of the photopeak window and the scatter windows at different 
75Se photopeak energies, an aluminium phantom and a 75Se line source were used. The 
phantom was a solid cylinder (44 mm diameter x 50 mm length) had a hole with 10 mm 
diameter and length of 50 mm in which to place the line source in a central position. The 
line source was a cylinder of 2 mm inner diameter and 50 mm in length filed with a 
solution of 170 kBq/ml 75Se.
The collimator used was 50 mm long with a circular aperture of 1 mm diameter. This 
provided almost zero wall penetration from the 401 keV. Before placing the collimator, 
between the phantom and the detector, two spectra of 75Se source, in air, were collected 
using the Nal(Tl) and the HPGe detectors. These are shown in Figure 4.1. It can be seen 
from the figure that the ful energy photopeaks obtained when the Nal(Tl) detector is 
employed, are 121 and 136 keV combined, 265 and 280 keV combined and 401 keV. 
While single gamma ray energies are obtained when the HPGe detector is used.
With one of the two detectors in place, two scans for each photopeak energy, with the 
line source in air or within the phantom, were performed. Each scan comprised 40 
projections collected over 360° with 51 raysums per projection at 1 mm intervals. By 
assuming a uniform attenuation, the effective linear attenuation coefficient (ju.) for the 
aluminium phantom was estimated by interpolating from published data [Hub82]. This 
was effectively used on data collected by the HPGe detector while average jit values were 
used for data collected with the Nal(Tl) detector since its poor energy resolution does not 
allow al the individual characteristic y-ray lines of 73Se to be resolved separately. Four 
projections (profiles) separated by 45° from each other, measured with the line source 
placed within the phantom (see Figure 4.2), were compared to attenuation corrected in-air 
profiles (air data times e"RX). The profiles were evaluated by comparing the integral 
number of counts in each profile with that measured in-air and the difference between 
them was compensated through subtraction of a fraction of the corresponding scatter 
count, in the lower window, in the case of the DW method, or the two scatter windows, 
in case the of TW method, from the total ful energy photopeak counts. The variation in 
scatter correction was investigated by optimizing the correction scaling factors, subject to
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Channel number
a) Nal(Tl)
Channel nutnber
b) HPGe
Figure 4.1: Spectra of a 75Se source in air collected with (a) Nal(Tl) and (b) HPGe 
detectors.
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the constraint that the corrected background ROIs, placed at both sides of the photopeak, 
remain positive. The four values, obtained for each scaling factor, were averaged and the 
result was used to correct the total scan data for each photopeak energy. Total counts in 
the corrected image of the line source in the phantom were compared to total counts in 
the in-air image and the difference was used to calculate the relative eror. The scatter 
fraction values, calculated at different photopeak energies are shown in Table 4.1 for both 
the Nal(Tl) and the HPGe detectors. These values represent the average SF since the 
source was placed, within the phantom, in the central position which is the most 
symmetric of the available phantom geometries.
It can be seen from Table 4.1 that almost direct separation of scattered and 
unscattered photons was obtained with the HPGe detector particularly at higher energies, 
280 and 401 keV, where the scatter fraction was only 2% in both cases. Slightly higher 
scatter fraction (7%) was found for low energy photopeaks under consideration, 121 and 
136 keV. This is partially due to the increased effect of the scattered photons from higher 
energies which can be seen, in the spectra given in Figure 4.1, as a high background 
underlying the low energy photopeaks. These results however, show the improvement in 
scatter rejection which can be obtained when using a high resolution detector and 
therefore a narrow energy windows.
Result obtained with the Nal(Tl) detector demonstrate the effect of the relatively poor 
energy resolution of this detector on the calculated SF values. The effect of using such 
a resolution was to increase the energy window width and so the scatter acceptance angle, 
see Table 4.1, which is the photon scattering angle that associated with the lower energy 
limit of the photopeak window and represent the largest angle of Compton scattered 
photons accepted in this window. This caused a relatively larger portion of the scattered 
radiation to be recorded within the photopeak energy window.
Finally, the calculated scaling factor values used with the DW and TW methods are 
shown in Table 4.2. It can be seen from the table that the values used with the HPGe 
detector, particularly at low energies, are comparable to those used with the Nal(Tl) 
detector. This is due to the fact that relatively les counts were collected by the scatter 
windows because of their narrow width with the HPGe. At higher energies, 401 keV, the 
scaling factor K 2 was set to zero, for the measurements performed with both detectors as 
the scatter contribution from higher energies was absent.
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Figure 4.2: Profiles through images of the line source within the phantom recostructed 
from data collected, with the Nal(Tl), in three energy windows compared with 
the in-air image.
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Detector Energy (keV) Scatter fraction Scatter acceptance 
angle
Nal(Tl) 121+136 0.32 46°
265+280 0.18 43°
401 0.11 31°
HPGe 121 0.072 23°
136 0.063 20°
265 0.047 14°
280 0.024 11°
401 0.018 9°
Table 4.1: SF and Compton scatter angle associated with the lower edge of the photopeak 
window for the Nal(Tl) and HPGe detectors.
Detector Energy DW TW
(keV) K Error(%) K, I<2 Error(%)
Nal(Tl) 121+136 0.82 2.02 0.28 1.50 1.07
265+280 1.20 1.08 0.85 1.80 1.17
401 0.97 1.15 0.97 0.00 1.15
HPGe 121 0.73 1.84 0.46 1.00 1.67
136 0.90 1.06 0.75 1.20 0.66
265 0.55 1.33 0.30 0.75 1.00
280 0.35 0.17 0.18 0.40 0.03
401 0.20 0.11 0.20 0.00 0.01
Table 4.2: The scaling factor values as measured with the Nal(Tl) and HPGe detectors.
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4-6-2 Window Subtraction Methods
The two window subtraction correction methods (DW and TW) were applied to data 
obtained from an aluminium phantom containing three 75Se sources of different diameters 
and same concentrations of radioactivity. The solid cylindrical phantom used is shown in 
Figure 4.3. Its dimensions are identical to the one used with the line source (44 mm 
diameter x 50 mm long) but here the cylinder was drilled to contain three plastic vials of 
25 mm hight and internal diameters of 13, 8, and 5 mm, filed with a solution of 2.5 
MBq/ml 75Se.
Two scans were performed using the photopeak energy of 265/280 keV with the 
Nal(Tl) detector in the first scan and the 265 keV with the HPGe detector in the second 
scan. These energies were chosen since the intention was to evaluate the correction 
methods using images of acceptable quality and background levels and with visible effect 
of scattered photons.
The data for each raysum were collected in three energy windows, as described 
before, using the same width for the lower scatter and the photopeak energy windows and 
half of that width for the upper scatter window in order to avoid the Compton region of 
401 keV, in the case of the Nal(Tl) detector scan, or 280 keV, in the case of the HPGe 
detector scan.All the experimental settings were kept the same as those used with the line 
source. Each scan data set comprised 40 projections collected over 360° with 51 raysums 
per projection at 1 mm intervals. The counting time per raysum was 100 seconds with 
the Nal(Tl) detector and 150 seconds with the HPGe detector. The average scaling factor 
values, obtained with the line source, were used for both the DW and TW correction 
methods. The reconstructions were the result of filtered backprojection carried out on the 
main frame computer employing the Ra-La filter (see chapter 2).
Considering that both the reconstruction backprojection algorithm and the scatter 
subtraction procedures are linear, scatter correction can be equally performed before or 
after image reconstruction [Gil88]. This is only true for mono-energetic radiation and for 
a narrow energy range of the ful energy photopeak. For multi-energetic radiation 
however, scattered radiation originating from photon energies higher than the photon 
energy of interest would be a complicating factor and can therefore not be corrected for 
if postreconstruction subtraction is used. For this reason, only prereconstruction
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subtraction was used in this study.
The data have not been corrected for the effect of attenuation since the interest here 
is focused on the relative rather than the absolute quantitation.
4-6-3 Deconvolution Scatter Subtraction
Scatter correction using constrained deconvolution was applied to the phantom data 
obtained with the Nal(Tl) detector since it showed, section 4-6-2, a higher blurring effect 
of the scattered photons than that obtained with the HPGe detector. The implementation 
of the deconvolution scatter subtraction was performed using both 1-D and 2-D 
deconvolution of the measured line source data from the photopeak data. The 1-D method 
involved the deconvolution of the phantom projection data using the corresponding line 
source projection data, and the corrected projections were then reconstructed and 
evaluated. The second method involved the 2-D deconvolution of the reconstructed image 
of the line source from the reconstructed image of the phantom. In both cases the value 
of y, which was introduced to develop an inverse filter in Fourier space, was adjusted to 
reduce the smoothing effect of the Wiener filter. The choice of y value, in this respect, 
was not arbitrary but fine adjustment was necessary until the optimum value was 
achieved.
Figure 4.3: The aluminium phantom used in the experimental studies.
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4-7 Results
i) Window Subtraction Methods
Images reconstructed from data obtained using the Nal(Tl) and the HPGe detectors are 
shown in Figures 4.4 and 4.5, respectively. The figures show the reconstructed ful energy 
photopeak and scattering images for each scan as well as the results of applying scatter 
correction using both the DW and TW methods. Examination of the raw images collected 
with both detectors show that the three sources can stil be seen when projection data, 
collected in both scatter windows, are reconstructed. This can explain the superiority of 
the methods of window scatter subtraction over straight-forward background subtraction 
since the later may overcorrect for the effect of scattering, particularly in the presence 
of higher energy scattered photons. However, the pixel values in the upper window image 
are considerably lower than that for the lower window image. The maximum pixel value 
found in the former image is only 43% and 27% of the later image for data collected 
with the Nal(Tl) and HPGe detectors, respectively. This is because of the difference in 
counting statistics between the two windows since the lower window not only contains 
scattered photons from higher energies but also from the main photopeak.
The uncorrected photopeak image obtained with the HPGe detector is noiser than that 
measured using the Nal(Tl) detector as the relative detector efficiency is much lower. 
However, the former image is shaiper than the later because of the ability of the HPGe 
detector’s high resolution to isolate the photopeak counts to a greater extent so that the 
contribution of scattered photons to the photopeak counts is reduced.
Images obtained after applying the DW and TW scatter correction are compared by 
considering their corresponding count profiles. The difference between the two methods 
is that reduction of the higher frequency counts, which are collected by the photopeak 
window due to scattering from higher energies, is much easier with TW method than with 
the DW method which assumes that the effect of higher energy events can be removed 
by subtracting a background value from the photopeak data. Although the effect of scatter 
from higher energies is usually extended to the lower scatter window, subtracting a 
fraction of the counts found in this window from that in the photopeak window, as in the 
DW method, cannot be expected to adequately compensate for the effect of scattered
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Figure 4.4: Comparison of images reconstructed from data obtained using the Nal(Tl) 
detector, (a) scatter data collected in the lower window, (b) scatter data collected in the 
upper window, (c) uncorrected photopeak data, (d) photopeak data corrected using the DW 
method, (e) photopeak data corrected using the TW method.
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Figure 4.5: Comparison of images reconstructed from data obtained using the HPGe 
detector, (a) scatter data collected in the lower window, (b) scatter data collected in the 
upper window, (c) uncorrected photopeak data, (d) photopeak data corrected using the DW 
method, (e) photopeak data corrected using the TW method.
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photons from higher energies which were actually collected by the photopeak window. It 
is this difference that caused some improvements in image resolution to be found when 
the TW method was used. These improvements can be noticed when comparing the 
diameters of the three sources, measured in terms of the FWHM and FWTM of their 
count profiles shown in Figures 4.6 and 4.7. The values of these diameters are given in 
Table 4.3 which shows only the results obtained with the Nal(Tl) detector data since the 
diameter differences in the corrected HPGe detector data were very small (1-2%) and not 
measurable. It can be seen from the table that the resolution found with the TW method 
is only 2-3% better than that obtained with the DW method however, the TW method 
was stil quantitatively more realistic than the DW method due to its ability to accurately 
remove the effects of scattered photons from higher energies.
The signal to noise ratio (SNR) was calculated for the three sources with and without 
scatter correction. It is defined as the source net signal (source count density - 
background count density) divided by the standard deviation of the background count 
density. Average source count density was calculated from a 3x3 pixel ROJ comprising 
the centre of the source. Background average count density and standard deviation were 
calculated from four, 3x3 pixel, ROIs drawn around the sources. It can be seen from the 
results shown in Table 4.4 that both the TW method and the DW method were successful 
in improving the SNR as the relative gain in signal being much greater than the increase 
in noise, resulting from the scatter correction process.
ii) Deconvolution
The experimental results of the 1-D and 2-D deconvolution scatter subtraction are shown 
in Figures 4.8 and 4.9, respectively. The four images shown in each figure, obtained with 
different values of y, were chosen to ilustrate the effect of changing the value of y on 
image sharpness control relative to the expected image consistency. No significant 
difference in performance have been found between the 1-D and 2-D deconvolution and 
both were able to affect scatter contribution to the same degree approximately. In both 
cases the variation of the corrected image with y was small and thus order of magnitude 
variation in y was necessary to bring about significant change in the corrected image. 
However, when the optimum image is obtained, by changing the value of y, Figures 4.8.c 
and 4.9.C, the significant improvement in the image quality found, demonstrated the
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Figure 4.6: Profiles for uncorrected and corrected images reconstructed from the Nal(Tl) 
detector.
Figure 4.7: Profiles for uncorrected and corrected images reconstructed from the HPGe 
detector.
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efficacy of the two methods considered. The three sources appeared to be more uniform 
and their shapes became a closer approximation of their actual dimensions. This is due 
to the fact that deconvolution not only compensates for the effect of scattered photons, 
but also for the effects of the geometric detector-collimator response.
However, evaluation of scatter correction, using constrained deconvolution, is purely 
subjective and cannot be quantified since the choice of the optimum y value depends 
completely on visual inspection of the corrected image and is not related to any measured 
characteristic of the image. Further, the deconvolution of an average estimate of the 
contribution of scattered photons to a central point in the phantom will assume a uniform 
scatter distribution through out the phantom. This may be effective in improving image 
resolution but may consequently produce misleading quantitative results.
Finally, the only difference found between the two methods was in their 
implementation. The 2-D method removes the effect of scatter by deconvolving a 
reconstructed line source image, which contains scater, from the reconstructed image of 
the phantom, which also contains scater. Conversely, the 1-D method does that by 
removing scatter from projection data which have then to be reconstructed after each 
correction. This is much slower than the 2-D method but it can provide improved 
projection data to the reconstruction process.
4.8 Conclusions
The effects of Compton scattering, finite detector resolution and presence of scattered 
photons from higher energies on images obtained using multienergetic sources complicate 
the interpretation of these images and preclude the application of simple methods of 
scatter correction developed for low mono-energy radionuclides.
The correction method proposed in this work, which uses an upper scatter window to 
provide information about scattered photons from higher energies, can improve image 
quality and image resolution by reducing the influence of these photons. This method also 
can result in a significant increase in signal to noise ratio due to its ability to remove the 
effects of higher energies without at the same time removing an excessive amount of 
useful counts from the photopeak itself. This is however, not possible if only two energy
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a) y = IO3 b) y = 104
c) y=5x104 d) y = IO5
Fig 4.8: Images obtained from the photopeak data corrected using the 1-D deconvolution 
correction with different y values.
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a) y = 10i-3 b) y = 10-2
Figure 4.9: Images obtained from the photopeak data corrected using the 2-D 
deconvolution correction with different y values.
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windows were used as in the case of the dual window subtraction.
The use of deconvolution scatter subtraction method has proven to give excellent 
improvement in image quality as the sources appeal- to be more clearly defined in images 
corrected by this technique, than those corrected by window subtraction methods. 
However, the availability of point source data, measured under the same experimental 
conditions used to collect the object data, in addition to the difficulties in quantifying its 
final results, due to the increase in the image background noise level, may make this 
method prohibitive to use in practice.
Finally, it has been noticed that when the high resolution HPGe detector was used, 
the need for scatter subtraction, at higher energies (280 and 401 keV), was reduced since 
the scatter fraction was only 2-3% (compared to 11% obtained with the NaI(Tl) detector 
at 401 keV), this can be tolerated if no scatter correction were applied.
4-9 Attenuation Correction
A major physical problem in emission tomography is the attenuation of photons that
occurs in between the point of emission in the object and the detector. Several correction
methods addressing this fundamental problem in quantitative image reconstruction have
been described in the literature such as the prereconstruction method [Sor74], the
postreconstruction method [Cha78] or the intrinsic method [Tan84, Gul85], Most of these
methods however, attempt to compensate for the effect of photon attenuation by assuming
a uniform attenuation coefficient distribution. This may be sufficient for many clinical
applications but it will not provide accurate quantitative measurement of radionuclide
distributions in nonhomogeneous regions [Kem92]. These drawbacks may be overcome
either by using iterative compensation algorithms [Maz93] or by an experimental mapping
of the actual attenuation properties in each individual case [Mas89, Lju90, Lar93].
An iterative method which combined emission and transmission measurements has
been implemented in this study. A prereconstruction method as well as an iterative method isthay based on using a constant linear attenuation coefficient are also included in the study 
for comparison. After a detailed description of these methods, results obtained with 
simulated and experimental phantom data are presented.
125
4-10 At te nu at io n Co rr ec ti on M e t h o d s
In emission tomography, an unknown activity distribution is measured at various
sampling angles throughout the entire 360° of space. By ignoring the detector response 
function and the scattered photons collected in the projection data, the raw projection 
function p(l,9), which is observed by the detector (see chapter 2) is given by
where is the linear attenuation coefficient at the point (r,Q) and the inner integral
represents the total attenuation between the point of emission and the detector 
Equation (4.13) represents the attenuated Radon transform of/(r,<b) and the problem now 
is to find the ordinary or the unattenuated Radon transform and its inverse in order to 
recover /(r,<b). In general, the effect of photon attenuation can be compensated for by 
applying an average attenuation factor w(l,Q) to the measured projection data. The choice 
of this factor is based on calculation along the projection line of the photon path which 
intersects the attenuation distribution domain, i.e.
By assuming that ja(/*,0) is known, w(l,Q) is defined in the projection space and thus can 
be used to calculate the corrected projection pc as
P (I , 0) = j  f ir , <j>) exp[ - f a r  , 0) ds'] ds (4.13)
(4.14)
(4.15)
By using equation 4.13, pc can be given as
(4.16)
which is the unattenuated Radon transform of f(r,d>).
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This is a simple and fast attenuation correction method based on preprocessing of the 
measured projection data prior to reconstruction. The method corrects for the effect of 
attenuation by computing either the geometric or the arithmetic mean of opposing 
projections and hence an even number of projections around the object is required. By 
assuming uniform attenuation properties in the section of interest, the correction factor is 
simply calculated from total attenuation path length within the object outline and a 
constant p. value.
i) The Geometric Mean
In order to calculate the geometric mean projection, it is assumed that the detector is 
rotating around a point source of activity (A) which is located inside an object of constant 
linear’ attenuation coefficient p as shown in Figure 4.10. If the diameter of the object is 
L and the detector is at a distance I from the point source when it is at its closest position, 
then rotating the detector by 180° places the point source at a distance (L-l) from the 
detector. When the point source is at a distance / from the detector, the measured 
projection is
4-10-1 Pre-reconstruction Me th od
p  (I , 0) = A  exp( ~\il ) (4.17)
and at 180° from the first position, the measured projection is
p  (I , 0+t) = A  exp[ -p(L-l) ] (4.18)
The geometric mean projection is
[p( l  , e )p(l, e +*) ]2 = exp (4.19)
and the true activity A or the unattenuated projection is given by
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Pc (I, 6) = [ p(l . 6) p(l 0+n) ]2 exp k k (4.20)
This equation shows that the correction is highly dependent on the total attenuation length 
L which can be either measured or estimated using an assumed contour for the object 
outline.
detector
Figure 4.10: Calculation of the geometric mean for a point source,
ii) The Arithmetic Mean
The arithmetic mean of the two opposite projections given in Equations 4.17 and 4.18 was 
given by Kay and Keyes [Kay75] as
p(l , 6) + p(l , 0+ti) = jy^x ' ^  [exp(-pZ ) + e xp (-p (L -/ ) ]  ^  (4 21)
2 2
where f(x,y) represents the activity distribution along /.
The proposed method assumed that the exponential factor can be replaced by a 
constant value equal to the mean of its minimum and maximum values and these are
min = 2 exp( — •) 
max = 1+ exp(-pL)
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Thus, within the range of I equal zero to L, Equation 4.21 can be rewritten as
p(l , Q)+p(l y 0+tc) = [l+exp(-pL)+2exp(—^ )] ffix,y) dl (4.22)
2 o
and an approximation of the unattenuated projection can be given by
„ n m  _ 2[p( l , 0) +p(l , 0 + 0  ]
C 1 z o  z ^4 -2 3 >+exp(-\il) +2exp(-—)
An alternative to the above equation is to use the average of exponential factors exp(~\ll) 
and exp[-\x,(L-l)] which is given by
exp(—£^) sinh(-£^) (4.24)
\iL 2 2
and from this, the unattenuated projection is given by
„ _ \xL [p(l , 0) +p(l , 0 + 0  ]p c 25
4 exp(-y-) sinh(-^)
4-10-2 The Iterative Method
In this method, the iterative least squares technique (ILST), described in section (2-6-3), 
has been used to perform attenuation correction. The reconstruction obtained with the 
ILST is based on minimizing the difference between measured projections and calculated 
pseudo-projections at nth iteration in a least square fashion, The function minimised is
X2 ( fn* 1) = V V ' Pfi~W ‘f ‘j 5 (4.26)
V ij 0 V
where fj is the activity concentration in pixel (ij) to be reconstructed and otf is the 
variance of the measured projection pJB. The weighting factor, wtJ describes the
contribution of the ith pixel to the jth raysum.
In the presence of attenuation, the ILST can be modified to accommodate attenuation
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correction by incorporating an additional factor au into the calculation of the pseudo­
projection. The factor av represents the total attenuation undergone by photons travelling 
from the pixel i to the detector along raysum j, and can be given by
a ij = e*P£ L ij Pi (4-27)
i
where the summation is taken over the pixels in the raysum line j from pixel i to the edge 
of the object and Ly is the pixel length along the raysum.
The value of p in the above equation can either be assumed constant, or variable 
determined by transmission measurements. In the former case the emission data are first 
reconstructed without attenuation correction giving an approximate reconstruction. The 
attenuation factors are then evaluated with the given constant attenuation coefficient. The 
object to background ratio is used for the automatic border searching routine to define the 
object outline. If transmission measurements are available the algorithm reconstructs first 
a transverse section of attenuation coefficients, to define the object outline and to evaluate 
the distribution of attenuation coefficients within it, and then the emission data are 
reconstructed. In this work, the above two procedures are implemented using both 
computer simulation and phantom experimental data.
4-11 Simulation Studies
In order to compare the effectiveness of the five attenuation compensation algorithm 
described previously, a computer simulation was used to demonstrate the attenuation effect 
in the absence of scattered photons and limitations due to the detector response function. 
The geometry of the computer-generated concentric ring phantom used in this study is 
shown in Figure 4.11. The phantom consists of three concentric rings with the central 
circle and outer torus representing hot regions of the same specific activity while the inner 
torus represents a cold region. These regions are enclosed by a circular attenuator with an 
attenuation coefficient of 3xl0~3 mm'1 to simulate the attenuation of the 265 keV photons 
of 75Se in aluminium which is the situation used in the experimental measurements.
The subroutine PHANL of the RECLBL software package [Hue77b] was used to 
generate projection data for both transmission and emission measurements, while the
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subroutine PHAN was used to create a 64x64 pixel set to represent the phantom ideal 
image shown in Figure 4.12. The phantom was simulated using 64 projections calculated 
at equally spaced angles over 360°. Each projection comprised 64 raysums at 1 mm 
increments. These simulated projection data were then either corrected for the effect of 
the attenuation with one of the pre-reconstruction algorithms and then reconstructed using 
the ILST or corrected during the reconstruction with the modified ILST using either a 
constant linear attenuation coefficient or its evaluated value obtained from transmission 
measurements.
In order to evaluate the effects of the correction methods, activity profiles were drawn 
through the centre of the reconstructed images and compared with the ideal profile. The 
image reconstructions were also characterised by calculating the ’fidelity’ factor for each 
image.
4-12 E x p e r i m e n t a l  P h a n t o m  Studies
The attenuation correction algorithms were also applied to real projection data obtained 
using the aluminium phantom described in section 4-6. The phantom represents a 
nonuniform distribution of the linear attenuation coefficients due to the attenuation 
variation introduced by the presence of the three 75Se sources, with a relatively lower 
attenuation coefficient than that of the aluminium matrix which contained them.
The emission projection data used were the same data obtained at 265 keV with the 
HPGe detector, used to test scatter correction algorithms. The transmission data were 
measured separately, under the same positioning conditions as that used to collect the 
emission data, at the same photon energy using specially designed 75Se source. A plastic 
vial with an inside diameter of 4 mm and of 15 mm length was filed with a solution of 
100 MBq/ml of 75Se and embedded in a 50 mm diameter cylindrical shield of lead with 
a 20 mm long and 1 mm diameter circular aperture at its side as shown in Figure 4.13. 
The main draw back of this source was its low activity as more than 30 hours were 
needed to scan the phantom with acceptable statistics (1500 count/raysum).
In order to eliminate the effect of scattered photons on the measured emission 
projection data, the scattered photons were subtracted, before attenuation correction,using 
the TW algorithm discussed previously in section 4-4.
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Hot area
Cold area
20 mm
40 mm
60 mm
Figure 4.11: The concentric ring phantom.
Figure 4.12: The concentric ring phantom ideal image.
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Figure 4.13: The Se75 source used for transmission measurements.
4-13 Results
i) Simulation Studies
The images corrected by using the conjugate mean methods are shown with their 
corresponding profiles in Figure 4.14. The best attenuation correction, as compared to the 
profile obtained across the ideal image, occurred with the arithmetic mean method using 
the average of the exponential factors. Comparison of the uncorrected and corrected 
profiles shows that while an improvement in the shape of the profiles of the outer torus 
has been made, there stil of a slight reduction in the count density at the image centre. 
Conversely, when the geometric mean method was used the results show again that the 
image is not uniform but has an increased count density at its centre. This overcorrection 
however, is due to an increase in the raysum path length through the centre as this method 
tends to amplify the measured data according to that length. Therefore the difference 
between the pixels in the final image will be amplified. Results also show that the 
arithmetic mean method, using the mean of the minimum and the maximum values of the 
exponential factor, performed worse than the above two methods and consistently 
undercorrected, to the same degree, both the outer torus and the central source. It should
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be noted that although the same p value was used with the three methods, the results 
obtained were different and depend to a large extent on which correction method was 
used.
Figure 4.15 shows the reconstructed images and their corresponding profiles obtained 
by using the ILST with both constant p and variable p value, obtained from the 
transmission measurements. The two methods performed equally well as they were able 
to compensate for the attenuation effect almost completely in al the object regions. The 
corrected image profiles showed a decrease almost to zero in regions where there is no 
activity. The use of constant p value, however, led to an overcorrection of about 6%, in 
average, in the hot regions but this can be tolerated in comparison to that obtained when 
conjugate mean correction methods were used.
The difference in quantification accuracy between the iterative methods and the 
conjugate mean methods is marked in the evaluation of the inner cold torus region. The 
poor performance, in this respect, of the conjugate mean methods is due to defect in the 
methods themselves. The use of such methods can cause a reduction in SNR in the 
corrected image since the effect of attenuation will be overestimated for the rays passing 
through cold regions. This problem does not affect iterative correction methods since an 
estimate of the actual activity distribution is used in the calculation of the correction 
factors.
However, the effectiveness of the correction methods was quantitatinely compared to 
the phantom ’ideal’ image by calculating the fidelity factor/(see section 1-7) for each 
reconstruction. The results are given in Table 4.5 which also shows the fidelity factor of 
the uncorrected image. It is evident from the table that the image fidelity increases with 
any attenuation correction, with its value being the highest when the iterative method 
using variable p value was applied.
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P i x e l
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Figure 4.14: The effect of applying attenuation correction using: a) geometric mean, b) 
mean of the max and min. values, c) average of exponential factors.
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Figure 4.15: The effect of applying attenuation correction usi| the iterative techniques:
a) uncorrected, b) corrected using variable p, c) corrected using constant p value.
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Attenuation correction method Fidelity factor (f)
No correction 0.480
Iterative (variable p) 0.986
Iterative (constant p) 0.978
Geometric mean 0.825
Arithmetic mean (mean of max. and min.) 0.809
Arithmetic mean (average of exp. factors) 0.882
Table 4.5: The variation of the image fidelity factor with different attenuation correction 
methods.
ii) Experimental Studies
The attenuation map derived from the transmission measurement is shown in Figure 4.16. 
The measured p value for water, which replaced the three sources during the transmission 
measurements, agree well with the tabulated values [Hub82] within the precision of the 
measurements (±1.8)%, while for the aluminium matrix the measured p value was 6.3% 
below its calculated value. This underestimation of the aluminium attenuation coefficient 
is believed to be due to the image noise (15.4%) resulted from the low count rate obtained 
from the 75Se source.
The results obtained with the correction algorithms are compared to the results 
obtained with no attenuation correction, but with scatter correction using the TW method. 
Count profiles across this image were compared to profiles taken through the corrected 
images obtained using the correction algorithm under consideration. As the three 75Se 
sources should appear with the same count density, the profiles were normalized to have 
the same count integral as that of the large source in the image in order to evaluate their
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relative count density before and after attenuation correction. Figure 4.17 shows the result 
of applying the conjugate mean method to the projection data using a calculated p value 
of 0.031 mm1. The deficiencies of these correction methods are apparent when the image 
profiles are examined. Comparison of the uncorrected and corrected image profiles 
reveals that some improvement in the source activity levels has been made though with 
an increase in the background activity. Similar to that obtained previously with the 
simulated data, the main drawback of these methods is the interference between the 
sources in the corrected image due to the reasons given above.
However, results obtained by using the two iterative methods (with constant and 
variable p value) were similar. The improvement/obtained were in the relative activity 
of the small sources in comparison to the large source as can be seen in Figure 4.18, 
which shows the uncorrected and the corrected profiles. While the small sources are stil 
of lower activity than the large source, the difference is much smaller than that before the 
correction. More importantly, as can be seen from the profiles, while an increase in the 
source activity is observed, interference between the sources is minimum which 
demonstrates the advantage of this methods over the conjugate mean methods.
Figure 4.16: The Phantom transmission image.
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Figure 4.17: The effect of applying attenuation correction using: a) the geometric mean 
b) mean of the max. and min. values, c) average of the exponential factors.
Figure 4.18: Profiles taken through the phantom image corrected using ILST with variable 
|li value.
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4-14 Conclusions
The study of different attenuation correction algorithms verified that better results are 
possible using iterative correction algorithms with transmission measurements to map the 
nonuniform attenuation coefficient distribution. The simulation and phantom studies 
demonstrated that the ILST algorithm, modified to accommodate attenuation correction, 
can provide more accurate images than do the conjugate mean algorithms. The changes 
in the value of the image fidelity factor, with simulated data, were found to be useful in 
evaluating the methods of attenuation correction employed and confirming that the 
iterative correction methods are far superior to the mean conjugate correction methods. 
Such characteristics of the iterative methods were also demonstrated by the results of the 
experimental measurements. For objects with more than one radioactive source, iterative 
methods can provide an increase in the source activities without at the same time 
increasing the background activity as do the mean cojugate methods.
Although the conjugate mean algorithms were fastest to compute, Such methods 
cannot be used for nonuniform attenuation correction since it may lead to overestimation 
of the attenuation effect particularly for raysums passing through the object cold regions.
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C h a p t e r  5
E m i s s i o n - T r a n s m i s s i o n  C o m p u t e d  T o m o g r a p h y
5-1 Introduction
When quantitative information concerning radionuclide distribution in a particular sample 
is desired, accurate knowledge of the object’s boundary and variation in its linear 
attenuation coefficient (p) is critical. One way of estimating those, is transmission 
computed tomography. Several methods that acquire both transmission and emission, 
either sequentially or simultaneously, have been developed and studied [Mas 89, Fre92, 
Lai-93].
As it is not desirable, for clinical applications, to perform separate transmission and 
emission studies, because of the increasing radiation dose to the patient and the problem 
associated with repositioning and misalignment, attempts have been centred on acquiring 
both measurements simultaneously using two radionuclides with sufficiently different 
energies, which can be resolved by the detection system, to prevent the corruption of one 
image by photons from the other radionuclide. Such methods appear to provide promise 
for a range of clinical applications, however, they are bound to the inaccuracies of the 
determination of attenuation coefficients due to the significant Poisson noise, scattering 
photons and attenuation coefficient scaling during the reconstruction process. Recent 
developments in this field have largely concentrated on improving transmission data 
acquisition using SPECT cameras [Jas93] and on developing new source designs suitable 
for simultaneous measurements [Tan93]. However, very litle has been done to study the 
effects of photon noise in the emission projection data and the propagation of noise from 
the transmission data on combined emission-transmission images.
In this chapter, the essential elements of acquisition and utilisation of transmission
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data sets with images from emission scans are described. In addition, a procedure to 
measure the variation in noise level with changes in the photon noise in the emission 
projection data and the uncertainty in the transmission attenuation map, are investigated 
using both computer-simulated and experimentally measured phantom data.
Furthermore, one important feature of the prototype imaging system, used in this 
work, is that the emission and transmission projection data can be acquired in 
simultaneous or sequential scans with spatial resolution of 1 mm using the same detector 
and reconstructed with the same geometry hence, allowing the emission image to be fused 
with the high resolution transmission image. In this way, anatomical registration of 
regions of increased or decreased activity is possible. In this study, image registration 
techniques were implemented and used to examine the correspondence between 
sequentially acquired emission and transmission images.
5-2 E m i s s i o n  a n d  Transmission D a t a  Acquisition.
Emission and transmission data can be acquired, using the same detector, either separately 
(sequential acquisition) or at the same time (simultaneous acquisition). Neither of these 
methods is perfect and each has unique advantages and problems. Simultaneous 
acquisition suffers from several drawbacks including significant cross contamination of 
the emission and transmission data which require postacquisition processing to remove the 
effect of the cross-talk. This may affect the accuracy of the measurements as the resulting 
reconstructions can be significantly degraded by noise caused by the subtraction based 
cross-talk compensation scheme. In addition to the cross contamination problem, 
simultaneous acquisition excludes the possibility of using a transmission source with the 
same photon energy as the emission source and careful choice for radionuclides, separable 
by pulse-height analysis, is necessary. Despite these limitations, simultaneous acquisition 
has been favourably used [Jas93] as a practical clinical method since sequential 
acquisition would prolong patient study and could lead to possible misregistration artifacts 
caused by patient movement.
Although simultaneous acquisition is possible for in vitro studies, sequential 
acquisition is some times preferred due to some technical limitations. For example, the 
use of low energy radionuclides for transmission study, to image low density objects,
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would require longer scanning time than that needed to collect the emission data and 
therefore the emission and transmission measurements should be performed sequentially 
rather than simultaneously as transmission processing may be particularly important in 
applications where it is necessary to acquire a statisticaly adequate transmission data set.
Although there are many potential benefits in using the same photon energy for both 
emission and transmission measurements, including that of producing similar scattering 
and attenuation values in both data sets, this choice, however, is difficult to achieve in 
many practical situations. In addition to the fact that it excludes real simultaneous 
acquisition, there are many cases, where emission and transmission measurements 
acquired sequentially, would require that different photon energies be employed to 
perform both measurements. For example, when considering situations in NIGET, some 
samples are of low attenuation coefficient and the selection of a suitable photon energy 
for transmission scans is a crucial factor since these scans are not only used for 
attenuation compensation process but also for inspection of the object homogeneity. Use 
of high energy photons, similar to those emitted by activated samples, will produce a 
closer fit to the linear attenuation values but may consequently lead to low differentiation 
between areas of different density particularly when dealing with small, low attenuation 
biological samples (< 20 mm in diameter). A balance is therefore required between 
different scan requirements and actual acquisition protocol of the transmission 
measurements which has to be adapted to the object density distribution, size, and 
composition as well as, the emission photon energy.
However, if different photon energies were used to perform combined emission and 
transmission acquisition (sequentially or simultaneously), the measured attenuation 
coefficients will be different and assumptions have to be made for extrapolation of data. 
This will be discussed in detail in section (5-5).
5.3 Noise Propagation in Emission-Transmission Images.
Although combined emission-transmission tomography can offer a potential to localize 
and characterize radionuclide distributions, Poisson noise in the emission projection data, 
uncertainty in the transmission attenuation map and algorithmic noise can have a 
significant influence on its quantitative accuracy and can lead to artifacts in the resulting
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images. In both the emission and transmission tomography cases, raw data are in the form 
of photon counts. The photon noise in the emission projection is basically Poisson in 
nature [GH192]. In transmission tomography, however, two counts of interest are 
associated with each ray. The first, I0(r,Q), is the number emitted toward the object under 
study along the ray specified by (r,Q). These counts are Poisson-distributed random 
variables, but calibration would allow them to be assumed known and denoted by a 
constant I0. The second count is related to the probability of any photon reaching the 
detector along a ray which is exponentially decreasing with the total absorptivity in its 
path (see section 1.2). Thus, the counts observed at the detector can be modeled as a 
Poisson distribution with mean and variance equal to I(r,Q), which is given by
where paO‘,Q) represents the noiseless integral projection data.
In situations of practical interest, the measured integral projection p(r,9) is an estimate of 
pa(r,9)and can be given by
The third source of noise which can be identified in emission-transmission 
reconstruction is the algorithmic noise. This refers to the noise introduced into the 
reconstructed image due to round-off errors or imperfections in the reconstruction 
algorithm which may arise if the physical model incorporated into the algorithm does not 
describe the actual photon emission, propagation and detection processes exactly [Lie93j.
Although the three noise sources may contribute independently to the" noise in the 
reconstructed image, estimation of their separate effects experimentally is not possible due 
to the absence of a theoretical model for noise propagation from noisy emission projection 
data and the attenuation map to the reconstructed pixel values, in addition to the need for 
a noise free image to compare with. Consequently, these effects can be investigated
I(r,6) = I0 exp[-pa(r,6)) (5.1)
(5.2)
and its variance is
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separately only by using computer-simulated data. In this work, however, simulation 
measurements were performed by creating a mathematical phantom designed with realistic 
activity and attenuation distributions to simulate a real imaging situation similar to that 
performed experimentally (see section 5-5). The phantom consisted of a 50 mm solid 
cylinder in which three smaller cylinders, each having a diameter of 8 mm, were 
embedded along one diameter with their centres located at zero mm and at ±15 mm from 
the phantom main centre as shown in Figure 5.1. The attenuation coefficient of the main 
cylinder was calculated so that it gave a total attenuation comparable to that of the 265 
keV photon energy in aluminium, which is the gamma-ray energy of 75Se used to perform 
transmission measurements experimentally.
The emission distribution as well as the attenuation image were forward-projected at 
45 angles equally spaced over 360°. Each projection consisted of 64 raysums calculated 
at 1 mm steps. The effect of the algorithmic noise was first investigated with no added 
noise to emission or transmission data. The emission data were reconstructed into a 64x64 
matrix using ILST that was modified to provide nonuniform attenuation compensation 
employing transmission projection data.
 j Hot area
□  Phantom matrix
50 mm
Figure 5.1: The simulated phantom
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The effect of the emission photon noise on the accuracy of the reconstructed image was 
examined by introducing noise to the emission projection data. The attenuated emission 
data in noiseless projections were used as the mean values to generate the noisy 
projections, with Poisson noise simulated by a random-number generator [Pre88]. Nine 
sets of projections were produced by scaling the initial emission data to a specified total 
count (N), prior to the addition of noise or reconstruction. Each set was then reconstructed 
into a 64x64 matrix using ILST algorithm which incorporated noiseless transmission data 
for attenuation correction.
In order to investigate the effect of noise in the transmission projection data, noisy 
transmission data were generated by adding random noise, calculated from a Gaussian 
distribution approximating Poisson noise, to the noiseless projections. The distribution was 
considered as Gaussian rather than Poisson since the minimum value of l(r,0), given in 
equation 5.1, was taken to be 3xl03. Therefore, the values could match the Gaussian well 
and a zero mean Gaussian noise, with variance equal to that given in equation 5.3, could 
be added to the measured values which represent the noiseless integral data pa(r,Q).
In al cases, the relative noise (SD) in the reconstructed images, due to the added 
noise to either the emission or transmission projection data, was measured using three 5x5 
pixel regions-of interest (ROIs), in the centre of the three phantom sources. The SD was 
defined as the ratio of the standard deviation (a) through the ROI, divided by the mean 
pixel value (m) over the ROI. The error was also estimated by calculating the RMSnoise 
for al the image pixels as
noise (n-1)
(5.4)
where St and Vt represent the ith pixel value in the reconstructed noisy image and noise 
free image, respectively, and n is the number of pixels in the chosen ROI.
5-4 Results
The tolerance of ILST reconstruction to noise was investigated previously in chapter 2. 
It has been found that the reconstructed image quality improves with an increase in
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iteration. The result after 15 iterations was chosen as an optimum solution that had good 
image quality with an acceptable algorithmic noise level (H) of about 3%. In this work, 
however, the value of H  for the phantom image, reconstructed with noiseless emission and 
noiseless transmission data, was 3% for the ROI in the central source and 3.5% for the 
two ROIs in the peripheral sources. This demonstrates a general trend of increased noise 
in the central region of the image which is believed to be due to increased attenuation at 
the centre of the phantom.
However, photon noise in the emission data is basically Poisson in nature and 
dominates usually at low count rate. According to a theoretical analysis [Hue77a], which 
was subsequently verified experimentally [Bud78], the magnitude of local noise in an 
image reconstructed using conventional filtered backprojection algorithm, can be given by
- -- (5 5)
S D % = K  . P 4 . N 2 V ‘ '
where P is the number of pixels in the reconstructed section and K is a constant which 
depends on the filter used in the reconstruction. N is the total number of detected photons.
The above equation assumes that the raysums are al equal and the activity is evenly 
distributed. In addition, this equation can only be applied to an image reconstructed with 
filtered backprojection method since it is based upon the idea that both the projection and 
reconstruction processes are linear. In this work, however, the purpose is to establish a 
similar procedure for determining noise level in emission images and to apply it to a 
specific case, i.e., the case in which measured transmission data are used in combination 
with an iterative reconstruction algorithm (ILST) to accurately compensate for the variable 
attenuation in the object.
In order to examine the effect of the count rate on the reconstructed image noise, the 
emission projection data were scaled to different levels of acquired counts and Poisson 
noise was added to the scaled data. Figure 5.2 shows the variation of SD with the total 
number of the detected counts, N , for images reconstructed using noiseless transmission 
data for attenuation correction. It can be seen from the figure that the value of SD varies 
inversely with the square root of N, at low count rates. It does not appear that, at high 
counts, the SD value greatly depends on N but it tends to a constant value close to that
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Total Image Counts (N)
Figure 5.2: Variation of SD with total number of detected emission counts, (the ful 
curve is the fited line calculated using equation 5.6)
of the algorithmic noise H. Since the value of H  is known, it may be possible, to a very 
good approximation, to fit the SD values to an equation given by
(SD)2 = J !  + H 2 (5-6)
N
By using a non-linear regression algorithm included in a graph-plotting software package 
(Xvgr version 2.10 - PJ Turner OGI-ESE) the fiting parameter C was found to have the 
value of (44.7±1.4). This value is expected to depend on many factors including the 
phantom size, the radioactivity distributions as well as geometry used for data acquisition 
and reconstruction.
However, the effect of noise in the transmission data (T) on the reconstructed image 
was investigated by using noiseless emission data and noisy transmission data in the 
reconstructions. The measured SD values, in the peripheral sources (SDJ , in the central 
source (SD2) and for the three sources (SDav) as well as the error R M S lloise values, 
calculated for the whole image using equation 5.4, for eight images reconstructed at
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different noise levels in the transmission data, are presented in Table 5.1. The variation 
of the average SD value with noise is also shown in Figure 5.3. Initialy, it can be seen 
from the results that a noise level of up to 8% in the transmission data had no or litle 
effect on noise on the reconstructed image. However, once the added noise becomes more
T (%) SD, (xlO'2) SD2 (xlO'2) SDav (xlO’2) RMSnoisc
0 3.01 3.79 3.34 1.19
2 3.02 3.85 3.34 1.20
4 3.04 3.87 3.46 1.24
6 3.16 3.87 3.52 1.43
8 3.34 4.34 3.84 1.88
10 3.47 4.39 3.93 2.18
15 4.03 4.62 4.33 3.28
20 4.03 4.79 4.41 4.14
25 5.45 5.04 5.25 5.61
Table 5.1: The variation of SD and R M S noise values with noise in the transmission data(T), 
(SD,) - peripheral sources, (SD2) - central source, (SDav) - al the phantom sources.
than 8%, the SD value then increases almost linearly with the relative noise level in the 
transmission data, though this is stil les apparent than the increase in the RMSnoise which 
takes into account the variation in the total image pixels rather than the ROIs only. Since 
the noise in the emission data was absent, the SD values were fited to the equation
(SD)2 = K 2!'2 + H 2 (5-7>
where T is the relative noise level in the noisy transmission data and K is a constant 
which provides a scaling factor to relate the image noise to the noise in the transmission 
data. For the phantom used in this study, the value of K was [(15.4±0.6)xl0‘2] as found 
using a non-linear regression algorithm. This clearly shows the small effect of noise in 
transmission data on the final image noise.
In the real situation, however, the increase in image noise is not only due to 
propagation of noise from the transmission or emission data only, but from both of them. 
The validity of the above calculation, should be, therefore, evaluated with noisy emission 
and noisy transmission data. Figure 5.4 shows the variation of SD value with noise in the
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Noise in Transmission Data (T)
Figure 5.3: Variation of SD value with noise in transmission data and no added noise to 
the emission data (ful 01117/6 is the fited line calculated using equation 5.7).
Noise in Transmission Data (T)
Figure 5.4: Variation of SD value with noise in transmission data with 10% added noise 
to the emission data (ful curve is the fited line calculated using equation 5.8).
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transmission data when (10%) noise is also present in the emission data. By assuming that 
the three noise sources are independently contributing to the noise in the reconstructed 
image, their combined effect may be calculated as
(SD)2 = r f  + P T 2 + IP  (5-8)
N
The above equation was employed to calculate values of S D for a given N, using C, 
K, and H  values found using equations (5.6) and (5.7). The ful curve in Figure 5.4 is the 
result of these calculations. Comparison of the measured and calculated S D values shows 
that both appear to be very close and with allowances for statistical variations, the 
measured points can be fited well by the calculated curve. This supports the above 
assumption that the three noise components contribute independently to the noise in the 
reconstructed image and can be combined according to equation (5.8).
It should be noted that noise levels in SPECT images corrected with noisy 
transmission data are generally higher than those obtained for images corrected with 
noiseless transmission data. In the former case H  converges to a value of about 6% higher 
than that obtained in the later case. The percentage of variance in a reconstructed image, 
due to each noise component, can be characterized by the parameters C and K given in 
equation 5.8. However, the total variance value is limited mainly by the photon noise in 
the emission projection data and the parameter C which is expected to depend on the 
specific imaging conditions and the object being scanned. For example, at a total detected 
count of 104 in the emission projection data and a noise level (T) of 20% in the 
transmission data, the variance (SD)2 in the reconstructed image due to the noise in the 
transmission data, as calculated using equation 5.8, was only 14% of that resulting from 
the noise in the emission data. This value is decreased to 3% however, if T is reduced 
to 10%. Thus, at such count levels the variance will depend more strongly on the emission 
statistics than on the transmission statistics so that improving the transmission statistics 
will only slightly reduce noise level in the final image.
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5-5 E x p e r i m e n t a l  Studies
Experimental measurements were performed using the phantom described in section 4-6, 
which was used when testing the scattering and attenuation correction algorithms. With 
the three 75Se sources placed within the phantom, emission projection data were acquired 
using the emission-transmission scanner with the HPGe detector. As the utilization of this 
detectorwas shown to increase reconstructed image noise, due to its low efficiency (see 
chapter 4), considerations were made to compare independent reconstruction of the 265 
keV and 280 keV emissions of the 75Se with reconstruction of combined projection data 
from the two energy windows. This approach was investigated in this study, however, 
since it has been shown to give improved images with better emission statistics [Gil91] 
and can apply to many situations in NIGET, where many radionuclides emit more than 
one y-ray energy line.
The emission projection data were acquired simultaneously in six non-overlapping 
energy windows. Two were centred on the photopeak energies of 265 and 280 keV while 
the other four, two for each photopeak, were used to collect scattering data. Following this 
scan the same arrangements were used to scan the 5 mm diameter 7;5Se source, after it was 
removed from the phantom and positioned at the centre of the scanning rig. This was 
performed in order to provide a measure of the true count per unit volume for the 75Se 
solution in the absence of added scattering, attenuation and geometric detector response 
efects.
The transmission scan data of the phantom were also acquired using the photon 
energy of 265 keV from an external 75Se source, as described in section 4-14. For both 
the transmission and emission acquisition, 40 projections were obtained at equally spaced 
angles over 360°. Each projection consisted of 51 raysums collected at 1 mm steps.
After applying scattering correction to the phantom emission projection data by using 
the TW scatter correction method (section 4-4), the data for each photopeak were 
reconstructed with nonuniform attenuation compensation using the ILST algorithm and 
incorporating the transmission data. The reconstructions were also performed using 
projection data from the 265 and 280 keV energy windows which were combined after 
independent scatter correction because their scattering characteristics are energy 
dependent. Since the measured attenuation coefficients are also energy dependent, it was
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necessary to scale the attenuation coefficient values measured for the 265 keV photons 
to the coefficients for the 280 keV photons. The scaling was based on the fact that the 
two photon energies are very close and the attenuation coefficient \x280 for the 280 keV 
can be estimated from the measured values at 265 keV (p2<tf) using a linear relation as
c
1*280 /c n\
1*280 =  —  1*265 ( 5 *9 )
1*265
where \lc2S0 =(0.0292±0.001) mm’1 and \ic26S =(0.0298±0.001) mm'1 , as obtained from the 
tabulated results [Hub82].
For reconstruction of the combined the attenuation coefficient values were scaled to 
an average of the two values (0.0295±0.0014) mm'1.
The mean value (in), standard deviation (a) and the ratio (a/m) of the reconstructed 
pixel values were calculated for ROIs over the three 75Se sources and the background in 
images obtained using data from the 265 keV energy window only, the 280 keV window 
only and the sum of these two reconstructions. Considerations were also given to the 
reconstruction obtained from using the combined 265 and 280 keV projection data, in 
order to test the effect on quantitative accuracy of summing the data from the two 
windows before or after reconstruction.
For each image, the ratio (o/m) was used as a measure for the relative noise magnitude 
in the ROIs while the measured intensities of these regions were used to evaluate the 
quantitative accuracy of the measurements. The measured intensity for each ROI, which 
represents the count rate per unit volume, was compared to that obtained from scanning 
the 5 mm 75Se source separately, which represents the true count, and the quantitative 
accuracy was calculated in terms of percent error.
5-6 2 - D  I m a g e  Registration
In many scientific applications, multiple measurements of the same phenomenon are often 
performed in order to obtain complementary information [Gor87]. The ability to integrate 
anatomic information visualised in CT and MR images with each other and with 
functional information from PET and SPECT images, provides a novel method to address 
the fundamental problem of relating structure to function in many fields. For example, in
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clinical and research uses, several schemes have been suggested for improving emission 
tomography reconstruction by using the higher resolution boundary and region information 
available in CT and MR images [Che91, Vog89]. This approach has been applied by 
many groups to superimpose SPECT or PET emission images of the brain with CT or MR 
anatomic images [Alp90]. Further, two and three dimensional display techniques have 
been developed for displaying and comparing image information [Val91], for better 
understanding of the relationships between physiological function and anatomical 
structure.
However, the accuracy of image registration depends greatly on the accuracy of 
realignment of known anatomic structures seen on both the transmission study and the 
emission scan. In the medical field, this realignment process has taken several forms. One 
such form uses specially designed frames and external markers, visible in emission scans, 
to establish a common coordinate system between different scans [Sch87]. This approach, 
however, is currently limited to patient studies as different image sets, acquired in the 
same subject using the same or different modalities, may differ in resolution, angle and 
position. For in vitro studies, the situation is simpler because the object and its contents 
are fixed and do not deform between studies. The possibility of using an ’a priori’ 
definition of precisely corresponding subvolumes in each scan eliminates the need for 
surface markers and helps in defining a unique coordinate transformation which, when 
applied to one of the images, makes the two fit together most closely. Such images may 
be then viewed side by side, or combined in either monochrome or colour [Val91].
Because of the need to match and to examine the accuracy of registration of 
sequentially acquired NIGET and transmission measurements of different samples, during 
this work, a simple 2-D image registration algorithm was employed and investigated using 
simulated and experimentally acquired phantom data. The algorithm involves composting 
the emission image over the transmission image after separate reconstruction of each data 
set. This procedure, however, is analogous to the so called head and hat technique used 
by many authors to fuse brain PET or SPECT images with MR or CT images [Hol91]. 
A flow chart describing the overall procedure of image reconstruction and registration is 
shown in Figure 5.5. The first step is data acquisition and scatter correction. Both 
emission and transmission data were acquired at the same scanning levels using the 
emission-transmission scanner with 1 mm spatial resolution, as previously described. In
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Figure 5.5: Image registration procedure
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both cases, the phantom axis was precisely aligned with the scanning rig axis. Scatter 
corrections were performed using the TW method for the emission data and the DW 
method for the transmission scan. The transmission data were used both for attenuation 
correction of the emission data as well as for image registration.
Image registration was performed on the Department of Physics SunOS Unix and the 
native X-window system. Although both scans were obtained in such a way that they were 
already aligned with each other, profiles through the two reconstructed images were used 
to assess the subjective quality and quantitative accuracy of the realignment, in order to 
determine if any experimental error had occurred. Once the realignment of the two scans 
was checked the two images were fused, by mapping the emission distribution onto the 
anatomic region of interest, through a computer image addition software. Viewing 
transformation was achieved by linearly mapping the original intensity values of the 
transmission image pixels into values lower than that used for the emission image pixels. 
This causes the anatomic information to appear less intense than the emission parameters 
and the result is that functional data will have more glow of white in the reconstructed 
image and will therefore, be more visible.
The accuracy of the registration was evaluated both qualitatively (visual inspection) 
and quantitatively by calculating registration error which was defined as the difference in 
position of an anatomical point in one image set compared to its position in a second set 
that has been registered to the first [Tur93].
5-7 Results
5-7-1 Experimental studies
The attenuation coefficient for the 280 keV was approximated from the measured 
attenuation values at 265 keV using equation 5.9. For reconstructions using combined 265 
and 280 keV projection data, the attenuation coefficient was scaled to an average of the 
two values as explained in section (5-5). For regions which were known to contain the 
75Se solution during the emission scan, and replaced by water during the transmission 
measurements, the scaling was performed so that the attenuation coefficient would be 
equal to the narrow beam attenuation coefficient in water, given in literature [Hub82], for 
the particular photon energy being reconstructed. It should be noted, however, that the
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scaling process had no effect on noise levels in scaled images.
In order to examine the effect of combining data from two energy windows on 
reconstruction, images reconstructed from data collected in the 265 keV energy window 
only and the 280 keV energy window only, were compared with that obtained from the 
sum of these two reconstructions and the reconstruction of the combined 265 and 280 keV 
projection data. The difference between the four images was measured by comparing the 
pixel values in each image by that obtained from scanning the 5 mm 75Se source 
separately (Figure 5.6). These differences were calculated as a percent error and the 
results are shown in Table 5.2. The table also shows the results of noise analysis for the 
reconstructed four images.
The results demonstrate that there i s. litle qualitative difference between the images 
obtained from separate energy window data and those obtained from summed 
reconstructions and the reconstruction of combined projection data, though the former 
were more noisy than the later, particularly the image obtained from the 280 keV window 
(see Figure 5.7), due to the reduced intensity at this energy. Quantitatively, however, the 
images obtained from combined data are superior to those reconstructed from a single 
window data in terms of image noise and the relative errors. This is due to the fact that 
summation of data from two energy windows would increase the mean pixel values in the 
reconstructed image and offers a significant improvement in the emission statistics.
Further, the image obtained from summed reconstructions has shown a slight increase 
in noise (3%) but otherwise it was of comparable quality to that reconstructed from 
combined projections. This is thought to be due to the need for two reconstructions, in the 
former case, which would double the noise introduced during reconstruction and 
attenuation correction procedures. To avoid this additional noise, therefore, it is desirable 
to combine the two projection data sets before reconstruction rather than reconstructing 
the two images independently and then sum the two reconstructions.
However, comparison of the results obtained here with those obtained from the 
simulation studies (section 5-4) shows that noise levels in the experimental studies are 
higher than those obtained using computer simulations. This is not surprising as scatter 
and experimental errors have been excluded in the simulation studies. Experimentally, the 
lowest noise value was found within the image reconstructed using combined emission 
projection data. This value, however, was 18% higher than that measured within a
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simulated image (Figure 5.8) reconstructed with the same emission count level and 
corrected for the effect of attenuation using simulated transmission data with noise level 
similar to that obtained experimentally (15%).
Figure 5.6: The 5 mm 75Se source.
Reconstructed data
Percent error Relative noise
source background (o/m)
265 keV only 12.3 14.8 0.10
280 keV only 17.6 19.2 0.14
combined reconstruction 9.1 16.2 0.07
combined projections 8.9 13.6 0.05
Table 5.2: The percent error values for ROIs taken inside the sources and the background 
regions and the relative noise value for different reconstructed data.
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(a) (b)
J
(c) (d)
Figure 5.*/' Images reconstructed from data collected in the: a) 265 keV energy window,
b) 280 keV energy window, c) The sum of the two reconstructions, 4) combined 
projections.
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Figure 5.8: The simulated phantom image reconstructed from noisy emission and noisy 
transmission data.
5-7-2 2-D Image Registration
The accuracy of the image registration was first evaluated by applying the technique to 
computer-simulated SPECT and the relevant transmission study, to provide an ideal case 
in which the two surfaces are expected to fit together perfectly after the registration 
process. Qualitative visual assessment of the results (Figure 5.9) shows that successful 
fusion of anatomic and functional images was possible. The fused image demonstrates the 
repositioning accuracy of the technique as the emission sources were placed interactively 
into their positions, dark holes, in the transmission image. The extent to which the 
repositioned sources do not fall perfectly into the holes is a measure of the registration 
error which appears to be negligible with this ideal case.
However, with experimentally acquired data, the situation is different as the images 
are usually noisy and this is going to affect the accuracy with which these images are 
registered. In addition to noise, other problems, arising from the partial volume effect and 
inadequate scatter and attenuation corrections, can result in significant distortion in the 
images which w ill create errors in the fused image even though an accurate registration 
has been performed. Figure 5.10 shows the results of applying the registration technique 
to the experimentally acquired emission and transmission phantom images. Although
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a)
b)
c)
Figure 5.9: Image registration using simulated data, a) transmission, b)emission, c) fused.
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a)
b)
c)
Figure 5.10: Image registration using measured data, a) transmission, b) emission c) fused.
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was done to realign the two images before registration, the fused image shows good 
correspondence between the three emission sources and the phantom structure. The fidelity 
of the registration is further substantiated by the fact that the plastic vials, which contained 
the radioactive solution within the phantom, appear very clearly, as dark rings around the 
sources, in the correlated image with a thickness of one pixel (1 mm) which was the real 
thickness of the vial material.
In order to evaluate the registration error obtained, position of the source centres was 
measured in the emission and the transmission scans and then compared to positions 
measured from the fused image. Absolute position differences between the three images 
appear consistently in the range of one pixel (1mm) in the worst case. This value, 
however, represents the errors due to phantom repositioning between the two scans, spatial 
resolution mismatch between the emission and the transmission measurements as well as 
error due to misregistration. Since the registration algorithm has proven to give excellent 
results, when applied to simulated data, it is therefore, more likely that mismatched 
resolution could account for some of the error obtained.
It should be noted that the effect of the mismatched resolution between emission and 
transmission data always exists, as two collimators are usually used for transmission 
measurement, and the results obtained here, with sequentially acquired emission and 
transmission data, are expected to be the same even i f  the two measurements were 
performed simultaneously. However, the availability of a simple method of examining the 
accuracy of registration of more than one scan w ill be very useful in this study in order 
to support the potential use of transmission data both for attenuation correction and 
comparison with the relevant emission results.
5-8 Conclusions
A procedure for determining the separate and combined effects of photon noise in the 
emission projection data and uncertainty in the transmission data, used to reconstruct a 
combined emission-transmission image, has been implemented in this study. It has been 
found, through computer simulation studies, that photon noise in the emission projection 
data and uncertainty in the attenuation map contribute independently towards noise in the 
final image. As regards the separate effect of each component, it has been shown that the
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statistical errors in the final image depend more strongly on the emission statistics than 
on the transmission data statistics and improving the transmission statistics only w ill not 
enhance significantly the final results.
Further, experimental results have shown that improved qualitative and quantitative 
accuracy as well as image noise (Table 5.2) can be obtained i f  emission data of 
multienergetic radionuclides were collected simultaneously in two different energy 
windows and then combined before reconstruction. It should be noted that, in situations 
where the transmission data are not available, attenuation correction could be carried out 
by employing the correction method which makes use of the differential absorption 
between two gamma ray energies in the material. Although this method has not been 
implemented here, since the intention was concentrated on emission-transmission 
tomography, it is expected that when the energy separation between the gamma-rays of 
interest is large good results can be achieved.
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Chapter 6
N e u t r o n  I n d u c e d  G a m m a - r a y  E m i s s i o n  T o m o g r a p h y
6-1 Introduction
Neutron induced gamma-ray emission tomography (NIGET), as outlined in Chapter 1, is 
a potentially useful technique for material characterisation through which information 
about the concentration distribution of certain elements in a section through a specimen 
can be obtained [Spy87a]. The ability to match this information with that obtained using 
transmission tomography, implies that a wide range of studies may be undertaken in areas 
where information about the structure and elemental distribution of a system are required.
In this work, the applicability of using NIGET (delayed mode) and gamma-ray 
transmission tomography to study the elemental composition and distribution of different 
biological matrices, nondestructively, is investigated. The experiments include scanning 
a variety of stones (salivary duct and gall bladder) as well as cancerous and non-cancerous 
human breast tissues. The capabilities of the technique w ill be illustrated using a spatial 
resolution of 1 mm for both emission and transmission measurements.
Further, as the present tomographic system uses a single detector, it is apparent that 
the number of elements that may be studied, in one activated sample, is limited due to the 
considerable time needed to collect enough emission data to reconstruct a tomographic 
image. Therefore, increasing the number of detectors to a circular array would reduce the 
imaging time to a few minutes per scan, allowing the multielement capabilities of the 
method to be examined. The possibility is considered in this study by investigating 
alternative detector technologies to implement a practicaily-usable NIGET technique.
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6-2 Salivary Gland Stone
Stones in salivary glands or salivary ducts are of particular clinical significance because 
o f their frequent association with serious salivary disease. A statistical analysis of 400 
cases of salivary stone was reported by Laforgia et al [Laf88]. The clinico-epidemiological 
data for 400 cases of salivary calculosis showed that the incidence was according to 
location (94% submandisbular, with 72% intraductal calculi), sex (70% male), age (86% 
between the second and fifth decades) and concomitant diseases (diabetes in 25% of cases, 
arterial hypertension in 20% of cases, chronic hepatopathies in 10% of cases).
However, only a few reports to-date exist about the different components which 
comprise salivary stones. These mineralised structures are formed by the apposition of 
inorganic crystals around an organic matrix (see Figure 6.1). The components of the 
organic matrix which are believed to be involved in the initiation of mineral deposition 
are lipids [Slo83]. The amount of inorganic material present has been reported by Ekberg 
and Isacsson [Ekb81] to be between 70 and 80 percent. The inorganic component has 
been investigated by a few authors using chemical analysis methods [Ekb81, Rau60]. It 
consists mainly of the elements Ca, P, O and small amounts of Mg, Na, H, Zn, Cu, and 
Mn. As illustrated in Table 6.1 the amounts of the different elements reported vary greatly 
and ratios of Ca and P found are quite different,
6-3 Gall Bladder Stone
Among many functions of the liver is the manufacturing of bile. Each day the hepatic 
cells o f the liver secrete 800 to 1000 ml of bile, a yellow, brownish, or olive-green liquid. 
Bile consists mostly of water and bile salts (e.g. calcium carbonate), cholesterol, a 
phospholipid called lecithin, bile pigment (bilirubin) and several ions (Na, K, Cl). Bile is 
used in the small intestine for emulsification and absorption of fats following their 
digestion [Tor87].
The gallbladder is a pear-shaped sac about 70 to 100 mm long. It is located in a fossa 
o f the visceral surface of the liver. The function of the gallbladder is to store and 
concentrate bile until it is needed in the small intestine. During the storage period, 
cholesterol is made soluble in bile by bile salts and lecithin. I f  insufficient salts or lecithin
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Inorganic 
part (%)
Ca
(%)
P
(%)
O
(%)
Na
(%)
Ca:P
ratio
71.6 33.3 15.6 32.6 0.67 1.65
85.7 31.7 19.6 40.5 0.97 1.25
72.8 33.0 18.4 38.0 0.82 1.39
61.1 34.3 16.0 33.1 0.87 1.66
73.9 28.6 16.7 34.5 0.93 1.32
64.9 30.1 10.3 21.3 0.53 2.26
53.8 32.1 17.7 36.6 1.18 1.40
63.9 29.6 17.5 36.2 0.52 1.31
78.3 27.6 10.8 22.4 0.89 1.98
80.2 28.3 14.9 30.8 0.84 1.47
Table 6.1: Earlier studies showing the composition of the inorganic component of salivary 
calculi [EkbBl ].
Figure 6.1: Microstructural aspects of a gall stone, observed in polarised light under 
optical microscope |Laf89).
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are present in bile or i f  there is excessive cholesterol, the cholesterol precipitates out of 
solution and crystallizes to form cholesterol microcrystals. The fusion of single 
microcrystals is the beginning of 95 percent of all gallstones [Tor87].
Following their formation, gallstones gradually grow in size and may cause minimal 
or complete obstruction to the flow of bile from gallbladder into the duct system. 
Treatment of gallstones consists of using gallstone-dissolving drugs or surgery.
However, the process by which cholesterol microcrystals unite to grow to form 
macroscopic gallstones is unknown [Lam79]. It is believed that the activity of calcium in 
bile may play an important role in this process [Raj81]. As more than 10% of the adult 
population suffer from this disease, the problem justifies more detailed study [Kin84].
In an investigation of minor and trace elements in gallstone and bile, samples from 
five patients have been analyzed by Kinani et al [Kin84] employing three independent 
analytical techniques, INAA, proton induced x-ray emission (PIXE) and x-ray fluorescence 
(XRF). Their results showed that more than twenty elements were identified with 
concentrations in the range of a few ppb to a few hundred ppm. Among these elements 
were Na, Cl, K, I, Ca, Mg, P and Cu. In an attempt to obtain the spatial distribution of 
the components elements, the same authors used a scanning electron microscope and their 
results revealed that some calcium was present centrally in all the analyzed stones.
6-4 Breast Tissues
The breast as any organ in the body is subjected to acute or chronic diseases. Breast 
cancer is the most common form of cancer for women. Approximately 44,000 women, 
worldwide, die of metastatic breast cancer every year and its incidence is 150,000 per year 
[Lam91].
Breast cancer is a term which covers a very wide variety o f disease patterns. The cell 
lining the breast ducts and forming the secretory groups are normally orderly both in 
content and arrangement. The cells of an active cancer are demonstrably malignant by 
their ability to travel to unusual sites. Thus they grow outward into the breast tissue 
entering the blood and lymphatic vessels where loose cells travel with the stream of fluid 
to distance sites. Local growth, or invasion, excites support tissues, namely the blood 
vessels and fibre, to grow in unison, thus a lump appears in the softer surrounding
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tissue [Col 8 2].
Incipient cancer is recognizable by characteristic calcification on a mammograjm of 
the breast, or by microscopic examination of tissue taken for diagnosis, or as part of an 
operation to remove a true cancer. On an x-radiograph the radiating strands of growth are 
characteristic, as are the sharp spicules of calcium which often accompany them. Over 70 
per cent of all cancers can be seen on an x-ray radiograph before they can be felt and this 
is the basis of mammography[Fit81].
CT mammography also has been investigated by Gisvold et al [Gis79] and Chang et 
al [Cha79J. Although the spatial resolution (1.56 mm xl.56 mm x 5 mm) was inferior to 
mammography and inadequate to enable accurate evaluation of the edges of a lesion, both 
groups have found that it was possible to demonstrate small invasive cancers, by using 
contrast enhancement, providing the appropriate section was imaged. However, since the 
method is based on the change in the absolute density level between pre-and post contrast 
material injection scans, a large number of false positive scans can be expected because 
dense fibrocystic disease has often a similar appearance to that of cancer which is 
associate with a change in CT number of greater than 25.
Furthermore, localisation of primary breast cancer, using radionuclide imaging, has 
been attempted by many investigators but with small success. Although it is, in principle, 
an attractive method for differentiating between benign and malignant primary breast 
lesions, its potential w ill be realised only when labelled agents that are specifically located 
within a tumour become available. De Rossi et al [Ros 78] and Wood et al [W 0 0 8 I] 
claimed favourable results with "T cm-DTPA which was taken up by breast tumour, 
although a significant proportion of other conditions caused uptake of similar magnitude. 
Even i f  the uptake were well localised and relatively high, the detection with a gamma 
camera is such that tumours less than about 10 mm diameter lying deep within the breast 
would not be imaged as clearly as by other methods. These difficulties are not so 
important when radionuclides are used to image lymph nodes of the breast that lie 
relatively near the breast surface.
Among other important experimental methods being investigated is ultrasonic imaging, 
and thermography. Currently, mammography is the most sensitive and specific method of 
in vivo imaging.
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6-5 Sample Preparation and Irradiation
In order to illustrate the potential and limitations of the techniques employed, the study 
was performed on six biological samples. These are divided into two groups:
i) Stone samples: these included a salivary gland stone (Figure 6.2), surgically removed 
from a male subject (36 years old), and two gallstones, removed from an elderly female 
subject (68 years old) during surgery (Figure 6.3). The three stones had irregular shape 
and their fu ll description may be found in Table 6.2.
Stone sample Major diameter 
(mm)
Minor diameter 
(mm)
Mass (dry-state)
(mg)
Salivary gland 10.9+0.5 10.1+0.5 669.3+0.5
Gallstone A 8.1 ±0.5 7.2+0.5 168.0+0.5
Gallstone B 7.3±0.5 6.2±0.5 119.1+0.5
Table 6.2: Description of stone samples.
ii) Breast tissue samples (Figure 6.4): These were provided as surgical specimens from 
patients at The Royal Surrey County Hospital in Guilford, The samples were obtained 
from the same subject (63 years old), in order to avoid variations in concentration of a 
given element which exist in a particular tissue obtained from different people.The 
samples were irregular (9-12 mm diameter) and their full description is given in Table 6.3.
Breast tissue 
sample
Description Mass (mg) 
(fresh state)
Mass (mg) 
(freeze-dried)
Dry/wet 
weight ratio
T cancerous 268.1+0.5 66.5+0.5 0.248
T2 cancerous 167.3+0.5 37.3+0.5 0.223
t 3 glandular 167.9+0.5 38.1+0.5 0.227
Table 6.3: Description of breast tissue samples.
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Figure 6.2: The salivary gland stone.
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Figure 6.3: The gallstones.
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Figure 6.4: The breast tissues.
The three stone samples were washed with bidestilled and deionised water in order to 
remove any possible superficial contamination. After that, they were dried at room 
temperature in a vacuum chamber for two days and then stored dried in air-tight 
containers chosen to prevent the uptake of moisture by the stones.
The tissue samples were carefully dissected using a stainless steel knife, cleaned by
uJ aS
bi-.destilled water to avoid any contamination. As soon as the excision finished the samples 
were separately placed in capped polyethylene vials and freezed, after which they were 
freeze dried in a vacuum freeze drier in the department. Dry samples were then reweighed 
and stored separately in air-tight containers for the reasons given above. A ll samples in 
their containers were kept in a dessicator.
Preliminary measurements of sample volumes, in order to determine their densities, 
using water displacement techniques showed that the results were not sufficiently accurate 
for our purpose, due to problems arising from bubble formations. Therefore, a gamma-ray 
scattering technique, currently in use in the department, was also employed to reasses the 
density of the samples. The principle of the technique is illustrated in Figure 6.5. Four 
measurements are made in order to obtain the electron density within a volume defined
by the projected intersection of the source and detector collimators. These are two 
measurements for the Compton scattered photons (S„ S2) and two transmission 
measurements (Tls T2). Sj and S2 are used to calculate the electron density of the sample 
while Tj and T2 are used to to make the measurements independent of the attenuation 
encountered in the medium which surrounded the volume of interest. The following 
relation is then used to calculate the sample density (p):
The constant shown in the equation is usually determined from a measurement of a 
density standard.A fu ll description of this technique may be found in a related reference 
[Mos88].
A ll samples were irradiated separately at various times in a thermal neutron flux of 
1.2xl012 n cm*2 s'1 at the Imperial College Reactor Centre, Silwood Park, for 8 hours and 
allowed to cool for about 26 hours, in order to allow short-lived activities to decay, before 
scanning at the university.
cdstantI (6.1)
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Figure 6.5: Sample density measurement using photon scattering technique.
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6-6 Scanning Procedure
Although the emission-transmission scanner, used in this work, has demonstrated the 
capability to acquire simultaneous emission and transmission data [Mas89], there was a 
number of technical problems which affected the implementation of this technique with 
NIGET measurements. The primary limitation was posed by the fact that activation of 
samples by neutrons usually leads to complicated gamma-ray spectra which contain a 
large number of peaks due to the presence of many radionuclides in each sample. In 
addition, the presence of high background, due to scattered radiation arising from 
interaction of higher energy photons with the surrounding materials, and the need for low 
energy photons, to obtain accurate transmission measurements for relatively low density 
biological samples, would require that the emission and transmission studies be performed 
sequentially rather than simultaneously.
While the majority of the emission scans were carried out using the high resolution 
HPGe detector, the first experiments, to scan the salivary gland stone, were performed 
with the Nal(Tl) as the semiconductor detector had not been purchased at the time. A 
suitable high resolution collimator was also not available during the time of these initial 
experiments and therefore emission tomography measurements were performed using a 
collimator with 2 mm aperture diameter. Once the HPGe detector was made available and 
the high resolution collimator, described in chapter 3, was constructed, they were 
employed to scan the rest of the samples.
One of the main problems in the experiments was to ensure that the same section of 
interest was scanned during sequentially acquired emission and transmission studies. 
Therefore, it was necessary to construct a number of perspex sample holders to help in 
repositioning the samples, between the measurements, with an accuracy of about 0.5 mm. 
Each sample was carefully positioned inside an air-tight polyethelene container, rigidly 
attached to the holder, so that the section of interest through the sample was perpendicular 
to the face of the collimator which was at a distance of 55 mm from the centre of the 
scanning rig. Once the sample was in the desired transaxial position, alignment in the 
axial direction was performed with the aid of a narrow (1 mm) laser beam.
In order to perform the emission scans, 70 mm detector lead collimator wall thickness 
was used to reduce wall penetration from high energy photons. After irradiation and the
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period of cooling each sample was transferred into a new clean polyethelene air-tight 
container, adapted to hold the sample in place, and centrally positioned on the scanning 
bed, as described previously. With the collimator plug removed, an emission spectrum 
from the sample was collected to identify the induced radionuclides and to set the required 
energy windows. After that, the collimator plug was put in place and measurements were 
performed to set the required counting time for each raysum. The data for each raysum 
were then collected in three energy windows, one central on the required full energy 
photopeak and the other two, of equal width, set directly below and above it to collect the 
scattered photons.
The majority of the transmission scans were carried out using 60 keV photons from 
a 7.4 GBq (200 mCi) 241 Am source although, on some occasions, where higher density 
differentiation was deemed necessary, the 17.8 keV photons, emitted by the same source, 
were employed. With the sample situated between the source and the detector collimators 
(see Figure 1.1), both with 1mm aperture diameter, transmission data were collected in 
two energy windows. The first window was set over the specified photopeak (FWHM) 
and the second, of equal width, was set directely below it to collect scattered radiations. 
The count rate in the full energy peak was used to calculate the time required to 
accumulate sufficient counts to give acceptable statistical errors. It should be noted that 
all the transmission scans were done using a lead collimator of wall thickness of 50 mm 
and 10 mm for the detector and source, respectively. A low energy HPGe detector, 
supplied by Princeton Gamma-Tech, was used to perform the measurements at both 
photon energies, 60 and 17.8 keV. This had a nominal active volume of 200 mm2 by 10 
mm deep, fitted with a beryllium window to allow low energy (< 10 keV) spectroscopy. 
The efficiency and resolution of this detector measured at both photon energies are given 
in Table 6.4.
Photon energy Intensity Detector Absolute
(keV) resolution (eV) efficiency (xlO'4)
17.8 0.1940 234±2 16.4±1.2
60 0.3582 370±5 34.7+1.8
Table 6.4: low energy HPGe detector efficiency (at 50 mm detector-source distance) and 
its resolution for the two photon energies used.
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Scatter correction was performed using the triple window technique (see chapter 4) 
for the emission data while the dual window technique was employed to correct the 
transmission data. The two data sets were reconstructed using the ILST algorithm.
However, no attenuation correction was applied here for the emitted gamma-rays of 
interest since their energies were relatively high (> 1 MeV) and the maximum size of the 
objects was in the range of 10-12 mm in diameter.
6-7 Results
6-7-1 The Salivary Gland Stone
The usual approach to describe a salivary gland stone, using tomography, is to identify 
two regions of interest: the organic (fat) and the inorganic (mineral). The advantage of 
using photon transmission tomography, in this case, is that information about the 
distribution of the linear photon attenuation coefficient (q) in the stone can be obtained 
so that the two regions of organic and inorganic material in a number of sections through 
it can be clearly seen.
Figure 6.6 shows the reconstructed image of the salivary stone obtained from a 
transmission scan (17 projections over 180°, each comprising 21 raysums at 1 mm 
intervals) using the 60 keV emissions of the 241 Am and a spatial resolution of 1 mm. 
Although the image showed an area with low q value near the centre of the stone, the 
exact border of this area was not clearly defined. This is probably due to the insufficient 
contrast which is usually obtained when imaging low density areas with relatively high 
energy photons. Therefore, the 17.8 keV photons from the 241Am source were employed 
instead of the 60 keV since they have a useful intensity and can give a greater contrast 
between the q values of the two components of the stone. At this lower energy the low 
attenuation area was imaged quite well (see Figure 6.7) and found to cover at least 34±7 
per cent of the total area of each scanned plane. This average value was obtained by 
scanning the stone at different planes throughout its major and minor diameters in addition 
to regions at the edge,as shown in Table 6.5. The error given is mostly due to the 
presence of an intermediate region which has q value between that of high and low 
attenuation regions. This may be due to the so-called ’partial volume effect’ , where two
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or more components contribute to the value of the attenuation coefficient in a single, finite 
picture element (pixel) or may represent a gradual change in the matrix, at the interface 
between the low attenuation region, believed to be fat, and the calcified tissue.
Scanned
plane
Energy
(keV)
Average value 
M- (m-1) 
in highest 
density pixels 
n=15
Average value 
p, (nV1) 
in lowest 
density pixels 
n=10
Major dia. 60 69.0±1.1 43.4±2.4
Major dia. 17.8 720+18 289+11
Minor dia. 60 66.4±2.6 43.0+3.2
Minor dia 17.8 716±17 292±13
Edge 60 71.0±2.8 44.2±3.1
Table 6.5: Variation of jli value, obtained at two photon energies at different planes 
through the salivary gland stone (n =number of pixels in the ROI).
Although the image obtained by using the 17.8 keV photons was qualitatively satisfying, 
the calculated mass attenuation coefficient for the fat region, from the measured p. values, 
was higher than the fat mass attenuation coefficient value calculated by using the Mixture 
Rule [Kou82] and the tables compiled by Hubbel (Hub82], by a factor of 1.9. This may 
be related in part to the application of pure fat density of 0.93 gm/cm3, obtained from 
tabulated data, in the calculations instead of the measured whole stone density of 1.34 
gm/cm3, which represents the fat and the mineral regions, as well as to the noise obtained 
in the image due to the low count rate obtained at this low photon energy.
However, a comparison of the p. value throughout the stone indicated that the 
difference in p. values was more than several standard deviations between the highest 
regions (calcified tissue) and the lowest density region (organic matter) as shown in Table 
6.5, for the two energies used in scanning the stone. As the stone proved to be 
inhomogeneous, it was difficult to design standard phantoms for the purpose of
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Figure 6.6: The salivary gland stone transmission image obtained through the stone major 
diameter at 60keV photon energy and a horizontal line scan taken just above the centre 
of the image.
comparison, and thus determine the elemental composition of the stone by employing the 
measured 1 values for object and comparator. The correlation between the measured \x 
values and the elemental content in the stone was, therefore, investigated by employing 
a computer program [Ber87] to calculate the relationship between the \ i  value and the 
calcium content of the stone. This depends on using the Mixture Rule and the information 
provided in Table 6.1 about the elemental composition of such stones and calculating a 
number of possible \ i  values as the relative calcium concentration was changed between
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Figure 6.7: The salivary gland stone image obtained through the major diameter using
17.8 keV photon energy and a horizontal line scan taken across the image centre.
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zero and 40 per cent. The sum of all the weighting factors for the other major elements 
was also changed between 100 and 60 per cent, respectively. The value of the weighting 
factor for each element was also changed within a defined ratio with respect to the 
relative concentration of calcium. By assuming that the stone components are known, then 
the mixture with a calculated linear attenuation coefficient which matches that measured 
(within ±1% error) is taken to represent the stone. The average calcium concentration 
determined at 60 keV was 29.3±7.2 per cent and at 17.8 keV was found to be 26.6±9.4 
per cent. The errors given represent the standard deviation of the values.
However, when the stone was irradiated the spectrum obtained from the activated 
object using the Nal(Tl) detector, identified 47Ca and 24Na, as the major radionuclides. 
Other major elements such as phosphorous, through the 31P(n,a)28Al (T1/2=2.3 mins) 
reaction, could not be determined because of the short half-lives of product nuclides.
Two separate emission tomography images ( 21 projections over 360°, each comprised 
21 raysums at 2 mm intervals) were obtained in this study. These represented the spatial 
distribution, through a plane in the stone, of 47Ca, using the 1.296 MeV (77% intensity) 
gamma-ray data, as seen in Figure 6.8 and that of 24Na, using the 2.75 MeV (100% 
intensity) gamma-ray energy through the same plane, shown in Figure 6.9. The 47Ca (T1/2 
= 4.7 d) image was reconstructed from data acquired after a significant fraction of the 
24Na (at 1.369 MeV with 100% intensity and 15 hour half-life) activity contributing to 
the 1.296 MeV gamma-ray peak had died away. As each image was achieved with a scan 
time of -  6 hours, compensation for the decay of the radionuclide during scanning was 
applied, using a computer programme written for this purpose, to 24Na scan data only.
The activity of 47Ca, present in each volume element (voxel) in the tomographic 
image, was used to calculate the concentration of calcium in that voxel employing the 
neutron activation equation (see chapter 1). The calculations show that the average mass 
o f calcium per voxel (8 mm3) was 5760±515 pg in the inorganic part of the stone. By 
taking into account the results obtained in photon transmission tomography where it was 
found that the inorganic part of the stone represented 66+7 per cent o f the total volume 
of the stone, the Ca concentration in the stone was found to be 26+1.5%. These 
calculations could only be carried out because the distribution of calcium as found by 
transmission tomography and that found by NIGET, could be matched and occupied the
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Figure 6.8: Calcium distribution in the salivary gland stone, a) emission image,
b) horizontal line scan across the image centre.
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Figure6.9: Sodium distribution in the salivary gland stone, a) emission image,
b) a horizontal line scan across the image centre.
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same volume. The mass of sodium was also calculated in each voxel and found to be on 
average 39±4 pg per voxel for the number of voxels containing sodium. However, because 
the distribution of sodium does not follow that of calcium, as can be clearly seen in 
Figures 6.8 and 6.9, the transmission tomography results could not be used to calculate 
the concentration of sodium in the whole stone. Therefore, the sodium concentration was 
calculated only for the voxels which were occupied by sodium and shown in the emission 
scans. The mass of one voxel was found to be 10.7±0.1 mg, using the total mass and 
volume of the whole stone, and the sodium concentration was then calculated to be 
3645±105 pg/g.
The elemental concentrations in the whole stone determined by conventional instrumental
neutron activation analysis gave the results shown in Table 6.6. Values of the calcium
and sodium concentrations obtained by using NIGET are also included for comparison.
The ratio of sodium concentration to calcium concentration in the inorganic part of the
n
section was found to be 2.24±6.7 per cent, us^g the INAA. This ratio took the value of 
1.4±6.4 per cent as calculated, for the voxels which were occupied by sodium, using 
NIGET. Quantitatively, the values from INAA are probably the most accurate, but of 
course contain no spatial distribution information.
Element
Concentration (pg/g)
INAA NIGET
Na 5600±268 3645±105*
Br 24±1.03 —
Ca 250000±11625 260000±15000
Co 0.1 ±0.035 —
Zn 2.9±0.11 —
Table 6.6: Analysis of the salivary gland stone using INAA and NIGET. 
* for the voxels occupied by sodium.
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6-7-2 The Cholesterol Gallstone
Cholesterol monohydrate along with insoluble bile salts have long been recognized as 
constituents of gall stones [Adm68]. Kinani et al [Kin84] have used x-ray fluorescence 
analysis technique and a scanning electron microscope to obtain the spatial distribution 
of the component elements inside a number of gallstones by cutting them through many 
sections. Their results demonstrated that bile salts such as calcium carbonate and calcium 
phosphate, were visible in some, relatively small, areas at the centre of the stones. They 
suggested that these areas may represent the nucleus on which cholesterol precipitates to 
form stones since the lattice parameters of bile salts and cholesterol monohydrate are 
sufficiently similar to allow growth of one upon the other to form what is called a 
cholesterol stone.
At the first stage of this work, the homogeneity of the samples was investigated by 
performing a series of transmission scans through different planes within each sample. A ll 
the scans were done, using the low energy HPGe detector and a 1 mm collimator aperture, 
at a photon energy of 60 keV from the 241Am source. Each scan comprised 17 projections 
collected over 180°, each containing 21 raysums set 1 mm apart. Figures 6.10 shows the 
images obtained from two scans taken through the major diameters of stone A and stone 
B. The images reveal that there is negligible difference' between the region of interest 
mean linear attenuation coefficients and standard deviations in images reconstructed from 
scanning the two gallstones. It is evident, that both stones were relatively homogeneous 
cholesterol matrices since the measured mean value of their linear attenuation coefficient 
takes the value of 18.68+3.39 nT1 which correlates well with the calculated value of 18.3 
m'1 [Whi77]. The error given with the measured value represents the value of the standard 
deviation.
The chemical structure of the cholesterol molecule, given in Figure 6.11, shows that 
cholesterol is a four-ringed lipid amphipathic material which contains only carbon, 
hydrogen and oxygen. A ll these elements emit 511 keV photons when activated. When 
both stones were irradiated the two spectra obtained from the activated objects at different 
waiting periods, using the HPGe detector, were similar and show clearly the 511 keV 
photopeak besides other photopeaks (see Figure 6.12) which identified 24Na, 42K, 82Br and 
198Au as the major radionuclides in both stones. The absence of calcium from both stones,
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(a)
Figure 6.10: Transmission images obtained through the major diameters of
a) gallstone A, b) gallstone B and the corresponding horizontal line scans 
through the image centres.
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Figure 6.11: Cholesterol molecule.
however, might be related to low concentration, below the detection lim it of the system, 
or to the increased presence of Na and K in the stones which are known to compete with 
Ca for binding sites on bile salt micelles. Trace elements similar in size or chemical 
properties to Ca, or having the same charge, may substitute for this element and play an 
important role in stone nucleus formation [Raj82].
Emission scans were performed, using the HPGe detector, at main photon energies 
of 1.369 and 2.75 MeV for 24Na. The 24Na was chosen because of its assumed 
involvement in the nucleation process of the stone in addition to its convenient half-life, 
and activity. Further, the presence of two well resolved photopeaks for this element would 
give greater flexibility in collecting scan data in two energy windows simultaneously, so 
that combined projection data from the two windows could be used to reconstruct images 
with improved quality and emission statistics as was described previously in chapter 5.
The emission tomography measurements for each sample were carried out by 
collecting data over 360°, for 31 projections and 21 raysums for each projection set 1 mm 
apart. The counting time for each raysum was 75 seconds and the overall scanning time
channel number
(a)
channel number
(b)
Figure 6.12: Spectra obtained from activated gallstone A a) collected for 10 minutes 
after 12 hours waiting time, b) collected for two hours after 26 hours waiting time.
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for each sample was about 14 hours which is approximately one half-life of 24Na. Hence 
a decay correction was applied to the measured data before further processing. After 
scatter and background corrections, the two emission data sets, for both stones, were 
reconstructed using the ILST method. Emission images obtained for stone A and stone B 
are displayed in Figures 6.13 and 6.14, respectively. These represent the spatial 
distribution, through the chosen plane in each stone, of 24Na, using combined projection 
data acquired simultaneously in the 1.369 and 2.75 MeV energy windows, as described 
above.
It can be seen from the two images obtained , that 24Na concentration is systematically 
higher in the core than in the surface part of both stones. This may be explained by the 
fact that the incorporation of sodium into the stone is more likely during stone nucleus 
formation and may therefore be assumed to play an important role in the nucleation 
process. The results, however, are not consistent with that obtained by transmission 
tomography which showed the stones as homogeneous matrices. This could be explained 
by the fact that object linear attenuation coefficient is a function of its elemental 
composition, in terms of the atomic number, and its density. The effect of sodium on the 
total q value of the samples therefore, can only be insignificant due to its concentration 
which is relatively low compared to other constituents of these samples particularly that 
o f carbon. Calculations done, using the Mixture Rule, show that 7% of a cholesterol 
matrix mass is required to be replaced by sodium in order to increase the linear 
attenuation coefficient of the matrix by only 1%. Comparison of the sodium concentration 
found at the core of the stones with that found at their periphery shows that the former 
was on average 10 times higher than the latter. However, this is expected to have 
negligible effect on the region q values since the highest sodium concentration in one 
voxel (0.093+0.04 mg) was found to be 840+27 qg/g for stone A and 723+31 qg/g for 
stone B, as calculated using NIGET data which were collected from the sodium 
photopeak at 1.369 MeV. This is given in Table 6.7 which also shows the results obtained 
at the photopeak energy of 2.75 MeV and that determined by using coventional INAA 
for both stones. The average sodium concentration values presented in the table represent 
those values which were calculated by using mean counts in the imaged section.
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Figure 6.13: Spatial distribution of sodium concentration across a plane through the major
diameter of gallstone A using combined projection data, a) emission image,
b) a horizontal line scan taken across the image centre.
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Figure 6.14: spatial distribution of Na concentration across a plane througth the major 
diameter o f gallstone B, using combined projection data, and a horizontal line scan 
through the image centre.
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Stone
sample
Sodium concentration (pg/g)
NIGET
INAA
Energy (MeV) Highest Average
Stone A 1.369 840±27 377±22 434±13.5
2.750 932±36 402±07
Stone B 1.369 723+31 474±03 641±6.5
2.750 788+26 516± 11
Table 6.7: Gallstone sodium concentrations as calculated using NIGET data, collected at 
two photopeak energies, and IN A A.
It can be seen from the above table that the average concentration values obtained from 
the photopeak data at 2.75 MeV were slightly closer to the INAA results than those found 
from the photopeak data at 1.369 MeV. This is due to the fact that the photopeak at 2.75 
MeV is more isolated than that at the 1.369 MeV and therefore it is less affected by the 
degrading contributions of scattered photons and high background which are usually more 
severe for the low-lying energies. No attempt was done to use the combined projection 
data for concentration calculations. This is because of the large difference in the detector 
efficiency value at the two energies and the difficulty in extrapolating an accurate average 
value which can be employed in the calculations. Thus, the high quality combined 
projection images were used only for the purpose of elemental distribution display. 
Finally, the minimum detectable quantity for sodium, calculated using INAA, was found 
to be 1.2 pg/g. For NIGET measurements, however, the minimum sodium concentration 
found in one voxel was calculated as 11.6±1.1 pg/g. This difference is accredited to large 
number of factors which contribute to the NIGET final image production. These were 
discussed in detail in section 1.6 and also displayed in Figure 1.2.
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Unlike the stone samples, which were analyzed in the previous two sections, the breast 
tissue samples do not represent a complete structure but small parts o f a larger biological 
system. Most organs and tissues from living human organisms contain elements which are 
not always homogeneously distributed and errors may arise while analysing such 
heterogeneous tissues i f  the sample taken is not representative of the average organ as a 
whole. The application of NIGET therefore, is important to our understanding and 
interpretation of the problems associated with sample homogeneity especially i f  it runs 
concurrently with INAA of samples.
The homogeneity of the three breast tissue samples, investigated in this study, was 
first examined by performing a transmission scan for each sample. The scans were carried 
out using the low energy HPGe detector and 60 keV photons from the241 Am source. Each 
scan data set comprised 19 projections collected over 180° with 39 raysums per projection 
at 1 mm intervals. The reconstructed images accompanied with the corresponding line 
scans, taken across the horizontal image centres, are displayed in Figures 6.15, 6.16, and 
6.17 for samples T „ T2 and T3, respectively.. It may be seen from the images and the line 
scans that the samples are heterogeneous with significant variations in the \ i  value in each 
sample. These variations, which are a product of density and composition deviations 
throughout the sample, are expected since the samples were scanned in the freeze-dried 
state (average dry/wet weight is about 0.23). An indication of the physical density 
fluctuations and elemental homogeneity of the studied samples is given in Table 6.8. The 
data presented in the table give values of lowest, highest and mean linear attenuation 
coefficients (nTl) as well as standard deviations (a) for regions of interest taken at the 
centres of the sample images. Also shown in the table are the relative standard deviations 
(%SD = a/m x 100).
It can be seen from Table 6.8 that mean linear attenuation coefficients and relative 
standard deviations agree well between the three samples despite large variations in p. 
value found within each sample separately.
Spectra obtained from the samples, after irradiation, were all similar and an example 
is given in Figure 6.18. These spectra identified the main isotopes within the three 
samples, which are: Na, K, Br, Rb, Zn, Co, and Fe. Due to the constraints on the
6-7-3 Breast Tissues
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Sample
Linear attenuation coefficient (n r1)
%SD
Lowest
n=10
highest
n=10
Meanlo
n=25
T, 2.310.1 17.810.5 8.614.4 51.5
T2 2.110.3 19.810.8 8.514.2 49.4
T, 2.110.1 16.210.5 7.914.1 51.9
Table 6.8: Linear attenuation coefficient variations in the images of breast tissue samples, 
n is the number of pixels in the ROI.
experiment time, posed by long scanning time, 24Na was chosen to perform NIGET 
because of its convenient activity and half-life. Emission scans, for each sample, were 
performed by using the HPGe detector and a spatial resolution of 1 mm. Scan parameters 
were the same as that used with the transmission measurements but with the number of 
projections increased to 27 collected over 360°. Emission images, reconstructed from 
combined projection data from the 1.369 and 2.75 MeV energy windows, may be seen in 
Figures 6.19, 6.20 and 6.21 for samples T „  T2 and T3, respectively.
Visual inspection of the images and the corresponding line scans, taken across the 
horizotal image centres, gives an initial indication of the fluctuations in the sodium 
concentration within the studied specimens as areas of increased or decreased 
concentration are easily identifiable. Generally, the three samples exhibit large variation 
in concentration across each scanned section, as sodium was concentrated within areas of 
4 to 12 (pixel)2. This may be attributed to the freeze-drying process which helped in the 
isolation of these small areas from surrounding tissue by reducing the water content of 
these tissues. This is consistent with the results obtained from the transmission 
measurements which showed the scanned sections as small isolated areas with higher 
attenuation coefficient than the surrounding region.
Quantitatively, the samples were compared by calculating the sodium concentration 
value within the scanned sections using the counts in each image voxel (1 mm3) and the 
neutron activation equation. Since the sodium, in emission images, was shown to be
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Figure 6.15: Transmission scan through the major diameter of breast tissue sample T, and
a horizontal line scan taken across the image centre.
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Figure 6.16: Transmission scan through the major diameter of breast tissue sample T2 and
a horizontal line scan across the image centre.
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Figure 6.17: Transmission scan through the major diameter of breast tissue sample T3 and
a line scan across the image centre.
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Figure 6.18: Spectrum obtained from activated breast tissue sample T, collected for 2 
hours after about 26 hours waiting time.
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distributed throughout the whole sample structures, which were seen in the transmission 
scans, the mean counts in each section were employed to calculate the sodium 
concentration in the sample as a whole using the estimated sample volume (see section 
6-5). The results of these calculations are given in Table 6.9 together with that obtained 
from using conventional INAA. It can be seen from the results that the positive correlation 
between the NIGET and INAA is in differentiating between the behaviour o f the 
cancerous and normal tissues. Although the difference between the two results was on 
average 20-23%, both have demonstrated higher sodium concentration in the cancerous 
tissues than in the normal one. Whether this is medically significant or not, especially 
with such few samples, cannot be discussed here because the main aim of this work relies 
mostly on investigating the reliability of NIGET results for elemental distributions and 
its agreement with the well established INAA technique for total elemental concentrations.
However, comparison of the NIGET and INAA results shows that the sodium 
concentration values given by the former technique are in general higher (up to 23%) than 
that obtained by the latter. This is partly because of the problems inherent in sample 
volume measurements, which are more serious in this particular case of freeze-dried tissue 
samples than in the case of stone samples, and that associated with emission imaging in 
general (see section 1.6).
Breast tissue 
sample
Sodium concentration (pg /g)
NIGET* INAA
4692±281 3753+21,8
t 2 4252+365 3446+19.9
t 3 3469+383 2894+24.3
Table 6.9: Sodium concentration in breast tissue samples as calculated by NIGET and 
INAA techniques. (* performed using 1.369 MeV projection data.)
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Figure 6.19: Sodium distribution within breast tissue sample T, and a line scan taken at
the image centre.
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Figure 6.20: Sodium distribution within breast tissue sample T2 and a line scan taken
across the image centre.
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Figure 6.21: Sodium distribution within breast tissue sample T3 and a line scan taken
across the image centre.
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6-8 Discussion
The results obtained in these studies indicate that the use of NIGET to map the 
distribution of a chosen element in any section through the object, nondestructively, is 
feasible, for biological samples similar to those imaged in this work. The capability of the 
technique was demonstrated in cases where the high resolution HPGe detector was 
employed with spatial resolution of 1 mm, for the gallstone and breast tissue studies, as 
well as when the low resolution Nal(Tl) detector with limited spatial resolution of 2 mm 
was used in the salivary gland stone study.
The quantitative capability of NIGET is promising especially i f  information from 
transmission measurements are incorporated. Although the calculations performed here 
were not a rigid test of quantitative capability, due to the small number of the samples 
used, the agreement between the results obtained and that of the INAA, for the salivary 
gland stone and the gallstone studies, showed potential for absolute quantification in the 
distribution of the elements.
In the current tomographic system, it was apparent that considerable time is taken to 
collect data for reconstructing a tomographic image because of the single detector 
employed. Recent developments in the design of high spatial resolution mini-positron 
emission tomography (PET) systems [Raj92], for in vivo animal studies, circular BGO 
scintillation detector array/are employed. An attractive proposition for improving data 
acquisition rates and making applications of NIGET more practical can therefore be 
envisaged. Although these systems make use of coincidence circuitry for detecting back- 
to-back annihilation photons produced from positron emitters there are encouraging 
indications that such system could be used for collecting data from radionuclides which 
decay by the emission of more than one photon energy in order to locate radionuclide 
distributions in an activated sample. There exist a significant number of radionuclides, 
emitting gamma rays in cascade, which merit serious consideration in medical applications 
[Kou82].
In the next section, the possibility of detecting two gamma rays, emitted in cascade, 
from a 75Se line source in coincidence by using a mini PET system, which employs a 
circular BGO detector array, is discussed. The results obtained from preliminary 
measurements are also presented.
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6-9 y-y Coincidence Technique
As stated earlier in the previous section, the main disadvantage of the present tomographic 
system is that the number of elements that can be studied, in one activated specimen, is 
limited due to the long scanning time required to collect enough emission data to 
reconstruct a tomographic image. Further work on NIGET should therefore be extended 
to investigate ways of reducing scan times so that a practically-usable technique, with 
multielemental capabilities, could be implemented. The best way to approach this is 
probably to employ a multi-detector scanning system which could improve data 
acquisition rates to a degree that makes the scanning of relatively short-lived nuclides, 
possible.
In this work, however, initial considerations are made to investigate the possibility of 
using a multi-detector mini positron emission tomography system, developed to quantify 
in vivo tracer kinetic data from small animals, to collect coincidence data from 
radionuclides that decay via y-y-cascades in order to map the distribution of radioactivity 
within a plane of the subject without computerised image reconstruction. The method 
involves the detection of two corresponding y-rays with coincidence detectors [Sch70] 
directed at the object from different directions. I f  only coincidence events between these 
detectors are registered, the origin of the detected y-rays w ill very probably be in the 
common field of view [Boe82].
However, the reduced efficiency, arising from the coincidence condition, and the rate 
of random pulses which accompany this reduction in addition to the angular correlation 
between two y-rays of a cascade were found to be the major limitations on the use of the 
y-y coincidence technique, employing only two opposing detectors in coincidence with a 
scanner [Sch70, Mon73], These limitations, however, are not expected to be a serious 
problem i f  a tomographic system with a ring of BGO block detectors and fast electronics, 
like the one presented here, is employed.
6-9-1 Theory
Consider A to be the activity of a point source located in the focus of k coincidence 
detectors, and emits two y-rays (yl7 and y2) per decay. Let e1=e2=....=ek=e be the
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efficiencies of the k detectors for the emitted photons and let e=eYl=e’y2, then the true 
coincidence rate nc registered in each of the combinations of two detectors [Hel79] is
n CJ =  2 A e 2, j  = (6.2)
and the true coincidence rate in the system
n c = I ,  n CJ - 2 A  e2[ k ( k - l ) / 2 ]
= A e 2( k 2-k )
= A E  (6.3)
where E is the efficiency of the coincidence system.
The count rate of detector i corrected for true coincidence events registered between this 
detector and the (k-1) others is
n (  = n t - ( k - l ) n cj = A (2 e -e 2)  - 2 A e 2( k - l )
-  A e  [2  - e ( 2 k - l ) ]  (6.4)
The count rate due to simultaneous pulses not originating in the same decay depends on 
the resolving time of the coincidence unit i .  The random coincidence rate of a 
combination of two detectors is
n rj = 2 t {  A e [2 - e ( 2 k - l ) ]  } 2 (6.5)
and the random coincidence rate of the system is given by
n r = I ,  n rj =  k ( k - l ) / 2  . 2 tA2 . 4 e 2{  l - e ( 2 k - l )  +  e2[  114 + k ( k - l ) ] }  (6.6)
The ratio of the true coincidence rate to the random coincidence rate is
I f  the number and the efficiencies of the coincidence detectors were kept constant during 
the measurements, then equation (6.7) can be approximated by
—  » comtant. — (6-8) 
nr 4Ax
I f  one permits a relation of true to random coincidences of 1:1 in the measurements, it 
follows from equation (6.8) that the maximum applicable activity for a source at the 
centre o f the detector ring can be determined by the system resolution time x.
6-9-2 Experimental Measurements
Experimental measurements were performed using the mini positron emission tomography 
system (developed by CTI PET Systems Inc., Knoxville, Tennessee, USA) currently in 
use at The MRC Cyclotron Unit, Hammersmith Hospital, Du Cane Road, London. The 
system consists of sixteen BGO block detectors in an 117 mm diameter ring. Each block 
is segmented into an array of 56 (7x8) crystal elements and viewed by two, dual cathode 
photomultiplier tubes. The processing electronics associated with a group of four blocks 
(a bucket) consists of standard hardware and firmware for position, energy and timing 
discrimination [Raj92]. The buckets are mounted with the detector blocks, power 
connections and clock circuitry on a 1.0 m2, 6.3 mm thick aluminium plate.
There are 8 axial detector rings each of 112 individual detector elements. These allow 
acquisition of 3-D data set of 64 sinograms from an axial field of view (FOV) of 50 mm. 
Coincidence events are recorded between detectors in a given block detector and those in 
all blocks in the opposing three buckets within a time window of 12 nsec. These are 
termed ’prompts’ which are the sum of true (including scatter) and random events [Spi92]. 
The coincidence data are organised, by a standard coincidence circuitry, into sinograms 
of 56 views x 56 projection bins per view. The bin size is 1.64 mm, which gives a 
maximum transaxial FOV of 92 mm.
The physical performance of the system has been characterized by Rajeswaran et al 
[Raj92]. The values given for the system optimal spatial resolution are shown in Table 
6.10. The absolute efficiency for a 18F point source located in the axial centre of the 
scanner was also given for different lower energy thresholds (LLD) as 7.9, 7.1 and 5.9
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per cent at 250, 350 and 450 keV, respectively. The maximum sensitivity of the system 
was measured using a nC radionuclide in a 52 mm cylinder. The value given was 450 
Kcps /  (qCi /  ml) with scatter component subtracted.
Spatial resolution
Transaxial
Axial
Tangential
direction
Radial
direction
FWHM (mm) 2.3 3.4 5.4
FWTM (mm) 6.7 7.3 11.8
Table 6.10: Spatial resolution of the mini PET system ( data according to Rajeswaran et 
al [Raj92] ).
In this work, the coincidence studies were performed using a line source (glass tube of 
2 mm internal diameter and a length of 50 mm) uniformly filled with a solution of 26 
kBq /  ml 75Se which decays by electron capture giving gamma-ray cascades with very 
suitable energies. The main cascade of 75Se (T1/2 =120.4 days) has energies of 136 and 
265 keV with a probability of (P=55%). Other cascades are 121 /  280 keV with P=16% 
and 96 /  303 keV with P=3%. About 15% of the decay goes directly to ground state 
without any cascade [Sch70].
The line source was placed at the centre of the FOV, along the central axis of the 
system, and a singles energy spectrum of 7'7Se was collected for 10 minutes ( see Figure 
6.22). The spectrum showed as expected that the low energy resolution BGO detectors 
were unable to distinguish between the 121 and 136 keV photopeaks or between the 265 
and 280 keV photopeaks. Measurements of coincidence events were carried out in 2D 
mode using only one detector ring (number four from top). The two energy windows of 
the system were employed, with the lower window (originally used to collect scatter) set 
over (100-200 keV) and the upper window set over (200-350 keV). With this arrangement 
the lower window will collect the trues (from y,2 coincidences) in addition to the randoms
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(due to Yn coincidences) while the upper window w ill collect only the randoms from y22 
coincidences. I f  the randoms collected in the upper window were subtracted from the total 
coincidence events collected in the lower window, assuming y,, = y22, the number of the 
true events can then be obtained.
C hanne l num ber
Figure 6.22: Singles energy spectrum of 75Se.
6-9-3 Results
The results of an one hour scan have shown that the total number of coincidence events 
collected by the system in the lower window was 39074 counts (11+3 counts /  s) with 
trues rate of 10.4+3 cps and randoms rate of 0.5±0.2 cps. The randoms/trues ratio was 
found to be 0.04+0.02 and the multiples/trues ratio was also calculated as 0.05+0.02. The
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frequency distribution of the coincidence events, collected during the total scan time, in 
all lines of response (LOR) of the detector elements (56 detector x 56 LOR) is 
represented in two histograms seen in Figure 6.23. These plots show that the slightly 
asymmetric distribution (a) of the total (trues and randoms) is becoming symmetric in 
shape after the removal of the recorded random events (b).
The results emphasized that cascade gamma-rays can be recorded in coincidence using 
the present system though, with very poor efficiency. The maximum counting value 
(measurement time =60 min) in one LOR is 42 counts and in one detector element (56 
LORs) is 900 counts. When one detector element registers one of the y-rays, the 
probability that the detectors in the opposite side w ill receive one too is determined by 
their cross sectional area. With the present system, however, better counting statistics 
would be possible if  more than one detector ring or higher source activity were employed. 
The use of two or three adjacent detector rings w ill enhance the overall efficiency by 
increasing the detector cross sectional areas and allowing inter-ring combinations but with 
greater loss in axial resolution. The main factor that limits the use of higher activity in 
coincidence measurements is the corresponding increase in random pulses (see equation 
6.5) and dead-time. This is well known in other coincidence measurements, but it is less 
serious with the special arrangement used here because it allows tlie number of random 
events to be estimated with great flexibility using the upper energy window data.
However, by considering the system axial resolution given in Table 6.10, the 
maximum activity of the line source which has been presented in the axial FOV of one 
detector ring during the collection of the scan data was found to be about 40 kBq. I f  this 
value together with the measured randoms/trues ratio were used to calculate the value of 
the constant given in equation 6.8, then the equation can be employed to estimate the 
maximum activity which can be handled for a given rate of true and random events. For 
example, the maximum applicable activity A for a line source at the FOV of one detector 
ring is 100 kBq for randoms to trues ratio of 0.1. I f  one permits this ratio to be 1 (nr=nc) 
then A=1 MBq. These values, however, must be reduced if  the effect of activity outside 
the coincidence FOV is taken into account because in this case there w ill be more 
randoms that are not considered in equation 6.8. It should be noted that the above 
estimations hold for 75Se only since the coincidence counting rate is largely dependent on 
the chosen energy windows of the system.
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Figure 6.23: Frequency distribution of (a) total, (b) trues.
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With the results presented here it is difficult to say whether the proposed method is 
applicable to elemental analysis or not. In order to be able to scan a defined section within 
an object, at least two perpendicular detector blocks in coincidence are required. The two 
blocks must be arranged such that one of them, as a whole, is coupled in coincidence with 
only one row of detector elements in the second block as can be seen in Figure 6.24. With 
an appropriate collimation of the detector row, a section within the object can therefore 
be selected. This ensures that only those signals from the upper block which are 
coincident with signals from the horizontal detector row, within a selected energy range, 
w ill contribute to the sinogram. These arrangements, however, are difficult to obtain using 
the present mini PET system due to the limitations imposed by its geometrical 
construction. Further work in this field should therefore consider employing the dual block 
detector system, also available at the MRC Unit, i f  sectional images are to be obtained 
using y -y  coincidence technique.
6-9-4 Applications
Figure 6.24: Coincidence arrangement for scanning a section inside the object.
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An increase in true coincidence counting rate is attainable by use of radionuclides that 
can emit three or more cascade y-rays per decay. Cascade-isotopes which can be found 
in activated biological samples or have been proposed for medical applications are given 
in Table 6.11. For 75Br one gets a maximum increase in true coincidence by a factor of 
1.4; for 196Au, 1.7; for 73Se, 3; each related to 75Se [Boe82].
6-9-5 Conclusions
A y-y coincidence technique using a mini PET system, has been discussed and presented 
as a possible avenue for future work. Despite the difficulties introduced by the geometric 
construction of the system used, the initial results obtained with 75Se have demonstrated 
that detection of cascade y-rays in coincidence is possible. Only by the use of two or more 
detector blocks, at 90 degrees to each other, a defined section within an object can be 
imaged.
The main disadvantage of the technique is its reduced sensitivity due to the 
coincidence condition. The count rate can be increased by using multiple cascade isotopes 
such as 73Se. Further, the technique can only be employed to image radionuclides which 
emit gamma-rays in cascade and the number of these radionuclides, which can be detected 
from activated biological samples, are very limited. The combination of these factors w ill 
therefore restrict the applicability o f this technique to NIGET measurements.
On the other hand, because of the coincidence condition, the technique has the 
advantage of reducing the image degradation by Compton scattering in the object. As a 
direct method of tomography, since no computerised image reconstruction is required, 
lower counting rate than that measured in conventional emission tomography is required 
to obtain an image. Therefore the application of the technique seems to be possible in 
cases of lower trace element concentrations.
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Isotope T1/2 Decay n P (%) E (keV) T1/2
43K 22.30 h P ’ 2 79 618/373 0.09 ns
48Cr 22.96 h EC/|3+ 2 95 113/308 7 ns
52Fe 8.3 h |3+/EC 3 58 169/511/511 -
73Se 7.1 h P 7 E C 4 45 361/67/511/511 5 ns
3 19 361/511/511 -
2 23 361/67 -
75Se 120.4 d EC 2 55 136/264 12 ps
2 16 121/279 0.5 ns
2 3 96/303 17 ms
75Br 1.63 h J37EC 3 49 287/511/511 30 ns
2-5 20 141/573 -
niIn 2.83 d EC 2 86 171/245 85ns
123J 13.2 h EC 2 70 x29/159 -
127Xe 36.4 d EC 2-3 23 x31/172/203 -
169Yb 30.7 d EC 2 16 198/109 -
2 11 177/131 -
2 45 x54/63 -
179Hfn2 25.1 d IT 3-6 80 123/454 -
180FIfu 5.5 h IT 3 64 443/332/215 -
3 11 501/332/215 -
l78Ta 2.4 h EC 3-6 97 x60/426 1.5 ns
183Re 72 d EC 3 15 99/107/109 0.6 ns
192Ir 74 d P'/EC 3 23 308/296/317 -
2 7 604/317 -
2 40 468/317 -
!96Au 6.18 d EC/P' 3 23 x71/333/356 35 ps
2 68 x71/356 -
202fpj 12.2 d EC 2 80 x76/440 30 ps
Table 6.11: y-cascade radionuclides which can be induced by neutron activation of 
biological samples or have been proposed for medical applications.
T1/2 = half life,
n = the number of cascade quanta emitted per decay,
P = the probability of emitting n quanta per decay,
E = the energy of the quanta, 
t1/2 = the half-life of the exited state.
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C h a p t e r  7
C o n c l u s i o n s
Neutron Induced Gamma-Ray Emission Tomography (NIGET) has been described as a 
useful technique for materials characterisation which combines the principles of 
reconstructive tomography with instrumental neutron activation analysis (INAA) so that 
elemental concentrations in a section through a specimen can be mapped. The principal 
aim of this work was to investigate the truly quantitative performance of NIGET for 
analysis of biological matrices. The study involved investigations into different stages of 
the technique from data acquisition through reconstruction to processing and evaluation, 
in order to maximize the amount of information that can be extracted from the projection 
data. The quantitative capabilities of the technique have been evaluated by analysing a 
number of biological specimens employing a spatial resolution of 1 mm. The conclusions 
that can be drawn from the results obtained in this study are now presented.
In order to provide useful tomographic images, there are certain fundamental 
requirements without which, the reconstructed values of the function of interest w ill 
deviate from the true values. Among these requirements are the overall number of 
projections and raysums as well as the photon counting statistics. To independently assess 
the contribution of each factor computer simulated data were reconstructed using a 
number of reconstruction algorithms. It has been verified that better results are possible 
using iterative reconstruction algorithms. Reconstruction by ILST was superior to that 
obtained by FBP, particularly with undersampling conditions where few projections are 
available. For reasonable reconstruction, regardless of which method of reconstruction is 
used, the pixel size should be scaled in proportion to the linear sampling interval. There 
is a maximum size limitation on the sampling intervals as the number of locations or 
raysums w ill primarily determine the spatial resolution of the final image. There is no 
minimum lim it except that determined by the physical limitations of the system and limits 
in the overall scanning time. In emission tomography, the collimator is the primary source
213
of image degradation since it limits both the spatial resolution and the sensitivity o f the 
imaging system. It has been shown that image distortion tends to increase with pixel width 
as partial volume effects become more apparent.
Angular-sampling has received extensive investigation in this study. Noise in emission 
projection data represents a fundamental limitation to 180° acquisition mode and provides 
one reason for requiring a full 360° scan, specially for a widely distributed object. Because 
of its random nature, statistical noise cannot be compensated for by acquiring projections 
in one direction since it may be different from the projections taken along the same path 
but in the opposite direction.
In emission tomography, projection data are usually acquired in an even angular 
sampling mode rather than odd angular sampling mode. This is because most studies use 
either the arithmetic or geometric mean of opposing views to average out the effect of 
attenuation, scatter and variable resolution. It has been shown in this study that the use 
of an odd number of projections did not increase the final image quality but a 
significantly smaller number of projections was needed to maximise the final image 
fidelity. Using just 45 projections produced an image around maximum quality in 
comparison to 90 projections required when an even number of projections was used. 
Therefore, by employing the odd angular sampling mode and the ILST reconstruction 
algorithm a great saving in data collection time can be achieved without compromising 
image quality. This has the direct advantage in NIGET where the overall scanning time 
is limited due to the short half-life of the radionuclides of interest which are to be 
imaged.
The role of a number of factors, which influence the accuracy of data acquisition, was 
investigated. An efficiency-resolution figure of merit as a function of collimator 
efficiency, system resolution and object diameter has been defined. It has been shown that 
for small objects the collimator length has to be relatively long with small FWHM, in 
order to be optimal. As the collimator length increases its field of view decreases while 
the image contrast improves due to relative reduction in the background area around the 
object. The results indicated that there is an optimum resolution, leading to higher image 
quality, and the optimal choice between acquisition resolution and sensitivity w ill depend 
on the count density available for detection. At high count density, improved resolution 
is preferred even though sensitivity is sacrificed. Further, in the presence of unknown
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background, source size, relative to the total system resolution plays the major role in 
determining the measurement uncertainty.
It is well known, in emission tomography, that scatter and attenuation corrections are 
essential in order to carry out quantitative measurements. The problem of scatter 
contamination can be divided into two separate situations depending on whether single or 
multienergetic sources are being scanned. The presence of scattered photons from higher 
energies in images obtained using multienergetic sources complicate the interpretation of 
these images and preclude the application of simple methods of scatter correction 
developed for low mono-energy radionuclides. The correction method proposed in this 
work, which uses an upper scatter window to provide information about scattered photons 
from higher energies, has been shown to give improved image quality and resolution when 
compared to the dual energy window method. Further, the use of deconvolution scatter 
subtraction method has proven to be superior to both window subtraction methods (DW 
and TW) but the availability of point source data, in addition to the difficulties in 
quantifying its final results, due to the increase in the image background noise level, may 
make this method prohibitive to use in practice.
For multi-energetic sources, it has been noticed that when the high resolution HPGe 
detector was used the need for scatter subtraction, at higher energies, was reduced since 
the scatter fraction was only 2-3% (compared to 11% obtained with the Nal(Tl)) which 
can be tolerated i f  no scatter correction were applied. However, at lower energies, the use 
of a narrow energy window with a high resolution detector w ill significantly reduce the 
effect of scattered photons in the full energy photopeak of interest but not of photons 
scattered from higher energies and thus an appropriate scatter correction has to be 
performed.
In order to perform quantitative studies, attenuation corrections are essential. The 
study of different attenuation correction algorithms has verified that best results are 
possible using iterative correction algorithms with transmission measurements to map the 
nonuniform attenuation coefficient distribution. However, when NIGET measurements 
were performed, attenuation correction was not applied as the attenuation coefficients of 
the relatively small biological samples being scanned were relatively very small in the 
range of the photon energies of interest.
Investigations into the separate and combined effects of photon noise in the emission
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projection data and uncertainty in the transmission data, used to reconstruct a combined 
emission-transmission image, have shown that the two effects contribute independently 
towards noise in the final image and the statistical errors in this image depend more 
strongly on the emission statistics than on the transmission data statistics. As the 
utilisation of high resolution detectors is known to increase image noise, due to their low 
efficiency, considerations were made to investigate the effect of combining emission 
projection data sets of multi-energetic radionuclides, collected simultaneously in different 
energy windows, on the emission statistics. The results obtained have shown that 
improved qualitative and quantitative accuracy as well as image noise can be obtained 
specially i f  the data sets were combined before the reconstruction.
The principal aim of this work has been to investigate the applicability of using 
NIGET and gamma-ray transmission tomography to study the elemental composition and 
distribution of different biological matrices, quantitatively and nondestructively. The main 
use of the transmission measurements was to define the structure of the sample being 
investigated and to compare this with the elemental distribution from emission 
measurements.The experiments involved scanning a variety of stones (salivary duct and 
gall bladder) as well as human breast tissue samples.
Qualitatively, the emission images have shown that the distribution of elements of 
interest can be mapped very clearly in the chosen section using a spatial resolution of 
1mm. The quantitative capability of NIGET is promising and the agreement between the 
results obtained and that of the INAA, for all the stone samples, showed potential for 
absolute quantification in the concentration of the elements. However, the multi-elemental 
capability of the technique is limited due to the considerable scanning time required to 
collect data for reconstructing a tomographic image because of the single detector 
employed. This can be solved either by employing a computer controlled multichannel 
analyzer such that a large number of energy windows can be set and emission data from 
many radionuclides can be collected simultaneously, or by employing a multi-detector 
system so that scan data can be collected in relatively short time. Initial investigation to 
the latter approach was carried out in this study using a circular mini PET tomographic 
system. The investigation involved the feasibility of using this system to collect 
coincidence emission data from radionuclides that decay via y -y  cascades in order to map 
the distribution of radioactivity within a plane of the subject without computerised image
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reconstruction. The initial results obtained with 75Se have shown that detection of cascade 
y-rays in coincidence is possible. This w ill provide a way forward for possible future work 
in the field of NIGET.
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