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Abstract
McKernel introduces a framework to use kernel approx-
imates in the mini-batch setting with Stochastic Gradient
Descent (SGD) as an alternative to Deep Learning. Based
on Random Kitchen Sinks [35], we provide a C++ library
for Large-scale Machine Learning1. It contains a CPU op-
timized implementation of the algorithm in [21], that allows
the computation of approximated kernel expansions in log-
linear time. The algorithm requires to compute the product
of matrices Walsh Hadamard. A cache friendly Fast Walsh
Hadamard that achieves compelling speed and outperforms
current state-of-the-art methods has been developed. McK-
ernel establishes the foundation of a new architecture of
learning that allows to obtain large-scale non-linear clas-
sification combining lightning kernel expansions and a lin-
ear classifier. It travails in the mini-batch setting working
analogously to Neural Networks. We show the validity of
our method through extensive experiments on MNIST and
FASHION-MNIST [50].
1. Introduction
Kernel methods offer state-of-the-art estimation per-
formance. They provide function classes that are flexible
and easy to control in terms of regularization properties.
However, the use of kernels in large-scale machine learning
has been beset with difficulty. This is because using
kernel expansions in large datasets is too expensive in
terms of computation and storage. In order to solve
this problem, [21] proposed an approximation algorithm
based on Random Kitchen Sinks by [35], that speeds
up the computation of a large range of kernel functions,
allowing us to use them in big data. [37] describes the
generalization properties of Random Features and potential
1McKernel is available at http://curto.hk/publication/mckernel/
effectiveness. Recent works on the topic build on it to pro-
pose state-of-the-art deep learning embeddings [51, 14, 18].
In this work, we go beyond former attempts [5, 49, 1]
and propose a general framework in lieu of deep learn-
ing. Our goal is to integrate current advances in Neural
Networks but at the same time propose a well established
theoretically sound background.
[47] claims the unreasonable effectiveness of math-
ematics in the natural sciences. [43] in the same way,
states the unreasonable effectiveness of mathematics in
machine learning. Kernel methods originate in rigorous
mathematical treatment of the problem, while at the same
time are incredibly effective.
At its heart, McKernel requires scalar multiplications,
a permutation, access to trigonometric functions, and
two Walsh Hadamard for implementation. The key com-
putational bottleneck here is the Walsh Hadamard. We
provide a fast, cache friendly SIMD (Single Instruction
Multiple Data) oriented implementation that outperforms
state-of-the-art codes such as Spiral [16]. To allow for very
compact distribution of models, we use hash functions and
a Pseudo-random Permutation for portability. In this way,
for each feature dimension, we only need one floating point
number.
In summary, our implementation serves as a drop-in fea-
ture generator for linear methods where attributes are gen-
erated on-the-fly [38, 6, 36, 46, 24, 45], such as for regres-
sion, classification, or two-sample tests. This obviates the
need for explicit kernel computations, particularly on large
amounts of data.
Outline: Learning with Kernels is briefly introduced in
Section 2. We begin then with a brief operational descrip-
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tion of the feature construction McKernel in Section 3. Fast
Walsh Hadamard is enunciated in Section 4. This is fol-
lowed by a discussion of the computational issues for a
SIMD implementation in Section 5. The concepts govern-
ing the API are described in Section 6. Large-scale Machine
Learning by means of McKernel is discussed in Section 7.
Concepts regarding TIKHONOV regulation are explained
in Section 8. Experimental results can be found in Sec-
tion 9. Section 10 gives a brief overall discussion.
2. Learning with Kernels
The problem of learning [8, 10, 34, 44, 42] arises from
the necessity to adapt a model f : X → Y to a given
training set of data Sn = (xc, yc)nc=1, with X ⊂ Rn being
closed and Y ⊂ R, having f good generalization properties.
Let (xc, yc)nc=1 be the data. Then, we pick a function
kx(x
′) = k(x, x′) symmetric, positive definite and contin-
uous on X ×X . And set f : X → Y such that
f(x) =
n∑
z=0
tzkxz (x), (1)
where t = (t1, . . . , tn) ∈ Rn and
(nγI +K)t = y, (2)
where matrix I is the identity, K is the matrix square posi-
tive definite with elements kc,r = k(xc, xr) and γ > 0 inR.
It turns out this linear system of equations in n variables
is well-posed as K is positive and (nγI + K) is strictly
positive.
The intuition behind this algorithm, for instance given
the Gaussian
k(x, x′) = exp
(
−||x− x
′||2
2σ2
)
, (3)
is that we approximate the unknown function by a weighted
superposition of Gaussians, each centered at location xc
of one of the n examples. The weight tc of each Gaussian
is chosen to minimize the error on the training set. The
σ of the Gaussian, together with γ, controls the degree of
smoothing, of noise tolerance and generalization.
[43] proposes a generalization of this framework by the
use of invariants. Equation 2 becomes
(nγI + V K)t = V y, (4)
where V takes into account mutual positions of observed
vectors and elements V (c, z) can be computed for high-
dimensional problems as follows
V (c, z) =
d∑
k=1
(
tk −max(xkc , xkz)
)
, (5)
with 0 ≤ xk ≤ tk. Matrix V is a symmetric non-negative
matrix. The main idea is to take into account that the de-
sired decision rule is related to the conditional probability
function of the observations.
3. McKernel
Kernel methods work by defining a kernel function
k(x, x′) on a domain X . We can write k as inner product
between feature maps, as follows
k(x, x′) = 〈φ(x), φ(x′)〉 (6)
for some suitably chosen φ. Random Kitchen Sinks [35] ap-
proximate this feature mapping φ by a FOURIER expansion
in the case of radial basis function (RBF), scilicet whenever
k(x, x′) = κ(x− x′). This is possible since the FOURIER
transform diagonalizes the corresponding integral operator.
This leads to
k(x, x′) =
∫
exp(i〈w, x〉) exp(−i〈w, x′〉)dρ(w) (7)
for some L2 measurable function ρ(ω) ≥ 0 that is given
by the FOURIER transform of κ. Random Kitchen Sinks
exploit this by replacing the integral by sampling ω ∼
ρ(ω)/‖ρ‖1. This allows for finite dimensional expansions
but it is costly due to the large number of inner prod-
ucts required. Fastfood resolves this for rotationally in-
variant κ by providing a fast approximation of the matrix
W := [ω1, . . . ωn].
This is best seen for the RBF kernel, Equation 3.
Since FOURIER transforms of Gaussians are Gaussians,
albeit with inverse covariance, it follows that ρ(ω) ∝
exp
(
−σ22 ‖ω‖2
)
and that W contains random variables in-
dependent and identically distributed (i.i.d) Gaussian. It is
this matrix that Fastfood approximates via
Zˆ :=
1
σ
√
n
CHGΠHB. (8)
Here C,G and B are diagonal matrices, Π is a random per-
mutation matrix and H is the Hadamard. Whenever the
number of rows in W exceeds the dimensionality of the
data, we can simply generate multiple instances of Zˆ, drawn
i.i.d, until the required number of dimensions is obtained.
Binary B This is a matrix with entries Bkk ∈ {±1},
drawn from the uniform distribution. To avoid
memory footprint, we simply use Murmurhash as
hash function and extract bits from h(k, x) with
x ∈ {0, . . . N}.
Hadamard H This matrix is iteratively composed of
H2n =
[
Hn Hn
Hn −Hn
]
. It is fixed and matrix-vector
products are carried out efficiently in O(n log n) time
using the Fast Walsh Hadamard. We will discuss
implementation details for a fast variant in Section 5.
Permutation Π We generate a random permutation using
the FISHER-YATES shuffle. That is, given a list
L = {1, . . . n} we generate permutations recursively
as follows: pick a random element from L. Use this as
the image of n and move n to the position where the
element was removed. The algorithm runs in linear
time and its coefficients can be stored in O(n) space.
Moreover, to obtain a deterministic mapping, replace
the random number generator with calls to the hash
function.
Gaussian G This is a diagonal matrix with entries i.i.d
Gaussian. We generate the random variates using
the BOX-MULLER transform [4] while substituting
the random number generator by calls to the hash
function to allow us to recompute the values at any
time without the need to store random numbers.
Calibration C This is a random scaling operator whose
behavior depends on the type of kernel chosen, such
as the RBF MATE´RN Kernel, the RBF Kernel or any
other radial spectral distribution [52].
Ultimately, compute the feature pairs by assigning
[cos(Zˆx), sin(Zˆx)]. (9)
In particular, McKernel computes the features by using
the real version of the complex feature map φ in [35]. SIMD
vectorized instructions and cache locality are used to in-
crease speed performance. These allow a speed improve-
ment of 18x times for a 224 dimension input matrix.
4. Fast Walsh Hadamard
Applications of the WALSH HADAMARD transform
range across several areas, including Machine Learning
[27, 2], Computer Vision [3, 32] and Communications [31].
A naı¨ve implementation results in complexity O(n2). A
divide-and-conquer approach for this task that runs in time
O(n log n) can be derived as follows.
We define the matrix Hadamard Hn
H0 = [1] (10)
Hn =
[
Hn−1 Hn−1
Hn−1 −Hn−1
]
, (11)
with dimension 2n × 2n.
We want to compute the product of matrix vector Hn · c,
being c = (co, c1) where |c0| = |c1| = |c|2 ,
Hn · c =
[
Hn−1c0 +Hn−1c1
Hn−1c0 −Hn−1c1
]
. (12)
Hence, we only need to compute recursively Hn−1c0 and
Hn−1c1 to obtainHn ·c via additions and subtractions. The
running time is
T (n) = 2T (n/2) +O(n), (13)
that gives T (n) = O(n log n).
In McKernel we generalize this approach to compute the
resulting matrix Hadamard from a hard-coded specific-size
routine.
5. Implementation of Fast Walsh Hadamard
A key part of the library is an efficient implementation
of Fast Walsh Hadamard. In particular, McKernel offers
considerable improvement over Spiral, due to automatic
code generation, the use of SIMD intrinsics (SSE2 using
128 bit registers) and loop unrolling. This decreases the
memory overhead.
McKernel proceeds with vectorized sums and sub-
tractions iteratively for the first n2z input vector positions
(where n is the length of the input vector and z the iteration
starting from 1), computing the intermediate operations
of the COOLEY-TUKEY algorithm till a small routine
Hadamard that fits in cache. Then the algorithm continues
in the same way but starting from the smallest length and
doubling on each iteration the input dimension until the
whole Fast Walsh Hadamard is done in-place.
For instance, on an intel i5-4200 CPU @ 1.60GHz laptop
the performance obtained can be observed in Figure 1.
Table 1. Numeric Comparison of Fast Walsh Hadamard.
|Hn| MCKERNEL t(ms) SPIRAL t(ms)
1024 0 0.0333
2048 0.0333 0.0667
4096 0.1 0.167
8192 0.0667 0.2
16384 0.2 0.467
32768 0.2 0.9
65536 0.7 1.667
131072 1.3 3.5
262144 3.6 7.667
524288 7.86 15.9667
1048576 15.9667 35.7
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Figure 1. Comparison of Fast Walsh Hadamard. McKernel
(red) outperforms Spiral (blue) across the range of arguments.
Our code outperforms Spiral consiste tly t roughout the
range of arguments, see Table 1. Furthermore, Spiral needs
to precompute trees and by default can only perform the
computation up to matrix size n = 220. On the other hand,
our implementation works for any given size since it com-
putes the high-level partitioning dynamically.
6. API Description
The API follows the factory design pattern. That is,
while the McKernel object is fairly generic in terms of fea-
ture computation, we have a factory that acts as a means of
instantiating the parameters according to pre-specified sets
of parameters for, e.g., a RBF Kernel or a RBF MATE´RN
Kernel. The so-chosen parameters are deterministic, given
by the values of a hash function. The advantage of this
approach is that there is no need to save the coefficients
generated for McKernel when deploying the functions.
McKernel is integrated into a fully-fledged C++ DL
framework that lets the user experiment, among other
things, with dropout, convolutions, different activation
functions, layer normalization, maxpooling, L1 and L2
regularization, gradient clipping, autoencoders, residual
blocks, SGD optimization with momentum and dataset
loading. That said, it also includes some classical algo-
rithms for learning such as linear and logistic regression.
6.1. Customizing McKernel
For instance, to generate each Ckk entry for RBF
MATE´RN Kernel we draw t i.i.d. samples from the
n-dimensional unit ball Sn, add them and compute its
Euclidean norm.
To draw efficiently samples from Sn we use the algo-
rithm provided below.
LetX = (X1, . . . , Xn) be a vector of i.i.d. random vari-
ables drawn from N(0, 1), and let ||X|| be the Euclidean
norm of X , then Y =
(
X1
||X|| , . . . ,
Xn
||X||
)
is uniformly dis-
tributed over the n-sphere, where it is obvious to see that Y
is the projection of X onto the surface of the n-dimensional
sphere. To draw uniform random variables in the n-ball,
we multiply Y by U1/n where U ∼ U(0, 1). This can be
proved as follows: Let Z = (Z1, . . . , Zn) be a random vec-
tor uniformly distributed in the unit ball. Then, the radius
R = ||Z|| satisfies P (R ≤ r) = rn. Now, by the inverse
transform method we get R = U1/n. Therefore to sample
uniformly from the n-ball the following algorithm is used:
Z = rU1/n
X
||X|| . (14)
7. Large-scale Machine Learning
We introduce McKernel as an alternative to Deep
Learning, where we argue that current techniques of Neural
Networks are surrogates to very large kernel expansions,
where optimization is done in a huge parameter space
where the majority of learned weights are trivial to the
actual problem statement.
We present here the idea that current developments
in very deep neural networks can be achieved while
drastically reducing the number of parameters learned. We
build on the work in [35] and [21] to expand its scope to
mini-batch training with SGD Optimizer. Our concern is to
demonstrate that we are able to get the same gains obtained
in Deep Learning by the use of McKernel and a Linear
Classifier but with a behemoth kernel expansion.
Current research in Neural Networks is over-optimizing
parameters that are indeed not informative for the problem
to solve. That is, we pioneer the notion that Deep Learning
is learning the inner parameters of a very large kernel
expansion and, in the end, is doing a brute-force search of
the appropriate kernel k thats fits well the data.
Observe that McKernel generates pseudo-random
numbers by the use of hash functions which is key for
large-scale data. It allows to obtain a deterministic behavior
and at the same time to load the weights on both training
and testing without the need to actually store the matrices.
As a further matter, it is crucial for distributed computation.
Notice here that the fact that we can increase the number
of kernel expansions building highly hierarchical networks,
see Equations 8 and 9, gives the property of compositional-
ity to McKernel. Namely, the theoretical guarantee to avoid
the curse of dimensionality [33, 29].
We can behold that McKernel is corresponding to net-
works of the form
G(x) =
N∑
k=1
ak exp
(−|x− xk|2) , x ∈ Rd. (15)
From the point of view of Communications [30], it is a
well known result that the performance of RBF networks
can be made to arbitrarily be close to channel capacity, that
is to say, the optimum or near optimal performance.
Connections between Deep Learning and GAUSSIAN
Processes [48] have received attention recently. [23] shows
their exact equivalence given the assumption of infinitely
many hidden units and i.i.d weights.
In the following section we build on these ideas to pro-
pose some very simple examples to illustrate the essence of
the problem and the solution proposed.
8. TIKHONOV Regularization
Let H be the hypothesis space of functions, in the prob-
lem of Empirical Risk Minimization (ERM) we want to find
f ∈ H that minimizes
1
n
n∑
c=1
(f(xc)− yc)2. (16)
This problem is in general ill-posed, depending on the
choice of H . Following Tikhonov [12, 11] we minimize in-
stead over the hypothesis space HK , the regularized func-
tional
1
n
n∑
c=1
(f(xc)− yc)2 + λ||f ||2K , (17)
where ||f ||2K is the norm in HK - the REPRODUCING
KERNEL HILBERT Space defined by the kernel K.
In general, under the TIKHONOV regularization scheme
that follows,
min
w∈RD
Eˆ(fw) + λ||w||2, (18)
where ||w||2 is the regularizer and controls the stability of
the solution and λ balances the error term and the regular-
izer. Different classes of methods are determined by the
appropriate choice of loss function in Equation 18. Here we
consider
Eˆ(fw) =
1
n
n∑
c=1
l(yc, fw(xc)) (19)
with loss function l defined as
l(y, fw(x)) = log(1 + exp(−yfw(x))), (20)
videlicet Logistic Regression.
Considering the logistic loss is differentiable and that we
are in a large-scale setting a reasonable candidate to com-
pute a minimizer is the stochastic gradient descent (SGD),
wt+1 = wt − γ∆gct(wt), (21)
where ct denotes a stochastic sequence of indices and γ is
the learning rate.
In this line of argument, [25, 17, 39] state that local
minimization is well posed in Deep Learning using SGD.
Augmenting the number of kernel expansions, and thus
the representational power of the model, gives a degree of
overparametrization. That is to say, we increase the net-
work size to fit the training data. Given these constraints,
BE´ZOUT theorem argues the existence of a large number of
degenerate global minimizers with zero empirical error, that
are very likely to be found by SGD that will in addition se-
lect with higher probability the most robust zero-minimizer
[26].
9. Empirical Analysis and Experiments
We generalize the use of McKernel in mini-batch with
SGD Optimizer, Figure 2, drastically reducing the number
of parameters that need to be learned to achieve comparable
state-of-the-art results of Deep Learning.
What is more, current breakthroughs in Neural Net-
works can be easily derived from Equation 8. Say for
instance, Batch Normalization [15] can be obtained from
7C H H BG ⇧
. . . Zˆxˆ
x
xˆ = [x]2
Zˆ1xˆ Zˆ2xˆ ZˆE xˆ
sin(Zˆxˆ) cos(Zˆxˆ)  (Zˆxˆ)
vector form
in-place
MNIST
softmax
⇣
W [ (Zˆxˆ)] + b
⌘
SGD Optimizer (W, b)
Figure 2. Diagram of McKernel. We visually describe softmax(Wx˜+ b) where x˜ = mckernel(x). The original image is padded in form
of long vector to the nearest power of 2, mapping Zˆ is applied in-place. Calibration C defines the choice of Kernel. The tensor is expanded
by the number of Kernel Expansions E building a network with high compositionality. Finally, use real feature map φ, Equation 9. SGD
Optimizer finds appropriate weights W and bias b. Compute Zˆ on-the-fly keeping same seed both for training and testing.
the normalizing factor. Or for example, the use of ensem-
bles [20] and multi-branch architectures [53] to improve
performance can be seen on Figure 2, as it follows from
the increase on Kernel Expansions. Not only that, but
increasing the number of Kernel Expansions has another
great property; data augmentation [41, 9], which has re-
cently seen a lot of interest. Its importance follows directly
from the construction of McKernel, take the data, apply
slightly (randomized) different functions to it to create
new high-dimensional samples that will aid the process
of learning. It also explains the need for backpropagation
[22]: certain types of data will work better for certain
kernels, so it may be necessary to learn the appropriate
Calibration C that fits well the data. Further, dropout
[40] follows directly from the use of the Subsampled
Randomized Hadamard. Additionally, research on finding
alternate activation functions [28, 13, 7, 19] can be deduced
from looking for different mappings in Equation 9.
Note here that the number of parameters to be estimated
is of the order of thousands, proportional to the number of
classes (depending on the size of the input image and the
number of kernel expansions),
C · (2 · [Size Image]2 · E + 1), (22)
where C is the number of classes, [·]2 is an operator that
returns the next power of 2 and E is the number of Ker-
nel Expansions. A drastic reduction compared to Neural
Networks, while achieving comparable performance. Train-
ing time is therefore severely reduced and SVM kernel like
learning can be achieved at scale.
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...
Figure 3. MNIST Classification. Logistic Regression (blue) and
RBF MATE´RN (red) with increasing number of Kernel Expan-
sions. 32768 samples of training data an 8192 sa ples of test-
ing data are used in the learning process. RBF MATE´RN hyper-
parameters, σ = 1.0, t = 40. Seed 1398239763, learning rate
γ = 0.001 and batch size 10. LR learning rate 0.01. Number of
epochs 20.
SGD Optimizer finds W and b in
softmax
(
W [φ(Zˆxˆ)] + b
)
, (23)
wh re φ = (sin(·), cos(·)), xˆ = [x]2. Namely, it minimizes
the loss l in Equation 20.
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Figure 4. MNIST Mini-Batch Classification. Logistic Regres-
sion (LR) (blue) and RBF MATE´RN (red) with increasing number
of Kernel Expansions. 60000 samples of training data and 10000
samples of testing data are used in the learning process. RBF
MATE´RN hyper-parameters, σ = 1.0, t = 40. Seed 1398239763,
learning rate γ = 0.001 and batch size 10. LR learning rate 0.01.
Number of epochs 20.
Figures 3 and 4 show RBF MATE´RN, softmax(Wx˜+ b)
where x˜ = mckernel(x), performance compared to logistic
regression, softmax(Wx + b), in full-batch and mini-batch
on MNIST, respectively. A fixed seed is used to obtain
deterministic reproducible behavior. In full-batch, the
number of samples for train and test is rounded to the
nearest power of 2 due to algorithm constraint.
The same kind of intuition that applies to Neural
Networks, where the deeper the network, the better the
results, holds. But this time depending on the number of
kernel expansions used.
FASHION-MNIST [50] is similar in scope to MNIST
but relatively more difficult. Instead of classifying digits,
we focus now on the task of fashion. It consists on ten
classes of clothing; T-shirt/top, Trouser, Pullover, Dress,
Coat, Sandal, Shirt, Sneaker, Bag and Ankle boot.
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FASHION MNIST Mini-Batch Classification
If you are making a submission to another conference at the same time,
which covers similar or overlapping material, you may need to refer to that
submission in order to explain the di↵erences, just as you would if you had
previously published related work. In such cases, include the anonymized parallel
submission [?] as additional material and cite it as
1. Authors. “The frobnicatable foo filter”, BMVC 2014 Submission ID
324, Supplied as additional material bmvc14.pdf.
Finally, you may feel you need to tell the reader that more details can be
found elsewhere, and refer them to a technical report. For conference submis-
sions, the paper must stand on its own, and not require the reviewer to go to
a techreport for further details. Thus, you may say in the body of the paper
“further details may be found in [?]”. Then submit the techreport as additional
material. Again, you may not assume the reviewers will read this material.
Sometimes your paper is about a problem which you tested using a tool which
is widely known to be restricted to a single institution. For example, let’s say
it’s 1969, you have solved a key problem on the Apollo lander, and you believe
that the ECCV audience would like to hear about your solution. The work is a
development of your celebrated 1968 paper entitled “Zero-g frobnication: How
being the only people in the world with access to the Apollo lander source code
makes us a wow at parties”, by Zeus.
You can handle this paper like any other. Don’t write “We show how to
improve our previous work [Anonymous, 1968]. This time we tested the algorithm
on a lunar lander [name of lander removed for blind review]”. That would be
silly, and would immediately identify the authors. Instead write the following:
We describe a system for zero-g frobnication. This system is new because
it handles the following cases: A, B. Previous systems [Zeus et al. 1968]
didn’t handle case B properly. Ours handles it by including a foo term
in the bar integral.
...
Figure 5. FASHION MNIST Mini-Batch Classification. Logis-
tic Regression (LR) (blue) and RBF MATE´RN (red) with increas-
ing number of Kernel Expansions. 60000 samples of training data
and 10000 samples of testing data are used in the learning pro-
cess. RBF MATE´RN hyper-parameters, σ = 1.0, t = 40. Seed
1398239763, learning rate γ = 0.001 and batch size 10. LR
learning rate 0.01. Number of epochs 20.
Figure 5 shows RBF MATE´RN performance compared
to logistic regression in mini-batch. Comparable state-of-
the-art performance of Deep Learning is achieved. The
model presents a similar behavior to the one seen in MNIST
dataset. McKernel performs analogously to modern tech-
niques in Neural Networks in this highly non-linear prob-
lem of estimation.
10. Discussion
In this manuscript we provide a new framework of
learning and illustrate with two examples that achieves
comparable state-of-the-art performance to Neural Net-
works, proposing a new way to understand Deep Learning,
just as a huge kernel expansion where optimization is only
performed over the parameters that are actually relevant to
the problem at-hand. At the same time, a new methodology
to build highly compositional networks for large-scale
machine learning is introduced.
We justify both the theoretical underpinnings and the
practical implications to establish the building blocks of an
unifying theory of learning.
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