Abstract. In this paper, we provide a new noise reduction method for the enhancement of the images of gene chips. We demonstrate that the new technique is capable of reducing outliers present in microarray images while preserving the spot edges. This paper contains the comparisons of the proposed technique with the standard schemes used in color image filtering, as well as examples of their efficiency when these methods are applied to typical microarray images.
Introduction
This paper focuses on a new nonlinear vector filtering scheme taking the advantage of center-weighted vector median filters and optimal filtering situation. The proposed method improves the signal detail preservation capability of the standard vector filtering schemes used for multichannel image filtering and provides the adaptive alternation between the identity operation and the robust vector median filtering. In addition, the computational complexity of the proposed method is still acceptable, which allows its application for the enhancement of the cDNA microarray images [1] , [3] . Using the new filtering scheme, it is possible to achieve excellent balance between the signal-detail preservation and the noise attenuation. These properties of the proposed method were tested for a wide range of multichannel image signals such as phantom (artificial) images and real microarray chips. Using the phantom images, we can test the efficiency of the methods depending on the intensity of impulsive noise corruption, which is frequently introduced into the microarray images. We also provide a short description of the microarray cDNA images. 
Vector Median Filter
Concerning the multichannel image filtering [10] , standard color images represent the vector-valued image signals, in which each image point can be considered as a vector of three components associated with intensities of color channels consisting of red (R), green (G) and blue (B). Thus, it is necessary to consider the correlation that exists between color channels and to apply the vector processing. If the existing correlation is not taken into account and color channels are processed independently, then the filtering operation is applied componentwise. In general, componentwise (marginal) approaches produce new vector samples, i.e. color artifacts, caused by composition of reordered channel samples.
Vector filters represent a natural approach to the noise removal in multichannel images, since these filters utilize the correlation between color channels. Therefore, the vector methods represent optimal and attractive approaches for studying and processing of noisy color images [2] , [8] , [10] , [12] .
The most popular nonlinear, multichannel (vector) filters are based on the ordering of vectors in a predefined sliding window. Designed to perform low-pass filtering, vector filtering schemes output the lowest ranked vector according to a specific ordering technique [10] .
Let y(x) : Z l → Z m represent a multichannel image, where l is an image dimension and m denotes a number of channels. Let W = {x i ∈ Z l ; i = 1, 2..., N } represent a filter window of a finite size N , where x 1 , x 2 , ..., x N is a set of noisy samples centered around the central sample
Let us consider input sample x i , for i = 1, 2, ..., N , associated with the distance measure L i given by
where
characterizes the generalized Minkowski distance [10] between two multichannel samples x i and x j . Notation γ characterizes the used norm, m is the dimension of vectors and x ik is the k-th element of the sample x i . Note that the well-known Euclidean distance is associated with γ = 2.
Assuming that the ordering of L (i) implies the same ordering of the input set x 1 , x 2 , ..., x N results in the ordered set x (1) , x (2) , ..., x (N ) , where x (i) is associated with L (i) . The vector median output [2] is defined as the lowest order-statistics x (1) . It is evident that the VMF output is restricted to the dynamic range of the input samples and thus, it can never cause new outliers.
Because the VMF minimizes the aggregated distance to other multichannel samples inside the filter window, it can be equivalently defined by
Proposed Method
Let x 1 , x 2 , ..., x N be an input set determined by a filter window and N represent a window size. Let us assume that w 1 , w 2 , ..., w N represent a set of nonnegative integer weights so that each weight w i , for i = 1, 2, ..., N , is associated with the input sample x i . Thus, the weighted vector distance is defined as follows [13] :
The sample x (1) ∈ {x 1 , x 2 , ..., x N } associated with minimal aggregated weighted distance J (1) ∈ {J 1 , J 2 , ..., J N }, is the sample that minimizes the sum of weighted vector distances.
The sample x (1) associated with the minimum aggregated weighted distance J (1) represents the output of the weighted vector median filter (WVMF) [13] . WVMF is also defined by
It is clear that in the dependence on the weight coefficients w 1 , w 2 , ..., w N the WVMFs can perform a wide range of smoothing operations so that the optimal weight vector may be practically found for each filtering problem.
Because both VMF and WVMF will perform the smoothing operation with the fixed amount of smoothing, these filters can fail in situation with different statistical properties especially caused by a low degree of the observed noise, when they introduce too much smoothing into the image. Note the blurring introduced by a filter may be more objectionable than original noise. 
i.e. the weight vector of nonnegative integer weights, where only the central weight w (N +1)/2 associated with the central sample x (N +1)/2 can be alternated, whereas other weights associated with the neighboring samples remain equal to one. Note that k = 1, 2, ..., (N +1)/2 is a smoothing parameter. If the smoothing parameter k is equal to one, then the center-weighted vector median (CWVM) [8] is equivalent to the identity operation and no smoothing will be provided. In the case of k = (N + 1)/2, the maximum amount of the smoothing will be performed and the CWVM filter is equivalent to WVMF. By varying the smoothing parameter k between one and (N + 1)/2, it is possible to achieve the best balance between the noise suppression and the signal-detail preservation. In the case of outliers, bit errors and color artifacts (all above-mentioned events can affect the cDNA microarray images), it is desirable to filter only corrupted samples, whereas the desired image features are invariant to the filtering operation [8] . For that reason, the ACWVM is based on dividing the samples into two classes, namely corrupted samples and noise-free samples. The central sample x (N +1)/2 is examined according to the following rule:
is noise − free (7) where T ol is the threshold parameter and V al is the operation value given by
where x (N +1)/2 is the central sample of the input set W and y k is the output of center-weighted median filter with the smoothing parameter k. Note that the optimal values of T ol and λ was found as 80 and 2, respectively. If the operation value V al is greater than or equal to the threshold value T ol, then the central input sample x (N +1)/2 is probably corrupted and it will be processed by VMF with a robust noise attenuation capability. Otherwise, the central sample x (N +1)/2 is noise-free and it should be invariant against a filtering operation. 
Experimental Results
The cDNA microarray [3] , [6] , [14] is a popular and effective method for simultaneous assaying the expression of large numbers of genes and is perfectly suited for the comparison of gene expression in different populations of cells. A cDNA microarray is a collection of spots containing DNA, deposited on the surface of a glass slide. Each of the spots contains multiple copies of a single DNA sequence. The spots occupy a small fraction of the image area and they have to be individually located and isolated from the image background prior to the estimation of its mean intensity. The fluorescent intensities for each of the two dyes are measured separately, producing a two channel image. The image is false colored using red and green for each image components, which represent the light intensity emitted by the two fluorescent dyes. So the microarray images look like a collection of green, red and yellow spots of different hue, saturation and intensity. The intensities provided by the array image can be quantified by measuring the average or integrated intensities of the spots. The major sources of uncertainty in spot finding and measuring the gene expression are variable spot sizes and positions, variation of the image background and various image artifacts. Spots vary significantly in size and position within their vignettes despite the use of precise robotic tools to lay them out onto the slide. Additionally the natural fluorescence of the glass slide and non-specifically bounded DNA or dye molecules add a substantial noise floor to the microarray image along with discrete image artifacts such as highly fluorescent dust particles, unattached dye, salt deposits from evaporated solvents, fibers and various airborne debris. So, the task of microarray image enhancement and is of great importance, as it enables correct block and spot segmentation. In order to compare the performance of used filtering schemes, we used some artificial images (Fig.2a-c) degraded by impulsive noise (Fig.2d) and also the natural microarray images shown in Fig.1 . By using the artificial images, the undistorted, original, images are available and the obtained results can be evaluated objectively (Tab.1 and Fig.3 ) via the mean absolute error (MAE) and the mean square error. In the case of the natural chip images depicted in Fig.1 , we can compare only the subjective results, in the form of visual assessment of the filter outputs depicted in Fig.4 .
As can be seen the proposed method significantly outperforms the commonly used multichannel image processing noise reduction techniques such as VMF [2] , basic vector directional filter (BVDF) [12] , directional distance filter (DDF) [7] and non-adaptive WVMF [13] with weight coefficients [1, 2, 1, 4, 5, 4, 1, 2, 1]. This is also confirmed by its performance on real images shown in Fig.4 , in which the noise component was successfully removed, while preserving the texture and sharpness of the spot edges.
Conclusion
In this work a novel algorithm of the noise reduction in microarray chip images has been presented. During the filtering process the outliers affected the spots are being detected and removed while the edges remain well preserved. The proposed technique can serve as an efficient low-processing tool for microarray image enhancement, which can enable better spots localization and the estimation of their intensity.
Future research will focus on the segmentation and the spot localization, where contour smoothing algorithms of [4] , [5] can play a key role. Combined with the enhancement method introduced in this paper it is expected that image segmentation techniques will bring another improvement on the cDNA microrarray image analysis.
