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Abst ract - -The  moving-least-squares approach, first presented by McLain [1], is a method for 
approximating multivariate functions using scattered ata information. The method is using local 
polynomial approximations, incorporating weight functions of different types. Some weights, with 
certain singularities, induce C °c interpolation approximation i  N ~. In this work we present a way of 
generalizing the method to enable Hermite type interpolation, namely, interpolation to derivatives' 
data as well. The essence of the method is the use of an appropriate metric in the construction of 
the local polynomial approximations. @ 2006 Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
In 1968, Backus and Gilbert published, in a geophysical context, a theory of interpolation [2,3]. 
At about the same time, McLain [1] presented the moving-least-squares method (MLS) for the 
approximation of a function given scattered ata information. In 1984, Abramovici has shown 
that Shepard's method, which is a special case of the moving-least-squares method, can be derived 
from the Backus-Gilbert theory [4]. Then, in 1989, Bos and Salkauskas [5] showed that, actually, 
all MLS methods can be obtained from the Backus-Gilbert theory. Therefore, Backus-Gilbert 
theory and the MLS method are considered as different manifestations ofthe same approximation. 
In the introduction we follow the presentation and the notation used in [5]. 
Let 79 C ]R n be a simply connected omain, and let 73 be its closure. We would like to 
approximate a function f : 73 ~ R n, given function values at N points, fi = f(zi), zi E 73, 
i = 1, . . . ,  N. We are looking for approximations which are smooth and are of high approximation 
power. Sometimes we insist on interpolatory approximations. The MLS approach defines the 
approximation at each point and every point ~ E 73 as follows. 
• Find a local least-squares approximation L~f E B = span{b (i) }~--1 (usually n << N), 
7~ 
L~f(z) = ~ ai(~)b(O(z), (1.1) 
i 1 
where {b(i)}i*~=l is a fixed set of smooth basis functions, b (0 C C*~(73). Often, using 
polynomials in which b (1) - 1. 
• Define the approximation at ~ as Gf(~) = L~f(~), 
Gf(~) = ~ ai(~)b (~) (~). (1.2) 
i=1 
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The approximation Lsf  is defined by a local least-squares fit to the data, weighted according to 
distances from }. Obviously, Gb = b for any b C B. In general however, unlike global least-squares 
approximations (LS), the overall approximation Gf is not contained in B. This reflects the major 
advantage of MLS over LS approximations, namely, the flexibility of a larger space together with 
the approximation power of the set B. Let us define the MLS explicitly: suppose that continuous 
N functions which do not differ on the set {zi}i=l are deemed equivalent. This gives rise to a vector 
space of cosets: C(~).  To define the local approximation L~f we assign to the point ~ a diagonal 
matrix of positive weights, W(}) = diag{w(1)(~) . . . . .  w(N)(~)}, typically, w(i)(}) = ~(11~- z/IlL 
where w is a decreasing function on R+. The matrix W(~) induces an inner product on C(:D) as 
follows: for g E C(7)), we let g = (g(zl),... ,g(ZN)) t, and for g,h E C(~)) we define 
(g, h)~ = gtW(2)h.  (1.3) 
Now, the coefficients {ai(~)} in Lsf  are defined by minimizing Ilf - L~.fll~ = (f - L~.f, f - L i f)s.  
It follows that {a~(~)} should satisfy the normal equations 
~a i (~) (b ( i ) ,b  (j)) : ( f ,b  (j)) , j= l , . . . ,n .  (1.4) 
i--1 
Let B(z) E IR,,xN be defined by [B(z)]i,j = b(~)(zy), then the vector of coefficients a = (a l (z ) , . . . ,  
an(z)) t satisfies the system of linear equations 
B(z)W(z)B(z)ta = B(z)W(z)f .  (1.5) 
Assuming that B(z) is of rank n, and since W(z) is positive definite, the above linear system is 
nonsingular, and a is uniquely determined. If the elements of W(z) are in ce(:D), we conclude 
by (1.2), Gf c cmin{~'rrt}(~)). For a discussion on MLS see [5-7]. Depending upon the behavior 
of the weights {w (~) (z)} the MLS approximation would be interpolatory or noninterpolatory. In
this work we would like to consider interpolatory MLS, and to develop Hermite type interpolatory 
MLS. For interpolatory MLS the weights {w(~)(z)} should have a certain singular behavior, but 
in order to better understand this let us start with the case n = 1. Here we take b (1) = 1, and 
system (1.5) consists of one equation only, whose solution is al(z) = (f, 1)z/(1, 1)z, and thus 
N (')(z) 
af (z ) -  i=l (1.6) 
N 
E 
i=1 
This is known as the Shepard method. We ascribe the symbol Sf  to the operator above, i.e., 
Sf(.) = ~-~,N=t fiw(i)(.)/}-~N_l w(0(.). For convenience, we set u (i) = w( i ) /2g=l  w (i). We see 
that Sf  actually performs a weighted average which is the local approximation by a constant 
function. Therefore, the method is a moving weighted average method. S f  has a trivial property 
of boundness, min{f~} <_ Sf  <_ max{f~}. As introduced, Shepard's method need not interpolate 
the data. However, an appropriate choice of weight functions does the interpolation job, as follows 
from the following lemma (the proof is trivial). 
LElV IMA 1.1. Suppose w(k)(.) = II.-zkll-" for some a E 2N = {2,4 , . . . ,} .  Then, u (i) E C °°, 
1 < i < N, and we have ~(i)(zj) = 5i,j 1 <_ i, j  <_ N. 
It follows from Lemma 1.1 that Sf(zi) = fi for i _< N, which means Sf  achieves interpolation. 
One can also wonder about the behavior of the Shepard interpolant very far from data points. We 
assume a weight function as in Lemma 1.1, then, it is straightforward that limllzl[_oo ~(J)(z) = 
1/N. Consequently, very far from data points, Shepard's method treats all of them equally, 
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performing a nonweighted arithmetical average. Everywhere in space, a weak inequality holds 
0 _< ~(J) _< 1. Together with Lemma 1.1 it is easy to obtain for 1 <_ i , j  <_ N the following result: 
lira 6~(0(z )  = 0. (1.7) 
Z--+Z d az  
Of course, any linear combination of normalized weights satisfies (1.7). In particular, l imz~zj d 37' 
Sf(z) = 0. This is known as the "flat spot" phenomena, which is why Shepard's interpolation 
is not widely used for fitting surfaces or contours. Nevertheless, Shepard's method is crucial for 
understanding the behavior of the operator Gf for n > 1. Inspired by Shepard's method, one 
can also claim that interpolating methods cause local approximations to be tangent o the overall 
approximation at data points. After all, local approximations in Shepard's method are constant 
functions whose gradient is identically zero. The proof of the general argument is in Theorem 1.2. 
Moreover, in some sense, Shepard's operator absorbs all the problems caused by singular weights 
in the general case. 
Going back to the definition of the MLS approximation at ~, let us normalize the constant 
function b (1) = 1 of our basis, 
1 1 
- -  - - (1 .8 )  
/3(~,z) ~(k) iIlll~ /~ ,w( i ) (~)  
V i=1  
The normalized function is constant (as a function of z) for each ~, but its value changes as we 
alter L The construction of the orthogonal complement to fl in span{b(0}~=l is straightforward. 
For 2 < j < n we define 
05 (3) (k, z) = b (d) (z) - (b  (j), fi) 2/3(~). 
We notice that (b (j), fi)~fl(~) = Sb (d) (~). So we actually have 
05(J) (~, z) = b (j) (z) - Sb O) (~). (1.9) 
From linear algebra we know that this basis possesses the same linear independence as the old 
one. All these modifications result in the following form of the local approximation: 
n 
L~f(.) = di(z)fl(z) ÷ E di(z)05(i)(z' ")" (1.10) 
i=2  
Using the orthonormality condition, we easily obtain d~(~) = (f, f~)~ and, therefore, L~f(.) = 
Sf(~) + ~=2 di(~)05 (0 (~, ")" The coefficients {&(z)}, 2 < i < n are obtained by solving the linear 
system of normal equations, as in (1.4), only with the functions 05(0(~, .) replacing the original 
basis functions b(O. The global MLS approximation is thus defined as 
n 
Gf(z) =- Sf(z) ÷ E di(z)05(O(z' z). (1.11) 
i=2  
We are now able to show that in any case Shepard's method creates an interpolant, Gf is also 
an interpolant. 
Gf(zk) = Sf(zk) ÷ f i  di(z,:)¢ (i) (zk, zk) 
i=2  
n 
f(zk) + E di(zk) Ib(i)(zk) - Sb(~)(zk)l 
i=2  
L 
= f(zk). 
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THEOREM 1.2. Suppose Shepard's operator is interpolatory. Then, l im~k l ims~ k d Lsf(z ) = 
lim .... k ~ G f ( z ) (that is to say, the local approximations are tangent to the overall approximation 
at the data points). 
PROOF. After canceling the "constant" terms out of expansion (1.10) we are left with 
lim lim d L~f(z)= £ [di(zk) lim db(O(z)l. 
Z-~Zk z~zk  "/~2 Z~Zk 
Next, we apply the flat spot phenomena to get 
n 
l ira ~zGf(z)= lim d Ed i ( z )¢ ( i ) ( z ' z ) "  
z - - - , z  k z - - , z  k 
i=2  
We use the defining relation (1.9) and assume the di are  finite at data points and so are their 
derivatives (it will be justified in the sequel). Altogether, we have 
lim ~--~Gf(z)= £ [d~(zk) lim J-~b(i)(z)] 
Z~Zk i~2 
It is obvious that Sf C C °°(R) whenever the weight functions satisfy the condition of Lem- 
ma 1.1. It is also quite clear that Gf c Cm(~ \ N {zi}i=l). The exact result concerning the 
smoothness of the interpolant is as follows. 
THEOREM 1.3. Suppose w(J)(.) = II"-sill -~, c~ • 2N, and V i < n we have b (~) • Cm(f)). Then, 
both local approximation and global interpolant belong to C m (~). 
PROOF. First we prove that ¢(/)(z,z) • C'~(2)) and, for any g • C(2)) the inner products 
(q~(J)(2, z), g)~ fulfill (0(J)(2, z), g)s • Coo(2)) (viewed as functions of ~). The first statement is 
trivial. Let us discuss the second statement. We expand the inner product 
N 
~=1 
The ~th term may cause problems only in the vicinity of zt. We use (1.9) and the definition of 
Shepard's operator to rewrite the ~th term as 
9(ze)u(t)(z){£w(k)(z)[b(J)(ze)-b(J)(zk)]} " k = l k # e  
Hence, this term is in Coo in some neighborhood of ze. As a result, we get that the above inner 
products are in Coo(2)). To complete the proof, we recall that the coefficients di(~) are obtained 
by solving a normal system of linear equations. The solution is unique, and is calculated by 
inverting a matrix of inner products (Grahm matrix) like in (1.4). As a consequence of the last 
theorem, we know that the d/ are Coo functions. Therefore, G f(.) and Lsf(.) have the same 
order of smoothness like the "basis" functions, i.e., they are in C'~(7)). | 
2. HERMITE  MLS 
For the sake of simplicity, we first consider univariate functions f : 7:) --+ I~, D C_ R. Suppose 
Z N we have such a function sampled at N points, { i}i=l- In addition, we are provided with the 
Z N U t z N derivatives at these points. Altogether, we have the following data: {f(  i)}/=1 {f  ( i)}i=t (the 
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vector space of all such data sets is denoted by C1(~)), similarly to the introduction). We wish 
to approximate (or interpolate) both the values and derivatives. 
Once again, we use {b(0}~= t as the basis for the local approximation, and here we assume that 
b (1) = 1 and b (2) = z. The local approximation at ~ is assumed to be of the form 
n 
L~f(.) = E aJ(z)b(J)(')" (2.1) 
j= l  
For any two vectors in C1(2?), one can define an inner product in the following way: 
N N 
(t, ~)~-' (1)= E t(zi)s(zi)w(O (z) + E t' (z~)s'(zi)u (i)(~). (2.2) 
i=1  i= l  
The w(0(~) and u(~)(~) are some weight functions. It is natural to choose Vi, 1 < i < N, 
u (~) (~) = w (~) (~) as we shall do for simplicity. Moreover, we assume (as in the introduction) that 
both w(0(~) and u(i)(~) are of the form t]k - z~ll -~ for  some ~ c 2N. We require (2.1) to be the 
best local approximation i  the norm induced by (2.2) (which is the default norm henceforth) 
[If-LefI l~l), s=( f -L i f , f - L~f  ~(1)~ ,s --+min. (2.3) 
Some of the linear relations in the introduction still hold. For instance we can write linear system 
of equations which has to be satisfied (arises from (2.3)) 
~L~ ai(~?)(b(i),b0))(1) (f, b0))  (1) = , j = 1 , . . .  ,,~. (2 .4)  
i=1  
The scalar products are calculated according to (2.2). It is quite obvious that in some sense this 
method is capable of approximating and interpolating derivatives. Shepard's method serves as a 
corner stone in the MLS method because of its marvelous ability to interpolate. Here, Shepard's 
method seems to do only half of the job. Not only does it not interpolate derivatives, all of them 
vanish at data points. This is the motivation for seeking out the "other half". We shall see that 
the orthogonal component of the function b (2) = z, 6(~, z), with respect o 
b (a) 1 
has very interesting properties. Let us construct his orthogonal component explicitly 
(~(~', Z) ~ Z -- (Z, /0)~I) /0(Z) (1),2 
z - s4~)  
IIz - Sz (~) l l<~>,~ 
(2 .5)  
Obviously, Shepard's method has not changed via introducing the new scalar product, so it can be 
used unambiguously in the new vector space. 5(~, z) induces a new operator, T, in the following 
way: 
rf(g: ,  z) = (f, ~)~1)~(~,, Z)  (2.6) 
where f C C I(D). 
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LEMMA 2.1. Let k}i)(z) ---- lim~ .... Tf(~, z) where zi is one of the data points. Then, k~i)(zi) = 0 
and lim~-~z, a~_~(~, z) = f'(zi). 
PROOF. A simple calculation leads us to 
N N 
E (zj - Sz(~))f(zj)w(J)(k) + E f'(zj)u(J)(~) 
Tf(£,  z) = j= l  j= l  (z  - SZ(Z) ) .  
N N 
E (zj - Sz(2))~(,) (~) + E ~(J)(~) 
j= l  j= l  
As mentioned before, the weights w(i)(~) and u(0(~) have the form 112 - z~ll -~. Now let ~ + zy 
and we get by means of simple calculus k(J)(zj) = 0. In order to prove the second statement we 
just notice that 
N N 
E (zj -- Sz(k))f(zj)w(J)(~) + E f'(zJ)uO)(~) 
OT f ,~, z) j= l  j= l  
-~-Tz ~ = N N 
E (zj - Sz(~)):~(J)(~) + E ~(J)(~) 
j=l j=l 
Multiplying numerator and denominator by I1~ - zj II ~ and letting ~ --+ zj we get l ims~j  aTIa, " 
(~, z) = if@y). | 
T is actually, in some sense, the "second half" we were looking for (we shall discuss the 
derivative of Tf (z ,  z) at data points in the sequel). 
It was natural to include the constant function in the "basis" of the MLS method. Now, we 
have to assume that both the constant function and z are elements in the basis. We are ready 
to transform our original basis, {b(J)}}~l to a 2 dependent basis in the following way: 
1 
¢(1) (~ '4  - -  Z (~)  - -  1 ' H [I (1),~ 
¢(2) (2, ~) = a(~, z), 
3<_j<_n. 
(2.7) 
(2.8) 
(2.9) 
Equation (2.9) can be rewritten using (2.6) as ¢0)(~, z) = b0)(z) - Tb O) (~, z) - Sb(J)(~). The 
local approximation has thc following general form: 
L~f = dl(~)/3(~) + d2(~)5(2, z)+ k dJ(~)c(J)(2' z), 
j=3  
and orthonormality can be used in order to deduce the first two coefficients. We can easily get 
dl(2) = (f,/3)~ l) and also d2(~) = (f, 5)~ 1). That is to say, we have an elegant form of the local 
approximation and the resulting global Hermite MLS approximation which allows us to test many 
characteristics of the method 
n 
local approx. L~f(z) = Sf(~.) + Tf ( i ,  z) + E dj(2)¢(J)(5., z), (2.10) 
j=a 
n 
the method a f (z )  = Sf(z)  + Tf(z,  z) + ~ dj (z)¢(J)(z, z). (2.11) 
j=a 
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THEOREM 2.2. //:the weight functions are of the form w(i)(~) = u(i)(~) = [ l~-za l l  -~  with c~ E 2N 
the method introduced in (2.11) interpolates the data (values and derivatives). 
PROOF. It is trivial that all the 6(y) (~, z) are zero at the data points. So, we have interpolation 
of the values. Moreover, the derivative of ¢(J)(z, z) vanishes at data points. This is more difficult 
to show. We have already witnessed the "flat spot" phenomenon, which asserts daS-~z (zi) = 0. 
So, we just have to show that l im~ drf(~,z) • d  = f ' (z i ) .  We keep in mind Lemma 2.1 where we 
proved that lim~_.z~ ~zf  (~, z) = f ' (z i ) .  Consequently, we have to deal with a problem analogous 
to the one presented in Theorem 1.2. Many more algebraic manipulations have to be carried out 
here, and yet the result still holds. We have 
lira dTf (z , z )  = lira d (zj - Sz (z ) ) f ( z j )w( J ) ( z )  + f ' (z j )u( J ) (z)  
. . . . . . . .  '~ l  ~=1 . . . . . .  - ~ - -  (z-Sz(~)). 
(~j - s~(z))2~(J)(~) + E ~(J)(z) 
j:l 
We differentiate this term as a product. This way, we encounter the expression 
(zj - Sz (z ) ) f ( z j )w( J ) ( z )  + f f (z j )u( J ) (z)  
,4  
l i ra  (~ - S~(z ) )~ -~-  . . . . . .  -~ - -  
Of course, it tends to zero (because Shepard's method is interpolatory and the limit of the 
derivative remains finite because a E 2N). The second term is 
N N 
E (zj - Sz (z ) ) f ( z j )w( J ) ( z )+ E f ' (z J)u( J)(z)  
lim J=~ j=~ d . . . .  ~ N N dz [(~ - Sz(z))]"  
E (zj - Sz (z ) )~( J ) ( z )  + E ~(J)(~) 
j= l  j= l  
Clearly, lim . . . . .  ! [(z ~z, -sz(~))l = 1. So ,  
N N 
E (zj - Sz (z ) ) f ( z j )w( J ) ( z )  + E f ' (z j )u( J ) (z )  
lim ~-2-T f (z , z )= lim 
j=l j= l  
z~z~ dz " z~zl N N 
E (zj - S~(z))2~(J)(~) + E ~(J)(z) 
j= l  j= l  
We observe., as in Lemma 2.1, the desired result, limz--.~, ~Tf (z ,  z) = lims-.~, oj~@oz ~ , z) = 
f ' (z i ) .  | 
Obviously, this result is of great importance. The method defined by 
n 
Gf(z )  S f (z )  + Tf (z ,  z) + ~ dj (z)¢ (j) (z, z) 
j=3  
with the constraint I I f-Lefl l(1),s ~ min interpolates our data. Let us succinctly discuss 
smoothness i sues. Our basis is obtained from the "non-~ dependent basis" by a linear trans- 
formation (which appears to be expedient in order to deal with derivatives in the new vector 
space). Scalar products of the type (~b(J)(2, z), g)~l) for some g E C1(2)  have the same proper- 
ties as in Theorem 1.3. Hence, it is straightforward to deduce the following: suppose we have 
w(J)(z) = u(J)(z) = I I z -z j l l  -~ for some(~ > 1 andVi .  1 < i < n, b (i) C Cm(Z)). Then, both 
local approximation and the global interpolant belong to Cm(7)). 
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3. FURTHER GENERAL IZAT IONS 
We discuss in detail multivariate real functions and note other possible generalizations. Let 
f : ~ - -  R be a smooth function, where ~ C N '~ is a closure of some simply connected set. We are 
given the values of f on the set {~'j }N=I. In addition, some directional derivatives, corresponding 
to the directions {gj }M1, are given on the set {~'~}M=I (unlike the preceding section, here we do not 
assume derivatives and values are given at the same points). The appropriate finite-dimensional 
linear space is obvious. We furnish this linear space with the following inner product: 
N M 
(t,s)i- = ~-~t(~)s(%i)w (i) (z') + ~ (Vt (Z [ ) ,v~) (Vs(Z[ ) ,~}u (') (~), 
i=1  i=1 
(3.1) 
where <g, b') stands for the usual Euclidean inner product in R ' .  <Vt(~'i'), v~) and <Vs(#'/), ~> are 
actually the directional derivatives which constitute the data. The above expression for direc- 
tional derivatives holds in case t(#') and s (~ are differentiable functions (and not just smooth). 
Otherwise, we may just write the directional derivatives explicitly. The method is the same 
whether the sampled functions are differentiable or not. The only thing that affects the inter- 
polant is the way we formulate the constraint. In many cases, the data may contain gradients 
(in such a case, we calculate the projections on some orthonormal basis), hnplicitly, we assume 
our local approximation is differentiable. In the multidimensional case the overall approximation 
looks like 
n 
Gf(~ = Sf(z-') + Tf(5', ~ + E di(~¢g)(5", ~ ,  (3.2) 
i=3  
where the symbols S f, T f ,  and the minimization constraint are generalized in the evident way. 
At tile end of the day, we get 
Gf(Z~) = f(Z~), i <_ N, (3.3) 
and (in case everything is differentiable) 
(va f  (@'),gj} = (V f  (%;),gy}, j < M. (3.4) 
The proof is straightforward and may be carried out by slight modifications of the proof used in 
Theorem 2.2. It is possible to treat higher derivatives rigorously, and obtain simple inequalities 
that c~ has to satisfy. Thus, with an appropriate definition of the inner product an interpolation of 
the higher derivatives can be achieved. For the case of interpolation to data containing function 
values, first derivatives, and second derivatives, we have found that c~ = 2 is not enough, and 
c~ - 4 does the job. We conjecture that for interpolation of data up to kth-order derivatives, 
c~ - 2k is sufficient. 
4.  A B IVARIATE  EXAMPLE 
We demonstrate the performance of the Hermite-type MLS for interpolation function and first- 
order partial derivatives' data in N 2. The data points for function values and partial derivatives 
with respect to x and y are randomly chosen 51 points in [0,3] 2. Instead of presenting the 
approximation results for various test functions, we choose to present he 'basis functions' for the 
Hermite-type interpolation, as described below. In Figure 1 we display the graph of the Lagrange- 
type basis function obtained by applying the method to function and derivatives' values which are 
all zero, except at one data point where the function value is set to be 0.5. In Figure 2 we display 
an Hermite-type basis function generated with zero data values everywhere, except y-derivative 
equal to 0.5 at one data point. The distribution of the data points is displayed in Figure 3, and 
the special point with the nonzero data is marked with a + sign. The weight function chosen for 
the example is w (~) (~) = 1/(exp( l~-  z~ 12/0.05)- 1). It is clearly seen that the influence of a point 
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Figure 1. A Lagrange-type basis function. 
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Figure 3. The interpolation points. 
data is rapidly decaying. The shape of the 'basis functions' depends of course on the distribution 
of the data points, hence their asymmetry. They are as smooth as the weight function, and the 
roughness is only due to the plotting resolution. 
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