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Abstract-The problem of passive ranging is complex, yet important. This paper formulates it 
as a nonlinear least squares problem which is solved via the Newton-R.aphson technique. We use the 
FEED method for rapid prototyping and the automatic evaluation of partial derivatives. The paper 
presents two significant results. 
(1) The approach leads to rapidly convergent and accurate estimates of position for a variety of 
different noise models. 
(2) The use of FEED has led to a new and exact solution to the question of evaluating the effect 
of noise on parameter estimates without the need to perform Monte Carlo computational 
experiments. 
Nonlinear methods such as this require preliminary parameter estimates, for which we suggest 
associative memory neural networks. 
INTRODUCTION 
The problem of passive ranging is that of estimating the location of an emitter of radiation, such 
as a lighthouse, on the basis of angle-only sighting measurements. This problem has become 
more visible during the last few decades because of its importance in tactical scenarios and the 
attention paid to obtaining more accurate passive angular measurements. While this may seem 
to be a straight-forward problem to state, its solution has perplexed navigators and engineers for 
centuries [l]. The complexity of this problem is at least two-fold: 
(1) it is a problem of fitting noisy data to nonlinear equations; and 
(2) the noise in the data, the geometry, and the mathematics can conspire to lead the inquisitor 
to solutions that are far removed from the “true” locations. 
Passive ranging can be formulated as a problem of system identification in which there are un- 
known parameters in system dynamical equations and in their initial conditions which are to be 
estimated based on fitting of measurements to system models [2]. Methods used for the solution 
of passive ranging problems include approximation by linear algebraic equations, quasilineariza- 
tion [2], nonlinear filtering [3,4] and the extended Kalman filter [5]. The linear problem leads to 
poor and long convergence times. While nonlinear methods are more accurate, the main draw- 
back of the nonlinear methods (as well as the method discussed in this paper) is the need for 
preliminary estimates of position. However, recent advances in the application of artificial neural 
networks such as associative memory networks appear to remedy this situation (see below). 
This paper will treat passive ranging as a nonlinear least squares problem. The objectives of 
this paper are: 
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to obtain rapidly convergent and accurate location estimates based on noisy data through 
careful modeling and computing; 
to derive formulas for predicting the effect of noise in observations upon location estimates. 
The nonlinear least squares problem is solved by a Newton-Raphson technique. Since many 
complicated partial derivatives must be evaluated, we use the FEED method described in our 
book [6]. This provides us with a rapid prototyping capability, and we are able to investigate 
various noise models in rapid succession. Furthermore, the objectives of this paper are readily 
achieved. We have been investigating passive ranging problems for over a decade and we believe 
that the result of the second objective above is new. 
Prior to presenting the details of the paper, we comment that the Newton-Raphson method 
of solution also requires initial estimates of location to start; if these estimates are “poor,” 
convergence does not take place. If convergence occurs, then convence will be quadratic, as is 
well known. The question of where these preliminary estimates come from is taken up in another 
paper [7]. We have found that the training concept and linear associative memory technique [8,9] 
provide very satisfactory initial estimates. The nonlinear technique described herein, or one of 
the other nonlinear methods mentioned earlier, can be used to refine these estimates. 
FORMULATION OF PROBLEM 
Consider an observer on a platform (an aircraft or a ship) moving with constant speed 2) along 
the positive z-axis in the x-y plane, as shown in Figure 1. A target of observation is located 
at (a,p) and this location is unknown. The measurement at time t is the angle 8 between the 
line of sight to the target and the positive z-axis (shown in Figure 1); this angle is, from plane 
geometry, a function of a,P, and x: 
e = f(cu, p, z) = arctan J- 
[ 1 C-Y-X ’
where x is the x-coordinate of the observer at this time. The times of observation are t = 
1,2,..., N. We regard Equation (1) to be only approximately true because of measurement 
noise. 
Y Emitter Location 
Aircraft Path 
Figure 1. Geometry of passive ranging. 
If the noise can be assumed to consist of additive random variables whose distribution is zero- 
mean normal, it makes sense to impose the least squares condition, 
Minimize the sum of squares of deviations, S, (2) 
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where 
s=&%-fhA~t)12. (3) 
kl 
We shall later discuss other models of noise. Regard S as a function of cx and /3. The equations 
in (2) and (3) f orm a nonlinear least squares problem. 
METHOD OF SOLUTION 
The two necessary conditions for the solution are that the two partial derivatives of the sum S 
be zero: 
s, = 0, (4) 
sp =o. (5) 
Equations (4) and (5) form a system of two nonlinear algebraic equations in two unknowns (Q 
and p). 
The Newton-Raphson technique is applied, i.e., we expand the nonlinear functions on the left- 
hand sides of Equations (4) and (5) in a Taylor power series around the current estimates of a 
and ,B (denoted CYO and PO). Keeping only the linear terms, we have the equations for the new 
estimates 011 and pi: 
SC? + (QIl - %)&cy + (Pl - PO)&@ = 0, (6) 
s, + (a1 - ao&a + (PI - PobQ3 = 0. (7) 
The computational solution is obtained by beginning with the initial estimates of a and p and 
obtaining successive approximations of the unknown parameters. 
FEED METHOD FOR 
AUTOMATIC EVALUATION OF DERIVATIVES 
The partial derivatives required in Equations (6) and (7) can readily be obtained using the 
FEED (Fast and Efficient Evaluation of Derivatives) method which is described in [6] or using 
commercially available symbolic differentiators and then evaluating the expressions obtained. 
We prefer to use FEED because it requires no purchasing of software, it has freed our minds 
to consider various classes of nonlinear problems, and FEED makes it easy to revise our system 
models. 
COMPUTATIONAL RESULTS 
We present results obtained for a scenario in which the true position of the emitter is at 
(a, ,B) = (12.5,21.7). The unit of distance is the kilometer, the unit of time the second, and the 
observer’s speed is 0.25 km/see. The data rate is one observation per second. The initial range 
is thus 25 km and true initial angle is 60 degrees. Noisy angular observations are produced by 
simulation; these observations have additive Gaussian random noise whose standard deviation is 
0.1 degree. 
Figure 2 shows a plot of the standard deviations in the estimates of cx and ,B (lower and 
upper curves, respectively), obtained as the solution of the nonlinear least squares problem, as 
the observation time is increased from 12 seconds to 50 seconds. Observe the lowering of the 
estimate errors as more observations are processed. 
In Figure 3 are shown 
(1) a sketch of the estimated location when there is a constant bias in the measurements, and 
(2) a plot of the estimated x coordinate of the emitter (i.e., the parameter cy) when the bias 
noise varies from one to ten degrees. 
The estimate deviates from the true value as the bias is increased. 
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Figure 2. Estimate errors as a function of observation period. 
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Figure 3. Location estimate as a function of unmodeled constant bias. 
Table 1. Simultaneous estimation of location and constant bias 
Y 
(ded (r4 
1 .01745 
2 .03491 
3 .05236 
4 .06981 
5 .08727 
6 .10472 
7 .12217 
8 .13963 
9 .15708 
10 .17453 
12.500 
12.503 
12.502 
12.500 
21.699 .01747 
21.699 .03503 
21.700 .05245 
21.700 .06982 
21.700 .08720 
21.700 .10464 
21.700 .12215 
21.700 .13968 
21.700 .15698 
21.700 .17450 
2.500 
.2.498 
12.500 
12.501 
12.498 
12.499 
1 
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The model of the noise was then modified to incorporate an unknown additive bias in addition 
to the random noise of 0.1 degree standard deviation. In Table 1 are given the results summarizing 
a series of two Monte Carlo trials per case, as the true but unknown bias varies from one to ten 
degrees. The observation period is 90 seconds. Through the modeling of the bias in the noisy 
measurements, it is possible to very accurately determine the coordinates of the emitter as well 
as the bias, itself. 
In other scenarios of interest, the noise in the angular observations is sinusoidally varying 
with unknown amplitude, frequency, and initial phase. This type of noise model has also been 
investigated with equally good results, even though the number of unknown parameters increased 
to five. 
SENSITIVITY ANALYSIS FOR PARAMETER ESTIMATES 
It is important to be able to estimate how errors in the observations can affect the estimates of 
the location parameters. Let us describe how the variances and root mean squares (RMS) errors 
in the estimates of CY and p can be determined based on certain simple statistical assumptions. 
The formulas obtained in the following analysis were evaluated through the use of the FEED 
computer method and very interesting numerical results were obtained (see Figure 4)-without 
the need for Monte Carlo simulations. 
20 40 60 60 100 i20 140 160 160 200 
Time(Seconds) 
Figure 4. Logarithms of RMS estimate errors as functions of time. 
Turn now to the determination of the variances in the estimates of (Y and p based on certain 
simple statistical assumptions concerning the variances in the observed angles, 8i,Bz, . . . , 0~. 
For (Y and p that minimize the sum S in Equation (3) we have 
&(%P;~l,...,~,)=o, (8) 
s,(a,p;el ,..., e,) =o. (9) 
These equations implicity define the minimizing values of (Y and p as functions of the observations, 
We wish to determine the sensitivities of the estimates to small changes in the ith measurement, 
i.e., $&, g. These sensitivity coefficients are the partial derivatives of (Y and P with respect to 
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each of the Oi, i = 1,2,. . . , IV. Keeping Equations (10) and (11) in mind, we differentiate the 
equations in (8) and (9) with respect to 8i to obtain the relations 
(12) 
(13) 
which form a set of two linear algebraic equations for the desired partial derivatives of cy and ,0 
with respect to Bi. The coefficients, S,,, Sap, So,, and 5’00, require the evaluation of the second 
partial derivatives of S. These evaluations will be done automatically using the FEED procedure. 
Also we observe that 
Se%=Z{Bi-arctan[--&]}, 
d P SO,~ = -2 - arctan - . 
da [ 1 c-x-xi 
This is fortunate, for in the course of automatically calculating S and its derivatives with respect 
to a! and /3, the right hand side of Equation (15) is evaluated. The other needed partial derivative, 
a P Se,p = -2 - arctan - 
ap [ 1 (u-xi ’ (16) 
is also evaluated automatically. Then a linear equation solver is called to get the desired sensitivity 
coefficients in Equations (12) and (13). 
Once the sensitivity coefficients are computed, we are in a position to use the approximate 
relations 
where d Bi is the (random) increment in the measured value of the bearing angle at the ith 
observation, and Aa: and Ap are the resulting shifts in the estimates of the object’s position due 
to these measurement errors. 
If the expected values, 
E(d8,) = 0, i=1,2 ,..., N, (19) 
then 
E (Aa) = E (A@) = 0, (20) 
so that the estimates in Equations (10) and (11) are unbiased. If, in addition, 
(21) 
then the estimate error variances are 
E ((Aa)“) = g2 5 ($$2 
i=l 
(22) 
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and 
E((W2) = g2 $ @j2. 
Equations (22) and (23) are important for they show how variances of the measurements lead 
to variances in the estimates. Sums of squares of the sensitivity coefficients are the important 
quantities, and we have shown how they are to be computed (Equations (12) and (13)). 
The right hand sides of Equations (22) and (23) were evaluated and compared against the 
results of previous Monte Carlo experiments. They were in complete agreement. Since these 
numerical values varied greatly, the natural logarithms of each were computed and printed, and 
graphical plots made (Figure 4) against the period of observations as the independent variable 
from 10 to 200 seconds. The units of the argument of the logarithm are kilometers per radian. For 
use in a particular scenario, these curves are to be scaled by the RMS of the angular measurements 
in radians. 
These curves display a striking feature. There is a decrease in the estimate error as more 
observations are obtained, as shown earlier in Figure 2. This is followed by a steep drop at time 
equal to 60 seconds. In this scenario, this occurs when the observer’s line of sight is exactly 90 
degrees. This is in agreement with common sense. However, this appears to be the first time that 
such a result has been analytically derived and computationally evaluated. This demonstrates 
that such lower bounds can be obtained, under certain statistical assumptions, using the ability to 
automatically evaluate partial derivatives. We used FEED, but other calculus methods could also 
be used. One should not, however, use finite differences as they are too crude in approximating 
partial derivatives. It is possible to extend these results by using the technique of [lo]. 
DISCUSSION 
This paper has demonstrated the utility of nonlinear modeling of the passive ranging problem. 
There are distinct benefits in accuracy and shortened times of required observation. Nonlinear 
analysis such as this is made practical through the use of computer aided techniques such as 
FEED for the evaluation of partial derivatives. The access to FEED had enabled us to perform 
“rapid prototyping” as we changed our noise models (and can obviously be used when there are 
navigational errors), which has resulted in more accurate estimation. 
The ability to routinely evaluate partial derivatives has led to new analytical and computational 
results for predicting the effects of noise in observations upon parameter estimates. 
It should now be possible to make large strides in solving passive ranging problems. In other 
papers such as [7,11] we discuss how initial estimates of unknown parameters can be obtained 
through the use of artificial neural networks. The combination of mathematical analysis with neu- 
ral network computing can lead to practical implementation of estimation software in embedded 
processing systems. 
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