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ON CONNECTED COMPONENTS OF SOME GLOBALLY
SEMI-ANALYTIC SETS
ABDELHAFED ELKHADIRI
Abstract. We isolate a class, say A, of global real analytic functions
such that, each global semi-analytic set defined by A has only finitely
many connected components and each component is also a global semi-
analytic set defined by A.
1. Introduction
A subset of Rn is called semi-algebraic if it can be represented as a
(finite ) boolean combination of sets of the form {x ∈ Rn | P (x) = 0},
{x ∈ Rn | Q(x) 6= 0}, where P (x) andQ(x) are n variables polynomials with
real coefficients. A fundamental result of Tarski-Seidenberg says that the
projection of a semi-algebraic set is a semi-algebraic set. This result is known
to logicians as quantifiers elimination for the ordered ring structure on R,
say R. Immediate consequence are the facts that the closure, interior and
boundary of a semi-algebraic set are semi-algebraic. The result of Tarski-
Seidenberg is also the basis for many inductive arguments in semi-algebraic
geometry where a desired property of a given semi-algebraic set is inferred
from the same property of projection of the set into lower dimension. See
for example [6] and [2] for triangulation of bounded semi-algebraic sets.
An other important property of semi-algebraic sets is that they have only
a finite number of connected components, and each of them is also semi-
algebraic. This follows from Collins [3], in which a new decision method
for the reals is constructed, much more time efficient than Tarski’s. Here
we are interested in Collins’ key geometric idea, which he calls ” cylindric
decomposition”. This idea is used by Bierston and Milman [1] to establish
some results of Lojasiewicz [9] on the germs of semi-analytic sets.
Let R be an arbitrary but fixed o-minimal expansion of the ordered field
R. For more details about o-minimal structures over the field of reals, we
refer the reader to [4]. Consider Ω ⊂ Rn an open definable set. In this paper
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we isolate a subalgebra, say A(Ω), of the algebra of real analytic definable
functions on Ω, and we define our global semi-analytic sets as follow: a set
A ⊂ Ω is called A- semi analytic set if there exists a finite number of open
definable sets Ωj ⊂ Ω, 1 ≤ j ≤ s, such that:
(1) Ω =
⊔s
j=1Ωj
(2) A ∩ Ωj is a finite union of sets of the form:
{x ∈ Ω/ ϕ0(x) = 0, ϕ1(x) > 0, . . . , ϕk > 0},
with ϕ0, ϕ1, . . . , ϕk ∈ A(Ωj).
The main result of this paper is a semi-global Weierstrass Preparation
Theorem in such algebra A(Ω), see corollary 5.6. As an application, we
prove that every A- semi analytic set has a finite number of connected
components, and each of them is also A- semi analytic.
2. Topological Noetherianity
R = (R, <,+, .,−, 0, 1, . . .) will, in this paper, denote an arbitrary, but
fixed, o-minimal expansion of the ordered field R. Definable means definable
in R with parameters from R. Let Ω ⊂ Rn be an open set, we denote by
H(Ω) the algebra of real analytic functions on Ω. If Ω is definable, we
denote by O(Ω) ⊂ H(Ω) the set of all f ∈ H(Ω) definable. Clearly, O(Ω)
is an R-subalgebra closed under derivative and R[x1, . . . , xn]|Ω ⊂ O(Ω),
where R[x1, . . . , xn] is the ring of polynomials. If SMO(Ω) is the maximal
spectrum of O(Ω), we have then an injection
Ω→ SMO(Ω),
every x ∈ Ω is identified with the maximal ideal:
mx = {f ∈ O(Ω) / f(x) = 0}.
We denote by Ω(O) the topological space Ω with the induced topology of
SMO(Ω).
Lemma 2.1. Let Ω ⊂ R be an open definable set, then the ring O(Ω) is
Noetherian.
Proof. Since Ω is a finite union of open disjoint intervals: Ω1, . . . ,Ωq, we
have O(Ω) = O(Ω1)⊕ . . .⊕O(Ωq).We can then suppose, for the proof, that
Ω is an open interval. Let F ∈ O(Ω)−{0}, since the number of real zeros of
F in Ω is finite, there exists a polynomial QF ∈ R[X ] such that F = QFΨF ,
where ΨF ∈ H(Ω) and ΨF (x) 6= 0, ∀x ∈ Ω. It is clear that ΨF ∈ O(Ω).
Now let I ⊂ O(Ω) be an ideal, we consider the ideal J ⊂ R[x1, . . . , xn]
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generated by all QF , F ∈ I. Let {QF1, . . . , QFs} be a system of generators
of the ideal J . It is clear that the system {F1, . . . , Fs} generates the ideal I.
Remark 2.2. If Ω = R, the algebra R[x, sin x, cos x] is Noetherian, but
the functions R ∋ x → sin x and R ∋ x → cos x are not definable in any
o-minimal structure.
Let Ω ⊂ Rn be an open set, if I ⊂ H(Ω) is an a ideal, we put:
V (I) = {x ∈ Ω /f(x) = 0, ∀f ∈ I}.
If I is generated by one element h ∈ H(Ω), we write V (h) instead of
V ((h)H(Ω)). Finely, we denote by RegV (h) the set of regular points of
V (h) i.e. the set of all x ∈ V (h) such that V (h) is an embedded submani-
fold in a neighborhood of x.
We consider the following property for the structure R.
2.1. For all f ∈ O(Ω), RegV (f) is definable in R.
We recall that if the structure R has the analytic cell decomposition, see [5],
then R satisfies the property 2.1. We can find examples of such structures
in [10]. We note that not every 0-minimal structure has analytic cell de-
composition see [7]. However, most known 0-minimal expansions of the real
numbers admit analytic cell decomposition. Both R = (R, <,+, .,−, 0, 1)
and (R, exp), where x → exp x is the global exponential function, admit
analytic cell decomposition. More generally the Pfaffian closure of an o-
minimal structure preserves analytic cell decomposition.
Remark 2.3. In the case where the structure R = R = (R, <,+, .,−, 0, 1),
if Ω ⊂ Rn is an open definable set, then Ω is semi-algebraic. In this set-
ting O(Ω) is the algebra of Nash functions, we know by [11] that O(Ω) is
Noetherian.
Problem 2.4. Let Ω ⊂ Rn, n > 1, be an open definable set, we suppose that
the structure satisfies the property 2.1. Is the algebra O(Ω) is Noetherian?
The following theorem is the topological version of Noetherianity of
O(Ω).
Theorem 2.5. Suppose that the structure R satisfies the property 2.1, then
the topological space Ω(O) is a Noetherian space, in order words, any de-
creasing sequence of closed sets of Ω(O) stabilizes.
Proof. Let F ⊂ Ω(O) be a closed set. There exists I ⊂ O(Ω) an ideal
such that F = V (I) := {x ∈ Ω / f(x) = 0, ∀f ∈ I}. First, we will show that
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V (I) can be defined by one equation, i.e. there is h ∈ I such that
V (I) = V (h) := {x ∈ Ω / h(x) = 0}.
Let g ∈ I−{0}, we have V (I) ⊂ V (g). Since RegV (g) is definable, we know
that RegV (g) has a finite number of connected components: Γ1, . . . ,Γs. We
put
µ1 = max{dimΓj /Γj * V (I)}.
If Γ1, . . . ,Γν are the connected components of RegV (g) such that
dimΓl = µ1, Γl * V (I), l = 1, . . . , ν,
for each l = 1, . . . , ν, there exists hl ∈ I such that hl|Γl 6= 0. We put
h =
∑ν
l=1 h
2
l ∈ I. We have
V (I) ⊂ V (ψ)  V (g),
where ψ = h2 + g2.
If we put
µ2 = max{dimΓk /Γk connected component ofRegψ, Γk * V (I)},
we have µ2 < µ1.
By continuing this processus with ψ and so on, we see then, there is ϕ ∈ I
such that V (I) = V (ϕ).
Now let (Fj)j∈J be a decreasing sequence of closed sets of the topological
space Ω(O). For each j ∈ J , there exists ϕj ∈ O(Ω) such that Fj = V (ϕj).
For each V (ϕj) we associate a n+1-tuple νj = (νj,n, νj,n−1, . . . , νj,0) ∈ Nn+1,
where νj,k is the number of connected components of RegV (ϕj) of dimension
k. If we consider the lexicographic order on Nn+1, we have νj < νi if V (ϕj) $
V (ϕi). Hence the sequence (Fj)j∈J stabilizes.
Proposition 2.6. With the same hypothesis as theorem 2.5, the mapping
Ω→ SMO(Ω) is a bijection.
Proof. Let m ∈ SMO(Ω) and suppose that for each x ∈ Ω, m * mx. If
f ∈ m, there is x1 ∈ Ω such that f(x1) = 0 ( if not f will be invertible in
O(Ω)). Since m * mx1, there exists g ∈ m with g(x1) 6= 0. We have then
V (h) $ V (f), where h = f 2 + g2. We remark that V (h) 6= ∅, since h ∈ m.
We pick x2 ∈ V (h) and by using again m * mx2, there exits k ∈ m with
k(x2) 6= 0. By continuing this processus, we construct an infinite decreasing
sequence of closed sets of Ω(O), which is a contradiction. Hence there exists
x ∈ Ω such that m ⊂ mx i.e. m = mx.
In all the following, R is an o-minimal expansion of the field of real numbers
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satisfying the property 2.1. We define a subalgebra,A(Ω) ⊂ O(Ω) say, which
will be used to define our family of global semi-analytic sets.
2.2. C-definable functions. We begin by some notations and conventions.
We identify C with R2, and view subsets of Cn as subsets of R2n. Under
this identification, functions from Cn into C become maps from R2n into
R2. The following facts will be constantly used without further mention. If
Ω ⊂ Rn is an open set and if f ∈ H(Ω), there exist an open set Ω˜ ⊂ Cn
and f˜ a holomorphic function on Ω˜, such that Ω˜∩Rn = Ω and f˜|Ω = f . We
denote by Ref˜ and Imf˜ the real and imaginary part of f˜ respectively.
Definition 2.7. Let Ω ⊂ Rn be an open definable set, and a function
f ∈ O(Ω). We call f C-definable, if the holomorphic function f˜ is definable
i.e. Ref˜ and Imf˜ are definable.
Remark 2.8. We note that, not every definable function is C-definable,
for example, if R = (R, exp), the function x → exp x is definable but
Ref˜(x) = cos x and Imf˜(x) = sin x are not definable.
We denote by A(Ω) ⊂ O(Ω) the subalgebra of C-definable functions.
clearly A(Ω) is closed under derivative and R[x1, . . . , xn]|Ω ⊂ A(Ω).
3. Generic Division
We denote by z = (z1, . . . , zn) and v = (v1, . . . , vp) the coordinates of Cn
and Cp respectively. We put z′ = (z1, . . . , zn−1), zj = xj + iyj , 1 ≤ j ≤ n,
vj = tj + iτj , 1 ≤ j ≤ p, with i
2 = −1.
If n′, p′ ∈ N, n′ ≤ n, p′ ≤ p, we denote by π(n×p,n′×p′) : Cn×Cp → Cn
′
×Cp
′
the projection defined by π(n×p,n′×p′)(z1, . . . , zn, v1, . . . , vp) = (z1, . . . , zn′ , v1, . . . , vp′).
We consider the mapping σ : Cp → Cp defined by σ(v) = (−σ1(v), . . . , (−1)pσp(v)),
where σl is the l-th elementary symmetric function of the variables (v1, . . . , vp),
1 ≤ l ≤ p.
For each permutation α of the set {1, . . . , p}, we associate a C-linear iso-
morphism πα : Cn × Cp → Cn × Cp as follow:
πα(z, v1, . . . , vp) = (z, vα(1), . . . , vα(p)).
A set Λ ⊂ Cn × Cp is called symmetric, if πα(Λ) = Λ. Let Λ ⊂ Cn × Cp be
a symmetric set. A fonction F : Λ ⊂ Cn × Cp → C is called symmetric, if
F ◦ πα = F .
For each v = (v1, . . . , vn) ∈ Cp, P (v, zn) = zpn +
∑p
j=1 vjz
p−j
n is called a
generic polynomial in zn of degree p. We put |v| = max
p
j=1|vj|.
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Lemma 3.1. [2] Let ξ be a root of the polynomial P (v, zn) = z
p
n+
∑p
j=1 vjz
p−j
n ,
then |ξ| ≤ 2maxpj=1|vj |
1
j .
Let Ω ⊂ Rn be an open definable set and g ∈ A(Ω), there exist an open
definable Ω˜ ⊂ Cn and a definable holomorphic function g˜ on Ω˜ such that
g˜|Ω = g and Ω˜ ∩ Rn = Ω. We consider:
W˜ := {(z′, zn, v) ∈ Ω˜× Cp/ ∀ξ a root ofP (v, zn), (z′, ξ) ∈ Ω˜}.
Lemma 3.2. The set W˜ is open, definable and π(n×p,n×0)(W˜ ) = Ω˜.
Proof. It is clear that W˜ is definable.
If (z′, zn) ∈ Ω˜ then (z
′, zn, σ(zn, . . . , zn)) ∈ W˜ , hence Ω˜ ⊂ π(n×p,n×0)(W˜ ),
the other inclusion is trivial. Let us prove that W˜ is open.
Let (z′, zn, v) ∈ W˜ , since (z
′, zn) ∈ Ω˜, there exists r1 > 0, such that the ball:
(3.1) {(y′, yn) ∈ Cn / |z′ − y′| < r1, |zn − yn| < r1} ⊂ Ω˜.
- If v = 0, we have then (z′, 0) ∈ Ω˜, there exists r2 > 0, such that the ball:
(3.2) {(y′, yn) ∈ Cn / |z′ − y′| < r2, |yn| < r2} ⊂ Ω˜.
We put r = inf{r1, r2}, let ρ > 0, ρ < (
r
2
)p, and consider the ball:
B(z′,zn,0) := {(y
′, yn, u) ∈ Cn × Cp / |z′ − y′| < r, |yn − zn| < r, | u |< ρ}.
We have B(z′,zn,0) ⊂ W˜ . Indeed, if (y
′, yn, u) ∈ B(z′,zn,0), we have (y
′, yn) ∈ Ω˜
by 3.1.
Let η be a root of the polynomial P (u, zn) := z
p
n +
∑p
j=1 ujz
p−j
n , where
u = (u1, . . . , up). By lemma 3.1, we have | η |≤ 2max
p
j=1|uj|
1
j . But, we have
|uj| ≤ |u| ≤ (ρ
1
p )j , hence | η |≤ 2ρ
1
p < r, which proves (y′, η) ∈ Ω˜ by 3.2
and then (y′, yn, u) ∈ W˜ .
- If v 6= 0, we denote by ξ1, . . . , ξp the roots of the polynomial P (v, zn) :=
zpn +
∑p
j=1 vjz
p−j
n , where v = (v1, . . . , vp). Since (z
′, zn, v) ∈ W˜ , for each
j = 1, . . . , p there exists ρj > 0 such that:
(3.3) {(y′, yn) ∈ Cn / | y′ − z′ |< ρj , | zn − ξj |< ρj} ⊂ Ω˜.
We put r = min{r1, ρ1, . . . , ρp}, where r1 is the real in 3.1, and ρ =
maxpj=1lj, where lj = (2 | v |)
1
j .
Let ǫ > such that 2ρǫ < r and ∀j = 1, . . . , p, ρjǫp ≤| v |. We consider the
ball;
B(z′,zn,v) := {(y
′, yn, u) ∈ Cn×Cp / |z′−y′| < r, |yn−zn| < r, | uj−vj |< ρjǫp, j = 1 . . . , p}.
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We have B(z′,zn,v) ⊂ W˜ . Indeed, if (y
′, yn, u) ∈ B(z′,zn,v), we see that (y
′, yn) ∈
Ω˜ by 3.1.
Let η be a root of the polynomial P (u, zn), where u = (u1, . . . , up), we have
p∏
j=1
(η − ξj) = η
p +
p∑
j=1
vjη
p−j.
Since ηp +
∑p
j=1 ujη
p−j = 0, we have
p∏
j=1
(η − ξj) =
p∑
j=1
(vj − uj)η
p−j,
hence
p∏
j=1
|(η − ξj)| ≤
p∑
j=1
| vj − uj || η |
p−j .
By lemma 3.1,| η |≤ 2maxpj=1 | uj |, since | uj |≤| uj − vj | + | vj |, we
deduce that | η |< 2ρ. Hence:
p∏
j=1
|(η − ξj)| < 2
pǫpρp.
There exists ξk such that | ξk−η |< 2ρǫ < r, hence (y
′, η) ∈ Ω˜ by 3.3, which
proves the inclusion.
Remark 3.3. Let ψ : Ω˜×Cp → Ω˜×Cp be the mapping defined by ψ(z, v) =
(z, σ(v)). Clearly, ψ is surjective and generically a submersion.
We put U˜ = ψ−1(W˜ ) ⊂ Cn × Cp, we see that U˜ is open, symmetric and
ψ(U˜) = W˜ . We note also that for each (z′, zn, v1, . . . , vp) ∈ U˜ we have
(z′, vj) ∈ Ω˜, 1 ≤ j ≤ p.
In the following, we keep the notations and definitions above.
4. Division with generic polynomial
Theorem 4.1. Let P (v, zn) be a generic polynomial in zn of degree p. If
g ∈ A(Ω), then there exist an open definable set W ⊂ Ω × Rp, q ∈ A(W )
and hj ∈ A(π(n×p,n−1×p)(W )), 1 ≤ j ≤ p, such that, for each (x, t) ∈ W ,
g(x) = q(x, t)P (t, xn) +
p∑
j=1
hj(x
′, t)xp−jn .
Proof. There is an open set Ω˜ ⊂ Cn and g˜ a holomorphic function on Ω˜,
such that, Ω˜ ∩ Rn = Ω and g˜|Ω = g. If (z′, zn, v1, . . . , vp) ∈ U˜ , we have:
g˜(z)− g˜(z′, v1) = (zn − v1)g˜1(z, v),
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with g˜1 is a definable holomorphic function on U˜ . By repeating this process
with g˜1, we have:
g˜1(z, v)− g˜1(z
′, v2, v) = (zn − v2)g˜2(z, v),
with g˜2 is again a definable holomorphic function on U˜ . At the end, we get:
g˜(z) = q˜(z, v)(zn − v1) . . . (zn − vp) +
p∑
j=1
h˜j(z
′, v)zp−jn ,
with q˜ definable and holomorphic on U˜ , and h˜j, 1 ≤ j ≤ p, definable
and holomorphic on π(n×p,n−1×p)(U˜). The functions q˜ and h˜j , 1 ≤ j ≤ p
are symmetric by construction. According to holomorphic Newton’s the-
orem [ [12], IX, 6.5], there are holomorphic functions Q˜ on W˜ and H˜j on
π(n×p,n−1×p)(W˜ ), 1 ≤ j ≤ p, such that q˜ = Q˜◦ψ and h˜j = H˜j ◦ψ, 1 ≤ j ≤ p.
Since ψ is surjective, these functions are definable. Since P ◦ ψ(z, v) =
(zn − v1) . . . (zn − vp) and g˜ ◦ ψ(z, v) = g˜(z), we see that
g˜(z) = Q˜(z, v)P (v, zn) +
p∑
j=1
H˜j(z
′, v)zp−jn ,
since ψ is generically a submersion. By restriction the above relation to
W := W˜ ∩ Ω× Rp and taking the real parts, we get
g(x) = ReQ˜(x, t)P (t, xn)
p∑
j=1
ReH˜j(x
′, t)xp−jn , ∀(x, t) ∈ W,
which proves the theorem by putting q(x, t) = ReQ˜(x, t) and hj(x
′, t) =
ReH˜j(x
′, t), 1 ≤ j ≤ p.
5. Semi-Global Weierstrass Division Theorem
As we have seen for the algebra O(Ω), we consider the open set Ω
equipped with the topology induced by SMA(Ω). This topological space
will be denoted by Ω(A). It is clear that Ω(A) is Noetherian, i.e. every
decreasing sequence of closed sets stabilizes. If A ⊂ Ω, we set:
I(A) = {f ∈ A(Ω)/ f(x) = 0, ∀x ∈ A}.
It is clear that I(A) is an ideal. Let Z ⊂ Ω(A) be a closed irreducible set,
then I(Z) is a prime ideal. We put Λ = A(Ω)
I(Z)
, Λ is a domain. We denote
by Λ[[x1, . . . , xn]] the ring of formal series in the variables x1, . . . , xn with
coefficients in Λ.
Each f ∈ Λ[[x1, . . . , xn]] can be written as f =
∑∞
n=0 fn where fn ∈
Λ[x1, . . . , xn] is a homogenous polynomial of degree n. We denote by ω(f)
the smallest integer n ∈ N, such that fn 6= 0 and we call fω(f) the initial
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form of f . A formal series f ∈ Λ[[x1, . . . , xn]] is called regular of order p with
respect to xn, if f(0, . . . , 0, xn) = δx
p
n + . . . . . . , with δ 6= 0 in Λ =
A(Ω)
I(Z)
.
Lemma 5.1. Let g1, . . . , gr ∈ Λ[[x1, . . . , xn]]−{0}, and put pj = ω(gj), 1 ≤
j ≤ r. Then there exists a linear isomorphism σ : Rn → Rn such that gj ◦ σ
is regular of order pj with respect to xn, for each j = 1, . . . r.
Proof. Let P ∈ Λ[x1, . . . , xn] be the product of the initial forms of
g1, . . . , gr. P is a homogenous polynomial and P 6= 0, hence there exists
(ν1, ν2, . . . , νn−1, 1) ∈ Zn such that P (ν1, ν2, . . . , νn−1, 1) 6= 0. We consider
the linear isomorphism
σ(x1, . . . , xn) = (x1 + ν1xn, x2 + ν1xn, . . . , xn−1 + νn−1xn, xn).
It is clear that each gj ◦ σ is regular of order pj with respect to xn, which
proves the lemma.
5.1. Semi-Global Weierstrass Preparation Theorem. If h ∈ A(Ω) we
denote by h its image by the canonical surjection A(Ω) → Λ = A(Ω)
I(Z)
. We
consider the morphism:
A(Ω)→ Λ[[x1, . . . , xn]],
defined by
g →
∑
ω∈Nn
Dωg
ω!
xω,
where ω = (ω1, . . . , ωn), D
ωg = ∂
|ω|
∂x
ω1
1
...∂x
ωn
n
g, xω = xω11 . . . x
ωn
n , and ω! =
ω1! . . . ωn!.
Let Ω ⊂ Rn be a connected open definable set, and g ∈ A(Ω)−{0}. We
consider Z ⊂ Ω(A) a closed irreducible set. Put p ∈ N the degree of the
initial form of the series
∑
ω∈Nn
Dωg
ω!
xω. By lemma 4.1, after a linear change
of coordinates, with coefficients in Z, we can assume that D(0,...,0,ν)g ∈
I(Z), 1 ≤ ν < p and δ := D(0,...,0,p)g /∈ I(Z). For each a ∈ Z − V (δ),
the germ of g at a is regular of order p with respect to xn, i.e. g(a) =
∂
∂xn
g(a) = . . . = ∂
p−1
∂x
p−1
n
g(a) = 0 and ∂
p
∂x
p
n
g(a) 6= 0.
There exists an open definable set U ⊂ Ω, such that Z − V (δ) ⊂ U and
δ(x) 6= 0, ∀x ∈ U . By theorem 3.1 , there exists an open definable set
W ⊂ U × Rp with π(n×p,n×0)(W ) = U , such that:
g(x) = q(x, t)P (t, xn)
p∑
j=1
hj(x
′, t)xp−jn , ∀(x, t) ∈ W, (∗)
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where q ∈ A(W ), hj ∈ A(π(n×p,n−1×p)(W )), 1 ≤ j ≤ p.
We consider the application ϕ : W ⊂ U × Rp → Rn × Rp, defined by
ϕ(x, t) = (x, h1(x
′, t), . . . , hp(x
′, t)).
we put
Y := {(a′, an, σ(an, . . . , an)) ∈ Rn × Rp/ (a′, an) ∈ Z − V (δ)},
by the construction of W , we have Y ⊂W .
Remark 5.2. Since g is regular of order p with respect to xn at any point
of Y , we deduce from (∗) that ∀(a, b) ∈ Y, q(a, b) 6= 0 and hj(a
′, b) = 0, 1 ≤
j ≤ p. We have then ϕ(Y ) = Z − V (δ)× {0}.
Lemma 5.3. The mapping ϕ is a local diffeomorphism at every point of Y .
In addition, there exists an open neighborhood of Y , W ′ ⊂ W , such that the
restriction of ϕ to W ′ is injective.
Proof. By shrinking the open set W , we can assume that ∀(x, y) ∈ W ,
q(x, y) 6= 0. We note that
∂hl
∂tj
(a′, b) = −δljq(a, b), j, l = 1, . . . , p, (a
′, an, b) ∈ Y,
where δlj is the Kronecker symbol, hence the determinant of the matrix
[∂hl
∂tj
(a′, b)]j,l=1,...,p is exactly (−1)
p(q(a, b))p, we deduce the first assertion of
the lemma.
To prove the second assertion, we consider the application θ : W ⊂ U ×
Rn → Rn × Rp defined by
θ(x′, xn, t) = (x
′, xn, t1 + σ1(xn, . . . , xn), . . . , tp + (−1)
p−1σp(xn, . . . , xn)).
It is clear that θ(Y ) = Z − V (δ)× {0} and θ is a global diffeomorphism of
W onto its image θ(W ) = W1. We consider its inverse θ
−1 : W1 → W , and
we put ϕ1 = ϕ ◦ θ
−1. We note that, for all a ∈ Z − V (δ), ϕ1(a, 0) = (a, 0)
and π(n×p,n×0) ◦ϕ1 = π(n×p,n×0). It is clear that to show the second assertion
of the lemma, it suffices to show that there exists W ′1 ⊂W1 an open neigh-
borhood of Z − V (δ)× {0} such that ϕ1|W ′
1
is injective.
For each a ∈ Z−V (δ) there exists a ball B((a, 0), ra) ⊂W1, such that the re-
striction of ϕ1 toB((a, 0), ra) is injective. We setW
′
1 =
⋃
a∈Z−V (δ)B((a, 0), ra),
then the restriction of ϕ1 to W
′
1 is injective. Indeed, if (x, y), (x
′, y′) ∈ W ′1
are such that ϕ1(x, y) = ϕ1(x
′, y′), then x = x′. Secondly there exist
a, b ∈ Z − V (δ) such that (x, y) ∈ B((a, 0), ra) and (x, y
′) ∈ B((b, 0), rb). If
ra ≤ rb, then (x, y) ∈ B((b, 0), rb) and since the restriction of ϕ1 to the ball
B((b, 0), rb) is injective, we deduce the result.
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We putW ′1 := ϕ(W
′). The mapping ψ : π(n×p,n−1×p)(W
′)→ π(n×p,n−1×p)(W
′
1)
defined by
ψ(x′, t) = (x′, h1(x
′, t), . . . , hp(x
′, t))
is a global diffeomorphism with components in A(π(n×p,n−1×p)(W
′)). We set
γ = ψ−1, we see then γ = (x′, γ1, . . . , γp), with γj ∈ A(π(n×p,n−1×p)(W
′
1)), 1 ≤
j ≤ p.
For each (x′, 0) ∈ π(n×p,n−1×p)(W
′
1), we put γj(x
′, 0) = ψj(x
′), 1 ≤ j ≤ p, and
ψ(x′) = (ψ1(x
′), . . . , ψp(x
′)).We see that ∀(x′, 0) ∈ π(n×p,n−1×p)(W
′
1), hj(x
′, ψ(x′)) =
0, 1 ≤ j ≤ p.
By equation (∗), we have then in an open definable set Ω1 ⊃ Z − V (δ):
g(x) = q(x′, ψ(x′))P (ψ(x′), xn),
with ∀x ∈ Ω1, q(x
′, ψ(x′)) 6= 0.
If A ⊂ Rn, then we denote the image of A by the projection into the first
n− 1 coordinates by An−1.
The following theorem summarizes the result we have just obtained.
Theorem 5.4. Let g ∈ A(Ω) and Z ⊂ Ω(A) be a closed irreducible set.
Then there exist p ∈ N, δ ∈ A(Ω) − I(Z), and Ω1 ⊂ Ω an open definable
set such that:
(1) Z − V (δ) ⊂ Ω1.
(2) g(x) = U(x)(xpn+
∑p
j=1 rj(x
′)xp−jn ) where U ∈ A(Ω1), U(x) 6= 0, ∀x ∈
Ω1, rj ∈ A((Ω1)n−1), rj(a
′) = 0, ∀a′ ∈ (Z − V (δ))n−1, 1 ≤ j ≤ p.
We say that g is equivalent on Ω1 to the polynomial x
p
n+
∑p
j=1 rj(x
′)xp−jn .
Corollary 5.5. Let Z ⊂ Ω(A) be a closed irreducible set and g1, . . . , gs ∈
A(Ω). Then there exist p1, . . . ps ∈ N, δ ∈ A(Ω) − I(Z), and Ω1 ⊂ Ω an
open definable set such that:
(1) Z − V (δ) ⊂ Ω1.
(2) gl(x) = Ul(x)(x
pl
n +
∑pl
j=1 rj,l(x
′)xpl−jn ) where Ul ∈ A(Ω1), Ul(x) 6=
0, ∀x ∈ Ω1, rj,l ∈ A((Ω1)n−1), rj,l(a
′) = 0, ∀a′ ∈ (Z − V (δ))n−1, 1 ≤
j ≤ pl, l = 1, . . . , s.
Proof. We put pl, 1 ≤ l ≤ s, the degree of the initial form of the series∑
ω∈Nn
Dωgl
ω!
xω ∈ A(Ω)
I(Z)
[[x1, . . . , xn]]. By lemma 4.1, after a linear change of
coordinates, we can suppose that D(0,...,0,ν)gl ∈ I(Z) if ν < pl and δl :=
D(0,...,0,pl)gl /∈ I(Z), 1 ≤ l ≤ s.
By theorem 4.4, for each l = 1, . . . , s, there exists Ωl ⊂ Ω an open definable
such that Z − V (δl) ⊂ Ωl and gl(x) = Ul(x)(x
pl
n +
∑pl
j=1 rj,l(x
′)xpl−jn ) where
Ul ∈ A(Ωl), Ul(x) 6= 0, ∀x ∈ Ωl, rj,l ∈ A((Ωl)n−1), rj,l(a
′) = 0, ∀a′ ∈
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(Z − V (δl))n−1, 1 ≤ j ≤ pl, l = 1, . . . , s.
We put δ = δ1 . . . δs and Ω1 = ∩
s
l=1Ωl. It is easy to see that δ and Ω1, verify
the corollary.
Corollary 5.6. Let g1, . . . , gs ∈ A(Ω), then there exists a finite number of
definable open subsets of Ω: Ω1, . . . ,Ωr, such that,
(1) Ω = ∪rj=1Ωj,
(2) ∀l, 1 ≤ l ≤ s, the restriction of gl, on Ωj , 1 ≤ j ≤ r, is equiva-
lent to a unitary polynomial with respect to xn with coefficients in
A((Ωj)n−1).
Proof. Recall that Ω(A) is a Noetherian topological space, hence Ω(A) =
Z1∪Z2∪. . .∪Zν , where Zi is a closed irreducible set, 1 ≤ i ≤ ν. Applying the
preceding corollary to g1, . . . , gs and Z1 ⊂ Ω, there exist δ1 ∈ A(Ω)− I(Z1)
and Ω1 ⊂ Ω an open definable set such that:Z1 − V (δ1) ⊂ Ω1 and the
restriction of each gl, 1 ≤ l ≤ s, to Ω1 is equivalent to a unitary polynomial
with respect to xn with coefficients in A((Ωj)n−1).
Now consider the decomposition of the closed set Z1∩V (δ1) into irreducible
sets: Z1 ∩ V (δ1) = Z1,1 ∪ Z1,2 ∪ . . . Z1,s1. We repeat the same thing with
Z1,µ, 1 ≤ µ ≤ s1, and g1, . . . , gs. This process stops because the space
is Noetherian. We do the same work with Z2, . . . , Zν , which proves the
corollary.
6. A-semi-analytic sets
We now come to the setting of global semi-analytic sets. Let Ω ⊂ Rn be
an open definable set.
Definition 6.1. A set A ⊂ Ω is called A- semi analytic set if there exists a
finite number of open definable sets Ωj ⊂ Ω, 1 ≤ j ≤ s, Ω =
⊔s
j=1Ωj such
that A ∩ Ωj is a finite union of sets of the form:
{x ∈ Ω/ ϕ0(x) = 0, ϕ1(x) > 0, . . . , ϕk > 0},
with ϕ0, ϕ1, . . . , ϕk ∈ A(Ωj).
Note that the A-semi analytic sets form a boolean algebra of subsets of
Ω.
Before state and show the main result of this paper, we recall a result of [
[4],ch.2, theorem 2.7], see also [ [2], theorem 2.3.1] in the case of polynomials
and [[1] , theorem 2.6 ] in the local analytic setting. First we recall some
notations.
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Let X be a nonempty topological space and E a ring of continuous real-
valued functions f : X → R.
Call a set A ⊂ X an E-set if A is finite union of sets of the form:
{x ∈ X/ϕ0(x) = 0, ϕ1(x) > 0, . . . , ϕs(x) > 0}, with ϕ0, ϕ1, . . . , ϕs ∈ E.
Let A ⊂ X , if f, g : X → R are functions such that ∀x ∈ A, f(x) < g(x),
we put (f, g) := {(x, t) ∈ A× R/ f(x) < t < g(x)}.
Theorem 6.2. [4] Let ϕ1(T ), . . . , ϕM(T ) ∈ E[T ]. Then the list ϕ1, . . . , ϕM
can be augmented to a list ϕ1, . . . , ϕN in E[T ] (M ≤ N), and X can be
partitioned into finitely many E-sets Xi, 1 ≤ i ≤ k, such that for each
connected component C of each Xi there are continuous real-valued functions
ξC,1 < . . . < ξC,mC on C with the following two properties:
(1) each function ϕn, 1 ≤ n ≤ N , has constant sign (−1, 0, 1) on each of
the graphs Γ(ξC,j), 1 ≤ j ≤ µ(C), and on each of the sets (ξξC,j , ξξC,j+1), 0 ≤
j ≤ µ(C), where ξC,0 := −∞ and ξC,j+1 :=∞ are constant functions
on C by convention,
(2) each of the sets Γ(ξC,j) and (ξξC,j , ξξC,j+1) from (1) is of the form
{(x, t) ∈ C × R/ sign(ϕn(x, t) = ǫ(n) for n = 1, . . . , N}
for a suitable sign condition ǫ : {1, . . . , N} → {−1, 0, 1}.
Theorem 6.3. If Ω ⊂ Rn is an open definable set and A ⊂ Ω an A-
semianalytic set. Then A has only a finitely many connected component,
and each component is also an A- semianalytic set.
Proof. Since the structure R is o-minimal and A is definable, we see that
A has only a finitely many connect components.
For the second assertion of the theorem, we proceed by induction on n. For
n = 1, the result is trivial, since A is a finite union of points and intervals.
We suppose n > 1 and the result is true for n− 1.
There exists a finite number of open definable sets Ωj ⊂ Ω, 1 ≤ j ≤ s, Ω =⊔s
j=1Ωj such that A ∩ Ωj is a finite union of sets of the form:
{x ∈ Ω/ ϕ0(x) = 0, ϕ1(x) > 0, . . . , ϕk > 0},
with ϕ0, ϕ1, . . . , ϕk ∈ A(Ωj). We will restrict to each open Ωj, 1 ≤ j ≤ s. We
can then suppose that A is described, in Ω, by g1, . . . , gs ∈ A(Ω). Applying
the corollary 4.6 to this list, there exists a finite number of definable open
subsets of Ω: Ω1, . . . ,Ωr, such that,
(1) Ω = ∪rj=1Ωj ,
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(2) ∀l, 1 ≤ l ≤ s, the restriction of gl, on Ωj, 1 ≤ j ≤ r, is equiva-
lent to a unitary polynomial with respect to xn with coefficients in
A((Ωj)n−1).
For each gl, 1 ≤ l ≤ s, we can then suppose that the restriction of gl on
each Ωj , 1 ≤ j ≤ r, is in A((Ωj)n−1)[xn]. The result follows from theorem
5.2 by taking E = A((Ωj)n−1) and the induction hypothesis.
7. Semi-global Weierstrass division theorem
We give here a semi global Weierstrass division theorem for the algebra
A(Ω). We keep the notations and assumptions of theorem 4.4. If γ, γ′ ∈
A(Ω) and γ is a multiple of γ′ in A(Ω), we write γ % γ′. Let Z ⊂ Ω(A) be
a closed irreducible set and γ ∈ A(Ω)− I(Z), we put
AZ,γ = {f / There is an open definable setW ⊂ Ω, Z−V (γ) ⊂W, with f ∈ A(W )}.
If γ % γ′, we have a restriction morphism AZ,γ′ → AZ,γ. We put
AZ = Limγ∈A(Ω)−I(Z)AZ,γ.
Theorem 7.1. [ Division theorem] Let f ∈ A(Ω), then there exists an open
definable set Ω1 ⊂ Ω such that Z − V (δ) ⊂ Ω1 and ∀x ∈ Ω1:
f(x) = q(x)g(x) +
p∑
j=1
rj(x
′)xp−jn ,
where q ∈ A(Ω1), rj ∈ A((Ω1)n−1), j ≤ j ≤ p. The functions q, rj, j ≤ j ≤
p, are unique in AZ.
Proof. The uniqueness follows trivially from the fact that the germ of g
at each point a ∈ Z − V (δ) is regular of order p with respect to xn.
By theorem 4.4, there exists an open set Ω1 ⊂ Ω, such that Z − V (δ) ⊂ Ω1
and g is equivalent, in A(Ω1), to the polynomial x
p
n +
∑p
j=1 rj(x
′)xp−jn . By
theorem 3.1, we can divide f by the generic polynomial xpn +
∑p
j=1 tjx
p−j
n ,
and we substitute (r1(x
′), . . . , rp(x
′)) in the place of (t1, . . . , tp), which gives
the result.
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