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ABSTRACT
We present the results of a study investigating the rest-frame ultraviolet (UV) spectral slopes
of redshift z ≈ 5 Lyman-break galaxies (LBGs). By combining deep Hubble Space Telescope
imaging of the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey and Hubble
Ultra-Deep Field with ground-based imaging from the UKIRT Infrared Deep Sky Survey Ultra
Deep Survey, we have produced a large sample of z ≈ 5 LBGs spanning an unprecedented
factor of >100 in UV luminosity. Based on this sample we find a clear colour–magnitude
relation (CMR) at z ≈ 5, such that the rest-frame UV slopes (β) of brighter galaxies are
notably redder than their fainter counterparts. We determine that the z ≈ 5 CMR is well
described by a linear relationship of the form: dβ = (−0.12 ± 0.02)dMUV, with no clear
evidence for a change in CMR slope at faint magnitudes (i.e. MUV ≥ −18.9). Using the results
of detailed simulations we are able, for the first time, to infer the intrinsic (i.e. free from noise)
variation of galaxy colours around the CMR at z ≈ 5. We find significant (12σ ) evidence
for intrinsic colour variation in the sample as a whole. Our results also demonstrate that the
width of the intrinsic UV slope distribution of z ≈ 5 galaxies increases from β  0.1 at
MUV = −18 to β  0.4 at MUV = −21. We suggest that the increasing width of the intrinsic
galaxy colour distribution and the CMR itself are both plausibly explained by a luminosity-
independent lower limit of β ≈ −2.1, combined with an increase in the fraction of red galaxies
in brighter UV-luminosity bins.
Key words: galaxies: evolution – galaxies: formation – galaxies: high-redshift – galaxies:
starburst – galaxies: stellar content – ultraviolet: galaxies.
1 IN T RO D U C T I O N
The rest-frame ultraviolet (UV) properties of star-forming galaxies
at z  3 can potentially provide a powerful insight into the for-
mation and evolution of galaxies at high redshift. In common with
local starburst galaxies (Meurer, Heckman & Calzetti 1999; Steidel
et al. 1999), the UV light of high-redshift galaxies is dominated
by short-lived massive stars which should provide a good probe of
the current metallicity and dust conditions within rapidly evolving
stellar populations.
 E-mail: abr@roe.ac.uk
These galaxies are identified by spectral discontinuities at rest
frame 912 and 1216 Å, so are typically termed Lyman-break galax-
ies (LBGs; see Giavalisco 2002) regardless of how they are selected.
Redward of the Lyman break, the rest-frame UV continuum of star-
forming galaxies is traditionally parametrized by the spectral index
β, under the assumption (see Leitherer et al. 1999) that the UV
continuum can be approximated by a power law: fλ ∝ λβ . Studies
of star-forming galaxies at low redshift have revealed a strong re-
lationship between UV slope and reddening (Meurer et al. 1999),
such that the spectral slope β and differential extinction E(B − V)
are often quoted interchangeably. More recent studies exploiting
Herschel data have shown that the relationship between β and dust
attenuation appears to be already in place by z ≈ 2 (Reddy et al.
2012), even though the youngest galaxies (<100 Myr) may follow
C© 2014 The Authors
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The colour distribution of galaxies at z ≈ 5 3715
a different extinction curve to their older counterparts (Reddy et al.
2010).
At higher redshifts (z ≥ 3) the relationship between UV slope,
dust attenuation, stellar population age and metallicity is still un-
clear. However, many previous studies have shown that β reddens
with decreasing redshift and increasing UV luminosity (e.g. Meurer
et al. 1999; Shapley et al. 2003; Labbe´ et al. 2007; Overzier et al.
2008; Wilkins et al. 2011; Dayal & Ferrara 2012; Bouwens et al.
2013). This trend is often assumed to reflect increasing dust atten-
uation at a fixed redshift, and increasing stellar population age at a
fixed luminosity (e.g. Labbe´ et al. 2007).
The obvious prediction from the apparent trend between UV
slope, redshift and luminosity is that the bluest galaxies will nat-
urally be found amongst the faintest detectable galaxies at z ≥ 7.
Indeed, initial analysis of ultrafaint LBGs detected in near-infrared
(IR) Hubble Space Telescope (HST) imaging of the Hubble Ultra-
Deep Field (HUDF) suggested a population of galaxies with very
blue UV slopes (i.e. β ≤ −3), which would require dust free, ul-
tralow metallicity stellar populations (Bouwens et al. 2010, but see
Finkelstein et al. 2010). However, careful consideration of the ob-
servational biases (e.g. Wilkins et al. 2011; Dunlop et al. 2012;
Finkelstein et al. 2012; Rogers, McLure & Dunlop 2013) and the
availability of yet deeper HST imaging (Ellis et al. 2013; Koekemoer
et al. 2013) has led to a consensus that the UV slopes of currently
observable z ≈ 7 galaxies are not significantly bluer than those of
moderately young, but otherwise unremarkable, stellar populations
(Bouwens et al. 2013; Dunlop et al. 2013).
As a consequence, attention has now turned to understanding the
details of how the relationship between UV slope and luminosity,
hereafter the colour–magnitude relation (CMR), evolves at high
redshift (z ≥ 4). At present, there is no consensus on the strength
or functional form of the CMR at high redshift, with the two largest
studies at z ≥ 4, those of Finkelstein et al. (2012, hereafter F12)
and Bouwens et al. (2013, hereafter B13), producing seemingly dis-
crepant results. Although both studies are based on samples with
a reasonable dynamic range in UV luminosity, selected from high-
quality HST imaging, B13 claim the discovery of a significant CMR
in redshift bins at z = 4, 5, 6 and 7, whereas F12 see no significant
correlation between β and MUV in the same redshift range. In con-
trast, F12 find that β is more strongly coupled to stellar mass M∗,
with more massive galaxies displaying redder UV slopes.
In addition to fundamental questions related to the existence and
form of the CMR at high redshift, constraints on the intrinsic1 colour
distribution of z ≥ 4 galaxies are clearly of interest.
For instance, at z < 3, Labbe´ et al. (2007) found evidence for
moderate intrinsic colour variation in the blue sequence, which they
attributed to stochastic star formation histories. However, previous
studies addressing this issue at z ≈ 4–5 have been hampered by a
lack of dynamic range (Wilkins et al. 2011; Bouwens et al. 2012;
Castellano et al. 2012) and no luminosity-dependent trend is cur-
rently clear.
The initial aim of this paper is to combine the strength of
deep, small area, HST imaging with shallower, but wide area,
ground-based imaging from the UKIRT Infrared Deep Sky Sur-
vey (UKIDSS) Ultra Deep Survey (UDS) to provide a large sample
of z ≈ 5 LBGs spanning an unprecedented dynamic range in UV
luminosity (≈5 mag). We focus entirely on z ≈ 5 galaxies because
this is the highest redshift for which it is possible to consistently
1 Throughout this work, we refer to the noise-free distribution of colours as
‘intrinsic’, i.e. free of observational effects.
select large samples of galaxies free from Lyα contamination using
the deep z-band imaging available across our HST and ground-based
data sets. Based on the techniques developed in Rogers et al. (2013),
we use bias-free measurements of β to provide the best available
constraints on the form of the z ≈ 5 CMR, before proceeding to
exploit the results of detailed simulations to investigate the intrinsic
galaxy colour distribution as a function of luminosity.
The remainder of this paper is organized as follows. In Sec-
tion 2 we describe the selection of our z ≈ 5 galaxy sample
from our chosen HST and ground-based data sets. In Section 3 we
briefly recount our method for measuring rest-frame UV colours
and present our constraints on the z ≈ 5 CMR. In Section 4 we
describe the detailed simulations which were necessary to accu-
rately quantify the contribution of photometric uncertainties to the
observed galaxy colour distribution. Based on the results of these
simulations, in Section 5 we present our measurement of the in-
trinsic scatter in the galaxy colour distribution as a function of UV
luminosity. Our conclusions are summarized in Section 6. Through-
out the paper we quote magnitudes in the AB system (Oke &
Gunn 1983) and assume a cosmology with 0 = 0.3, 	 = 0.7,
H0 = 70 km s−1 Mpc−1. We refer to HST’s Advanced Camera
for Surveys (ACS) F435W, F606W, F775W, F814W, F850LP and
Wide Field Camera 3 (WFC3)/IR F098M, F105W, F125W, F140W
and F160W filters as B435, V606, i775, I814, z850, Y098, Y105, J125, JH140
and H160, respectively.
2 DATA AND SAMPLE
In this section we describe the selection of our z ≈ 5 galaxy sample.
The sample is selected from four survey fields: the UKIDSS Ultra
Deep Survey (UDS), the Cosmic Assembly Near-infrared Deep
Extragalactic Legacy Survey (CANDELS) programme’s coverage
of the Great Observatories Origins Deep Survey (GOODS) North
and South fields and the HUDF. Summary details of the four fields
and their respective z ≈ 5 LBG samples are given in Tables 1
and 2.
2.1 Description of imaging
Here, we briefly describe the available imaging in each field. The
fields themselves are shown in Fig. 1, while the bandpasses of the
filters are shown in Fig. 2.
2.1.1 UKIDSS Ultra Deep Survey
The UDS is covered by public Subaru B, V, R, i, z′-band (Furusawa
et al. 2008) and UKIRT J, H, K-band imaging,2 with a co-imaged
area of 0.6 deg2. In addition, we have made use of additional z′-
band imaging taken after Subaru’s SuprimeCam was refurbished
with CCDs with improved red sensitivity. For the remainder of this
work, the public z′ band is referred to as zold and the new, deeper,
proprietary z′ band as znew.
2.1.2 CANDELS GOODS-N (CGN) and CANDELS
GOODS-S (CGS)
The two CANDELS GOODS fields together provide 283 arcmin2
of HST ACS and WFC3/IR imaging. The survey and data reduc-
tion are described by Grogin et al. (2011) and Koekemoer et al.
2 The images we use are from DR10. See http://www.ukidss.org
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Table 1. Summary of the fields used in this work. Columns 1 and 2 list the field names and the corresponding area of each used to search for z ≈ 5 galaxies.
Column 3 lists the z-band SNR threshold adopted for detecting galaxies in each field. Columns 4–13 list the depth of imaging in each field. Quoted depths are
medians across the field, measured in circular apertures of diameter 0.6 arcsec (HST) or 1.8 arcsec (UDS); however, for selection, local depth measurements
are used (see Section 2.3). The CANDELS CGS and CGN have variable depth NIR imaging, typically ranging from 27 to 28 mag, while the UDS imaging
varies in the znew selection band as shown in Fig. 1.
Field Area/arcmin2 SNR cut 5σ depth/AB mag
B435 V606 i775 I814 z850 Y098a Y105 J125 JH140 H160
HUDF 4 5 29.2 29.6 29.2 28.4 28.6 – 29.5 29.2 29.2 29.3
CGS 143 8 27.6 27.8 27.3 – 27.0 27.1 27.5 27.5 – 27.3
CGN 140 8 27.6 27.8 28.4 – 27.2 – 26.9 27.1 – 27.0
B V R i zold znew J H Ks
UDS 2701 12 27.8 27.5 27.2 27.1 26.1 26.5 25.6 25.1 25.3
Total 2988
aY098 imaging is used in place of Y105 for the northern strip (ERS; 44 arcmin2) of the GOODS-S data.
Table 2. Sample properties of galaxies from the four field analysed
in this work (column 1). Column 2 lists the number of galaxies
selected from each field. Columns 3–5 list the mean redshift, mean
absolute magnitude and the mean UV slope and its standard error.
The final two columns list the mean error on the β measurement
for an individual galaxy from the data and, for comparison, the
simulations described in Section 4.
Field N 〈z〉 〈MUV〉 〈β〉 Mean(δβ)
Data Sim
HUDF 33 5.1 −18.5 −2.04 ± 0.05 0.26 0.26
CGS 112 4.9 −20.2 −1.82 ± 0.04 0.27 0.30
CGN 163 5.0 −20.1 −1.90 ± 0.04 0.29 0.29
UDS 276 4.9 −21.2 −1.90 ± 0.03 0.39 0.36
(2011), respectively. In each field the WFC3/IR imaging consists of
a deep central region, flanked by two ‘wide’ strips. In CGS, one of
these wide strips is provided by the Early Release Science (ERS)
field (Windhorst et al. 2011), which features deep Y-band coverage
through the Y098 filter rather than the Y105 filter which is employed
over the rest of the CGN and CGS fields (see Table 1).
2.1.3 Hubble Ultra Deep Field
The HUDF has been imaged by multiple programmes, most recently
in the near-IR by the UDF12 campaign (Ellis et al. 2013; Koekemoer
et al. 2013). We have analysed the UDF12 near-IR imaging in
tandem with the ACS optical B435, V606, i775, z850-band imaging
provided by Beckwith et al. (2006) and the more recently assembled
I814 imaging provided as part of the Extreme Deep Field (XDF;
Illingworth et al. 2013). For this work, we searched only the area
covered by the deepest WFC3/IR imaging (≈4 arcmin2).
2.2 Photometry
Fixed-diameter circular apertures were used to construct photomet-
ric catalogues from each image. In the UDS imaging, 1.8-arcsec
diameter apertures were used in all bands, enclosing ≈80 per cent
of a point source’s flux. While a point source is a reasonable ap-
proximation to a z ≈ 5 galaxy in the ground-based data, HST allows
many of the brighter galaxies to be resolved. This is advantageous,
as it allows stars to be easily distinguished from galaxies using their
measured half-light radii (r1/2). However in small point spread func-
tion (PSF)-matched apertures, broader sources lose a larger fraction
of their light in short wavebands, resulting in a red colour bias for
extended objects. There are various options to alleviate this: PSF
homogenization, which relies on a well-constrained transfer func-
tion to match the PSF of each image to that of the H160 data (which
has the poorest spatial resolution); a measured-size-dependent cor-
rection to the aperture photometry, which relies on well-measured
half-light radii; or the adoption of sufficiently large apertures that
Figure 1. The four fields analysed in this study. In each, the grey-scale image shows the z-band imaging in which the galaxies are detected, while the colour
map shows the local 5σ z-band depth from which SNR cuts are applied. Depths are computed at nodes of a 100 × 100 grid, based on each node’s 200 nearest
source-free apertures (see Section 2.3 for a discussion). The footprint of each depth map defines our search area, i.e. the area in which imaging exists in all
wavebands. The scale bar denotes a physical size of approximately 1 Mpc at z = 5.
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Figure 2. The photometric filter bandpasses for the images used in this
work are shown by the coloured regions. Blue and red regions show the
HST’s ACS and WFC3/IR filters, while green and yellow regions show
the Subaru and UKIRT filters used in the UDS. The vertical, grey region
denotes the wavelength range in which the 1216 Å Lyman break is observed
at 4.5 < z < 5.5.
realistic high-redshift galaxy sizes (r1/2  1.5 kpc) have a negligible
impact, at the expense of image depth. For this work, we assume
the third approach and use apertures of diameter 0.6 arcsec for all
HST photometry. These apertures enclose a sufficient fraction of the
total light in all bands that biases in the UV slope are at the level of
|δβ|  0.2 (see Section 4).
2.3 Image depths
Given the variable exposure-time maps of each survey field, and
the importance of consistent signal-to-noise ratio (SNR) cuts across
our sample, the SNR of the photometry for each candidate, in each
filter, has been computed relative to the local image depths. To do
so we created an object (segmentation) mask for each mosaic using
SEXTRACTOR v2.8.6 (Bertin & Arnouts 1996), set to mask out any
area where two or more pixels rise above 1.4σ , and placed non-
overlapping apertures across the remaining source-free sky regions.
The local depth at a given point on the mosaic was then measured
by analysing the nearest 200 source-free apertures and computing
the 5σ depth using the median absolute deviation (MAD) statistic,
which yields the standard deviation of the distribution of fluxes by
σ ≈ 1.4826 × MAD. The MAD is ideal for these measurements as
it is robust against very non-Gaussian distributions. The depth maps
shown in Fig. 1 were created by computing local depths at nodes
of a grid across the images, while the values quoted in Table 1 are
medians over each field.
2.4 Selection of z ≈ 5 galaxies
Within each field, candidates were initially detected using
SEXTRACTOR in dual-image mode, detecting in the z-band image and
measuring from all others in fixed, circular apertures as discussed
above. SNR thresholds were then applied in the z band, to remove
sources detected at low significance, and in the B band, since both
the Lyman break (λrest = 1216 Å) and limit (912 Å) of a genuine
z ≈ 5 galaxy would lie redward of the B band. To do so, the cata-
logues were first reduced in size by keeping only candidates with
z-band detections brighter than the 3σ global depth (in the HUDF)
or the 5σ global depth in CGN, CGS and the UDS, where σ global is
the median of local depths across a given image. At the same time,
the catalogues were pruned of any object with a B-band detection
at the 2σ global level. For the remaining candidates, local depth esti-
mates were computed in each band, using the procedure outlined in
Section 2.3. A second cull of B ≥ 2σ local detected sources removed
the few contaminants lying in deeper parts of the image. Finally,
refined z-band SNR cuts were imposed at local 5σ , 8σ , 8σ and 12σ
thresholds for candidates in the HUDF, CGN, CGS and UDS (as per
Table 1). These thresholds were chosen as compromises between
sample size and data quality, which is itself dependent on the homo-
geneity of depths and the number of bands probing the rest-frame
UV. The primary driver of these chosen thresholds was to ensure
that, regardless of the field, the bands to be used for measuring β
would all have high SNR for sources with a reasonable (i.e. flat)
spectral slope. In the UDS for example, the J and H bands, which
together with the z band probe the rest-frame UV, have depths 0.9
and 1.4 mag shallower than the znew selection band. A flat-spectrum
(β = −2) source, detected at 5σ in the znew band, would have J-
and H-band photometry with SNR of only ≈2. Raising the z-band
selection threshold counters this problem.
2.4.1 Photometric redshift analysis
Redshift 4.5 ≤ z ≤ 5.5 galaxies were selected using the photometric
redshift code LEPHARE (Arnouts et al. 1999; Ilbert et al. 2006), adopt-
ing the Cosmic Evolution Survey (‘COSMOS’) galaxy models of
Ilbert et al. (2006) and galactic dwarf star templates from the SpeX
library.3 The ‘COSMOS’ spectral energy distributions (SEDs) in-
clude elliptical, spiral and starburst templates, which were fit over
the redshift range (0, 10) allowing dust reddening of E(B − V) ≤ 1.5
with a Calzetti et al. (2000) reddening law. While our local depth
estimates are robust, we ensure the entire observed SED contributes
to the fit by imposing minimum flux errors of 10 per cent.4
Candidate z ≈ 5 galaxies were thus selected, regardless of
how marginally the z ≈ 5 photometric redshift solution was pre-
ferred to any secondary solution. As discussed at length by Rogers
et al. (2013) and Dunlop et al. (2013), introducing any form of
χ2(primary) − χ2(secondary) threshold inevitably biases the selec-
tion against faint, intrinsically (or photometrically scattered) red
galaxies, although this effect is mostly alleviated for galaxies de-
tected at SNR 8σ (Dunlop et al. 2012). In reality, given our chosen
redshift and SNR windows and large apertures, lower redshift mod-
els typically struggle to fit the shape of the observed purported
Lyman breaks. Fig. 3 shows an example of the model fitting proce-
dure. Genuine high-redshift galaxies were considered to be those for
which the primary galaxy model SED (with an assumed 4 degrees-
of-freedom) was acceptable at the 2σ level, i.e. χ2 ≤ 11.3, 9.7 and
7.9 in the HUDF, UDS and CGS/N fields, respectively. Potential
3 http://pono.ucsd.edu/~adam/browndwarfs/spexprism/. For further details
see Acknowledgments.
4 In practice, these minimum errors were adopted in the NIR bands for
around 10 per cent of candidates brighter than z > 5σ in the UDS, to
50 per cent of candidates in the HUDF.
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Figure 3. The SED of an example z ≈ 5 galaxy in the HUDF is shown by
black points, in the observed frame. The lines show the various fits used to
analyse the galaxy. The error bars are inflated to at least 10 per cent of the
flux for the fitting (as shown here; and see Section 2.4.1). In blue is the best-
fitting primary redshift solution. The possibility of it being a contaminant is
ruled out by the poor lower redshift galaxy and stellar fits (red and yellow).
The rest-frame UV spectral index β is deduced by fitting with a power-law
model (green) to the observed near-IR data.
stellar contaminants were rejected if the best stellar fit was accept-
able at 2σ and if the source’s z-band half-light radius r1/2 was
consistent with being stellar at that luminosity.
Finally, the imaging and SED fits for each candidate were vi-
sually inspected. Having survived the selection procedure thus far,
lone objects were only deleted if they were deemed to lie too close
to the image edge, or if their SED was acceptably stellar but their
proximity to another source led them to be measured with an exces-
sive r1/2. Candidate galaxies were also removed from the sample
if they were close enough to a large foreground object that the
photometry or background subtraction was likely to be insecure,
or if they were blended with another smaller object with a signifi-
cantly different photometric redshift. In deriving those photometric
redshifts, SEXTRACTOR was used to determine the photometry for
each source with the other(s) masked. Additionally, blending in
the low-resolution (ground-based) UDS imaging was checked by
cross-matching our catalogue to that of Galametz et al. (2013a,b),
which was derived from the HST CANDELS UDS imaging (Grogin
et al. 2011; Koekemoer et al. 2011), which covers a small portion
of the ground-based UDS (202 arcmin2 of the total 2701 arcmin2).
Of our 27 UDS candidates also in the CANDELS catalogue, only
one is revealed as having two distinct components in the HST imag-
ing. Based on a CANDELS UDS photometric redshift catalogue
(Fontana et al. 2006; Galametz et al. 2013a), the two components
have z = 4.61 and 4.65, in good agreement with z = 4.75 from the
ground-based imaging alone, and are visually connected in the HST
images suggesting the two components are in fact a single source.
Assuming that the CANDELS UDS region is representative of the
whole UDS field, the fraction of ground-based UDS galaxy candi-
dates which in the other fields would have been treated as multiple
individual sources is expected to be 5 per cent.
Having applied the above selection procedure, our sam-
ple consists of 584 LBG candidates at z ≈ 5, selected over
2988 arcmin2. The sample covers a long luminosity baseline of
−22.5 < M1500 < −17.5, large enough to provide strong leverage
on the CMR. A summary of the sample’s properties, broken down
by field, is given in Table 2.
2.5 Selection method validation
To check our sample selection method, we have compared our CGS
sample to other catalogues. Comparing to the ESO GOODS/CDF-S
Spectroscopy Master Catalogue,5 we find 23 sources with spec-
troscopic redshifts from Vanzella et al. (2008), and three with
spectroscopic redshifts from Popesso et al. (2009) and Balestra
et al. (2010). All 26 spectroscopic redshifts lie in the range
4.4 < zspec < 5.6, in excellent agreement with our 4.5 < zphot < 5.5
defined selection window. The photometric redshift accuracy is
σ [(zspec − zphot)/(1 + zspec)] = 0.032. Of our 112 CGS galaxies,
110 have also been studied by Dahlen et al. (in preparation), who
compared photometric redshift estimates from 11 different codes
(Dahlen et al. 2013). Comparing to their results, we estimate that our
lower redshift interloper contamination fraction is around 5 per cent.
This is due to our inclusion of candidates with good high-redshift
solutions, but which are only marginally distinguished from lower
redshift solutions. This estimate is also in line with a comparison of
the 27 of our UDS galaxies which fall within the CANDELS UDS
HST coverage: using the CANDELS photometry and independent
photometric redshifts (Fontana et al. 2006; Galametz et al. 2013a,b)
reveals only one of the 27 galaxies to have a preferred lower redshift
fit.
Fortunately, as we shall see in Section 3.2.1, the exclusion of these
potential contaminants, which span a wide range of luminosities,
does not affect the results that follow.
2.6 Measuring M1500
Absolute UV magnitudes (MUV = M1500) were determined using a
top-hat filter centred on 1500 Å in the rest frame of the best-fitting
SED template. To make our results comparable to other studies, the
absolute magnitudes were boosted by around 0.2 mag, to account
for the still incomplete enclosure of a PSF’s flux within our already
large apertures. The luminosity distribution of our complete sam-
ple is shown in the top panel of Fig. 4. By design, this definition
of M1500 does not include any correction for dust attenuation; it is
the ‘observed’ absolute magnitude. This choice serves to avoid im-
parting an artificial CMR on to the data. For instance, the simplest
correction would be to follow the Meurer et al. (1999) relation,
which yields a dust attenuation correction A1600 based on the ob-
served colour β: a low β suggests a small A1600, so only a minimal
correction is required on M1500. While less direct, the same must
be true if the dust attenuation is estimated by SED fitting, since the
SED fit has essentially no other information from which to constrain
the dust attenuation. Thus, had we adopted such a correction, red
galaxies would be luminosity corrected by a larger degree than blue
galaxies at the same observed luminosity. Under the null hypothesis
that M1500 and β are uncorrelated, or are only weakly correlated, the
5 http://www.eso.org/sci/activities/garching/projects/goods/
MasterSpectroscopy.html
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The colour distribution of galaxies at z ≈ 5 3719
Figure 4. Top: the luminosity distribution of the sample used to constrain
the CMR, shown as a stacked histogram, split by field. The grey line shows
the expected distribution based on the z = 5 luminosity function and the size
and selection function of each field (see later simulations). Bottom: the den-
sity map shows the combined sample in colour–magnitude space. Included
as a visual aid only, the red circles are binned means, and their error bars are
two times the standard error on the mean in each bin (inflated for visibility).
These error bars are driven by photometric scatter, so do not directly con-
strain any intrinsic variation that may exist in the colours. The red line (the
linear CMR) is a weighted fit to all the individual galaxies, with slope −0.12.
Both the density map and fit are weighted by the uncertainty, δβ, on each
galaxy’s β colour. The green line is the two-component piecewise-linear fit
reported by B13. Their single linear relation is in near-perfect agreement
with ours, so is not shown.
result is to skew the observed β versus M1500, obs. space, generating
a fake dependency of β on M1500, corrected.
3 M E A S U R E M E N T O F U V SL O P E S A N D
T H E C O L O U R – M AG N I T U D E R E L AT I O N
In this section, we use our sample to constrain the CMR at z ≈ 5.
3.1 Measuring the UV slope
Following Rogers et al. (2013) and Dunlop et al. (2013), we fitted for
β at fixed redshift using a variety of power-law SED models. Adopt-
ing the photometric redshift zphot derived at the selection stage, we
re-ran LEPHARE treating zphot as a spectroscopic redshift. The mod-
els were pure power-law models (fλ ∝ λβ ), truncated shortward of
912 Å, with no dust attenuation allowed. Attenuation due to the
intergalactic medium (IGM) is provided by LEPHARE. An example
of these power-law fits is shown in Fig. 3. Minimum photometric
errors of 10 per cent are still used; removing these has little effect,
with β changing by <0.1. The fitting procedure yields, for each
object, a distribution χ2(β i) for a finely gridded set of templates
−8 < β i < +5. The best-fitting UV slope was taken to be that which
minimized χ2, and the error was obtained by finding the values of
β for which χ2 = 1 from the χ2 minimum (where the χ2 distri-
bution is minimized over the SED normalization). This procedure
excludes the colour uncertainty induced by the photometric redshift
uncertainty, but in the vast majority of cases this is minimal since
the Lyman break falls a good way blueward of the β-measuring
wavebands (see Fig. 2). In the UDS, we used the two z bands, J and
H to fit β. In the CANDELS fields, we used z850, Y098|105, J125 and
H160, and in the HUDF, we used z850, Y105, J125, JH140 and H160.
3.2 Linear fits to the colour–magnitude relation
A simple linear fit to the colour–magnitude distribution of the entire
galaxy sample, with each galaxy weighted by its colour error 1/δβ,
yields a slope
dβ
dM
= −0.12 ± 0.02,
and a zero-point of
β(M1500 = −19.5) = −1.93 ± 0.03.
Fig. 4 shows this relation fitted to the sample. These values are
in excellent agreement with the results of B13, who used space-
based data alone. This parametrization does differ from the results
of F12, who found a much weaker correlation, but our relation is
still statistically consistent with their binned data points. As F12
illustrated, restricting their faintest bin to galaxies from the HUDF
alone (which moves the bin fainter) also yields a stronger relation,
bringing it further in line with this work.
Following the suggested existence of a piecewise-linear rela-
tion by B13, whereby dβ/dM is steeper at the bright end (e.g.
M1500 < −18.9) than the faint end, Fig. 4 also shows their two-
component broken linear fit. Our data show no clear evidence to
support the broken power-law CMR (see the binned mean results in
Fig. 4). Fixing the break at B13’s suggestion of M1500 = −18.9 and
fitting the bright- and faint-end slopes of our data does yield values
similar to those reported by B13; of −0.16 ± 0.02 and −0.04 ± 0.12,
respectively. However, given the uncertainties, there is clearly no
significant evidence for the CMR being non-linear. Moreover, even
the qualitative nature of this result is heavily dependent on the ex-
act choice of the break luminosity. For example, floating the break
luminosity fails to yield any meaningful constraint, and fixing the
break instead at M1500 = −19.5 results in a steeper faint- than
bright-end CMR gradient. In summary, we confirm the existence
of a significant CMR with our sample. However at least in this
redshift window (B13 studied a range of redshifts) we lack strong
evidence to either confirm or refute the existence of a characteristic
luminosity at which the CMR changes gradient.
3.2.1 The impact of potential interlopers
Of the 584 galaxies in the combined sample, 15 have secondary red-
shift solutions (mostly at zsec < 1) which are acceptable at the 2σ
level as defined in Section 2.4.1. Removing these 15 galaxies
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does not alter the measured CMR parameters beyond the stated
confidence intervals: β(no interlopers) = (−0.13 ± 0.02)M1500
− (1.96 ± 0.03).
4 IM AG E S I M U L AT I O N S
In this section we describe the creation and injection of simulated
galaxies into the images, and explain how their detection and selec-
tion efficiencies compare to the real galaxy sample.
4.1 Model galaxies
Simulated galaxies were defined on a grid spanning β, MUV and z, in
order that the selection probability could be computed for any galaxy
with a given intrinsic redshift, luminosity and colour, and so that
mappings could be made between intrinsic and observed values of β.
The luminosity distribution from which they were drawn conforms
to the simple redshift-evolving luminosity function of McLure et al.
(2013, section 2.7). This evolving luminosity function was needed
since, to simulate some scattering between redshift bins, we input
galaxies over the redshift range 4 < z < 6, through which the
luminosity function evolves significantly.
Each model’s SED and MUV were derived from a BC03 (Bruzual
& Charlot 2003) stellar population synthesis model with metallicity
0.2 Z, a declining star formation history with τ = 0.03 Gyr and a
Chabrier (2003) initial mass function (IMF). The galaxy population
was defined with a uniform distribution of galaxies in the β dimen-
sion, achieved by mapping β to pairs of stellar population age t and
Calzetti et al. (2000) dust reddening E(B − V) (see fig. 3 of Rogers
et al. 2013). While the entire range of β could have been reproduced
by modifying E(B − V) at fixed t, the age evolution was imposed to
provide a more physically motivated model at each β. Galaxies were
allocated half-light radii 0.2 ≤ r1/2 ≤ 1.6 kpc, according to the z = 5
size–luminosity relationship of Bouwens et al. (2004) with a small
scatter (σ = 0.2 kpc) around the relation. This was implemented in
the simulations by broadening the PSF with an appropriate smooth-
ing kernel. As discussed earlier, unknown sizes in this range, when
convolved with the PSF and measured in our adopted apertures,
imply errors on β of <0.2. We assume a wavelength-independent
morphology over the fairly narrow rest-frame wavelength range of
interest (λ ∼ 1300–3000 Å).
4.2 Simulation pipeline
The model galaxies were inserted into the images, avoiding existing
sources by use of the segmentation map. In the HUDF, 50 copies
of the field were used to avoid excess crowding. The simulated
galaxies were observed in the same way as in the real data. While
no ‘stars’ were injected into the simulations, we performed the
same star-rejection routine as for the data such that its effect on the
selection efficiency could be determined.
4.3 Selection efficiency
Fig. 5 shows an example of the selection efficiency of galaxies in
colour–magnitude space from our HUDF simulation. Reassuringly,
considering our conservative approach, there is little preferential
selection of galaxies at any colour: the completeness limits are β
independent. Our simulations do however show evidence of some
systematic offsets, although even in the worst-case scenario these
are at the δβ  0.1 level (see Fig. 5). The remaining bias is due
to a combination of aperture/size effects and variations in β which
Figure 5. The selection efficiency (recovered fraction of total input galax-
ies) is shown in bins of colour–magnitude space for the HUDF simulation.
The completeness limit lies at a fairly uniform magnitude across the range
of βs, meaning no colour bias exists in any luminosity bin. As an example
we show the worst-case scenario, picking a β = −1.5 sample from the
simulations (dotted green line) which, after observation, is measured as the
biased solid green line. This line is typical for colours β > −2; the bias line
is even flatter for β < −2. This small offset is (the worst) example of the
systematic offsets from the simulations, β  0.1, due to the way galaxy
templates deviate from a perfect power law. The bias line is truncated at the
faint limit of our sample.
depend on the filter set or measurement method used (see fig. 2 of
Rogers et al. 2013).
4.4 Comparison to data
By multiplying the selection efficiency of the appropriate simulation
by the area of each field and integrating down the adopted luminosity
function model, a predicted luminosity distribution for our sample
can be computed. For this, we adopt the z = 5 luminosity function
determination of McLure et al. (2009). Since the luminosity function
used for the simulation inputs is essentially ‘divided out’ of this
calculation (via the selection efficiency fraction), we are free to
adopt this alternative luminosity function for this comparison. Over
the narrow redshift range of our selection window, the fixed-redshift
function of McLure et al. (2009) provides a better representation of
the luminosity distribution of galaxies than does the simple evolving
parametrization used earlier: the deviation is up to a factor of 1.5
at the bright end of our sample at z = 5. The resultant predicted
luminosity distribution is shown as the grey line in Fig. 4, and agrees
well with the combined luminosity distribution of the actual sample.
The simulations also predict uncertainties on individual galaxy β
measurements which are very similar to those found for the sample,
as shown in Table 2.
5 INTRI NSI C VARI ATI ON
In this section we derive the intrinsic variation in colour across the
sample, using the image simulations to decouple the observed β dis-
tributions into intrinsic variation and photometric scatter. We have
approached this problem from three angles. First and most simply,
we assumed that the observed β distribution is a convolution of
two Gaussians: one representing the intrinsic colour distribution
of the galaxy population, and one due to photometric scatter in
some fiducial scenario. Secondly, by drawing realizations from the
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Figure 6. A comparison of the intrinsic scatter of faint galaxies (top panels, from the HUDF sample) to brighter galaxies (lower panels from CGN, CGS and
the UDS). By comparing the distribution of colours in the data (coloured histograms) to those of the simulations (grey lines), which are designed to replicate
the photometric scatter of the data, we can disentangle the intrinsic distribution of colours. Left to right, simulations of increasing intrinsic colour variation
are shown superimposed on to the fixed data. For simplicity, we show only four possibilities here: β ∈ {0.1, 0.2, 0.3, 0.4}. The fields containing brighter
galaxies are better represented by simulations with larger intrinsic colour scatter.
simulations according to various intrinsic distributions, we com-
pared the data and simulations using an equal-variance test and
maximized the probability that the data and realization are from the
same population. Thirdly, the comparisons of the β distributions of
the data and simulations were made by a full maximum likelihood
(ML) test. Each method relies on a comparison of the observed dis-
tribution to some subset of our simulations. A visual comparison of
this is given in Fig. 6, where the observed β distribution in each field
is shown alongside simulated distributions based on various intrin-
sic colour scatters. The intrinsic distribution is in all cases assumed
to be Gaussian, and is parametrized by β, its standard deviation.
We have tested a log-normal distribution and, like Castellano et al.
(2012), find no convincing preference for it.
5.1 Measuring β: Gaussian assumption
The simplest estimate of the intrinsic distribution of colours is to
assume that the observed distribution is a combination of two Gaus-
sian distributions: one reflecting intrinsic variation and one due to
photometric scatter. Under this assumption, the width of the intrinsic
colour distribution is
β ≈
√
σobs(β)2 − σphoto(β)2, (1)
where σ photo(β) can be measured by looking at the simu-
lated β distribution of a set of galaxies that were input with
β input ≈ median(βdata). By relying on the varying average lumi-
nosity of galaxies in each field, we can make these comparisons
along the luminosity baseline without the difficulties of combining
the data and simulations of the different survey fields. To better
populate the luminosity space, each field and simulation were split
into three luminosity bins of equal occupancy. The results of this
measurement are shown as × marks in the first panel of Fig. 7. The
colours of the brighter galaxies found in the UDS and CANDELS
fields populate a much broader distribution than photometric scat-
ter alone would predict: hence, they stem from a more intrinsically
varied population.
5.2 Measuring β: equal-variance test
By testing against only a single simulation, the first test could not
measure the uncertainty on β. So for the equal-variance test a
grid of simulated β distributions, each according to a different
0 < β < 1, was created for each field. In each case, the simulation
was centred on the median β of the data. Centring the distribution
in this way, rather than around the linear CMR, avoids making
any a priori assumption about the shape of the CMR. Following
Dunlop et al. (2013), we used a non-parametric test to assess the
probability that each bin’s simulated distribution and data arose
from the same population. Since for this measurement the mean
intrinsic value of β is not of interest, the Brown & Forsythe (1974)
test for equal variances, rather than a Kolmogorov–Smirnov (KS)
test, was adopted. In this manner, a probability density function
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Figure 7. The width of the intrinsic colour distribution of galaxies at various luminosities. The first three panels relate to each of our three test methods, as
denoted by the panel title and described in Section 5. In the first panel, × marks show the results of our Gaussian assumption test, while + marks denote our
simulation-free check results. In all cases, each field contributes three bins of equal occupancy. The points are coloured by field, as in Fig. 6: salmon = UDS,
blue = CGS, green = CGN, dark = HUDF. The error bars each enclose 68 per cent of the total p(β) where applicable. In each case, the yellow regions show
the 1σ error limits of a linear fit to the measurements, weighted by the errors on β. In all three tests, brighter galaxies are drawn from a more varied intrinsic
population than fainter galaxies. The final panel (with an expanded vertical range) shows measurements drawn from the literature over narrower dynamic
ranges, from Bouwens et al. (2012, B12), Wilkins et al. (2011, W11) and Castellano et al. (2012, C12). The ML relation is shown in pale yellow in the final
panel for comparison.
p(β) was created for each of the luminosity bins. By finding the
maxima of p(β), and the regions of β enclosing 68 per cent of
p, robust measurements for 〈β〉 and its uncertainty were found.
Since the actual subset of simulated galaxies returned is random
(in order to approximately populate a Gaussian in intrinsic β), we
averaged the best value and uncertainties over multiple realizations
at each β. The variation in 〈β〉 between realizations was always
much smaller the error derived from p(β). The results are shown
in the second panel of Fig. 7, and are in excellent agreement with
the first test.
5.3 Measuring β: maximum likelihood test
For this final test, simulations were created for a grid of β as
before. However in this case, each luminosity bin’s data and simu-
lation were binned in β to form histograms with NB bins spanning
−4 < β < 0. We compared the simulated and actual histograms of
β and maximized
L =
NB∏
i
si(β,μβ )di exp[−si(β,μβ )]
di!
, (2)
where si and di denote the simulated and actual (data) number
of galaxies in the ith bin, and si depends on β and the centre
of the Gaussian distribution from which the simulation is drawn,
μβ . In each case the normalization of the histograms was fixed to
ensure
∑
idi/
∑
isi = 1, and the central colour μβ of the simulation
was allowed to float and was marginalized over. The simulation
realization was also marginalized out. The ML results are shown in
the third panel of Fig. 7, and are in good agreement with both of the
previous tests.
5.4 Measuring β: simulation-free check
The three methods above all rely on image simulations. To avoid
complete reliance on these simulations, we repeated the Gaussian
assumption test in a simulation-free way. For each luminosity bin,
we created z- to H-band observer-frame photometry for test galax-
ies, all with β = −2 but using the MUV distribution of the data.
Using the median image depths given in Table 1, we perturbed the
photometry with appropriately scaled Gaussian random numbers.
The UV slope was then measured using a simple power-law SED
fit to the generated photometry, using the same set of filters as for
the data. This process yields a measurement of the expected photo-
metric scatter on β which depends only on the image depths (and
an assumed fiducial value of β = −2). Using equation (1) again to
compare to the observed data gives excellent agreement with our
earlier Gaussian assumption test. These simulation-free results are
shown as the + marks in the first panel of Fig. 7.
5.5 Discovery of significant colour scatter
In all but the faintest bins considered, each test shows significant
evidence of intrinsic colour scatter, β > 0. To quantify the signif-
icance of this, we compared a null hypothesis, where all luminosity
bins contain intrinsic colour variation in line with the faintest bin
(β = 0.1), to an alternative hypothesis, where β grows with
luminosity (β = s × M1500 + c), motivated by the trend of the
ML results. Using an ML estimated linear relation, the likelihood
ratio test statistic
D = −2 ln
(L(β = 0.1)
Llinear
)
≈ 150. (3)
Since the linear fit has two extra degrees of freedom (s, c), this
equates to a significance of ≈12σ . We have therefore discovered
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very significant intrinsic colour variation in our sample of z ≈ 5
galaxies.
5.6 A colour-scatter–magnitude relation?
In all of the tests considered, there is clear evidence for the intrin-
sic variation in colour being not only non-zero, but increasing at
brighter luminosities (just as the average 〈β〉 is redder for brighter
galaxy populations). To measure the significance of the trend quan-
titatively, linear fits, weighted by the uncertainties, were made for
both the equal-variance test and the ML test results. These resul-
tant ‘colour-scatter–magnitude relations’ are shown as the yellow
regions in Fig. 7. Formally, the slopes of the linear fits differ from
0 by ≈4.8σ and 5.1σ for the equal-variance and ML tests, respec-
tively. As discussed in Section 3.2.1 regarding the CMR, removing
potential lower redshift interlopers has negligible effect on these
results: in doing so the slopes then differ from 0 by 4.8σ in both
tests. As a further test of the significance, we computed a likelihood
ratio of two hypotheses: that the colour variation is a constant at all
luminosities β(M) = 0 × M1500 + c = c, or that it grows with
increasing luminosity β(M) = s × M1500 + c. Taking the ML
under each hypothesis, the likelihood ratio test statistic
D = −2 ln
( Lflat
Lrelation
)
= 6.7, (4)
which, with the slope s being one degree of freedom, makes the
growing relation more likely than the flat relation at the 2.6σ level.
This is a more conservative approach and result than the linear-
fit-derived significance, but the two approaches are in reasonable
agreement. In all cases, the existence of a scatter–magnitude relation
is confirmed at better than 2.5σ significance.
5.7 Effect of varying signal-to-noise ratio thresholds
The four fields from which our sample has been assembled were
treated with different SNR thresholds when selecting galaxies. An
obvious concern is that this choice may affect our results. However,
we can be confident this is not the case for a number of reasons.
First the photometric uncertainty on measuring β does not scale
directly with the z-band detection threshold, since δβ depends on
the noise in all the bands from which β is measured. Secondly,
the simulated galaxies inhabit the same noise as the data, since we
injected sources into the real images rather than merely perturbing a
photometry catalogue according to some noise parametrization. As
such they are subject to the same photometric scattering and SNR
cuts as the data, so the comparison of data to simulations is ‘fair’.
Thirdly, the trend for brighter bins to show more intrinsic scatter is
visible within each of the fields, as well as between fields. Finally, if
the simulations were systematically underestimating δβ then lower
SNR-selected fields (i.e. the HUDF) would require more, not less,
intrinsic scatter to match the observed distribution than the higher
SNR-selected fields.
5.8 Simulation stellar population and dust law choices
While other stellar population models could have been chosen for
the simulated galaxies, each model having a different mapping be-
tween E(B − V), t and β, these would have little effect on the
actual photometry for a given β. This is because the rest-frame UV
continuum of young star-forming galaxies is in most cases well
represented by a power law (Leitherer et al. 1999). The primary
exception to this would be the existence of a 2175 Å dust bump in
the UV attenuation curve (e.g. Fitzpatrick & Massa 1986), breaking
the otherwise power-law-like SED. We have tested the effect such a
feature would have on our β measurements by creating photometry
for z ≈ 5 starburst galaxies using the modified Calzetti dust law
of Massarotti et al. (2001), which includes a 2175 Å dust bump
of amplitude α = 0.25 (calibrated by z ≈ 2 starburst galaxies). At
4.5 < z < 5.5, the bump (if it exists at these early cosmic times)
moves through the J band. In the extreme scenario of β being con-
strained only by a z − J colour (for instance if a galaxy in the
UDS sample happened to lie in a particularly shallow region of the
H-band image), galaxies having dust attenuation of AV = 0.5 would
be measured with a redshift-dependent colour bias of δβ ≤ 0.2 over
the 4.5 < z < 5.5 interval. Assuming this extreme scenario, the
adoption of a Massarotti dust law in place of a Calzetti law in our
simulations would have lead to β  0.1 additional colour scatter
in the simulated galaxies’ photometry. In reality, the bias will almost
always be less severe: photometry through HST’s wider J125 filter
is less affected by the bump than UKIRT’s J band, and the biased
z − J colour is always tempered by the use of other bands (Y and
H) in the power-law fitting of β. Overall, it is expected that the β
results will be affected by dust-law choice by 0.1.
5.9 Comparison to previous works
Estimates of β at z = 4 and 5 have been published by Castellano
et al. (2012), Bouwens et al. (2012) and Wilkins et al. (2011), but
each covers only a narrow range of luminosity. The fourth panel
of Fig. 7 includes these previous estimates alongside our results.
Individually the literature results show little evidence of luminosity
trends; in particular the trend reverses between the z = 4 and 5
samples of Bouwens et al. (2012), suggesting that the luminosity
dependence of β is poorly constrained in both cases (in line with
their suggested uncertainties of ±0.1). Still, within their errors, the
results of Bouwens et al. (2012) and Castellano et al. (2012) are
statistically consistent with our relation.
Unlike the power-law approach of Castellano et al. (2012),
Bouwens et al. (2012) and this work, Wilkins et al. (2011) chose
to use a single, short-baseline z850 − Y105 colour to estimate the
UV continuum slope of z ≈ 5 galaxies. In comparing their results
(which were presented in observed colour terms) to ours, a trans-
formation β = 6.21(z850 − Y105) − 2 is required, where the large
multiplier on the observed photometry is due to the proximity of
the z and Y filters to one another in wavelength. However, doing
so assumes, perhaps unreasonably, that the intrinsic variation in the
rest-frame [1500 Å]–[1730 Å] colour traces the variation in the
rest-frame [1500 Å]–[2540 Å] colour (approximately the original
definition of β by Calzetti, Kinney & Storchi-Bergmann 1994 and
spanned by z850 − H160 at z = 5). Still, to draw a comparison to the
results of Wilkins et al. (2011) we differenced their quoted observed
and simulated z − Y colours using equation (1) and multiplied the
inferred intrinsic colour scatter by 6.21, yielding surprisingly large
estimates of β ≈ 0.8 at M1500 ≈ −19.5. The discrepancy between
this result and the other literature values (and ours) can be ascribed
to the much larger uncertainty in β provided by the z− Y colour, and
the shorter wavelength range it probes. As quantified by Bouwens
et al. (2012) in their appendix B.3, the use of an UV spanning z − H
colour, rather than a z, Y, J, H power-law fit, increases the uncer-
tainty in β by a factor of 1.5. The impact is even more dramatic with
the narrow z − Y colour: measuring β in this way for our UDF sam-
ple yields a standard deviation σ (βz − Y) = 1.32, as opposed to this
work σ (βpower-law) = 0.26. Overall this is unsurprising since, aside
from exploiting three additional filters, βpower-law is constrained by a
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wavelength baseline 4.5 times longer than that of the z − Y colour.
Of course, the simulations of Wilkins et al. (2011) were treated with
the same colour measurement as their data, meaning β should still
be inferable, albeit with a large uncertainty.
In summary, our relation, which constitutes the first significant
measurement of the luminosity dependence of β, is not in con-
tention with results from the previous studies which shared our
approach to measuring β. Our measured level of colour scatter
(over a wide rest-frame UV baseline) is notably lower than the in-
trinsic scatter which Wilkins et al. (2011) find using a single z − Y
colour, just above the Lyman break. This is due in part to increased
uncertainties in their colour, and perhaps also to local variations in
the SED at those wavelengths compared to the broader rest-frame
UV.
5.10 Asymmetric colour scatter
Is the CMR itself merely a product of the scatter–magnitude rela-
tion? For this to be true, the scatter must expand in such a way that
brighter bins include more red galaxies than fainter bins without
many more blue galaxies. Fig. 8 offers some evidence that this may
be the case. Between the four fields, the 25th percentiles of the
observed β distribution grow no bluer (β ≈ −2.1) from the faintest
HUDF galaxies to the brightest UDS galaxies. Meanwhile the 75th
percentiles redden from β = −1.9 to −1.5. The bluest galaxies are
not any bluer in the brightest bins, but the reddest galaxies are much
redder. A distribution which grows to the red would be in line with
the ‘blue-ridge–red-tail’ distribution of blue-sequence field galaxies
Figure 8. The 25th and 75th percentiles of β in each field are shown
by coloured circles (marked 25 and 75, respectively). The edges of the
shaded region are linear fits to the points, weighted by errors determined
via bootstrapping. The region thus denotes a simple measure of how the
scatter in β increases to bright luminosities as in Fig. 7. Here however, it is
clear that while the bluest galaxies are similarly blue at all luminosities, the
redder average colours and greater colour scatter at bright M1500 are driven
by establishing a redder subpopulation in the brighter bins. The red line is
the average CMR from Fig. 4. Otherwise, the field colouring matches that
of Fig. 6: salmon = UDS, blue = CGS, green = CGN, dark = HUDF.
in the z  3 study of Labbe´ et al. (2007). This is perhaps an un-
surprising discovery: galaxy formation models predict the dust-free
colours of high-redshift galaxies to follow only a weak luminosity
dependence, and be β  −2.5 at z ≈ 5 (e.g. Wilkins et al. 2013).
But with no strict upper limit to their dust reddening, the CMR may
simply follow the typical dust reddening at each UV luminosity. In
this scenario, the CMR is driven by the increasing fraction, with in-
creasing luminosity, of galaxies which are reddened. Alternatively,
the asymmetry may be driven by the ability for more luminous
galaxies to harbour somewhat older stellar populations, built up
over longer periods of time, than fainter galaxies. In this scenario,
UV luminosity traces stellar mass and more massive galaxies are
observed at various stages of their star formation duty cycle: the
red wing represents those galaxies with the longest period of qui-
escence since their last starburst. Less massive galaxies, at the faint
end of the CMR, are all currently star forming and do not harbour
a significant older stellar population.
6 C O N C L U S I O N S
The rest-frame UV colours of high-redshift galaxies provide a probe
of the metallicity and dust conditions within which their stellar pop-
ulations are growing. While recent attention has been focused at
z ≥ 7, moving just 400 Myr later to z = 5 has allowed us take a
more conservative approach to the detection, selection and colour
analysis of a sample of z ≈ 5 LBGs. Detected mostly at SNR > 8σ ,
and with four or five imaging bands spanning the rest-frame UV, we
have been able to robustly determine the UV continuum slope β of
each of 584 z≈ 5 LBGs (typically to better than δβ  0.4). Crucially
these galaxies span a factor of 100 in luminosity, allowing us to con-
strain the CMR. Comparing our samples to closely representative
image simulations of mock galaxies, we have also disentangled the
intrinsic variation in colour at each magnitude from the photometric
scatter. Our findings can be summarized as follows.
(i) A linear CMR whereby brighter galaxies are redder than
fainter galaxies by dβ/dMUV = −0.12 ± 0.02 provides a good
fit to our data.
(ii) The data show no convincing evidence either for or against a
piecewise-linear relation, whereby galaxies cease to get bluer with
decreasing luminosity below some point, as had been suggested
elsewhere.
(iii) For the first time over a wide range of luminosities at high
redshift, we have discovered significant (12σ ) evidence for intrinsic
colour variation within the LBG population.
(iv) This intrinsic colour variation is significantly larger (2.5σ ) in
high-luminosity bins than low-luminosity bins, after accounting for
photometric scatter using our detailed simulations. This result was
confirmed by multiple statistical tests, as well as by a final check
which was not reliant on our simulations in any way.
(v) The luminosity-dependent colour scatter and average CMR
appear to be due to the evolution of bright, red galaxies. This appear-
ance of bright, red galaxies coincides with a seemingly luminosity-
independent blue floor: in each luminosity bin, the 25th percentiles
of colour are always β ≈ −2.1, while the 75th percentiles grow
redder from β = −1.9 to −1.5 over M1500 = −18.5 to −21.2.
The rest-frame UV colour β is dependent on all parameters of
the stellar population, but is particularly sensitive to light-weighted
age and dust attenuation. Our measurements of lower luminosity
galaxies, 〈β(M1500 = −18)〉 ≈ −2, are not so blue as to require
dust-free stellar populations. However the lack of intrinsic scatter
there (β < 0.2) shows that, if the galaxies are dust reddened,
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it is by similar amounts for all galaxies in that bin. Similarly the
light-weighted ages of galaxies in the faint population must be fairly
similar to one another, and <100 Myr. This can be interpreted as
all of those galaxies undergoing intense present or recent star for-
mation. Comparatively, the average brighter galaxy, with colour
〈β(M1500 = −21)〉 ≈ −1.7, must have built an older stellar pop-
ulation, or have higher metallicity or dust reddening. However at
all luminosities a quarter of galaxies have colours bluer than β 
−2.1, so even at M1500 = −21 the low reddening, young galaxies
remain common.
These observations are consistent with at least two simple sce-
narios, between which our current observations cannot differentiate:
the build up of dust as the galaxy grows and brightens, with some
galaxies oriented such that the UV light escapes with less than av-
erage reddening; or stochastic star formation histories, where faint
galaxies are always currently star forming but brighter galaxies are
observed during various phases of their star formation duty cycle.
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