In this short paper we present a simple discrete time autonomous neural state space model (recurrent network) that behaves like Chua's double scroll. The model is identi ed using Narendra's dynamic backpropagation procedure. Learning is done in`packets' of increasing time horizon.
Introduction
The last ten years Chua's circuit has become a paradigm for studying chaos 11] . This simple electrical circuit is able to produce complex behaviour and to bifurcate from order to chaos In this paper we propose neural state space models as a general recurrent network architecture and more speci cally we investigate the problem of learning such a network to behave like a double scroll. The neural state space model can be considered as some general purpose architecture in order to represent or emulate the behaviour of some given system and learn its behaviour from examples. Like this is done in the CNN universal machine 14], one could also think of arrays of neural state space models but resulting into an overall architecture which is discrete in time as well as in space. This paper is organized as follows. In Section 2 we discuss neural state space models, together with dynamic backpropagation. In Section 3 a neural state space model is trained to behave as Chua's double scroll.
2 Neural state space models and dynamic backpropagation (2) with interconnection matrices W 2 R n n h , V 2 R n h n , bias vector 2 R n h and n h the num- Remarks.
Non-autonomous models in state space form that are parametrized by multilayer perceptrons for doing nonlinear system identi cation are discussed in 16] and are called neural state space models'. Both process noise and measurement noise can be taken into account. The model (2) corresponds to the deterministic case with zero external input.
Input/output models parametrized by neural networks such as NARX and NARMAX models are discussed e.g. in 3]. These models correspond to feedforward networks. The neural state space model (2) on the other hand is recurrent.
Concerning identi ability, the representation (2) is only unique up to a similarity transformation and sign reversals, because the hidden nodes can be permuted and the sign of all the weights associated to a particular hidden node can be changed. 
with an element of the parameter vector . The sensitivity model becomes then @x k+1 @ = @ @x k : @x k @ + @ @ (6) which is a dynamical system with state vector @x k @ 2 R n and input vector @ @ 2 R n . The Jacobian @ @x k 2 R n n is evaluated around the nominal trajectory. In order to write down the derivatives, let us take an elementwise notation for (2) x i := 
where f:g i and f:g i j denote respectively the i-th element of a vector and the ij-th entry of a matrix. The time index k is omitted after introducing the assignment operator \:=". Hence the time horizon a is increased untill all the N data points are consumed. The idea of this packets strategy is that one doesn't start learning new things before the previous parts of the orbit are memorized.
In order to identify the double scroll we took = 50, a final = 20. The danger for over tting is not high because of the small scale neural network of only 3 hidden neurons. 
