Abstract. We investigate analogues of some of the classical results in homogeneous dynamics in non-linear setting. Let G be a closed subgroup of the group of automorphisms of a biregular tree and Γ < G a discrete subgroup. For a large class of groups G we give a classification of probability measures on G/Γ invariant under horospherical subgroups. When Γ is a cocompact lattice, we show unique ergodicity of the horospherical action. We prove Hedlund's theorem for geometrically finite quotients. Finally, we study equidistribution of large compact orbits.
Introduction
The study of unipotent dynamics on quotients of linear algebraic groups by discrete subgroups is closely related to numerous problems in number theory and geometry. In the 70's, inspired by this connection, Raghunathan formulated a conjecture concerning the closures of orbits of unipotent subgroups in the context of Lie groups. Today, unipotent dynamics are well-understood for linear algebraic groups over local fields due to seminal works of Ratner, Dani, Margulis and many others. In this paper, following a geometric analogy, we study a non-linear counterpart of this setting.
To explain the geometric analogy, recall that a reductive algebraic group over a non-archimedean local field acts on a natural simplicial complex called the BruhatTits building. This is the analogue of the symmetric space of a real semisimple Lie group. For a rank-one simple algebraic group (e.g. SL 2 ), the associated the Bruhat-Tits building is a biregular tree. The horospherical stabilizer of a point in the boundary of the tree is a compact extension of the corresponding unipotent subgroup.
Once this point of view is adopted, many natural questions arise. More precisely, let T be a biregular tree and ξ ∈ ∂T . Let G < Aut(T ) be a closed subgroup, Γ < G a discrete subgroup, and G 0 ξ := {g ∈ G | gξ = ξ and g is elliptic} the horospherical stabilizer of ξ in G. What can be said about the dynamics of the G 0 ξ -action on G/Γ? What are the analogues of number theoretical applications of linear homogeneous dynamics?
This paper addresses the former question. In linear setting, the study of unipotent dynamics mostly goes as follows: first, one classifies invariant measures, which leads to equidistribution results, which in turn allows understanding of the orbit closures. In this work we answer these questions in different degrees of generality.
Main results.
1.1.1. Measure classification. We are able to obtain a measure classification result for large subgroups G of Aut(T ). Largeness of G is reflected in two hypotheses below: we require that G satisfies Tits' independence property ( §2.2.2) and condition (flip). Tits' independence insures that there are sufficiently many rotations in G; it was introduced by Tits to prove simplicity of large subgroups of Aut(T ). Condition (flip) is a transitivity assumption on the action of G on the boundary of the tree ∂T ; it means that for every triple of distinct ends ξ 1 , ξ 2 , ξ 3 ∈ ∂T , there is an element g ∈ G fixing ξ 1 and satisfying gξ i = ξ j for i = j ∈ {2, 3}. It is clearly implied by 3-transitivity of G-action on ∂T but not vice versa (see §2
3).
We are now ready to state our main result.
Theorem A (Measure classification). Let T be a (d 0 , d 1 )-biregular tree with d 0 , d 1 ≥ 3 and G be a closed, topologically simple subgroup of Aut(T ), satisfying Tits' independence property and condition (flip). Let ξ ∈ ∂T and G 0 ξ ≤ G be the horospherical stabilizer of ξ. Let Γ be a discrete subgroup of G, denote X = G/Γ and let µ be a G 0 ξ -invariant and ergodic Borel probability measure on X. Then, either µ is a G 0 ξ -homogeneous measure, or Γ is a lattice in G and µ = m X is the unique G-invariant probability measure on X.
Recall that a probability measure µ on X is said to be G 0 ξ -homogeneous if it is the unique G 0 ξ -invariant Borel probability measure on a closed G 0 ξ -orbit. Groups satisfying the hypotheses of previous theorem include Aut ( The proof of this theorem relies on an analogue of Ratner's drift/transverse divergence argument which produces additional invariance of the probability measure µ: to set this argument in our case, we make use of geometric versions of some classical decompositions of linear groups. Controlling the analogue of the time change in the drift argument is the subtle part; to do this we need to show existence and uniqueness of solutions of certain equations coming from Bruhat decomposition of G -this is where Tits' independence and (flip) are used. Once the drift argument is executed, the rest of the proof follows a strategy due to Ghys ([25] ) in his alternative proof of measure classification for SL(2, R)-quotients.
Let us list a few remarks on the hypotheses of Theorem A.
Remark 1.1. 1. We note that if G is topologically simple and satisfies Tits' independence property, then G is necessarily non-linear ([17, Corollary R]).
2. Geometric correspondents of unipotent subgroups of linear groups are contraction groups. In simple algebraic groups all contraction groups are known to be closed, but many non-linear examples have no closed contraction groups. The group G 0 ξ is the closure of the corresponding contraction group in G, whenever G satisfies Tits' independence property (see Lemma 2.5) and, hence, is the natural analogue of the unipotent flow in our setting.
3. The topological simplicity assumption is crucial for us, since it ensures the Howe-Moore property, which is one of the central ingredients of our proof. Moreover, topological simplicity, together with 2-transitivity of G on ∂T , guarantees that there are no proper closed unimodular subgroups strictly containing G 0 ξ , allowing us to prove that the only possible G 0 ξ -invariant probability measures other than m X are G 0 ξ -homogeneous.
Unique ergodicity.
When the lattice is cocompact, the measure classification can often be proved using different techniques. Indeed, our result for compact quotient covers a larger family of groups G < Aut(T ) and parallels Furstenberg's theorem [24] on unique ergodicity of horocycle flows.
Theorem B (Unique ergodicity of compact quotients). Let T be a (d 0 , d 1 )-biregular tree, d 0 , d 1 ≥ 3. Let G be a non-compact, closed, topologically simple subgroup of Aut(T ) acting transitively on ∂T and satisfying Tits' independence property. Let ξ ∈ ∂T and G 0 ξ ≤ G be the horospherical stabilizer of ξ. Let Γ be a uniform lattice in G and denote X = G/Γ. Then, the G 0 ξ -action on X is uniquely ergodic. An immediate topological consequence is the following: Corollary 1.2. The action of G 0 ξ on the compact set X is minimal, i.e. every G 0 ξ -orbit is dense.
The main ingredient in the proof of Theorem B is the Howe-Moore property: it allows us to employ an orbit thickening argument, due to Margulis [37] . Similar ideas are used in the proof of unique ergodicity in a general setting by BowenMarcus [10] and Ellis-Perrizo [21] (see also [38] ). A common assumption in these results is that conjugation by a certain hyperbolic element contracts compact sets in unipotent groups to identity. However, this fails for the group G 0 ξ in our setting. This issue is dealt with by using Tits' independence property and the structure of uniform lattices. Remark 1.3. A closed group G < Aut(T ) is non-compact and transitive on ∂T if and only if it is 2-transitive on ∂T ([14, Lemma 3.1.1]). So notice, Theorem B assumes 2-transitivity of G-action on the boundary, a weaker hypothesis than condition (flip) used in Theorem A. It is easy to see that (flip) implies 2-transitivity, but not vice versa.
1.1.3. Geometrically finite quotients. The family of lattices in Aut(T ) is much less tractable than their linear counterparts. For tree lattices "All Quotients Theorem" ([4, Theorem 4.17]) holds: a consequence in regular tree T d is that "every combinatorially allowable" geometric cusp structure occurs for some Γ \ T d and the fundamental group of Γ \ T d can be countably generated, contrary to the lattices in simple linear algebraic groups, for which the corresponding fundamental group is always finitely generated. Moreover, by work of Bekka-Lubotzky [7] answering by the negative a question of Margulis, there is a lattice Γ in G = Aut(T d ) such that the regular representation of G on L 2 (G/Γ) does not have a spectral gap, in contrast to the linear case.
In the next theorem, we restrict our attention to the family of geometrically finite lattices. These are lattices Γ < Aut(T ) such that the quotient graph Γ\T is, in particular, a union of a finite graph and finitely many rays (for a precise definition, see §6.1). By work of Lubotzky [34] , this class of groups contains all the algebraic examples: for any non-archimedean local field k and semisimple linear algebraic k-group G of k-rank one, any lattice Γ in G(k) is a geometrically finite lattice of Aut(T ) where T is the Bruhat-Tits tree associated to G(k).
For this family, we give a complete description of G 0 ξ -orbit closures as in Hedlund's theorem [28] for SL(2, R)-quotients.
Theorem C (Geometrically finite quotients
G the group of automorphisms of T acting without edge inversion, Γ a geometrically finite lattice in G and ξ ∈ ∂T . 1. A G 0 ξ -orbit in X is either compact or dense. 2. Let a ∈ G be a hyperbolic element of translation length 2 with fixed point ξ ∈ ∂T and suppose that Γ has k cusps. Then, there exist x 1 , . . . , x k ∈ X such that the family of compact G 0 ξ -orbits consists precisely of the orbits of a i x j for i ∈ Z and j = 1, . . . , k.
In the proof of this result, the characterization of compact orbits requires understanding of the geometry of Γ-action on T . This was studied in detail by Paulin [41] and we shall make extensive use of Paulin's result for this part of the proof. To prove the density of non-compact orbits we employ a variant of Margulis' orbitthickening argument using in particular the Howe-Moore property of G proved by Lubotzky-Mozes [35] . To apply this argument, we make further use of Paulin's work [41] to understand the geometry of the action of a, which is reminiscent of the geodesic flow. Remark 1.4. The study of the discrete geodesic flow on geometrically finite quotients has proven to be very fruitful. For example, for Γ = PGL 2 (F q [t]) the fundamental domain Γ\T is a ray (see [4, 5] ). This allows one to translate problems on continued fraction expansion and Diophantine approximation in F q ((t −1 )) to questions about dynamics in this quotient, sometimes called the modular ray due to its similarities with the modular surface (see [11-13, 29, 31, 41-43] ).
1.1.4. Equidistribution of compact orbits. It follows from an observation of Mostow [39] (see Proposition 7.1) that given a compact orbit G 0 ξ x in X, the union of its translates a i G 0 ξ x for i ∈ Z, by an appropriate hyperbolic element a is dense in X. In our final result, we note a finer property of these translates, namely we show that they equidistribute with respect to m X as their volume tends to infinity.
Fixing a Haar measure on G 0 ξ , we endow its orbits with the corresponding orbital measures. Let a be a hyperbolic element with attracting fixed point ξ ∈ ∂T . The element a normalizes the group G 0 ξ and its conjugation action expands the Haar measure of G 0 ξ . In particular, the volume of translates by a of compact G 0 ξ -orbits grows to infinity. Proposition 1.5 (Equidistribution of translates of compact orbits). Keep the notation and hypotheses of Theorem B. Let a ∈ G be as above and x ∈ X be such that its G 0 ξ -orbit is compact. Then, the sequence of compact orbits G 0 ξ a i x equidistributes to m X as i → +∞.
The analogue of this result for finite volume hyperbolic surfaces was originally proven by Sarnak [50] with a convergence rate using number theoretic methods. Later, Eskin-McMullen [22] gave a short non-effective proof and we follow closely their approach.
In the setting of geometrically finite quotients, this proposition takes a particularly nice form and gives a complete description of topology of G 0 ξ -invariant and ergodic probability measures (see also §6.1). Corollary 1.6. Let G and Γ be as in Theorem C, ξ ∈ ∂T . Then, any sequence of compact G 0 ξ -orbits with increasing volumes equidistributes to the Haar measure on G/Γ. 
Unless explicitly mentioned, G will denote a closed, topologically simple subgroup of Aut(T ) satisfying Tits' independence property (see §2.2.2) that acts 2-transitively on the boundary ∂T . Γ < G is always a discrete subgroup, and X := G/Γ.
Consider the graph metric on T . For v, w vertices of T , [v, w] denotes the geodesic path in the tree T between the vertices v, w. For ξ ∈ ∂T , [v, ξ) is the geodesic ray from v to ξ. For a vertex v ∈ T and n ∈ N, B(v, n) is a metric ball of radius n around v. For a directed edge [v, w] ⊂ T we denote by T [v,w] the unique maximal (for the inclusion) subtree of T that contains the edge [v, w], but does not contain any neighbors of v other than w.
Let ξ ∈ ∂T . By Tits [51, Prop. 3.4 ] G admits hyperbolic elements. By transitivity of G on the boundary ∂T , we can fix a hyperbolic element a ∈ G with translation length 2 with ξ as its attracting fixed point. Denote by ξ − ∈ ∂T the repelling fixed point of a and enumerate by {x i } i∈Z ⊂ T the vertices of the geodesic line (ξ − , ξ). As a convention, we choose the vertex x 0 so that it has valency d 0 . The meaning of symbols a, ξ, ξ − , x i 's is fixed for the rest of the article, unless otherwise specified.
For a subgraph D of T denote by
the pointwise stabilizer of D. For ξ ∈ ∂T , let
be the stabiliser of ξ and
Having fixed a, we define the positive contraction group
and, similarly, the negative contraction group
All our probability measures are assumed to be Borel. For a closed subgroup H ≤ G, m H will always denote the left Haar measure on H. We will specify the normalizations when needed.
2.2.
Generalities on groups acting on trees.
2.2.1. Classical decompositions. The following two decompositions are well-known (see e.g. [18, Theorem 1.5.2)]) and the third one is due to [6] .
(1) Bruhat decomposition:
where w ∈ G is an elliptic element with w(ξ) = ξ − and w(ξ − ) = ξ. (2) AN decomposition:
It is well-known that G acts on a (p + 1)-regular tree (see e.g. [5] ). Consider (the equivalence class of) the diagonal matrix a = diag(p, p −1 ) in G. It is a hyperbolic element of translation length 2. The groups G ξ and G ξ − are the subgroups of upper and lower triangular matrices in G respectively. The groups G 0 ξ and G 0 ξ − are respectively, the subgroups of upper and lower triangular matices with diagonal entries in Z p . The group M is the subgroup of diagonal matrices with entries in Z p . Finally, the contraction groups U ± are the unipotent radicals of G, i.e. the subgroups of upper, respectively, lower triangular matrices in G with ones on the diagonal. Note that in this case the contraction groups U ± are closed.
2.2.2.
Tits' independence property. An important hypothesis we impose on the group G is the following property introduced by Tits [51] . It guarantees the existence of enough rotations in the group G ≤ Aut(T ). Definition 2.2. Let T be a locally finite tree and G ≤ Aut(T ). We say that G has Tits' independence property if for every edge [x, y] ⊂ T , we have the equality
By [1, Lemma 10] , when G is closed, G satisfies Tits' independence property if and only if for any subtree S ⊂ T we have Given a legal coloring ι, for each g ∈ Aut(T d ) and
Let F ≤ Sym(d) and let ι be a legal coloring of T d . The universal group, with respect to F and ι, is defined as
In fact, the group U (F ) is independent of the legal coloring ι. We denote by U (F ) + the subgroup generated by the edge-stabilizing elements of U (F ). When F is transitive and generated by its point stabilizers, we have
The groups U (F ) + are closed, abstractly simple ([15, Proposition 3.2.1]), and k-transitive on ∂T d whenever F is a k-transitive permutation group. Furthermore, they satisfy Tits' independence property ( [1, Proposition 48] ). For U (F ) + condition (flip) is clearly implied by 3-transitivity of F . On the other hand, (flip) and 3-transitivity are not equivalent in general. Indeed, consider a finite field k. For n ≥ 3 the action of GL n (k) on P 1 (k n ) is not 3-transitive, because 3 linearly dependent vectors cannot be mapped to 3 linearly independent vectors. On the other hand, it is easy to check that this action is 2-transitive and satisfies (flip).
One can construct many other examples of subgroups G of Aut(T ) satisfying the hypotheses of Theorems A, B using the closure techniques given in [ Lemma 2.4. Let a ∈ G be a hyperbolic element and let (π, H) be a unitary representation of G on a Hilbert space H. Let v ∈ H be a non-zero vector and suppose {π(a n )v} n≥1 weakly converges to v 0 ∈ H. Then v 0 is U + -invariant.
Contraction groups for Lie or p-adic analytic groups are always closed (see [16, page 2] ). There is a partial converse to this statement ([16, Theorem B]): if G ≤ Aut(T ) is closed, non-compact, transitive on ∂T and have torsion-free closed contraction groups, then G is a linear group.
For groups with Tits' independence property, we can identify the closure of the contraction groups: Lemma 2.5. Let G ≤ Aut(T ) be a closed subgroup with Tits' independence property. Then the closure of
ξ is closed and contains U + , it is enough to show that given g ∈ G 0 ξ , one can find a sequence u n ∈ U + converging to g. This is seen by Tits' independence property. Since g ∈ G 0 ξ , g fixes pointwise some ray [x i , ξ). For every n ≥ i, by Tits' independence property, there exists an element u n ∈ G, fixing pointwise T [xn,x n+1 ] and agreeing with the action of g on T [x n+1 ,xn] . Clearly, u n ∈ U + and u n → g as n → ∞, as desired.
Haar measures of G and its subgroups. Since G acts 2-transitively on ∂T , G is unimodular ([1, Proposition 6]).
Explicit descriptions of the Haar measure on G and G ξ will be used throughout the proofs of Theorems A, B and C. These descriptions rely on decompositions from §2.2.1 and the following standard fact regarding the product structure of Haar measures. Lemma 2.6 (Product structure of Haar measures). Let G be a unimodular locally compact Polish group, and S 1 , S 2 two closed subgroups of G such that the intersec-
under the multiplication map, where m r S 2 denotes the right Haar measure on S 2 , i.e.
for any Borel f ≥ 0 on G, where ∆ S 2 is the modular function of S 2 .
Proof. The subset Ω := S 1 S 2 ⊆ G is a standard Borel space. The group S 1 ×S 2 acts on Ω and the stabilizer of id ∈ Ω is diag(K) (i.e. K diagonally embedded in S 1 ×S 2 ).
Therefore, we have a map (S
By construction, this is a continuous bijection between two standard Borel spaces, and by Suslin's theorem, it is a Borel isomorphism, meaning that its inverse is also Borel measurable. From here, the proof goes as in [32, Proof of Theorem 8.32].
Let us now apply Lemma 2.6 to Bruhat and AN decompositions:
by the multiplication map. Note that G ξ does not contain any
(2) The group G 0 ξ is an increasing union of the compact groups G [x k ,ξ) and hence, it is unimodular. By
is the counting measure. We normalize
. Since G acts 2-transitively on ∂T , G ξ acts transitively on ∂T \ {ξ}. Hence for k ∈ N, and an even integer,
From the above descriptions of m G and m G ξ , we deduce the following formula describing the restriction of m G to G 0
2.3. Ergodic theory for amenable groups. In the transverse divergence argument in the proof Theorem A, we need to replace the use of Birkhoff's ergodic theorem in the study of one parameter flows, by a pointwise ergodic theorem for amenable groups, in our case G 0 ξ . Such a theorem holds with averaging over wellbehaved sets. These sets come from tempered Følner sequences introduced by Shulman.
Pointwise ergodic theorem for the amenable group
. . of compact subsets of a locally compact group H is called a Følner sequence if for every compact K ⊆ H and ε > 0, there exists
The following result is due to Lindenstrauss. 
2])
Let H be amenable group acting ergodically by measure preserving transformations on a Lebesgue probability space (X, µ). Let F i be a tempered Følner sequence of H.
The following lemma will allow us to construct many tempered Følner sequences
Følner sequence for G 0 ξ . Remark 2.10 (Contraction to identity). We note that a similar observation in linear algebraic setting appears in [36, Lemma 7.2] . The difference in the hypotheses is due to the fact that in linear algebraic case, the conjugation by a −1 contracts any compact subset of a unipotent group to identity, whereas in our case this conjugation contracts towards the subgroup M of G 0 ξ . Proof of Lemma 2.9. Let F be as in the statement. Let K be a compact subset of
Since a-action by right multiplication multiplies the measure by the value of the modular function of G ξ , we have
By above, for all i large enough, we have
and the measure of the latter converges to 0 when U shrinks to identity. Similarly, as a −i Ka i shrinks to M , for all large i, a −i Ka i contains an element u i m, with m ∈ M and u i converging to identity. Hence,
and the measure of the latter set converges to 0 as i → +∞ (see e.g. [27, Chapter XII, Theorem A]). Combining last two observations, the expression in (2.2) goes to 0 as i → ∞, showing that a i F a −i is a Følner sequence. To see that it is also tempered:
The last inequality follows, since by compactness of F there exists j ∈ Z such that F and all of its a k−i conjugates are contained in G [x j ,ξ) .
The tempered Følner sequence described in the following example will be extensively used in Sections 4 and 5.
Example 2.11 (A tempered Følner sequence). For
. It is readily seen that for each even i ∈ Z, F i is a union of
, in particular, it is compact, M -invariant and of positive measure. Moreover, for i, n ∈ Z, we have a n F i a −n = F i+2n . Thus, applying Lemma 2.9 to F 0 and F 1 , we deduce that F 2n and F 2n+1 are tempered Følner sequences for G 0 ξ . 2.3.2. µ-Uniformly generic sets. Let H be an amenable group acting continuously on a locally compact second countable topological space X. Let µ be an Hinvariant ergodic probability measure on X and F i a tempered Følner sequence for H. By Theorem 2.8, for a fixed function f ∈ C c (X) there exists a µ-full measure subset X f ⊆ X such that the convergence (2.1) holds for each x ∈ X f .
A point x ∈ X is called µ-generic if the convergence (2.1) holds for every f ∈ C c (X). Since C c (X) is separable, taking the intersection of X f i 's over a countable dense subset {f i } of C c (X), there exists a µ-full measure subset X µ ⊆ X consisting of µ-generic points.
Since the speed of convergence in (2.1) may depend on x ∈ X µ , we will need the following strengthening of a set of µ-generic points (see §7.3 in [36] ) over a finite collection of tempered Følner sequences.
Lemma 2.12 (Uniformly generic sets). Let H be a locally compact amenable group acting continuously on a locally compact second countable topological space X and let µ be an H-invariant and ergodic probability measure on X. Given a finite collection C of tempered Følner sequences for H and δ > 0, there exists a Borel subset K ⊂ X with µ(K) > 1 − δ and such that for every f ∈ C c (X) and ε > 0 there exists n f,ε ∈ N satisfying
We call a subset K ⊂ X satisfying the conclusion of Lemma 2.12 a µ-uniformly generic set for the finite collection of tempered Følner sequences C.
Proof. Noting that C c (X) is separable, the proof follows from Theorem 2.8 and Egoroff's theorem.
Before proceeding further, we also single out the following standard application of Fubini's theorem for reader's convenience. It will be used on several occasions. Lemma 2.13 (Invariant measures and Fubini). Let G be a locally compact group endowed with a σ-finite measure m, acting measurably on a σ-finite measure space (X, µ) and preserving the measure µ. Let Y be a measurable µ-conull subset of X. Then for m-a.e. g ∈ G and µ-a.e. x ∈ X we have gx ∈ Y .
Differentiation of measures on G 0
ξ . Here, our goal is to obtain a differentiation theorem for G 0 ξ in order to compute the Radon-Nikodym derivatives locally. We use a classical result from geometric measure theory (see Federer [23, Sections 2.8-2.9]). To proceed, by the result of Haagerup and Przybyszewska [26] , endow G 0 ξ with a compatible proper left-invariant metric. We note in passing that in our case it is not hard to construct such a metric explicitly. Each F i admits a natural metric from its action on a rooted tree and one can take a box space of the sets F i (see e.g. [30] for definition of box spaces). We omit the details of the construction. To verify that differentiation theory applies in our situation, we note the following.
Lemma 2.14. For integers i ≥ 1 and j ∈ Z, let P i,j := {gG B(x j ,i),ξ | g ∈ G 0 ξ }. For every i, j, P i,j is a Borel partition of G 0 ξ , every member of P i,j is bounded and is a union of finitely many members of P i+1,j . Additionally, for every j ∈ Z,
Proof. Note that G B(x j ,i),ξ 's constitute a basis of compact open neighborhoods of identity in G 0 ξ and each P i,j is a collection of cosets of G B(x j ,i),ξ . Therefore, P i,j 's are Borel partitions. Each member of P i,j is bounded since the metric is leftinvariant, proper and compatible with the topology of G 0 ξ . The third claim follows since G B(x j ,i+1),ξ is a finite index subgroup of G B(x j ,i),ξ . Finally, the last claim follows directly by compatibility and left-invariance of the metric on G 0 ξ . 
Unique ergodicity of compact quotients
The goal of this section is to prove Theorem B. It will follow from the following special case. Proposition 3.1. Keep the hypotheses and the notation of Theorem B. Suppose furthermore that Γ is torsion-free. Then the G 0 ξ -action on X is uniquely ergodic. Proof. Since G [x 0 ,ξ) is a compact, left-M -invariant set of positive measure, by Lemma 2.9 G [x 2n ,ξ) = a n G [x 0 ,ξ) a −n is a tempered Følner sequence for G 0 ξ . Our goal is to show that for every θ ∈ C(X), we have the following convergence uniformly in x ∈ X:
Let ε > 0, θ ∈ C(X) and x ∈ X. We defineθ : X → R bỹ
where m M is the Haar measure of the compact group
The mapθ is M -invariant and, by compactness of X, is uniformly continuous. Now we argue that there exists k > 0 such that for every w ∈ G [x −2k ,x 2k ] and z ∈ X:
Indeed, sinceθ is uniformly continuous and G acts continuously on X, inequality (3.2) is true for every w belonging to a sufficiently small neighborhood O in G of the identity element. By Lemma 3.2. (3) below, for sufficiently large k, for every
The map z → φ z is locally constant as a function X → L 2 (X, m X ), because G [x −2k ,x 2k ] z is compact and open in X. In particular, z → φ z is continuous, and {φ z } z∈X is a compact subset of L 2 (X, m X ).
Since G has the Howe-Moore property (see [15, 19] ), the corresponding action of a on L 2 (X, m X ) is mixing, therefore we have
Moreover, since {φ z } z∈X is compact, this convergence is uniform in z ∈ X. Hence we can choose large enough so that the right-hand side of (3.3) is within ε of the left-hand side for every z ∈ X. Now we treat separately the right and left-hand sides of (3.3) ultimately relating them to the right and left-hand sides of (3.1). Right-hand side of (3.3): By construction X φ z (y)dm X (y) = 1, for every z ∈ X. Since m X is G-invariant, by Fubini's theorem, we have
Left-hand side of (3.3): We have
The first equality is by G-invariance of m X and the second one by definition of φ z . The third one follows from injectivity of the maps w → wz on G [x −2k ,x 2k ] for every z ∈ X (see Lemma 3.2 (2)), and thus we can lift this integral from X to G. The fourth one follows by the unimodularity of G, and the fact that
(which is readily verified using (1) of Lemma 3.2 and the product structure). The last equality in (3.5) follows from Lemma 2.7, since by Lemma 3.2 (1), we have
2) implies that for every z ∈ X and for every
follows that for every z ∈ X, the last quantity in (3.5) is ε-close to
The last equality follows from the definition ofθ and Fubini's theorem. Choosing z = a − x, we have that the last expression is equal to the left-hand side of (3.1) with n = l − k, and it is within 2ε of the right-hand side of (3.1), concluding the proof.
In the proof of Proposition 3.1 we have used the following lemma. (
If Γ is torsion-free, then for every
Proof. In (1), the inclusion ⊇ is clear, the other inclusion follows by 2-transitivity. For (2), suppose that for some x ∈ X, x = gΓ, the map is not injective. Then, there exists w = id ∈ G [x −2k ,x 2k ] such that the non-trivial elliptic element g −1 wg belongs to Γ. But since Γ is torsion-free, all its non-trivial elements are hyperbolic, yielding a contradiction.
Finally, let us prove (3). Let w ∈ G [x −2k ,x 2k ] . By (1), write w = w 1 w 2 , with w 1 ∈ G [x 2k ,ξ − ) , and w 2 ∈ G [x −2k ,ξ) . By Tits' independence property, we can write 
We are now in a position to prove Theorem B, using Proposition 3.1:
Proof of Theorem B. Since Γ is a uniform lattice in G, by [3, Prop 7.9 .(a)] it is finitely generated and by [3, Theorem 8.3 .(c)], it contains a finite index free subgroup Γ 0 , in particular, Γ 0 is torsion-free. Let X 0 be the compact quotient G/Γ 0 . The natural projection X 0 → X given by gΓ 0 → gΓ is G-equivariant. Therefore, X is a factor of X 0 . By Proposition 3.1, G 0 ξ -action on X 0 is uniquely ergodic. Since X is a factor of X 0 , by a standard argument, G 0 ξ -action on X is also uniquely ergodic and the theorem is proven.
Proof of Theorem A
4.1. Before the divergence. Let µ be a G 0 ξ -invariant and ergodic Borel probability measure on X.
ξ is a lattice in G 0 ξ , and therefore G 0 ξ x is closed in X (see e.g. [45, Theorem 1.13]). As a conclusion, µ is the G 0 ξ -homogeneous probability measure on X supported on the closed orbit G 0 ξ x. 4.1.2. A shrinking sequence of differences. In view of the previous observation, we suppose for the rest of the section that for every x ∈ X we have µ(G 0 ξ x) = 0. With this assumption and using Lemma 2.12, the next lemma will allow us to find arbitrarily close pairs of points in a set of uniformly generic points differing by an element outside of G ξ . Proof. By regularity of µ and up to replacing Y with a compact set K ⊆ Y with µ(K) > 0, we can suppose without loss of generality that Y is compact.
For a contradiction, we assume the conclusion of the lemma is not true. 
In particular, there exists i ∈ {1, . . . , n} with µ(G 0 ξ y i ) > 0. This contradicts the hypothesis that µ(G 0 ξ x) = 0 for every x ∈ X and the lemma is proven. 4.1.3. A useful factorization and associated change of variables for time shift. The following key technical proposition will allow us, with Lemma 4.1, to carry out the divergence argument with "different speeds", similarly to the one used in the study of algebraic flows by Ratner [47] (see also Margulis-Tomanov [36] ). Proposition 4.2 is proven in §5.5. To state it, we describe a finite collection of tempered Følner sequences for G 0 ξ . It will become clear in the proof that this is a convenient choice. We choose a finite collection of elements
,ξ) (see Example 2.11) and let F t n := a n F 0 ta −n for t ∈ C even and F t n := a n F 1 t a −n for t ∈ C odd . If t, t = id G , these correspond to the sequences F 2n and F 2n+1 .
Denote by
Observe that for each t ∈ C even and t ∈ C odd the sets F 0 t and −−−→ id, up to possibly reindexing n and passing to subsequence, for every n ∈ N there exist a continuous map Ψ n : F n → G and a continuous injection Φ n : F n → G such that (1) u n = Ψ n (u)aΦ n (u), for each u ∈ F n , (2) for every neighborhood O of identity in G, and for all n large enough, we have Ψ n (F n ) ⊆ O, (3) Φ n (F n ) is a subsequence of a tempered Følner sequence in C, (4) for each n ∈ N, the Radon-Nikodym derivative induced by Φ n :
The proof.
We remind that for the rest of the proof, our hypothesis is that for every x ∈ X we have µ(G 0 ξ x) = 0. 4.2.1. Geometric transverse divergence and a-invariance of µ. The following proposition is the main step of the proof. We obtain additional invariance of µ under the hyperbolic element a by employing a geometric analogue of the shearing argument of Ratner (see e.g. [36, [46] [47] [48] and the useful notes [9, 44] ). Proposition 4.3. The probability measure µ is a-invariant and, in particular,
Proof. Let f ∈ C c (X). We denote by f a the function f a (x) := f (ax). Let C be the finite collection of tempered Følner sequences for G 0 ξ , as defined before Proposition 4.2. By Lemma 2.12, fix a µ-uniformly generic subset K ⊂ X of positive µ-measure for C. Then, by Lemma 4.1 , there exist a point y 0 ∈ K and a sequence n ∈ G \ G 0 ξ such that n n→∞ −−−→ id and n y 0 ∈ K, for every n ≥ 1. By Proposition 4.2, up to passing to subsequence and reindexing, one obtains the maps Φ n , Ψ n . Let δ > 0. By the continuity of the G 0 ξ -action on X, uniform continuity of f and Proposition 4.2(2), for large enough n and any u ∈ F n , x ∈ X (4.2)
We apply pointwise ergodic theorem for the amenable group G 0 ξ . By choice of K from Lemma 2.12 and since n y 0 ∈ K for every n ∈ N, we have for sufficiently large n
By Proposition 4.2(1), combining (4.2) and (4.3), for large enough n
Since, by Proposition 4.2 the map Φ n : F n → Φ n (F n ) is a continuous bijection, for the first integral in (4.4), the following equality holds
By Proposition 4.2(4), we have
Therefore, (4.4) reads:
Now, by Proposition 4.2, Φ n (F n ) is a subsequence of a tempered Følner sequence from C. Furthermore, by our choices, y 0 is also a generic point for the tempered Følner sequence Φ n (F n ). Since f a ∈ C c (X), it follows by Lemma 2.12 that for n sufficiently large, we have
From (4.6) and (4.7), we conclude
Since δ > 0 and f are arbitrary, this shows a-invariance of µ. Since µ is G 0 ξ -invariant by assumption, its G ξ -invariance follows from AN decomposition G ξ = a Z G 0 ξ (see §2.2.1).
Mautner phenomenon and a-ergodicity of µ.
Lemma 4.4. The probability measure µ is a-ergodic.
Proof. Consider the representation of
Let f ∈ L 2 (X, µ) be an a-invariant function. By Mautner phenomenon (Lemma 2.4) f is invariant under U + . Since, by Lemma 2.5, U + = G 0 ξ and by G 0 ξ -ergodicity it follows that f is constant, implying a-ergodicity.
Constructing
we construct a functionθ : X → R that is G 0 ξ − -invariant. This construction goes in two steps.
Step 1. We defineθ : X → R bŷ θ(x) := lim inf
Note thatθ is a bounded, Borel measurable and a-invariant function. Let u ∈ U − . Observe that for every x ∈ X, ε > 0 and large enough, we have |θ(a x) − θ(a ux)| < ε. This follows by writing θ(a ux) = θ(a ua − a x), using the facts that a ua − → id and uniform continuity of θ. Thus,θ is U − -invariant.
Step 2. We defineθ : X → R bỹ
where m M denotes the Haar probability measure on the compact group M := G 0 ξ − ∩ G 0 ξ . Again,θ is bounded and Borel measurable M -invariant function. Moreover, we claimθ is G 0 ξ − -invariant. By Levi decomposition ( §2.2.1), it suffices to show that it is U − -invariant. This follows from U − -invariance ofθ and the fact that M normalizes U − . Using these, for u ∈ U − we havẽ Proof. By a-ergodicity of µ (Lemma 4.4) and by Birkhoff's ergodic theorem,θ is µ-a.e. constant and equal to X θ(x)dµ(x) =: c. Let Z :=θ −1 (c). Clearly, µ(Z ) = 1. Since M < G 0 ξ preserves the measure µ, by Lemma 2.13 we conclude that for µ-a.e. x ∈ X and m M -a.e. h ∈ M , we have hx ∈ Z . By construction of θ, this impliesθ(x) = c for all x ∈ Z . Denote by Z :=θ −1 (c). Clearly, µ(Z) = 1, and Z is G 0
Now we show that Z has full m X measure. By Proposition 4.3, µ is G ξ -invariant. Therefore, applying Lemma 2.13, we get that for µ-a.e. x ∈ X, and m G ξ -a.e. b ∈ G ξ , we have bx ∈ Z. Fix some y 0 ∈ X such that by 0 ∈ Z for m G ξ -a.e. b ∈ G ξ . Denote y 0 =: g 0 Γ.
Let π : G → G/Γ = X be the quotient map and consider the preimage
is m G -conull in G by Bruhat decomposition. Hence, Z has full m X measure.
Γ is a lattice.
Proposition 4.6. Let Γ be discrete subgroup of G and X = G/Γ. Let µ be a G 0 ξ -invariant and ergodic Borel probability measure on X such that for every x ∈ X we have µ(G 0 ξ x) = 0. Then Γ is a lattice of G. Proof. Let θ ∈ C c (X) be a non-negative function that is not identically zero on the support of µ. Letθ be as constructed in §4.2.3. By Lemma 4.5,θ ≡ c m X -almost everywhere. Observe also that c > 0. Using Fubini's Theorem, G-invariance of m X and Fatou's Lemma, we have
The last inequality is strict since θ is compactly supported and bounded, and m X is a Radon measure on X. Hence Γ is a lattice in G.
4.2.6.
End of the proof: µ = m X . By Proposition 4.6, we normalize the finite measure m X to be a probability measure on X.
Since the canonical G-action on (X, m X ) is clearly ergodic, by the Howe-Moore property [15, 19] of G, a acts ergodically on (X, m X ).
Let θ ∈ C c (X) and Z ⊆ X be as in Lemma 4.5, in particularθ is constant on Z and equals X θ(x)dµ(x). By ergodicity of m X under a-action and Birkhoff's Ergodic Theorem,θ is constant m X -a.e. and equals X θ(x)dm X (x). Since m X is M -invariant, by Lemma 2.13,θ is also constant on a set Z 1 with m X (Z 1 ) = 1 and equals X θ(x)dm X (x). Since m X (Z) = 1, we deduce Z ∩ Z 1 = ∅ and for z in this intersection, we have
Since θ is an arbitrary function in C c (X), we deduce µ = m X .
Proof of Proposition 4.2
Recall from Bruhat decomposition ( §2.2.1) that for an element g ∈ G with gξ = ξ − , we can write g as a product va n u where v ∈ G 0 ξ − , n ∈ Z and u ∈ G 0 ξ . This factorization, key to the drift argument, is not unique. To be able to make use of it and to calculate the Radon-Nikodym derivatives as in Proposition 4.2, we need to fix some appropriate (non-global) sections in this factorization (i.e. Ψ and Φ ). To do this, we start by describing an algorithm to extend in a unique and coherent manner a given partial automorphism of T . This will be done by means of colorings and fixing some total orders on the associated permutation groups.
Extensions of partial automorphisms.
Let D ⊂ T be a subgraph. Let τ : D → T be a graph homomorphism. We say (D, τ ) is a partial automorphism of G, if there exists g ∈ G, such that g D = τ . We also say that such a g extends (D, τ ) to G. In general, there might be many elements g ∈ G that extend a partial automorphism (D, τ ). By induction, we define a sequence of partial automorphisms (D n , τ n ) of G such that τ n D j = τ j , for any 0 ≤ j < n as follows: for n = 0, define τ 0 : D = D 0 → T by τ 0 = τ . Assume we constructed a partial automorphism (D n , τ n ) of G. Consider the set
Since by induction hypothesis, (D n , τ n ) is a partial automorphism of G, the finite set Σ n is non-empty. Let (π min v ) v∈Sn be the minimal element of Σ n with respect to the order we fixed on Sym(d n(mod 2) ) Sn . Now, let τ n+1 be the extension of τ n to D n+1 by the minimal element (π min v ) v∈Sn . This clearly defines a partial automorphism (D n+1 , τ n+1 ) of G. Now, for each n ∈ N, let g n ∈ G be such that g n Dn = τ n . Since G is closed and D n 's exhaust T , the sequence g n converges in G. Defineτ := lim n→∞ g n .
The claim about the coherence of the set of extensions follows directly from the construction of extensions: by constructionτ Dr = τ r andσ Dr = σ r . But as σ C∩B(o,r) = τ D∩B(o,r) , by the induction above, we have τ k = σ k for 0 ≤ k ≤ r, proving the claim.
Remark 5.2. (Fixing a family of extensions) Note, while Lemma 5.1 states existence of coherent extensions, its proof in fact describes a certain algorithm for extending partial automorphisms, once the total orders and the basepoint o are fixed. We will always use the coherent extension from the proof of Lemma 5.1, by explicitly specifying the choice of o in each application.
5.2.
The maps Ψ . Here, using the construction of extensions in §5.1, we construct partially defined sections for the factors in Bruhat decomposition.
In the sequel of this section, let G ≤ Aut(T ) be a closed subgroup satisfying Tits' independence property and (flip), and that is 2-transitive on ∂T . For i ∈ Z, let
ξ . These are compact subsets of G. To fix further notation, for an element ∈ G, define
with the convention that sup ∅ = −∞. Note that r( ) = +∞ if and only if / ∈ G 0 ξ . For the following definition, observe that for an element with r( ) = ±∞ and u ∈ F r( )+1 , we have u(x r( )+1 ) = x r( )+1 and u(x r( ) ) = x r( ) . In particular, x r( )+1 belongs to the geodesic (ξ, u (ξ)) and x r( ) does not (see Fig. 1 ).
Definition 5.3 (The maps Ψ )
. Given an element ∈ G with r( ) = ±∞ and setting i := r( ) + 1, define the map
) and consider the graph homomorphism τ : D → T that fixes pointwise the half-tree T [x i ,x i−1 ] , interchanges the two rays [x i , ξ), [x i , u (ξ)) and τ (x i ) = x i . Note that τ is a graph homomorphism because of the observation in the paragraph before the definition (see Fig. 1 for an illustration). As G satisfies Tits' independence property and (flip), there exists g ∈ G [x i−1 ,x i ] such that g D = τ , in other words, (D, τ ) is a partial automorphism of G. Therefore, by Remark 5.2, with o = x i , we get an extensionτ ∈ G of (D, τ ), and we set Ψ (u) :=τ ∈ G. Figure 1 . Definition of the map Ψ The following lemma summarizes some key properties of the map Ψ :
Lemma 5.4. The map Ψ : F i → G satisfies the following properties for every
, then so do the actions of Ψ (u 1 ) and Ψ (u 2 ) on B(x i , r). In particular, Ψ is continuous,
Proof. The properties (a)-(d) are satisfied by Definition 5.3. For (e), the implication "⇒" is just first part of (c). The other implication "⇐" follows from the unique choice of the extension Ψ (u) :=τ ∈ G.
5.3.
The maps Φ and their properties. Here, using the maps Ψ from §5.2, we define the maps Φ that we use for change of variable in the drift argument. In particular, it is crucial to know that Φ is injective. Further, we identify the image of Φ ; this will be important for the calculation of the Radon-Nikodym derivative ((4) of Proposition 4.2) in the following subsection ( §5.4). In the sequel, let us fix an element ∈ G with r( ) = ±∞ as in Definition 5.3 and denote i := r( ) + 1. We define the map
Being a composition of continuous maps, Φ is continuous. In what follows, we identify the image of Φ and show that this map is injective.
5.3.1.
Pinpointing the image of Φ . To proceed, we fix an element t ∈ G [x i−1 ,ξ) such that
Such element t exists due to the 2-transitivity of G on the boundary ∂T (for an illustration see Fig. 2 ).
For later use, we note the following straightforward observation:
Proof. Indeed, it follows from the hypothesis that t h −1 ∈ G [x i−3 ,ξ) . Therefore, since F i−2 is a union of left cosets of G [x i−3 ,ξ) (see Example 2.11), we have F i−2 t h −1 ⊂ F i−2 . By symmetry, we are done.
The following lemma is the first step to identify the image of the map Φ .
Proof. By definitions of the map Φ and the set F i−2 , one only needs to check that the product a −1 Ψ (u) −1 u t −1 fixes pointwise the geodesic ray [x i−2 , ξ), but not the vertex x i−3 . This is a routine verification that follows from the choice of t and the properties of Ψ in Lemma 5.4, see Fig. 1 and 2 .
As mentioned earlier, the following result is crucial for the change of variables in the drift argument. We note that neither injectivity, nor the surjectivity of Φ is entirely clear from its defining formula (5.2), especially as by (e) of Lemma 5.4, the map Ψ fails to be injective.
Proposition 5.7. The map Φ : F i → F i−2 t is a continuous bijection from the compact set F i onto F i−2 t , in particular, it is a homeomorphism.
Proof. Continuity of Φ is noted above; we only need to show its bijectivity. Let us first show the injectivity. To do this, assume that for u 1 , u 2 ∈ F i , we have Φ (u 1 ) = Φ (u 2 ). Unfolding the definition (5.2) of Φ , this is equivalent to
, and therefore by (c) from Lemma 5.4, we get u 1 (ξ) = u 2 (ξ). Finally, in view of (e) of Lemma 5.4, this shows Ψ (u 1 ) = Ψ (u 2 ) and thus by (5.4), u 1 = u 2 , proving injectivity.
Next, we show surjectivity. To do this, given u ∈ F i−2 t , we construct an element v in the range of Ψ such that vau −1 ∈ F i . Then, setting u := vau −1 , we have by (e) Lemma 5.4, Ψ (u) = v and by definition (5.2) of Φ , Φ (u) = u , proving surjectivity. To construct such a v, notice that the geodesic between ξ and Figure 3 . Surjectivity of Φ au −1 (ξ) passes through x i , but not x i−1 (see Fig. 3 ). Then, as in Definition 5.3 of Ψ , setting
and considering the graph homomorphism τ : D → T fixing pointwise the half tree
, and τ (x i ) = x i , we get a partial automorphism (D, τ ) of G. By construction of Ψ , (D, τ ) has a unique extension v in the range of Ψ . It remains to verify that u := vau −1 ∈ F i , i.e. u fixes [x i , ξ) but not x i−1 . This is routinely verified and we are done.
5.4.
The Radon-Nikodym derivative induced by Φ . After identifying the image of Φ our goal is now to understand its local behavior. In the following lemma, we identify the images of "small" subsets of the domain, which will eventually allow us to compute the Radon-Nikodym derivative using Proposition 2.15.
Lemma 5.8. For every u ∈ F i and positive integer r, we have
Proof. The statement of the lemma is equivalent to showing that the mapf defined on G B(x i ,r),ξ , byf (k) := Φ (uk)Φ −1 (u) is injective onto G B(x i−2 ,r),ξ . The injectivity is immediate from Proposition 5.7. Thus, we only need to identify its image with G B(x i−2 ,r),ξ . Equivalently, we shall show that the image of the function af a −1 =: f is G B(x i ,r),ξ . By its definition, it is plain that f takes values in G 0 ξ . Furthermore, unfolding the definitions, we have
Since k ∈ G B(x i ,r),ξ , the actions of uk and u agree on B(x i , r), hence, by (d) of Lemma 5.4 so do the actions of Ψ (uk) and Ψ (u). In view of (5.5), it follows that
It remains to show that the image of f is equal to G B(x i ,r),ξ . To do this, let k 0 ∈ G B(x i ,r),ξ , we need to find an element k ∈ G B(x i ,r),ξ with f (k) = k 0 , i.e. Ψ −1 (uk)uku −1 Ψ (u) = k 0 . Since u ∈ G 0 ξ and G 0 ξ normalizes G B(x i ,r),ξ , it is equivalent to find k ∈ G B(x i ,r),ξ with Ψ −1 (ku)kΨ (u) = k 0 , equivalently, k = Ψ (ku)k 0 Ψ (u) −1 . This equation is seen to possess a solution by Tits' independence property: indeed, by this property, we can define an element k ∈ G satisfying ku ξ = k 0 u ξ and elsewhere acting as Ψ (k 0 u)k 0 Ψ (u) −1 . Then, by (e) of Lemma 5.4, we have Ψ (ku) = Ψ (k 0 u) and (d) of the same lemma, we have k ∈ G B(x i ,r),ξ and we are done.
Here, we compute the Radon-Nikodym derivative of the measure (Φ )
Proof. By Lemma 5.8 and unimodularity of G 0 ξ , for every u ∈ F i and positive integer r, we have
Moreover, by Lemma 5.8, it is easy to see the pushforward measure (Φ ) * m G 0 ξ Φ on F i−2 t is absolutely continuous with respect to the measure m G 0 ξ | F i−2 t . Therefore, since the right-hand side of (5.6) equals to (d 0 − 1)(d 1 − 1), the claim follows by Proposition 2.15.
5.5.
Proof of Proposition 4.2. First, note that since n converges to identity, we have r( n ) ∈ N for large enough n (for the notation, see §5.2). Up to reindexing and extracting a subsequence one can arrange r( n ) = n − 1.
Recall that F n is the sequence in C given by
, where C is the finite collection of tempered Folner sequences, as defined in (4.1). The maps Ψ n : F n → G and Φ n : F n → G are then given by Definition 5.3 and (5.2), respectively. Continuity of Ψ n and Φ n as well as injectivity of Φ n follows from Finally, to see (3), recall by Lemma 5.7 there exists t n ∈ G [x n−1 ,ξ) such that Φ n (F n ) = F n−2 t n . Without loss of generality, assume that n contains only even indices. Up to passing to subsequence, for all n, the actions of the elements a −n/2 t n a n/2 are the same on B(x −1 , 2), and let t 0 ∈ C even be an element acting in the same way on B(x −1 , 2). Then by Lemma 5.5, we have Φ n (F n ) = F n−2 t n = a n/2 F −2 t 0 a −n/2 , and this is in fact a subsequence of an element in C. Similar argument works if n contains a subsequence with odd indices.
Horospherical orbits in geometrically finite quotients
The aim of this section is to prove Theorem C. In §6.1 we discuss geometrically finite lattices in G, where G is the group of automorphisms of a biregular tree T acting without edge inversion. In §6.2 we characterize compact orbits and, finally, in §6.3 we show that the remaining orbits are dense.
6.1. Geometrically finite lattices in biregular trees. for liftsṽ,w ∈ T of the vertices v, w gives the graph Γ\T a structure of graph of groups. The morphisms ρ [v,w] can be taken as inclusion maps (recall that G acts without edge-inversion). Up to isomorphism, the structure of graph of groups is independent of choice of lifts (see [4, 5] ). We denote by Γ\\T the corresponding graph of groups.
Below we describe an important example of graph of groups, whose underlying graph is a ray with vertices labeled by c(i), i ∈ N .
Assume that all groups in the graph above are finite and satisfy
Such a graph of groups is called a Nagao ray [4, 5, 40] . A lattice Γ < G is said to be geometrically finite ( [41] ) if Γ\\T is a union of a finite graph of groups and a finite number of Nagao rays.
One can show (see e.g. [41, proof of Thm. 3.4, (1) ⇒ (2)]) that if c : N → Γ\T is a Nagao ray in Γ\\T andc is a geodesic lift in T of c having ξ as endpoint, the stabilizer Γ ξ acts transitively on the horosphere based at ξ and passing through c(0). 6.1.2. Dynamics of ends of T . Recall that the limit set of a discrete subgroup Γ of G is the unique minimal subset of ∂T for the Γ-action. By Proposition 7.1, the action of a lattice Γ < G on ∂T is minimal, in particular, its limit set is ∂T .
Given a lattice Γ < G, an end ξ ∈ ∂T is called Γ-conical if there exists a sequence of elements γ n ∈ Γ such that for every vertex v ∈ T and every geodesic ray c in T with endpoint ξ, there exists a constant C > 0 such that d(γ n v, c) ≤ C for every n ∈ N, where d(·, ·) denotes the graph distance on T . An end ξ ∈ ∂T is called Γ-bounded parabolic if the stabilizer Γ ξ acts properly discontinuously and cocompactly on ∂T \ {ξ}.
By Paulin [41, Theorem 3.4] , for a geometrically finite lattice Γ < G, an end ξ ∈ ∂T in the limit set of Γ (which coincides with ∂T ) is either Γ-conical or Γ-bounded parabolic. Denote by p : T → Γ\T the canonical projection map. By [41, Section 3] , an end ξ is Γ-bounded parabolic if and only if any geodesic ray c in T with endpoint ξ contains a subray c 0 such that the restriction of p to c 0 is an isomorphism of graphs onto its image in Γ\T and the image, endowed with its structure of graph of groups induced from Γ\\T , is a Nagao ray. Furthermore, by [41, Corollary 3.5 ] the set of distinct Γ-orbits of Γ-bounded parabolic points is in natural bijection with the set of ends of Γ\T .
Finally, for a fixed vertex v ∈ Γ\T and a liftṽ of v in T , we define the map p v : G/Γ → Γ\T by setting p v (gΓ) := p(g −1ṽ ). It is easily seen that this map is well-defined, independent of the choice ofṽ and continuous with compact fibres.
6.2. Characterization of compact orbits. Here, we prove the part of Theorem C concerning the characterization of compact G 0 ξ -orbits in X.
Proposition 6.1. Let x ∈ X. The G 0 ξ -orbit of x is compact if and only if x = gΓ is such that g −1 ξ is a Γ-bounded parabolic end.
Proof. We first show if g −1 ξ is a Γ-bounded parabolic end then G 0 ξ gΓ is compact.
, that is equivalent to showing that gG 0 g −1 ξ Γ, hence G 0 g −1 ξ Γ is compact. Therefore, it suffices to fix ξ ∈ ∂T a Γ-bounded parabolic end and
, there exists a geodesic rayc in T with endpoint ξ, whose projection by p injects onto a geodesic ray c in Γ\T . Since Γ is geometrically finite, up to shortening the rayc, we can suppose that c, endowed with its induced structure of graph of groups, is a Nagao ray in Γ\\T . For every g ∈ G 0 ξ , g.c(0) belongs to the horosphere based at ξ and passing throughc(0). Since c is a Nagao ray, the group Γ ∩ G 0 ξ acts transitively on this horosphere and hence there exists
For the other implication, similarly, it suffices to assume ξ ∈ ∂T is not Γ-bounded parabolic and show the orbit G 0 ξ Γ is not compact in X. To do this, we show G 0 ξ ∩ Γ is finite. Indeed, since ξ is not Γ-bounded parabolic, by Paulin [41, Corollaire 3.5], for every geodesic rayc in T with endpoint ξ, the value c(n) of its projection p •c =: c on Γ\T equals a vertex v for infinitely many n ∈ N. Letc be such a ray, c its projection, v a vertex such that, up to shorteningc, c(0) = v and c(n k ) = v with n k → +∞,ṽ =c(0). In particular, for each n k ∈ N, there is an element γ k ∈ Γ such that γ kṽ =c(n k ).
Since Γ is discrete, Gṽ ∩ Γ is finite, let N ∈ N be its cardinality. Suppose for a contradiction that G 0 ξ ∩ Γ is infinite. Since for every γ ∈ G 0 ξ ∩ Γ, γ fixes a geodesic subray [c(n γ ), ξ) ofc, there exists m 0 ∈ N such that |G 0 [c(m 0 ),ξ) ∩ Γ| ≥ N + 1. Now fix k 0 ∈ N with n k 0 ≥ m 0 . Then, by construction, we have γ
a contradiction to the cardinality assumption. Therefore G 0 ξ ∩ Γ is finite and this completes the proof.
Proof of 2. of Theorem C. Let η 1 , . . . , η k be Γ-bounded parabolic points with disjoint Γ-orbits and such that the union of their Γ-orbits exhaust the set of Γ-bounded parabolic points. By transitivity of G on ∂T , let g 1 ∈ G be such that g −1 1 ξ = η 1 and set x 1 = g 1 Γ ∈ X. By Proposition 6.1 the G 0 ξ -orbit of x 1 is compact. Since a-normalizes G 0 ξ , the G 0 ξ -orbits of a i x 1 are compact. Let us show that they are disjoint. Since a normalizes G 0 ξ , it suffices to show that
This means for every u ∈ G 0 ξ , there exists u ∈ G 0 ξ and γ such that a i ug 1 = u g 1 γ. In other words, g −1
1 a i u g 1 belongs to G g Moreover, if g −1 ξ and h −1 ξ are Γ-bounded parabolic points (say without loss of generality g −1 ξ = η 1 and h −1 ξ = η 2 ) with disjoint Γ-orbits, it is easily seen that G 0 ξ gΓ ∩ G 0 ξ hΓ = ∅. Indeed, otherwise one can find elements u, u ∈ G 0 ξ and γ ∈ Γ such that ug = u hγ. But this means that for some u ∈ G 0 ξ , we have γ = h −1 u g so that γη 1 = h −1 u gη 1 = η 2 contradicting the choice of η j 's.
Conversely, let x ∈ X be such that G 0 ξ x is compact. We need to show that G 0 ξ x = G 0 ξ a j x i for some j ∈ Z and i = 1, . . . , k where x i = g i Γ with g −1 i ξ = η i . By Proposition 6.1, writing x = gΓ, we have g −1 ξ is a Γ-bounded parabolic point, so that it is equal to γη i for some γ ∈ Γ and i = 1, . . . , k. It follows that g i γ −1 g −1 ∈ G ξ , and hence it is equal to a −j u for some j ∈ Z and u ∈ G 0 ξ . We deduce that
6.3. Density of non-compact orbits. Here we prove part of Theorem C concerning density of non-compact G 0 ξ -orbits. It will follow from the description of a-orbits of x ∈ X with a non-compact G 0 ξ -orbit and a general result (Lemma 6.3) relying on mixing properties of the a-action. Lemma 6.2. A sequence a −n x diverges to infinity in X if and only if the G 0 ξ -orbit of x is compact.
Proof. Suppose G 0 ξ x is compact in X. Denote x = gΓ. By Proposition 6.1, g −1 ξ is a Γ-bounded parabolic end. To show that a −n gΓ diverges to infinity is equivalent to showing that τ −n Γ diverges to infinity, where τ = g −1 ag. To see this latter, by continuity, it suffices to show that for some vertex v ∈ Γ\T , p v (τ −n Γ) diverges to infinity in Γ\T . Letc be a geodesic subray of the translation axis of τ pointing towards g −1 ξ. Denotec(0) =ṽ. Since g −1 ξ is Γ-bounded parabolic, by [41, Proposition 3.1.(ii)], up to shorteningc, the restriction of p : T → Γ\T is an isomorphism onto a ray c converging to an end b g −1 ξ ∈ ∂(Γ\T ). Let c(0) =: v. By definition of the map p v : G/Γ → Γ\T , since c is isomorphic toc andc is a geodesic subray of the translation axis of τ , we have p v (τ −n Γ) = c(2n) (recall that a hence τ has translation distance 2). Therefore, p v (τ −n Γ) → b g −1 ξ .
Conversely, suppose G 0 ξ x is not compact. Denote x = gΓ. By Proposition 6.1 g −1 ξ is not a Γ-bounded parabolic end. Similarly to above, it suffices to show that for some sequence integers n k → +∞, τ −n k Γ belongs to a compact subset of X. Since for any vertex v ∈ Γ\T , the map p v : G/Γ → Γ\T has compact fibres, it suffices to find such a sequence n k and a vertex v ∈ Γ\T such that p v (τ −n k Γ) = v 0 for a vertex v 0 of Γ\T and for every k ∈ N. This follows from [41, Corollaire 3.5] as in the proof of Proposition 6.1.
The following result provides a criterion for density of non-compact G 0 ξ -orbits. We emphasize that it is stated in a more general setting, in particular Γ is not assumed to be geometrically finite, and we do not assume that G is topologically simple or satisfies Tits' independence property. Recall that M = G 0 ξ − ∩ G 0 ξ . Lemma 6.3. Let G be a closed subgroup of Aut(T ) that acts 2-transitively on ∂T . Let Γ be a lattice in G and x ∈ X = G/Γ. Suppose that there exist a compact set K ⊂ X, a sequence of integers n k → +∞ such that a −n k x ∈ K for every k ≥ 1. Assume, moreover, that the action of a on (X, m X ) is mixing. Then, there exists a compact open neighborhood O + of identity in G 0 ξ such that for every M -invariant function θ ∈ C c (X), up to passing to a subsequence of n k , we have
The proof of the previous lemma is along the same lines as the proof of Proposition 3.1. We provide a brief argument. The map z → φ z is continuous as a map from K to L 2 (X, m X ). In particular, since K is compact, {φ z | z ∈ K} is a compact subset of L 2 (X, m X ).
Let θ ∈ C c (X) and ε > 0 be given. Since the a-action on (X, m X ) is mixing, for every z ∈ K, we have where the right-hand side is equal to X θ(y)dm X (y) by definition of φ z . Moreover, since {φ z | z ∈ K} is compact in L 2 (X, m X ), this convergence is uniform in z ∈ K. Let k ∈ N be large enough so that the left-hand side is within ε of X θ(y)dm X (y) for every z ∈ K. As in (3.5) , by the choice of O − and O + lifting the integral to G, and using the product structure the left-hand side of (6.2) is equal to
By uniform continuity of θ we can choose a neighborhood of identity U ⊂ G 0 ξ − such that |θ(vw) − θ(w)| < ε for every v ∈ U and every w ∈ X. Then for all k large enough a n k O − a −n k ⊆ U M (see the proof of Lemma 2.9). Since ∆ G ξ (a)∆ G ξ − (a) = 1, where these stand for the corresponding modular functions, by uniform continuity of θ, the quantity in the previous displayed equation is within ε of (6.4), for k large enough and for every z ∈ K:
Since a −n k x ∈ K by choice of n k , (6.1) follows by taking z = a −n k x in the previous equation.
Proof of 1. of Theorem C. Let x ∈ X be such that G 0 ξ x ⊂ X is not compact. By Lemma 6.2, there exist a compact set K ⊂ X and a sequence of integers n k → +∞ such that a −n k x ∈ K for every k ≥ 1.
Let O be a compact open subset of X. We apply Lemma 6.3 to the M -invariant function 1 M O ∈ C c (X), the group G and the hyperbolic element a. Note that the action of a is mixing, since G has the Howe-Moore property. We deduce that for some compact open neighborhood O + of identity in G 0 ξ and up to passing to a subsequence of n k , we have 1
Since m X (M O) > 0, it follows from this convergence that there exists u ∈ G 0 ξ with ux ∈ M O. Since M ≤ G 0 ξ this concludes the proof.
Equidistribution of large compact orbits
Here, we prove Proposition 1.5. Before giving the proof, we first record an observation on the Γ-action on ∂T that gives topological information on the union of a-translates of a compact G 0 ξ -orbit. The following result is due to Mostow when G is replaced by a semisimple Lie group with finite center and without compact factors, G ξ by a parabolic subgroup P and ∂T by the flag manifold G/P . Due to similar group decompositions ( §2.2.1) and the Howe-Moore property, Mostow's original proof [39, Lemma 8.5 ] applies mutatis mutandis. Proposition 7.1. Let G be a non-compact, closed, topologically simple subgroup of Aut(T ) acting transitively on ∂T . Then, for any lattice Γ in G, the Γ-action on ∂T is minimal.
The previous result implies that the G ξ -orbit of Γ is dense in X, in other words, the union of a Z -translates of the compact G 0 ξ -orbit of Γ (which are themselves compact G 0 ξ -orbits) is dense in X. This clearly follows from Proposition 1.5 which says furthermore that the orbits themselves get equidistributed with respect to m X as their volume tends to infinity.
Before proceeding with the proof of Proposition 1.5, let us introduce a last notation: when a compact G 0 ξ -orbit on X and x = gΓ ∈ X belonging to that orbit
Further problems
In this final part, we gather some problems that arise naturally from our geometric perspective. 1) Can one establish a similar measure classification result (as Theorem A) for closures of proper subgroups of contraction groups?
2) Can one establish an analogue of Ratner's joining classification [49] and measure classification theorem [46, 48] for quotients of Aut(T d 1 )×Aut(T d 2 ) by a discrete subgroup?
3) In analogy to the results of Dani, Ratner, Margulis-Tomanov ( [20, 36, 46] ), can one establish a measure rigidity result for quotients of groups acting on spherical or affine buildings? 4) Investigate to what extent these measure classification results pertain to the isometry groups of CAT(0)-spaces.
