Abstract. We study the imaginary quadratic fields such that the Iwasawa λ 2 -invariant equals 1, obtaining information on zeros of 2-adic L-functions and relating this to congruences for fundamental units and class numbers.
This paper explores the interplay between zeros of 2-adic L-functions and congruences for fundamental units and class numbers of quadratic fields. An underlying motivation was to study the distribution of zeros of 2-adic L-functions, the basic philosophy being that the location of the zeros causes restrictions on the 2-adic behavior of the class numbers and fundamental units of real quadratic fields. Though the predicted restrictions involved the unit and class number together, numerical computations (we used PARI) revealed definite patterns for the unit and class number separately, which we were then able to prove. Several of these congruences are classical, but some of them seem to be new.
We use the information obtained to study the distribution of the zeros, in particular their distances from 1 and 0. In a previous paper [14] , one of us showed that, if (2 p + 1)/3 is prime infinitely often, then it is possible to have zeros of 2-adic Lfunctions arbitrarily close to s = 1. Recently, Morain [7] showed that (2 12391 + 1)/3 is prime, which yields a 2-adic L-function with a zero β satisfying |β − 1| 2 = 2 −6194 (see the discussion following Theorem 5) .
In previous papers [12] , [15] , one of the present authors studied zeros of 3-adic L-functions in a somewhat similar approach. However, the advantage of using 2-adic L-functions for quadratic fields Q( √ m) is that not only is the number of zeros bounded by λ − , the Iwasawa invariant for the cyclotomic Z 2 -extension of Q( √ −m), but also there is a simple formula for λ − due to Y. Kida [6] and B. Ferrero [4] . This allows us to keep the number of zeros under control. In fact, throughout the present paper we restrict ourselves to the case λ − = 1, so we are dealing with at most one zero.
2-adic L-functions
Let χ be the non-trivial Dirichlet character associated to the real quadratic field Q( √ m), where m is taken to be squarefree. The 2-adic L-function L 2 (s, χ) satisfies 1244 D. C. SHANKS, P. J. SIME, AND L. C. WASHINGTON L 2 (1 − n, χ) = −(1 − χω −n (2)2 n−1 ) B n,χω −n n for all n ≥ 1, where ω is the non-trivial character mod 4 and B n,χω −n is a generalized Bernoulli number (for more on p-adic L-functions, see [13] ). The 2-adic class number formula states that
where h + , , and d are the class number, fundamental unit, and discriminant of Q( √ m), and log 2 is the 2-adic logarithm. Iwasawa has shown that there is a power series g(T ) = g(T, χ) ∈ Z 2 [[T ]] such that L 2 (s, χ) = 2g((1 + 4) s − 1).
The Weierstrass preparation theorem says that there is a factorization
where P (T ) is a distinguished polynomial and
The degree of P (T ) is λ − , the Iwasawa invariant for the cyclotomic Z 2 -extension of
Proposition (Kida [6] , Ferrero [4] ). Let m > 4 be squarefree and let λ − be the Iwasawa invariant for the cyclotomic Z 2 -extension of Q( √ −m). Then 
so b 0 = 0 if and only if χω −1 (2) = 1, which happens if and only if m ≡ 7 (mod 8). In this case we say that L 2 (s, χ) has a trivial zero.
Let h − be the class number of Q( √ −m). It is well-known that
We can also consider a power series f (T ) = g(
1+T − 1 is an invertible change of variables over Z 2 , we find that λ − is the index i of the first odd coefficient a i .
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Theorem 1. Assume λ − = 1. 
Remark. Let ψ be the quadratic character corresponding to Q( √ 2). It follows from the work of Childress and Gold [2] that if λ − = 1 and L 2 (s, χ) has no zero in Z 2 , then the zero appears one step up (if 2 m) the Z 2 -extension of the quadratic field
has a zero. This can be seen in the proof below, since in this case (1 + 4) s + 1 = −α has a solution s = β.
Proof. The assumption that λ − = 1 yields (1). We have deg
The same argument applied to f (T ) completes the proofs of (2) and (3).
To prove (4), let β and α be as above. Then
since b 1 is odd and α ≡ 0 (mod 4). But α − 4 = (1 + 4)((1 + 4) β−1 − 1) ≡ 4(β − 1) (mod 8(β − 1)), so the first part of (4) follows. The second part follows from the same argument applied to f (T ).
The above theorem expresses quantitatively the principle that a zero close to 1 causes L 2 (1, χ) to be small. This can happen only if either h + or log 2 is divisible by a high power of 2. On the other hand, if h − is divisible by a high power of 2 then β ∈ 2Z 2 , which of course says that if L 2 (0, χ) is small then β is forced to be near 0. Theorem 1 has the following interesting consequence. 
Congruences
The above corollary implies that if v 2 (b 0 ) ≥ 3 then we have 2-adic restrictions on h + and . In this section we investigate this phenomenon. Throughout, p and q will always denote primes. We let h + = class number of Q(
if has norm −1, and h + = h + 0 /2 if has norm +1. We will often need the fact that when has norm +1,
In particular, 1 2 (a ± 1) cannot both be of the form mr 2 or r 2 with r ∈ Q, since otherwise √ would be in Q( √ m). Another fact we will use often is that if
We start with the case of a trivial zero, so b 0 = 0. Since we must have m ≡ 7 (mod 8), we have either m = p ≡ 7 (mod 16) or m = pq with p ≡ 3 (mod 8) and q ≡ 5 (mod 8). The following result does not seem to be well-known; we did not find it in the literature. 
Theorem 2. (a) If
m = p ≡ 7 (mod 16), then v 2 (h + ) = 0, v 2 (log 2 ) = 3, v 2 (h − ) = 0, a ≡ 8 (mod 16), b ≡ ±3 (mod 8). (b) If m = pq with p ≡ 3 (mod 8) and q ≡ 5 (mod 8), then v 2 (h + ) = 1, v 2 (log 2 ) = 2, A ≡ ±31 (mod 64), B ≡ 8 (mod 16). Remark. In part (b), v 2 (h − ) is
Proof. (a)
The fact that h − is odd is classical. We have (a + 1)(a − 1) = pb 2 . If gcd(a + 1, a − 1) = 2 then one of (a ± 1)/2 is a square and the other is p times a square. Therefore
, which is impossible.
Therefore gcd=1. If a − 1 = r 2 and a + 1 = s 2 p for integers r, s, then s 2 p − r 2 = 2, which is impossible mod 8. Therefore a + 1 = r 2 and a − 1 = s 2 p, so r 2 − s 2 p = 2. Clearly r, s are odd. Since r 2 ≡ 2 modulo each prime factor of s, each such factor must be ±1 mod 8, so s ≡ ±1 (mod 8). Therefore a = 1+s 2 p ≡ 8 (mod 16). Since
Part (a) can also be proved as follows using quadratic forms (in fact, this was our original proof). The principal cycle for the quadratic form x 2 − py 2 has even length, since the fundamental unit has positive norm. Halfway through the cycle is an ambiguous form αx 2 +βxy+γy 2 with α = ±2. This means that ±2 is represented by the original form: ±2 = x 2 −py 2 . Congruences exclude −2. Moreover, (x+y √ p) 2 = 2 , which yields a = (x 2 + py 2 )/2 = x 2 − 1 and a − 1 = x 2 − 2 = py 2 . The proof now proceeds as above.
Since many modern readers might be somewhat unfamiliar with quadratic forms, we now restate and justify what we just did in terms of the equivalent statements for continued fractions (and we apologize to the first author). First we need the following lemma. Surely it is well known, but since we did not find a reference we prove it.
be the mth convergent, and let
Proof. The case r = 0 is the definition of . It suffices to prove that
, which is equivalent to the pair of equations
which is well known [9, p. 114] . Assuming that the case r for the first equation has been proved, we use p n−r = a n−r p n−r−1 + p n−r−2 , and similarly for q n−r , p r+1 , q r+1 , to rewrite the first equation as (a n−r p n−r−1 + p n−r−2 )p r − (a n−r q n−r−1 + q n−r−2 )q r d
Using the fact that a r+1 = a n−r and canceling the appropriate terms yields the first equation with r + 1 in place of r. The second equation is treated similarly.
We now return to the case p ≡ 7 (mod 16) Since the fundamental unit = a + b √ p has positive norm, the value of n in the lemma must be odd. Letting r = (n + 1)/2 and x = p r−1 , y = q r−1 , we have
Therefore the primitive ideal (x+y √ p) must be a product of ramified primes. Since only the primes above 2 and p ramify, we have ±(x 2 −py 2 ) = 1, 2, p, 2p. But 1 is not possible since r − 1 < n. Since |x 2 −py 2 | < p, we must have x 2 − py 2 = ±2 = 2 (the last equality obtained because of congruences mod 8). Moreover, multiplying the numerator and denominator of the above equation by x + y √ p yields (x + y √ p) 2 = 2 . This justifies the steps used in the second proof above.
( We now systematically examine the cases where λ − = 1 and the zero, if it exists, is non-trivial. We first treat the case where m is even, since then χ(2) = χω −1 (2) = 0, so the Euler factors disappear in the expressions for L 2 (1, χ) and We have (a + 1)(a − 1) = 2pb 2 . Since a must be odd and b must be even, (a + 1)/2 is a square times 1, 2, p, or 2p. The first and last on this list would imply that √ ∈ Q( √ 2p), so 2 and p remain. If (a + 1)/2 = pr 2 , then (a − 1)/2 = 2s 2 , so pr 2 − 2s 2 = 1, which is impossible mod 8. Therefore (a + 1)/2 = 2r 2 and (a − 1)/2 = ps 2 , so 2r 2 − ps 2 = 1. Since 2 is a square modulo each prime factor of s, we have s ≡ ±1 (mod 8), hence s 2 ≡ 1 (mod 16). It follows that r ≡ 2 (mod 4) and a = 4r 2 − 1 ≡ 15 (mod 128). This implies that b ≡ 4 (mod 8) and 
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Theorem 5. Suppose m = 2pq with p ≡ ±3 (mod 8) and q ≡ ±3 (mod 8).
If p ≡ 3 (mod 8) and q ≡ 5 (mod 8), then
Proof. Consider first the case where p ≡ q ≡ 5 (mod 8). Suppose a 2 − 2pqb 2 = +1. Then a is odd and b is even. If (a + 1)/2 = 2pr 2 and (a − 1)/2 = qs 2 , then 2pr 2 − qs 2 = 1, which is impossible mod 8. If (a + 1)/2 = pr 2 and (a − 1)/2 = 2qs 2 , then pr 2 − 2qs 2 = 1, which is again impossible mod 8. If (a ± 1)/2 = 2r 2 and (a∓1)/2 = pqs 2 , then 2r 2 −pqs 2 = ±1, which implies that ±2 is a quadratic residue mod p, which is not the case (of course, we could switch the roles of p and q in the above, with similar results). The remaining possibilities imply that √ ∈ Q( √ 2pq), so must have negative norm. Therefore a 2 − 2pqb 2 = −1, which implies that b is odd. Consequently, a 2 ≡ 1 (mod 16), so a ≡ ±1 (mod 8). Since −1 is a square modulo each prime factor of b, we have b ≡ 1 (mod 4). Since 2 = A + B √ 2pq with A ≡ 3 (mod 16) and B ≡ 2 (mod 4), we obtain v 2 (log 2 ) = v 2 (log 2 ( [10, p. 191 ]. We will show below that
In all cases we have a odd and b even. The possibilities (a + 1)/2 = pr 2 , = 2r 2 , and = 2pr 2 are eliminated by congruences mod 8 and the fact that 2 is a quadratic nonresidue mod p (and similarly with q in place of p). Therefore (a + 1)/2 = pqr 2 and (a − 1)/2 = 2s
2 . This implies r is odd and s is even. Therefore a = 1 + 4s 2 ≡ 1 (mod 16) and hence b ≡ 0 (mod 4). This implies that v 2 (log 2 ) ≥ 5 2 , so we have equality when v 2 (h − ) ≥ 4. In general, since (a + 1)(a − 1) = 2pqb 2 and a + 1 ≡ 2 (mod 16), we have
It remains to show that v 2 (h + ) = 1. This follows from the work of Rédei and Reichardt [11] ; for the convenience of the reader, we reproduce their argument, adapted to the present situation. In the case v 2 (h − ) ≥ 4, we note that the desired result follows from v 2 (log 2 ) ≥ 5 2 plus the fact that 2|h + , so we only need to consider the case v 2 (h − ) = 3. However, this restriction does not seem to be useful, and we consider the general case. The maximal unramified (including at ∞) elementary 2-
, so the 2-class group of K is cyclic.
Suppose 4|h
+ . Then there is a unique unramified extension K 4 of K 2 that is cyclic of degree 4 over K. Moreover, Gal(K 4 /Q) is D 4 , the dihedral group of order 8. Let I ⊆ Gal(K 4 /Q) be the inertia group for some fixed prime p of K 4 above p.
. Therefore I must be one of the two subgroups = Gal(K 4 /K 2 ) of order 2 contained in Gal(K 4 /Q( √ 2)). In particular, I is not normal in Gal(K 4 /Q). Since I is normal in Z, the decomposition group for p, Z cannot, be Gal(
, this is a contradiction. Therefore K 4 does not exist and v 2 (h + ) = 1.
In [14] , the following was proved. Suppose q = (2 n + 1)/3 is prime. Let m = 6q. Then v 2 (β − 1) ≥ (n − 3)/2. The last part of the above theorem shows that this is an equality, since = 2 n+1 + 1 + 2
The conjecture that (2 n + 1)/3 is prime infinitely often is discussed in [1] .
The remaining cases where λ − = 1 are of the form Q( √ m) with m ≡ 1 (mod 8). Therefore χω −1 (2) = 0, so the Euler factor disappears in the expression for L 2 (0, χ), but χ(2) = 1, so the Euler factor (1 − χ(2)/2) = 1/2 cancels the 2 in the numerator of the formula for
in this case.
Theorem 6. Let m = p ≡ 9 (mod 16). Then h + is odd and v
Proof. The fact that h + is odd is standard. By [5, p. 598] , v 2 (h − ) ≥ 2. Also, since p ≡ 1 (mod 8), a and b are integers. Moreover, a 2 − pb 2 = −1, so a ≡ 0 (mod 4). Therefore pb 2 ≡ 1 (mod 16), and b ≡ ±3 (mod 8). Since −1 is a square mod b, we must have b ≡ 1 (mod 4), so b ≡ 5 (mod 8).
The congruences for A and B follow immediately from the fact that a is 4 times an odd number, hence a 2 ≡ 16 (mod 128). Now assume v 2 (h − ) = 3. Then there is a zero β, and
, by the corollary to Theorem 1. This implies that v 2 (a) = v 2 (log 2 ) = 3, which yields the desired results. 
Theorem 7. Let m = pq with
and β ≡ 0 (mod 2). If has negative norm, then a 2 − pqb 2 = −1, so a ≡ 0 (mod 4), which implies that A ≡ 1 (mod 32). Since
we therefore obtain v 2 (log 2 ) = 2 and v 2 (h + ) = 1. If has positive norm, then a 2 − pqb 2 = +1, so a is odd and b ≡ 0 (mod 4). We may assume (a + 1)/2 = pr 2 and (a − 1)/2 = qs 2 , which yields pr 2 − qs 2 = 1. Therefore p is a square mod q (and q is a square mod p), so 4|h Finally, for completeness, we list what happens when λ − = 0. The proofs, which we omit, are very similar to those given above. Note that in this case we have both v 2 (b 0 ) = 0 and v 2 (L 2 (1, χ)) = 1, so we expect congruences for h − , h + , and . In part (2), we consider 3 instead of , since is not necessarily in Z[
, so there is little effect on our other calculations.
Numerical results
Using PARI, we calculated v 2 (h + log 2 ) and v 2 (h − ), and consequently v 2 (β − 1) and v 2 (β), and obtained the following data. For example, the 311 in the first row of the first table means that there are 311 primes p ≡ 9 (mod 16) less than 10 corresponding quadratic field Q( √ 2p). Note that this number also gives the total number of examples of v 2 (β) > 0 (i.e., the sum of the first row of the second part of the table, omitting the first entry).
These tables indicate that, for the fields considered such that β exists, v 2 (β−1) = i ≥ 0 with probability approximately 2 −(i+1) . Similarly, v 2 (β) = i ≥ 0 with probability approximately 2 −(i+1) . In the families where β does not always exist, approximately half of the fields are such that β exists.
The 2-parts of the class groups of the imaginary quadratic fields considered are either cyclic (2 j ) with j ≥ 2 (for Q( √ −2p) and Q( √ −p)) or of the form (2) × (2 j ) with j ≥ 2 (for Q( √ −6q) and Q( √ −5p). This follows from [11] ). The philosophy of the Cohen-Lenstra heuristics [3] , extended to the present situation, would predict that the occurrence of a group as the 2-part of the class group is inversely proportional to the size of its automorphism group. For the case where the 2-part 13 2×10 of the class group is cyclic of order 2 j , the automorphism group has order 2 j−1 . Combining this with the above, we find that this extension of the Cohen-Lenstra heuristics to these cases is equivalent to the statement that v 2 (β) = i ≥ 0 with probability 2 −(i+1) . The elements of the automorphism group of (2) × (2 j ) with j ≥ 2 can be represented by matrices a b c d , where a = 1, b ∈ Hom(Z/2Z, Z/2 j Z), c ∈ Hom(Z/2 j Z, Z/2Z), and d ∈ Aut(Z/2 j Z). Therefore this automorphism group has order 2 j+1 . Again we find that the extension of the Cohen-Lenstra heuristics is equivalent to v 2 (β) = i with probability 2 −(i+1) .
