Abstract-We derive upper and lower bounds on the weight of p, as follows: distribution of Over-Extended Reed-Solomon (OERS) codes. Using these bounds, we obtain tight upper and lower bounds n on the probability of undetected error for OERS codes on q-ary Pud (P)
Abstract-We derive upper and lower bounds on the weight of p, as follows: distribution of Over-Extended Reed-Solomon (OERS) codes. Using these bounds, we obtain tight upper and lower bounds n on the probability of undetected error for OERS codes on q-ary Pud (P) Ai P (1 _ p)n-i (1) symmetric channels.
q -1 where Ai is the number of codewords with Hamming weight i.
I. INTRODUCTION Equation (1) relates the probability of undetected error directly to the weight distribution of the code. In some applications, error correcting codes have been used When p = (q -1) lq, the received symbols appear to be unias pure error detection codes. In particular, Reed-Solomon formly distributed no matter which codeword was transmitted. (RS) codes have been used for error detection in some disk Therefore, undetected error occurs when the received word is drives since the 1990's because they have excellent error detec-any codeword except the one sent and each such codeword tion capabilities and do not exhibit the undesirable behavior appears with probability q-n. Since there are qk -1 such characteristic of certain shortened binary cyclic redundancy incorrect codewords, we have check (CRC) codes [1] . A further example is the USB interface standard [2] , which specifies the use of a Hamming code for p qk 1-(-k) error detection.
Pud
(q -1)q <q Typically, the error detecting capabilities of these codes are guaranteed only when the codeword length is limited to some The same result can be obtained directly from (1) . One may be maximum number of symbols. For RS codes defined over a tempted to think that this "purely random" case is as bad as it finite field with q elements, Fq, the maximum length is q -1 gets and to assert that P-d(p) < q+nk) for all 0. p < q-1 symbols (or q symbols for an extended code). However, for But this is not true. It is known that some codes obey this various reasons such as format efficiency, we sometimes use an bound while others do not [4] , [5] , [6] , [7] . Intuitively, if "over-extended code," where the codeword length is allowed the weight distribution of the code is highly concentrated to exceed this maximum length. For example, a 16-bit, binary around certain weights, it is more likely that a codeword will CRC is most often used to protect codewords consisting of be confused with another when typically certain numbers of n = 215 1 or fewer bits. However, the Ultra DMA mode errors occur, rather than when typically an exceedingly large in the ATA standard [3] specifies the use of a 16-bit CRC for number of errors occur. For the same reason, it is also a protecting data packets of length much greater than n bits. misconception to hope that Pud(p) always be a monotonic function of p for 0 < p < q- In this paper, we consider Over-Extended Reed-Solomon (2) ( q 1) if d 1 (OERS) codes. From a practical point of view, these codes where a and b are integers such that n' = an + b, 0 < b < n. are constructed by reusing a (shift register type) RS encoder but allowing a longer input. Let C be a RS code over Fq with Corollary 2 If d > 2 and n. n', then A= (n) (q -1)2. g length n. q -C1 and minimum distance d. Then C can be described as the set of polynomials c(e)such that For example, if the OERS code has twice the length of the
The number of weight-3 codewords in an where u(x) is the data polynomial of degree at most n -d, OERS code is and r(x) is the remainder of xd-lu(x) divided by g(x), the
generator polynomial of C. An OERS code C' can then be J { ( -(n' -2) ((a) (q -1) + ab) defined simply by allowing u(x) in (2) to have degree higher From the definition of OERS codes given in the previous B' ) i/2) q-1 g(x) . This is the definition that we will use most often. Note E 5E i} where N* U°°Nj is the set of that whereas C is a cyclic code it can be shown that C' is In Section I we introduced the notions of good and proper codes. In this section we use our of knowledge of the weight Fig. 2 . Breakdown Of Pud(p) by weights for a (14, 11) OERS code over distribution of OERS codes to show that "most" OERS codes F8. This code is not good.
are not good and hence not proper either. We will also derive upper and lower bounds on Pd (p) which in particular give rise to upper and lower bounds on pumdax, the worst-Note that for all i + n, f2(0) =fi(1) =0 and fj(p) is not a case probability of undetected error. Finally we will do some monotonic function. Taking the derivative of f2 (p) we obtain asymptotic analysis on these bounds for cases where the size ,A of the field q goes to infinity. This will give justification to -iP (a-l)p (l_p)ti (i-np), i =1,2,..,n-i. the tightness of these bounds. For this last part, we will make use of the asymptotic notations o, 0, Q, 0, , and the like. For 0 < p < 1, f, (p) is maximized at Pi* i/n. We illustrate Readers not familiar with these notations are referred to, for this general view of breaking down P,d(p) into f2 (p)'s by example, [12] . a couple of examples, shown in Figure 1 and Figure 2 . The following argument sheds light on why a code might We comment that there is no clear guarantee that Pud(p) not necessarily be good. Consider a general (ni,k) linear should be a monotonic function, or that it should obey the block code over Fq. Take the expression of (1) and consider bound q-(nk). If there is a disproportionately large number of Pud (p) as a sum of contributions from codewords with various codewords of weight w, a "hump" could be formed at roughly weights: p=w/n2. nl / The discussion above also points us to some simple lower Pud(p) 5Ai ( P 1 (1 _p)fl-: 5Efi(p) (7) bounds on PUd(p). Basically any truncated sum of (7) is a =o n 1/ i lower bound. If we know part of the weight distribution, we can add up the corresponding fi (p)'s to get a lower bound. where
In particular, consider contribution from weight-2 codewords alone. We already know how many weight-2 codewords there p d E are, so the following result is immediate. _ud (P) S Bi q 1( P) Proposition 11 For d > 2, a simple lower bound on Pud(p)
K5 p (1-p) and a and b are integers such that n' = a(q -1) + b, 0 < b < q -1. Therefore, the bound ud (p) is asymptotically tight as p -*0.
In fact, we shall see later that, under some mild conditions,
this bound is also tight for bounding the worst-case Pud.
We now use the bound p)(2) to show that most OERS where B' is given by (3), and Ki' by (6).
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OERS codes over iF2.
