Abstract: This paper investigates various statistical methodologies for validating simulation models in automotive design. Validation metrics to compare model prediction with experimental observation, when there is uncertainty in both, are developed. Two types of metrics based on Bayesian analysis and principal components analysis are proposed. The validation results are also compared with those obtained from classical hypothesis testing. A fatigue life prediction model for composite materials and a residual stress prediction model for a spot-welded joint are validated, using the proposed methodology.
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Motivation
Mathematical and computational models are extensively used to approximate the behaviour of many engineering systems, in order to facilitate cost-effective analysis and design. However, such models need to be validated with data on actual behaviour, based on testing of the real-life product or system, before they can be used with confidence for reliability prediction and reliability-based design decisions. Due to the various uncertainties in model-based prediction, as well as in actual measurement, both sets of data (prediction and observation) have uncertainty. Therefore, model validation has to properly account for these uncertainties. This paper investigates various methodologies for this purpose. The use of simple graphical comparison between prediction and observation is inadequate in the presence of various uncertainties. Therefore, this paper focuses on numerical techniques drawn from classical and Bayesian statistics, and pattern recognition methods.
Several studies are investigating the fundamental concepts and terminology for validation of large-scale computational models, such as by the ASCI (Advanced Simulation and Computing Initiative) programme of the US Department of Energy (Ang et al., 1998; Trucano, 2000) , American Institute of Aeronautics and Astronautics (AIAA, 1998) , American Society of Mechanical Engineers Standards Committee (ASME PTC#60) on verification and validation of computational solid mechanics, and the Defense Modeling and Simulation Office (DMSO, 1996) of the US Department of Defense. Model validation has been pursued with respect to computational fluid dynamics codes for aerospace systems (Aeschliman and Oberkampf, 1998; Oberkampf and Trucano, 2002; Roache, 2002) , environmental quality modelling (Beck, 1987; Tsang, 1989) etc. An explicit treatment of uncertainty is missing or treated cursorily in these studies. Standards pointing out clear and accepted procedures for model validation under uncertainty are yet to be developed (Thacker and Huyse, 2002; Thacker, 2003) . A method to validate reliability prediction models based on Bayesian hypothesis testing has recently been proposed when reliability testing is feasible (Zhang and Mahadevan, 2003) . A six-step procedure based upon a Bayesian statistical methodology was proposed (Bayyari et al., 2002) and applied to problems of interest in automotive industry. Computer model outputs were modelled as response surfaces, and the Bayesian calibration/tuning/updating was performed for the models to be used in future prediction in the range beyond validated domain. Sacks et al. (2000) studied the validation of simulation models of traffic operations. Validation studies are also found in the field of structural dynamics (Anderson et al., 2000; Hasselman and Chrostowski, 1997; Hasselman and Wathugala, 2002) . All these studies focused mainly on model calibration and an explicit metric is not proposed.
Three types of validation metrics under uncertainty are investigated in this paper, based on classical statistics, Bayesian statistics, and pattern recognition methods.
• considers whether the difference between the prediction and observation is statistically significant • explicitly considers the variability in the experimental data and compares the prior and posterior densities of the model output or its distribution parameters • uses similarity tests based on principal components analysis for comparing groups of data.
Two numerical examples, related to composite materials durability and spot-weld residual stress modelling, are discussed in Section 3 to illustrate and compare the various methods for model validation.
Model validation methods
A model may be a response surface equation or a computer code (e.g., finite element analysis code). The inputs to such models like material properties, geometry, loading, etc., may have random variability and hence the model output is also a random variable. When model predictions are made at various instances of time or loading conditions, response at each instance will be a random variable. Inadequate data leads to statistical uncertainty in the input and output variables. Various simplifications in mathematical modelling, followed by approximations in numerical solution, lead to model uncertainty and error. Also, the measurements made in the laboratory have some error in them. Thus, model validation has to compare two uncertain quantities (prediction and observation), in order to decide whether to accept or reject the model prediction.
The currently used method of 'graphical validation' (i.e., by visually comparing graphs of prediction and observation either by overlays or by side-by side comparisons) is inadequate. With a qualitative graphical comparison, one does not explicitly analyse the numerical error or quantitative uncertainties in the predictions and experimental results. A scatter plot of experimental values against predicted response with a linear fit has been used for validation purposes in a simple example (Hills and Trucano, 1999) . A statistical inference of model validity, based on confidence bounds, was made in this reference to evaluate whether the line, so fit, has zero intercept and a slope of one. Also, various statistical tests can be performed on the residuals for normality. Thus, this paper focuses on quantitative estimation of validation metrics.
In order to reduce testing costs, historical data may be used to validate a newly developed simulation model. The model output may or may not follow a parametric statistical distribution. A large number of samples can be generated from the distribution of the model output and these samples may be treated as the population. The finite number of existing test data, spanning the range of possible model response values, can be treated as a sample set. Then model validation may be done through standard hypothesis testing where the samples belong to population are tested.
Classical hypothesis testing
Several preliminary ideas for model validation metrics that consider uncertainty in prediction and observation have been suggested (Oberkampf and Trucano, 2002) . One such metric normalises the difference between model predictions and experimental values, computes a relative error norm for discrete and continuous domain problems. Another metric considers the uncertainty in the experimental value due to limited data, and uses classical hypothesis testing (Hills and Leslie, 2003; Urbina et al., 2003) . A common practice is to conduct t-tests to decide whether or not the sample belongs to the population.
In standard statistical tests, null (H 0 ) and alternative hypotheses (H a ) are usually required. A test statistic, S, computed using the data set, is used to decide whether the available evidence rejects the null hypothesis H 0 . S may refer to a t-statistic for the mean or F-statistic for the variance. H 0 is rejected if S lies in a rejection region C (region outside a particular interval, for example [-S crit , S crit ]). The bounds of the critical region are selected, such that the probability of making a Type I error (i.e., rejecting a null hypothesis which is actually true) is, say, 0.05 or 0.01. Thus, S crit is selected, such that d and such that P(S ∈ C|H 0 ) = 1 -P(|S| > S crit |H 0 ) = 0.05 or 0.01. 
The null hypothesis H 0 is accepted if t < t α , n -1 and F < f α, n -1 , where t α , n -1 is the (1-(α/2)) percentile value of t-distribution with n -1 degrees of freedom and f α, n -1 is the (1-(α/2)) percentile value of F-distribution with n-1 degrees of freedom. Alternatively, the null hypothesis can be rejected if the difference between the observation and prediction is statistically significant. This can be done using the p-value of the observation. The p-value is defined as the probability of getting a test statistic as extreme or more extreme than that observed by chance alone i.e., P(S ≥ S obs |H 0 ). A small p-value indicates that S obs is too far from zero, i.e., the difference between prediction and observation is statistically significant, and hence H 0 is rejected. The p-value based hypothesis testing has been argued to have some logical flaws, leading to misleading conclusions (Hwang et al., 1992) . Hence Bayesian hypothesis testing has been suggested as an alternative to the classical approach. The major distinction between classical and Bayesian hypothesis testing for model validation is discussed in the following section.
Bayesian methods
Consider two models M i and M j . Their prior probabilities of acceptance are denoted by P(M i ) and P(M j ). Using Bayes' theorem, when an event/data is observed, the relative posterior probabilities of the two models are obtained as (Berger and Pericchi, 1996; Leonard and Hsu, 1999) :
The term in the first set of square brackets on the right hand side is called the 'Bayes factor' (Jeffreys, 1961) . If the Bayes factor is > 1.0 then it can be inferred that the data favours model M i more than model M j . If only a single model is proposed, the model could be either accepted or rejected. When an observation is made, the Bayes factor can be used to estimate the ratio of relative likelihood of the null hypothesis (i.e., data support the proposed model) and the alternative hypothesis (i.e., data do not support the proposed model). For example, let x o and x be the predicted failure and true response respectively of an engineering system. The value x o is predicted by model M. This can be considered as a point null hypothesis (H o : x = x o ). To estimate the Bayes factor in equation (2), an alternative hypothesis (H 1 : x ≠ x o ) needs to be constituted. Suppose the corresponding observed value in an experiment is y. Then the probability of observing the data under the null hypothesis, P(y|H o : x = x o ), can be obtained from the likelihood function. For a discrete distribution, the likelihood function of the parameter is the probability of observing the data given the parameter. For a continuous distribution, however, the likelihood function is (Pawitan, 2001) proportional to the density of data y given the parameter x, and for the problem under consideration,
Similarly, the probability of observing the data under the alternative hypothesis P(y|H 1 :
is the prior density of x under the alternative hypothesis. Since no information on g(x) is available, one possibility is to assume g(x) = f(x). Then, using equation (2), the Bayes factor is computed using Bayes theorem as
Thus, the Bayes factor simply becomes the ratio of posterior to prior PDFs of the predicted response, when g(x) = f(x). This result helps to validate model prediction with corresponding experimental measurement. If g(x) ≠ f(x), then the Bayes factor is computed using equation (3) with g(x), instead of f(x), in the denominator. Further, since x is the true solution, x 0 is the model output and y is the observed value, the following equations hold:
where ε pred is the model prediction error and ε exp is the measurement error. If there is no prediction error, i.e., (H 0 : x = x 0 ), the observed value will simply be y = x 0 -ε exp . From this relation and Gaussian experimental error assumption, for example, we obtain
is the variance of measurement error. Non-Gaussian experimental errors may also be considered here. In Bayesian hypothesis testing (Berger and Pericchi, 1996) , the statistical parameters of the model output are treated as random variables and updated using test data. Validation metrics based on the ratio of posterior and prior densities of the statistical parameters can be used to infer whether the sample belongs to a population. The model is said to be supported by the data if the Bayes factors for all the statistical parameters are larger than one.
From the discussion in Sections 2.1 and 2.2, one can notice some similarities between Bayesian and classical hypothesis testing. However, the Bayesian approach offers some alternatives (Carlin and Louis, 2000) , preferable to the classical (often called frequentist, based on the idea of long-term frequency of outcomes in imagined repeats of experiments or samples) methods, for hypothesis testing as well as for estimation and decision-making (Box and Tiao, 1992; Berger, 1985; Johnson, 1999) . In model validation, the value of a parameter (say mean or variance, or shape and scale factors) is predicted from theory, and it is more reasonable to test whether or not that value is consistent with the observed data, than to calculate a confidence interval (Berger and Delampady, 1987; Zellner, 1987) . For testing such hypotheses, what is usually desired is P(H 0 | data), i.e., assessing how much evidence is there for the null hypothesis or for the model prediction being right. Bayesian hypothesis testing directly addresses this question. Classical hypothesis testing answers a different question, i.e., whether or not there is evidence to reject H 0 . The p-value is used to infer whether or not the difference between observation and prediction is statistically significant. Not having enough evidence to reject H 0 is not the same as accepting H 0 . The illustrative examples in Section 3 compare the validation inferences made, using both Bayes factor and t-test statistics.
The Bayes factor for validating the prediction of a single quantity can be extended for validating a vector of decision variables (e.g., multiple responses at one location or one response variable at different locations). However, computation of such a validation metric is difficult for realistic problems, since it involves evaluation of high-dimensional multivariate densities. On the other hand, computing individual Bayes factor values for each response quantity may give conflicting inference about overall model validity. Therefore, an aggregate metric for validating a vector of decision variables is proposed and investigated next, in which both model prediction and experimental observation can be viewed as multivariate data, and the two data groups can be compared to make an inference about the validity of model prediction. In this method, principal components analysis (PCA) (Jolliffe, 1986; Oja, 1983; Singhal and Seborg, 2001; Timm, 2002 ) is first used for dimension reduction and noise filtering. After PCA is completed, validation is performed in the space of principal components (also referred to as features). Two similarity metrics (weighted average of cosine similarity, and distance similarity based on the Mahalanobis distance) are employed in the feature space, to characterise the statistical equivalence of experimental data and model prediction.
Metrics based on probabilistic PCA
Consider an N × k data matrix, X, consisting of N samples (either experimental observations or predicted values) of k variables. PCA can be described as a decomposition of the matrix X, giving a set of scores in a N × q matrix Z describing the principal components, and a set of loadings in a k × q matrix W, describing the influence on the principal components. The decomposition of X can be described by X = ZW T + E, where E is an N × k error matrix. The dimensionality of the data matrix can be reduced by retaining 'q' principal components (q < k) with the largest eigenvalues that capture most of the variation in the data, assuming that other components capture the contaminating noise. The values of the eigenvalues decide how many components should be included in the analysis. Probabilistic PCA (PPCA) (Tipping and Bishop, 1999) is an analogue to PCA, which incorporates information about measurement errors to develop PCA models that are optimal in a maximum likelihood sense (therefore, also referred to as MLPCA) (Wentzell et al., 1997) . PPCA not only does the same operation as PCA for dimension reduction, but also accounts for variance introduced by the error E.
After noise filtering using probabilistic PCA, two similarity measures can be employed in the feature space to characterise the statistical equivalence of the experimental data and model prediction. These are • weighted average cosines (Baeza-Yates and Ribeiro-Neto, 1999)
• distance based on the Mahalanobis distance, as described below.
The cosine of the angle between two vectors x r and x s is defined as cos . 
Consider two data sets (from simulation and physical testing) that contain the same number of variables k but not necessarily the same number of measurements. Assume that the PCA model for each data set contains q principal components, where (q < k). Denoting S and T as sub-spaces calculated from PCA for the two data sets, the similarity between the two data sets is then quantified by comparing their features (principal components in the subspace). The weighted average of cosine similarity is defined, to compare the spatial orientation of the feature space of the two data sets:
where c i are weights for each feature calculated using the eigenvalues. However, the distance similarity factor distinguishes two datasets that might have the same spatial orientation but are located far apart. Distance similarity is particularly useful when two datasets have similar spatial orientation, but the centre of data cloud is very different. One of such distance measures is Mahalanobis distance
where C is the sample covariance matrix. The Mahalanobis distance normalises the features using the covariance matrix. In the context of this paper, the Mahalanobis distance is from the centre of the simulation data to the centre of the test data, and is computed on principal component scores, rather than actual datasets (PCA reduces the data the into a smaller set of representative numbers-scores): 
This form of distance similarity measure has been used by Hills and Leslie (2003) , but PCA was not used in that study to reduce the size of data groups. The use of PCA makes the validation process computationally more efficient. Distance similarity is translation invariant but scale sensitive, while cosine similarity is translation sensitive but scale invariant. The two metrics are complementary to each other, and together give insights on both spatial orientation and location of the two datasets under comparison.
Numerical examples
The three types of model validation, based on classical hypothesis testing, Bayesian statistics and pattern recognition techniques, are illustrated in this section with the material and mechanical behaviour models.
Example 1: validation of a fatigue life prediction model for composite materials
Composite materials are widely used in automotive, naval, and aerospace structures, where they are often subjected to cyclic fatigue loading (Van Paepegem and Degrieck, 2002) . Fatigue is one of the most common failure modes in all structural materials, including composite materials. Accurate fatigue life prediction needs to include the random variation in material properties (Young's modulus, strength, etc.), loading history, component geometry, and environmental conditions. A damage accumulation model for fatigue life prediction of composite laminates is used in this example. The model is constructed at the ply level and uses a new multi-axial damage index to consider the damage caused by different stress components. The material properties and geometry properties are randomised, based on the experimental data or some assumptions. The predictive model is basically an S-N curve-based fatigue progressive damage model and ignores the detailed analysis of local failure. It uses fatigue data from the family of S-N curves, and uses a special damage variable to account for multi-axial fatigue in each ply. Refer Liu and Mahadevan (2005) for details of these calculations. For the purpose of the discussion, the predictive model is treated as a 'black-box' and only the model output is used for validation purposes. Monte Carlo simulation is used to calculate the distribution of fatigue life under different load amplitudes.
The analytical model predicts fatigue life, N cycles or log(N), for each stress level with amplitude S max . Since the material properties of the laminate are random, the life also follows a statistical distribution at each applied stress. Fatigue properties of a glass-fibre-based composite, available from the US Department of Energy/Montana State University (DOE/MSU) Composite Materials Fatigue Database (Mandell and Samborsky, 2003) , are used in this section to validate the fatigue calculations at various stress levels.
Validation of the predictive model may be performed by comparing the statistical distributions of data and the predictions for different values of S max . Since there are very few samples available, the validation in this case simply involves comparing the predicted and observed mean life. Table 1 shows the fatigue test data for three samples of laminates, conducted at four different stress levels. Fatigue life is predicted at any stress level, expressed as log(N), followed Gaussian distribution and their statistics are provided in Table 2 . As a preliminary step in validation, the predicted mean-life and available test data are first plotted to observe any interesting trends. Even with a visual inspection of Figure 1 , it is easy to identify that model prediction is somewhat close to the observation. A more rigorous quantitative estimation of model acceptance or rejection may be possible through the proposed validation methodology. 
Classical hypothesis testing
It is a standard technique in classical hypothesis testing to make use of t-tests to compare the sample mean with the population mean for a known variance. Utilising that concept, test data is compared with mean predicted life for each stress level. A t-test conducted with 0.05 acceptance level proved that the model prediction is close to the observation at all stress levels as shown below in Table 3 . 
Bayesian hypothesis testing
Bayesian hypothesis testing can be conducted as proposed in Section 2.2 to validate the mean predicted life. In this demonstration problem, fatigue log-life predicted by the analytical model followed the Gaussian distribution at all stress levels. Thus, the Bayesian validation metric can be estimated at each stress level.
Suppose that the log-life for S max follows normal density N(µ, σ), then the observed data y = {y 1 , y 2 , ..., y n } ~ N(µ, σ). Since the aim is to validate the predicted mean life, µ is assumed to be an unknown random variable that follows a distribution
The likelihood function of µ is given by (Ang and Tang, 1975) 
Now the null hypothesis can be stated as H 0 :µ = µ µ and the alternate hypothesis as H 1 : µ ≠ µ µ . The posterior density for mean life can be determined analytically in this case as:
Then the validation metric can be computed using equation (3) as:
The value for σ µ is usually arbitrarily chosen and the Bayes factor is highly sensitive to the ratio σ µ /σ. A small value of σ µ would reject the null hypothesis (prior being too rigid)
while a large value tends to accept null hypothesis (prior being too relaxing), irrespective of the fact that data is far from prediction. Hence a proper choice σ µ = s (sample standard deviation) is made in this paper for most calculations to provide 'flexibility' to the mean value µ. When s 2 is smaller than σ 2 /n, we can use σ
A typical validation metric calculation is as follows: Suppose the life log(N) at a stress level 48 MPa follows N(5.3575, 0.13323), according to Table 2 . Validation data is available from Table 1 corresponding to S max = 48 and the observed data is y = {5.1396, 5.4189, 5.5077}. In this case, n = 3, µ µ = 5.3575, σ = 0.13323, and from Table 2 , y = 5.3554 and s = 0.192. Thus, a value for the validation metric is computed as 2.688 as shown in Table 4 : The validation metric values B < 1 for some stress levels in Table 4 indicate that the predictive model is not acceptable at all stress levels. Thus, the model is expected to have some prediction error (difference between the observation and prediction), which could be attributed to model form error or vast errors in the statistical distributions of the input parameters. This inference calls for model calibration or re-evaluation of the modelling process.
PCA-based similarity tests
PCA-based validation can be used to give an overall evaluation of the prediction model, instead of evaluating at each stress level. The life log(N) at the four stress levels are treated as four variables and 6,000 samples are simulated using the life prediction model. It is assumed that both test data and data from model simulation are contaminated by noise. The noise in the test data is due to measurement error, and is assumed to be zero-mean Gaussian, i.e., ∈ x ~ N(0,Q εx ). The error covariance matrix (Ψ) is assumed to be a diagonal matrix with variances of the errors. The signal-to-noise ratio is assumed to be 10. The comparison of test and prediction is done using the proposed PCA and similarity factors-based model validation procedure as described in Section 2. The test set is a 3 × 4 data matrix consisting of three samples, of which four variables have been measured and serves as a template. The data set from simulation is divided into 2,000 sub-sets, which are the same size as the test data-set.
MLPCA is performed for the test data and each subset of the model simulation data. The similarity factors between each of 2,000 subsets of the model simulation data and the test data set are calculated in their feature spaces using equations (6) and (9). The approximate statistical distributions of the similarity factors (S θ and S d ) are obtained from the 2,000 samples. The threshold for both S θ and S d is set to 0.9. If data from model simulation are viewed as response clouds, S θ > 0.9 implies that the orientation of the two clouds is similar, and S d > 0.9 implies that the centres of gravity of the two clouds tend to overlap. Thus, the model is assumed to be valid, if P(S θ > 0.9) ≥ 0.95 and P(S d > 0.9) ≥ 0.95. The metrics are computed and shown in Table 5 . The model passed the angle similarity test but barely failed in distance test. However, the validation decision depends on the threshold. If the threshold is relaxed a little, the prediction model is able to pass both tests. Table 5 Validation metrics using PCA techniques
Before closing the example, it is worth noting that the S-N approach could bring additional errors that affect the validation inference. Typically, the fatigue life tests are based on displacement control. The transformation from displacement to stress is usually calculated using classical laminate theory and then used for fatigue life prediction. However, this transformation may introduce additional modelling error. Thus, one needs to account for errors in processing the validation test data before it is used to compare with model prediction.
Example 2: validation of a stress prediction model of a spot-welded joint
Resistance spot welding (RSW) is a widely used joining process for sheet metal assemblies, especially in the automotive and railroad industries. Due to the high stress concentration near the nugget and degradation of material properties caused by the welding process, spot welds are most critical fatigue locations of the structure. Several methods have been proposed to predict spot weld fatigue life, but few of those methods include welding residual stress, since welding stress analysis is quite complicated (Huh and Kang, 1997; Radaj et al., 1990) . According to Bae et al. (2003) , residual stress reduces fatigue life by as much as 25%.
The predictive model in this example uses finite element analysis (FEA) procedure to simulate the coupled multi-physics (electrical-thermal-structural) related to residual stresses. Since the geometrical properties and input electric current could be random, the residual stress would also be a random variable. Since Monte Carlo simulations over this complicated FE code could be computationally expensive, a response surface method (RSM) combined with design of experiments (DOE) is used to obtain a simplified empirical formula considering several sources of variation. For increased accuracy, a stochastic field expansion technique based on the Karhunen-Loeve method (Ghanem and Spanos, 1991) is applied to simulate the random field of the residual stress. The predictive capabilities of each of these two models need to be assessed so that a favourable model may be selected for future applications.
The FEA analysis is performed using the dimensions and materials properties reported by Henrysson (2001) . Also experimental data for residual stress measured at three locations in a spot weld is used (Henrysson, 2001) to validate the predictive models. Table 6 shows the test data at locations whose distances from a reference point are normalised. The stresses are also normalised with respect to the yield stress of the material used for welding. Table 6 Residual stress data The statistics of residual stresses obtained by two response surface models are presented for three different locations on the worksheet. The model response in all cases followed normal distribution, and hence only the mean and standard deviation are presented in Table 7 . A plot of test data over mean residual stress in Figure 2 qualitatively shows that the model predicts reasonably well in two of three locations far from the centre of nugget. A quantitative estimate of the model-data agreement may be possible through hypothesis testing. 
Classical hypothesis testing
A t-test conducted for the test data in Table 8 and predicted mean in Table 9 for both regression-based and KL expansion-based models showed that predictions match well with data in two out of three locations. 
Bayesian hypothesis testing
Bayesian validation metrics are estimated at various locations using an analysis similar to the one described in the previous example and are presented in Table 10 . It is clear from Figure 2 and Tables 8 and 9 that the KL expansion based model prediction is more acceptable. It is also evident that the prediction at a location closer to the nugget edge is found to be unacceptable. Since each of these response surfaces are derived using finite element analysis, it is quite possible that the singularity in the vicinity of nugget is causing a large error in the prediction. This calls for mesh refinement in FE code and/or correcting measurements taken at the centre of spot weld during a validation test.
PCA-based similarity tests
In many real world applications, including this example, data sets with missing values are quite common. Missing values occur for several reasons and in various situations: Some measurements for a particular sample may not have been recorded or recorded wrongly so that they are deleted as erroneous, insufficient samples are available for some test region et al. In this paper, missing data is handled by using the EM (Expectation Maximisation) algorithm (Oba et al., 2003) , which estimates missing values and fill them by the estimated values.
The residual stresses at the locations are treated as three variables and 7,000 samples are simulated using the prediction models (RSM and K-L). It is assumed that both test data and data from model simulation are contaminated by noise. The noise in the test data is due to measurement error, and is assumed to be zero-mean Gaussian, i.e., ∈ x ~ N(0, Q ∈x ). The error covariance matrix (Ψ) is assumed to be a diagonal matrix with variances of the errors. The signal-to-noise ratio is assumed to be 10. The test set is a 7 × 3 data matrix consisting of seven samples upon which three variables have been measured and serves as a template. The data set from simulation is divided into 1,000 sub-sets, which are the same size as the test data set.
The comparison of test and prediction is done for both RSM and K-L prediction models, using the proposed PCA and similarity factors-based model validation procedure as described in Section 2. The similarity between each of 1,000 sub-sets of the model simulation data and the test data set are calculated in their feature spaces using equations (6) and (9). The approximate statistical distributions of the similarity factors (S θ and S d ) are obtained from the 1,000 samples. The threshold for both S θ and Sd is set to 0.5. If data from model simulation are viewed as response clouds, S θ > 0.5 implies that the orientation of the two clouds is similar and S d > 0.5 implies that the centres of gravity of the two clouds tend to overlap. Thus, the model is assumed to be valid, if P(S θ > 0.5) ≥ 0.95 and P(S d > 0.5) ≥ 0.95. The threshold is set low to account for large variability in the residual stress measurement. The metrics for the K-L based model are calculated and shown in Table 11 . 
Conclusion
Statistics-based validation metrics to compare model prediction with experimental observation under uncertainty are developed in this paper. Treating model validation as equivalent to hypothesis testing, three types of metrics based on classical statistics, Bayesian statistics, and Principal Components Analysis (PCA) are investigated. Each validation approach answers a different question. Also, the first two approaches are useful in validating individual quantities or distribution parameters, whereas the third approach is useful for aggregate validation with multiple quantities. In the Bayesian approach, selecting proper priors for the distribution parameters is a challenging task. In the PCA-based approach, selection of threshold values for S d and S θ is also a challenge. In this paper, the validation metric based on hypothesis testing uses only model prediction and experimental data, and, thus, is only related to the overall difference between the two quantities. The difference may arise from many sources: model form error, numerical errors related to solution convergence and model resolution, stochastic analysis errors, and measurement errors in model input and system output. In some cases, the non-linear combination of these errors may result in an overall prediction error to be close to zero. The metric explicitly includes the measurement error, thus, acknowledging the validation inference only under a given purview of measurement uncertainty. Since the goal of a validation metric is to determine whether or not there is a significant overall error, we ignore the model bias issue. However, experimental bias is addressed indirectly in the metric. See the paper by Rebba et al. (2004) for more details on this topic. A fatigue life prediction model for composite materials, and a residual stress prediction model for a spot-weld joint in an automotive structure were validated using the proposed methodology. The results of model validation could be used to improve or calibrate the model. Model improvement needs to include the quantification of various errors such as discretisation error, stochastic analysis error, model form error, etc. Methods have been developed to quantify finite element discretisation error and stochastic analysis error; methods to quantify model form error need considerable study.
