Wavefields are commonly computed in the Cartesian coordinate frame. Its efficiency is inherently limited due to spatial oversampling in deep layers, where the velocity is high and wavelengths are long. To alleviate this computational waste due to uneven wavelength sampling, we convert the vertical axis of the conventional domain from depth to vertical time or pseudo depth. This creates a nonorthognal Riemannian coordinate system. Both isotropic and anisotropic wavefields can be extrapolated in the new coordinate frame with improved efficiency and good consistency with Cartesian domain extrapolation results. Prestack depth migrations are also evaluated based on the wavefield extrapolation in the pseudodepth domain.
INTRODUCTION
Migrations based on wavefield extrapolation, both in depth and in time, are used extensively for imaging complex subsurface structures. Ray-based migrations such as Kirchhoff migration can not correctly image reflectors where multipathing occurs. In all the wave-equation based migrations, the seismic image is constructed directly from the wavefields by applying a proper imaging condition to the extrapolated wavefields. As a result, there is a constant demand of more accurate and more cost-effective means of wavefield extrapolation.
Wavefield extrapolation is commonly implemented by finite difference approximations using regularly spaced Cartesian meshes. It is popular because there is no need to interpolate wavefields between the computation domain and physical space. However, Cartesian coordinate frame is poor in several other aspects because it does not take into account the physics of the wavefield. For example, wavelength is varies in space due to velocity variation, and considering the regular spacing in conventional implementations, this could result in uneven spatial representation of wavefields. Specifically, we tend to undersample wavefields in layers with low velocities and oversample them in layers with high velocities. Another issue with the conventional Cartesian coordinate system arises with downward continuation in the presence of overturned events: the vertical extrapolation direction in a Cartesian mesh does not follow the direction of energy propagation. The pseudo depth domain Wavefield extrapolation in non-Cartesian coordinate frames has been address by several authors for different purposes. Among them, the Riemannian coordinate allows downward continuation with small dip angles due to the fact that the coordinates are more aligned with wave-propagation directions (Sava and Fomel, 2005; Shragge, 2008) ; tilted Cartesian coordinate allows imaging of steep dipping reflectors using downward continuation (Shan and Biondi, 2008) .
Our goal is to develop and implement reverse-time migration using pseudodepth in the vertical direction, as opposed to the conventional depth. The pseudo depth is velocity dependent in a way that the wavelength remains constant in spite of the vertical velocity variation. This allows the vertical axis to be discretized with less number of samples, and thus speed up imaging. In this paper, we first develop the pseudodepth coordinate frame and the procedures needed to interpolate between pseudodepth and the Cartesian coordinates. Next, we derive the proper extrapolation operators for isotropic and anisotropic media in the new coordinate frame. Finally, we present examples of pseudodepth domain prestack depth migration and compare the cost and accuracy with Cartesian domain implementation.
PSEUDODEPTH DOMAIN WAVE EQUATION Vertical time coordinate frame
The concept of vertical time has a long history in seismic exploration. Vertical time τ is the vertical axis for time migration (Yilmaz, 2001; Claerbout, 1985) . It is defined as the two-way traveltime measured by coinciding source and receiver on the surface
For conventional time image applications, this equation is used in the context of laterally invariant media. This is however, not adequate for imaging complex strudtures. We argue that vertical time, although does not correspond to the actual two-way traveltime in complex velocites, still works fine as representation of the vertical axis. Since wavefield extrapolation is usually not zero-offset, in this work we will use the one-way vertical time, defined as
Note that velocity v m does not have to be identical to the velocity in which we propagate wavefields. For example, one can choose a constant v m , then the vertical time is simply a scaled version of depth, τ = z/v m . In practice, we suggest using a smooth background velocity as v m , because it helps regularize τ coordinate grids.
Here we retain the name "vertical time" for τ , however, it should not be confused with the vertical time τ T W used in time processing. In other words, Equation 2 represent only a change of variable from z to τ . The pseudo depth domain
Normally, wavefields are discretized on the Cartesian mesh with equally-spaced grids. For a monochromatic wave, wavelength changes with velocity and since the grid spacing is held constant, the number of samples per wavelength increases in layers with high velocities and decreases in layers with low velocities. To avoid spatial aliasing, the maximum grid spacing is limited by ∆x ≤ v min /(2f max ), where v min is the lowest velocity, often located in shallow layers. As a result, the deep layers with high velocities are often oversampled. The increased sampling of the layers with high velocity raises the cost of wavefield extrapolation without enhancing image resolution. Introducing vertical time partially resolves this problem. This can be seen by taking difference of equation 2 between to time levels,
which corresponds to a fixed τ sampling, ∆τ . This implies that the effective sampling in depth z(τ n+1 ) − z(τ n ) increases with velocity. Figure 1 shows a comparison of vertical sampling in depth z and vertical time τ . In the Cartesian domain on the left, the sampling of the wavefield is relatively coarse in shallow layers and becomes finer with depth. In the τ domain on the right, the wavefield is evenly sampled in spite of the velocity variation, for the same number of samples.
Equation 2 maps a depth point (x, y, z) to vertical time point (x, y, τ ). The inverse mapping is also straighforward, from differentiation of inverse functions, it follows
where the integration constant is zero because τ (z = 0) = 0.
By changing the vertical axis from z to τ , the coordinate system is effectively changed from the Cartesian frame {x 1 , x 2 , x 3 } to a new coordinate frame {ξ 1 , ξ 2 , ξ 3 }, where the two coordinate systems are related by
As long as the funtions x i (ξ 1 , ξ 2 , ξ 3 ) and ξ i (x 1 , x 2 , x 3 ) are one-to-one and free from singularities, we can interpolate any space functions between the Cartesian and τ domains. Figures 2a to 3b illustrate examples of such interpolations. The velocity field in the τ domain is obtained by interpolating the velocity in the Cartesian domain using Equation 2. In Figures 2a and 2b , the mapping velocity v m is computed by stacking the true velocity v horizontally, and thus it is laterally constant. As a result, the τ coordinate system is orthogonal. In Figures 3a and 3b , τ is computed from the true velocity, i.e. v m = v, the resulting τ coordinate system is nonorthogonal due to the lateral variation of v. The new coordinate system (x, y, τ ) has mixed units of time in the vertical axis and distance in the horizontal axes. Sometime it is more convenient to have distance units in all three axes of the space domain. To achieve this we can simply scale τ by some velocity funcitonṽz
For example, ifṽ is set to constant, the pseudodepth is simply a linear scaling of τ ,z(τ ) =ṽτ . The importance of this step will be evident later as we look into anisotropic media.
Isotropic extrapolations
Alkhalifah et al. (2001) From Equations in 5, we can obtain the Jacobian matrix associated with coordinate transformation from Cartesian domain
where we have denoted horizontal variation of vertical time by σ i = ∂τ /∂x i (i = 1, 2). The nonzero off-diagonal elements in the Jacobian matrix J indicate that ξ i coordinates are nonorthogonal. From the Jacobian matrix we can compute its metric tensor
and its determinant g = 1/ det(g ij ) = v 2 m . Using the Jacobian matrix defined in 7, we obtain the following derivative transformations:
A brief overview of the relevant tensor calculus theory is enclosed in Appendix A.
The two-way wave equation may be written in the following first order system
where p is stress and −q is particle momentum. The gradient of a scalar φ in a general curvilinear coordinate frame ξ i is
which upon substitution of τ domain metric tensor 8 gives the following form of the τ domain gradient operator
The divergence of vector f = f i e i in a general curvilinear coordinate frame ξ i is
Similarly we can find the τ domain divergence using equation 8 as follows
A τ domain two-way wave equation is established by substituting the gradient and divergence operators in equations 12 and 14 into equation 10,
This new wave equation is seemingly more complex then the normal two-way wave equation 10. It, however, does not raise the computational cost significantly because the number of differentiations on the right-hand side of the system is 6 for both Equations 15 and 10. The only cost increase comes from the multiplication with the σ i terms, which is less costly than differentiations. As will be shown in the next section, the additional cost due to σ i terms is in practice offset by an efficiency gain due to reduced vertical sampling.
If the τ coordinate system is orthogonal, in other words, v m is laterally constant, and thus, σ i = 0, then the Jacobian matrix becomes diagonal J = diag(1, 1, 1/v m ) and the metric tensor g ij = diag(1, 1, 1/v 2 m ). The two-way wave equation 15 simplifies to
The simplicity of this equation allows us to reorganize it into a second-order form
which upon expansion becomes
Since the first-order derivatives affect only the amplitude of the solution (Courant and Hilbert, 1989) , the last term in Equation 18 can be dropped while retaining a kinematically correct solution, the resulting wave equation is
When both v and v m are constants, the wavefront described by Equation 19 is an ellipse. This suggests that elliptical anisotropy can be viewed as a linear change of the variable τ = z/v m to isotropic velocity.
Anisotropic extrapolation
Velocity variation with angle in anisotropic media allows more choices for the mapping velocity v m in Equation 2. It is natural to use, but not limited to, the vertical velocity,
The kinematics of a quasi-P wave in an anisotropic acoustic medium can be characterized by three parameters: P-wave velocity in the direction of the axis of symmetry v v , NMO velocity v = v v √ 1 + 2δ and anellipticity η = ( − δ)/(1 + 2δ) (Alkhalifah, 2000) , here and δ are Thomsen parameters (Thomsen, 1986) .
The quasi-P wave motion in transversely isotropic media with vertical axis of symmetry (VTI) is described by the following first-order system (Duveneck and Bakker, 2011) ∂p
where p H and p V are horizontal and vertical stresses, −q is the particle momentum. The pseudo depth domain
In the τ domain, the wave equation is obtained by applying the chain rule 9 to 20, the resulting system of equations is
Equation 20 has the second-order form
Similarly, the second order form of 21 is
In addition to the cost reduction, the vertical time axis also allows time processing in VTI media to be independent of the vertical velocity v v , which is usually unresolvable from surface seismic data.
In transversely isotropic media with tilted axis of symmetry (TTI), the symmetry plane and symmetry axis are rotated by tilt angle θ and azimuth φ. The two-way wave equation is obtained by substituting derivatives in Equation 20 by the following relations
In τ domain, the TTI extrapolation equation is obtained by replacing each of the spatial derivatives ∂/∂x i (i = 1, 2, 3) on the right-hand side of Equation 24 by the expressions given by chain rule in Equation 9. The τ coordinate transformation does not affect stability of the extrapolation.
Implementation aspects
The Sampling of the τ axis should be small enough to avoid wavefield aliasing in the τ domain, for example ∆τ ≤ 1 10
where v min is the minimum velocity in the model and f max is the maximum frequency of the wave. Accordingly, the number of samples representing the τ axis should be chosen to cover the largest expected τ value,
The mapping velocity v m is often chosen as a slightly smoothed version of true velocity v. This is because the τ domain wave equation involves a differentiation of v m , for example the first equation in 15.
For second-order wave equations, the operators on the right-hand side can become significantly complicated in the τ domain, such as Equation 23. Thus, it is more convenient to code up its first-order form 21. For consistency, we will extrapolate the wavefields using the first-order form for all the examples in this paper. Thus, the time derivatives in these equations are approximated by central differences,
and the spatial derivatives are approximated using the Fourier pseudospectral approuch (Gazdag, 1981; Carcione et al., 2002) , as follows
where superscript n indicate time steps, F i is the spatial Fourier transform in the x i direction. The change of the vertical axis from z to τ does not affect the stability condition. For both isotropic and VTI extrapolations, the same time-step is used in both the Cartesian and τ domains.
EXAMPLES Impulse responses
The τ domain wave equations in the previous section are derived for 3D models. For simplicity, the examples in this paper is for D models. Since the change in the vertical axis acts on a single vertical velocity profile at a time, the conclusions in this section can be extended to 3D case. To test the accuracy of the τ domain wavefield extrapolation, we look at impulse responses of the τ domain migration operators and compare them with those obtained from the Cartesian domain extrapolations. A synthetic zero-offset section with three spikes are illustrated in Figure 4 . Migration images obtained from this section are superpositions of the Green's functions due to a point source located at the center on the surface.
Figure 4:
Zero-offset section with three impulse events equally spaced in time. The source has peak frequency of 20Hz. The lag between impulses is 0.5sec.
Our first example is a lens velocity model, shown in Figure 5a . The background velocity is v = 2100+.025z+.14x m/sec and contains a negative anomaly of −750 m/sec. We use the same velocity to obtain vertical time τ , i.e. v m = v in Equation 2. The τ mesh is overlaid on the velocity model, a prominent "pull-down" near the bottom of the model is due to the slow velocity lens. By the same analogy, a "push-up" will appear in the τ domain beneath a positive velocity anomaly, for example a salt body. By applying the change of variable in Equation 2, the velocity is interpolated to the τ domain and plotted in Figure 5b . The τ axis is discretized by 401 samples to speedup extrapolation and honor the aliasing condition. The zero-offset section in Figure 4 is migrated using Equation 10 by extrapolating backward in time and applying zero-time imaging condition. The resulting image is shown in Figure 5c . In the τ domain, the extrapolation is done by solving Equation 15. Following the same imaging condition, the migrated image is shown in Figure 5d . This image is then interpolated back to the Cartesian domain using equation 4, and compared with Figure 5c . The error shown in Figure 5f is due to the linear interpolation between Cartesian and τ meshes, and it is relatively small.
The next examples demonstrate extrapolation in complex models. In Figure 6a , we show a section of the isotropic Marmousi velocity model. Since the vertical time derived from this velocity has very ragged curvatures that may pose stability difficulties for the τ domain extrapolation, in Equation 2 we use instead a smoothed version of the Marmousi velocity as v m to compute τ . Interpolation of the Marmousi velocity on to the τ mesh is shown in Figure 6b . Impulse responses are obtained by solving Equations 10 (Figure 6c) and 15 (Figure 6d ). The error is plotted in Figure 6f and it is relatively small. Similar to isotropic complex models, to alleviate the distortion of the τ mesh due to the strong velocity variation of the salt body, the τ mesh is constructed using a smooth background velocity v m . The resulting τ coordinate system is overlaid on vertical velocities in the Cartesian and τ domains, shown in Figure 8a and 8b. The Cartesian domain impulse response is computed from Equation 20, Figure 8c shows the horizontal stress field p H . In the τ domain, the impulse response is obtained from equation 21, and the resulting p H field is shown in Figure 8d . As expected, the wavefield beneath the salt is "pushed up" due to positive velocity anomaly at salt dome. The error in the migration image obtained in τ domain is plotted in Figure 8f . Table 1 summarizes the numerical cost of wavefield extrapolation in Cartesian and τ domains. For isotropic extrapolations, elapsed time is shorter in τ domain than in Cartesian domain, the percentage cut is close to the reduction of vertical sampling of the wavefield. For anisotropic extrapolations, the efficiency improvement is less significant, due to the increased number of derivatives on the right-hand side of equations 21 as compared to Cartesian extrapolator 20.
Model n c n τ reduction t c t τ speedup Lens (Figure 5a) 401 251 37.5% 18 12 33.3% Marmousi (Figure 6a) In addition to the reduced computational cost, τ anisotropic extrapolation also features attenuated shear wave artifacts. Figure 9 shows the impulse responses using a homogeneous anisotropic velocity model. The shear wave artifact is significant in the Cartesian domain, shown on the left. In the τ domain, the artifact is attenuated with the coarser vertical sampling, as shown on the right. Coarser sampling enhance numerical dispersion of the shear wave, which tends to spread the energy across the domain, thus attenuates the shear wave artifact.
Prestack imaging
Using the τ domain two-way wave equation 15, we apply reverse-time migration to Sigsbee2a synthetic dataset. Figure 10a shows a standard RTM image obtained in the Cartesian domain. The vertical axis, depth z, is discretized into 1201 samples. Figure 10b shows an RTM image obtained in τ domain. The vertical axis has been replaced by vertical time τ , with 751 samples. Thus, the model size in the τ domain has been reduced by 37.5% compared to the Cartesian domain. Measured by wall clock times, the τ domain RTM gained a total of 33% speedup compared to Cartesian domain RTM, which as expected, is close to the reduction of the model size.
Similarly, anisotropic reverse-time migration can be implemented using Equation 21. Figure 11a illustrates a migrated image of the SEG/Hess salt dataset, with 1500 samples in vertical direction. In the τ domain, the models are discretized into 1200 samples in vertical direction. Figure 11b illustrates the τ domain migration image. Again, the τ domain RTM has seen 18% speedup, due to a corresponding sampling reduction of 20%. Note as well that the first two reflections in the τ domain result is not aliased compared to its depth counterpart. This implies that if these reflections are crucial, then we will require even a denser depth sampling to avoid aliasing up shallow. This will result in even a larger cost difference.
CONCLUSION
The oversampling of wavefields in the vertical direction is effectively resolved by converting the vertical axis from depth to vertical time. Depending on lateral variation of the chosen vertical time, the resulting coordinate system can be made orthogonal or nonorthogonal. We derived wave equations for time extrapolation of both isotropic and anisotropic wavefields in the vertical time coordinate frame. Extrapolation in the vertical time domain features reduced computation cost due to elimination of oversampling in vertical direction. Using the τ domain extrapolators, over 30% speedup are observed for both isotropic and anisotropic RTMs. 
