Abstract --This paper considers a class of cargo ship routing and scheduling problems from industrial and tramp shipping and presents a wide range of benchmark instances that have been created to represent realistic planning problems for various shipping segments. Initial results for the benchmark instances are provided both through exact and heuristic methods. Optimal solutions to smaller problem instances are provided by a commercial mixed-integer programming solver, and high-quality solutions to larger problem instances are provided by a state-of-the-art adaptive large neighborhood search heuristic. The provided benchmark instances, as well as an instance generator, intend to stimulate future development of solution algorithms for this important planning problem, and to provide a basis for modelling and solving various real-life problem extensions that go beyond what is included in the benchmark instances.
INTRODUCTION
International trade heavily depends on maritime transportation with more than nine billion tons of goods carried at sea annually by a world fleet with capacity of more than 1.6 billion deadweight tons (UNCTAD, 2013) . It is common to distinguish between the following three modes of operation in maritime transportation (Lawrence, 1972) : liner, industrial and tramp shipping. Liner shipping resembles bus line operations since the ships follow published schedules and itineraries. Container shipping belongs to this mode. An industrial operator owns the cargoes and controls the ships, trying to minimize the cost of transporting its own cargoes, similar to a private fleet. Tramp shipping has similarities with taxi services, where the ships follow the available cargoes, usually with a mix of mandatory contract cargoes and optional spot ones.
In this paper we focus on industrial and tramp shipping, which have several similarities when it comes to operational characteristics. Oil and bulk products, which constitute about 60% of the total amount of goods carried at sea, are almost entirely transported within these two modes of operation. AlKhayyal and Hwang (2007) distinguish between cargo routing and inventory routing, which both may appear in industrial and tramp shipping. We focus in this paper on cargo routing, which involves the problem of routing a fleet of ships to service a number of cargoes that are given as input to the planning process, in contrast to inventory routing where the cargoes are determined through the planning process itself.
In this class of problems, a shipping company has a set of mandatory contract cargoes that it is committed to carry. Typically in a tramp shipping company, these mandatory contract cargoes come from long-term agreements between the shipping company and the cargo owners, while an industrial operator transports its own cargoes. Each cargo in the given planning period must be picked up at its port of loading, transported and then delivered to its corresponding discharging port. There are time windows given, within which the loading of the cargoes must start, and there may also exist time windows for discharging. The shipping company controls a heterogeneous fleet of ships to transport the cargoes, each ship with a given initial position, possibly at sea, and a time for when it becomes available for new transport assignments. There may be compatibility constraints between ships and cargoes, for example because some ships cannot enter a cargo's loading or discharging port due to draft limitations. The challenge for the industrial operator is to construct routes and schedules such as to minimize costs. Tramp shipping companies will also try to increase their revenue by transporting optional spot cargoes, so their objective, in addition to constructing routes and schedules, is to select the optional spot cargoes so as to maximize profits.
It is common to distinguish between deep sea and short sea shipping problems. In deep sea shipping, the cargoes are often transported long distances across (at least) one of the big oceans giving long sailing times. In short sea shipping, the operation is only regional, for example within the Mediterranean Sea. Deep sea and short sea shipping problems give different underlying topologies.
Furthermore, it is also common to distinguish between full load and mixed load problems. Whereas for major bulk commodities a cargo is usually a full shipload, the ship capacity may accommodate several cargoes simultaneously for minor bulk commodities and chemicals where the shipments are smaller. The latter is referred to as the mixed load case. In the full load case, the problem simplifies compared to the case where a ship may carry several cargoes simultaneously.
The planners of an industrial or tramp shipping company basically must solve, on a daily basis, a ship routing and scheduling problem which in structure has many similarities to the multi-vehicle pickup and delivery problem with time windows (m-PDPTW) described by Desrosiers et al. (1995) . However, there are also a number of differences in the operational environment between cargo routing problems in industrial and tramp shipping and the m-PDPTW that arise for example in land transport, see the discussions by Ronen (1983) and Christiansen et al. (2004) . The most important ones are perhaps that the fleet is heterogeneous, that ships operate around the clock and do not start from a common depot, that not all ships and cargoes are compatible, and that the travel distances are based on a different topology. Christiansen et al. (2013) present a recent general survey on ship routing and scheduling, and show that the research within this topic has blossomed and that its volume has more than doubled compared with the previous decade. A large share of this research is on cargo routing problems in industrial and tramp shipping, see for example (Brønmo et al., 2007; Hwang et al., 2008; Korsvik et al., 2010; Maliappi et al., 2011; Jetlund and Karimi, 2004; Lin and Liu, 2011) .
Despite the recent increase in research on ship routing and scheduling, this transportation mode still receives little attention compared to its importance. One of the reasons for this lack of attention is probably the barriers for researchers to engage in such problems due to lack of standardized data. Much of the previous research has been performed on real life problems that cannot be shared due to confidentiality issues, or on ad hoc, randomly generated instances that do not sufficiently capture the particular features of maritime transportation. There is therefore a need to develop standardized benchmark problem instances for industrial and tramp ship cargo routing and scheduling problems. This was also pointed out by Maliappi et al. (2011) . Such benchmark instancess have been developed for various vehicle routing problems, such as Solomon's instances (Solomon, 1987) for the vehicle routing problem with time windows, and have undoubtedly resulted in an increased research interest and many important contributions.
Recently, benchmark problem instances have been developed also for specific maritime routing problems. Brouer et al. (2013) present an integer programming model and a benchmark suite for liner shipping network design. Their benchmark suite, which is made to reflect the business structure of a global liner shipping network, is presented and discussed in relation to industry standards, business rules, and mathematical programming. The benchmark instances are developed based on real-life data from a global liner-shipping company and supplemented by data from several industry and public stakeholders. Similarly, Papageorgiou et al. (2014) present a library of test instances for deep-sea single-product maritime inventory routing problems. They also propose a mixed-integer programming model for solving the problem, which is used to provide best known results for the benchmark instances.
Our main contribution in this paper is to present and make available a wide range of realistic benchmark instances for industrial and tramp ship cargo routing and scheduling problems, as well as an instance generator for generating additional instances. These benchmark instances have been developed so that they reflect various shipping segments, such as both deep sea and short sea shipping and full load and mixed load problems. Wee also present a state-of-the-art adaptive large neighborhood search (ALNS) implementation to solve the problem. Finally, we present a computational study illustrating the performance of the ALNS heuristic and a commercial MIP solver directly solving a mathematical formulation of the cargo routing problem.
The main goal of this work is that other researchers will use our benchmark instances, as well as our instance generator, for developing better solution algorithms for this important planning problem. Furthermore, we hope the paper will stimulate researchers to model and solve various real life extensions to this problem that also go beyond what is included in our benchmark instances, such as speed optimization (Norstad et al., 2011; Psaraftis and Kontovas, 2013) , inclusion of bunkering decisions (Bebes and Savin, 2009; Vilhelmsen et al., 2014) and environmental regulations (Kontovas and Psaraftis, 2011) . The instances presented in this paper can be used as a basis for such extensions.
The rest of this paper is organized as follows. A formulation of the ship routing and scheduling problem considered in this paper is given in Section 2. The generation of the benchmark instances is described in Section 3. The ALNS heuristic proposed for solving the problem is presented in Section 4Section 5 presents the computational study, while concluding remarks are given in Section 6.
PROBLEM FORMULATION
We consider a shipping company, operating either within tramp shipping or industrial shipping, which operates a heterogeneous fleet of ships. At a given point in time we consider a static and deterministic planning problem, consisting of determining how the fleet of ships should service a set of known cargoes. The ships may have different capacities, service speeds and cost structures, and due to previous assignments, they become available for new assignments at different times and different locations. In addition, some ships may be prevented from carrying certain cargoes due to incompatibilities If a cargo is assigned to a ship, the ship must load the cargo in its corresponding loading port and later unload the cargo in its unloading port. All loading and unloading operations must be performed within a time interval that is specific to that operation for a given cargo. Ship capacities must not be violated. The shipping company may choose to use spot charter to transport a given cargo, instead of carrying it using one of its own ships.
Below is a general mathematical formulation of the industrial and tramp cargo routing and scheduling problem, where the set of ships is denoted by , and the capacity of ship ∈ is . If we let denote a cargo, there is a node corresponding to the loading port and a node corresponding to the unloading port, with being the number of cargoes. The set of loading nodes is denoted by , and the set of unloading nodes is denoted by . The set of nodes that can be visited by ship is , and this set includes an origin node and an artificial destination node . The set of arcs that ship can traverse is . We also introduce the shorthand ∩ for loading nodes that can be visited by ship , and ∩ for unloading nodes that can be visited by ship .
Each node has a time window [ , ] . The cost of sailing from to using ship is , and the associated travel time is
. The time at which service begins at node using ship is , and is the total load onboard after completing service at node using ship . The variables are binary flow variables, indicating whether ship moves directly from node to node . Binary variables indicate whether cargo is transported by the available vessel fleet. If the cargo is not transported with the available vessel fleet, a cost is incurred. For industrial shipping, this corresponds to the cost of using spot charter to transport the cargo. For tramp shipping the cost represents either the loss of revenue from not being able to carry an optional cargo or the cost of using spot charter to transport a mandatory contract cargo. The mathematical formulation of the problem becomes as follows.
min , ∈ ∈ ∈
(1) subject to
, ∈ , ∈ , (12)
The goal is to minimize the value of the objective function (1), which sums up the costs from operating the fleet plus the cost of spot charters. Constraints (2) state that all cargoes must either be picked up by a ship or transported using spot charter. Constraints (3)- (5) describe the flow on the sailing route used by ship . Constraints (6) and (7) keep track of the load onboard at loading and unloading nodes respectively. Constraints (8) make sure that the load does not exceed the ship capacity. Constraints (9) ensure that the time at which service starts is possible with respect to travel times. Constraints (10) make sure that if a cargo is loaded, its unloading port is also visited by the same ship. Precedence requirements are imposed through constraints (11). Time windows are stated by constraints (12), while constraints (13) and (14) impose binary requirements on the spot charter and flow variables.
The above model is both valid for deep sea and short sea problems. It is also valid both for the full load and the mixed load case, though more efficient formulations can be obtained for the full load case, see for example .
The industrial and tramp cargo routing and scheduling problem is NP-hard, being more general than the traveling salesman problem with time windows. By the same argument, the problem of determining whether any feasible solution to the problem exists is NP-complete (Savelsbergh, 1985) .
BENCHMARK SUITE
This section describes how an instance generator has been created, and how this generator has been used to create a basic set of benchmark instances for industrial and tramp ship routing and scheduling. The instance generator and the benchmark instances are currently available at the web page http://iot.ntnu.no/users/larsmahv/benchmarks/. The best known results on each of the instances are also reported there.
The instance generator
To generate instances, certain inputs must be specified. Initially, a set of ports and a set of ship types must be defined. Each port has a given location and belongs to a corresponding geographical region. For each ship type, the cost of entering each port is given as well as the time spent in port as a function of the quantity loaded or unloaded in the port. In addition, the travel time and travel cost, assuming a fixed sailing speed, is given between each pair of ports for each ship type.
The above inputs are static, in the sense that a relevant set of ports and a relevant set of ship types will not change frequently. Therefore, two different sets of static inputs have been prepared and included in the instance generator: One set defines ports and ship types that are relevant for deep sea shipping, and another set defines ports and ship types for short sea shipping. Figure 1 below shows a world map where most of the ports in the deep sea data set are marked. The short sea data set comprises a subset of these ports, namely those to be found in Europe. For the deep sea data set, the vessel set contains six types, including general cargo ships and oil tankers of varying sizes, whereas the short sea data set contains seven different ship types used in dry bulk shipping.
The ports are geographically divided into regions. For the deep sea data set there are five regions, namely Europe, South America, the Far East, the US East Coast, and the US West Coast. The short sea data set consists of Europe, but it is subdivided into 14 regions, corresponding to different countries. Travel times and travel costs between each pair of ports are based on real distances (Fagerholt et al., 2000) and current day fuel prices.
Remaining inputs to the instance generator are used to further specify the type of instances that should be generated. First, the user must specify which ship types to include in the instances, as well as how many ships to include from each type. As an example, when generating deep sea instances, it is appropriate to generate instances using either only oil tankers or only general cargo ships, but not a mix thereof. Second, the user specifies the number of cargoes to generate. This number is the total number of cargoes, which may consist of both optional and mandatory cargoes, and the instance generator will decide the mix of these depending on the other inputs described below. It is assumed that mandatory cargoes may be handled by using spot voyages, so the difference between mandatory cargoes and optional cargoes is mainly in the interpretation of the cost of not transporting them.
Third, the size of the cargoes is given as input. To simplify the input, the user may select to generate small cargoes, large cargoes, cargoes of mixed size, or full load cargoes. For each of these categories, the size of a cargo is generated randomly from a given interval which is relative to the average ship capacity. Only one dimension of capacity is considered.
Fourth, the size of the time windows is determined. There are four alternatives for the time windows namely tight, normal, loose, or none. Time windows are also relative to the travel times, and for loading ports the time windows will have a width of seven days for deep sea shipping and three days for short sea shipping. The time windows for unloading ports begin at the same time as the corresponding loading time windows, but are wider, typically allowing a ship enough time to load and unload some additional cargoes before making the corresponding delivery.
Fifth, there is an option to adjust the flow of goods between regions. Normally the flow of goods is not balanced, as some regions consume more goods than they produce or vice versa. The instance generator may either generate cargoes purely at random, or first establish trade patterns that influence the flow of goods between regions. The latter is more realistic, and ensures that certain regions are considered mainly as export regions and others mainly as import regions.
Finally, the last input regards the market condition, which may be specified as either poor, normal, or good. In a good market, there will be more optional cargoes available, with higher revenues, but the cost of using spot voyages is higher. In a poor market, there are fewer cargoes to transport, and the cost of using spot voyages is relatively low.
Once inputs have been given, the instance generator proceeds as follows: First, two subsets of ports are generated, with one subset consisting of ports where cargoes are often loaded and the other consisting of ports where cargoes are often unloaded. If the requested instance should have balanced flow of goods, these subsets are equal to the full set of ports. Second, a set of cargoes is generated, where for each cargo the loading port, the unloading port, and the size are all specified.
Third, the generator makes sure that all cargoes can be serviced by the selected fleet, and otherwise some of the cargoes are generated anew. Time windows are also calculated at this point, trying to ensure that all the ships in the fleet can be assigned an even work load and that at least one ship can reach any cargo in time for the loading time window.
Fourth, time windows and spot charter costs are adjusted according to the selected market situation. In a good market there will be more cargoes available within a given time frame, whereas in a poor market there will be less cargoes available per time unit. Finally, if some ships cannot reach any cargo in time for the loading time window, the ship is repositioned so that at least one cargo can be reached.
Benchmark instances
The instance generator may be used to generate a wide variety of instances. In the following we will describe a set of 240 instances that represent realistic combinations of settings, divided into four groups. For all four groups, the instances have normal time windows, unbalanced flow between regions, and a heterogeneous fleet of vessels, and are all based on a normal market condition. 
ADAPTIVE LARGE NEIGHBORHOOD SEARCH
The ALNS heuristic was introduced by Ropke and Pisinger (2006) extending the large neighborhood search heuristic of Shaw (1997) by allowing the use of multiple destroy and repair methods within the same search process (Ribeiro and Laporte, 2012) . Given below as Algorithm 1, is a general pseudocode for our ALNS implementation. The algorithm picks an initial solution and then, at each iteration, removes cargoes from the current solution and then reinserts them in the solution differently. We now describe our implementation in more detail.
Solution representation and initial solution
A solution consists of a set of visiting sequences, one for each of the actual ships and one for an artificial ship that represents cargoes transported by spot voyages. In each sequence some cargoes are transported by a specific ship. The sequence of loading and unloading is represented by using the cargo number twice, first for the loading and then for the unloading of the cargo.
The proposed ALNS starts with an initial feasible solution. To be sure of feasibility, all cargoes are put in the artificial ship representing the use of spot voyages. Thus, there is no sailing cost for the initial solution and the only cost is the cost of not transporting the cargoes.
Removal heuristics
In step 8 of Algorithm 1, some cargoes are removed from the current solution, using a removal heuristic. In these heuristics we remove cargoes from the current solution. In each iteration, is chosen randomly in 4, min 100,
where n is the number of cargoes and is a constant parameter. Thus, the number of removed requests, , varies during the search to provide different neighborhood size. Three different removal heuristics are used: the Shaw removal heuristic, random removal, and worst removal.
In the Shaw removal heuristic the main idea is to remove a set of similar cargoes. First, a random cargo is selected, and then 1 additional similar cargoes are selected for removal. We define the similarity of two cargoes by a measure called relatedness. The relatedness is defined with respect to a distance measure, a time measure, a size measure, and a measure that consider the ships that can be used to serve the cargoes:
We define , as the minimum travailing cost from to . The pickup and delivery locations of cargo is denoted by and , indicates the time when location is visited and denotes the size of request . The set of vehicles that are able to transport cargo is .
The term weighted by measures distance, the term weighted by measures temporal connectedness, the term weighted by measures size of the requests and the term weighted by ensures that two requests get a high relatedness measure if only a few or no vehicles are able to serve both requests.
The random removal heuristic is the simplest of the removal heuristics, and basically selects cargoes at random and removes them from the solution.
The last removal heuristic is worst removal. The main idea of this heuristic is to remove cargoes that are placed in high cost positions. In worst removal heuristic we calculate and sort the cost of the cargoes and then remove cargoes with high costs . For more detail, we refer the readers to (Ropke and Pisinger, 2006) .
Insertion heuristics
In these heuristics we reinsert the removed cargoes into the solution. We have implemented two different insertion heuristics: a basic greedy heuristic and a regret-k heuristic.
The basic greedy heuristic is an iterative heuristic that inserts one cargo in each iteration. We calculate the cost of inserting a cargo at its best position overall and then the cargo with minimum cost is selected to be inserted at its best position. This process continues until all cargoes have been inserted, possibly by using the artificial ship representing spot voyages.
Regret heuristics improve the myopic behavior of the basic greedy heuristic. A regret-k heuristic calculates the regret value which is equal to the sum of the differences in the cost of solutions when a cargo is inserted in its best position and when it is inserted in its 2nd best, 3rd best, ..., and k-th best position. In each iteration the regret-k heuristic chooses to insert the cargo that maximizes the regret value. The selected request is inserted in its best position.
Adaptive weight adjustment
Adaptive weight adjustment is an iterative process to define and adjust (automatically) the weight of each removal and insertion heuristic using statistics from earlier iterations. For this purpose we divide the entire search into segments, with 100 iterations in each segment. Then we calculate a score for each of the heuristics during the search in the current segment and at the end of segment new weights will be calculated.
The main point here is how to score insertion and removal heuristics and update their weights. The score of a removal or insertion heuristic is increased based on the quality of the new solution obtained. A heuristic operation which results in a new global best solution gets a high increase in its score. Solutions that have not been accepted before and which improves the cost of the current solution also gets an increased score. Finally, solutions that are accepted but does not improve on the current solution get a small increase in their score.
For updating the scores between segments, we first normalize the scores ( ) by dividing them by the number of times they have been used ( ) and then the new weights will be calculated by using a predefined parameter (r) to balance the earlier weights and the new normalized scores as follows. Let , be the weight of heuristic used in segment . The new weights become:
In the first segment all heuristics have the same weight, and and are re-set between segments.
Selection of heuristics
After weighting the heuristics, we have k heuristics with weights , ∈ 1,2, … , , then we select heuristic with probability ∑ by using a roulette wheel selection principle. The removal and insertion heuristic are selected independently.
Acceptance criterion and stopping criterion
We have implemented the acceptance criterion of simulated annealing which accepts solutions that are better than the current solution and also accepts solutions that are worse than the current solution with probability | |/ , where 0 is the temperature. The cooling schedule implemented by Crama and Schyns (2003) is used, and the algorithm stops when a specified number of iterations have been completed.
COMPUTATIONAL STUDY
The benchmark instances presented in the previous section have been solved using both the ALNS heuristic described in Section 3 as well as by XPRESS Optimizer Version 25.01.05 using the model described in Section 2. This will give an indication about how difficult industrial and tramp ship routing and scheduling problems are to solve to optimality, although it should be possible to solve larger instances by using specially tailored algorithms. By comparing with optimal solutions on small instances and with lower bounds from XPRESS on larger instances, we also get an indication of the performance of the ALNS heuristic. In the following tests, the standard parameters of XPRESS was used, expect that MIPRELSTOP was set to 0 and that the search was stopped after one hour. The ALNS was executed ten times for each instance, each run including 25,000 iterations. Both XPRESS and the ALNS was executed on a single core, using a 3.4 GHz CPU with 8 GB RAM and a 64-bit operating system. Results for the short sea instances with mixed cargo sizes are reported in Tables 2  and 3 . Average values are presented in Table 2 for each instance size. For XPRESS we report the gap between the lower and upper bounds found during the one hour run, the gap between the upper bound and the best known solution, and the total running time in seconds. We run the ALNS algorithm 10 times and calculate both the minimum and the average gap between the best solution found and the best known solution, as well as the average running time. The numbers in the Deep sea instances differ from short sea instances not only in the geography and in the ratio between traveling times and time spent in port, but also through different ship types being included. It turns out that XPRESS is able to solve to optimality larger instances for the deep sea case than for the short sea case. Tables 6 and 7 give results for deep sea instances with mixed cargo sizes, and Tables 8 and 9 give results for deep sea instances with full load cargoes. For deep sea instances with mixed cargo sizes, XPRESS finds optimal solutions to three out of five instances with 23 cargoes, although it fails to prove optimality for one of the instances with 18 cargoes. While there appears to be a serious degradation of the solution quality obtained by using XPRESS when going from 23 to 30 cargoes, the ALNS seems to scale well.
For the instances with full load cargoes, XPRESS finds optimal solutions to all instances with 25 cargoes or less, and is even able to prove optimality for one out of five instances with 50 cargoes. However, for one of the other full load deep sea instances with 50 cargoes XPRESS terminates prematurely when using standard settings, and had to be run without cut generation by setting CUTSTRATEGY = 0. There is again only one instance where ALNS does not succeed in finding the best known solution, and for this instance the gap to the best known varies between 0. 
CONCLUDING REMARKS
This paper has considered the cargo ship routing and scheduling problem that arises in industrial and tramp shipping. We have presented and made available a wide range of benchmark instances that were made to represent realistic planning problems for various segments of the shipping industry. An instance generator that can be used to produce additional instances has also been provided. To solve the cargo ship routing and scheduling problem, a state-of-the-art adaptive large neighborhood search (ALNS) heuristic has been implemented. The benchmark instances have been solved both by the ALNS and a commercial MIP solver based on a mathematical formulation of the problem. The commercial MIP solver is able to find optimal solutions to instances up to around 18-25 cargoes, depending on the structure of the instances. The ALNS finds solutions that are at least as good as those identified by the MIP solver on 238 out of 240 instances, and seems to scale well also for instances up to 130 cargoes.
We hope our work will stimulate other researchers to develop better solution algorithms for this important planning problem, and, even more importantly, to model and solve various real-life extensions that go beyond what is included in our benchmark instances.
