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Recently Venumadhav et al. [1] proposed a new pipeline to analyze LIGO-Virgo’s O1-O2 data
and discovered eight new binary black hole (BBH) mergers, including a high effective spin, χeff , one.
This discovery sheds new light on the origin of the observed BBHs and the dynamical capture vs.
field binaries debate. Using a new statistical approach, we show that, while isotropic models are
not ruled out, the observed χeff distribution favors field binaries, whose χeff is determined by tidal
forces and wind losses, over capture.
I. INTRODUCTION
Ligo-Virgo Collaboration (LVC) detections of gravita-
tional waves (GW) [2, 3] from merging binary black holes
(BBH) immediately posed a puzzle - what is the origin of
these binaries? The models proposed belong to two cate-
gories: field massive stellar binaries [4–10] and dynamical
capture of either primodial [11–13] or stellar [14–27] BHs.
The observables available to address this question are:
the BHs’ masses, m1 and m2, and the effective spin, χeff ,
the component parallel to the binary’s orbital spin of the
sum of the normalized BH spins. The normalized spins
are measured relative to the maximal BH spin. Namely,
χ ≡ cS · Lˆ/Gm2, where c and G are the speed of light
and Newton’s constant, S is the spin vector and Lˆ is
the direction of the orbital spin. The effective spin is
χeff ≡ (χBH,1 + qχBH,2)/(1 + q) with q ≡ m2/m1.
The χeff distribution contains the most valuable infor-
mation on the BBHs’ origin [28–30]. In dynamical cap-
ture scenarios the spins are expected to have isotropic
orientations [14], favoring small χeff values, we refer to
those as “isotropic” distributions. The spins of BBHs
arising from “field binaries”, are preferentially aligned
with the binary orbital angular momentum leading to
positive and possibly large χeff values. Lack of high χeff
mergers in the LVC O1-O2 sample [2] suggested that the
χeff arises from a distribution of isotropically oriented low
spin BHs [31, 32]. However, the LVC χeff distribution is
still consistent with the field evolution scenario [32, 33].
But if so [32, 33] suggested that a high χeff should be
discovered within the next few events.
Re-analysis of the O1-O2 data [1, 34–36] discovered
eight new events including a high χeff one. We compare
here the new data set to isotropic distributions [31] and
to distributions arising from a tides-winds model [30, 33]
for the evolution of χeff in field binaries. This model does
not attempt to follow the early phases of the stellar evo-
lution. It focuses on the latest stages which take place
after the uncertain common envelope phase. The spin
evolution at this stage is dominated by tides and winds.
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While this is a simplified model, it’s usage is justified by
it’s ability to capture the essence of the problem. To take
into account the uncertainty in the effect of the earlier
evolutionary phases we consider two drastically different
values for the spins as initial conditions. While a similar
analysis has been carried out [33] for the LVC data, we
consider here the larger LVC-IAS data. In addition to
changes we introduce in the model, we use a novel way
to account for the errors in the estimated χeff values. We
compare seven models to the data. We find using max-
imal likelihood the best fit parameters and estimate the
quality of the fits using the Anderson-Darling statistic.
II. THE DATA
The LVC analysis of the O1-O2 runs revealed ten BBH
mergers [3]. Recently Venumadhav et al. [1] proposed a
novel pipeline for the analysis of GW data. Estimated
parameters of mergers identified by both pipelines are
within the errors of each other (see Table I and Figure
1). However, the new re-analysis of the O1 [34] and O2
data [35, 36] revealed eight new BBHmergers. We denote
the full sample as the LVC-IAS data set.
In the following we assume that the χeff distribution
is mass independent and compare the models to the
unweighted observed distribution. We neglect possible
mass/spin correlations. This is natural in the isotropic
scenario and valid for field binary scenarios if tidal lock-
ing and winds operate in the same manner across the BH
mass range. Given the small size of the sample, such an
assumption is essential. For the same reason we neglect
[see e.g. 37] bias that may arise from the GW horizon
dependence on the spin [38, 39].
III. THE MODELS
A. Isotropic Models
The χeff distribution is given by a weighted sum of two
randomly oriented (isotropic) normalized spin vectors si:
χeff−iso =
s1 · Lˆ+ qs2 · Lˆ
1 + q
. (1)
2Event m1/M⊙ m2/M⊙ χeff pastro
LVC IAS LVC IAS LVC IAS IAS
GW150914 35.6+4.8−3.0 35.9
+4.47
−4.45 30.6
+3.0
−4.4 29.6
+3.5
−3.6 −0.01
+0.12
−0.13 −0.05
+0.11
−0.11 ∗
GW151012 23.3+14.0−5.5 27.3
+12.03
−11.89 13.6
+4.1
−4.8 12.11
+4.25
−4.2 0.04
+0.28
−0.19 0.05
+0.23
−0.23 > 0.99
GW151226 13.7+8.8−3.2 16.4
+7.53
−7.5 7.7
+2.2
−2.6 7.53
+2.45
−2.47 0.18
+0.20
−0.12 0.27
+0.19
−0.19 ∗
GW170104 31.0+7.2−5.6 30.17
+5.95
−5.96 20.1
+4.9
−4.5 19.6
+3.89
−3.85 −0.04
+0.17
−0.20 −0.09
+0.16
−0.16 > 0.99
GW170608 10.9+5.3−1.7 17.4
+11.43
−11.45 7.6
+1.3
−2.1 5.8
+2.66
−2.66 0.03
+0.19
−0.07 0.25
+0.3
−0.31 > 0.99
GW170729 50.6+16.6−10.2 50.3
+12.42
−11.5 34.3
+9.1
−10.1 34.6
+9.05
−9.03 0.36
+0.21
−0.25 0.43
+0.21
−0.21 > 0.99
GW170809 35.2+8.3−6.0 36.1
+7.8
−7.76 23.8
+5.2
−5.1 23.6
+4.95
−4.94 0.07
+0.16
−0.16 0.08
+0.19
−0.19 > 0.99
GW170814 30.7+5.7−3.0 31.0
+4.53
−4.53 25.3
+2.9
−4.1 24.98
+3.29
−3.29 0.07
+0.12
−0.11 0.05
+0.11
−0.11 > 0.99
GW170818 35.5+7.5−4.7 35.4
+5.92
−5.91 26.8
+4.3
−5.2 26.87
+4.59
−4.6 −0.09
+0.18
−0.21 0.05
+0.2
−0.2 > 0.99
GW170823 39.6+10.0−6.6 39.5
+7.34
−7.43 29.4
+6.3
−7.1 28.5
+5.91
−5.91 0.08
+0.20
−0.22 0.09
+0.22
−0.22 > 0.99
GW170121 − 31.8+6.56−6.58 − 23.9
+5.07
−5.05 − −0.3
+0.29
−0.29 > 0.99
GW170727 − 40.1+8.34−8.35 − 29.1
+6.6
−6.63 − −0.09
+0.32
−0.33 0.98
GW170304 − 42.9+9.79−9.73 − 31.6
+7.5
−7.5 − 0.19
+0.31
−0.31 0.985
GW170817A − 56+16−10 − 40
+10
−11 − 0.5
+0.2
−0.2 0.86
GW170425 − 46.7+14.9−14.92 − 29.9
+9.87
−9.91 − 0.05
+0.42
−0.42 0.77
GW151216 − 32.3+9.7−9.7 − 20.47
+5.76
−5.76 − 0.8
+0.18
−0.18 0.71
GW170202 − 29.87+11.46−11.45 − 14.32
+4.48
−4.48 − −0.16
+0.34
−0.34 0.68
GW170403 − 45.5+10.25−10.25 − 32.7
+8.29
−8.25 − −0.63
+0.39
−0.38 0.56
TABLE I. Parameters of the BBH mergers detected during LVC’s O1 and O2 by LVC (left columns, The LIGO Scientific
Collaboration et al. [3]) and IAS (right columns, Venumadhav et al. [35], Zackay et al. [36]). The parameters are median values
with 90% credible intervals.
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FIG. 1. The distribution of the observedχeff in the LVC (Left) and IAS (right) data. We have approximated each observation
as a Gaussian whose mean value and 90% credible interval are the values given in [3] and [34] respectively. The inserts show
the average distribution. The title indicates the mean χ, the standard deviation σχ and the skewness γχ.
Following [31] we consider three distributions defined by
the distribution of |si|: flat, or dominated by either low
or by high spins. We use q = 1 (varying q has a minor
effect, see Figure B1 in Appendix B).
3B. Field Binaries:
Given the complexity of binary evolution, we consider
here a simple model [29, 30, 33] that describes the crit-
ical ingredients during the last phase of the binary: the
interplay between tidal locking that increases the spin
and winds that diminish it. We briefly outline here the
essential ingredients of this model [see 29, 30, for fur-
ther details]. We consider Wolf-Rayet progenitors [30],
as those are massive enough and have small enough radii
allowing binaries can merge within a Hubble time. How-
ever, the considerations are not limited to these stars and
would be relevant to most final stages of most field bi-
naries, provided that their radii are small enough to fit
within an orbit that can merge in a Hubble time.
We assume that at the time that the second BH forms
the orbit is circular [see e.g. 30, 40] with a radius a. The
corresponding coalescence time is:
tc ≈ 10Gyr
(
2q2
1 + q
)(
a
44R⊙
)4(
m2
30M⊙
)−3
. (2)
Synchronization: The BH (or star ) exerts a tidal force
that tend to lock its stellar companion’s spin with the
orbit on a time scale [29]:
tsyn ≈ 10 Myr q
−1/8
(
1 + q
2q
)31/24(
tc
1Gyr
)17/8
. (3)
If fully synchronized the dimensionless spin of the star is
aligned and:
χsyn ≈ 0.5 q
1/4
(
1 + q
2
)1/8( ǫ
0.075
)( R2
2R⊙
)2
(
m2
30M⊙
)−13/8(
tc
1Gyr
)−3/8
, (4)
where ǫ ≡ I2/m2R
2
2 relates the star’s moment of inertia,
I2, to its mass and radius, m2 and R2.
Winds: Strong winds that operate at the late phases
of the stellar evolution lead to angular momentum loss,
characterized by tw ≡ χ∗/χ˙∗, where χ∗ is the star’s nor-
malized aligned spin and χ˙∗ its loss rate.
Evolution: The combined effects of tidal forces and
winds on the stellar spin yield [29, 30]:
dχ∗
dt
=
(χsyn − χ∗)
8/3
tsyn(tc)
−
χ∗
tw
. (5)
Initial values: We consider initially synchronized stars
χ∗(0) = χsyn or non-rotating stars χ∗(0) = 0, denoted
by a subscript syn,0 respectively. These two extreme ini-
tial conditions reflect the large uncertainty in the earlier
evolution of the stars.
We evolve χ∗ over the lifetime of the star t∗ = 0.3Myr
to obtain the final spin χ∗(t∗) (see figure A1 in Appendix
A). The ratio χ∗(t∗)/χsyn depends on tw/tsyn(tc) and
tw/t∗. While the latter is of order unity, the former varies
over a large range, due to the strong dependence of tsyn
on tc (see Eq. 3).
Overall, the combined effect of the tidal force and
winds lead to an almost dichotomous result. Large χ∗(t∗)
for short separations (tc . 100Myr) and small χ∗(t∗) for
large ones (tc & 100Myr). The transition depends on
m and q. As the BBHs have a wide range of tc values
this will lead to either small or large χ∗(t∗ values. This
results in a bi-modal χeff distribution which is an inter-
esting prediction of the tide-wind model.
Collapse: If χ∗(t∗) ≤ 1, the entire star implodes to
a BH with χ
BH
= χ∗(t∗). If χ∗(t∗) > 1, a fraction of
the matter must be ejected carrying the excess angu-
lar momentum and χ
BH
. 1 [41]. Observations of mas-
sive (> 10M⊙) Galactic BBHs indicate that massive BHs
form in situ in a direct implosion and without a kick [40].
Therefore, we disregard here possible natal kicks [see e.g.
32, 42, 43] that may tilt the spin.
Single/double synchronization: In the Single Aligned
(SA) scenario tidal locking and winds operate only on
the secondary (the lighter) star and the resulting effec-
tive spin, χ
BH,2
, is calculated as outlined above (see Ap-
pendix A for details). We take χ
BH,1
to be distributed as
flat isotropic1 We also consider a Double Aligned (DA)
scenario in which tidal locking and winds operate on both
stars.
Rates and delay distribution: We assume that the
BBHs formation rate follows the star formation rate
(SFR) [44]: RSFR(z) ∝ (1 + z)
2.7/{1 + [(1 + z)/2.9]5.6}.
This is uncertain as the progenitors are very massive
stars, but we have verified (see Appendix B Figure B2)
that our results don’t depend strongly on the details
of the BBH formation rate. The mergers’ rate follows
the formation rate with a time delay tc whose probabil-
ity is assumed to be distributed as pobs(tc) ∝ t
−1
c for
tc > tc,min.
A detailed description of the implementation of the
model and the calculation of the resulting probability
distribution is given in Appendix A.
IV. DATA ANALYSIS:
Anderson-Darling Test:
To estimate the validity of each model we use the
Anderson-Darling [45] test. The Anderson-Darling
statistic is model dependent. Thus, to allow for a proper
comparison we must obtain the significance level, given
in Table II, of each model independently. Given a model
the significance test is performed as follows: (i) We sam-
ple Ndata = 18 noiseless data points from the theoretical
model distribution. (ii) We add an error sampled from
a centered Gaussian with a standard deviation, σχeff to
1 [33] assumed in this scenario that the primary always has
χ
BH,1
= 0.
499% 90% 80% 70% 60% 50% 40% 30% 20% 10% 5% 4% 3% 2% 1%
SA0,SAsyn 0.38 0.39 0.42 0.48 0.56 0.67 0.82 1.04 1.39 2.02 2.69 2.91 3.2 3.62 4.34
DA0,DAsyn 0.38 0.39 0.42 0.48 0.56 0.67 0.83 1.06 1.42 2.07 2.77 3.02 3.33 3.79 4.72
(SA0,syn +DA0,syn)/2 0.38 0.39 0.42 0.48 0.55 0.67 0.82 1.05 1.4 2.05 2.74 2.98 3.28 3.71 4.49
ISOlow, ISOflat, ISOhigh 0.38 0.39 0.42 0.48 0.56 0.67 0.83 1.05 1.4 2.02 2.66 2.87 3.12 3.5 4.13
TABLE II. Rejection values of Anderson-Darling test statistic A2 for the different models.
each data point. (iii) We evaluate the A2 statistic of the
obtained data set. (iv) Repeating this process 106 times
gives an empirical distribution of p
(
A2
)
from which we
obtain the rejection values. Table II provides the sim-
ulated rejection level for the Anderson-Darling statistic,
A2, for each model.
Errors: Before comparing any model distribution to
the data we must take into account the errors in the es-
timated χeff values. To do so, for each model described
by a parameter set λ, we evaluate the theoretical proba-
bility, pth(χeff ;λ) (see Appendix A for details). We then
amount for the errors by convolving pth(χeff ;λ) with a
Gaussian characterized by σ¯χeff = 0.14, the average stan-
dard deviation in the observed χeff estimates (see Table
I). The final model prediction is given by:
p(χeff ;λ) = pth(χeff ;λ) ∗ e
−χ2eff/2σ¯
2
χeff /
√
2πσ¯χeff . (6)
V. RESULTS
We compare the observed LVC-IAS χeff distribution to
the expected ones for three isotropic distributions: low,
flat and high, [as defined in 31] and four field binary mod-
els: SA0,syn and DA0,syn, described above. We optimize
the parameters of the field binary models by performing
a Maximum-Likelihood (ML) test (see Figure 3).
Isotropic Models: Figure 2 depicts a comparison of the
cumulative distributions of the three isotropic models to
the LVC-IAS data. All three isotropic models are accept-
able, however, now the high model is favored. The low
model that was most favorable [31] becomes the lesser
one.
Field Binaries: The models depend on three time-
parameters, t∗, tc,min and tw. We take t∗ = 0.3Myr as
the typical2 lifetime and use ML (see Fig. 3) to deter-
mine the best tc,min, tw values. We find good fits (see
Fig. 4) for all models. The two SA models, initially un-
synchronized and synchronized, result in almost identical
distributions (using different physical parameters). Sim-
ilarly, the two DA models give an identical distributions.
2 Variation of t∗ will amount to scaling of the two other time scales
(see Appendix A Figure A1).
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FIG. 2. A comparison of the cumulative distribution, P (χeff),
of the low, flat and high isotropic models with the LVC-IAS
data. The Anderson-Darling statistic, A2, is marked for each
model.
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FIG. 3. The likelihood L of the four different field binary
models over a range of time-parameters, tw ∈ [0.03, 5] Myr
and tc,min ∈ [1, 1000] Myr. The ML values are marked with a
∗.
This is reassuring as it implies that the initial conditions
at the end of the earlier evolutionary phases are some-
what unimportant.
SA0 stands out as the preferred model with the high-
5est ML and the most reasonable physical parameters[see
33]: tc,min = {10− 100 Myr} (corresponding, for mi ≈
30M⊙, q = 1, to a = 4−7·10
11 cm) and tw = 0.1−5 Myr,
reflecting a wide range of winds. The ML of SAsyn is
comparable to the one of SA0 but the former requires
somewhat stronger winds (tw < 0.1Myr) and is valid at
a more confined range. SA0 and DA0 have a comparable
broad range of allowed physically acceptable parameters
but the latter has a smaller maximal likelihood. The
DAsyn model has the smallest feasible parameter phase
space and seems least likely. We also consider an ad hoc
mixed model of 0.5(SA0+DA0 for which we use the best
fit parameters of the SA0 model. Remarkably this com-
bined model fits the data slightly better than all other
models.
When considering different stellar models the numer-
ical factors that appear in Eqs. 3,4 as well as the typi-
cal stellar life time, t∗, vary. However variation in these
factors will only amount to a variation in the best fit pa-
rameters and not to the quality or the overall behavior
of the different scenarios.
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FIG. 4. The probability density function, p(χeff), (top) and
the cumulative distribution P (χeff) (bottom) for the LVC-IAS
data and different field binary models (using the best fitted
parameters (tc,min, tw)Myr: SA0 : (20, 0.1), DA0 : (100, 1),
SAsyn : (20, 0.05), DAsyn : (50, 0.05), and a mixed model,
(SA0 +DA0)/2, taken with SA0 parameters).
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FIG. 5. Same as Fig. 4 comparing between different SA0
models. The curve -err,-ISO corresponds to one of the models
in [33] that arise when measurements errors and an isotropic
spin component for the primary BH are not taken into ac-
count. Clearly such model doesn’t have any negative χeff
values.
Figure 5 depicts different SA0 models demonstrating
the effect of the errors on the model as well as the con-
tribution of the addition of an isotropic spin χ1 into the
SA scenario. Both influence the resulting χeff distribu-
tions giving a non-zero probability to χeff > 0.5 and to
χeff < 0 events
3.
VI. CONCLUSIONS
The observed low effective spins in the LVC O1-O2
sample favored low spin isotropic distributions [31] and
hence capture scenarios. We have shown here that the
newly discovered mergers that included a high χeff bi-
nary [34, 36] changed this picture, favoring field bina-
ries over capture. Within the field binary model the
high χeff merger implies a significant fraction of short
(tc ∼ 20Myr) mergers, namely BBHs that at formation
had small, but reasonable (4− 7× 1011 cm), separations.
In the most favorable scenario, SA0. only the secondary
is aligned and it is not synchronized at the beginning
of the final evolutionary stage. However, other scenar-
ios are also compatible. Remarkably the mixed scenario
in which in some cases only one BH is aligned and in
others both BHs are aligned gives the best fit. Overall
the LVC-IAS sample brackets nicely the phase space of
the field binary model with 10Myr . tc,min . 100Myr,
0.05Myr . tw . 5Myr.
The isotropic scenario is disfavored, but it is not ruled
out. Among those models the high variant becomes the
most favorable and the low the least. It is interesting to
3 Natal kicks, that we have assumed to be unimportant, can also
give rise to negative χeff values [32].
6note that recently [46] have shown that the eccentricity of
all the events in the LVC sample are smaller than 0.02 to
0.05, whereas a capture scenario suggests that 5% of the
events should have larger eccentricity. Clearly, a mixture
of field binaries and capture is possible, but in this case
we expect that the former will be dominant. Given the
limited data we didn’t explore this possibility here.
We have used a simple model for the field evolution.
The suggested fit of these models to the data is promis-
ing. An important prediction of the tide-winds model is a
bi-modal χeff distribution with a small fraction (∼ 10%)
of high χeff events. Our results demonstrate that a bet-
ter determination of the χeff distribution, which will be
available from the O3 run, would most likely enable us to
resolve the puzzle concerning the origin of LVC’s BBHs.
Remarkably, even the current data is sufficient to bracket
the phase space of possible field binary scenarios, paving
the way for a comparison with more detailed stellar evo-
lution models.
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Appendix A: The Model Distribution for Field
Binaries
The model distribution, pth(χeff ;λ),
λ = {SA0,syn/DA0,syn,m1,m2, tc,min, tw, t∗}, is derived
under the assumptions given in the main text.
We take the BBH formation rate per volume element
per unit comoving time, R(z), to follow the star forma-
tion rate (we also consider other rates, see Appendix B).
The mergers’ rate follows the formation rate with a
delay tc whose probability is assumed to be pobs(tc) ∝ t
−1
c
for tc > tc,min. This allows us to define the probability
that the merger occurred at redshift zc as:
p(zc) =
1
tc(zc)
R(zc)
1 + zc
dtc
dzc
. (A1)
We approximate, implicitly, that all mergers take place
now (relaxing this assumption and assuming that the
mergers take place between z = 0 and z = 0.5 doesn’t
change our results).
For a given tc and fixed tw, t∗ we compute the final
stellar spin, χ∗(t∗) by integrating (Eq. 5 of the main
text):
dχ∗
dt
=
(χsyn − χ∗)
8/3
tsyn(tc)
−
χ∗
tw
, (A2)
from 0 to t∗. As initial conditions we take
χ∗(0) =
{
0 unsynchronized ,
χsyn synchronized fig: .
(A3)
Figure A1 depicts the results of this integration in terms
of χ∗/χsyn, as a function of t/tw for different ratios of
t˜syn ≡ χ
−5/3
syn (tsyn/tw).
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FIG. A1. χ˜ ≡ χ∗/χsyn as a function of t˜ ≡ t/tw for different
values of t˜syn ≡ χ
−5/3
syn (tsyn/tw).
The BH spin after the collapse is then given by:
χ
BH
= min{χ∗(t∗), 1} . (A4)
Under the assumption that χ
BH
is deterministic w.r.t
it’s parameters, we may write it’s distribution using the
chain rule:
p(χ
BH
;λ) =
1
tc(zc)
R(zc)
1 + zc
dχ
BH
dtc
dtc
dzc
, (A5)
where we calculate numerically the derivative dχ
BH
/dtc,
following the integration of Eq. A2 above.
To obtain the final χeff distribution:
χeff =
χ
BH,1
+ qχ
BH,2
(1 + q)
, (A6)
we consider the different scenarios separately.
• SA: χ
BH,1
is distributed as flat isotropic and χ
BH,2
is given by equation (A5). To find the resulting
distribution of χeff we sample each (from the re-
spective distribution) and calculate the empirical
distribution of their weighted sum.
8• DA: Using the above procedure, for a given tc ,we
calculate χ
BH,1
and χ
BH,2
. Using the numerical val-
ues of the derivative, dχeff/dtc, we obtain the dis-
tribution:
p(χeff ;λ) =
1
tc(zc)
R(zc)
1 + zc
dχeff
dtc
dtc
dzc
. (A7)
Appendix B: Additional Tests
The Mass Distribution: The masses used in the esti-
mates are the average values of the sample: m1 = 38M⊙
and m2 = 24M⊙. To explore the effect of the different
masses, we also use the masses of the observed events
and sample over the mass distribution. The results are
shown in Figure B1 for the SA distribution and for the
isotropic models whose χeff distribution is affected (be-
comes broader) when mass ratio is taken into account.
We find that the results are almost the same as those
obtained using the average mass and mass ratio.
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FIG. B1. The models evaluated using a mixture of mass ra-
tios, m1, m2. That is for each model we find it’s prediction to
each of the N = 18 observed masses and consider the average
of this predictions as the final probability of the model. We
denote the mixture probabilities a superscript m.
The Event Rate We use the star formation rate as the
event rate for the formation of BBH. We also consider
the possibility that BBH follow the long GRB (LGRB)
rate, as it was suggested that long GRBs indicate the for-
mation of a BBH [33], and a (ad hoc) constant formation
rate. Fig. B2 demonstrates that the resulting distribu-
tion is practically independent of the assumption on the
SFR.
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FIG. B2. The effect of the rate function, R(z) on the model
prediction. All rates are evaluated under the SA0 scenario.
