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Apéndice A: Análisis Funcional 43
i
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El objetivo de este trabajo es dar una introducción a los elementos alea-
torios con el fin de extender las clásicas leyes de los grandes números más
allá de las variables aleatorias. Para ello, vemos algunas de sus propiedades
más destacadas y definimos la esperanza a través de la integral de Pettis.
Posteriormente, probamos algunas leyes para elementos aleatorios, prime-
ro bajo hipótesis de idéntica distribución; después para elementos aleatorios
tight y, por último, imponiendo condiciones geométricas sobre el espacio.
Abstract
The object of this work is to give an introduction to random elements in
order to extend the classic laws of large numbers beyond random variables.
For that, we will see some of its most important properties and define the
expectation throught the Pettis integral.
After that, we prove some laws for random elements, first under same dis-
tribution hypothesis; then for random elements tight and, by last, imposing




Las leyes de los grandes números juegan un papel muy importante en la
investigación de la relación entre los aspectos teóricos y prácticos de la teoŕıa
de la probabilidad clásica y la estad́ıstica.
Las leyes de los grandes números se ocupan del estudio de la convergencia
de la sucesión de medias aritméticas correspondiente a una sucesión de varia-
bles aleatorias, siendo el tipo de convergencia el que otorga el carácter de ley
fuerte o ley débil. Si la convergencia es en probabilidad, entonces estaremos
ante una ley débil, mientras que si hay convergencia casi segura, será una ley
fuerte.
La reciente consideración de los procesos estocásticos como elementos
aleatorios en espacios de funciones (es decir, variables aleatorias que toman
valores en espacios de funciones cualesquiera) ha motivado el estudio de las
leyes de los grandes números para elementos aleatorios.
El concepto de elemento aleatorio fue introducido por el matemático
francés Maurice René Fréchet (1948), quien dijo ((el desarrollo de la teoŕıa de
la probabilidad y la expansión de este área y de sus aplicaciones ha creado la
necesidad de pasar de los esquemas donde los resultados (aleatorios) de los
experimentos pueden ser descritos por un conjunto finito de números, a esque-
mas donde los resultados de experimentos representan, por ejemplo, vectores,
v
Introducción
funciones, procesos, campos, series, transformaciones y también conjuntos o
colecciones de conjuntos)). En los años 1953 y 1956, Mourier generalizaŕıa
la ley fuerte para variables aleatorias independientes e idénticamente dis-
tribuidas a elementos aleatorios en un espacio de Banach. Posteriormente,
Beck (1963) conseguiŕıa probar una extensión de la ley fuerte para elementos
independientes, aunque no necesariamente con igual distribución, exigiendo
condiciones de convexidad al espacio.
Hay muchos teoremas ĺımite que pueden ser extendidos, con más o menos
condiciones sobre los espacios, para elementos aleatorios. Sin embargo, no es
el objetivo de este trabajo ser exhaustivo. Más bien, se dará una introducción
detallada a los elementos aleatorios y sus propiedades y trataremos de expo-
ner las generalizaciones de las leyes de los grandes números clásicas, donde
haremos notar la inexorable unión entre el Análisis Matemático y la Teoŕıa
de la Probabilidad.
Para ello, en el caṕıtulo 1 introducimos el concepto de elemento aleatorio
y vemos algunas propiedades fundamentales y de tipo topológico. En el se-
gundo caṕıtulo mostramos las propiedades probabiĺısticas más importantes
e introducimos el concepto de valor esperado usando la integral de Pettis.
Por último, en el caṕıtulo 3 generalizamos las leyes de los grandes números
conocidas a espacios más generales bajo diferentes hipótesis: idéntica distri-
bución, tightness y condiciones geométricas sobre el espacio.
También contaremos con dos apéndices. En el Apéndice A se encontrarán
las definiciones y los resultados básicos de Análisis Funcional que usaremos
a lo largo de las notas, mientras que el Apéndice B será un recordatorio de





1.1. Motivación y definición de elemento
aleatorio
Gerolamo Cardano (1501–1576) afirmó, aunque sin proporcionar pruebas
matemáticas, que la precisión de las estad́ısticas emṕıricas tienden a mejorar
con el número de intentos. Esta afirmación del matemático italiano fue for-
malizada siglos más tarde y se conoceŕıa con el nombre de Ley de los Grandes
Números.
A Jacob Bernouilli le llevó más de 20 años desarrollar una prueba ma-
temática suficientemente rigurosa de la ley para una variable aleatoria bina-
ria. La prueba fue publicada en su Ars Conjectandi (El arte de la conjetura)
en 1713 y Bernouilli le llamó su ((Teorema dorado)).
En 1837, Poisson la describió con más detalle bajo el nombre de La loi
des grands nombres (la ley de los grandes números). A partir de entonces,
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se conoce como la ((ley de los grandes números)). Después de que Bernoulli
y Poisson publicasen sus trabajos, otros matemáticos también contribuyeron
al refinamiento de la leyes, como Chebyshev, Markov, Borel, Cantelli, Kol-
mogorov y Khinchin, que finalmente proporcionó una prueba completa de la
ley de los grandes números para variables arbitrarias.
A continuación, vamos a enunciar algunas de las leyes de los grandes
números más relevantes para variables aleatorias con el fin de, una vez intro-
ducido el concepto de elemento aleatorio, ver cuándo podemos extenderlas
a estos, bajo qué condiciones y, en caso de no poder hacerlo, mostrar los
contraejemplos correspondientes.
Ley débil de los grandes números de Tchebycheff
Sea {Xn} una sucesión de variables aleatorias independientes, con medias




P−→ 0 cuando n→∞.
Ley débil de los grandes números de Khintchine
Sea {Xn} una sucesión de variables aleatorias independientes e idénticamen-




Ley fuerte de los grandes números de Chung
Sea {Xn} una sucesión de variables aleatorias independientes tales que
E[Xn] = 0 para todo n. Sea {an}n∈N una sucesión de números reales posi-
tivos de forma que an ↑ ∞. Sea ϕ : R −→ R una función positiva, par y
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Vemos que la ley fuerte de Kolmogorov es un caso particular de la ley de
Chung cuando ϕ(x) = x2.
Ley fuerte de los grandes números de Kolmogorov
Sea {Xn} una sucesión de variables aleatorias independientes, con media fi-





<∞, se tiene que Sn − E[Sn]
bn
c−s−→ 0 cuando n→∞.
Ley fuerte de los grandes números de Kolmogorov para el caso
de variables independientes e idénticamente distribuidas (i.i.d.)





un ĺımite finito si, y solamente si, E[X1] < ∞. En este caso se tiene que
α = E[X1].
A partir de ahora consideraremos el espacio probabiĺıstico (Ω,A, P ) y el
espacio lineal normado X.
Definición 1.1.1. Una función V : Ω −→ X se dice que es un elemento
aleatorio en X si V es B(X)-medible, es decir, si para cada B ∈ B(X) se
tiene
V −1(B) = {ω ∈ Ω : V (ω) ∈ B} ∈ A
Observación 1.1.1. Si en la definición de elemento aleatorio hacemos X ≡
Rn tenemos la definición de vector aleatorio y, haciendo X ≡ R, la de variable
aleatoria. Aśı, lo que se ha hecho es extender el concepto que ya conoćıamos
a espacios más generales.
A continuación, veremos algunas propiedades fundamentales de los ele-
mentos aleatorios. No obstante, para tener muchas de ellas, será necesario
3
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exigir ciertas caracteŕısticas a X como, por ejemplo, la separabilidad. Una
condición suficiente para tener esta hipótesis es que X posea una base de
Schauder. Lo vemos con más detalle en la siguiente sección.
1.2. Bases de Schauder. Resultados.
Definición 1.2.1. Sea X un espacio lineal topológico. Se dice que una su-
cesión {bn}n∈N ⊂ X es una base de Schauder para X si para cada x ∈ X










tkbk‖}n∈N es monótona creciente para cada sucesión {tn}n∈N.
Cuando un espacio X tiene base de Schauder {bn}n∈N, se puede definir una
sucesión de funcionales lineales {fk}k∈N, llamados funcionales coordenada






fk : X −→ R
x 7−→ fk(x) = tk para todo k ∈ N
Los funcionales coordenada dependen de la base y no son necesaria-
mente continuos. Sin embargo, en un espacio de Banach śı se tiene conti-
nuidad para los funcionales coordenada.
Definición 1.2.2. Se llama sucesión de operadores suma parcial para
la base {bn}n∈N a la sucesión {Un}n∈N dada por:
4
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Un : X −→ X
x 7−→ Un(x) =
n∑
k=1
fk(x)bk para cada x ∈ X
Teorema 1.2.1. a) Si X es un espacio lineal normado que tiene una base
monótona {bn}, entonces ‖Un‖ ≤ 1 para todo n ∈ N. Es decir, ‖Un(x)‖ ≤
‖x‖ para cada x ∈ X y para todo n ∈ N.
b) Si X es de Banach que tiene una base de Schauder {bn}, entonces existe
una constante m ≥ 0 tal que ‖Un(x)‖ ≤ m‖x‖ para todo x ∈ X y para
todo n ∈ N .
Observación 1.2.1. Nótese que en la definición de base de Schauder inter-
viene el ĺımite, que es un concepto topológico. Esto marca la importancia
de considerar las bases de Schauder frente a las clásicas bases de Hamel,
puramente algebraicas.
Teorema 1.2.2. Sea X un espacio normado con base de Schauder. Entonces
X es separable.
La proposición siguiente será de utilidad para conseguir las hipótesis ne-
cesarias de algunos resultados:
Proposición 1.2.1. Sea (X, d) un espacio métrico separable. Entonces, para
cada λ > 0 existe una función T : X −→ X medible-Borel numerablemente
valuada tal que d(T (x), x) < λ para todo x ∈ X.
Demostración. Según la hipótesis de separabilidad, existe {xn}n∈N subcon-
junto denso en X.




siendo B(xi, λ) = {x ∈ X : d(x, xi) < λ}.
Tenemos aśı una colección numerable {En}n∈N que recubre a X y, además,
5
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Ei ∩ Ej = ∅ si i 6= j .
Podemos definir T (x) = x1 si x ∈ E1 y T (x) = xn si x ∈ En ∀n ≥ 2. Veamos
que T verifica las condiciones del enunciado.
T es medible-Borel, pues dado B ∈ BX , si {xnk}k≥1 son aquellos elementos
de {xn} que están en B, entonces se tiene T−1(B) =
∞⋃
k=1
Enk ∈ BX , ya que
cada En ∈ BX .
Además, dado x ∈ X, siempre tenemos que x ∈ En para algún n≥1, por lo
que T (x) = xn y d(T (x), x) = d(xn, x) < λ.
A continuación, vamos a ver algunas propiedades de elementos aleato-
rios que constituyen una generalización de las propiedades de las variables
aleatorias.
1.3. Propiedades básicas de los elementos
aleatorios
Lema 1.3.1. Sea V un elemento aleatorio (e.a.) en el espacio lineal normado
(e.l.n.) X. Sea T : X −→ Y una función medible-Borel, siendo Y otro e.l.n.
Entonces, T (V ) ≡ T ◦ V es un e.a. en Y .
Demostración. Sea B ∈ B(Y ). Entonces, por ser T medible-Borel se sigue
que T−1(B) ∈ B(X).
Por consiguiente, (T (V ))−1 ≡ (T ◦ V )−1 = V −1(T−1(B)︸ ︷︷ ︸
∈B(X)
) ∈ A por ser V
elemento aleatorio.
Proposición 1.3.1. Sea {En}n∈N ⊂ A una sucesión de conjuntos disjuntos
de forma que Ω =
∞⋃
n=1
En. Si {xn}n∈N es una sucesión de elementos de X y
6
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V : Ω −→ X tal que V (ω) = xn cuando ω ∈ En, entonces V es un elemento
aleatorio en X.
Demostración. Sea B ∈ B(X) y sea {xnk}k≥1 el subconjunto de elementos
de {xn} que están en B. Entonces, tenemos que V −1(B) =
⋃
k≥1
Enk ∈ A ⇒ V
es un elemento aleatorio en X.
Proposición 1.3.2. Sea {Vn} una sucesión de e.a. en un e.l.n. X de forma
que Vn(ω) −→ V (ω) para cada ω ∈ Ω. Entonces V es un elemento aleatorio
en X.
Demostración. Para probar que V es un elemento aleatorio vamos a ver que
V es medible-Borel. Para ello, bastará probar que V −1(C) ∈ A para todo
C ⊆ X cerrado, ya que podemos generar BX con los conjuntos cerrados.









) = {y ∈ X : ‖x−y‖ < 1
k
}.
Para cada k ∈ N se tiene que Ck es abierto (pues es unión de abiertos).
Además:
V −1(C) = {ω ∈ Ω : V (ω) ∈ C} = {ω ∈ Ω : ĺım
n−→∞
Vn(ω) ∈ C}
Es decir, usando la definición de ĺımite, tenemos que ω ∈ V −1(C)⇔
∀k ∈ N (que es lo mismo que decir dado ε = 1
k
) ∃m ∈ N tal que
∀n ≥ m se tiene que Vn(ω) ∈ B(x,
1
k
) para algún x ∈ C .









De esta expresión deducimos que V es un elemento aleatorio, ya que cada Ck
es abierto en X y Vn es elemento aleatorio en X para todo n ∈ N.
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Caṕıtulo 1. Elementos aleatorios en espacios lineales normados
Proposición 1.3.3. Sea X un e.l.n. separable. Una aplicación V : Ω −→ X
es un elemento aleatorio si, y solamente si, existe una sucesión {Vn} de
elementos numerablemente valuados de forma que Vn −→ V uniformemente.
Demostración. Veámoslo por doble implicación.
⇐=
Si Vn −→ V , ya sabemos por la proposición anterior que V es un elemento
aleatorio.
=⇒
Supongamos que V : Ω −→ X es un e.a.
Como X es un espacio separable, por la proposición 1.2.1 sabemos que para
cada n ≥ 1 existe una función Tn : X −→ X medible-Borel y numerable-
mente valuada tal que d(Tn(x), x) <
1
n
para todo x ∈ X.
Definamos Vn = Tn(V ) = Tn ◦ V . Por el lema 1.3.1, sabemos que para ca-
da n ≥ 1 Vn : Ω −→ X es un elemento aleatorio. Además, se tiene que
‖Vn(ω)− V (ω)‖ = ‖Tn(V (ω))− V (ω)‖ <
1
n
para todo ω ∈ Ω.
Luego, Vn −→ V uniformemente.
Proposición 1.3.4. Sea V un elemento aleatorio en un espacio lineal norma-
do X y sea A una variable aleatoria. Entonces, AV es un elemento aleatorio
en X.
Demostración. Sea {An} una sucesión de variables aleatorias numerablemen-
te valuadas tal que An −→ A (sabemos que tal sucesión existe por la propo-
sición anterior, pues si A es v.a. también es un e.a.). Por continuidad de la
multiplicación por escalares tenemos que, para cada n, AnV es un elemento
aleatorio en X.
Como AnV −→ AV , por la proposición anterior tenemos que AV es un ele-
mento aleatorio en X.
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1.4. Propiedades topológicas
Hasta ahora hemos podido generalizar muchas caracteŕısticas de variables
aleatorias a elementos aleatorios sin mucha dificultad. Sin embargo, no todas
las propiedades pueden ser extendidas. Un claro ejemplo es que, trivialmente
teńıamos que la suma de variables aleatorias era una nueva variable aleatoria
pero, si X no es lineal, la suma de elementos aleatorios puede que ni si-
quiera esté definida. A continuación, vamos a ver algunas de las propiedades
topológicas más importantes de los elementos aleatorios.
Teorema 1.4.1. Sea X un espacio lineal normado. Sea V un elemento alea-
torio en X. Entonces, se tiene que:
a) ‖V ‖ es una variable aleatoria.
b) Si f ∈ X∗, f(V ) es una variable aleatoria.
Demostración. La prueba es inmediata si tenemos en cuenta que las apli-
caciones norma ‖ · ‖ : (X, ‖ · ‖) −→ R y f : X −→ R son continuas y, en
consecuencia, medibles-Borel. Luego, aplicando el lema 1.3.1 tenemos que
‖V ‖ y f(V ) son variables aleatorias.
Este teorema será muy utilizado ya que, muchos de los resultados que
vamos a probar para elementos aleatorios dependen del hecho de que si V es
un elemento aleatorio, entonces ‖V ‖ es una variable aleatoria.
También tiene gran importancia el siguiente resultado, pues nos da una
caracterización de elemento aleatorio en espacios lineales normados y sepa-
rables.
Teorema 1.4.2. Sea X un espacio lineal normado separable. Entonces, una
función V : Ω −→ X es un elemento aleatorio si, y solamente si, para cada
f ∈ X∗ se tiene que f(V ) es una variable aleatoria.
9
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Demostración. La condición necesaria la tenemos por el teorema 1.4.1. Vea-
mos la condición suficiente.
Consideremos el siguiente esquema.
Ω
V−→ X f−→ R
V −1(f−1(B))
V −1←− f−1(B) f
−1
←− B
Sea B ∈ B(R). Entonces se tiene que V −1(f−1(B)) ≡ (f(V ))−1(B) ∈ A,
pues suponemos que f(V ) es una variable alatoria para toda f ∈ X∗. Lue-
go, si consideramos B(C) = σ{f−1(B) : f ∈ X∗ , B ∈ B(R)}, para ver que
V es un elemento aleatorio bastará probar que B(C) ≡ B(X).
⊆ Es trivial, por definición de B(C).
⊇ Como X es separable, sabemos que existe un subconjunto denso
numerable {xn}n∈N ⊆ X.
Por el corolario del teorema de Hahn-Banach (ver apéndice A), sabemos que
existe una sucesión {fn}n∈N ⊂ X tal que ‖fn‖ = 1 y fn(xn) = ‖xn‖ ∀n ∈ N.
Sea r > 0. Definimos los conjuntos:




{x ∈ X : fn(x) ≤ r} = f−1n (−∞, r]︸ ︷︷ ︸
∈B(R)
∈ B(C)
Si x ∈ C1 ⇒ ‖x‖ ≤ r, por lo que |fn(x)| ≤ ‖fn‖‖x‖ = ‖x‖ ≤ r ⇒ x ∈ C2.
Es decir, C1 ⊆ C2.
Sea ahora x ∈ X : ‖x‖ > r. Como {xn} es denso en X, entonces sabemos
que existe xk : ‖x− xk‖ <
1
2
(‖x‖ − r). Aśı:
‖xk‖ = ‖x− (x− xk)‖ ≥ ‖x‖ − ‖x− xk‖ > ‖x‖ −
1
2
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Como consecuencia de estas dos desigualdades, tenemos que:






Luego, hemos probado que si x /∈ C1 ⇒ x /∈ C2. Es decir, C2 ⊆ C1.
Tenemos entonces que C2 = C1. Como C2 ∈ B(C), también se tiene que
C1 ∈ B(C).
Es decir, para r > 0, B(0, r) ∈ B(C). Como f es lineal (pues f ∈ X∗), B(C)
es invariante por traslaciones, por lo que B(a, r) ∈ B(C) para a ∈ X y r > 0.
Entonces, ya tenemos que B(X) ⊆ B(C) pues, por definición, B(X) es la
mı́nima σ-álgebra que contiene a tales bolas. Luego B(X) = B(C).
La separabilidad del espacio X ha sido esencial a la hora de realizar la
prueba. Veamos que, en la práctica, también es necesaria esta hipótesis. Pa-
ra ello, consideremos X un espacio lineal, normado y separable, V y Z dos
elementos aleatorios en X y f ∈ X∗.
Por el teorema que acabamos de probar sabemos que f(V ) y f(Z) son va-
riables aleatorias ⇒ f(V ) + f(Z) también es una variable aleatoria.
Si ahora usamos que f es una aplicación lineal, entonces f(V ) + f(Z) =
f(V + Z) es una variable aleatoria. Aplicando el mismo teorema en la otra
dirección tenemos que V + Z es un elemento aleatorio en X.
Es decir, para espacios separables tenemos que la suma de dos
elementos aleatorios es un nuevo elemento aleatorio. Sin embargo, la
suma de dos elementos aleatorios en un espacio lineal normado no separable






Un elemento aleatorio en un espacio topológico induce una medida de
probabilidad en sus subconjuntos de Borel de manera análoga a como se ob-
teńıa la probabilidad inducida por las variables aleatorias. En este caṕıtulo
diremos qué se entiende por elementos aleatorios independientes y con igual
distribución y veremos cómo podemos extender las propiedades que se teńıan
para variables aleatorias independientes y/o idénticamente distribuidas a los
elementos aleatorios con estas mismas caracteŕısticas.
Finalmente, definiremos la esperanza matemática o valor esperado de un
elemento aleatorio. Para ello, necesitaremos introducir un nuevo concepto de
integral: la integral de Pettis.
13
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2.1. Propiedades probabiĺısticas de los elemen-
tos aleatorios
Definición 2.1.1. Sean V y Z dos elementos aleatorios sobre X. Diremos
que V y Z son idénticamente distribuidos si P [V ∈ B] = P [Z ∈ B] para
todo B ∈ B(X). Es decir, si inducen la misma medida de probabilidad.
Se dirá que una familia de elementos aleatorios está idénticamente distribuida
si cada par de elementos aleatorios que la forman lo están.
Definición 2.1.2. Dado un conjunto finito {V1, ..., Vn} de elementos aleato-
rios sobre X, diremos que son independientes si para cada B1, ..., Bn ∈ B(X)
se verifica que P [
n⋂
i=1
Vi ∈ Bi] =
n∏
i=1
P [Vi ∈ Bi].
Una familia de elementos aleatorios en X se dirá que es independiente si cada
subconjunto finito de ella lo es.
Definición 2.1.3. Sea C una subfamilia de B(X) y sean P y Q dos medidas
de probabilidad definidas sobre B(X). Se dice que C es una familia de
unicidad o clase determinante para B(X) si P [D] = Q[D] para todo
D ∈ C implica que P ≡ Q sobre B(X).
En relación a esta última definición se tienen dos resultados que no proba-
remos pero que nos ayudarán a demostrar algunas propiedades probabiĺısticas
de los elementos aleatorios.
Lema 2.1.1. 1) Si C es un álgebra y σ(C) = B(X), entonces C es una clase
determinante para B(X). ( Halmos [5])
2) Si X es un espacio lineal normado separable, entonces
C = {{x : f(x) < t} : f ∈ X∗, t ∈ R}
es una clase determinante para B(X). (Grenander [4])
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Proposición 2.1.1. a) Sean {Vα}α∈A una familia de elementos aleatorios
independientes en X y {Tα}α∈A una familia de funciones medibles-Borel del
espacio topológico X en el espacio topológico Y . Entonces, {Tα(Vα)}α∈A es
una familia de elementos aleatorios independientes en Y .
b) Sean {Vα}α∈A una familia de elementos aleatorios idénticamente distribui-
dos en X y T : X −→ Y una función medible-Borel. Entonces {T (Vα)}α∈A
es una familia de elementos aleatorios idénticamente distribuidos en Y .
Demostración. Aplicando el lema 1.3.1 ya tenemos que Tα(Vα) es un elemen-
to aleatorio en Y ∀α ∈ A.




Tαi(Vαi) ∈ Bi] = P [
n⋂
i=1




P [(Vαi) ∈ T−1αi (Bi)] =
n∏
i=1
P [Tαi(Vαi) ∈ Bi]
Luego ya tenemos la independencia para {Tα(Vα)}α∈A.
b) Análogamente, si consideramos B ∈ B(Y ) y αi, αj ∈ A con i 6= j :
P [T (Vαi) ∈ B] = P [Vαi ∈ T−1(B)] = P [Vαj ∈ T−1(B)] = P [T (Vαj) ∈ B]
Con esto, probamos que {T (Vα)}α∈A es una familia de elementos aleatorios
idénticamente distribuidos en Y .
Proposición 2.1.2. Sea X un espacio lineal normado separable. Se tiene
que los elementos aleatorios V y Z en X son idénticamente distribuidos si, y
solamente si, f(V ) y f(Z) son variables aleatorias idénticamente distribuidas
para toda f ∈ X∗.
Demostración. Por doble implicación:
=⇒ Sean V y Z dos elementos aleatorios con idéntica distribución. Como
f ∈ X∗, entonces f es continua y, por tanto, medible-Borel. Aśı, aplicando la
proposición anterior tenemos que f(V ) y f(Z) son variables aleatorias idénti-
camente distribuidas. No necesita, por tanto, la hipótesis de separabilidad.
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⇐= Supongamos que para cada f ∈ X∗ se tiene que f(V ) y f(Z) son va-
riables aleatorias idénticamente distribuidas, es decir, ∀B ∈ B(R) y ∀f ∈ X∗
se verifica que P [f(V ) ∈ B] = P [f(Z) ∈ B]. Se tiene que:
PV [{x : f(x) < t}] = P [V ∈ {x : f(x) < t}] = P [V ∈ f−1(−∞, t)] =
= P [f(V ) ∈ (−∞, t)] = P [f(Z) ∈ (−∞, t)] = P [Z ∈ f−1(−∞, t)] =
= P [Z ∈ {x : f(x) < t}] = PZ [{x : f(x) < t}]
O sea, tenemos que PV = PZ para C = {{x : f(x) < t} : f ∈ X∗, t ∈ R} que,
por el lema 2.1.1, sabemos que es clase determinante para B(X). Se sigue
entonces que V y Z son elementos aleatorios idénticamente distribuidos en
X.
El resultado que acabamos de probar nos proporciona una caracterización
de elementos aleatorios idénticamente distribuidos para espacios separables
mientras que, en el siguiente, la tendremos para elementos aleatorios inde-
pendientes.
Proposición 2.1.3. Sea X un espacio lineal normado separable. Se tiene
que los elementos aleatorios V y Z en X son independientes si, y solamente
si, f(V ) y g(Z) son variables aleatorias independientes para cada f, g ∈ X∗.
Demostración. Lo vemos por doble implicación:
=⇒ Es inmediata usando la proposición 2.1.1. En consecuencia, no precisa
la hipótesis de separabilidad.
⇐= Para cada B ∈ B(X), fijamos f ∈ X∗ y t ∈ R y definimos:
Pt,f (B) =
P [[V ∈ {x : f(x) < t}]
⋂
[Z ∈ B]]
P [V ∈ {x : f(x) < t}]
(si P [V ∈ {x : f(x) < t}] > 0)
Si tomamos B = {{x : g(x) < s} : g ∈ X∗, s ∈ R}, al estar bajo la hipótesis
de independencia de f(V ) y g(Z) para todos f, g ∈ X∗, tendŕıamos que:
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Pt,f (B) =
P [[V ∈ {x : f(x) < t}]
⋂
[Z ∈ B]]
P [V ∈ {x : f(x) < t}]
=
=
P [V ∈ {x : f(x) < t}]
⋂
P [Z ∈ {{x : g(x) < s} : g ∈ X∗, s ∈ R}]
P [V ∈ {x : f(x) < t}]
=
= P [Z ∈ { x : g(x) < s} : g ∈ X∗, s ∈ R}}] ≡ PZ sobre los conjuntos
{{x : g(x) < s} : g ∈ X∗, s ∈ R} que, al ser una clase determinante para
B(X) (lema 2.1.1), nos permite concluir que Pt,f = PZ sobre B(X).
Por tanto, para cada B ∈ B(X), f ∈ X∗ y t ∈ R, se tiene que
PZ [B]PV [{x : f(x) < t}] = P [V ∈ {x : f(x) < t}]
⋂
P [Z ∈ B].
Aśı, la expresión es cierta también para el caso P [V ∈ {x : f(x) < t}] = 0.
Sea ahora B1 ∈ B(X) arbitrario pero fijo y definimos para cada B ∈ B(X)
P1[B] =
P [[V ∈ B]
⋂
[Z ∈ B1]]
P [Z ∈ B1]
(suponiendo P [Z ∈ B1] > 0 ). Por la
igualdad obtenidad anteriormente tenemos que:
P1[{x : f(x) < t}] =
P [V ∈ {x : f(x) < t}]P [Z ∈ B1]
PZ [B1]
= PV [{x : f(x) < t}]
Es decir, llegamos a que P1 ≡ PV en B(X) (ya que coinciden para los
conjuntos {x : f(x) < t} para todo f ∈ X∗ y para todo t ∈ R ).
Luego, PV [B] =




para todo B,B1 ∈ B(X) =⇒
PV [B]PZ [B1] = P [[V ∈ B]
⋂
[Z ∈ B1]] para todo B,B1 ∈ B(X), pues
B,B1 ∈ B(X) eran fijos pero arbitrarios.
Por tanto, tenemos que V y Z son elementos aleatorios independientes en X.
Observación 2.1.1. Aunque no se ha mencionado de forma expĺıcita, en el
teorema anterior es fundamental que X sea separable para probar la condi-
ción suficiente, ya que es una hipótesis del lema 2.1.1 y sin este resultado no
tendŕıamos que los conjuntos que tomamos son clase determinante.
17
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Las dos últimas proposiciones son muy parecidas en las hipótesis, pero
conviene notar la diferencia entre ambas. El hecho de que f(V ) y f(Z) sean
independientes para cada f ∈ X∗ no es suficiente para que los elementos
aleatorios V y Z lo sean. Vamos a verlo con el siguiente ejemplo:
Ejemplo 2.1.1. Sean A1,A2 dos variables aleatorias independientes que si-
guen una distribución N(0, 1). A partir de ellas, definimos los elementos
aleatorios V = (A1, A2) y Z = (A2,−A1).
Cada f ∈ (R2)∗ es de la forma f(x1, x2) = ax1 + bx2 para a, b ∈ R. Aśı,
f(V ) = aA1 + bA2 y f(Z) = aA2 − bA1. Utilizando las propiedades de la
normal, tenemos que f(V ), f(Z) ∼ N(0, a2 + b2) independientes.
Sin embargo, si tomamos las funciones g, h ∈ (R2)∗ dadas por g(x1, x2) = x1
y h(x1, x2) = x2 se tiene que g(Z) = h(V ) = A2 que, obviamente, no son
variables aleatorias independientes. Aplicando el resultado que acabamos de
probar tenemos que V y Z no son elementos aleatorios independientes en R2.
En la proposición 2.1.3 hemos probado una caracterización de la indepen-
dencia en función del espacio dual. Si X es un espacio lineal normado con base
de Schauder, podemos conseguir una caracterización de la independencia en
términos de los funcionales coordenada.
Proposición 2.1.4. Sea X un espacio lineal normado con base de Schauder
{bk}k∈N y funcionales coordenada medibles-Borel {fk}k∈N. Se tiene que los
elementos aleatorios V y Z son independientes en X si, y solamente si, los
vectores aleatorios (f1(V ), ..., fn(V )) y (f1(Z), ..., fn(Z)) son independientes
para cada n = 1, 2, ...
Demostración. Al ser f : X −→ Rn, f(x) = (f1(x), ..., fn(x)) una función
medible-Borel, ya tenemos la implicación ’solamente si’.
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Supongamos ahora que (f1(V ), ..., fn(V )) y (f1(Z), ..., fn(Z)) son inde-
pendientes para cada n = 1, 2, ... Para cada f, g ∈ X∗ y para cada n se


















Un(V )) = f(V ) y ĺım
n→∞
g(Un(Z)) = g( ĺım
n→∞
Un(Z)) = f(Z).
Obsérvese que hemos podido intercambiar el ĺımite gracias a la continuidad
de f y g, que se tiene al ser f, g ∈ X∗. Aśı:
E[eitf(V )+isg(Z)] = E[ ĺım
n→∞












= E[eitf(V )]E[eisg(Z)] para cada t, s ∈ R =⇒ f(V ) y g(Z) son independientes
para cada f, g ∈ X∗. Aśı, aplicando la proposición 2.1.3 tenemos que V y Z
son elementos aleatorios independientes en X.
2.2. Esperanza de un elemento aleatorio
Definición 2.2.1. Sean X un espacio topológico lineal y V un elemento
aleatorio en X. Diremos que V tiene esperanza o valor esperado E[V ]
si existe un elemento E[V ] ∈ X que cumple que:




para cualquier función f ∈ X∗.
Observación 2.2.1. Nótese que, aśı como se define la esperanza de una
variable aleatoria a través de la integral de Lebesgue, aqúı estamos definiendo
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la esperanza de un elemento aleatorio mediante la integral de Pettis, también
conocida como integral débil en contraste con la integral fuerte o de Bochner.
Definición 2.2.2. Sean X un espacio lineal normado y V un elemento
aleatorio en X con valor esperado E[V ]. Se define la varianza de V co-
mo σ2V = E[ ‖V − E[V ]‖ ]. Se define la desviación t́ıpica o estándar de
V como σV = +
√
σ2V .
Lema 2.2.1. Sea X un espacio topológico de forma que X∗ separa puntos
de X. Entonces, el valor esperado es único.
Demostración. Supongamos que existe E[V ] = x0 ∈ X. Si x1 ∈ X cumple la
definición, entonces:
f(x1) = E[f(V )] = f(x0)
de lo que sigue que f(x0) = f(x1)⇒ f(x0 − x1) = 0.
Como tenemos que X∗ es una familia de funciones que separa los puntos de
X, si x 6= 0, existe f ∈ X∗ con f(x) 6= 0, de lo que se deduce que x0−x1 = 0.
Es decir, x0 = x1 y, por tanto, en caso de existir, el valor esperado es único.
El valor esperado no siempre tiene por qué estar definido. El siguiente
teorema nos da una condición suficiente para la existencia de la esperanza
de un elemento aleatorio.
Teorema 2.2.1. Sean X un espacio de Banach separable y V un elemento
aleatorio en X. Si E[‖V ‖] <∞, entonces existe E[V ].
Demostración. En primer lugar, supongamos que V es numerablemente va-
luado y toma valores reales {ai}i∈N ⊂ X. Como tenemos por hipótesis que
E[‖V ‖] < ∞ , entonces
∞∑
i=1
‖ai‖P [V = ai] converge. Es decir, la serie
∞∑
i=1
aiP [V = ai] es absolutamente convergente y, como X es Banach, el ĺımite
20
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f(ai)P [V = ai] = E[f(V )]
Luego, por definición, tenemos que x = E[V ].
Veamos ahora el caso general.
Sea V un elemento aleatorio cualquiera en X. Por la proposición 1.3.3 sabe-
mos que existe una sucesión {Vn} de elementos aleatorios numerablemente
valuados de forma que Vn −→ V uniformemente.
Como Vn −→ V uniformemente, la sucesión {Vn} es de Cauchy, por lo que
dado ε > 0, existe n0 ∈ N tal que para todo n,m ∈ N con n,m ≥ n0 se tiene
‖Vn − Vm‖ < ε. (*)
Además, al ser {Vn} una sucesión de elementos aleatorios numerablemente
valuados, sabemos por el caso anterior que ∀n ∈ N existe E[Vn].
Luego, para todo n,m ≥ n0 :
‖E[Vn]− E[Vm]‖ = ‖E[Vn − Vm]‖ ≤ E‖Vn − Vm‖
(∗)
≤ ε.
Es decir, la sucesión {E[Vn]} es de Cauchy. Como X es espacio de Banach,
entonces E[Vn] −→ x ∈ X. Veamos que x = E[V ].









f(Vn)] = E[f( ĺım
n→∞
Vn)] = E[f(V )] =⇒ x = E[V ].
Una vez más, la hipótesis de completitud vuelve a ser fundamental. Lo
hacemos notar en el siguiente ejemplo.
Ejemplo 2.2.1. Sea X = R∞, formado por todas las sucesiones con tan solo
una cantidad finita de términos no nulos, con la norma del supremo. Este
espacio (R∞, ‖ · ‖∞) no es completo.
Sea en = (0, 0, ..., 0,
n︷︸︸︷
1 , 0, ..., 0). Consideremos V un elemento aleatorio en
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X tal que P [V = en] =
1
2n






Si vemos a V como un elemento aleatorio dentro del espacio c0 = R∞ que śı












, ...) ∈ c0.
Sin embargo, E[V ] /∈ X. En efecto, consideremos para cada i ∈ N, la proyec-
ción i-ésima:
hi : X −→ R
x = (x1, ..., xn, ...) 7−→ hi(x) = xi
Como para cada i ∈ N las funciones hi son lineales y continuas, E[hi(V )] =
hi(E[V ]) = E[Vi] =
1
2i
para todo i = 1, 2, ...
A continuación, enunciamos y probamos algunas propiedades de la espe-
ranza que se derivan directamente de haberla definido mediante la integral
de Pettis.
Teorema 2.2.2. Sean V, y V2 elementos aleatorios en un espacio lineal nor-
mado X. Sea x ∈ X. Se verifican:
1) Si existen E[V ] y E[Z] y V + Z es un elemento aleatorio en X, entonces
E[V + Z] = E[V ] + E[V ].
2) Si E[V ] existe y λ ∈ R, entonces E[λV ] = λE[V ].
3) Si P [V = x] = 1, entonces E[V ] = x. Además, si A es una variable alea-
toria y existe E[A], se tiene que E[AV ] = E[A]x.
4) Sea h : X −→ Y , siendo Y un espacio lineal topológico, una función lineal
y continua. Si existe E[V ], entonces E[h(V )] = h(E[V ]).
5) Si existe E[V ], entonces ‖E[V ]‖ ≤ E[‖V ‖], pudiendo ser esta última in-
finita.
Demostración. Sólo tenemos que probar los dos últimos apartados, pues
1), 2) y 3) se deducen directamente de la definición de integral de Pettis y
de la linealidad de f ∈ X∗.
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4) Obsérvese que como h : X −→ Y , para todo f ∈ Y ∗ se tiene que f◦h ∈ Y ∗,
pues X
h−→ Y f−→ R. Asi:
(f ◦ h)E[V ] = f(h(E[V ])) = E[(f ◦ h)V ] = E[f(h(V ))] .
Es decir, para todo f ∈ Y ∗ se tiene que f(h(E[V ])) = E[f(h(V ))]. Luego,
por definición de valor esperado tenemos que E[h(V )] = h(E[V ]).
5) Supongamos que existe E[V ] y que E[V ] 6= 0 (si la esperanza es nula
entonces el resultado es trivial).
Como X es un espacio lineal normado y E[V ] ∈ X, E[V ] 6= 0, aplicando el
corolario del teorema de Hahn-Banach (ver el Apéndice A), podemos afirmar
que existe f ∈ X∗ : ‖f‖ = 1 y f(E[V ]) = ‖E[V ]‖, de lo que sigue que:
‖E[V ]‖ = |f(E[V ]) | = ‖E[f(V )]‖ ≤ E‖f(V )‖ ≤ E[‖f‖‖V ‖] = E[‖V ‖].
Por lo que si existe ‖E[V ]‖, entonces existe E[‖V ‖] y ‖E[V ]‖ ≤ E[‖V ‖].
Ejemplo 2.2.2. Sea X un espacio lineal topológico con base de Schauder
{bk}k∈N con funcionales coordenadas {fk}k∈N continuos (esto se verifica si
el espacio es de Banach). Sea V un elemento aleatorio en X con esperanza








Como fk son continuos, entonces tenemos que fk(V ) es una variable aleato-
ria para todo k ∈ N. Luego, si V = (V1, V2, ...), en los espacios de sucesio-
nes donde {bk}k∈N es base de Schauder, con bk = (0, 0, ..., 0, 1︸︷︷︸
k
, 0, ..., 0, 0),
E[V ] = (E[V1], E[V2], ...).
Por tanto, ya sabemos cómo calcular la esperanza de un elemento aleatorio




Las leyes de los grandes
números
Una vez conocidas las propiedades más destacadas de los elementos alea-
torios, en este caṕıtulo veremos cómo se conservan o no algunas de las leyes
clásicas de los grandes números para variables aleatorias al intentar extender-
las a elementos aleatorios. En primer lugar, probamos las leyes para elementos
aleatorios idénticamente distribuidos. Luego, cambiamos esta condición y ve-
mos qué ocurre si tenemos una sucesión de elementos aleatorios tight y, por
último, estudiamos el caso en que imponemos condiciones geométricas sobre
el espacio topológico X.
3.1. LGN para elementos aleatorios idéntica-
mente distribuidos
Teorema 3.1.1. Ley fuerte de los grandes números de Mourier
Sean X un espacio de Banach separable y {Vn}n∈N una sucesión de elementos
aleatorios independientes e idénticamente distribuidos en X de forma que
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Demostración. Como suponemos que E[‖V1‖] < ∞ y X es un espacio com-
pleto y separable, tenemos que E[V1] ∈ X existe. Además, por la idéntica
distribución, E[V1] = E[Vn] para todo n ∈ N.
En primer lugar, veamos que el enunciado es cierto si los elementos aleatorios
{Vn}n∈N sólo pueden tomar un conjunto numerable de valores x1, x2, ...
Para cada t ∈ N definimos V tk =
t∑
i=1
xiI[Vk=xi] para todo k ∈ N
y Rtk = Vk − V tk =
∞∑
i=t+1
xiI[Vk=xi] para todo k ∈ N.
Observemos que, para cada i ∈ N, se tiene que {I[Vk=xi]}k∈N es una suce-
sión de variables aleatorias independientes e idénticamente distribuidas con
E[I[Vk=xi]] = P [Vk = xi]. Además, usando las propiedades de la esperanza
vistas en el caṕıtulo anterior:
E[V tk ] =
t∑
i=1
xiP [Vk = xi] =
t∑
i=1
xiP [V1 = xi] = E[V
t
1 ] para todo k ∈ N.
Entonces:








































c−s−→ P [V1 = xi]) por la ley fuerte de los grandes números
para variables aleatorias.
Por otro lado, tenemos que para cada t ∈ N, {‖Rtn‖} es también una sucesión
de variables aleatorias independientes e idénticamente distribuidas tal que
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c−s−→ E[‖Rt1‖] para ca-
da t (2).
Como ‖Rt1‖
n↑∞−→ 0 puntualmente y ‖Rt1‖ ≤ ‖V1‖ para cada t, con E[‖V1‖] <
∞, el teorema de la convergencia dominada implica que E[‖Rt1‖]
n↑∞−→ 0 (3).
Sea S el conjunto de medida nula para el que no se cumple (1) o (2). Sean




podemos por (3)). Por (1) y (2), existe un entero positivo N(ε, ω) tal que












































(Vk(ω)− V tk (ω))︸ ︷︷ ︸
Rtk(ω)














c−s−→ 0 si {Vn}n∈N es una sucesión de elementos
aleatorios numerablemente valuados.
Veamos ahora el caso general. Como estamos en un espacio separable, sabe-
mos que existe una función medible-Borel numerablemente valuada








































c−s−→ 0 si n ↑ ∞ (4), pues los
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elementos aleatorios {T(Vn)}n∈N son independientes e idénticamente distri-




Tercer sumando: ‖E[Tm(V1)]− E[V1]‖ ≤ E[‖Tm(V1)− V1‖] ≤
1
m
Por tanto, salvo en el conjunto de medida nula en el que no se verifica (4),







Podemos relajar las hipótesis del enunciado anterior si tenemos en cuenta
que cada espacio lineal normado es isomorfo a un subconjunto denso de un
espacio de Banach. Aśı, podemos extender el teorema anterior a espacios
lineales normados separables si suponemos la existencia de E[V1].
Corolario 3.1.1. Sea X un espacio lineal normado separable y {Vn}n∈N una
sucesión de elementos aleatorios independientes e idénticamente distribuidos







cuando n ↑ ∞.
Teorema 3.1.2. Ley débil de los grandes números de Taylor
Sea X un espacio de Banach con base de Schauder {bn}n∈N y {fk}k∈N la
sucesión de funcionales coordenada asociada. Sea {Xn}n∈N una sucesión de
elementos aleatorios idénticamente distribuidos en X tal que E[‖V1‖] < ∞.
Entonces, la ley débil de los grandes números se tiene para la sucesión de







cuando n ↑ ∞.
Demostración. =⇒ Se tiene directamente, ya que la convergencia en la
topoloǵıa de la norma implica la convergencia en la topoloǵıa lineal débil.
Como X es un espacio de Banach, entonces cada funcional coordenada es
continuo, por lo que se tiene la convergencia en cada coordenada.
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⇐= En primer lugar, observemos que, por el teorema 1.2.2, se tiene que
X es separable (pues posee base de Schauder). Como, además, por hipótesis
tenemos que X es completo y que E[‖V1‖] <∞, sabemos que existe E[V1].
Sin pérdida de generalidad, podemos suponer que E[V1] = 0 (si no, bastaŕıa
considerar la sucesión {Vn − E[V1]}n∈N).
Tenemos que probar entonces que si para {fi(Vn)}n∈N se verifica la ley débil





P−→ 0, es decir, que dados ε > 0




Vk‖ > ε] < δ para todo
n ≥ N(ε, δ).
Sea m > 0 la constante base tal que ‖Ut‖ ≤ m para todo t ∈ N, donde
recordamos que Ut(x) =
t∑
k=1
fk(x)bk . Definimos ahora Qt(x) = x − Ut(x)
para todo x ∈ X, por lo que:
‖Qt(x)‖ = ‖x−Ut(x)‖ ≤ ‖Ut(x)‖+‖x‖ ≤ ‖Ut‖‖x‖+‖x‖ = ‖x‖(1+‖Ut‖) ≤
≤ ‖x‖(1 +m) =⇒ ‖Qt‖ ≤ m+ 1 para todo t ∈ N.
Por definición de Qt, para todo x ∈ X se tiene x = Qt(x) +Ut(x), por lo que













































Según la definición de los funcionales Qt, ‖Qt(V1)‖ −→ 0 puntualmente.
Además, ‖Qt(V1)‖ ≤ (m+ 1)‖V1‖ con E‖V1‖ <∞. Luego, aplicando el teo-
rema de la convergencia dominada, tenemos que E‖Qt(V1)‖ −→ 0 cuando
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t −→∞.


















































Puesto que, para cada i ∈ N, se verifica la ley débil de los grandes números
para la sucesión {fi(Vn)}n∈N y dado que E[fi(V1)] = fi(E[V1]) = fi(0) = 0,








] −→ 0 cuando n ↑ ∞











todo n ≥ N(ε, δ).

































Corolario 3.1.2. Sean X un espacio de Banach con base de Schauder y
{Vn}n∈N una sucesión de elementos aleatorios idénticamente distribuidos en
X tal que E[V1] < ∞. Entonces, para cada f ∈ X∗, la ley débil de los
grandes números se tiene para la sucesión {f(Vn)}n∈N de variables aleatorias





P−→ 0 cuando n ↑ ∞.
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Caṕıtulo 3. Las leyes de los grandes números
Demostración. La prueba es inmediata dado que cada funcional coordenada
fk pertenece a X
∗ y por la equivalencia de la convergencia en probabilidad
en la topoloǵıa fuerte y en la topoloǵıa débil.
Puede obtenerse un resultado similar al del corolario anterior para un
espacio lineal normado X (no necesariamente con base de Schauder) haciendo
la inmersión de X en C[0, 1] (espacio de Banach con base de Schauder). Para
ello, se hace uso del hecho de que la completación de X es isométrico a
un subespacio de C[0, 1] (Marti [7]). El resultado es el que se muestra a
continuación.
Teorema 3.1.3. Sea X un espacio lineal normado separable y sea {Vn}n∈N
una sucesión de elementos aleatorios idénticamente distribuidos en X de for-
ma que existen E[V1] y E[‖V1‖] < ∞. Entonces, para cada f ∈ X∗, la ley






P−→ 0 cuando n ↑ ∞. (Taylor [9])
Beck y Wamen [2] pusieron de manifiesto en un ejemplo que no es posible
obtener resultados de equivalencia para leyes fuertes similares a los que hemos
visto para leyes débiles.
Definición 3.1.1. Sea X un espacio de Banach separable. Una sucesión
{Vn}n∈N de elementos aleatorios en X se dice incorrelados coordenada
a coordenada si existe una base de Schauder {bn}n∈N tal que para cada
funcional coordenada fk se tienen que:
a) E[fk(Vn)]
2 <∞ para todo n ∈ N.
b) E[fk(Vn)fk(Xm)] = E[fk(Vn)]E[fk(Xm)] para todo m,n ∈ N con m 6= n.
Obsérvese que si {Xn}n∈N es una sucesión de elementos aleatorios inde-
pendientes con varianzas finitas entonces es una sucesión de elementos alea-
torios incorrelados coordenada a coordenada. Sin embargo, el rećıproco no es
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cierto, ya que el hecho de que E[fk(Vn)fk(Xm)] = E[fk(Vn)]E[fk(Xm)] para
todo m,n ∈ N no implica la independencia.
Corolario 3.1.3. Sea X un espacio de Banach y sea {Vn}n∈N una sucesión
de elementos aleatorios idénticamente distribuidos e incorrelados coordenada








Durante todo este apartado hemos tenido como hipótesis permanente la
idéntica distribución de los elementos aleatorios. Esto se debe a que, a diferen-
cia de lo que ocurŕıa para variables aleatorias reales, esta hipótesis no puede
ser sustituida por la de acotación de los momentos de {‖Vn‖}n∈N. Por eso,
algunas leyes de los grandes números que se teńıan para variables aleatorias
usando sólo la hipótesis de acotación, no se pueden extender directamente a
elementos aleatorios en espacios lineales normados separables.
Ejemplo 3.1.1. Sea X = l1 = {x = {xn} ∈ R∞ : ‖x‖ =
∞∑
n=1
|xn| <∞}. X es
un espacio de Banach con base de Schauder {bn}n∈N = {(0, ..., 0, 1︸︷︷︸
n
, 0, ..., 0)}n∈N
y, por tanto, separable.




(0, ..., 0, 1︸︷︷︸
n
, 0, ..., 0) con probabilidad 1/2
(0, ..., 0, −1︸︷︷︸
n
, 0, ..., 0) con probabilidad 1/2
para todo n ∈ N
Tenemos que ‖Vn‖ = 1 y que E[Vn] = 0 para todo n ∈ N y, por tanto, existe
















= 1 para todo n ∈ N,
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siendo {An} variables aleatorias dadas por
An =







3.2. LGN para elementos aleatorios tight
Definición. Sea X en un espacio topológico. Un elemento aleatorio V en
X se dice que es tight si para cada ε > 0 existe un compacto Kε ⊂ X
tal que P [V ∈ Kε] > 1 − ε. Una sucesión de elementos aleatorios {Vn}n∈N
en X es tight si para cada ε > 0 existe un compacto Kε ⊂ X tal que
P [Vn ∈ Kε] > 1− ε para todo n ∈ N.
En 1968, Billingsley ([3]) probó que si X es un espacio métrico com-
pleto separable, entonces cada elemento aleatorio en X es tight. En
consecuencia, cualquier sucesión {Vn}n∈N de elementos aleatorios idéntica-
mente distribuidos en un espacio métrico completo separable es tight, pues
el compacto Kε escogido para V1 sirve también para todos los demás Vn. Sin




para todo n ∈ N. Es obvio que la sucesión {Vn} no es idénticamente distri-
buida, pero es tight si tomamos como Kε el compacto [0, 1] ⊂ R.
El siguiente lema (Taylor [10]) nos permitirá considerar que E[Vn] = 0
para todo n ∈ N sin que esto suponga pérdida de generalidad alguna.
Lema 3.2.1. Sea {Vn}n∈N una sucesión de elementos aleatorios tight en un
espacio de Banach separable X. Si sup
n∈N
E[‖Vn‖p] < ∞ para algún p > 1,
entonces {Vn − E[Vn]}n∈N es tight.
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Teorema 3.2.1. Sean X un espacio de Banach separable y K ⊂ X un
subconjunto compacto. Sea {Vn}n∈N una sucesión de elementos aleatorios in-
dependientes en X, con E[Vn] = 0 para todo n ∈ N, que toman sus valores







Demostración. Podemos suponer que K es convexo y simétrico y también
que 0 ∈ K (Rudin [9]). Además, en el espacio dual X∗ existe un conjunto
numerable S que separa puntos de K.
Sea τS la topoloǵıa más débil sobre K que hace continuos los elementos de
S. Entonces, para {xn} ⊂ K, xn −→ 0 en τS si, y solamente si, ‖xn‖ −→ 0.
Como para cada f ∈ X∗ {f(Vk)} es una sucesión de variables aleatorias
independientes uniformemente acotadas, pues ‖f(Vk)‖ ≤ ‖f‖‖Vk‖ ≤ M‖f‖






cuando n −→∞ para todo f ∈ X∗.





Vk(ω) ∈ K para todo n ∈ N y para todo





c−s−→ 0 (el conjunto de ω ∈ Ω
para el que no se cumple la convergencia es unión numerable de conjuntos
nulos, uno para cada f ∈ S).
Una vez que hemos probado este resultado para sucesiones que toman
valores en un compacto, pasamos al caso general.
Teorema 3.2.2. Ley fuerte para elementos aleatorios tight
Sea X un espacio de Banach separable y sea {Vn}n∈N una sucesión de elemen-
tos aleatorios independientes y tight en X tal que existe p > 1 : E[‖Vn‖p] ≤M






cuando n ↑ ∞.
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Demostración. Podemos suponer, gracias al lema 3.2.1, que E[Vn] = 0 para
todo n ∈ N.










Como {Vn} es tight, consideremos K compacto y, como en la prueba anterior,
simétrico y convexo, tal que P [Vn ∈ K] > 1− δ para todo n ∈ N.
A continuación, definimos Yn = VnI[Vn∈K] y Zn = Vn − Yn para todo n ∈ N.
Entonces, {Yn − E[Yn]}n∈N toma valores en K + K. Por lo tanto, aplicando






Por otro lado, haciendo uso de la desigualdad de Hölder:
E[‖Zn‖] = E[‖Vn‖I[Vn /∈N]] ≤ (E[‖Vn‖p])
1












Por otro lado, y teniendo en cuenta que para p > 1 E[‖Zn‖] ≤ E1/p‖Zn‖p
implica Ep[‖Zn‖] ≤ E[‖Zn‖p], se sigue que:
E[|‖Zn‖−E[‖Zn‖|p]] ≤ 2p(E[‖Zn‖p+Ep[‖Zn‖]]) ≤ 2p(2E[‖Zn‖p]) ≤ 2p+1M .







Por la propia definición de convergencia casi segura, en (1) y (2) puede
ser excluido, a lo más, un número numerable de conjuntos nulos. Aśı, para




































































para n ≥ n0(ε, ω).
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Si ahora tenemos en cuenta el teorema 3.2.1 junto con el hecho de que
una sucesión convergen en probabilidad si, y solamente si, cada subsucesión
tiene, a su vez, una subsucesión que converge en probabilidad 1, se prueba
la siguiente ley débil:
Teorema 3.2.3. Sea K un subconjunto compacto de un espacio de Banach
separable X. Sea {Vn}n∈N una sucesión de elementos aleatorios en X con
E[Vn] = 0 para todo n ∈ N que toman sus valores en K. Entonces, para cada











Con técnicas no muy diferentes a las usadas en el Teorema 3.2.2 para ob-
tener una ley fuerte, podemos conseguir la siguiente ley débil para elementos
aleatorios tight.
Teorema 3.2.4. Sea X un espacio de Banach separable y sea {Vn}n∈N una
sucesión de elementos aleatorios tight en X con E[Vn] = 0 para todo n ∈ N
de forma que, para algún p > 1 se tiene E[‖Vn‖p] ≤ M para todo n ∈ N con





P−→ 0 si, y solamente
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En el caso en que X sea un espacio de Banach con base de Schauder,
es necesario y suficiente obtener la convergencia correspondiente para todos
los funcionales coordenada en lugar de para todas las funciones lineales y
continuas.
Corolario 3.2.1. Sea X un espacio de Banach con base de Schauder. Sea
{Vn}n∈N una sucesión de elementos aleatorios tight en X tales que E[Vn] = 0
para todo n ∈ N y E[‖Vn‖p] ≤ M para todo n ∈ N, para algún p > 1, con













3.3. Condiciones geométricas sobre
los espacios
En los apartados anteriores nos hemos visto en la necesidad de imponer
condiciones cada vez más fuertes sobre las distribuciones de los elementos
aleatorios para obtener leyes de los grandes números. Sin embargo, también
pueden imponerse condiciones de tipo geométrico sobre los espacios en los
que consideramos los elementos aleatorios. Como punto final del trabajo,
haremos un resumen de algunas de las más importantes junto con las leyes
obtenidas como consecuencia.
La clásica ley fuerte de los grandes números de Kolmogorov para variables
aleatorias Xn independientes con E[Xn] = 0 y E[X
2
n] ≤ M < ∞ para todo
n ∈ N se obtiene como caso particular de la ley fuerte que Chung probó
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en 1947. Sin embargo, no podemos encontrar leyes equivalentes en cualquier
espacio de Banach. La validez de estas leyes depende de algunas propiedades
geométricas de la bola unidad del espacio de Banach.
Definición 3.3.1. Un espacio X de Banach se dice que es convexo de
tipo B o B-convexo si existen ε > 0 y K > 0 entero tales que para todo
x1, ..., xk ∈ X con ‖xi‖ ≤ 1, i = 1, 2, ..., k, entonces se tiene que ‖±x1±x2±
...± xk‖ < k(1− ε) para alguna combinación de los signos + y −.
Observación 3.3.1. La B-convexidad del espacio E equivale a que l1 no sea
finitamente representable en E.
En 1963, Beck ([1]) dio una caracterización de todos aquellos espacios de
Banach para los que la ley fuerte de Kolmogorov sigue. Tales espacios son
los B-convexos.
Proposición 3.3.1. Son B-convexos:
1. Los espacios lineales normados finito-dimensionales.
2. Los espacios de Banach uniformemente convexos, es decir, aquellos espa-
cios de Banach X tales que para cada ε > 0 existe un δ > 0 tal que ‖x‖ ≤ 1,
‖y‖ ≤ 1 y ‖x+ y‖ > 2(1− δ), entonces ‖x− y‖ < ε para todo x, y ∈ X.
Un ejemplo de espacios B-convexos son Lp y lp, 1 < p <∞, y de espacios
no B-convexos son l1, l∞ y c0.
Aunque la ley de Kolmogorov se tenga para los espacios de Banach B-
convexos, no es posible obtener el mismo resultados para la ley fuerte de
Chung, tal y como puso de manifiesto Woyczynski ([11]) en 1973 a la vez que
demostraba que un resultado análogo a la ley fuerte de Chung es válido para
espacios de Banach que verifican la condicion Gα.
Definición 3.3.2. Un espacio de Banach X satisface la condición Gα para
algún α ∈ (0, 1] si existe una aplicación G : X −→ X∗ tal que:
1. ‖G(x)‖ = ‖x‖α
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2. G(x)x = ‖x‖1+α
3. ‖G(x)−G(y)‖ ≤ A‖x− y‖α para todo x, y ∈ X y para alguna constante
A.
La importancia de la condición Gα proviene de la siguiente desigualdad:
E[‖X1 +...+Xn‖1+α] ≤ A
n∑
i=1
E[‖Xi‖1+α], que se tiene para cada n ∈ N y pa-
ra cada n-tupla de elementos aleatorios independientes X1, ..., Xn en X ∈ Gα,
con E[Xi] = 0 y E[‖Xi‖1+α] <∞.
Los espacios Lp y lp con p ≥ 2 son Gα para todo 0 < α ≤ 1 y los espacios
L1+α y l1+α son Gβ para todo β > α. Además, los espacios de Hilbert son
G1 con constante A = 1 y G la aplicación identidad.
Teorema 3.3.1. Sea X un espacio de Banach separable, X ∈ Gα para algún
α ∈ (0, 1]. Sea {Vn}n∈N una sucesión de elementos aleatorios independien-














kVk‖ −→ 0 con probabilidad 1.
Consecuencia de este teorema probado en 1973 por Woyczynski ([11]) es
el siguiente resultado, que nos proporciona una ley fuerte análoga a la de
Chung.
Teorema 3.3.2. Sea X un espacio de Banach separable, X ∈ Gα para





son no decrecientes. Sea {Vn}n∈N una sucesión de elementos aleatorios in-
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Obtenemos, a partir de este teorema, el siguiente corolario, que nos per-
mite caracterizar algunos espacios lp a través de la ley fuerte de los grandes
números.






(0, 1], implica la ley fuerte de los grandes números para elementos aleatorios
independientes {Vn}n∈N con E[Vn] = 0 si, y solamente si, lp es gα, es decir,
si, y solamente si, p ≥ 1 + α.
Definición 3.3.3. Una sucesión {εn}n∈N de variables aleatorias se dice que
es de Rademacher si son independientes y, para todo n ∈ N se tiene que
P [εn = 1] = P [εn = −1] =
1
2
A partir de ahora, consideraremos que {εn}n∈N es una sucesión de Rade-
macher, notamos X∞ =
∞∏
n=1
X y definimos :
C(X) = {{xn} ∈ X∞ :
∞∑
n=1
εnxn converge en probabilidad }.
Definición 3.3.4. Un espacio X de Banach separable se dice que es de tipo








Los dos siguientes resultados que enunciamos son debidos a Hoffman-
Jorgensen y Pisier ([6]):
Teorema 3.3.3. Sea 1 ≤ p ≤ 2. Son equivalentes:
1. El espacio de Banach X es de tipo p.







ra todo V1, ..., Vn ∈ X elementos aleatorios independientes con media nula y
momentos de orden p finitos.





c−s−→ 0, sigue para toda su-
cesión {Vn} de elementos aleatorios independientes en X con E[Vn] = 0 para
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Teorema 3.3.4. Sean X un espacio de Banach separable y {Vn}n∈N una
sucesión de elementos aleatorios independientes en X con E[Vn] = 0 para
todo n ∈ N y de forma que para cada ε > 0 existe un compacto K ⊂ X tal









Puesto que la convergencia en media implica la convergencia en proba-
bilidad, este teorema nos lleva a una ley débil de los grandes números en la
que la condición impuesta sobre el compacto K nos recuerda a la condición





En esta sección veremos algunos de los resultados más importantes del
análisis funcional y definiremos de forma precisa los conceptos propios de
esta rama que utilizamos a lo largo de las notas.
Definición. Un conjunto X no vaćıo se dice que es un espacio lineal (real)
si en él se puede definir una operación de adición que convierte a X en un
grupo conmutativo y una operación de multiplicación por escalares (números
reales) que verifica la propiedad distributiva y las leyes de identidad, es decir:
1. Para cada par de elementos (x, y) ∈ (X,X) existe un elemento z ∈
X tal que z = x+ y.
2. Para cada x ∈ X y para cada t ∈ R, se tiene que tx ∈ R.
3. Para cada x, y, z ∈ X y s, t ∈ R, las operaciones definidas anteriormente
verifican:
i) x+ y = y + x
ii) (x+ y) + z = x+ (y + z)
iii) Si x+ y = x+ z, entonces y = z.
iv) 1x = x.
v) s(tx) = s(tx).
vi) (s+ t)x = sx+ tx
vii)s(x+ y) = sx+ sy.
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Definición. Una función d : M ×M −→ R se llama semimétrica o semi-
distancia en M si:
i) d(x, y) = d(y, x) para todo (x, y) ∈M ×M
ii) d(x, x) = 0 para todo x ∈M
iii) d(x, z) ≤ d(x, y) + d(y, z) para todo x, y, z ∈M
iv) d(x, y) ≥ 0 para todo x, y ∈M
Cuando además tenemos que:
v) d(x, y) = 0 si, y solamente si, x = y, entonces se dice que s es una métrica
o distancia en M .
Definición. Un conjunto M no vaćıo se dice que es un espacio métrico
(análogamente, semimétrico) si tiene definida una métrica (semimétrica) en
él.
Definición. Una sucesión {xn} en un espacio métrico M se dice que es una
sucesión de Cauchy si para cada ε > 0 existe un número N ∈ N tal que
para todo n,m ≥ N se tiene que d(xn, xm) < ε.
Definición. Un espacio métrico M se dice que es completo si toda sucesión
de Cauchy en M converge en M .
Definición. Dado un espacio lineal X, una función p : X −→ R se dice que
es una seminorma en X si para cada x, y,∈ X y para cada t ∈ R se tiene
que:
i) p(x) ≥ 0
ii) p(x+ y) ≤ p(x) + p(y)
iii) p(tx) = |t|p(x)
Cuando también se tiene que:
iv) p(x) = 0 si, y solamente si, x = 0, entonces se dice que la función p es
una norma en X.
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Definición. Un espacio lineal X se dice que es un espacio lineal normado
si en él se puede definir una función ‖ · ‖ : X −→ R de forma que ‖ · ‖ es una
norma.
Definición. Sea X un espacio lineal. Una aplicación < ·, · >: X ×X −→ R
es un producto escalar en X si:
i) < x, x > > 0 si, y solamente si, x 6= 0.
ii) < tx, y >= t < x, y >.
iii) < x, y > =< y, x >
Definición. Un espacio X con producto escalar < ·, · > que es completo
para la norma ‖x‖ =< x, x >1/2, se dice que es un espacio de Hilbert.
Definición. Sea X un espacio topológico.Un subconjunto D ⊂ X se dice
denso en X si D = X, es decir, si su clausura es el espacio total.
Se dice que X es separable cuando contiene un subconjunto denso y nume-
rable.
Definición. El espacio de aplicaciones lineales y continuas entre dos espacios
normados X e Y se denota por L(X;Y )
Definición. Sea X un espacio normado. Se define el espacio dual de X,
denotado por X∗, como el conjunto de aplicaciones lineales y continuas de
X en R, es decir,
L(X;R) = X∗ = {f : X −→ R / f lineal y continua }
Proposición. Si Y es de Banach, entonces L(X;Y ) es un espacio de Ba-
nach.
Si tenemos en cuenta que X∗ = L(X;R) y que R espacio de Banach, la
proposición anterior nos conduce de inmediato al siguiente resultado de gran
utilidad:
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Corolario. X∗ siempre es un espacio de Banach.
Teorema. Teorema de Hahn-Banach
Sea S un subespacio de un espacio lineal X, y sea p una seminorma definida
sobre S. Sea g un funcional lineal definido sobre S de forma que ‖g(x)‖ ≤
p(x) para todo x ∈ S. Entonces, existe un funcional lineal f en X tal que
f(x) = g(x) para todo x ∈ S y ‖f(x)‖ ≤ p(x) para todo x ∈ X.
Corolario. Sea X un espacio lineal normado y sea x ∈ X, x 6= 0. Entonces,




En este apartado mencionamos los conceptos esenciales para conocer qué
es un espacio probabiĺıstico y a qué llamamos probabilidad. Asimismo, recor-
damos la definición de variable aleatoria y algunas de sus propiedades más
destacadas. Por último, exponemos los tres tipos de convergencia que usamos
en las notas y establecemos las relaciones entre ellas.
Definición. Sea Ω 6= ∅ un espacio muestral y sea A una familia de subcon-
juntos de Ω. Se dirá que A es un σ-álgebra si verifica:
a) Ω ⊂ A.
b) Si A ∈ A, entonces AC ∈ A.




Definición. Sea Ω 6= ∅ un espacio muestral y sea C una familia de subcon-
juntos de Ω. Se dirá que σ(C) es la mı́nima σ-álgebra construida sobre C
si se verifica:
a) C ⊂ σ(C).
b) Para todo A σ-álgebra con C ∈ A, entonces σ(C) ∈ A.
Proposición. Sea Ω 6= ∅ un espacio muestral y sea C una familia de sub-
conjuntos de Ω. Sea {Ai}i∈I una familia de σ-álgebras construidas sobre C.
47




Ai ∈ A es otro σ-álgebra.
Corolario. Sea Ω 6= ∅ un espacio muestral y sea C una familia de subcon-
juntos de Ω. Siempre es posible encontrar la menor σ-álgebra sobre C.
Definición. Sea Ω = R y consideramos C = {(−∞, x] : x ∈ R}. Llamamos
σ-álgebra de Borel a σ(C), es decir, a la mı́nima σ-álgebra construida sobre
C. Se representa como σ(C) = B(R).
Definición. Una función P : A −→ R+ ∪ {0} sobre el espacio medible o
probabilizable (Ω,A) se dice que es una medida de probabilidad si verifica
la axiomática de Kolmogorov, es decir, si cumple que:
b) P [Ω] = 1.







En el caso de que P sea una medida de probabilidad sobre (Ω,A), se dice
que (Ω,A, P ) es un espacio probabiĺıstico.
Una vez conocemos qué es un espacio probabiĺıstico, podemos pasar a dar
la definición de variable aleatoria.
Definición. Sea (Ω,A, P ) un espacio probabiĺıstico. Una función X : Ω −→
R se dice que es una variable aleatoria real si es una función medible-Borel,
es decir:
X−1(B) = {ω ∈ Ω : X(w) ∈ B} ∈ A para todo B ∈ B(R)
donde B(R) es la σ-álgebra de los conjuntos de Borel en R.
Cuando en lugar de (R,B(R)) tenemos a (Rn,B(Rn)) como espacio de llegada,
decimos que X es un vector aleatorio.
Tenemos el siguiente resultado de caracterización de variables aleatorias.
Proposición. Sean (Ω,A) un espacio medible. X : Ω −→ R es una v.a. real
si, y solamente si, X−1((−∞, x]) ∈ A para todo x ∈ R.
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Propiedades de las variables aleatorias
Sean X e Y dos variables aleatorias definidas sobre Ω, f una función real
continua y a ∈ R. Entonces:
1. f ◦X es una variable aleatoria real.
2. X + Y es una variable aleatoria real.
3. XY es una variable aleatoria real.
4.Toda variable aleatoria X tiene asociada una función de probabilidad, lla-
mada probabilidad inducida (por la variable X). Viene dada por:
PX [B] = P [X
−1(B)] = P [{ω ∈ Ω : X(ω) ∈ B}] = P [X ∈ B] para todo
B ∈ B(R).
Definición. SeaX una variable aleatoria definida en el espacio probabiĺıstico




Definición. SeaX una variable aleatoria definida en el espacio probabiĺıstico
(Ω,A, P ). Definimos la varianza de X como var[X] = E[X − E[X]].
Definición. Sea {Xn}n∈N una sucesión de variables aleatorias. Llamamos




Definición. Sea {Xn} una sucesión de variables aleatorias y X una variable
aleatoria. Se tienen los siguientes conceptos de convergencia:
1. Convergencia Casi Segura
Se dice que {Xn} converge con probabilidad 1 o de forma casi segura a X si
P [ ĺım
n→∞
|Xn −X| = 0] = 1. Se representa: Xn
c−s−→ X.
2. Convergencia en Probabilidad
Se dice que {Xn} converge en probabilidad a X si para cualquier ε > 0 se
tiene ĺım
n→∞
P [|Xn −X| ≤ ε] = 1. Se representa: Xn
P−→ X.
3. Convergencia en r-media




Apéndice B: Variables Aleatorias
0, supuesto que existe E[|Xn −X|r]. Se representa: Xn
r−→ X.
Estas definiciones son totalmente análogas para vectores y elementos alea-
torios y las siguientes relaciones entre los distintos tipos de convergencia que
vamos a enunciar ahora se siguen manteniendo para estos casos más generales.
Xn
c−s−→ X ⇒ Xn
P−→ X pero Xn
P−→ X ; Xn
c−s−→ X
Xn
r−→ X ⇒ Xn
P−→ X pero Xn
P−→ X ; Xn
r−→ X
Xn
r−→ X ; Xn
a−s−→ X y Xn
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