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ABSTRACT
Detections of the tidal disruption flares (TDFs) of stars by supermassive black holes (SMBHs) are
rapidly accumulating as optical surveys improve. These detections may provide constraints on SMBH
demographics, stellar dynamics, and stellar evolution in galaxies. To maximize this scientific impact,
we require a better understanding of how astrophysical parameters interact with survey selection effects
in setting the properties of detected flares. We develop a framework for modeling the distributions of
optical TDF detections in surveys across attributes of the host galaxies and the flares themselves. This
model folds in effects of the stellar disruption rate in each galaxy, the flare luminosity and temperature
distributions, the effects of obscuration and reddening by dust in the host galaxy, and survey selection
criteria. We directly apply this model to the sample of TDFs detected by the Zwicky Transient Facility
and find that the overall flare detection rate is in line with simple theoretical expectation. The model
can also reproduce the distribution of total stellar mass and redshift of the host galaxies, but fails to
match all details of the detected flares, such as their luminosity and temperature distributions. We
also find that dust obscuration likely plays an important role in suppressing the TDF detection rate
in star-forming galaxies. While we do not find that the unusual preference of TDFs to have hosts in
post-starburst galaxies in the “green valley can be entirely explained by selection effects, our model
can help to quantify the true rate enhancement in those galaxies.
1. INTRODUCTION
As wide-field surveys have advanced, the study of
tidal disruptions of stars by super-massive black holes
(SMBHs) has progressed beyond the detailed follow-up
of events in isolation, and has now entered the era of
science enabled by the study of samples. This opens
up exciting new possibilities to learn about the cos-
mic demographics of SMBHs and the host galaxies in
which they reside. For example, Stone & Metzger (2016)
(hereafter SM16) proposed how TDF1 detection rates
can be used to constrain the galaxy occupation fraction
of SMBHs. Kochanek (2016), Stone et al. (2018), and
D’Orazio et al. (2019) have proposed how detection rates
can be used to constrain the star formation history and
stellar mass function in galaxies.
1 Throughout this paper we will follow the terminology suggested
by van Velzen (2018), in which detected flares are termed “tidal
disruption flares” (TDFs), to distinguish them from the more
general phenomenon of “tidal disruption events” (TDEs). Every
TDF is associated with a TDE, but not every TDE leads to a
detectable TDF.
Aside from increasing the detection rate, additional
pre-requisites remain before these ambitious science
goals can be reached. Many of these relate to better
characterizing survey detection efficiencies and selection
effects. After the first generation of searches for X-ray
and optical surveys of flares from tidal disruption events,
much attention was paid to the so-called “rate prob-
lem”, relating to the fact that the rate of TDF detec-
tions in most galaxies, ∼ 10−5 yr−1 (Donley et al. 2002;
van Velzen & Farrar 2014), seemed roughly an order
of magnitude too low compared to theoretical predic-
tions of TDE rates based on stellar dynamics (Wang
& Merritt 2004). However, Gezari et al. (2008) deter-
mined that the detection rate of ultraviolet (UV) TDFs
found by the Galaxy Evolution Explorer (GALEX) was
consistent with theoretical predictions, albeit with sub-
stantial uncertainty. More recently, van Velzen (2018)
made use of TDF detections from previous optical and
UV surveys to constrain the distribution of peak g-band
luminosities of TDFs, using an inverse-volume weight-
ing (Schmidt 1968) to account for flares that were likely
missed because they were too faint. After taking into
the account the higher rate of low-luminosity TDFs, the
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2observed TDF rate was found to be in better agreement
with the theoretical TDE rate.
A separate puzzle has emerged regarding the host
galaxies of TDFs. Arcavi et al. (2014) pointed out
that TDFs detected by the Palomar Transient Fac-
tory showed an unusual preference for a class of post-
starburst galaxies known as E+A galaxies. This prefer-
ence was further investigated and confirmed by French
et al. (2017) and by Graur et al. (2017) for a larger sam-
ple of TDF hosts. Other peculiarities of TDF host galax-
ies have also been identified. Law-Smith et al. (2017)
compared TDF hosts to a sample of galaxies matched
by the mass of their super-massive black holes, MBH.
They found that this reduced, but did not entirely ex-
plain, the preference for E+A galaxies, and identified
that TDF hosts tend to be more centrally concentrated,
with higher Sersic indices. This last effect was also ex-
plored in a mass-matched galaxy sample by French et al.
(2020).
Recently, a TDF survey was conducted with the
Zwicky Transient Facility (ZTF), and this has roughly
doubled the number of optically selected TDFs (van
Velzen et al. 2020). Once again, the TDF hosts were
found to cluster in an unusual region of galaxy param-
eter space, the so-called “green valley” which separates
the peak populations of blue, star-forming galaxies from
red, quiescent galaxies in galaxy color-magnitude space.
This preference had also been identified in Law-Smith
et al. (2017). It is not yet clear whether the more spe-
cific preference for E+A galaxies remains as strong in the
new sample, and the issue is confounded by the fact that
the population of E+A galaxies significantly overlaps in
color-magnitude space with the more general class of
post-starburst galaxies that reside in the green valley.
More work is needed to understand the role of selec-
tion effects in setting both the rate of TDF detections
and the host galaxies in which they are found. In par-
ticular, an effect that has often been acknowledged, but
rarely quantified, is the role of obscuration by dust and
neutral gas in the host galaxy. While neutral gas will
be the dominant source of obscuration for X-ray flares,
dust is the most important obscurer for optical and UV
detections. As we will see, dust obscuration is likely to
be a crucial ingredient in flare selection effects, leading
us to predict that roughly twice as many TDFs than
those that are detected might be missed solely because
they are dust obscured.
One route toward understanding these selection effects
is to perform end-to-end forward modeling, beginning
with the processes that govern the rate of stellar disrup-
tions, then accounting for the luminosity distribution of
the resulting flares, how these flares might be obscured
by material in their host galaxies, and then applying
survey selection criteria to determine which of these dis-
ruptions will actually been detected. Work along these
lines has been done by Kochanek (2016), SM16, van
Velzen (2018), and D’Orazio et al. (2019). The aim of
the present paper is to bring together a number of ef-
fects that have been separately accounted for in these
previous models. Here we make a special application to
the ZTF TDF sample from van Velzen et al. (2020), be-
cause it provides the largest sample of flares with detec-
tions that can be modeled uniformly using a single set
of survey selection criteria. We also make predictions
for TDFs that may be detected with the upcoming Vera
C. Rubin Observatory (VRO/LSST). The models pre-
sented here are tailored for optical surveys, but future
work could use a similar framework applied to X-ray
surveys such as those enabled by eROSITA.
In section 2, we present a preliminary calculation that
indicates that the vast majority of SMBHs at masses
and redshifts favorable for visible disruptions should be
in “blue” galaxies, which contrasts with the host pop-
ulation of observed TDFs. In section 3 we discuss the
methods and assumptions that go into our forward mod-
eling. In section 4 we present our results in detail. Fi-
nally, in section 5 we recap our primary conclusions and
highlight areas that could be improved with future work.
Throughout we assume a flat cosmology with H0 = 70
km s−1 Mpc−1, ΩM = 0.3 and ΩΛ = 0.7.
2. PRELIMINARY CALCULATION
The main result of the paper is from forward modeling
using a synthetic galaxy catalog and survey selection
criteria. But first, we discuss a simpler calculation that
helps to motivate our more detailed calculation.
We start with galaxy luminosity functions for two
galaxy populations, “red” and “blue”, separated by a
color-magnitude cut, as in Cool et al. (2012) Figure 3.
This uses the Schechter function fits from their table 4,
for a redshift bin between z = 0.05 and z = 0.15.
To convert these luminosity functions to SMBH mass
functions, we make use of the MBH–Lbulge relation from
Tundo et al. (2007) for early-type galaxies. We ac-
count for the scatter in this relation to convert between
a given galaxy bulge magnitude and a distribution of
likely SMBH masses. Following Shankar et al. (2004)
we assume a bulge-to-total luminosity ratio of 0.85 for
all early-type galaxies (which we apply to the “red”
galaxies) and 0.35 for all late-type galaxies (which we
apply to the “blue” galaxies), and we apply the same
MBH–Lbulge relation to all bulge components. We as-
sume a SMBH halo occupation fraction of unity for all
the galaxies that might produce flares we can see, for
3all galaxy types. The resulting SMBH mass functions,
shown in the first panel of Figure 1, look very similar to
Figure 5 of Shankar et al. (2004).
The volumetric disruption rate, as a function of black
hole mass, depends both on the SMBH mass function
and the per-galaxy disruption rate as a function of MBH.
Here we follow a procedure identical to the one described
in SM16 to produce the volumetric disruption rate as a
function of MBH, but now we have it for the red and blue
galaxies separately. Here we assume the per-galaxy dis-
ruption rates to be the same in the red and blue galax-
ies, both for the overall rate normalization and the de-
pendence on MBH, proportional to MBH
0.4 as in equa-
tion (2). The result, shown in Figure 1, is very similar
to Figure 8 of SM16 , but it is now divided between the
two galaxy populations.
As in SM16, to generate these curves we needed to
integrate the disruption rates over a present-day stel-
lar mass function, since for each stellar mass (and ra-
dius) there is a maximum MBH that can disrupt it
without hiding the result within the event horizon (the
Hills mass, see equation 3). Here we’re using the same
present-day stellar mass function in both the blue and
red galaxies, which is a Kroupa initial mass function
(IMF) but truncated to only include stars with mass
< 1M. In principle we could use a different stellar
mass function for the blue and red galaxies, but the re-
sults are not very sensitive to it.
The fact that the volumetric disruption rate is so much
higher for blue galaxies than for red galaxies is simply
a reflection of the fact that most galaxies in the local
universe with MBH in the right range to disrupt stars
are in blue galaxies (this can be seen in the galaxy lu-
minosity functions). The sharp downturn at in the rate
for masses above a few times 107M is because SMBHs
at those high masses start to exceed the Hills mass for
the stars they might disrupt (SM16).
For this plot, we have not yet accounted for the flare
luminosity function and how that might effect flare vis-
ibility from these disruptions. In particular, this means
that any possible effect of the Eddington limit has been
ignored. Since lower mass SMBHs tend to be found
more often in blue galaxies, this is one reason that the
above plot of volumetric disruption rate might cause one
to over-predict the fraction of flares found in blue galax-
ies. Nor have we accounted for dust in the host galaxies
or how the flares might contrast with their host light.
Galaxies with more star formation tend to be dustier,
while also tending to have more young stars that move
the galaxy to the blue side of a u − r cut. This is an-
other reason that the above plot might cause one to
over-predict the number of flares found in blue galaxies.
All of those details will be included in the more detailed
forward modeling.
The take-away here is that, if the disruption rates were
the same in the red and blue galaxies modulo MBH, and
the flares produced by these disruptions were equally
visible at these redshifts, we should expect survey de-
tections to be dominated by blue galaxy hosts. The
fact that surveys such as ZTF do not find this suggests
significant differences in the rates of disruption in these
galaxies (which could in turn depend on stellar dynamics
as well as the SMBH halo occupation fraction), a depen-
dence of the flare luminosity function on the galaxy type
(e.g. via the Eddington limit or the stellar population),
other survey selection effects, or a combination of all of
the above. Being able to quantify which of these effects
dominate for different physical assumptions about the
disruption process and the flare production process is a
major goal of this study.
3. METHOD
3.1. Galaxy catalog
We use the synthetic catalog from van Velzen (2018).
We use this, rather than a direct query of the Sloan Dig-
ital Sky Survey (SDSS), for the same reason as in van
Velzen (2018): since TDFs are currently found by scan-
ning nuclear transients in host galaxies from archival
flux-limited surveys, we want to represent a complete
flux-limited survey of galaxies in a cosmological volume.
However, at redshifts & 0.1, SDSS galaxies do not gener-
ally have all the information we need for forward mod-
eling (e.g., spectroscopic redshifts, velocity dispersion
to measure MBH, total stellar masses, star formation
rates, surface brightness profiles, etc). Therefore the
synthetic catalog contains galaxies whose properties are
drawn from distributions of a smaller number of mea-
sured galaxy properties, mostly from the NYU Value-
Added Galaxy Catalog (Blanton et al. 2005), which does
draw on data from SDSS (Adelman-McCarthy et al.
2008; Padmanabhan et al. 2008) and is intended to pre-
serve empirical galaxy correlations and their redshift
dependencies. The catalog was populated with galaxy
down to an apparent magnitude of mr = 22.
The total stellar mass of the galaxies in the synthetic
catalog was obtained using the result of Mendel et al.
(2014), who applied the Flexible Stellar Population Syn-
thesis code (Conroy & Gunn 2010) to the SDSS photom-
etry. The same code and with identical model assump-
tions were used by van Velzen et al. (2020) to estimate
the stellar mass of the TDE host galaxies.
The black hole masses in the catalog are derived
from an empirical MBH–σ relation — specifically, the
Gu¨ltekin et al. (2009) relation for “all” galaxies (both
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Figure 1. First panel : This shows the SMBH mass function corresponding to to galaxies within z = 0.15 separated by a
color-magnitude cut as in Cool et al. (2012). Second panel : This shows the volumetric rate of tidal disruptions of stars outside
of the BH event horizon, again separated between the two galaxy populations, for a disruption rate that is proportional to
MBH
−0.4, and with a distribution of stellar masses related to a Kroupa IMF. For these assumptions, the majority of the stellar
disruptions oustide the BH event horizon in nearby galaxies should be in “blue” galaxies. This is not seen in present survey
data, which helps to motivate our more detailed forward modeling.
early- and late- type). The stellar velocity dispersions
are estimated from the galaxy stellar mass and effective
radius using the virial theorem. A 0.4 dex scatter about
this MBH–σ relation was included when generating MBH
values for the catalog galaxies (van Velzen 2018). This
process has also assumed that the aforementioned MBH–
σ relation can be extrapolated down to black hole masses
as low as ∼ 105M. Future work can consider how the
relation might need to be modified at the low-mass end.
The catalog does not contain a morphological classi-
fication for each galaxy. However, it is populated with
galaxies that represent a wide range of morphologies,
and this is reflected in their attributes including stellar
mass, color, surface brightness profile, star formation
rate, etc, all of which correlate with morphology. Re-
garding surface brightness, for each galaxy the catalog
stores an r-band Sersic index and half-light radius, rep-
resenting a pure Sersic profile fit, with no attempt to
include a separate disk contribution. Based on these
two quantities, the Sersic profile can be use to find the
power-law slope of the surface brightness profile at a
resolution limit of 0.04”. We refer to this inner power-
law value as γ′, related to the so-called Nuker γ used
to fit the inner power-law of galaxy surface brightness
Lauer et al. (2007). This is an imperfect procedure —
in particular, two identical galaxies located at different
redshifts would have different values of γ′ computed this
way. However, we chose to use the 0.04” resolution limit
for measuring γ′ because this the resolution limit of the
HST WFPC2 camera which was used to measure γ′ for
the majority of the galaxies in Lauer et al. (2007), and
those galaxies were in turn used to calibrate per-galaxy
disruption rates based on γ′, as discussed below. While
the Sersic index and effective radius measurements that
went into the galaxy catalog were based on SDSS imag-
ing data with a point-spread funtion (PSF) of approxi-
mately 1” full-width at half maximum (FWHM), we are
extrapolating these fits down to the resolution at which
the rate measurements were calibrated. We hope to im-
prove the treatment of galaxy surface brightness profiles
in future work.
3.2. Per-galaxy TDE rates
Accurately modeling the stellar disruption rate in a
galaxy is a detailed task. The steps for doing so can be
found in Wang & Merritt (2004) and SM16. One begins
with the stellar surface brightness profile of the galaxy,
then de-projects this to obtain the three-dimensional
stellar density profile, gravitational potential, and phase
space distribution function. This process is sensitive to
the properties of the stellar velocity distribution and the
overall symmetry, or lack thereof, of the spatial distri-
bution of the stars. Once these steps are complete, the
flux of stars into the loss cone and finally the stellar dis-
ruption rate can be computed. These final steps depend
on the mass distribution of the stars and the properties
of the black hole including its mass and spin, and may
be different for stars of different masses and radii.
For this paper, we will gloss over most of these de-
tails, choosing instead from simplified parameterizations
of the disruption rate in each galaxy taken from SM16.
These authors computed disruption rates in a sample of
219 galaxies, with surface brightnesses measured from
Lauer et al. (2007) and Trujillo et al. (2004), assuming
isotropic distributions for the stellar velocities. In ad-
dition to performing the detailed calculation described
5above, they offered summary relations for how these
rates correlated with MBHand γ
′. In all cases, it must be
remarked that reducing the disruption rate to a single
parameter dependence results in a large amount of scat-
ter around that relation, which is not presently included
in the forward modeling.
The first parameterization we use is one based on γ′.
Here there is a distinction drawn between cored galax-
ies (γ′ < 0.3) and non-cored galaxies (larger γ′). In
line with previous work, SM16 found that the disrup-
tion rate in cored galaxies is systematically lower than
in non-cored galaxies. This in turn causes the γ′ rate
parameterization to change for high-mass galaxies com-
pared to lower-mass galaxies, because cores are more
often found in higher-mass galaxies. The rate parame-
terization based on gamma-prime, calibrated for galax-
ies in which the black hole mass is below the Hills mass
for a solar-type star, is
N˙TDE = 10
−3.79γ′0.852 yr−1 . (1)
(N. Stone, private communication). We also consider
a parameterization based on MBH only. For galaxies
without cores, the result from SM16 is
N˙TDE = 10
−4.19
(
MBH
108M
)−0.223
yr−1 . (2)
Since this second rate based on MBH is ignoring cored
galaxies entirely, we will be over-estimating our disrup-
tion rates. However, results from the ATLAS3D sur-
vey indicate that cores are rare in galaxies with total
M∗ < 8 × 1010M. Such galaxies tend to harbor black
holes more massive than the Hills mass for a solar type
star. Indeed, our results will indicate that the expected
rate of flare detections from such massive galaxies is van-
ishingly small for this reason, even if we are overestimat-
ing their disruption rates by ignoring that a substantial
fraction of them are cored.
These parameterized rates are based on the more de-
tailed calculations which were performed only for ellip-
tical galaxies, which made up the Lauer et al. (2007)
and Trujillo et al. (2004) samples. There is no com-
prehensive published study on stellar disruption rates
in spiral galaxies, and this remains an important detail
that must be improved in future modeling. Galaxy mor-
phology does end up affecting the disruption rate with
our simple parameterizations to the extent that it cor-
relates with MBH and γ
′. In particular, the γ′ inferred
for catalog entries representing spiral galaxies, based on
their Sersic index and half-light radii, tend to be smaller
than for elliptical galaxies. Some distributions of γ′ for
catalog galaxies are shown in Figure 2.
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Figure 2. Distributions of γ′ for mock catalog galaxies.
Panel (a) is for an MBH bin near 10
6 M while panel (b) is
for a bin near 107 M. The division between ‘red’ vs. ‘blue’
galaxies is made via the color-magnitude cut indicated in the
legend. Red galaxies tend to have higher γ′, and galaxies
with MBH closer to 10
7 tend to have higher γ′ than those
with MBH closer to 10
6. In panel (a) there are 147,828 and
17,657 red and blue galaxies, respectively. In panel (b) there
are 10,578 and 42,988 such galaxies.
We are assuming that the SMBH occupation fraction
is unity in all galaxies. Future work can consider differ-
ent guesses for how the occupation fraction might drop
in lower-mass galaxies to see if this improves matches to
observed flare distributions.
As noted in SM16, these rate estimates do not account
for nuclear star clusters. The disruption rate will likely
6be enhanced in galaxies that contain these (e.g. Pfister
et al. 2020), and this is an effect that should be included
in future modeling efforts along these lines.
We assume that the stellar disruption rate is the same
for all masses of the stars being disrupted. Past theo-
retical work suggests that this is true for main sequence
stars to a high degree of accuracy. In the following, M∗
and R∗ will denote the mass and radius, respectively,
of the star being disrupted. Let rt ≡ R∗(MBH/M∗)1/3
denote the tidal radius. MacLeod et al. (2012) found
N˙TDE ∝ r1/4t ∝M−1/12∗ for a galaxy with a given MBH.
While this weak dependence could be included, we are
ignoring it. As in SM16, we are not considering disrup-
tions of giant stars.
Equations (1) and (2) represent the rate at which
stars in the galaxy are directed into the “loss cone”,
where they will be ripped apart by tidal forces. How-
ever, these equations do not account for whether the
resulting TDE produces material that is entirely swal-
lowed by the SMBH. For a given stellar mass and stellar
radius, all the stellar material will be swallowed if MBH
exceeds the Hills mass, which depends on both M∗ and
R∗:
MHills ≡
√
5
8
(
R∗c2
2GM
1/3
∗
)3/2
= 9.0× 107M
(
M∗
M
)−1/2(
R∗
R
)3/2
. (3)
(Hills 1975; Beloborodov et al. 1992; Leloudas et al.
2016), where G is Newton’s gravitational constant and c
is the speed of light. For this reason, when we randomly
generate disruptions, we must sample from a distribu-
tion of stellar masses to determine whether the star in
question can be disrupted outside the event horizon of
the black hole in question. Here we are ignoring how
black hole spin affects the distance from the black hole
at which stars are disrupted - such a dependence could
be included in future work.
Following SM16, we assume that the present-day stel-
lar mass function can be approximated by adapting a
Kroupa IMF, and truncating the distribution at high
stellar mass, to account for the deaths of massive stars
over time. Specifically, we truncate the stellar mass at
1 M in all galaxies. For added detail we could adopt
different truncation masses for galaxies with different
star-formation histories. However, given all our other as-
sumptions, this effect on the disruption rate is expected
to be small; given how weighted the IMF is toward low-
mass stars, the fraction of disruptions corresponding to
stars more massive than 1 solar mass would always be
small. However, we acknowledge that if disruptions of
massive stars give rise to systematically brighter flares
than we have accounted for, then our neglect of these
stars could become more problematic.
3.3. Optical/UV flare luminosity and temperature
distributions
This paper is focused on flares detected in optical sur-
veys such as ZTF and the upcoming VRO/LSST. While
these optically-selected flares are sometimes found to be
X-ray or radio sources in follow-up, we will not be mak-
ing use of emission in any band outside of the optical
surveys for determining the flare detection rates.
In practice, the optical/UV emission is fit to a black-
body. Therefore, we also use blackbody emission in
our forward modeling for the optical flux, regardless
of whether this accurately describes emission in other
bands. We will use the label Lbb to refer to the peak,
frequency-integrated luminosity in the blackbody for
UV/optical detections, and Tbb to refer to the associ-
ated temperature of this blackbody.
A complete theoretical understanding of TDF emis-
sion would allow us to derive Lbb and Tbb from first
principles for a given set of disruption parameters. Sev-
eral theoretical frameworks have been proposed to ac-
complish this, such as those discussed in Mockler et al.
(2019) and Ryu et al. (2020), However, no consensus
for this procedure currently exists, and the mechanism
that produces the optical/UV light in TDFs remains in-
completely characterized. For this reason, we turn to
the empirical luminosity function (LF) from van Velzen
(2018), who found that the underlying distribution of
peak rest-frame g-band luminosity Lg follows a distri-
bution approximately described by dN/(dLg) ∝ L−2.5g ,
or equivalently dN/(d log10 Lg) ∝ L−1.5g .
Rather than implementing the empirical g-band LF
directly in the forward modeling, we do the following:
For each disruption generated in the model, we ran-
domly draw Lbb from a probability distribution ψ where
ψ(Lbb) follows the same power-law in terms of Lbb as
the empirical g-band LF follows for Lg. Meanwhile, Tbb
is set independently and drawn from a uniform distri-
bution confined to the range 10,000 to 50,000 Kelvin,
which brackets the fitted temperatures in real events.
An advantage of working in terms of Lbb instead of
Lg is that we may naturally impose physically motivated
constraints on how large it may be. For example, one of
these constraints comes from the fact that for the TDF
hosts where MBH has been estimated via the MBH–σ
relation, Lbb is consistent with being Eddington-limited
Wevers et al. (2019). While the bolometric luminos-
ity that comes from adding the UV/optical blackbody
component, a separate thermal X-ray contribution, and
7possibly an additional excess in the EUV, might result
in luminosity that is super-Eddington by a small factor,
we believe it is reasonable to impose the Eddington-limit
constraint on Lbb.
Another luminosity constraint becomes important at
sufficiently high black hole masses, and this is set by the
rate at which stellar material is returning to the peri-
center of the original stellar orbit following disruption.
We do not allow the optical peak luminosity to exceed
0.1 M˙peakc
2. To determine M˙peak we make use of the fit-
ting functions from Guillochon & Ramirez-Ruiz (2013)
for the peak mass fallback rate as a function of black
hole mass and stellar mass, for disruptions with pene-
tration factors β = 1, where β is defined as rt divided by
the pericenter radius of the initial orbit of the disrupted
star. These functions were calibrated using hydrody-
namic simulations of polytrope stellar models, in New-
tonian gravity and neglecting effects of black hole spin.
Since we are only considering disruptions of stars with
mass ≤ 1M, we only use the fitting function for poly-
tropes with γ-polytrope = 5/3. Future work can sample
from distributions of the disruption penetration factors,
and make use of fitting functions based on more recent
hydrodynamic simulations of disruptions of more realis-
tic stellar models (Ryu et al. 2019; Golightly et al. 2019;
Law-Smith et al. 2019; Goicovic et al. 2019). However,
we point out that in most cases, the Eddington limit
provides the operational luminosity constraint, rather
than the peak fallback rate (see Figure 12).
A final consideration is how faint we allow ψ to extend
with non-zero probability. The fainter flares can be, the
smaller the flare detection rate will be – surveys will not
be able to detect as many disruptions because flares from
a larger number of disruptions will be too dim. Since ψ is
so steep, a small change in this lower luminosity limit in
our models can have a large effect in the flare detection
rate expected from those models. For most of the models
discussed below we assume that ψ = 0 for Lbb < 10
43
erg s−1. This is partially motivated by the fact that
iPTF16fnl, the faintest event seen so far, had Lbb of
approximately that value. We will refer to this universal
minimum value of Lbb as Lbb,min. To further understand
the consequences of our choice of value for Lbb,min, in
section 4.3 we consider one model where Lbb,min = 10
42
erg s−1.
The choice of Lbb,min, along with the stipulation that
Lbb respect the Eddington limit, effectively imposes a
cut on the black hole masses that produce detectable
flares in our model survey. As MBH is lowered, even-
tually LEdd will fall below Lbb,min. TDFs for those
black holes cannot simultaneously satisfy the criteria
that Lbb ≥ Lbb,min and Lbb ≤ LEdd, and so we do not
consider flares produced in these systems to be visible.
For Lbb,min = 10
43 erg s−1, this effectively limits detec-
tions to black holes with masses above 104.9M. More
generally, the effective lower limit on MBH that comes
from requiring LEdd > Lbb,min is
MBH > 10
4.9M
(
Lbb,min
1043 erg s−1
)
, (4)
where we are using the definition LEdd ≡
4piGMBHmpc/σT , and where mp is the proton mass
and σT is the Thomson electron scattering cross sec-
tion.
The combined effects of all of these constraints from
the flare luminosity probability distribution, and their
dependencies on MBH and M∗, can be seen in Figure 12
as part of the description of our results.
The procedure for handling the flare luminosity and
temperature distributions discussed in this section is
one of the most uncertain ingredients in our modeling.
Throughout section 4 we will discuss the potential draw-
backs of this approach and how it might be improved in
future work. In particular, in section 4.4.2, we show how
the expected distribution of Lg from the model com-
pares to the observed distribution of Lg in ZTF, and
we also show how the volumetric g-band LF produced
by the model compares to the measured LF from van
Velzen (2018). In section 4.8, we discuss some of the
consequences of the decision to sample Tbb uniformly
and independently of Lbb, and we explore an alterna-
tive possibility for how to set Tbb.
3.4. Host dust extinction and reddening
While most surveys correct for Milky Way extinction
when fitting for flare temperatures and luminosities, tra-
ditionally extinction from the host galaxy has been ig-
nored. Often this can be justified if the spectra of the
flare and the galactic nucleus show no evidence of sig-
nificant extinction. However, a major objective of this
work is to quantify how many flares surveys might be
missing because they happen to take place in highly ob-
scured galactic nuclei, so we will need a way to model
this effect.
For optical surveys, the primary contributor to ex-
tinction is dust (neutral gas has a subdominant effect,
although for X-ray surveys it would be dominant). For
highest accuracy, a modeler would require detailed maps
of dust distributions in all galaxies that might host de-
tectable disruption flares. Here, we instead attempt
to quantify this effect using a more approximate ap-
proach. We refer to Garn & Best (2010), who measured
the typical extinction in star-forming galaxies by mea-
suring Balmer decrements. They point out that while
8the dust extinction they measure correlates with galaxy
total stellar mass, galaxy metallicity, and star forma-
tion rate, the most “fundamental” of these correlations
in star-forming galaxies is the total stellar mass of the
galaxy. We adopt their parameterization of this rela-
tionship:
AHα,median = 0.91 + 0.77x+ 0.11x
2 − 0.09x3 , where
x ≡ log10
(
host M∗
1010M
)
, (5)
and the distribution for these extinction values around
the median can be treated as Gaussian (with a floor at
zero), with standard deviation of 0.28 mags. This re-
lationship was only calibrated for star-forming galaxies
with total stellar mass between 108.5 and 1011.5 M.
For galaxies that fall outside of that range, we just use
the edge values of the relationship (evaluated either at
108.5 M or 1011.5 M). However, the vast majority of
hosts of detected flares in our model surveys (≈ 97.6%
in the fiducial model presented in section 4.1) fall within
the calibration range.
We set a specific star-formation rate (sSFR) of at least
10−11.3 yr−1 as our criterion for treating a galaxy as
star-forming. This separates the two galaxy populations
in the mock catalog, as can be seen in Figures 14 and 15
below where galaxies are binned by sSFR. For galaxies
with sSFRs lower than this, we assume a median AV of
0.2 mags, with a distribution about the median given
by a Gaussian of 0.06 mags, with a floor at AV = 0.
This choice of median extinction at the galaxy center
is guided by spatially resolved observations of AV in
early-type galaxies from the CALIFA survey (Gonza´lez
Delgado et al. 2015).
To convert from the extinction at Hα, or from AV , to
the extinction at all observed bands shifted to the host
rest-frame, we use the Calzetti et al. (2000) law. We use
RV = 4.2 for all galaxies.
This treatment of dust extinction in our modeling
comes with important caveats. For TDF detections,
we are interested in the extinction toward the center of
the galaxy, which is a column with a tiny cross section
(namely the TDF photosphere). Thus, a relevant ques-
tion is how many dusty regions around stars are sampled
by the line of sight towards the SMBH in each galaxy
producing TDFs. The Balmer decrement measurements
from Garn & Best (2010) tend to be dominated by the
brightest stars in star-forming regions, since these con-
tribute the most light to the SDSS spectra. Since we
are applying these extinction measurements to our ob-
servations of the narrow, central columns of galaxies, we
therefore run the risk of incorrectly estimating the ex-
tinction toward the black hole at the galaxy center. This
concern becomes especially pertinent if the dust in the
galaxies is concentrated into narrow “dust lanes”, the
prevalence of which depends on galaxy mass (Dalcanton
et al. 2004). Since we lack a reliable means of modeling
the 3D dust distribution in all the catalog galaxies, we
have chosen the approximate approach described above,
but the limitations of this approach must be kept in
mind for future improvements.
3.5. K-correction
For each randomly generated disruption, once we have
sampled the flare luminosity, temperature, and dust ex-
tinction in the galaxy rest-frame, we follow the proce-
dure from Hogg (1999) to K-correct this extincted and
reddened emission and to determine the band flux in
the observer frame, treating the observed band as in-
finitely narrow for this purpose. No additional correc-
tion is made for Milky Way extinction. For more details,
consult Appendix A.
3.6. Survey-selection criteria
To count as visible, the flare must pass a number of
cuts which can be set based on the survey being mod-
eled. We approximate ZTF’s selection criteria as fol-
lows: first, we require the peak flux from the flare to be
brighter than 19 apparent mag in both the g-band and
r-band. While in principle ZTF can detect transients
fainter than this, it is also important that the rise-to-
peak in the light curve be detected, which translates into
a requirement that the peak flux be a few mags brighter
than the faintest transients the instrument can detect.
At this point we also mention that in all cases when
converting from model spectra to band magnitudes, we
treat the band filters as delta functions peaked at the
mean wavelength of the filter
A cut that tends to separate TDFs from other nuclear
transients such as supernovae is that they are persis-
tently “blue”, meaning the flare g − r is sufficiently low
before, during, and after peak light (Hung et al. 2018;
van Velzen et al. 2020). In our models we account for
this by requiring g − r < 0 for the peak emission of the
flare.
Another requirement is that the flare contrast suffi-
ciently against the light from the galaxy host contained
within the PSF. In other words, we must have
2.5 log10
(
1 +
FTDF
Fhost,PSF
)
> ∆m′ , (6)
where FTDF is the peak specific flux of the transient in
the band of interest (not counting contributions from the
host), and Fhost,PSF is the background flux of starlight
contained within the PSF around the center of the host
9in the band of interest. The quantity ∆m′ is survey-
dependent. The above condition can be rearranged to
create a condition on the TDF flux, expressed in mag-
nitudes, yielding
mTDF < mPSF − 2.5 log10
(
10
∆m′
2.5 − 1
)
. (7)
However, it is sometimes more natural to think of the
survey contrast in another way, in which the requirement
is expressed as
mTDF < mPSF + ∆m , (8)
where again mTDF refers to the flux from the TDF alone
(not including the host background). In principle, for
ZTF, detections may correspond to ∆m as high as 3.0,
although a more typical practical limit is to use ∆m of
1, which is what we use whenever we apply a cut on
host contrast in the forward-modeling. A ∆m of 1 cor-
responds to a ∆m′ of approximately 0.36. For compari-
son, the value of delta ∆m′ specified for the intermediate
Palomar Transient Factory (iPTF) TDF survey was 0.5
(Hung et al. 2018). We require that the flux from the
TDF surpass these limits in both the r- and the g-bands.
We use 2.0” and 2.1” for the FWHM of the r-band and
g-band PSFs, respectively (Bellm et al. 2019). To deter-
mine the host light contained in the PSF, we integrate
the stellar surface brightness in a disk with radius equal
to the band FWHM, using the Sersic profile information
in the synthetic galaxy catalog (see section 3.1).
3.7. Procedure
For each galaxy in the catalog we generate 100 dis-
ruptions, and for each of these we randomly sample M∗,
Lbb, Tbb, and AV from the relevant distributions. We
use the fraction of these flares that are detected, multi-
plied by the galaxy’s total disruption rate (set either by
γ′ or MBH depending on the case under consideration),
to determine the expected rate of detections from that
galaxy.
For flares that pass the survey selection criteria we
perform a least-squares fit to the dust obscured, galaxy
rest-frame spectrum to determine the peak luminosity
and blackbody temperature that would be inferred for
the flare. We make use of flux measurements at the
the mean filter wavelengths for the ZTF r- and g-bands,
along with the UVW1, UVM2 and UVW2 bands for the
UV-optical telescope (Roming et al. 2005) aboard the
Neil Gehrels Swift Observatory. To approximate statis-
tical error for the measurement, we apply a Gaussian
random error, with σ = 10% of the original value, to
the flux measurement (in magnitudes) in each band be-
fore performing the fit. In the results that follow, we use
the labels Lbb,fit and Tbb,fit to refer to these fitted val-
ues, to distinguish them from the intrinsic (unobscured)
flare properties Lbb and Tbb that we have discussed in
section 3.3. For more details about the fitting proce-
dure for Tbb and Lbb consult Appendix B, and for more
details about how we convert randomly generated flares
into distributions of detected flare properties, consult
Appendix D.
4. RESULTS
4.1. Effects of combining model ingredients
First, we will present a sequence of plots to build intu-
ition for how various ingredients in our forward model-
ing affect the final distribution of properties of observed
flares and their hosts. We begin with 2D histograms
of host galaxies, with the horizontal axis corresponding
to MBH of the host (as found from the mock catalog),
and the vertical axis corresponding to the host redshift
z. The next six subsections are devoted to explaining
these histograms, shown as six panels in Figure 3. We
will refer to the final result the “fiducial model”.
4.1.1. Galaxies in mock flux-limited catalog
Panel (a) of Figure 3 shows the galaxies in the mock
catalog binned by MBH and redshift z. Notice how dis-
tribution of MBH shifts to higher values at higher red-
shifts. This is because at greater cosmological distances,
only more massive galaxies which generally contain more
massive black holes pass the flux limit (mr . 22) to
be represented in the catalog, and we are not consider-
ing the possibility of “orphan flares” that are identified
without an association to an archival galaxy. For all
panels of Figure 3, the colored bins in the background
will remain unchanged, and they represent the number
of catalog galaxies in each 2D bin. Contours will be over-
laid on this plot, and the contours will always represent
a distribution related to tidal disruption rates. To start,
if the disruption rate were the same in every galaxy,
and if we do not account for which disruptions produce
visible flares, then the shape of the disruption rate dis-
tribution corresponds exactly to the relative number of
catalog galaxies in each bin. The contour levels for this
disruption rate distribution are labeled here, and these
fractional values for the contours with respect to the
peak of the rate distribution will remain the same in the
following collection of plots.
4.1.2. Accounting for Hills mass and Kroupa IMF
For panel (b), we have performed the random sam-
pling of 100 disruptions for each galaxy, with stellar
masses drawn a Kroupa IMF truncated at 1 M, and
we have kept track of the fraction of these events such
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Figure 3. Two-dimensional histograms comparing populations of host galaxies of TDFs (contours), to all of the galaxies in
the mock catalog (colored bins), based on the values of MBH and redshift z for the catalog galaxies. The contours in panel
(f) represent the final predicted distribution of host galaxies of detected flares in our fiducial model survey, while panels (a)
through (e) demonstrate how this population is approached by incrementally adding model details and assumptions. In all
panels, galaxies with log10(MBH/M) < 3 are included in the lowest mass bin.
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that the star has been disrupted outside the black hole
event horizon, simply by comparing the black hole mass
to the formula for the Hills mass with respect to the stel-
lar mass in question, given by equation (3). Then each
galaxy, weighted by this fraction, contributes toward the
rate distribution represented by the contours. The effect
is that our distribution now drops off at high MBH, but
otherwise tracks the number of galaxies in the catalog.
Since we are only computing fractional weights here, the
volumetric disruption rate here can be adjusted by any
overall normalization.
4.1.3. Volumetric rates
For panel (c) of Figure 3 we allow the disruption rate
to vary between galaxies based on their surface bright-
ness profiles, specifically their γ′, using the SM16 rate
as expressed by equation (1). This effect is cumulative
with the effects of the Hills mass and stellar mass func-
tion that were discussed in the previous panel. With
this rate specification, we can also compute the total,
average rate of TDF detections based on the model in-
gredients included so far. We say “total” because we
are summing the rate contribution over all the 2D his-
togram bins. We say “average” because this sum over
galaxy event rates gives us an overall number of events
per unit time, but flares are discrete events that are
sampled from this distribution over a specified interval
of time, and so the number of events taking place in any
time interval is subject to Poisson noise. There is not
a big change to the shape of the distribution, but some
of the lower mass events are suppressed, so that the dis-
tribution is now concentrated more toward 107M (see
Figure 2).
4.1.4. Effects of flare luminosity and temperature
distributions, and survey flux limit
Panel (d) of Figure 3 shows the effects of sampling
Lbb from ψ(Lbb) and independently sampling Tbb from a
uniform distribution between 10, 000 and 50, 000 Kelvin,
as discussed in section 3.3. This is combined with the
effect of the assumed survey flux limit (peak mr and
mg < 19), and all previous effects discussed so far in
these panels. At the high-mass end, this simply squashes
the distribution to lower redshift, i.e. more nearby
galaxies. On the low-mass end there is also a shift to
even lower z, and the detection rate also vanishes at
the lowest masses, log10(MBH/M) < 4.9, as discussed
at the end of section 3.3. For black holes more mas-
sive than that cutoff, they still only produce flares up to
their Eddington limit, which suppresses the detectabil-
ity of flares from galaxies at the lower end of MBH. The
final expected rate of flare detections in this panel, ap-
proximately 50 per year for ZTF, is much lower than the
rate of disruptions outside the SMBH event horizon in
catalog galaxies represented in panel (c).
4.1.5. The effect of the cut on host contrast
In panel (e) of Figure 3 we add the requirement that
the flare is sufficiently bright compared to the PSF light
of its host, as specified by equation 8 with ∆m = 1.
About 12% of the flares detected per unit survey time
are lost compared to panel (d). There is not a big change
to the shape of the distribution, although we lose more
flares at high z than at low z, and at high MBH than at
low MBH. This is as expected, because galaxies that are
farther away have more light contained in the PSF, and
more massive galaxies tend to have brighter centers.
4.1.6. The effect of host dust obscuration
Finally, in panel (f), we account for the effect of host
dust obscuration, as described in section 3.4. The ma-
jority of the flare detections are lost — only ≈ 30% of
the detection rate from panel (e) is retained. The distri-
bution of the hosts of detected flares shifts slightly to-
ward lower redshifts, because overall flares have become
fainter. The effect on the MBH distribution is more sub-
tle, but it remains weighted toward 107 M.
4.2. Comparing expected host M∗ and z distributions
of flare hosts to ZTF detections
The histograms discussed in the previous section in-
cluded an axis for MBH of the host. However, in practice
it is much easier to obtain an estimate of the host total
M∗ than MBH. Therefore, in this section we compare
the expected distributions of host properties as binned
by total host M∗ and host z, for three separate TDE
rate prescriptions used in the model: one using γ′ (equa-
tion 1), shown in panel (a); one using MBH (equation 2)
shown in panel (b), and one where the TDE rate is the
same in all galaxies (c). Panel (a) corresponds to the
same as the fiducial model represented by panel (f) in
Figure 3. Except for the TDE rate prescription, these
models are the same and include all of the details that
went into constructing panel (f) in Figure 3. For these
panels we have restricted the range to galaxies with
z < 0.4 since nearly all flare detections in the model
come from galaxies in that range. If the constant rate
were set equal to the rate for MBH = 10
6M from equa-
tion (2), then the ZTF expectation for this case would
be ≈ 83 events per year. The orange stars represent
the ZTF TDF detections presented in van Velzen et al.
(2020).
In Figure 5 we project along each axis for panel (a)
of Figure 4 to compare the distributions for host M∗
and z separately. To compute the ZTF detection rate,
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Figure 4. Contours represent expected survey detection
rates, which are binned based on host galaxy total M∗ and
host redshift z. The colors of the bins correspond to the
number of mock galaxies in those bins. The orange stars
represent the ZTF TDF detections presented in van Velzen
et al. (2020).
we are using the fact that the 17 flare detections pub-
lished in van Velzen et al. (2020) were made over a span
of approximately 1.5 years of surveying time. The dis-
tribution of host z from the fiducial model survey has
a similar shape to the real ZTF detections, although
the prediction is slightly weighted toward more nearby
events. When binned by host M∗, the peak of the model
distribution lines up very well with the real distribution,
although the model predicts a slightly wider spread in
host stellar masses than the real detections indicate.
To better quantify how closely the model distribu-
tions match the observed distributions, we performed
Kolmogorov-Smirnov (K-S) tests. These tests are inde-
pendent of the binning used to generate the histograms
in Figure 5, which was chosen arbitrarily. For the fidu-
cial model, the detected flare distribution is constructed
from more than 130,000 randomly generated (weighted)
flares which passed the survey criteria. Therefore, we
treat the empirical cumulative distribution function for
these flares as a continuous distribution, and then per-
form the K-S test for the ZTF sample compared to this
continuous model distribution. All K-S tests performed
in this paper were done in this manner. We find that the
model distributions for the host M∗ and z distributions
are consistent with the hypothesis that the ZTF flares
are drawn from the same distribution; the p-values for
rejecting this hypothesis are 0.36 and 0.50 for the M∗
and z distributions, respectively.
To summarize, for the fiducial model survey in which
galaxy disruption rates are set entirely by γ′ as extrap-
olated from the Sersic profile fits in the catalog, we are
successful in matching the overall flare detection rate
and the distributions of the total M? and z of the host
galaxies of the flares identified by ZTF. While this is
encouraging, it might also be due, in part, to cancella-
tion of errors in a number of the assumptions that have
gone into the model, and will need to be updated and re-
tested as these assumptions are improved. This is espe-
cially true in light of the fact that there are a number of
observables that are not well-reproduced by the model,
as will be discussed in later sections. Nevertheless, we
can confidently say that the Hills mass is playing an im-
portant role in preventing the host total M? distribution
from being weighted toward higher-mass galaxies.
4.3. Changing how faint Lbb may be, and implications
for constraining the true flare LF
We can consider what happens if we allow ψ(Lbb) to
remain nonzero down to a luminosity that is a factor of
10 lower than we had before. That is, we set Lbb,min to
1042 erg s−1 instead of 1043 erg s−1. The 2D histogram
of host M∗ versus host z for this adjusted model com-
pared to the ZTF detections is shown in Figure 6. A
striking effect of this change is that the expected num-
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Figure 5. Distributions of host properties expected from the model survey, in gray, compared to the properties of hosts of TDFs
discovered by ZTF, in orange. The first panel shows the distribution for host M∗, while the second panel shows the distribution
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ber of detections in our model survey drops by a factor
of about 24, as a larger number of flares become too faint
to be detected. This model also predicts the distribu-
tion of host galaxies of detected flares shifts to lower
redshift, and a tail of low-mass galaxies contribute to
the observed flares. The shift to lower redshift is a con-
sequence of the flares becoming fainter overall. The tail
of low mass galaxies appears in part because now, for a
larger number of them than before, the Eddington limit
corresponding to their black hole exceeds the allowed
value for the peak luminosity.
This model also predicts that about 40% of detected
flares would have Lbb,fit below 10
43 erg s−1, compared
to 15% for the fiducial model. Keep in mind that Lbb,fit
of just about every TDF detected to date, including all
of those detected by ZTF, exceeds 1043 erg s−1. The
faintest TDF detected by any survey to date, iPTF16fnl,
had Lbb,fit of almost exactly 10
43 erg s−1.
To summarize, the number of flares detected in a sur-
vey is highly sensitive to Lbb,min, and our modeling sug-
gests that this cutoff is in fact around 1043 erg s−1.
When comparing our model survey results to ZTF for
the overall detection rate, host stellar masses, host red-
shifts, and distribution of Lbb,fit, our fiducial disruption
model matches the data far better when Lbb,min = 10
43
erg s−1than when Lbb,min = 1042 erg s−1.
4.4. Detection mass function, luminosity function, and
Eddington ratio distribution
4.4.1. MBH distribution of detected flares
In Figure 7 we show the distribution of MBH (the cat-
alog value) for detected flares in various model survey
scenarios. Panel (a) corresponds to our fiducial model
where disruption rates are set by γ′ and where the over-
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Figure 6. Like the top panel of Figure 4, but now Lbb,min =
1042 erg s−1 instead of 1043 erg s−1. By allowing Lbb to
be fainter than before, the model survey predictions for the
detected rates, represented by the contours, do not agree as
well with the ZTF detections as they did in Figure 4
.
all detection rate matches ZTF very well (∼ 13 detec-
tions per year), the peak of the distribution is at around
107M. This is high compared to samples of TDFs
with MBH measured via the MBH–σ relation (Wevers
et al. 2017, 2019), where the distribution peaks closer
to 106M. The weighting toward higher MBH in the
model is due to a combination of factors. There is the
role of the Eddington limit (cf. Kochanek 2016), and
the role of dust in hiding flares from nearby star form-
ing galaxies, which tend to harbor lower mass SMBHs
on average. But that alone does not explain the peak
near 107M, as we can see by comparing to panel (c)
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where the disruption rate is taken to be the same in ev-
ery galaxy — in that case the predicted distribution of
MBH in detected flares is relatively flat between 10
5 and
107 M. So, for the fiducial case, we are also seeing an
effect where, for MBH that is not large enough to ex-
ceed the Hills mass for most stars being disrupted, the
galaxies with the highest γ′ tend to be clustered around
MBH ∼ 107M (refer again to Figure 2, and panel (c)
in Figure 3). Again we emphasize that this statement
might depend on the the method we have described for
computing γ′ in this catalog.
Panel (b), corresponding to the model in which TDE
rates are set by MBH, predicts a distribution weighted
even more toward lower-mass SMBHs than real de-
tections seem to suggest, along with generally over-
predicting the detection rate. Also recall from Figure 4
earlier that this model predicts the detections to be dom-
inated from very low-redshift galaxies compared to real
detections.
When considering the observed MBH distribution in
the case of constant per-galaxy rate as in panel (c), it
is somewhat of a coincidence that the distribution is so
flat near peak — There is pressure toward higher mass
because of the Eddington limit and dust, but there is
also pressure toward lower mass because of the larger
number of lower mass SMBHs nearby, as seen in Fig-
ure 1.
Note that in none of these panels, not even the middle
panel, do we have a rate prediction that rises as steeply
toward lower MBH as in the volumetric disruption rate
shown in the right panel of Figure 1. Once again, the
cutoff at log10(MBH/M) = 4.9 is from the combination
of our requirements that Lbb > Lbb,min and Lbb < LEdd.
To summarize, the fiducial model survey predicts a
distribution of MBH for the detected flares that peaks
around 107 M. These masses seem systematically
higher than the MBH distribution inferred from previ-
ously detected TDFs, although we do not have MBH
measurements for the ZTF black holes that make use
of the MBH–σ relation. The model favors higher-mass
black holes partly because of the role of the Eddington
limit in our construction of ψ(Lbb), but also because of
correlations between γ′ and the amount of dust obscu-
ration with MBH in the host galaxies in the catalog. As
expected, if the model instead assumes that the disrup-
tion rate has an inverse dependence on MBH this shifts
the MBH distribution for observed flares toward lower
masses.
4.4.2. Luminosity distributions of detected flares
There are several aspects of flare luminosities in the
model that we wish to compare to the data. We will
4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
log10(MBH/M )
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
Ex
pe
ct
ed
 #
 o
f Z
TF
 d
et
ec
tio
ns
 / 
yr
 / 
bi
n
MBH of detected flares
All effects; disruption rates set by ′ only 
(a)
4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
log10(MBH/M )
0
2
4
6
8
10
Ex
pe
ct
ed
 #
 o
f Z
TF
 d
et
ec
tio
ns
 / 
yr
 / 
bi
n
MBH of detected flares
All effects; disruption rates set by MBH only 
(b)
4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
log10(MBH/M )
0
2
4
6
8
Ex
pe
ct
ed
 #
 o
f Z
TF
 d
et
ec
tio
ns
 / 
yr
 / 
bi
n
MBH of detected flares
All effects; disruption rate the same everywhere 
(c)
Figure 7. The distributions of MBH corresponding to de-
tected flares, for model surveys where the TDE rate is set in
three separate ways. The top-most panel corresponds to the
fiducial model.
separately consider the expected distributions of Lg,fit
and Lbb,fit of detected flares produced from the models.
Recall that Lg,fit is of special importance to us because
we designed ψ(Lbb) so that the model would match the
15
empirical rest-frame g-band LF from van Velzen (2018).
So, for Lg,fit, we will also examine the inferred volumet-
ric rate distribution, which differs from the distribution
of detected flares. To produce the volumetric rate, we
apply an inverse-volume weighting to the flare detection
rates from the model, just as is done to contstruct the
volumetric LF for the real survey detections. For the
details of how Lg,fit is computed in the model, please
consult Appendix B.
In this section we are considering the fitted luminosi-
ties, as opposed to the raw values of Lbb and Lg gen-
erated for each flare, because only the fitted values ac-
count for any dust obscuration that might be arise from
the host galaxies. In section 4.7 we will discuss how
the fitted luminosities compare to the true values of the
unobscured flares that are generated in the model.
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Figure 8. Distribution of Lg,fit expected from the fiducial
model survey, in gray, compared to the distribution of Lg,fit
of TDFs discovered by ZTF, in orange. The two distributions
peak at a similar value, but the model distribution is wider
than the ZTF distribution. A K-S test indicates that the two
distributions are marginally inconsistent with each other: the
p-value for rejecting the hypothesis that these distributions
are the same is 0.047.
Figure 8 compares the fiducial model’s expected dis-
tribution of Lg,fit to the ZTF sample. The two distribu-
tions peak at similar values, but the model distribution
is wider than the inferred from the data. A K-S test
leads to a p-value of 0.047 for rejecting the hypothe-
sis that the underlying distributions are the same. This
suggests that there is more work to be done in designing
the joint probability distribution for Lbb and Tbb in the
model so that the detected flare distribution it predicts
may be consistent with the data.
The volumetric Lg,fit rate distribution for the fidu-
cial model is compared to the empirical LF in Figure 9.
Over the range of Lg,fit values of the 17 ZTF flares pub-
lished in van Velzen et al. (2020), the volumetric LF
for the model roughly follows dN/d log(Lg) ∝ L−1.8g .
This is slightly steeper than the dependencies measured
in van Velzen (2018), which ranged from roughly L−1.6g
if ASASSN-15lh was included, and L−1.3g if that flare
was not included in the fit. The figure also indicates
that, over the range of luminosities in the ZTF sample,
the overall normalization of the volumetric g-band LF
in the fiducial model is about a factor of 4 lower than
the LF function from van Velzen (2018) that includes
ASASSN-15lh. However, it should be kept in mind that
the expected number of flares per year in the fiducial
model survey (≈ 13 flares per year) is quite close to the
flare detection rate in ZTF (17 flares in ≈ 1.5 years, or
approximately 11 flares per year). While we do not fully
understand yet how the volumetric LF inferred from the
model can be lower that what has been measured pre-
viously, while at the same time the model prediction
matches the ZTF detection rate, this might result from
a cancellation of errors. That is, some of our assump-
tions about ψ and the flare temperature distributions
might lead to a higher detection rate than is realistic,
or we are assuming a higher detection efficiency than
is realistic, but at the same time we are using a lower
overall volumetric TDE rate than is realistic.
The L−1.8g dependence that is evident in Figure 9
is also steeper than the L−1.5bb dependence built into
ψ(Lbb). There are several possible reasons for this. The
g-band LF in the model depends on many details, in-
cluding the manner in which Tbb is sampled, the min-
imum and maximum luminosities that govern where
ψ(Lbb) is nonzero, how those limiting luminosities de-
pend on black hole mass, how dust shapes the observed
spectrum, and how black hole mass correlates with the
disruption rate and dust content of each galaxy. Of all
of these possible explanations, we suspect that our han-
dling of Tbb is most likely responsible for the steeper
Lg dependence, although we have not verified this yet.
These details also are crucial for understanding where
the model LF departs from a simple power-law at the
lowest and highest values of Lg in Figure 9.
Now we move on to the distribution of Lbb,fit, shown
in Figure 10. For the fiducial case where disruption rates
are set by γ′, the distribution of Lbb,fit is relatively flat
between 1043 and 1044 erg s−1. Even though the model
is only generating flares with Lbb,fit > 10
43 erg s−1, the
distribution of Lbb,fit does extend a bit fainter than 10
43
erg s−1, mostly because of the effects of dust, which tend
to make flares appear dimmer than their unobscured
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Figure 9. The volumetric, rest-frame g-band LF for the
fiducial model is plotted with black markers. The dashed
vertical lines represent the minimum and maximum Lg,fit
values in the ZTF sample. A reference power-law ∝ L−1.8g is
drawn in blue, and this roughly approximates the model dis-
tribution for the relevant range of luminosities. The dashed
black and red lines are the LFs from van Velzen (2018) when
ASASSN-15lh was and was not included in the sample, re-
spectively.
values. Still, the fraction of flares from the model with
fitted luminosities below 1043 erg s−1 is small. The fact
that the distribution is not prominently peaked at 1043
erg s−1, where ψ(Lbb) is largest, means that a large
fraction of these flares are coming from galaxies suffi-
ciently distant that only flares generated at sufficiently
high luminosity are visible.
For the other two cases, the distribution peaks at 1043
erg s−1. This is because these flares are largely com-
ing from a population of more nearby galaxies, where a
larger fraction of the faint events sampled from ψ(Lbb) is
visible. These distributions also have a larger number of
flares in the tail that extends fainter than 1043 erg s−1.
This reflects the fact that a larger fraction of these flares
are coming from dustier galaxies, which lowers the value
of Lbb,fit.
In Figure 11 we compare the distribution of Lbb,fit for
the fiducial model survey with the real ZTF detections
(the outlier flares at Lbb,fit ≤ 1042 erg s−1 from the
model survey are not included in the lowest luminosity
bin in this figure). Here we find a clear disagreement
between the model and the data. The model predicts
the flare luminosity distribution to be weighted toward
fainter values than the data indicate. This suggests that
there is still room to improve our understanding of the
intrinsic flare luminosity distribution ψ(Lbb). One pos-
sibility is that the true distribution does not continue to
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Figure 10. The distributions of Lbb,fit corresponding to
detected flares, for model surveys where the TDE rate is set
in three separate ways. The top-most panel corresponds to
the fiducial model.
follow the dN/d logL ∝ L−1.5 distribution to values of
Lbb as low as we have assumed for ψ(Lbb). However,
making such a change would affect the match to the
overall flare detection rate and the distribution of host
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Figure 11. Comparison of expected distribution of Lbb,fit
from the fiducial model survey with the distribution from
ZTF TDF detections. A K-S test confirms that these two
distributions are not consistent (p = 0.0004).
redshifts, which are currently quite good. Another likely
area for improvement is the distribution of Tbb and its
potential correlation with Lbb — this will be discussed
in section 4.8.
To summarize, our construction of ψ(Lbb) based on
the empirical Lg LF, along with our decision to sample
Tbb uniformly between 10,000 and 50,000 Kelvin, leads
the model to predict a g-band luminosity distribution
that peaks at the same value as the ZTF distribution.
However, the modeled Lg distribution is wider than is
seen in ZTF. Also, the modeled distribution of Lbb,fit
is significantly different than the ZTF distribution, pre-
dicting lower values of Lbb,fit than are observed.
4.4.3. Combined distribution of MBH and Lbb,fit of
detected flares
In Figure 12 we look at the 2D histogram for Lbb,fit
and MBH. In addition to presenting the results of the
previous two subsections in a unified manner, this plot
also illustrates how a number of our assumptions relat-
ing MBH, the mass M∗ of the disrupted star, and Lbb,
are used. The diagonal dashed black line represents the
Eddington limit. The horizontal dashed black line rep-
resents our choice for Lbb,min. Some values of Lbb,fit
fall below this value, especially at lower MBH, because
of the way that dust alters the fitted luminosity. Again
we point out that the value of MBH at which these two
black dashed curves intersect effectively defines a lower
limit on MBH for detected flares.
The three colored dashed lines relate to the role that
stellar mass plays in setting allowable flare luminosities
and values for MBH. The vertical portion of these curves
4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
log10(MBH/M )
42.0
42.5
43.0
43.5
44.0
44.5
45.0
45.5
lo
g 1
0[L
bb
,f
it
(e
rg
s
1 )
]
All effects; disruption rates set by ′ only 
M = 0.1 M
M = 0.3 M
M = 1.0 M
0.00
0.02
0.04
0.06
0.08
0.10
0.12
ZT
F 
ex
pe
ct
ed
 d
et
ec
tio
ns
 / 
yr
 / 
bi
n
Figure 12. Combined distribution of MBH and Lbb,fit of
detected flares. The black dashed lines indicate restrictions
on the unobscured flare luminosity based on the black hole
mass and our assumptions about the flare LF. The colored
dashed lines represent restrictions based on the Hills mass
and the maximum rate of mass fallback after disruption, both
of which depend on the mass of the disrupted star.
corresponds to the Hills mass for the given stellar mass
(see equation 3). The diagonal portion of these curves
represents the luminosity limit for the maximum mass
fallback rate at this stellar mass and MBH, assuming
β = 1 and 0.1 radiative efficiency.
When flares are randomly generated they are sampled
from ψ(Lbb), with the appropriate upper and lower lim-
iting values that depends on MBH and M∗, as depicted
in this plot (see also section 3.3 and Appendix C).
4.4.4. Distribution of Eddington ratios of detected flares
Figure 13 shows distributions of Eddington ratios for
detected flares in several model surveys. For the fidu-
cial case with rates set by γ′, and using fitted lumi-
nosities, the model predicts a large fraction of detected
flares to be at the Eddington limit. The fact that the
Eddington limit is playing such an important role be-
comes important when trying to understand anything
related to the MBH distribution for detected flares. An-
other important feature of this distribution is that it
is mostly flat between log10(Lbb,fit/Ledd) of −0.5 to
−1.5. This is partly a property of the ψ(Lbb) power-law,
dN/d log(L) ∝ L−n′ for n′ = 1.5, but as we will discuss
shortly it also depends on our choice of Lbb,min. De-
creasing n′ (making ψ(Lbb) less weighted toward fainter
events) without adjusting Lbb,min would cause this his-
togram to increase more steadily toward higher Edding-
ton ratios. Increasing n′ (making ψ(Lbb) weighted even
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more toward fainter events) would lead to a peak in the
distribution at a low Eddington ratio.
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Figure 13. The distributions of Lbb,fit/LEdd corresponding
to detected flares, for three different model scenarios. The
top-most case corresponds to the fiducial model.
Meanwhile, when we lower Lbb,min to 10
42 erg s−1,
keeping n′ = 1.5, the distribution steadily increases for
larger values of log10(Lbb,fit/Ledd), without any flatten-
ing at intermediate values. Keep in mind that the overall
number of cases has dropped by about a factor of 24, so
the change in distribution shape is attributable to los-
ing flares, evidently with the largest loss at intermediate
luminosity values.
Finally we consider the case where the disruption rate
is set by MBH rather than γ
′, but move Lbb,min back
to 1043 erg s−1. This causes the Eddington ratio to
be even more highly weighted toward high Eddington
ratios. This can be largely understood as a consequence
of the disruption rate being higher for lower values of
MBH.
For the above cases, using the true unobscured value
of Lbb rather than the fitted value to the obscured flare
does not qualitatively change the shape of the distribu-
tions. This fact might change if the fraction of detected
flares with large amounts of dust obscuration becomes
even larger.
A key takeaway from this section is that the ob-
served Eddington ratio distribution is sensitive to not
only the details of the flare probability distribution,
but also the way that MBH is related to the disrup-
tion rate. It also seems to be generally true that, even
when ψ(Lbb) is highly weighted toward fainter events,
the observed Eddington ratio distribution will tend to
be weighted toward higher Eddington ratios. Therefore
caution must be exercised when attempting to back out
the population-averaged accretion conditions (specifi-
cally, how the typical accretion rate or generation of ra-
diation via shock-heating compares to the critical value
set by the Eddington limit and a typical radiative ef-
ficiency) compares to the observed distribution of Ed-
dington ratios.
4.5. Further exploring the role of dust in setting
properties of host galaxy detections
In Figure 14 we explore the distributions of hosts of
detected flares binned based on sSFR and total host
M∗, both for the fiducial model survey, and for a model
survey which does not account for dust obscruation but
that is otherwise identical. Including dust does not have
much of an effect on the quiescent galaxies, but wipes
out most of the flares from star-forming galaxies, as ex-
pected. The peak of the distribution of flares detected
in quiescent host galaxies is offset from the peak of the
number distribution of those galaxies in the catalog.
More specifically, the flares come from a lower-stellar
mass population, which can largely be understood as a
consequence of the Hills mass suppressing visible disrup-
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tions in galaxies that have higher stellar mass, because
those galaxies tend to have higher MBH.
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Figure 14. Two-dimensional histogram of distribution of
host galaxy total M∗ and sSFR for detected flares. The top
panel corresponds to a model survey that is identical to the
fiducial survey in every respect except that it does not ac-
count for obscuration by host dust. The bottom panel corre-
sponds to the fiducial model survey, which does account for
dust obscuration. The horizontal dashed line represents our
cut at log10[sSFR (yr
−1)] = −11.3, which we use to separate
star-forming galaxies with more dust from quiescent galaxies
with less dust. The orange stars represent ZTF TDF detec-
tions. Galaxies with properties that fall outside of the ranges
of the plotted bin values are included in the edge bins.
In Figure 15 we show the same plots, but for model
surveys in which the TDE rate is set by MBH. In this
case, without dust, detected flares come overwhelmingly
from star-forming galaxies. This is mostly because those
galaxies tend to have lower MBH, and here the rate is
higher in galaxies with lower MBH, similar to the prelim-
inary calculation in section 2. The shape of the detected
flare distribution in this case largely follows the distri-
bution of the number of galaxies in these bins at z < 0.4
in the catalog, although the peak of the model detected
flare distribution is offset very slightly to higher host
M∗ and lower sSFR when compared to the catalog dis-
tribution. When obscuration by host dust is accounted
for, most of the flares in the star-forming galaxies are
lost, allowing the flare contribution from the quiescent
galaxies to contribute an identifiable peak. However, as
before, the peak of the distribution of flares detected
in quiescent host galaxies is offset from the peak of the
number distribution of those galaxies in the catalog.
In Figure 16 we look at detections in the space of host
u − r versus host M∗ for the fiducial model survey, be-
cause it is in this space where the “green valley” can
be identified. A prominent result from the ZTF sample
(and hinted at by earlier samples from various surveys,
as noted by Law-Smith et al. 2017) is that TDF hosts
seem to be found unusually often in green valley galax-
ies. For the flux-limited galaxy sample we are using,
the bi-modality in this space is not as immediately dis-
cernible. The situation is also complicated because the
galaxy distribution in this space evolves with redshift.
Nevertheless, it is still clear that the ZTF detections fall
in the intermediate range of u− r in this plot.
For the fiducial model, where rates are set by γ′, we
have already seen that there is good agreement with the
predicted distribution of host stellar masses (Figure 5.
The modeled u−r is distribution is shifted to redder val-
ues than the observed distribution, by about 0.25 mags
(panel b). It is not entirely clear why this difference ex-
ists compared to the real detections. It might be related
to the assumptions that go into how the model treats
dust obscuration. Or, it might be because the true dis-
ruption rate and/or flare LF is further enhanced in the
green valley galaxies in a way that is not included in the
model. Even when dust is not included, the peak of the
distribution is too red in host u − r space compared to
the ZTF detections, although it extends to cover much
more of the bluer galaxies. The distribution with dust
included has smaller dispersion along both of these axes,
better matching the dispersion of the ZTF detections
than the model without dust, which results in a higher
dispersion in host u− r.
In Figure 17 we look at the same plots for MBH-
dependent rates. The model distribution of hosts of de-
tected flares is more multi-modal. It favors bluer galax-
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Figure 15. The same as Figure 14, but for model surveys
in which the TDE rate is set by MBH. Without any effects
of dust, and if the disruption rate increases with decreasing
MBHas in equation 2, then a survey like ZTF should have
seen the vast majority of its flares in star-forming galaxies
(top panel). Even when accounting for dust, using the dis-
ruption rate from equation 2 predicts that over half of flares
will be detected in star-forming galaxies (bottom panel).
ies (lower u−r) more than the case when the rates were
set by γ′. The inclusion of dust cuts out flares with
higher host stellar mass, and with bluer colors. The fi-
nal distribution with dust is still multi-modal, close to
bi-modal, and this is the same bi-modality that we saw
when the vertical axis was sSFR. Both of the models
with and without dust have large dispersion in u − r,
larger than the real ZTF sample.
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Figure 16. Two-dimensional histogram of distribution of
host galaxy total M∗ and u − r for detected flares. The
top panel corresponds to a model survey that is identical
to the fiducial survey in every respect except that it does
not account for obscuration by host dust. The bottom panel
corresponds to the fiducial model survey, which does account
for dust obscuration. The orange stars represent ZTF TDF
detections. Galaxies with properties that fall outside of the
ranges of the plotted bin values are included in the edge bins.
To summarize, when the effect of host dust obscura-
tion is not included in a model survey that is otherwise
identical to the fiducial model, roughly equal numbers of
flares are expected to be detected in star-forming galax-
ies as in quiescent galaxies. In the fiducial model survey,
which does account for host dust obscuration, most of
the formerly detectable flares from TDEs occurring in
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star-forming galaxies are rendered undetectable. In the
space of total host M∗ and host u−r for detected flares,
the fiducial model shows broad overlap with the distribu-
tion of the ZTF flares (panel b of Figure 16). However,
the model distribution is centered at a higher value of
u− r compared to the observed distribution. While the
fiducial survey does not fully explain the preference of
observed TDFs to have hosts in the green valley, it does
help to quantify the size of the TDE rate enhancement
that is required for those green valley galaxies in order
to match the data. The expected distribution of flares
in this parameter space is also affected by the details of
how we account for dust obscuration in the survey.
4.6. Central surface brightness distributions of TDF
hosts
French et al. (2020) pointed out that the host galaxies
of TDFs tend to have brighter centers than a matched
population of nearby (co-moving distance < 40 Mpc)
elliptical galaxies at similar stellar masses (taken from
the ATLAS3D sample, Cappellari et al. 2011) , but these
hosts have similar central surface brightnesses (SBs) to
those of post-starburst galaxies out to z ∼ 0.12 (as in the
sample described in Yang et al. 2008). We can look for
similar patterns in the central SBs of mock host galaxies
for detected flares in our model survey. The central SBs
of the mock catalog galaxies are determined based on the
pure Sersic model parameter entries from the catalog,
evaluated at 0.1 kpc angular diameter distance from the
galaxy center, and corrected for cosmological dimming.
The black histogram in the first panel of Figure 18
shows the central SBs of the hosts of detected flares
for our fiducial model survey. This is compared to a
subset of the mock catalog that roughly corresponds
to the ATLAS3D sample of nearby elliptical galaxies at
the mass range of interest to us. Specifically, the red
population satisfies 9.7 < log10(host M∗/M) < 10.2,
z < 0.02, and u − r > 0.25 log10(host M∗/M) − 0.4
. This final cut on color is meant to roughly select for
mock catalog galaxies that represent elliptical galaxies;
it is a substitution for a cut on morphological classifica-
tion, which is not in the catalog.
The red and black distributions are similar. So,
this panel is telling us is that the TDF hosts in our
model survey, which span a cosmological volume out
to z ∼ 0.4, tend to resemble the galaxies in the mass-
matched ATLAS3D sample of nearby elliptical galaxies.
This comes about for two reasons: first, in the fidu-
cial model survey the stellar disruption rates in galaxies
are set by γ′, which is highest in the catalog for red,
quiescent galaxies that tend to be elliptical. Second,
these galaxies are also less dusty on average, which fur-
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Figure 17. Like figure 16, but for model surveys where the
TDE rate is set by MBH. Host dust obscuration is accounted
for in the bottom panel, but not in the top panel.
ther enhances their contribution to detected flares com-
pared to contributions from dustier star-forming galax-
ies. The peak of the red distribution is at about 18
mags arcsec−2, which is slightly fainter than the values
inferred for the mass-matched ATLAS3D sample, which
peaks at around 17 at 0.1 kpc (French et al. 2020). This
mismatch is likely due to the fact that the mock catalog
uses pure Sersic fits, whereas French et al. (2020) use
Sersic-plus-disk models.
We must explain why the central SBs of TDF hosts in
our model survey resemble the nearby ellipticals quite
well, whereas real TDF hosts have even brighter central
SBs that are characteristic of some post-starburst galax-
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Figure 18. Distributions of central surface brightnesses of
TDF hosts compared to relevant subsets of the mock catalog.
ies. Again, this is likely attributable to the lack of de-
tailed surface brightness models down to 0.1 kpc angular
diameter distance resolution for the galaxies that make
up the mock catalog. By design, the catalog contains
galaxies out to distances much larger than the distance
for which such SB measurements are commonly made
for large galaxy samples, so it is difficult to accurately
populate the catalog with SB profiles at the required
resolution. Relatedly, the catalog only stores parame-
ters for pure-Sersic fits. The result is that the Sersic
fits in the catalog often underestimate central galaxy
SBs, and so galaxies with central SBs brighter than 16
mags arcsec−2 are under-represented (at least using the
pure Sersic fit parameters), whereas such bright SBs are
common in real TDF hosts. Further work is required to
improve the mock catalog to allow it to clearly identify
galaxies that possess the SB profiles found in real TDF
hosts.
In the second panel, the black histogram now repre-
sents the same central surface brightness distribution,
but for the model survey in which disruption rates are
set by MBH rather than γ
′. We see that this distribu-
tion is now weighted more toward galaxies with fainter
centers than was the case when the rates were set by
γ′. In fact, the TDF hosts in this model survey now
have central SBs distributed in a manner very similar
to the distribution of the all the galaxies in the mock
catalog at z < 0.4 (red histogram). However, the red
and black distributions do exhibit separation, with the
mean of the black histogram lying at a brighter value
than for the catalog galaxies. In other words, when we
specify that the galaxy disruption rate be set by MBH
rather than γ′, the resulting distribution of TDF hosts
does not exhibit as strong a preference for galaxies with
bright centers. However, for the case with rates set by
MBH, the host galaxies still exhibit a slight preference
for galaxies with brighter centers when compared to the
population of all galaxies in a flux-limited survey out to
z of 0.4. This must come about because of correlations
that exist between MBH, host M∗, and dust extinction
(the galaxy quantities involved in setting the disruption
rate and flare visibility) with the galaxy central SB.
Next we explore the effect of the requirement in our
model survey that the peak flux from the transient be
sufficiently bright compared to the PSF light from the
host. In Figure 19 we see that removing this require-
ment from our survey detection criteria would lead to
an increased detection rate for galaxies with brighter
centers, as expected. The detection rate in galaxies with
fainter centers is not affected very much. The overall de-
tection rate would increase from 13.05 events per year
to 16.29 events per year, roughly a 25% increase. As
discussed above, post-starburst galaxies with especially
bright centers are under-represented by the pure Sersic
fit parameters in the mock catalog. This suggests that
the true effect of requiring transients to sufficiently con-
trast with host PSF light might be even more important
than the current models suggest - we may be missing an
even larger fraction of flares (greater than 25%) coming
from such galaxies which are not able to clearly outshine
their hosts central light.
To summarize, the TDF hosts in the fiducial model
tend to resemble nearby elliptical galaxies in terms of
their surface brightness profiles. For this aspect of the
modeling, we are limited by detailed surface brightness
profiles for all the host galaxies in our mock catalog,
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Figure 19. Distributions of host central SBs in the fiducial
model survey, with and without applying the cut on contrast
with host PSF light.
which extends out to higher redshifts. Our modeling also
suggests that a non-negligible number of TDFs (& 25%
of the detected number) are being missed because they
cannot outshine their host’s central light, and this effect
might become even more significant when more realistic
surface brightness profiles are used in the mock galaxy
catalog.
4.7. The effect of host dust on fitted blackbody
parameters
When there is no dust, a fitting procedure that re-
lies on photometric measurements in the ZTF r- and
g-bands, along with Swift UVW1, UVM2, and UVW2,
leads to excellent agreement between the fitted black-
body parameters and the true values (not shown). The
presence of dust leads to fitted luminosities and tem-
peratures that are both smaller than would be the case
without dust, because of its extinction and reddening
properties. We compare the fitted parameters with their
true, unobscured values for the fiducial model in Fig-
ure 20, and we have chosen a color scheme that allows
the tail of values near zero to be more easily visible. The
white dashed line indicates a fitted value precisely equal
to the unobscured value. In the absence of dust, all flares
would cluster tightly around that line. Here, most of the
detections are from galaxies with little dust. Thus, the
effects on the fitted blackbody parameters are relatively
minor. For the luminosity, there is increased spread in
the fitted luminosity for lower values of the unobscured
luminosity. This spread decreases at higher luminosities.
This is because, for a flare to have a higher luminosity,
the Eddington limit has to accommodate that luminos-
ity. This can only be the case for the higher mass black
holes, which generally tend to live in galaxies with less
dust.
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Figure 20. Comparison of how the fitted, dust-obscured val-
ues for flare luminosity and temperature in detected flares in
the model survey compare to the input, unosbscured values.
The flare temperature distribution is weighted toward lower
temperatures because these tend to have higher optical flux
and are easier to detect when the temperature is sampled
independently of the luminosity.
For the temperature comparison, in addition to the
primary trend where the fitted temperature is a small
factor lower than the true unobscured value because of
small amounts of dust that we have assumed are present
even in quiescent galaxies, one can faintly see a sec-
ond spoke where the fitted temperature is reduced by
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a larger factor. That second population represents the
detections in star-forming galaxies that have a substan-
tial amount of dust. As expected, in this more highly
dust-obscured population, the amount by which the fit-
ted temperature disagrees from the intrinsic tempera-
ture becomes larger as the intrinsic temperature grows
larger, because the dust opacity increases at shorter
wavelengths. Since temperature and luminosity are fit-
ted as independent parameters, it is not the case that
flares with temperature fits of a factor of, say, 1.5 too low
compared to the intrinsic value correspond to luminos-
ity fits that are a factor of (1.5)4 too low — that would
only be the case if the fit were requiring a pre-specified
blackbody radius that was held constant for the fit.
We emphasize that the number of model TDF detec-
tions that are highly dust obscured (the cluster of red-
colored pixels at lower values of Tbb,fit in panel (b) of
figure 20) is small compared to the number of detec-
tions in galaxies that have much less dust obscuration.
In other words, in this model, if one were to focus only
on the detected flares, one might conclude that dust is
not playing a large role. This conclusion would be in-
correct, however, because in fact roughly twice as many
flares as detected flares are being missed because of dust
obscuration in the model, as we saw in panels (e) and
(f) of Figure 3. In this sense we say that the dust has a
“guillotine” effect, removing a large number of otherwise
detectable flares, while not leaving very many highly ob-
scured flares in the detected sample.
4.8. Flare temperature distributions
A striking result of this modeling exercise is that, for
an assumed prior distribution that is flat for Tbb, the
distribution of temperatures for detected flares in the
model survey is highly weighted toward low tempera-
ture. This can be seen in the second panel of Figure 20,
and more directly in the projected 1d histogram for fit-
ted temperatures shown in Figure 21. Recall that the
true, unobscured temperatures were drawn uniformly
from 10,000 to 50,000 K. The fact that some detected
flares in the model have fitted temperatures lower than
10,000 K is a result of host dust obscuration. The small
numbers of flares with fitted temperatures at zero are
cases where the automated fit procedure did not suc-
ceed.
This preference for flare detections at lower tempera-
ture can be understood because, for a fixed overall lu-
minosity budget, the flux at optical r and g bands in-
creases steadily as temperature is lowered from 50,000
to 10,000 K.
However, the distribution of observed flares in real sur-
veys, including ZTF, favors higher temperatures, as can
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Figure 21. Distributions of Tbb,fit and Rbb,fit for detected
flares in the fiducial model survey. These will be compared
to the ZTF TDF fits in Figure 22.
be seen in Figure 22, and a K-S test confirms that the
model distribution for Tbb,fit is not consistent with the
ZTF distribution (p < 0.001). It is important to remem-
ber that we have allowed the luminosity and tempera-
tures of the flares to be sampled independently, which
amounts to letting the photospheric radius of the cor-
responding spherical blackbody emission model to vary
freely to accommodate these values. If we look at the
distribution for the fitted values of log10[Rbb,fit (cm)] in
the model survey, we see the values fall mostly between
14.5 and 15.5, with a peak at about 15.1. This is similar
to the real ZTF survey results, although the real detec-
tions tend to favor slightly smaller fitted values, with a
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median at around 14.8. A K-S test suggests that the
model distribution for Rbb,fit is still roughly consistent
with the ZTF distribution, with a rejection p-value of
0.14. To summarize, the model is favoring lower tem-
peratures, lower luminosities, and slightly larger photo-
spheric radii for detected flares, in such a way the overall
detection rates are similar to the real survey rates.
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Figure 22. Comparison of distributions of Tbb,fit and Rbb,fit
for detected flares in the fiducial model survey to the distri-
butions of flares detected by ZTF. The model prediction for
Tbb,fit is inconsistent with the data (p = 10
−5), favoring val-
ues that are too low. The model prediction for Rbb,fit favors
values that are slightly high compared to the data, but the
distributions are roughly consistent (rejection p-value 0.14).
Another factor at play in determining which flares at
given temperatures and luminosities are detected is the
distance to the host, which in turn corresponds to the
host redshift z. Redshift also has a lower-order effect
via the changing rest frame of the emission, which acts
to increase flare optical visibility at higher redshift. In
the first panel of Figure 23 we consider how the fitted
blackbody temperature correlates with host redshift for
detected flares. When interpreting this figure one must
also consider how the fraction of dust-obscured TDFs
correlates with the redshift. But overall the pattern is
that, for fitted flare temperatures above approximately
13,000 Kelvin, the model indicates that flares at higher
z become less detectable with increasing Tbb,fit. In the
model, since luminosity and temperature are considered
independent variables, the temperature is playing a large
role in setting the optical flux of the flares, so that higher
temperature flares must have higher luminosities in or-
der to be visible at a given luminosity distance. It re-
mains to be seen whether evidence for such an effect
can be found in real surveys. If this effect is not found,
this would be an argument against the modeling strat-
egy used here where flare temperature and luminosity
are sampled independently.
Struck by the fiducial models strong preference for
low temperatures for detected flares, we considered what
would happen if the assumed probability distribution for
Tbb were not uniformly but distributed, but power-law
distributed in favor of higher flare temperatures. We
tried a sequence of increasingly steep power-laws, even-
tually stopping at dN/dT ∝ T 4 (note that this T 4 rate
dependence is separate from the formula for blackbody
luminosity given a fixed photospheric area). Overall this
process resulted in a lower model detection rate, with
the T 4 case yielding an expected ZTF detection rate
of less than one flare per year. The model distribution
of Tbb,fit for detected flares is still noticeably weighted
toward faint flares, with the peak in the distribution be-
low 20,000 Kelvin. The second panel of Figure 23 shows
the histogram of Tbb,fit versus z for this case weighted
toward higher flare temperatures. This makes the cou-
pling between z and Tbb,fit in the distribution of de-
tections even more prominent. Again, this is largely a
consequence of our choice to independently sample lumi-
nosity and temperature. If we instead chose to sample
Rbb and Tbb, or Rbb and Lbb, instead of Lbb and Tbb,
or more directly tied these quantities to disruption pa-
rameters, it is possible this pattern in the z vs Tbb,fit
histogram would not appear as prominently.
In both panels of Figure 23, flares with fitted temper-
atures that fall outside of the ranges of the plotted bin
values are included in the edge bins, and we are again
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Figure 23. Two-dimensional histogram of host z and detected flare Tbb,fit for the fiducial model survey in which input
unboscured flare temperature is uniformly distributed between 10,000 and 50,000 K, and a model in which flare probability
is weighted by T 4bb (first and second panels, respectively). The white stars represent ZTF TDF detections. Flares with fitted
temperatures that fall outside of the ranges of the plotted bin values are included in the edge bins.
using the color scheme that lets the tail of bins with low
counts be more easily visible.
To summarize, the fiducial model survey predicts a
distribution of Tbb,fit that is weighted too much toward
low temperatures compared to the ZTF distribution.
This is likely a consequence of our decision to sample
Tbb uniformly and independently of Lbb. Attempting to
remedy this discrepancy by only adjusting the Tbb distri-
bution, and keeping it independent of Lbb, worsens the
model agreement with the data in many other respects.
It is clear that what is required is a better model for the
joint distribution of Tbb and Lbb. Even better would be
a formalism for determining Tbb and Lbb based on dis-
ruption parameters which themselves could be sampled
from theoretically derived distributions.
4.9. Predictions for VRO/LSST
We can use this modeling framework to anticipate the
distributions of properties for TDFs to be detected with
VRO/LSST. The single-visit limiting magnitude for the
VRO r-band is expected to be ≈ 24.5 (Ivezic´ et al. 2019),
so for this model we require m < 23 in both r and g,
which provides a buffer similar to the one we used for
ZTF so as to see rise and fall of the light curve in both
bands. We also adjust the r and g filter wavelengths
to match the VRO filters, but we still approximate the
filters as delta functions peaked at the mean filter wave-
length. To compute the final rate expectation we again
assume 15,000 square degrees of effective sky coverage
at these depths, but survey strategy might affect the
appropriate value to use in future modeling.
VRO reference images are expected to be as faint as
mr ≈ 27 (Ivezic´ et al. 2019). This poses a limitation for
our modeling, as the mock galaxy catalog we are using
only includes galaxies as faint as mr = 22. We par-
tially account for this by eliminating the host contrast
requirement from the survey selection criteria. How-
ever, we caution that this model will not account for
flares coming from galaxies with mr > 22, which might
be present in real VRO detections.
The first panel of Figure 24 shows a 2D histogram for
the host galaxies of the expected TDF detections for this
VRO-like model survey, binned by host total M∗ with
z. The overall expected detection rate is ≈ 125 times
higher than the fiducial model for ZTF. Note that the
distribution now extends to higher z, but in such a way
that traces the overall correlation of host M∗ with z (the
contours are stretched diagonally up and to the right),
which is related to the flux limit assumed in the survey.
It also seems that VRO should be more sensitive to flares
from galaxies with lower total M∗ so the effective MBH
cutoff imposed by Lbb,min and the Eddington limit might
become even more important.
The second panel of Figure 24 shows that in host u−r
versus host M∗ space, the peak of the distribution for
detected flares remains largely unchanged compared to
the ZTF model. However, the fractional contribution
from bluer, low-mass galaxies becomes larger.
This model’s expectation of ≈ 1600 TDF detections
per year for VRO is somewhat low compared to previous
estimates of this rate in the literature. van Velzen et al.
(2011) estimated that VRO would find ≈ 4000 flares per
year, by scaling the flare detection rate in SDSS stripe
82 imaging data based on its flux limit and sky cov-
erage. Specifically, this method assumes the detection
rate is proportional to ΩF−1.5lim where Ω is sky coverage
and Flim is the limiting flux for transient detection. We
can apply the same scaling argument the ZTF detection
rate, and if VRO is able to detect flares up to 4 magni-
tudes fainter than ZTF, and has similar sky coverage to
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Figure 24. Distributions of host-galaxy properties for de-
tected flares in a model TDF survey that incorporates de-
tails based on the upcoming VRO/LSST. To compute the
expected number of TDF detections per year, the survey sky
coverage was assumed to be 15,000 square degrees, with per-
fect efficiency over that region, subject to the requirement
that the peak transient flux is brighter than 23rd magnitude
in both the g and r bands. This model does not account for
details of the survey field selection or cadence. This model
also uses the same galaxy catalog as was used for the ZTF
models, which only includes galaxies with mr < 22.
ZTF, we then expect approximately 3000 flares per year.
Since the fiducial model presented in this paper expects
a similar number of flares per year, one might then ex-
pect that the model presented in this section would also
expect roughly 3000 TDF detections per year. One rea-
son why the present model predicts a lower rate is be-
cause, as already mentioned, the mock galaxy catalog
has not been extended to include fainter hosts. Another
reason is that the fraction of flares that are affected by
the model’s treatment of dust obscuration has increased.
Meanwhile, this model is neglecting several other de-
tails that will affect the real VRO TDF detection rate.
For example, it does not account for the details of how
the survey will select its observing fields, and the ca-
dence of these observations in various bands. Along
these lines, this model can be compared with the predic-
tions of Bricman & Gomboc (2020), who used the VRO
simulation framework to incorporate details concerning
survey strategy, and used a simulation framework built
specifically for VRO to catalog potential host galaxies.
They predicted between apprxoimately 3,000 to 8,000
TDF detections per year, depending on the SMBH mass
distribution and the operable flux cutoffs for TDF detec-
tion. Their prediction of a higher detection rate might
be due to a larger catalog of potential host galaxies, but
is also affected by a number of other detailed differences
between their simulation methodology and ours. Among
these differences, they assumed a rate of 10−5 disrup-
tions per year in all galaxies. They also used the MOSFiT
transient modeling package to generate TDF multi-band
light curves (Guillochon et al. 2018; Mockler et al. 2019),
and they based these light curves on stars of 1 solar mass
in all cases.
Both the model presented in this paper and the (Bric-
man & Gomboc 2020) predictions are subject to un-
certainty due to the effect of sample contamination by
interlopers, and the possibility of incorrectly classify-
ing TDFs as other types of transients. The detection
rate predictions quoted here refer to expected rates of
TDFs that pass selection criteria based solely on survey
photometry in the g and r bands, but realistically only
a small fraction of these will have their detection sta-
tus strengthened with follow-up observations, and these
follow-ups will be biased toward more nearby events
(Bricman & Gomboc 2020). Additionally, depending
on survey strategy, flares might not have enough ob-
servations in multiple bands, which can be crucial for
confident classification of TDFs (Gezari et al. 2018).
5. DISCUSSION
Our main results are
• Current optical surveys for TDFs are probably
missing a population of flares in star-forming
galaxies, because of dust. Based on our model
assumptions, the TDFs in surveys such as ZTF
might account for only 30% of the flares that would
be detectable if no dust were present in the host
galaxies. However, this fraction is subject to sub-
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stantial uncertainty related to the distribution of
dust in galaxies. This selection effect should be
accounted for in rate estimates and constraints on
galaxy occupation fraction of SMBHs.
• Dust obscuration acts as a “guillotine,” prevent-
ing many flares from being detectable while leav-
ing relatively few highly obscured flares detectable.
Consequently, dust may seems to play a small role
in obscuring the flares that are detected, even if
it is playing a large role in setting the number of
flares that are detected.
• While selection effects cannot totally explain the
observed over-representation of observed TDFs in
E+A galaxies (or more broadly the green valley),
selection effects do seem to have an important role
in setting the magnitude of the required rate en-
hancement in those galaxies.
• Our fiducial model survey, which uses a TDE rate
description that depends only on galaxy surface
brightness information, along with our other as-
sumptions about the flare luminosity distribution,
can match the overall flare detection rate and the
distributions of host redshift and total stellar mass
of the hosts of TDFs detected by ZTF fairly well.
However, no model survey explored in this study
was able to produce a good match to the distribu-
tions of all observed quantities. A more sophisti-
cated treatment is required for the rate prescrip-
tion and/or the luminosity and temperature dis-
tributions of the flares, and how these functions
correlate with galaxy properties.
• Surveys such as ZTF might also be missing a pop-
ulation of TDFs at a rate of & 25% of the ob-
served detection rate because the flares are not
sufficiently bright when compared to the central
light of their host.
• Connecting the observed TDF sample to the un-
derlying volumetric rate of disruptions is very sen-
sitive to how faint the flare luminosity distribution
extends with non-zero probability. As such, mea-
sured rates can only provide lower limits on the
volumetric rate, and the limits are less constrain-
ing the fainter the luminosity distribution extends.
• As a corollary of the last point, a more solid the-
oretical understanding of the luminosity distribu-
tion is therefore highly desirable. This would not
only sharpen rate estimates, but would also al-
low future models to account for correlations be-
tween flare luminosity and other galaxy or disrup-
tion properties that are not accounted for here.
• The framework developed here can be adapted to
TDF surveys at X-ray wavelengths, and to surveys
of other astronomical transients.
• The framework here can be adapted to make use
of more sophisticated models for stellar disruption
rates and flare properties.
Future work must focus on, among other things:
• A better understanding of how Lbb and Tbb are
set by MBH, M∗, stellar composition, and orbital
parameters of the TDE.
• The role of BH spin in determining when disrup-
tions take place outside the SMBH event horizon,
and possibly in setting Lbb and Tbb.
• Extracting the entries in the mock galaxy cata-
log that correspond to E+A galaxies and further
quantifying how the expected flare detection rate
in those galaxies in the model compares to the ob-
served rate.
• Updating the mock catalog to include more de-
tailed stellar surface brightness profile informa-
tion, and to account for the presence or absence
of nuclear star clusters.
• Incorporating the latest results in calculation of
stellar dynamical disruption rates, accounting for
details such as nucler star clusters and non-
isotropic velocity distributions (e.g. Loubser et al.
2020), and how these rates correlate with other
host galaxy properties.
• Accounting for how the dust extinction toward the
SMBH at the galaxy center might deviate, in a sta-
tistical sense, from the extinctions measured from
Balmer decrements of distributed star-forming re-
gions in the galaxy. This might be related to the
mass-dependent prevalence of dust lanes (Dalcan-
ton et al. 2004).
• Incorporating light curve rise and fall information,
not just peak luminosity and temperature, on de-
tection rates in surveys with varying cadences.
• Incorporating the effects of detections of TDF in-
terlopers such as nuclear SNe and other types of
AGN variability, and the effects of incorrectly clas-
sifying TDFs as other types of transients.
• Incorporating possible deviations from the stan-
dard MBH–σ relation, which might arise at the
low mass end.
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APPENDIX
A. APPLYING DUST OBSCURATION AND K-CORRECTION
In the rest frame of the host galaxy (“emitted” frame, labeled with a subscript “emit”) , an unextincted source
emitting as a blackbody will have specific luminosity given by
Lν,emit,unextincted = Lbb
piBν,emit(Tbb)
σSBT 4bb
. (A1)
Extinction will lower this specific luminosity by a factor fν,emit:
fν,emit ≡ Lν,emit,extincted
Lν,emit,unextincted
, (A2)
and the fact that fν is larger for higher optical and UV frequencies gives rise to reddening. From the definition of
extinction Aν and the relation between magnitude and flux we have
Aν,emit = −2.5 log10(fν,emit) . (A3)
The extinction law from Calzetti et al. (2000) returns a flux-reduction function which we will label as Cν , which is
a function of the emitted frequency and a parameter RV . This function is defined via the relation
Aν,emit = AV,emitCν,emit , (A4)
where V refers to V -band. Our models must specify how we allow AV to vary across different galaxies. For quiescent
galaxies, which we have defined as those galaxies whose catalog entry indicates sSFR < 10−11.3 yr−1, we assume a
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median AV of 0.2 and we further assume that the distribution about this median is Gaussian, with a floor at 0. For
galaxies with higher sSFR entries in the catalog, we follow the Garn & Best (2010) fit for how AHα depends on host
galaxy mass (equation 5). That extinction is in terms of AHα, so in these cases we first use equation (A4) to solve for
AV , which then allows us to write
Aν,emit =
AHα
CHα Cν,emit . (A5)
If the band of observation is approximated with a delta-function filter, we have (e.g. Hogg 1999):
νobsFν,obs =
νemitLν,emit,extincted
4piD2L(z)
, (A6)
where DL(z) is the cosmological luminosity distance, and
νemit = (1 + z)νobs . (A7)
Putting everything together,
Fν,obs =
1 + z
4piD2L(z)
10−
Aν,emit
2.5 Lbb
piBν,emit(Tbb)
σSBT 4bb
. (A8)
This flux can then be converted into an AB magnitude for the purpose of determining whether it passes survey flux
limits or sufficiently contrasts with the host galaxy light contained in the PSF.
B. TEMPERATURE AND LUMINOSITY FITTING PROCEDURE
As mentioned in the main text, we fit blackbody spectra to the flux measurements at the the mean filter wavelengths
for the ZTF r- and g-bands, along with the UVW1, UVM2 and UVW2 bands for the UV-optical telescope aboard the
Neil Gehrels Swift Observatory. These bands were chosen in order to replicate the actual measurements used to fit
the properties of the ZTF TDFs.
When performing the fit, the fluxes in each of the five bands are K-corrected such that the fit is finding the values
of Lbb and Tbb as would be measured in the galaxy rest-frame, although the extinction and reddening from the dust
has been applied in models that include the effects of dust. It is therefore important to note that even if the actual
extincted spectrum is no longer a blackbody, the fit is still treating the spectrum as a blackbody in order to determine
the fitted values of Lbb and Tbb, because in practice all the spectra of the ZTF TDFs are fit to what are assumed to be
unobscured blackbody spectra in the galaxy rest-frame. Also as mentioned in the main text, in order to approximate
statistical error for the measurement, we apply a Gaussian random error, with σ = 10% of the original value, to the
flux measurement (in magnitudes) in each band before performing the fit.
Explicitly, each of the extincted, noise-adjusted specific luminosities in the five bands is compared to equation A1,
where equation A7 is used to relate the galaxy rest-frame frequencies to the instrumental values that correspond to
the mean filter wavelengths. The simultaneous fit for Tbb and Lbb is performed using the GNU Scientific Library,
specifically the nonlinear least-squares fitting functions with weights defined by the “gsl multifit nlinear” header file.
Once fitted values Tbb,fit and Lbb,fit have been determined, we define Lg,fit as
Lg,fit ≡ νg,emitLbb,fitpiBν,emit(Tbb,fit)
σSBT 4bb,fit
. (B9)
By including the leading factor of νg,emit, Lg,fit has units of erg s
−1.
C. TREATMENT OF FLARE LUMINOSITY PROBABILITY DISTRIBUTION
As discussed in section 3.3, we assume that all flares are at least as bright as some chosen minimum value Lbb,min.
Each combination of MBH and M∗ then sets a maximum possible luminosity Lbb,max, which is tied to the Eddington
limit, or at sufficiently high stellar mass, tied to the maximum mass fallback rate (see also Figure 12). We further
assume that the probability distribution for flares to take on value of Lbb between these values is a power-law weighted
toward fainter events.
So, generally speaking, when we randomly draw a value for Lbb for our simulated flares, we use a probability
distribution of the form
ψ(Lbb) =
(
−n+ 1
L−n+1bb,max − L−n+1bb,min
)
L−nbb , (C10)
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whenever n 6= 1 and where the factor in parentheses ensures that the probability integrates to 1 between Lbb,min and
Lbb,max. All models in this paper used n = 2.5, although it may be useful to explore other values in future work.
For numerical implementation, it is useful to recast this in non-dimensional form. When n 6= 1 we can proceed as
follows:
n′≡n− 1 , y ≡
(
Lbb
Lbb,max
)n′
, y0 ≡
(
Lbb,min
Lbb,max
)n′
,
ψ(y) =
 y01−y0 y−2 for y given by Lbb,min < Lbb < Lbb,max ,0 otherwise. (C11)
The sampling is performed via inverse transform sampling: a uniform random deviate u is drawn, which is then used
to produce a y (and hence an Lbb):
y =
y0
1− u(1− y0) . (C12)
The special case of n = 1 is handled differently. In this case:
y≡
(
Lbb,max
Lbb
)
, y0 ≡
(
Lbb,max
Lbb,min
)
,
ψ(y) =
 1ln(y0) 1y for 1 < y < y0 ,0 otherwise. (C13)
This time, y (and hence Lbb) is produced in terms of a random uniform deviate u via the relation
y = exp[u ln(y0)]. (C14)
D. MONTE CARLO CALCULATION OF OBSERVED FLARE RATES AND DISTRIBUTIONS
We can determine the combined flare detection rate for all the galaxies in the mock galaxy catalog by performing a
weighted sum over all galaxies:
dNTDF,obs
dtobsdΩ
=
1
Ωcat
∑
i
N˙TDE,i
1
1 + zi
fi , (D15)
where Ωcat is the sky area that corresponds to the mock catalog, the sum is over i is for all galaxies in the catalog,
N˙TDE,i is the per-galaxy disruption rate for each galaxy (see section 3.2), the 1/(1+z) factor accounts for cosmological
time dilation, and fi is the fraction of all disruptions in galaxy i that lead to detectable flares.
To estimate fi, we randomly generate 100 (Ntrials) trial disruptions in each galaxy, and determine the fraction of
these that lead to flares that pass the survey selection criteria, given our assumptions about the flare luminosity and
temperature distributions and the effects of host obscuration. In more detail, for each trial disruption, we first sample
the mass M∗ of the disrupted star from the present-day mass function in the galaxy, which is a truncated Kroupa
IMF (see section 3.2). If MBH for the galaxy is larger than the Hills mass for that given stellar mass, the disruption
does not lead to a detectable flare. Otherwise we sample Lbb, Tbb, and AV for the flare, as described in section 3 and
Appendix C. We then determine the observed flux in each of the ZTF r- and g- bands using equation A8. We can
then determine whether these fluxes pass our requirements for overall detectability, host contrast, and observed color.
For the fiducial model, these requirements are: peak ZTF mr and mg both < 19, host contrast ∆m > 1 (equation 8),
and peak mg −mr < 0.
Once this is done, the expected number of flares detected in the survey per time interval ∆tsurv and sky are Ωsurv
is given by
NTDF,obs = ∆tsurvΩsurv
dNTDF,obs
dtobsdΩ
. (D16)
To determine the expected distributions of flares with various properties, we store all the attributes of each detected
flare, along with a weight value wj :
wj =
(
∆tsurvΩsurv
NtrialsΩcat
)
N˙TDE,i
1
1 + zi
, (D17)
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where N˙TDE,i and zi are the overall TDE rate and redshift, respectively, for the host galaxy for trial flare j. Distri-
butions of flare properties can then be created by binning detected flares based on their attributes and using these
weights. These weighted histograms are then already normalized in the sense that summing the weighted values in all
the bins is equal to NTDF,obs.
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