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a b s t r a c t
The paper presents a graph-theoretic approach to test the minimality of a deterministic
automaton. In particular, we focus on problems concerning the dependence of the
minimality of an automaton on the choice of the set F of final states or on the cardinality
of the set F . We introduce different minimality conditions of an automaton and show that
such conditions can be characterized in graph-theoretic terms.
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1. Introduction
In recent years, there has been increased interest in the problem of the minimization of automata, with particular
attention to the algorithmic point of view. The classical minimization algorithms such as Moore’s (cf. [16]), Hopcroft’s
(cf. [14]) and Brzozowski’s (cf. [8]) algorithms have been studied with regards to the time complexity in the worst and
average cases and the tightness (cf. [1,3,6,5,7,9–11,15,17,24]). For a survey of known results in this area, we refer the reader
to [4].
In the present paper, we do not deal explicitly with minimization algorithms, but we study different minimality
conditions of automata. By continuing a research begun in [19], we investigate the dependence of the minimality of a DFA
(deterministic finite automaton) on the set of its final states. In particular, we develop a graph-theoretic approach to test
the minimality of an automaton by varying the set of final states.
As it is known, theminimizationproblemofDFAs is essentially related to the indistinguishability notion of states (cf. [16]).
Thus, motivated by the observation that in testing states equivalence the notion of initial state is irrelevant, we aim to
study the dependence of the minimality of an automaton on the choice of its final states, with particular attention to the
analysis of some extremal cases. Such extremal cases were investigated in [19,20] for unnecessarily complete automata. It
turns out that, for these automata, the study of extremal minimality conditions shows interesting connections with well-
known objects introduced in different contexts (e.g., multiple-entry automata and Fisher covers of irreducible sofic shifts in
Symbolic Dynamics).
In this paper, we focus on strongly connected and complete DFAs. The hypothesis of strong connectivity is motivated by
the fact that we need the accessibility property for any choice of initial and final states. Our main contributions are twofold.
On the one hand, we carry on and improve our graph-theoretic approach to study the minimality of an automaton begun
in [19]. We believe that such graph-theoretic approach could be of interest for some other problems in automata theory. On
the other hand, we introduce newminimality conditions (in particular, the notion of k-uniformly minimal automata, namely
automata which are minimal for each set of final states of cardinality k) and show that such conditions can be characterized
in graph-theoretic terms. Some of the results of this paper have been presented without proofs in [21].
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Fig. 1. A strongly connected automatonA.
2. Basic definitions and notation
In this section, we recall the basic definitions and fix the notation used in this work. A deterministic finite automaton
(DFA) is a triple A = (Q ,Σ, δ), where Q is a finite set of states,Σ is a finite alphabet of input symbols and δ is a map from
Q×Σ toQ called the transition function of the automaton. The action of the letters inΣ on the states inQ can be extended in
a natural way toΣ∗, whereΣ∗ is the freemonoid over the alphabetΣ; this extension is here denoted by δ∗. If the transition
function δ is a total function, then we say that the DFA is complete. An automaton A = (Q ,Σ, δ) is said strongly connected
if for every ordered pair of states q, q′ ∈ Q there existsw ∈ Σ∗ such that δ∗(q, w) = q′.
A synchronizing word for a DFAA is a sequence of symbols in the input alphabet which sends any state ofA to the same
state. A DFA is said to be synchronizing if it has a synchronizing word. If we fix a state i ∈ Q as initial state and a non-empty
subset F ⊆ Q as set of final states for the automatonA, thenwe say that the automaton recognizes a language. The language
recognized by A(i, F) is the set L(A(i, F)) = {w ∈ Σ∗ : δ∗(i, w) ∈ F}. Finally a DFA is minimal if it has the minimum
number of states among all DFAs accepting the same language. For any finite deterministic automaton A(i, F) there is a
unique (up to labeling of the states) minimal automaton that recognizes the same language as the automaton A(i, F). As
already mentioned in the introduction, the minimal automaton equivalent to a given DFA, can be computed essentially by
using the indistinguishable equivalence I. More precisely, we say that two states p and q are indistinguishable if, for all input
strings w, δ∗(p, w) ∈ F iff δ∗(q, w) ∈ F . A state is accessible if there is a path from the initial state to this state. Hence,
a schematic description of the minimization algorithm consists of two steps: first, eliminate states that are not accessible,
then merge states that are equivalent (cf. [13]).
In order to exclude the trivial case of automatawith non-accessible state, in this paperwe consider only strongly connected
automata. However, some of the results of the paper can be extended to the more general case of not necessarily strongly
connected automata.
3. Graph theoretic tools
In this section we deal with some graph tools to study the automata minimality. Some of them were introduced first in
[19] and [21]. Given an arbitrary set X , we denote by [X]k the family of subsets of X of cardinality k:
[X]k = {Y ⊂ X | |X | = k}.
Definition 1. Given a deterministic finite automaton A = (Q ,Σ, δ), the state-pair graph of A is the directed graph
G(A) = (VG, EG) defined as follows:
i. VG = [Q ]2;
ii. EG = {
{p, q}, {p′, q′} | ∃a ∈ Σ : δ(p, a) = p′ ∧ δ(q, a) = q′}.
Remark 1. Although trivial, it is worth noting that in relation to the complexity of the state-pair graph G(A), one has:
|VG| =
|Q |
2

and
|EG| ≤ |Σ | · |VG|.
Example 1. Fig. 2 shows the state-pair graph of the automaton A of Fig. 1.
Now we define the closed components of a directed graph which play a crucial role in the whole paper.
Definition 2. A closed component of a directed graph G is a subset S of the set of the vertices of G such that
• there exists a path from any element of S to any other element of S (i.e., S is a strongly connected component), and
• there is no outgoing edge from one element of S to a vertex of Gwhich is not in S.
We denote byS(A) the set of all the closed components of G(A).
Example 2. Fig. 3 shows the closed components of the state-pair graph G(A) from Fig. 2.
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Fig. 2. The state-pair graph G(A).
Fig. 3. The state-pair graph G(A) and its closed components marked: S1 = {{1, 2}, {2, 3}, {3, 4}, {1, 4}} and S2 = {{1, 3}, {2, 4}}.
Fig. 4. The automatonDn .
3.1. Size of the closed components
Here, we are interested in the analysis of two parameters, related to the size of the closed components of G(A). These
parameters can be interpreted as new “measures of complexity” of an automaton A. A part their role in the minimality
conditions, such measures could also be of interest for some other problems in automata theory. Given an automaton
A = (Q ,Σ, δ) such thatS(A) = {S1, S2, . . . , Sk} for some integer k, we denote by |S(A)| the number of closed components
of G(A). We also denote by ∥S(A)∥ the number of vertices of G(A) that are in some closed component, i.e.,
∥S(A)∥ =
k
i=1
|Si|.
Example 3. From Fig. 3 we can see that, for the automaton A of Fig. 1, we have |S(A)| = 2 and ∥S(A)∥ = 6.
The two measures |S(A)| and ∥S(A)∥ takes values between 1 and
|Q |
2

.
It is worth to note that the above bounds are tight. The tightness of the lower bound for bothmeasures is obtained by the
following infinite family {Dn} of automata. The automatonDn has Q = {1, 2, . . . , n} as set of states,Σ = {a, b} as alphabet
of input letters and the transition function is defined, for any q ∈ Q , as follows:
δ(q, a) =

q+ 1, if q < n,
q, if q = n; δ(q, b) = 1.
The automatonDn is illustrated in Fig. 4.
It is easy to see that all the vertices of G(Dn) reach the vertex {n − 1, n} and this vertex has no outgoing edges. Thus,
G(Dn) has the only one closed component S = {{n− 1, n}}.
As regards the upper bound, the highest value
|Q |
2

for ∥S(A)∥ is when the automaton has a strongly connected state-
pair graph.
As it is possible to check, a well-known family of automata with a strongly connected state-pair graph is that of
Černý automata {Cn}, namely the infinite family of n-state synchronizing automata such that the length of the shortest
synchronizing word reaches the bound (n− 1)2 of Černý’s conjecture (cf. [23]). The automaton Cn has Q = {1, 2, . . . , n} as
set of states,Σ = {a, b} as alphabet of input letters and the transition function defined as follows:
δ(q, a) =

1 if q = n,
q if q < n; δ(q, b) =

1 if q = n,
q+1 if q < n.
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Fig. 5. The Černý automaton Cn .
Fig. 6. The automatonB2n .
The automaton Cn is illustrated in Fig. 5.
For each of these automata, it is not hard to see that the corresponding state-pair graph is strongly connected. Obviously,
automata with a strongly connected state-pair graph can be also used, as the family {Dn}, to show the tightness of the lower
bound for |S(A)|.
Finally, in order to show that a tight upper bound for |S(A)| is O(|Q |2), we define an infinite family of automata {B2n}
whose number of closed components in the corresponding state-pair graphs is quadratic in the number of states of the
automata. The automaton B2n has Q = {1, 2, . . . , 2n} as set of states, Σ = {a, b} as alphabet of input letters and the
transition function is defined, for any q ∈ Q , as follows:
δ(q, a) =

n+ 1, if q ≤ n or q = 2n,
q+ 1, otherwise δ(q, b) =

2n, if q ≤ n,
q− n, if q > n;.
The automatonB2n is illustrated in Fig. 6.
It is easy to see that S = {{p, q} | p, q ≤ n} ⊂ S(B2n). Since |S| =

n
2

, we may conclude that O(|Q |2) is a tight upper
bound for the number of closed components of the state-pair graph of an automaton.
3.2. Structure of the closed components
Herewe complete the description of our graph theoreticmodel. In particular, we introduce undirected graphs and integer
partitions associated to the closed components of the state-pair graphs of the automata, whose use plays a role in the
minimality test of automata.
Given an automaton A = (Q ,Σ, δ) and a set X ⊆ [Q ]2, we denote by QX = {q ∈ Q | {p, q} ∈ X} the set of states
involved in X . To each closed component S ∈ S(A)we associate the undirected graph HS having QS as set of vertices and S
as set of edges.
286 A. Restivo, R. Vaglica / Theoretical Computer Science 429 (2012) 282–291
Fig. 7. The graphs HS1 and HS2 associated to the closed components S1 and S2 of Fig. 3.
Fig. 8. Ferrers diagrams for the partitions λ(S1) = (4, 1) and λ(S2) = (2, 2, 1).
Example 4. Fig. 7 shows the graphs HS1 and HS2 associated to the closed components S1 and S2 of Fig. 3.
Each graph HS determines an integer partition of |Q |. An integer partition λ of a positive integer n is a sequence
(λ1, λ2, . . . , λl) ∈ Nl such that
λ1 ≥ λ2 ≥ · · · ≥ λl > 0
and
l
i=1
λi = n.
The elements λi are called the parts of λ.
Let A be an automaton with n states and let S(A) = {S1, S2, . . . , Sm} be the set of closed components of G(A). The
partition associated to HSi that, in order to make the notation less heavy, we simply denote by λ(Si), is the integer partition
of |Q | given by the sequence of the cardinalities of the connected components of HSi (in a non-decreasing order) followed
by a suitable number of 1′s.
Example 5. The partitions associated to the graphs HS1 and HS2 of Fig. 7 are λ(S1) = (4, 1) and λ(S2) = (2, 2, 1).
Sometimes it can be helpful to use a graphical representation for integer partitions. A Ferrers diagram is a way of
visualizing a partition λ = (λ1, λ2, . . . , λl) with cells. More precisely, the Ferrers diagram associated to λ is a sequence
of left-justified rows, where the i-th row has exactly λi cells and it represents the i-th part of λ.
Example 6. The Ferrers diagrams associated to the partitions λ(S1) = (4, 1) and λ(S2) = (2, 2, 1) from Example 5 are
shown in Fig. 8.
4. Minimality conditions
In this section we use the graph-theoretic tools introduced in Section 3 to establish different minimality conditions on
a DFA.
4.1. Minimal automata with respect to a set of final states
In this subsection we deal with the problem of establish whether an accessible automaton A = (Q ,Σ, δ) is minimal
with respect to a set of final states F ⊂ Q .
Definition 3. Given a set F ⊂ Q and a set S ⊆ [Q ]2, we say that F separates S if there exists {p, q} ∈ S such that p ∈ F and
q /∈ F .
The following result provides a minimality test for accessible DFAs, which make use of the previously defined graphic
tools.
Theorem 1. LetA(i, F) be an accessible DFA. ThenA(i, F) is minimal if and only if F separates all the closed components of G(A).
Proof. If we call distinguishable two states that are not equivalent with respect to the indistinguishability relation, we have
that anaccessible DFA A(i, F) is minimal if and only if every two states of it are distinguishable. In other words, A(i, F) is
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Fig. 9. An example of 1-uniformly minimal automaton which is not 2-uniformlyminimal.
minimal if and only if for every two states p and q there is at least one string w such that one of δ∗(p, w) and δ∗(q, w) is
final and the other is not. As it is known, if p and q are indistinguishable, then δ∗(p, w) and δ∗(q, w) are indistinguishable
too, for anyw ∈ Σ∗.
A crucial property of the state-pair graph states that, there exists an input string w such that δ∗(q, w) = q′ and
δ∗(p, w) = p′ where q, q′, p, p′ ∈ Q and p′ ≠ q′, if and only if there is a path from (p, q) to (p′, q′) in G(A). Moreover,
if p′ and q′ are distinguishable, then p and q are distinguishable. Hence, the thesis follows from the observation that there is
a path from any vertex of G(A) to an element of some closed component S ∈ S(A). 
Remark 2. The interest of Theorem 1 is that, in order to check whether A is minimal with respect to various sets of final
states, we need to compute the closed components of G(A) only once, and then test, for each F ⊂ Q , whether F separates
such closed component. Moreover, the advantage in considering only the closed components of G(A) relies on the fact that,
by examples given in Section 3.1, we have that ∥S(A)∥ can be much smaller than the cardinality of G(A).
Example 7. With reference to the automaton A of Fig. 1, we observe that the set of final states F = {1, 2} separates both
the closed components S1 and S2 of G(A) (see Fig. 3). Thus, for all i ∈ Q , A(i, {1, 2}) is minimal. On the contrary, since the
set F = {1, 3} does not separate the closed component S2, A(i, {1, 3}) is not a minimal DFA.
4.2. k-uniformly minimal automata
In this sectionwe consider the dependence of theminimality of a DFA on the size of the set of final states. More precisely,
we introduce the notion of k-uniformlyminimal automaton, namely an automatonwhich isminimal for each set of final states
of cardinality k, and present a characterization results by utilizing the graph-theoretic tools introduced in Section 3.
Definition 4. Let A = (Q ,Σ, δ) be a strongly connected automaton and let k be a positive integer such that k < |Q |. A is
called k-uniformly minimal if, for all i ∈ Q and all F ⊂ Q such that |F | = k, A(i, F) is minimal.
See Fig. 9 for an example. Let λ be an integer partition of n and letm be a positive integer such thatm ≤ n. We say that λ
is compatiblewithm ifm can be written as a sum of parts of λ. More formally, we say that the partition λ = (λ1, λ2, . . . , λl)
is compatiblewithm if there exists a subset I ⊆ {1, . . . , l} such that
m =

i∈I
λi.
Now, we can state the following characterization theorem for k-uniformly minimal automata.
Theorem 2. Let A be a strongly connected DFA. A is k-uniformly minimal if and only if, for any closed component S ∈ S(A),
λ(S) is not compatible with k.
Proof. For the implication from left to right, assume that λ(S) is compatible with k. If we choose as set of final states a set F
which contains all the states of some connected components of HS whose cardinality sum is k, then by Theorem 1 A is not
minimal.
For the converse implication, it is enough to observe that if λ(S) is not compatible with k, then any choice of the set F of
final states of cardinality k separates S. 
Corollary 1. A strongly connected automaton A = (Q ,Σ, δ) is 1-uniformly minimal if and only if, for any closed component
S ∈ S(A), QS = Q .
Proof. In order to prove the theorem, it is enough to observe that the condition QS = Q is exactly equivalent to saying that
the cardinality sum of the connected components of HS is |Q |. So, λ(S) does not contain 1’s, and thus it is not compatible
with 1. 
Example 8. Let us consider the automaton A and the closed components S1, S2, S3 ∈ G(A) depicted in Fig. 10. It is easy to
see that λ(S1) = λ(S2) = λ(S3) = (2, 2). Since (2, 2) is not compatible with 1, it follows that A is 1-uniformly minimal
(but it is not 2-uniformly minimal). Moreover, it is possible to check that the automaton shown in Fig. 1 is not k-uniformly
minimal, for any k < |Q |.
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Fig. 10. A 1-uniformly minimal automaton which is not uniformly minimal and its state-pair graph having three closed components S1 = {{1, 2}, {3, 4}},
S2 = {{1, 3}, {2, 4}} and S3 = {{1, 4}, {2, 3}}.
4.3. Uniformly minimal automata
Here we deal with the uniformly minimal automata defined as automata which are k-uniformly minimal for all k < |Q |.
Such automata were first introduced in [19] where they were called almost-uniformly minimal and they were defined as
(not necessarily complete) automata which are minimal for each choice of a proper subset F ⊂ Q of final states. In [19]
(cf. also [20]) the notion of uniformly minimal automata were assigned to automata which are minimal for each choice of
a subset F ⊆ Q of final states, including the case F = Q . For complete automata, such last case is meaningless and this
motivates the change of denotation.
Definition 5. LetA = (Q ,Σ, δ) be a strongly connected automaton. We say thatA is uniformly minimal if it is k-uniformly
minimal for all k < |Q |.
Zoltan Ésik remarked that uniformly minimal automata are related to known objects in algebraic automata theory
(cf. [2,22]).
An algebraic structure (i.e., a group, a lattice, etc.) is called simple if it has no nontrivial congruence relation. A congruence
relation of an automaton A = (Q ,Σ, δ) is an equivalence relation Θ on Q which is compatible with the transitions of the
automaton. In other words,Θ is a congruence relation if, for all a ∈ Σ and all q, q′ ∈ Q , qΘq′ implies δ(q, a)Θδ(q′, a).
Thus, an automatonA = (Q ,Σ, δ) is said to be simple iff for every congruence relationΘ , eitherΘ is the equality relation
on Q or the full relation Q × Q . We have the following result [12].
Proposition 1. Let A = (Q ,Σ, δ) be a nontrivial strongly connected DFA. A is uniformly minimal if and only if it is simple.
Proof. If the automaton is not simple, then it has a nontrivial congruence relation Θ . Let F ⊂ Q be the set of all the states
of an equivalence class ofΘ . If we make F to be the set of final states ofA then, for any initial state i ∈ Q , the resulting DFA
A(i, F) is not minimal.
For the converse, suppose that the automaton is not uniformly minimal. Then we can choose an initial state i ∈ Q and
a nontrivial subset F ⊂ Q such that the resulting DFA is not minimal. It follows that the automaton A has a nontrivial
congruence, so that it is not simple. 
The following result provides a sufficient condition for an automaton to be uniformly minimal.
Proposition 2. Given a strongly connected complete automaton A, if the state-pair graph G(A) is strongly connected, then A is
uniformly minimal.
Proof. Since G(A) is strongly connected, it has a unique closed component S that coincides with the set [Q ]2 of vertices of
G(A). It follows that any proper subset F ⊂ Q separates [Q ]2 and then, by Theorem 1 A(i, F) is minimal. 
Remark 3. We point out that the condition given by Proposition 2 is not a necessary condition, as shown by the example in
Fig. 11.
The following result provides a characterization of uniformly minimal automata in terms of the graphs HS associated to
the closed components S ∈ S(A).
Theorem 3. A strongly connected automaton A = (Q ,Σ, δ) is uniformly minimal if and only if, for any closed component S of
G(A), QS = Q and the graph HS is connected.
Proof. Let S be an arbitrary closed component of G(A). In order to prove the theorem we observe that HS is connected and
QS = Q if and only if λ(S) = (|Q |). Since λ(S) is not compatible with any positive integer k < |Q | if and only if λ(S) = (|Q |),
the thesis follows by Theorem 2. 
Example 9. From Fig. 12 we can see that for the automaton depicted in Fig. 11 we have that HS1 and HS1 are connected and
QS1 = QS2 = Q .
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Fig. 11. A uniformly minimal automaton (on the left) and its state-pair graph having the two closed components S1 = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}}
and S2 = {{1, 4}, {3, 5}, {2, 4}, {1, 3}, {2, 5}}.
Fig. 12. The graphs associated to the closed components S1 and S2 of the state pair-graph of the automaton depicted in Fig. 11.
The following corollary of Theorem 3 provides an upper bound on the number |S(A)| of closed components of G(A) in
the case A is uniformly minimal. From the family {B2n} described in Section 3.1, we known that |S(A)| can be of order
O(|Q |2). However, in the case of uniformly minimal automata, we derive a linear upper bound.
Corollary 2. If A = (Q ,Σ, δ) is a uniformly minimal DFA, then
|S(A)| ≤ |Q |
2
.
Proof. LetA be a uniformlyminimal DFA and let S be a closed component ofG(A). The conditionsQS = Q andHS connected,
stated in Theorem 3, imply that
|S| ≥ |Q | − 1
and then
|S(A)| ≤
|Q |
2

|Q | − 1 =
|Q |
2
. 
It is also possible to see that the bound given in Corollary 2 is tight. In fact, this bound is “reached” by the infinite family of
uniformly minimal automata En. The automaton En = (Q ,Σ, δ) has Q = {1, 2, . . . , n} as set of states, where n is a prime
number,Σ = {a, b} and the transition function δ defined, for any q ∈ Q , by:
δ(q, a) =

1 if q = n,
q+ 1 if q < n; δ(q, b) =

1 if q = 1,
n− q+ 2 if q > 1.
One can easy verify that |S(En)| = n2 .
Example 10. Fig. 13 shows the automaton E7 and the closed components S1 = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {6, 7},
{1, 7}}, S2 = {{1, 3}, {2, 4}, {3, 5}, {4, 6}, {5, 7}, {1, 6}, {2, 7}} and S3 = {{1, 2},{2, 3},{3, 4},{4, 5}, {5, 6},{6, 7},{1, 7}} of
the corresponding state-pair graph.
Another interesting consequence of Theorem 3 is the following corollary.
Corollary 3. There exists a polynomial-time algorithm to test the uniform minimality of an automaton.
Remark 4. The statement in Corollary 3 is not at all trivial. Indeed, in order to test, by anaivemethod, the uniformminimality
of aDFAA = (Q ,Σ, δ), onehas to test itsminimality for all F ⊂ Q , i.e., one has to repeat exponentiallymany times a classical
minimization algorithm.
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Fig. 13. The automaton E7 and the closed components S1, S2 and S3 of G(E7).
The polynomial test of uniform minimality of a DFA appears to be surprising if it is compared with the complexity of
testing the opposite extremal property, i.e., the property of a DFA to be never-minimal.
Definition 6. A never-minimal automaton is a strongly connected automaton A = (Q ,Σ, δ) such that, for all F ⊆ Q and
i ∈ Q , A(i, F) is not minimal.
In [19] we raised the question whether NEVER-MINIMAL problem, that is the problem of establish if a given automaton is
never-minimal or not, can be solved in polynomial time (as for uniform minimality). A negative answer has been recently
given by Rodaro and Silva in [18], were they prove the following theorem.
Theorem 4 (Rodaro, Silva). co-NEVER-MINIMAL is NP-complete.
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