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Evaluation of the Color Image and Video Processing Chain and Visual
Quality Management for Consumer Systems
Abhijit Sarkar
A thesis submitted in partial fulfillment of the requirements for the degree of
Master of Science in Color Science in the Chester F. Carlson Center for
Imaging Science of the College of Science, Rochester Institute of Technology

ABSTRACT
With the advent of novel digital display technologies, color processing is increasingly becoming
a key aspect in consumer video applications. Today’s state-of-the-art displays require
sophisticated color and image reproduction techniques in order to achieve larger screen size,
higher luminance and higher resolution than ever before. However, from color science
perspective, there are clearly opportunities for improvement in the color reproduction capabilities
of various emerging and conventional display technologies. This research seeks to identify
potential areas for improvement in color processing in a video processing chain. As part of this
research, various processes involved in a typical video processing chain in consumer video
applications were reviewed. Several published color and contrast enhancement algorithms were
evaluated, and a novel algorithm was developed to enhance color and contrast in images and
videos in an effective and coordinated manner. Further, a psychophysical technique was
developed and implemented for performing visual evaluation of color image and consumer video
quality. Based on the performance analysis and visual experiments involving various algorithms,
guidelines were proposed for the development of an effective color and contrast enhancement
method for images and video applications. It is hoped that the knowledge gained from this
research will help build a better understanding of color processing and color quality management
methods in consumer video.
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“Research is to see what everybody else has seen, and to think what nobody else has thought” ~ Albert
Szent-Gyorgyi (Hungarian Biochemist, 1937 Nobel Prize for Medicine, 1893-1986)

Chapter 1
INTRODUCTION

This is an exciting time for color scientists and engineers engaged in display engineering and
consumer video applications. We are witnessing a rapid and significant development in terms of
state-of-the-art display technologies. This becomes more evident if we compare activities within
the other segments of the imaging industry, for example printing, camera manufacturing etc, with
those within the display industry. In terms of emerging technologies today, video and display
industry is well ahead of others, and is likely to outpace the growth in other industries in the next
several years to come.

Video processing has come a long way since the time of analog video, achieving picture quality
that was unthinkable even in the early nineties. Color plays a vital role in achieving such quality.
With the advent of novel digital display technologies, color processing is increasingly becoming
a key aspect in consumer video applications that demand vivid, crisp and natural pictures without
any visual artifacts. Larger screen size, higher luminance and higher resolution of today’s
displays require sophisticated color and image reproduction techniques. For any color scientist or
engineer responsible for developing high-end color processing methods and algorithms suitable
for various consumer video applications, it is important to keep abreast with all these latest
development in display technologies.
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At the same time, any future development efforts in color video processing must recognize the
potential for improvement in color reproduction capabilities of various emerging display
technologies as well as the more conventional ones. To this end, it will be important to bring
fresh perspectives to the concept of color processing in a typical video processing chain in
consumer video systems. Knowledge earned from years of color science and vision research
must be applied in an effective manner while taking into account practical limitations in specific
application context. More than ever before, there is a need today for concerted developmental
efforts, and a close collaboration between the video researchers and color scientists.

1.1 Thesis Objective
The principal goal of this thesis research was twofold. The first goal was to evaluate various
published color and contrast enhancement algorithms, and develop a novel algorithm that meets
the objective of enhancing color and contrast in images and videos in an effective and
coordinated manner. The second goal was the development and implementation of a
psychophysical technique for the visual evaluation of color image and consumer video quality.
Attaining these goals, it was assumed, would help build new knowledge specific to color
processing and color quality management methods in consumer video.

1.2 Research Hypothesis
The main objective in color and contrast enhancement in video processing is to achieve the best
possible combination of colorfulness and contrast in an efficient manner. Typically, the use of
independent algorithms for color and contrast enhancement results in sub-optimal enhancement,
and cumbersome tune-up. It was hypothesized that an integrated algorithm could help enhance
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color and contrast in a more effective and coordinated manner. However, the fundamental
hypothesis of this research was that color processing in a perceptually meaningful way would
lead to superior image and video quality and this could be demonstrated through a properly
designed visual experiment comparing results from various methods.

1.3 Thesis Organization
This thesis starts with a discussion on various aspects of color video processing in Chapter 2.
Color specifications in various video standards, including color primaries and color coding
standards are discussed. Various processes involved in a typical video processing chain in
consumer video applications are reviewed. To appreciate the state of the art, the working
principles for various modern display devices, as well as special video processing techniques
employed in some of these devices are described.

In Chapter 3, various methods for determining and assessing the video quality are reviewed.
These are categorized as engineering and psychophysical, based on their methodology. Several
publications on subjective assessment of video quality are also reviewed.

Several previously published methods for color and contrast enhancement are discussed in
Chapter 4. The development of the new algorithm is discussed, starting with the working
requirement, the color space chosen for the development, and a description of the three key
components of the algorithm.
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Four published methods for color and contrast enhancement were implemented to evaluate their
performance as well as to determine the most appropriate enhancement strategy for the new
algorithm. Further, two existing color and contrast enhancement algorithms typical of consumer
video applications were provided by the research sponsor. A quantitative performance analysis
of these six algorithms and the newly developed algorithm was conducted. Chapter 5 contains
the details of this analysis.

Chapter 6 contains a detailed description of the psychophysical experiments performed on the
outputs of the two proprietary algorithms and the new algorithm, and an analysis of the results.
Both still images and image sequences were used in the experiments. All aspects of the design of
the visual experiments are discussed in this chapter, including display characterization,
experimental setup, test images and video clips, viewing conditions and experimental method.

Finally, Chapter 7 contains concluding remarks and summarizes the research findings by
outlining some key aspects relevant for the development of an effective color and contrast
enhancement method for images and video applications.
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“Knowledge is of two kinds: we know a subject ourselves, or we know where we can find information upon
it.” ~ Samuel Johnson (English Poet, Critic and Writer. 1709-1784)

Chapter 2
COLOR VIDEO PROCESSING

With the advent of novel digital display technologies, color processing is increasingly becoming
a key aspect in consumer video applications. Consumers demand more vivid, crisp and natural
pictures without any visual artifacts. Modern digital display systems require significantly more
advanced color imaging techniques than what was adequate ten or fifteen years ago. Larger
screen size, higher luminance and higher resolution of today’s displays require sophisticated
color and image reproduction techniques. While the display end of the video processing chain
has undergone revolutionary change over the past decade, image capture capability of video
cameras has also improved, along with the signal rate in the rest of the video processing pipeline,
making it feasible to achieve the high quality color and image reproduction as we see today
[Kim 2005]. Such development has not been possible in all aspects of video processing. The
requirement of backward compatibility of the receivers imposed serious restriction on adopting
new scanning formats that could lead to higher resolution, wider gamut and superior depth
perception. However, at the same time, this constraint has stimulated innovative solutions
without sacrificing compatibility. One compelling example is the introduction of color television
in the sixties [de Haan 2007]. This compatibility issue essentially underscores the significance
of various video standards in video processing.
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This chapter starts with a description of the color specifications in various video standards,
including color primaries and color coding standards. While the focus of this research is color
and contrast enhancement in video (and also still images), various other processing not directly
related to color or contrast significantly affect the overall picture quality. Thus, this chapter
includes a review of various processes typical of a video processing chain in consumer video
applications. These processes are independent of any specific display technology, and so have
been classified as display-independent video processing. Various modern display technologies
necessitate additional color and image processing, which are essentially display-dependent
processing. To appreciate the state of the art, the working principles for various modern display
devices, as well as special video processing techniques employed in some of these devices, have
been briefly reviewed along with appropriate references for a detailed discussion. The
concluding section takes a fresh look at the way color is handled in video processing, and how
color science can be used to improve color quality in consumer video applications.

2.1 Color Specifications in Video Standards
In one of the early publications on HDTV colorimetry, DeMarsh [DeMarsh 1990] pointed out
that the emerging display technologies presented an opportunity to improve the color quality of
television images. Three potential areas were identified for colorimetric improvement in
television systems, i) defining color characteristics, ii) extending color gamuts to take advantage
of the newer display technologies, and iii) inclusion of constant luminance operation, which
ensures conveying luminance information to the fullest extent in a television system.
Accordingly, color specifications in video standards can be classified into three parts, namely,
specification of color primaries and the white point, specification of the Opto-Electronic Transfer
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Functions (OETFs), and specification of color coding for the compression and transmission of
color information.

Before describing these color specifications, it is important to differentiate between standarddefinition television (SDTV) and high-definition television (HDTV). This classification is based
on resolution and scanning format.

There are two main scanning formats in SDTV, formats with 480 active pixel lines with
interlacing and a frame rate of 29.97 Hz (denoted as 480i or 480i29.97) and 576 active pixel
lines with interlacing and a frame rate of 25 Hz (denoted as 576i or 576i25). 480i systems with
4:3 aspect ratio (ratio of width to height of the displayed image) can have a resolution of
640x480, 704x480 or 720x480. 576i systems with 4:3 aspect ratio can have a resolution of
768x576 or 720x576 or 948x576. Widescreen 16:9 format supports resolutions 720x483 and
720x576.

On the other hand, HDTV has higher resolution, typically 0.75 million pixels or more [Poynton
2003]. Most common HDTV formats are 1280x720 with progressive scanning at a frame rate of
60 Hz (denoted as 720p or 720p60) and 1920x1080 with progressive or interlaced scanning at a
frame rate of 24 (only progressive) or 30 Hz (1080p30/1080i30, 1080p24/1080p30). 1080p60
and 1080p120 formats are also possible. The aspect ratio in HDTV is 16:9.
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2.1.1 Color Primaries
The set of colorants used for a particular coloration process is referred to as a primary set [Berns
2000]. Except for some state-of-the-art technologies, most displays use three primaries, namely
red, green and blue. All video standards describe color primaries in terms of the chromaticites of
RGB and the white point (an achromatic color with highest luminance achievable in a given
system), and thereby the color gamut of any device that complies with a given standard. Color
gamut describes the range of colors produced by a coloration system [Berns 2000], including
displays. Color primaries defined in various widely known standards are discussed below
[Poynton 2003]:

CIE: CIE color primaries were defined in CIE 1931 standard observer. CIE Illuminant B was
defined as the white point. CIE primaries are no longer used in video coding or reproduction.

NTSC: In 1958, National Television System Committee (NTSC) standardized color primaries,
primarily to be used for color Cathode-Ray Tube (CRT) displays. The white point has the
chromaticities of CIE Illuminant C. The NTSC primaries were chosen such that largest color
gamut could be achieved with the commercially available phosphors for CRT monitors. These
primaries and the white point are no longer used in displays, but NTSC specification is still used
as the industry benchmark. Compared to NTSC compliant displays of the past, modern CRTs
have brighter and more efficient phosphors, even though NTSC displays produced more
saturated red and yellow [Susstrunk 1999].
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EBU Tech 3213: In 1975, European Broadcasting Union (EBU) published a standard for
chromaticity tolerances for studio monitors conforming to 576i SDTV systems (standarddefinition televisions with 576 active picture lines and interlaced scanning), known as EBU
Tech. 3213. D65 was used as the white point.

SMPTE RP 145: Society of Motion Pictures and Television Engineer (SMPTE) set color
standards for 480i SDTV systems (standard-definition televisions with 480 active picture lines
and interlaced scanning) and early 1035i30 HDTV systems (high-definition televisions with
1035 active picture lines, 29.97 frame rate and interlaced scanning). This standard also uses D65
as white point.

ITU-R BT 709/sRGB: In 1990, International Telecommunication Union’s Radiocommunication
Sector (ITU-R) recommended standard primaries for high-definition television (HDTV),
formally known as ITU-R BT 709, or simply Rec. 709. The Rec. 709 primaries are incorporated
into the sRGB specifications widely used in the computing and computer graphics community,
but sRGB uses D50 white point, while Rec. 709 uses D65. These primaries are the most widely
used color primaries for studio video and modern display systems. Note that displays using Rec.
709 primaries have a color gamut that is 71% of the standard NTSC color gamut obtained from
conventional CRT displays [Ok 2005].

Adobe RGB: These primaries were designed to provide large color gamut with RGB as the
working space, and were based on SMPTE-240M standard and later renamed as Adobe RGB 98
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[Susstrunk 1999]. The primaries have been adopted in some of the modern wide gamut CRT
and LCD displays [Kwak 2005].

Table 2.1 lists the chromaticities of the color primaries defined by various standards. Note that
x+y+z = 1, thus z can be easily calculated from the given data. Figure 2.1 plots some of these
primaries on the chromaticity diagram.

Table 2.1 Color primaries used in video processing
Red

Green

Blue

White Point

x

y

x

y

x

y

Illuminant

x

y

CIE

0.7347

0.2653

0.2737

0.7174

0.1665

0.0089

B

0.3484

0.3516

NTSC

0.67

0.33

0.21

0.71

0.14

0.08

C

0.31

0.316

0.64

0.33

0.29

0.6

0.15

0.06

D65

0.3127

0.329

0.63

0.34

0.31

0.595

0.155

0.07

D65

0.3127

0.329

0.64

0.33

0.3

0.6

0.15

0.06

D65

0.3127

0.329

sRGB

0.64

0.33

0.3

0.6

0.15

0.06

D50

0.3457

0.3585

Adobe RGB

0.64

0.34

0.21

0.71

0.15

0.06

D65

0.3127

0.329

EBU Tech.
3213
SMPTE RP
145
ITU-R BT
709

- 10 -

Fig. 2.1 Color primaries defined in various video standards [Source: Susstrunk 1999, Fig. 7]

A 3x3 matrix transformation can be used to convert from one set of primaries to another. For
example, the following equation can be used to convert CIE XYZ to Rec. 709 primaries
[Poynton 2003]:
" R709 % " 3.2405 (1.5372 (0.4985%"X %
$
' $
'$ '
0.042 '$Y '
$G709 ' = $(0.9693 1.876
$# B709 '& $# 0.0556 (0.2040 1.0573 '&$#Z '&

(2.1)

!

Other primaries can similarly be obtained.

2.1.2. Opto-Electronic Transfer Functions (OETFs)
Opto-Electronic Transfer Function (OETF) refers to the intrinsic nonlinear function in a CRT
display that converts the input voltage to luminance. Gamma correction in video cameras
essentially pre-compensates for this nonlinearity and achieves perceptual coding at the same time
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[Poynton 2003]. Various video standards have defined the transfer function differently. As
mentioned earlier, Rec. 709 is the international standard for HDTV. The transfer function
specified by Rec. 709 is also used as SDTV studio standard. The transfer function specified for
encoding is linear with a slope of 4.5 below a linearized signal value of 0.018, and follows an
exponential curve above between 0.018 and 1, as shown below:
%
4.5L
0 # L # 0.018
V" = &
0.45
'1.099L $ 0.099 0.018 # L # 1

(2.2)

!

Here, V´ is nonlinear gamma corrected signal, R´, G´ or B´. Equation (2.3) can be inverted to
decode the signal and retrieve original RGB values as follows:
*
V"
,
4.5
,
1
L=+
,$ V " + 0.099 ' 0.45
,-&% 1.099 )(

0 # V " # 0.081

(2.3)
0.081# V " # 1

!

These definitions do not take into account any display specific tone scale alterations. L and V " in
above equations are normalized to unity. However, when represented in 8-bits, the values are
!

scaled between 16 and 235 to allow for headroom above reference white and footroom below
reference black, which are necessary to accommodate filter overshoot and undershoot
respectively [Poynton 2003].

This and other transfer functions defined by various standards are discussed in detail in [Poynton
2003].
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2.1.3. Color Coding Standards
This section outlines various color coding standards followed in the industry, details of which are
beyond the scope of this thesis, but are available in [Poynton 2003].

Signal coding in video systems involve three steps as described below:

Step 1 – Gamma correction: A nonlinear transfer function is applied to each of the linear R, G
and B signals. This function, often called gamma correction, is comparable to a square root and
takes care of the nonlinearity in the conventional CRT display. Gamma correction results in
nonlinear signals denoted as R´, G´ and B´. Since human visual system is sensitive to luminance
changes over a wide range of luminance values, nonlinear image coding needs to be used to
achieve perceptual uniformity. The nonlinear transfer function gamma is used to approximate
our lightness perception. Note that in encoding, gamma correction is used before converting
RGB to an opponent based color space. This is important from engineering standpoint, to reduce
computational complexity in the decoding stage.

Step 2 – Formation of luma and chroma signals: From the nonlinear signals R´, G´ and B´,
luma component Y´ and color difference components (B´- Y´) and (G´- Y´) are formed. Note
that the term luma is used to differentiate this component from luminance. Y´ computations for
SDTV (as per Rec. 601) and HDTV (as per Rec. 709) are as follows:
601

(2.4)

709

(2.5)

Y " = 0.299R " + 0.587G " + 0.114 B"
Y " = 0.2126R " + 0.7152G " + 0.114 B"

!
!
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In component digital video, MPEG and Motion-JPEG, the color difference components are
scaled to form CB and CR respectively.

Step 3 – Chroma subsampling: The color difference components are subsampled. Chroma
subsampling is the process of reducing data capacity needed to transmit color information, while
maintaining full luma information. This takes advantage of the relatively low sensitivity of our
visual system to detect color differences compared to luminance. Chroma subsampling does not
typically result in a perceptual loss of chromatic details in video, but is the key source of artifacts
resulting from color processing in video.

Different schemes are available for chroma subsampling. If we consider a 2x2 pixel array of
R´G´B´ components, converting the nonlinear RGB to Y´CBCR will result in 12 bytes of data in
8-bit systems. This is denoted as 4:4:4 Y´CBCR. In 4:2:2 sampling included in Rec. 601 for
studio digital video, the color difference components are subsampled horizontally by a factor of
2, with CB and CR being coincident with even numbered Y´ samples. This consumes 8 bytes,
instead of 12. In 4:1:1 scheme, CB and CR are subsampled horizontally by a factor of 4, and
coincide with every fourth Y´ sample. This scheme requires 6 bytes only. In 4:2:0 sampling
scheme used in JPEG, H-261, MPEG-1, MPEG-2 etc, CB and CR are subsampled both
horizontally and vertically each by a factor of 2. Thus, there is one set of CB and CR components
for the four Y´ samples. The number of bytes used in this case is also 6.

SDTV color coding: Studio applications require that full 8-bit range (between 0-255) not be
used for luma scaling so as to leave a headroom and footroom to accommodate higher output
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resulting from filter operation and misadjusted equipment. In an 8-bit system, offsets of 16 and
128 are added to the luma and chroma signals respectively. Luma reference levels are 16 and
235, and chroma reference levels are 16 and 240. Digital values 0 and 255 are used in the video
data only for synchronization purposes. Following equation is used for computing 8-bit Rec. 601
Y´CBCR from gamma corrected digital counts normalized between 0 and 1:

# Y " & # 16 & # 65.481 128.553 24.966 &#R "&
% ( % ( %
(% (
112 (%G "(
%CB ( = %128( + %)37.797 )74.203
%$C R (' %$128(' %$ 112
)93.786 )18.214('%$ B"('

(2.6)

!

HDTV color coding: As mentioned before, ITU-R Rec. BT.709 standard is the most commonly
used standard for HDTV. Rec. 709 Y´CBCR can be computed from R´G´B´ using the following
equation:
# Y " & # 16 & # 46.559 156.629 15.812 &#R "&
% ( % ( %
(% (
112 (%G "(
%CB ( = %128( + %)25.664 )86.336
%$C R (' %$128(' %$ 112
)101.730 )10.270('%$ B"('

(2.7)

!

NTSC and PAL color coding: NTSC (acronym for National Television System Committee) and
PAL (acronym for Phase Alternating Line) coding are also known as composite coding, where
quadrature modulation is applied to combine two color difference components into a modulated
chroma signal, which is then added to the luma signal through frequency interleaving to form a
composite signal. Composite decoding breaks the composite signal into constituent luma and
chroma signals. A composite signal enabled the use of new color receivers in early sixties to
receive black and white broadcast, and thus providing required backward compatibility to the
color television sets. However, these coding schemes are not generally used anymore due to the
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resulting artifacts, and also because of the availability of adequate bandwidth to carry component
signals as in Rec. 601 and Rec. 709.

2.2 Display-Independent Video Processing
The components of a typical video processing pipeline in consumer video applications are shown
in Figure 2.2 [Caviedes 2008, Klompenhouwer 2004]. Encoded signal is transmitted from a
broadcasting station and is received by the signal receiver, which then passes it to the decoding
module. The video stream then passes through various post processing routines for artifact
removal, format conversion and enhancement. Next, a color space transformation is applied in
case of different primaries for source and display formats. A gamma correction ensures correct
tone reproduction on the display, while quantization is required to obtain discreet digitized
values for each display channel signal. The processed video is then ready to be displayed on a
designated display device.

Decode

Display

Video source
format

Artifact
Removal

Spatio-Temporal
Format Coversion

Coding Artifact
Removal
Noise Reduction

Spatial scaling
De-interlacing
Frame-rate conversion

Display
format

Gamma Correction
(Linearization)

Quantization

Enhancement
Sharpness
Contrast
Color

Color Space
Conversion

Fig. 2.2 A typical video processing pipeline in consumer video systems
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What follows is a brief description of various processes mentioned above. A detailed treatise of
these processes is available elsewhere [de Haan 2003].

2.2.1 Artifact Removal
Noise and other degradations in video must be removed during the post-processing stage. These
degradations occur throughout the operating broadcasting chain, mainly during encoding and
transmission. Many of these degradations do not directly relate to colors in video, but it is
important to be aware of these issues, as the artifact removal is an important step in the video
processing chain. This has a significant impact on the subsequent enhancement process as well
as ultimate picture quality. The process of artifact removal can be broadly classified into two
categories, namely, coding artifact removal and noise reduction.

2.2.1.1 Coding Artifact Removal: Most of the artifacts commonly encountered in video result
from video compression, or encoding. Several encoding standards are available for video
compression. The artifacts resulting from compression depends on three factors, data source,
coding bit rates and compression algorithms. The coding artifacts can be dealt with at the
encoding end (preprocessing) or after decoding in the post processing stage, as shown in Figure
2.2. Various types of video compression artifacts are briefly described below. Detailed reviews
are available in [Shen 1997], [Yuen 1998] and [Wu 2006].

i) Blocking: Blocking effects are the discontinuities found at the boundaries of adjacent blocks
in a reconstructed frame, resulting from each block being encoded without consideration of the
correlation between adjacent blocks. This is the most common artifact that results from both
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JPEG and MPEG compression standards and is more visible in smooth areas with low lightness,
as shown in Figure 2.3. Note that these artifacts will be further enhanced during color and
contrast enhancement.

Fig. 2.3 Blocking artifact [Source: Yuen 1998, Fig. 1]

ii) Blurring/ Color Bleeding: Blurring is the effect of a loss or smoothing of spatial details in
areas with moderate to high spatial frequencies. The perception of lack of contrast weakens as
the viewing distance increases. Blurring is associated with luminance channel, while the
corresponding effect on chrominance channels cause a smearing in the areas with a drastic
variation in the chrominance values. This is called color bleeding and is visible in Figure 2.4
around the arm.

iii) Ringing: The ringing effect is caused by a coarse quantization of high frequency components
in the frequency domain. The effect is most apparent along the high contrast edges in otherwise
smooth areas, and appears as shimmering or rippling outwards from the edge extending up to the
adjacent block boundary. Ringing effect occurs not only in the luminance channel, but also in the
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chrominance components. In this case, the ringing appears as wave-like transitions of color
because of which colors in the affected areas do not correspond to the colors of the surrounding
areas. Chrominance ringing is coarser than luminance ringing due to the chroma subsampling
(discussed later under color coding). Figure 2.4 shows an example of color ringing, in the form
of high frequency changes around the edge of the table. The ringing effect is the most noticeable
artifact in the subband/wavelet coding schemes at low bit rates.

Fig. 2.4 Ringing and color bleeding effect [Source: Yuen 1998, Fig. 8]

iv) Staircase Effect: In block based transform coding (e.g. Discreet Cosine Transform), when a
diagonal edge extends over several consecutive blocks, coarse quantization results in a series of
horizontal or vertical steps. This is known as staircase effect. An example is shown in Figure 2.5.
It is mainly noticeable in case of small block sizes (e.g. 6x6), but for larger blocks, it appears as
occasional misalignment in an otherwise smooth edge [Yuen 1998].

v) Mosaic Patterns: This artifact also results from block based transform coding, due to the
apparent mismatch between the contents of adjacent blocks. It manifests as a block having a
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contour or texture dissimilar with those of the adjacent blocks. Mosaic pattern generally appears
along with the blocking effect. An example is shown in Figure 2.6.

Fig. 2.5 Staircase effect [Source: Yuen 1998, Fig. 9]

Fig. 2.6 Mosaic patterns visible on the character’s face [Source: Yuen 1998, Fig. 11]
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vi) False contouring: This artifact results from direct quantization of pixel values. It typically
occurs where the image has a uniform background with a color gradient, and shows up like a
series of step-like gradations in a smoothly textured area (Figure 2.7).

Fig. 2.7 False contouring [Source: Yuen 1998, Fig. 17]

vii) Motion Compensation Mismatch: Motion-compensated coding is a predictive coding
technique applied to video sequences involving motion. In other words, motion compensation
(MC) is a technique for describing a video frame in terms of transformation from a reference
frame to the current frame. Block processing assumes identical motion of all the pixels within a
given block. However, this leads to problems around the boundaries of the moving objects in a
video, as the blocks in these areas encompass both the moving objects and the stationary
background. Figure 2.8 shows an example of this artifact in the form of high frequency spatial
noise around the boundary between the arm and the background.
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Fig. 2.8 Motion-compensated mismatch effect around the boundaries of moving objects [Source:
Yuen 1998, Fig. 20]

viii) Mosquito Effect: It is a temporal artifact typically visible in areas with uniform background
as variation in luminance or chrominance levels around sharp edges or moving objects in a
sequence. This is caused by different coding used for the same area in consecutive frames in a
sequence.

ix) Static Area Fluctuation: In an image sequence, areas with no motion but high spatial
frequency can have fluctuations similar to mosquito effect. However, these fluctuations are not
perceivable when there is motion. As in case of mosquito effect, varied coding of the same area
leads to static area fluctuation artifacts.

- 22 -

x) Flickering: Intensity flicker is defined as unnatural temporal fluctuations of frame intensities
that do not originate from the original scene. The flicker is a spatially localized effect that occurs
in regions of substantial size [Bovik 2005]. This is a video compression artifact and can be
caused by various factors, for example, a random noise due to digitization of the original content,
a quantization noise caused by compression, unequal quantization levels between adjacent
frames, variation in the bit rates assigned to different frames or to different areas within the same
frame etc [Shen 1997].

xi) Chrominance Mismatch: In block based coding, only luminance information is used, but
luminance correlation between blocks of pixel may not apply to chrominance information. This
may result in chrominance mismatch, manifested as a misplacement of a block in comparison
with its own color and the color of the surrounding areas in the video frame.

2.2.1.2 Noise Reduction: Noise is a form of point degradation in video. Point degradation
affects the gray level of pixels without impacting spatial details or motion. While noise generally
refers to a random process, for example, thermal noise, lightning etc, noise can also be coherent,
for example, noise due to channel cross-talk [de Haan 2003]. De Haan classifies noise into four
major categories:

Amplitude distribution: The amplitude distribution can be uniform (e.g. quantization noise),
Gaussian (e.g. thermal noise), or Poisson (quantum noise).
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Signal dependency: Noise can be independent of the video signal (additive noise), or can be a
function of it (multiplicative noise).

Domain: Noise properties may vary along horizontal, vertical or temporal dimensions

Frequency characteristics: In any given dimension, noise may have different frequency
characteristics, for example, white noise, 1/f noise and triangular noise.

Noise reduction involves determining the correlation among pixels in an image or image
sequence, either in the spatial or in the temporal domain. It is essentially realized through noise
filtering [de Haan 2003].

2.2.2 Spatio-Temporal Format Conversion
Format conversion is essential in consumer video applications to distribute the same video
content using various video broadcasting formats, and present them simultaneously on various
modern display devices with different characteristics. Format conversion can be either spatial or
temporal, or both. The video signal represents a sequence of images, each described by the
spatial addressing format depicting the number of pixels in horizontal and vertical directions.
The number of images per second determines the temporal addressing format [Klompenhouwer
2004].

2.2.2.1 Spatial Scaling: If the number of pixels on a video line or the number of lines in an input
image does not match those of the display, spatial scaling is used to resolve this issue. An
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example is the aspect ratio conversion employed in wide screen displays. Earlier method of
spatial scaling involved simple pixel repetition and pixel dropping, for up scaling and
downscaling respectively. While these methods are still used for format conversion in the
vertical and temporal domains, they are not preferred solutions because of the loss in the details
in the image and resulting artifacts like jagged edges. A common artifact resulting from wrong
up sampling is called “chroma bug”, appearing in the form of tiny horizontal streaks of incorrect
coloration. Contemporary methods employ poly-phase filtering for sample rate conversion,
which can be either integer scaling or fractional scaling. Integer scaling is achieved through
decimating and interpolating low-pass filters for downscaling and up scaling respectively.
Fractional or non-integer scaling applies a combined method of up sampling (by adding zero
valued samples and interpolating) and down sampling (by dropping samples from the input
signal) [de Haan 1999]. Polyphase filtering yields higher quality scaling than simple pixel
dropping, as shown in Figure 2.9. The underlying assumption in employing poly-phase filter
based sample rate conversion stems from the sampling theorem, i.e. the sampling frequency must
be more than twice the bandwidth of the input signal.

Fig. 2.9 An example of spatial sampling: down sampling by pixel dropping (left) and polyphase
filtering (right) [Source: Klompenhouwer 2004 Fig. 4]
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2.2.2.2 De-Interlacing: Video scanning represents a sequential array of pixels used to capture,
transmit and display the content at a given frame rate. Interlacing, a scanning scheme fairly
common in conventional broadcast television and HDTV, helps reduce transmission bandwidth
without compromising resolution. In this scheme, the complete frame is broken down into two
fields, each with half of the total number of scanning lines (odd and even lines). The second field
is delayed by half the frame time from the first [Poynton 2003]. This helps achieve improved
picture quality in CRT based displays with sufficient refresh rate (to avoid perceivable flicker),
without consuming extra bandwidth. However, many modern displays like Liquid Crystal
Displays (LCD), micromirror or Digital Light Projector (DLP) and Plasma Display Panels (PDP)
use progressive scanning instead of interlacing (video processing in these devices are described
later). In this scheme, the entire frame is scanned, transmitted and displayed line by line, from
top to bottom into a single field. Thus, depending on the application, de-interlacing might be
needed for high quality video scanning format conversion.

De-interlacing can be of two types, field repetition and line repetition. Field repetition is a
temporal process where one or more fields are buffered in memory and consecutive fields are
added (weaving) or averaged (blending) to form a single frame. Line repetition is spatial and
achieved by extending each field to form the entire frame. However, de-interlacing is typically a
lossy process and leads to various artifacts. Field repetition typically leads to motion artifacts
while line repetition causes jagged edges [de Haan 2003]. Figure 2.10 shows an example of
artifacts resulting from de-interlacing on moving objects.
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Original

Staircase artifacts resulting from de-

Feathering artifacts resulting from de-

interlacing using line repetition

interlacing using field repetition

Fig. 2.10 An example of artifacts resulting from de-interlacing [Source: Klompenhouwer 2004
Fig. 5]

Advanced de-interlacing technique employs motion estimation and compensation to avoid
motion related artifacts.

2.2.2.3 Frame-Rate Conversion: Various video sources use various frame rates (also referred to
as picture rates). Video cameras generally use 50-60 Hz, motion picture films are recorded at 24,
25 or 30 Hz, and the TV or PC displays have a frame rate between 50 and 120 Hz [de Haan
2003]. Thus, frame rate conversion may be needed before some video content can be displayed
on a given device.

One of the common methods for frame rate conversion is 2-3 pulldown, which transfers film at
24 Hz to video at 60 Hz. The first film frame is transferred to two video fields, while the second
is transferred to three, resulting in five video fields. Following frames follow the same order,
with the role of first and second fields reversed [Poynton 2003]. However, this process, or any
frame rate conversion where the difference between input and output rates is less than 30 Hz,
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typically results in jerky motion, or motion judder as they are called, shown in Figure 2.11 [de
Haan 2003].

Fig. 2.11 Original and perceived motion in 2-3 pulldown [Source: de Haan 1999, Fig. 5]

In other cases where the difference between input and output frame rate is more than 30 Hz,
picture repetition results in motion blur. In this case, we perceive an object simultaneously at two
locations in the output video, at intermediate locations along the motion trajectory where we
expect the object to appear, and at locations where the object is repeatedly shown by the display.
This is illustrated in Figure 2.12.

As in case of de-interlacing, above problems can be remedied through motion estimation and
compensation techniques. These techniques can be implemented in a single integrated circuit [de
Haan 1999].
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Fig. 2.12 Original and perceived motion when difference between the input and output frequency
is more than 30 Hz [Source: de Haan 1999, Fig. 6]

2.2.3 Enhancement
The quality of color reproduction in displays is usually based on the preferences of individual
viewers. Thus, the purpose of image enhancement in video is to improve the subjective picture
quality, and not a reliable reproduction of the original video content. While a systematic
improvement of the picture quality requires the knowledge of the process or processes that
degraded it in the first place, in practice, information on the prior processes the original data was
subjected to is seldom known [Poynton 2003]. Even though image enhancement processing can
be a “matter of taste”, there are certain commonly agreed upon image features that generally
enhance the image quality [de Haan 2003]. For example, a bright and colorful image with high
contrast is preferred by most observers [Kim 2005]. Image enhancement in consumer video
applications primarily aims at improving three perceptual image attributes, namely, sharpness,
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contrast and color. The following subsections discuss common enhancement strategies for these
attributes.

2.2.3.1 Sharpness: Sharpness is the image attribute that indicates the extent to which edges and
other fine details in an image are visible. Sharpness can be enhanced by boosting the high and/or
middle frequency components in an image using linear filtering methods, also known as linear
peaking, or by edge enhancement or transient improvement. Peaking filters can be horizontal or
vertical, or both (two-dimensional). However, enhancing the diagonal frequencies in an image is
not preferable as it amplifies the noise, but does not improve perceived sharpness. Linear
peaking in general enhances the noise, which is most visible against uniform background. The
method commonly applied to prevent this noise enhancement is called coring, which introduces
an amplitude threshold below which linear peaking does not take place. The other alternative is
an adaptive peaking signal that depends on the amplitude of the high frequency content. This is
termed as dynamic peaking. In more advanced solutions, peaking is adaptive to local chroma, in
particular the skin tone. In case of skin tone, the amount of peaking is controlled to avoid
enhancing skin imperfections or introduce wrinkles.

The other method for sharpness improvement, i.e. edge enhancement, is a nonlinear process,
which involves detecting the edges and compressing their extent. When applied to the luminance
signal, this is called Luminance Transient Improvement (LTI), and when applied to chrominance
signal, this is termed as Color Transient Improvement (CTI) [de Haan 2003]. When sharpness
enhancement is conducted on chroma-subsampled content, or content with poor chroma
upscaling, it may lead to artifacts.
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2.2.3.2 Contrast: Contrast is defined as the difference between the maximum and minimum
luminance in a stimulus divided by the sum of those two luminances [Fairchild 2005]. This is
true for images and video as well. Contrast enhancement can be global, or local. Global contrast
enhancement typically involves a nonlinear transfer function applied to the luminance channel.
Local contrast enhancement mostly involves filtering, either in the spatial domain, or in the
frequency domain.

Applying the nonlinear transfer function is generally referred to as gamma correction, the main
purpose of which is to correct for the display nonlinearity at the capture end. However, changing
the nonlinear shape also helps achieve different perceptual effects, and is typically provided as a
user control. There are various forms of black level correction applied to the transfer function,
for example, by setting the darkest part of an image to zero luminance (auto pedestal), or by
applying an additional linear transfer function with an offset and a modified gain (black restore),
or by using an offset coupled with different gains in the darker and lighter luminance ranges
(black stretch) [de Haan 2003].

The other common method for contrast improvement is histogram modification, where the
luminance values in an image are remapped to achieve a desirable distribution (the histogram).
Sometimes the histogram modification incorporates amplitude stretch, where the desirable
luminance levels in the scene are expanded to optimally use the available signal range.

Above methods mainly rely on signal processing and are not perceptual based. Various published
image processing based methods for contrast enhancements are discussed in Chapter 4.
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2.2.3.3 Color: Ideally, the goal of color reproduction improvement in the video processing chain
is to match the primaries of the modern display system with those of the video camera used in
the capture process. Different color primaries used in video processing are discussed later in this
chapter. The problem with such color space conversion is in the application of gamma correction
during the capture process. Because of the high gamma values in modern displays (ranging
between 2.6 and 3, while cameras typically use a gamma of 2.2), red and magenta become more
saturated, while green and cyan are de-saturated, and white and the skin tone remain unaltered.
This makes it virtually impossible to go back to the original color space by a simple 3x3 matrix
transformation. What is done instead is to apply a linear conversion to correct three key colors,
for example, skin-tone, white and a natural green [de Haan 2003].

Skin tone correction involves correcting for the hue shift that sometimes occurs during the
transmission process (mainly in NTSC coding). Skin tone detection essentially looks for colors
with the hue angles falling within a predefined range, which may lead to correction of object
colors resembling skin tone (false positives), correction of various skin tones to an ideal value,
which may not be appropriate, and may even give rise to artifacts.

White correction is nothing but a modification of the white point of the color space, in color
science terminology, chromatic adaptation transform. Many modern display devices have a white
point correlated color temperature of 10000 K or higher, and thus the white point of the source
video color space needs to be appropriately converted.
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Human visual system is quite sensitive to a saturation change of green colors. We tend to prefer
vivid, saturated green, as in grass and leaves (one of the memory colors). During the color space
conversion from the camera to the display, the green ends up being significantly de-saturated,
and sometimes undergoes a hue shift. The green enhancement involves increasing the saturation
of natural green, coupled with a hue correction.

2.3 Display-Dependent Video Processing
Since the late nineties, display processors have seen a tremendous amount of developmental
efforts. State-of-the-art processors include specialized algorithms for removing visual artifacts,
increasing the resolution by up-conversion, for color correction, enhancement etc. CRTs of
yesteryears are being replaced by flat panel displays based on various modern technologies, with
a common goal of achieving higher luminance and larger color gamut. While one of the means to
accomplish larger color gamut has been to add more primaries (Multi-Primary Display or MPD),
the other strategy involves development of new light sources, including Light Emitting Diode
(LED) and laser, with highly saturated colors. [Kim 2005].

2.3.1 Working Principles of Modern Digital Display Devices
A brief description of the working principles of various modern displays is provided below.

2.3.1.1 Liquid Crystal Display (LCD)
LCD devices take advantage of the fact that the structure of the liquid crystals can be changed by
the application of an electric field so that they transmit different amounts of light. Many LCD
devices are based on twisted nematic type of liquid crystals. Such a display consists of a layer of
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liquid crystal molecules sandwiched between two transparent electrodes and two polarizing
filters oriented perpendicular to each other. At the end, there is a reflecting surface to send light
back to the viewer, and is replaced by a light source in case of a backlit LCD. Under normal
condition, the liquid crystals form a helical structure between the two electrodes. When a voltage
is applied across these electrodes, liquid crystal molecules are aligned along the field, with the
amount of twisting reducing proportionally with applied voltage. With sufficient voltage, the
crystals are completely untwisted and light passing through the first polarizer is blocked by the
second polarizer with crossed orientation. A zero voltage allows most amount of light to be
transmitted through the helical structure and results in white. Thus, different amounts of voltage
lead to different gray levels. Figure 2.13 shows this mechanism graphically.

Fig. 2.13 Mechanism of operation in a Liquid Crystal Display [Source:
http://www.samsungsdi.com/contents/en/tech/disClass_02_01.html]

- 34 -

A color LCD has each pixel divided into three subpixels with RGB color filters and arranged in
various geometries. Each subpixel is individually addressable through appropriate electronics.
When each row/column of the display has its own electrical circuit and the pixels are addressed
one at a time, the display is called a passive-matrix display. Displays equipped with Thin Film
Transistors (TFT) allow row addressing with faster response and brighter pixels, and are called
active-matrix displays.

2.3.1.2 Plasma Display Panel (PDP)
PDP displays consist of small cells filled with neon or xenon gas and contained within a chamber
with a front and a rear glass plate (Figure 2.14). Strong voltage is applied across the electrodes
positioned between the glass plates, causing the gas to ionize and discharge ultraviolet rays. The
ionized state during gas discharge is called plasma. In the color panels, the back of each cell is
coated with red, green or blue phosphors. When ultraviolet rays hit the phosphors, photons with
corresponding wavelengths are emitted, which we see as colored light.

PDP displays can have large size and thin width, higher brightness (1000 lux or more) with
contrast ratio as high as 30,000:1, and greater viewing angle than many other competing
technologies. The displays have wide color gamuts.
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Fig. 2.14 Structure of a Plasma Display Device [Source:
http://en.wikipedia.org/wiki/Image:Plasma-display-composition.svg]

However, the three phosphors used in PDPs have different response time, leading to what is
known as the phosphor lag effect, where a colored trail and edge accompany a bright moving
object against a dark background. Further, when a video sequence with a moving object is
displayed on a PDP, the viewer’s eye tracks the motion and in the process integrates subfields
along the trajectory that might belong to different pixel positions. This introduces motion blur.

Display processing has to compensate for the phosphor lag through motion vector estimation.
However, this further enhances the motion blur typical of PDPs resulting from their subfield
driving method. Thus, subfield motion compensation has to follow phosphor lag compensation
[Kim 2005]. One of the proposed methods for phosphor lag compensation discolors the trails
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and edges of moving objects and converts their colors into gray. This helps reduce the color
artifact since human eye is less sensitive to variations in gray than variations in chromatic colors
[Oh 2006].

2.3.1.3 Digital Light Projector (DLP™)
The core of the DLP™ projection system is an optical semiconductor called Digital Micromirror
Device, or DMD, invented by Larry Hornbeck of Texas Instruments in 1987 [DLP 2008]. The
DMD is a highly sophisticated light switch capable of modulating light with high precision. Over
two million hinge-mounted microscopic mirrors arranged in a rectangular array are housed in the
DMD chip. A digital signal activates a tiny electrode beneath each mirror, causing that mirror to
tilt toward (ON) or away (OFF) from the light source. When the DMD is coordinated with digital
video, a light source and a projection lens, a grayscale digital image can be reflected onto a
screen or other surfaces, as shown in Figure 2.15, by creating a light or dark pixel through light
modulation using pulse width modulation technique (PWM). The mirrors can be switched on and
off several thousand times per second, allowing the display of bit-streamed video. The use of
PWM techniques results in a linear device transfer function from input signal to light output
[Pettitt 2001].

To display color, the light from the projection system is passed through a color wheel fitted with
red, green and blue filters, shown in Figure 2.16. Colors are shown in sequence on to the surface
of the DLP™ chip. The switching of a given mirror and the duration of its on or off time are
determined based on what color the mirror is supposed to project. As an example, to generate a
yellow pixel, a mirror alternately flashes red and green colors with high frequency such that a
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temporal integration takes place in observer’s eye, creating a sensation of yellow hue. A singlechip DLP™ projection system, used in televisions, home theater systems and business
projectors, can produce 16.7 million colors.

Fig. 2.15 Optical switching through DMD [Source: Pettitt 2001, Fig. 2]

Fig. 2.16 Schematic of a DLP system [Source: DLP 2008]
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2.3.1.4 Organic Light Emitting Diode (OLED) Displays
OLED is a form of light-emitting diode composed of phosphoric or fluorescent organic thin film
(Figure 2.17). OLED structure consists of an emissive layer, a conductive layer, a substrate and
the electrodes. The layers are made of organic materials with variable conduction. The
electroluminescent emission is caused by electric voltage applied across the electrodes, which
results in light of different colors.

Fig. 2.17 Structure of an OLED device [Source:
http://www.samsungsdi.com/contents/en/tech/disClass_03_01.html]

OLED displays consume significantly low power and can be brighter and considerably thinner
than LCDs. They do not require backlighting either. However, the organic materials deteriorate
over time, which reduces the lifetime for these displays.
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2.3.1.5 Laser Displays
Laser TV is an HDTV with solid state lasers providing three primary colors, red, green and blue.
In a recent development, a display based on laser light sources was reported to achieve a very
high luminance (500 cd/m2) and significantly wider color gamut, namely 190% of the gamut
defined by Rec. 709 [Sugiura 2007]. Figure 2.18 compares the color gamut of this display with
that of Rec. 709 and an LED backlit LCD (discussed later in this chapter). Note that the
primaries in the laser TV are almost monochromatic. The display developed by Sugiura et al
eliminated color wheel typically used in the projection display to achieve field sequential color,
and instead directly controlled the illumination timing of the three-primary color laser beams.

Fig. 2.18 Color gamut of laser projection TV in comparison with that of Rec. 709 and LED
backlit LCD [Source: Sugiura 2007, Fig.3]

An additional feature of this display, and possibly of other laser displays, is its compliance with
xvYCC, an extended color space for moving pictures proposed by International Electrotechnical
Commission (IEC 61966-2-4) [Sugiura 2007]. Figure 2.19 shows the extended region available
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in xvYCC color space. This color space allows red, green and blue pixel values to go below 0
(darker colors) and above 1 (very bright colors).

Fig. 2.19 Extended region in xvYCC color space [Source: Sugiura 2007, Fig.2]

2.3.1.6 Field Emission Displays (FED)
A field emission display or FED is one of the most recent developments among the display
technologies. An FED is a type of flat panel display that employs field-emitting cathodes
coupled with phosphor coatings to generate light. An FED is similar to a CRT in operation, but is
much thinner as it does not require an electron gun. Instead, it contains a large emitter array,
which, loosely speaking, is placed closely behind a phosphor layer that emits light when
subjected to field emission. Figure 2.20 shows the structure of a Spindt-type color FED, recently
developed by Itoh et al [Itoh 2007]. The focus electrode layer is designed to reduce color
crosstalk. The total thickness of the panel is only 2.8 mm. FEDs are low power consuming
devices particularly suited for high-quality motion pictures because of their quick response.
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Fig. 2.20 Structure of a Spindt-type color FED [Source: Itoh 2007, Fig.3]

2.3.2 Color Processing in Wide Gamut and Multi-Primary Displays
Displays having larger gamuts than the gamut of a conventional display with standard primaries
are termed as wide gamut (WG) displays. In one of the earliest publication on HDTV
colorimetry, DeMarsh [DeMarsh 1991] referred to wide gamut primaries as those primaries that
are capable of displaying a larger gamut than the SMPTE “C” primaries (defined in SMPTE RP145 standard). However, there is no specific set of primaries termed as wide gamut primaries
[Kwak 2005]. It is reasonable to make such determination based on contemporary ITU-R BT
Rec. 709 primaries defined for HDTV. However, it is a common practice to represent gamuts of
modern displays in terms of percent of NTSC color gamut, which is still an industry benchmark.

Multi-primary displays (MPD) are those that have more than three primary colors. These are
essentially wide gamut displays as they can produce more natural colors than the conventional
displays can, particularly in the cyan and yellow regions in the color space. These displays
generate multi-primary signals from the incoming three standard primary signals. Note that a
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wide gamut display does not necessarily have to be multi-primary, examples being 3-primary
LCD with LED backlight and RGB laser displays.

Among the problems associated with color processing in an MPD are those of an overdetermined system with multiple gamut mapping solutions to convert 3-primary inputs to multiprimary outputs, and of metamerism, a many-to-one mapping of colors that may result in
discontinuities. Solutions to these problems have been suggested with 5-primary DLP™
projection television developed by Samsung [Ok 2005]. The display has yellow and cyan
primaries, in addition to red, green and blue. Figure 2.21 compares the color gamut of this
display to that defined by Rec. 709 primaries. Decomposition of five primaries into two color
components was proposed, one consisting of three primaries and one consisting of two primaries.
Two arbitrary color components from the five primaries were selected and their values at the
gamut boundary were used to construct an LUT. The remaining three components were
calculated using inverse matrix. The paper also suggested a method for gamut mapping so that
natural images conforming to Rec. 709 can be displayed on 5-primary display without causing
over-saturation or under-saturation of chroma in high lightness or low lightness regions. This
involved lightness mapping of the gamut vertices (or cusps), followed by a chroma mapping.
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Fig. 2.21 Color gamuts of 5-primary DLP™ projection TV and that defined by Rec. 709
primaries [Source: Ok 2005, Fig.1]

Apart from the problems mentioned above, the other difficulty with MPDs is associated with the
area-based pixel structure. As the pixel resolution in a flat panel display increases, the display
luminance decreases. So, MPDs for area-based displays, e.g. LCD or PDP, have lower
luminance than sequential time-based displays, e.g. projection type display, at the same
resolution. The solution may require redesigning of the color filters in such a way that luminance
as well as chrominance ratios of sub-pixels do not affect the color balance. Choe et al [Choe
2005] proposed a new pixel structure for six-primary flat-panel wide gamut displays, shown in
Figure 2.22, and also developed a gamut mapping and color decomposition algorithm to convert
input RGB signals to 6-channel signals (RGBCMY), with the goal to preserve color image
quality of RGB displays and maximize color gamut usage. The color decomposition is
essentially a gamut-mapping algorithm, functioning in the RGB space. The algorithm involved
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linearly combining the input RGB to form first approximation of RGBCMY data, and then
compensate for insufficient chrominance and luminance as compared to the input color.

Fig. 2.22 Pixel structure for 6-primary LCD [Source: Choe 2005, Fig.3]

In a practical implementation of MPD technology, a prototype five-primary MPD was developed
by Samsung using a color wheel with RGB DLP projection TV with 50/60" screen size [Kim
2004]. A rotating color wheel with five interference filter segments was placed in front of the
projection lamp to generate five primary colors, namely red, green, blue, cyan and orange. Figure
2.23 compares the color gamut of this MPD to that defined by Rec. 709 primaries as well as
shows the three-dimensional gamuts in CIELAB space. Although the MPD has a larger gamut
volume, in some parts Rec. 709 has more saturated colors. A display model and a gamut
mapping algorithm were proposed and implemented on hardware. The research found an
increase in the perceived saturation compared to conventional systems because of an increase in
chroma and lightness.
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Fig. 2.23 Comparison of color gamuts of the five-primary MPD and Rec. 709 in u’-v’ diagram
and in CIELAB space [Source: Kim 2004, Fig. 2]

Multi-primary technology has also been applied to develop wide gamut high efficiency LCD
panels with four (RGBY) and five (RGBCY) primaries coupled with Cold Cathode Fluorescent
Lamp (CCFL) backlight [Roth 2007]. The backlight and color filter properties play an important
role in determining the color and intensities of the individual primaries of such displays. The
four-primary display was equipped with normal color gamut CCFL backlight, while the fiveprimary had wide gamut CCFL backlight. Identical sub-pixel sizes were used for manufacturing
convenience. An optimization of the color filters and fine-tuning of the phosphor mixture in the
backlight helped achieve an appropriate white point. Like many other MPDs, these displays have
yellow and cyan filters aimed at increasing the color gamut area coverage in terms of % NTSC,
increasing the white point luminance and getting a good color coverage and color intensity
distribution. A multi-primary scaling algorithm was proposed that allowed the use of same TFT
backpanel and driver electronics as in regular RGB panels. The color filters were applied to the
original sub-pixels, increasing the effective pixel size. However, the perceived resolution was not
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greatly affected since the bright sub-pixels increased perceived spatial resolution. A spatial
scaling algorithm took into account the location, color and intensity of each sub-pixel to generate
a smooth image. Figure 2.24 shows color gamuts of different displays, including regular RGB
display used as a reference.

Fig. 2.24 Color gamuts of various displays: a) four-primary wide gamut CCFL, b) five-primary
normal gamut CCFL, c) five- primaries display with wide gamut CCFL, d) reference RGB
display [Source: Roth 2007, Fig. 6]

Besides increasing display gamuts, it is often desirable to increase the light intensity of the
display devices. One of the methods to achieve that is to add a white channel, preserving a high
rate of light transmission to red, green and blue filters. This, although increases the light output,
results in reduced saturation, and thus inferior image quality. Lee et al [Lee 2002] proposed a
method to increase the light intensity in a color sequential projection while preserving hue and
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saturation of the original RGB input color. Figure 2.25 shows the concept. If Tr, Tg, Tb and Tw
are filter transmittances and Er, Eg, Eb and Ew are exposure times per frame for the four filters,
the output light intensity Yout corresponding to an input light intensity Yin is given by:
Yout = Yin *(Tr Er + Tg Eg + Tb Eb + Tw Ew )

(2.1)

!

Fig. 2.25 Single panel display with four color filters a) schema, b) timing diagram [Source: Lee
2002, Fig. 1]

Figure 2.26 demonstrates the problem associated with adding a fourth channel in 3-color vector
space. Adding a color C2 to the input color C1 leads to color C3 that has a different hue (given by
angle) and saturation. Note that C2 has the same amount of red, green and blue, resulting in a
white of given lightness. A compensation vector C4 is needed to change the direction of output
color vector to the direction of original input color vector. However, since RGB is not a
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perceptually linear space, the compensation vector is not sufficient to preserve hue and saturation
of the input color. In the proposed method for RGB to RGBW conversion, RGBW color space
was divided into constant scaling space and gamut scaling space, so that different scaling could
be applied as appropriate. The transformation involved three steps, namely, determination of
scale space, scaling the input signal and finally, separation of RGB and white signal.

Fig. 2.26 Vector representation of RGBW processing [Source: Lee 2002, Fig. 3]

It seems more appropriate to use an opponent color space like CIELAB for this computation, but
a solution in the RGB space was probably preferred due to the implementation issues.

Displays using RGBW primaries can achieve higher luminance, and often an improved
efficiency through lower power consumption. Displays such as LCD and DMD typically employ
a spatial light modulator to add an amount of luminance from the white primary that is correlated
with the amount of input RGB. They typically resort to a tradeoff of color reproduction for
higher efficiency, resulting in less saturated and/or less bright colors in certain cases. Emissive
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displays like OLED uses an array of light-emitting subpixels as described before, thus the
efficiency of the display is determined by the efficiency of the subpixels. A filtered white RGBW
(W-RGBW) OLED is a multi-primary display that uses an independently controlled white
emitter for each subpixel. RGB subpixels are provided with color filters while white subpixels
have none and thus, are more efficient than the color subpixels. Murdoch et al [Murdoch 2006]
presented a color-processing algorithm that exploited this feature in W-RGBW OLED displays
to accomplish color accuracy and power savings at the same time. The method involved
transferring the neutral luminance, given by the minimum of RGB digital counts or a fraction of
it, from less efficient RGB subpixels to more efficient white subpixel to generate a metameric
color with high colorimetric accuracy. If the white primary has the same chromaticities as the
display primaries, RGB subpixel values can be used directly to form RGBW signal. However,
the white replacement algorithm may introduce color reproduction error if broadband source
used in the display does not correspond to the intended display white point. In such cases, RGB
chromaticities must first be transformed to white normalized RGB, or RnGnBn, such that the
equal RnGnBn triad produces the same chromaticity coordinates as the white primary. Then in
RnGnBn space, a certain fraction (white mixing ratio) of the minimum of RGB is subtracted from
RnGnBn, and the subtracted result is then normalized to return to the white-point normalized
RGB space. Note that filtered white RGBW OLED displays use white to efficiently replace
neutral luminance, while RGBW displays with additional white channel use white to augment
luminance. The efficiency of W-RGBW OLED displays depends largely on how often the white
subpixel is used to replace RGB subpixels, and thus on the picture content.
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As mentioned before, using multi-primaries is not the only way to achieve wider gamuts.
Recently, a prototype of a high resolution (WUXGA: 1920x1200) LCD with LED backlights has
been developed, offering a wide color gamut and high luminance [Sugiura 2006]. In LED
backlit displays, RGB color LEDs are used as point sources for backlighting, with white color
being produced by mixing the three colors using an optical waveguide. However, several
problems are encountered in this technology. The white point chromaticities shift over time due
to the changes in the wavelength of the emitted beam as well as the light output of the LEDs.
Color variation across the display can be observed as the uniformity in the luminance output of
the LEDs deteriorates over time. Sugiura et al’s prototype incorporated a feedback control circuit
with optical sensor for the stabilization of luminance and chromaticity of the backlight, a color
non-uniformity correction circuit as well as a gamma correction function.

The authors also reported the development of a six-primary LCD with LED backlights having
two sets of RGB power LEDs that achieved a color gamut 175% wider than that of sRGB gamut
used in conventional displays (Figure 2.27). However, high cost and low efficiency are
considered technological barriers in bringing LED backlight technology to mainstream consumer
display market [Roth 2007].
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Fig. 2.27 Color gamut of six-primary LCD with LED backlight [Source: Sugiura 2006, Fig. 13]

2.4 Challenges and Opportunities in Color Video Processing
In the world of consumer video, research and development activities are expected to continue
both in the realms of display-dependent processing and display-independent processing, with
overlapping activities being a likely scenario. Many of the ongoing development efforts in the
display industry focus on flat-panel displays. While we are not likely to see much increase in the
display resolution from where we already are, there are several technical challenges posed by
modern displays that remain to be addressed. For example, the solution to the problem of loss of
perceived resolution with increasing object speed on many contemporary flat-panel displays
needs motion compensated picture rate conversion as well as high-speed cameras and
transmission [de Haan 2007]. Many of the emerging display technologies suffer from various
temporal artifacts, which must be remedied at the hardware and/or software level [de Haan
2001]. While advanced display technologies like wide gamut, multi-primary displays pave the
path for widespread adoption of HDTV standard and systems, one of the challenges will be to
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optimally show legacy video with standard-definition color content on modern displays,
requiring advanced resolution up-conversion [de Haan 2007]. In addition to the display
technologies discussed in this chapter, there are other ambitious emerging technologies like high
dynamic range display, 3D display and fine grey-scale quantization display (10bitTV) that can
open new frontiers for color video processing.

As we look into the state-of-the-art of color video processing, it is worthwhile for us to step back
and take an objective view from the perspective of color science. To this end, Fairchild presented
a critical review of some of the color processing in a typical video processing chain [Fairchild
2007]. One of the key aspects of color processing in consumer video applications is that it is
essentially display-centric. Capture-end of a typical video system workflow does not involve a
colorimetrically accurate method, resulting in color information about the original scene being
discarded at the outset of video processing. Color processing for video attempts to achieve high
picture quality for a standard display, which may or may not be desirable in a given application
context.

As outlined in this chapter, several steps in the video processing chain that are not directly
related to color can affect the picture as well as color quality. Nevertheless, these steps do not
appropriately address the color issues. For example, a nonlinear gamma correction followed by a
subsampling of color difference signals in the encoding stage results in luminance and
chrominance errors during any differential processing of luminance and chrominance data, which
are ignored in video processing. Further, video processing typically avoids using a perceptual
space in which luminance and chrominance channel data are orthogonal for practical purposes. A
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color space like YCBCR introduces crosstalk between these channels leading to color error at the
display end. Video processing algorithms do not take into account the viewing conditions as is
done in color and image appearance modeling. These problems are handled on an ad hoc basis
by the end-user to achieve a pleasing picture quality for a given display. The solution is far from
desirable from accurate color reproduction perspective.

Several practical improvements in television video processing can help achieve superior color
reproduction [Fairchild 2007]. Using characterized video cameras with recorded camera settings
and video information will provide an option to retrieve colorimetric information of the scene.
Video processing in a perceptually linear space can help reduce artifacts and produce better color
quality. At the output end of the processing chain, displays with proper colorimetric
characterization will ensure consistent color reproduction across different display technologies.
Integrating color appearance issues into the video processing algorithms will make a display
responsive to changes in the ambient viewing conditions.

As the capabilities of today’s display technologies keep advancing at a remarkable pace,
consumer demand for superior picture quality is stronger than ever before. Color plays a vital
role in determining the quality of a display, and any future development efforts in color video
processing must recognize the potential for improvement in color reproduction capabilities of
various emerging display technologies. Video researchers and color scientists must work
together to transform this potential into reality.
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“To suppose that the eye with all its inimitable contrivances for adjusting the focus to different distances,
for admitting different amounts of light, and for the correction of spherical and chromatic aberration, could
have been formed by natural selections, seems, I confess, absurd in the highest degree.” ~ Charles
Darwin (English Naturalist and Author of the theory of evolution by natural selection. 1809-1882)

Chapter 3
VIDEO QUALITY AND ITS ASSESSMENT

Work on picture quality metric goes back almost 50 years. Most of the quality metrics proposed
over time are quality metrics for still images [Wu 2006]. First models of human vision were
based on single-channel approach, in which the human visual system is represented by a single
spatial filter characterized by the contrast sensitivity function. Mannos and Sakrison [Mannos
1974] developed the first image quality metric for encoded monochrome images. They
considered integral square type of distortion measures, calculated the rate-distortion function and
simulated the optimum encoding of a given image at a given bit-rate by varying different coding
parameters. They also took into account some of the well-known characteristics of spatial vision
and contrast sensitivity and developed a mathematical model for the human visual system, which
was a closed-form expression for the contrast-sensitivity as a function of spatial frequency. The
input images were filtered with this function after applying amplitude nonlinearity. Squared
difference between the two images was the distortion measure. This was one of the first works in
engineering that applied vision science in image processing.

The first color image quality metric was proposed by Faugeras [Faugeras 1979]. He presented a
simple model of human color vision that quantitatively described different perceptual parameters
such as brightness, hue, saturation etc. The idea was to structure the perceptual space as a vector
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space with spatial filtering properties, and introduced a norm on the vector space that would
allow us to measure distances and to define a distortion measure in agreement with perceptual
evaluation.

Soon after the introduction of a color image quality metric, Lukas and Budrikis [Lukas 1982]
developed the first video quality metric based on a vision model. The first stage of the model
constituted a nonlinear spatiotemporal model of a visual filter describing threshold
characteristics on uniform background fields. The second stage incorporated a masking function
to account for the non-uniform background fields. The model attempted to predict the subjective
quality of moving monochrome television pictures containing arbitrary impairments.

In this chapter, various methods for determining and assessing the video quality are reviewed.
These methods are broadly categorized into two groups, one that is based on engineering
approach, relying on identifying and quantizing specific features or artifacts, and one that is
based on psychophysical approach, involving the modeling of human visual system. Various
video quality metrics based on color difference, image difference and image appearance
modeling are also categorized under psychophysical approach, since they invariably take into
account various mechanisms associated with the human visual system. Over the years, various
international organizations have attempted to standardize video quality assessment methods and
metrics. Some were more successful than the others. These standards are briefly reviewed in this
chapter. The concluding section reviews several publications on subjective assessment of video
quality.
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3.1 Engineering Approach
In this approach, metric design is primarily based on extracting and analyzing some specific
features or artifacts in the video. These are also called objective image quality metrics. The
quality metrics developed using this approach can be further classified into three groups, fullreference, reduced-reference and no-reference [Wu 2006]. Full-reference metrics require the
entire reference video to be available. Reduced-reference metrics require information on several
features from the reference video. No-reference metrics do not use any information about the
reference video.

As described in Chapter 2, most artifacts encountered in video are a direct result of compression.
Miyahara et al [Miyahara 1998] presented a new methodology to obtain a picture quality scale
(PQS) for coded achromatic still images. The authors used Weber-Fechner’s law and the contrast
sensitivity for achromatic images over the full range of image quality defined by the subjective
mean opinion score. Some of the visual perception properties related to global image impairment
were used while weighting the perceptually important structured and localized errors. The
resulting PQS had high correlation with subjective mean opinion scores.

The work of Wu and Yuen [Wu 1997] focused on a specific compression artifact, the blocking
artifact, which is quite common in compressed video. The authors presented a no reference,
generalized block-edge impairment metric that enabled evaluation of reconstructed picture with
blocking artifacts. The metric took into account luminance masking effects in extremely bright or
extremely dark areas in a reconstructed image. The performance of this metric was found to be
consistent with subjective evaluation.
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Tan et al [Tan 1998] proposed a two-stage full-reference objective measurement model for
MPEG-coded video. The first stage applies low-pass spatial filtering and spatial masking to each
frame in the decoded picture and then computes perceptual impairment, taking into account the
reference picture. The second stage simulates human visual system’s processing of visual
information, and thus acts as a cognitive emulator. The model was tested with several coded
video sequences of 2-3 min duration. The model, when compared with PSNR and SSCQE,
provided a closer approximation to the latter. This work put an emphasis on the need of a
cognitive emulation stage in the objective measurement model.

Caviedes et al [Caviedes 2000] used three impairment metrics for MPEG video quality
assessment, namely blocking artifact level, ringing artifact level and corner outlier artifact level,
and created a combined impairment metric. The metric was used for subjective and objective
quality assessment. The authors concluded that before we could map such a deterministic metric
onto a probabilistic perceptual space and thus use it in closed-loop quality control system,
subjective test methods needed to be improved in order to increase resolution and certainty of
quality prediction.

Caviedes and Oberti [Caviedes 2003] developed a no-reference objective quality metric for
measuring improved and degraded video. The authors followed a heuristic, incremental approach
to modeling quality and training the model using a variety of video sequences. The method
involved dividing the training sequences into impaired, enhanced and impaired-enhanced sets in
order to deal with individual impairments and enhancements.
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3.2 Psychophysical Approach
In this approach, metric design is primarily based on modeling of human visual system. These
metrics are essentially full-reference metrics. Ahumada [Ahumada 1993] presented a
comprehensive overview of different vision model based quality metrics for monochrome still
images. The review was however limited to image quality metrics relying on image difference
between the original and a corrupted version of it. Further, several more vision model based
metrics have been proposed since the time of this publication.

Lindh and van den Branden Lambrecht [Lindh 1996] presented a vision model for moving
pictures. The model was a more advanced version of a simple spatiotemporal model proposed
earlier [van den Branden 1996]. It accounted for the normalization of cortical receptive field
responses and inter-channel masking. Two quality metrics for video were derived from the new
and old model and were used to assess the coding quality of MEPEG-2 video streams. The new
model yielded a better quality rating.

One of the earliest video quality metric was offered by Sarnoff Just-Noticeable Difference (JND)
model. The model aims to provide accurate estimate of the visibility of differences between
original and distorted image sequences without requiring direct measurement using human
observers [Lubin 1997]. The model was based on physiological and psychophysical principles
of human visual discrimination performance, and thus was applicable to a varied range of
distortions. The paper discussed model performance in a range of video applications involving
discrimination and fidelity assessment.
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One of the most well known models for video quality was DVQ, an acronym for Digital Video
Quality, described by Watson et al in 1999 [Watson 1999]. It was similar to Sarnoff JND model,
but significantly different in implementation. DVQ metric attempted to incorporate several
aspects of early visual processing into a simple image processing algorithm, including light
adaptation, luminance and chrominance channels, spatial and temporal filtering, spatial
frequency channels, contrast masking and probability summation. It accelerated the spatial
filtering operation by using Discrete Cosine Transform (DCT), making use of already available
efficient hardware and software.

In the subsequent publication following the proposal of DVQ metric, Watson and others
[Watson 2001] reported new visual data on the visibility of dynamic DCT quantization noise.
This was obtained by using an image composed of a square array of 8x8 pixel blocks. A DCT
basis function of the same frequency was placed within each block, and over a sequence of
frames, each basis function was temporally modulated by a Gabor function of a particular
temporal frequency and phase. Human visual threshold for the DCT noise was measured through
psychophysical experiments. The data were then fitted with a mathematical model and
incorporated it into the DVQ metric. The DVQ metric was tested comparing its predictions to
judgments of impairment for a video stream of 65 sequences to the quality estimates provided by
25 human subjects. DVQ model performed similarly to the Sarnoff model. However, a
systematic failure of prediction was also observed. Like the Sarnoff model, the DVQ metric is
aimed at predicting the probability of detection of threshold image differences. It does not
include appearance modeling through spatial or temporal adaptation, or correlates of appearance
attributes and thus, cannot be used for video rendering as well [Fairchild 2005].
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Winkler presented a perceptual distortion metric for color video sequences [Winkler-1 1999]. It
was based on a contrast gain control model of the human visual system incorporating spatial and
temporal aspects of vision as well as color perception. After conversion of the input video
sequence to the opponent color space, each of the resulting three components was subjected to a
spatio-temporal perceptual decomposition, yielding a number of perceptual channels. They were
weighted according to contrast sensitivity data and sent through a contrast gain control stage.
Both the reference and the processed sequence were input to the model. Finally, all the sensor
stages were combined into a distortion metric. The metric was used to assess the quality of
MPEG coded sequence. The model achieved a close fit to contrast sensitivity and contrast
masking data from several different psychophysical experiments for both luminance and color
stimuli.

In an important contribution to the volume of literature on perceptual video quality, Winkler
summarized the issues in vision modeling for perceptual video quality assessment (PVQA)
[Winkler-2 1999]. The author described quality factors in relation to a human observer, and how
to measure them. Then the human visual system was described, along with the process to
incorporate its component or phenomenon in a vision model for PVQA. The validation and
evaluation of PVQA systems were also discussed by the author.

Traditional visual quality metrics measure image fidelity, i.e. the accuracy of the reproduction of
the original image, instead of perceived quality. Winkler [Winkler-3 2001] investigated the
addition of image appeal attributes to the metric in order to account for the perceived video
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quality. Sharpness and colorfulness were identified as important subjective attributes of quality
and were integrated into the perceptual distortion metric [Winkler-1 1999]. These attributes
were quantified by a sharpness rating based on local contrast and a colorfulness rating based on
the distribution of chroma and saturation in the video sequence. Several subjective tests were
performed to determine the relationship between these ratings and perceived visual quality. The
results showed an improvement in the prediction of perceived quality by including sharpness and
colorfulness ratings.

Yu et al published a review on human visual system (HVS) based digital video quality metrics
[Yu 2000]. Three objective video quality metrics that represented the state-of-the-art of HVS
based quality metric research were chosen for review, namely Sarnoff JND, Watson’s DVQ and
Perceptual Distortion Metric (PDM) proposed by Winkler. These models were also tested and
verified by VEQG. Watson emphasized on easy implementation while formulating DVQ metric.
As a result it was found to minimize the calculation and memory requirements, but at the cost of
performance. Both Sarnoff JND and PDM incorporated recent results in vision research and
showed similar overall performance. However, several critical aspects of HVS were missing
from these models. These included i) temporal mechanism such as motion and light adaptation,
spatial frequency adaptation, backward masking etc, ii) a thorough analysis of the opponent color
space that models the perceptual pathways, iii) a working contrast gain control model which
explains inter and intra-channel masking over temporal, spatial frequency and orientation bands
and iv) supra-threshold quality metric.
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Brill et al [Brill 2004] recognized the variability implicit in the psychophysical subjects and
came up with techniques for determining the statistical resolving power of a video quality metric
(VQM), defined as the minimum change in the value of the metric for which subjective test
scores show a significant change. The primary data used in the analysis were subjective scores of
various video-source materials subject to various kinds of digital-processing distortion. Original
subjective mean opinion scores were converted to a common interval scale, and then the VQM
scores were transformed to this common scale through statistical analysis. Fitting all VQMs to
one scale provided a way for cross-calibration of those VQMs, in other words transformation of
one VQM to another. Statistical probability was used to assess the resolving power of VQM.
These new methods for assessing VQM accuracy and cross-calibrating VQMs were incorporated
into the ATIS series of Technical Reports, which provided a comprehensive framework for
characterizing and validating full-reference VQM.

3.2.1 Image Quality Metric Based on Image Difference
In an attempt to offer a comprehensive model for the complex process of image contrast
judgment, Daly [Daly 1993] introduced an algorithm for the prediction of visual differences
between two digital images based on a model of human visual system. The goal was to assess the
image fidelity and develop an algorithm that could be used for the design and analysis of image
processing algorithms, imaging systems etc. It consisted of three parts, amplitude nonlinearity,
contrast sensitivity function and a hierarchy of detection mechanism. The algorithm was tested
for a wide variety of image distortions including synthetic images designed for the purpose of
psychophysical experiments and natural images with practical distortions. The sources of image
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distortion included blur, noise, data compression artifacts, banding, blocking, contouring, low
frequency non-uniformities, hyper-acuity and tone-scale changes.

3.2.2 Image Quality Metric Based on Color Difference
Research on color difference equations had an important effect on the conceptualization of image
quality metrics. Color difference research culminated with the introduction of CIEDE2000, but
long before that, S-CIELAB presented the first incarnation of an image difference model based
on CIELAB color space and color difference equations. Zhang et al [Zhang 1996] introduced
this as a spatial extension to the CIELAB color metric for measuring color reproduction errors of
digital images. The goal was to apply a spatial-filtering operation to the color-image data in order
to simulate the spatial blurring by the human visual system. The model was essentially a spatial
pre-processor to the standard CIE color difference equations to account for complex color stimuli
such as halftone patterns. In case of large uniform areas, results had to be consistent with
CIELAB calculations. To achieve this, the image data were first transformed into the opponent
space, representing a luminance channel and two chrominance channels, red-green and yellowblue. Then each opponent color images was convolved with a one-dimensional kernel to that
color dimension. The shape of each kernel was determined by the visual spatial sensitivity and
was such that the area under each of those kernels integrated to unity. Finally, the filtered data
were transformed into a CIEXYZ representation, followed by a conversion to CIELAB. The
calculation effectively segregated patterns and colors because spatial transformation was
independent of color transformation, as also suggested by psychophysical experiments on human
visual perception with regard to simple colored patterns. Because of this feature, S-CIELAB
could be implemented as a pre-processor to existing CIELAB based systems. The results
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reported by Zhang et all showed better consistence with visual evaluation of color image
difference than that predicted by general CIELAB equation.

Tong et al [Tong 1999] proposed a video quality metric based on a single-resolution spatial,
temporal and chromatic model of human contrast sensitivity. This metric was an extension of the
S-CIELAB and was termed spatio-temporal CIELAB (ST-CIELAB). The metric was designed
such that it fitted published contrast sensitivity data and reduced to CIELAB value for uniform
color field. ST-CIELAB was tested by conducting psychophysical experiments with MPEG
video sequences. The metric ratings were consistent with subjective assessments, but
overestimated the visibility of blocking artifacts in color MPEG video.

3.2.3 Image Quality Metric Based on Image Appearance Modeling
Formulation and application of image appearance models essentially began with the image
measurement. As imaging systems became more complex, there was a need for deviceindependent images measurements, which started with CIE colorimetry and evolved into crossmedia image reproduction, involving device-independent color imaging, gamut mapping and
color-accurate computer graphics rendering with spectral imaging. However, CIE colorimetry
did not provide a complete solution for image specification under widely disparate viewing
conditions. Thus, color appearance models were developed to extend CIE colorimetry to the
prediction of color appearance. CIECAM97s and CIECAM02 are the most widely studied color
appearance models. While these models saw some successful applications in image reproduction,
they did not adequately address spatially complex image appearance and image quality
problems. Color appearance models do not directly incorporate any of the spatial and temporal
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properties of human vision and the perception of images. They treat each pixel as independent
stimuli. To address the issues of device independent color imaging and modern color
management systems with regard to spatial properties of vision, image perception and image
quality, the concept of image appearance models was introduced [Fairchild 2003]. Apart from
the attributes such as lightness, brightness, colorfulness, chroma and hue, which are adequately
predicted by color appearance models, image appearance models also encompass different image
attributes like sharpness, graininess, contrast and resolution. Image appearance models are
essentially based on uniform color space. One of the most well-known image appearance model
is iCAM [Fairchild 2004]. This model was also extended to predict the appearance of digital
video sequences and high dynamic range scenes. Implementation of a temporal low-pass filter
was proposed to model the time-course of chromatic and light adaptation of rendering
applications. Conversion of spatial filter to spatio-temporal filters for image difference and
quality applications was also proposed. Image appearance models like iCAM employ image-wise
predictors of lightness, chroma and hue, from which an image quality metric can be derived.

Table 3.1 summarizes various video quality metrics discussed in this chapter. Some of these
metrics were based on psychophysical approach relying on vision modeling, and others were
based on engineering approach. Assessment of the developed metrics either was subjective,
based on psychophysical experiments, or objective, based on various statistical metrics, or a
combination of the two. In some cases, previously collected visual data were used to test the
model, which has also been classified as a subjective assessment in this table.
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Table 3.1 A summary of various proposed video quality metrics

Authors

Approach
(Psychophysical/
Engineering)

Assessment
(Subjective/
Objective/ Both)

Description

Brill et al [Brill
2004]

Psychophysical

Subjective

Proposed techniques for determining the statistical
resolving power and accuracy of a video quality
metric (VQM) and thus for cross-calibrating various
VQMs

Caviedes et al
[Caviedes 2000]

Engineering

Both

Created a combined impairment metric for MPEG
video quality assessment

Caviedes and
Oberti [Caviedes
2003]

Engineering

Objective

Developed a no-reference objective quality metric
for measuring improved and degraded video

Daly [Daly 1993]

Psychophysical

Objective

Introduced an algorithm for the prediction of visual
differences between two digital images based on a
vision model

Lindh et al
[Lindh 1996]

Psychophysical

Subjective (visual
data fitting)

Presented a vision model for moving pictures

Lubin [Lubin
1997]

Psychophysical

Subjective (visual
data fitting)

Operation and general structure of Sarnoff JND
model was described

Miyahara et al
[Miyahara 1998]

Engineering

Both

Presented a new methodology to obtain a picture
quality scale (PQS) for coded achromatic still
images

Tan et al [tan
1998]

Engineering

Objective

Proposed a two-stage full-reference objective
measurement model for MPEG-coded video

Tong et al [Tong
1999]

Psychophysical

Subjective (visual
data fitting)

Proposed a video quality metric based on various
models of human contrast sensitivity

Watson et al
[Watson 1999]

Psychophysical

Subjective (visual
data fitting)

Described Digital Video Quality (DVQ) metric

Winkler
[Winkler-1 1999]

Psychophysical

Subjective (visual
data fitting)

Presented a perceptual distortion metric for color
video sequences

Winkler
[Winkler-3 2001]

Psychophysical

Subjective (visual
data fitting)

Integrated image appeal attributes like sharpness
and colorfulness into the perceptual distortion
metric proposed in [Winkler-1 1999]

Wu and Yuen
[Wu 1997]

Engineering

Objective

Presented a no reference, generalized block-edge
impairment metric
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3.3 Standardization of Video Quality Assessment and Metrics
Since the early nineties, the rapid evolution of digital video technologies posed a significant
challenge to the performance measurement task, which necessitated the development of a new
measurement methodology for testing the performance of digital video systems. With this goal,
American National Standard (ANSI) approved a standard in 1996, called ANSI T1.801.03. This
standard provided much needed set of objective quality metrics that showed high correlation
with subjective evaluations of digital video impairments. Wolf [Wolf-1 1997] presented an
overview of different parameters that were a part of the American National Standard (ANSI)
T1.801.03. These parameters were technology-independent and were relevant for a wide range of
digital video compression, storage and transmission.

ANSI T1.801.03 did not include MPEG video systems and did not cover bit rates between 1.6
and 10 mbps. Wolf et al [Wolf-2 1997] presented the results from two MPEG studies, MPEG 1
and MPEG 2 codecs, whose bit-rates ranged from 1.5 to 8.3 mbps. An analysis of the results
revealed that the objective video quality metrics primarily measured four features, addition of
false edges, lost sharpness of edges, added motion and lost motion. A set of three or four of these
measures achieved a high correlation with subjective responses. The authors concluded these
could be used as effective predictors of subjective quality ratings for entertainment video
systems.

Since digital video quality depends upon the dynamic characteristics of the input video and the
digital transmission system, an accurate perception-based measurement must be performed inservice. The Institute of Telecommunication Sciences (ITS) developed spatial-temporal
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distortion metrics that were valid over a wide range of quality and that could be used for inservice quality monitoring [Wolf-3 1999]. It was essentially a reduced reference quality metric,
for which reference information was extracted from the spatial-temporal region. Horizontal and
vertical edge enhancement filters to estimate spatial gradient emphasized edges as long as 10 arc
min, and suppressed a large amount of noise. Spatial-temporal feature compression factor of 384
was achieved. Two separate visual masking functions emulated human perception. Seven
subjective data sets spanning a wide range of bit rates, test scenes and digital video systems were
used to evaluate the metrics. The metrics accounted for a large percentage of variance of the
mean opinion scores. The size of the spatial-temporal region could be adjusted to match the
bandwidth of the in-service data channel.

IEEE Broadcast Technology Society Subcommittee on Video Compression Measurements
initiated an approach to the issue of video quality assessment with the aim of developing a scale
of video impairment and unit of measure to describe video distortion from both perceptual and
engineering standpoint [Libert 2000]. The aim was to set a standard for specifying and testing
new equipment used in television production and broadcasting. It was proposed that the IEEE
study would attempt to define a scale of video impairment in terms of multiple measurements of
the just-noticeable difference (JND) of compression-induced video impairments. The
subcommittee agreed on using actual video clips with a single type of impairments for the
subjective test. The results of this proposed study was never reported. However, in response to
the perceived urgent need in the industry for the sanctioned guidance on video quality, the
Telecommunications committee of Alliance for Telecommunications Industry Solutions (ATIS)
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released a series of technical reports. One of those reports provided full implementation details
for Sarnoff’s JND model [ATIS 2001].

The Video Quality Experts Group or VQEG was formed in October 1997 in Turin, Italy to
address video quality issues. The first task undertaken by VQEG was to provide a validation of
objective video quality measurements methods leading to recommendations in both the
Telecommunication (ITU-T) and Radiocommunication (ITU-R) sectors of the International
Telecommunications Union (ITU). VQEG outlined, designed and executed a test program to
compare subjective video quality evaluations to the predictions of a number of proposed
objective measurement methods for video quality in the bit rate range of 768 kbps to 50 mbps
[VQEG 2000]. VQEG solicited submission of objective models to be included in an ITU
verification process leading to one or more ITU recommendations. It required all models to
receive as input a processed sequence and its corresponding source sequence. Based on this
input, the model was supposed to provide one unique figure of merit that correlated with the
value obtained from subjective assessment of the proposed material. A set of test sequence was
selected and two test sequences for subjective and objective evaluations were executed in
parallel. Psychophysical experiment was performed on a total of 287 viewers to collect the
subjective data, while ten objective models were evaluated through statistical analysis with
respect to three aspects of their ability to estimate subjective assessment of video quality, namely
prediction accuracy, prediction monotonicity and prediction consistency. The result of the test
did not find an objective measurement system that was able to replace subjective testing.
Depending on the metric used for the evaluation, the performance of eight or nine out of ten
models was found to be statistically equivalent, leading to the conclusion that no single model
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outperformed the others in all cases. One of the major achievements of the first validation effort
by VQEG was the unique data set assembled to help future development of objective models.

3.4 Subjective Assessment of Video Quality
Subjective assessment involves human observers who evaluate, compare or assess the quality of
a given video. Although more time and resource intensive than an objective assessment, it is the
most reliable way to determine perceived picture quality. Various aspects of video quality testing
have been dealt in detail in [Wu 2006].

Corriveau et al [Corriveau 1999] used different test methods to evaluate the same video
materials, and compared the stability of measurements in presence of contextual effect (due to
varied impairments). Double Stimulus Continuous Quality Scale (DSCQS), Double Stimulus
Impairment Scale method variant II (DSIS II) and comparison method were used in this study.
DSCQS was found to be free from contextual effect, while comparison method had moderate
and DSIS II had large contextual effect.

Pinson and Wolf [Pinson 2003] used data sets from six different subjective video quality
experiments performed with single stimulus continuous scale evaluation (SSCQE), double
stimulus continuous quality scale (DSCQS) and double stimulus comparison scale (DSCS)
methods. A subset of video clips from each of these six experiments were combined and rated in
a secondary SSCQE subjective video quality test. It was found that SSCQE with hidden surface
removal and multiple randomized viewer orderings produced quality estimates comparable to
DSCQS or DSCS value, which indicated that viewers performed the same error pulling function
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in all methods. The study also showed that the SSCQE test subjects utilized at most 9 to 15
seconds of video. Based on their findings, the authors concluded that properly designed SSCQE
testing might be an effective substitute for more complicated DSCQS method.

Pearson [Pearson 1998] reported a three-stage method of measuring time-varying video quality.
The first stage was an SSCQE method of instantaneous quality, the second stage was a
calibration process to convert SSCQE to DSCQS metric, and the last stage was a numerical
procedure for relating continuous and overall quality. It was found in this study that three effects
played a role in subjective tests. These are: i) a forgiveness effect (momentary occurrence of
poor quality ignored after a period of time, ii) a recency effect (quality in last 10-20 seconds of
the presentation has a significant influence on overall perceived quality), and iii) a negative-peak
effect (more influence of depth rather than the duration of the negative peaks in quality).

Zhao and de Haan presented a subjective assessment of various de-interlacing techniques [Zhao
2005]. Five typical algorithms were used in split screen paired comparison experiments. The test
sequences included stationary, horizontal and vertical moving sequences, and object with
complex motion. Rankings of different methods were derived from the experiment and were
compared with objective scores using peak signal-to-noise ratio (PSNR). Since the subjective
and objective scores were highly correlated, the authors concluded that objective performance
criteria like PSNR are good predictors of quality of reconstructed video resulting from various
de-interlacing techniques.
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3.5 Conclusions
As this chapter illustrates, a vast body of literature is available on objective video quality
metrics. However, the development of reliable metrics is still in a nascent stage, with many
challenging issues remaining to be resolved [Wu 2006]. More comparative analysis is needed to
evaluate the prediction performance of metrics. More experiments with natural images need to be
conducted so that more visual data are available for vision modeling purposes. The focus of such
experiments should be on supra-threshold conditions, rather than on the threshold of visibility. A
reliable perceptual video quality metric will eventually help in benchmarking various video
processing techniques. This will require coordinated research efforts in the areas of human
vision, color science and video processing.
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“A Picture of many colors proclaims images of many Thoughts.” ~ Donna A. Favors (Member of the Board
of Directors of the Montgomery Institute, 1955)

Chapter 4
METHODS FOR COLOR AND CONTRAST ENHANCEMENT IN IMAGES AND
VIDEO

The goal of color and contrast enhancement in general is to provide a more appealing image or
video with vivid colors and clarity of details. These enhancements are intimately related to
different attributes of visual sensation. It is important to define these attributes before discussing
the objectives of color and contrast enhancement, or the various methods to achieve them.

Perceptual

Definition

Attribute
Brightness

Attribute of a visual sensation according to which an area appears to emit more or
less light. [Fairchild 2005]
Attribute of a visual perception by which a perceived color is judged to be equivalent

Lightness

to one of a series of grays ranging from black to white. [Berns 2000] In other words,
it is the brightness of an area judged relative to the brightness of a similarly
illuminated area that appears to be white or highly transmitting. [Fairchild 2005]
Attribute of a visual perception according to which an area appears to be similar to

Hue

one of the colors, red, yellow, green, and blue, or to a combination of adjacent pairs
of these colors considered in a closed ring. [Berns 2000]

Colorfulness

Attribute of a visual perception according to which an area appears to exhibit more of
less of its hue. [Hunt 2001]

Chroma

Colorfulness of an area judged in proportion to the brightness of a similarly
illuminated area that appears to be white or highly transmitting. [Hunt 2001]

Saturation

Colorfulness of an area judged in proportion to its brightness. [Hunt 2001] By
definition, saturation = chroma/lightness.
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The objective of contrast enhancement is to increase the visibility of details that may be obscured
by deficient global and local lightness. The goal of color enhancement can be either to increase
the colorfulness, or to increase the saturation. Increasing the lightness can give a perception of
increased colorfulness, however in this case perceived saturation reduces for a given chroma. On
the other hand, perceived saturation can be increased by increasing chroma or reducing lightness,
or both. If chroma is increased moderately while slightly reducing the lightness, both saturation
and colorfulness in an image can be enhanced. This method is also likely to avoid out-of-gamut
or unrealizable colors.

The next section discusses several previously published methods for color and contrast
enhancement that served as a preamble for the current research. Then, the development of the
new algorithm is discussed in detail, starting with the working requirement, the color space
chosen for the development, a detailed description of the three key components of the algorithm,
and finally the innovation that was achieved in this work.

4.1 Color and Contrast Enhancement in Digital Images: A Review of Past Research
Most of the published works to date focus on color enhancement in digital color images. Many
of these techniques can theoretically be implemented for video as well. However, hardware
implementation issues can impose serious restrictions for many of these techniques. These issues
have not been considered in this discussion. Also note that the methods discussed here do not
involve signal processing as much as image processing. Image enhancement methods relying on
signal processing do not involve a great deal of perceptual processing that will be considered

- 75 -

appropriate from color science standpoint. [de Haan 2003] A brief overview of such methods is
included in Chapter 2.

4.1.1 Color Processing in LHS Space
In the early ‘80s, as color images and video media started getting increasingly commonplace,
researchers soon realized that most of the enhancement techniques developed for monochrome
images led to artifacts when applied to color images. In one of the earliest papers on color
enhancement, Strickland, Kim and Mcdonnell [Strickland 1986, Strickland 1987] recognized
that RGB color space did not correspond with the human color perception and so, image
enhancement algorithms applied directly to RGB images could lead to color artifacts. They
suggested performing enhancement operations in a color space whose dimension corresponded
to luminance, hue and saturation. The authors also pointed out that enhancing luminance alone
could lead to color artifacts in low luminance regions, and thus simultaneous saturation
processing was required for proper enhancement. They presented the derivation of LHS
coordinates from RGB. Because of the nonlinear transformation between the two color spaces,
some processed colors were at risk of being out-of-gamut when converted back to RGB.
Strickland, Kim and Mcdonnell proposed to clip the RGB pixel vector at the color cube
boundary to prevent color shift during the clipping operation.

4.1.2 Histogram Based Methods
Histogram equalization is a common approach for enhancing contrast and brightness in grayscale
images. Extending this tool to color images is not straightforward. Color histogram equalization
is a three-dimensional problem. Moreover, RGB is not a suitable color space because of its poor
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correlation with human visual system, requiring a color space transformation. Histogram
equalization on the intensity component can improve the contrast, but can cause de-saturation in
areas where histogram equalization results in a large reduction in intensity. Similarly,
equalization of the saturation component alone can lead to color artifacts. Independent
equalization of RGB components is also not advisable as it can lead to a hue shift. In one of the
earliest papers on color processing in color difference space (YCC), Hague, Weeks and Myler
[Hague 1994] presented an approach where histogram equalization was performed on saturation
for each hue in the image, taking into account the maximum allowable saturation for a given
luminance. The color space was segmented into various pie-shaped hue regions, each of which
was further divided into several luminance regions, as shown in Figure 4.1. For each of these
regions, the minimum possible saturation value was zero, while the maximum possible saturation
value was a function of both hue and luminance. Maximum allowable saturation for each region
was determined by computing the saturation for every RGB combination and retaining the
largest value computed within each hue region for all different luminance regions. Once the
saturation limits were determined, histogram equalization was applied to each of the luminance
regions within each hue region. Saturation equalization was followed by luminance equalization
over the entire luminance image. This method helped reduce the number of out-of-gamut colors
as well as color artifacts.
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Fig. 4.1 A single C-Y hue region, divided into different luminance regions [Hague 1994, Fig. 4]

The main limitation of the above method, or of any histogram dependent processing for that
matter, is that it is a global method and has little control over local contrast. It does not take into
account the content of input images. The other critical disadvantage is that this and other
histogram based methods do not consider the perceptual aspects of human visual system. As a
result, a change in the lightness and saturation of a given pixel or region may or may not be
perceived as a desirable effect.

Weeks, Sartor and Myler [Weeks 1999] extended Hague, Weeks and Myler’s histogram
equalization approach by using histogram specification for color image enhancement in color
difference space. In this method desired hue, saturation and luminance histograms were specified
separately, but the correlation between different components were also taken into account. An
advantage to this approach was that the saturation component could be enhanced while leaving
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hue and luminance unchanged. Saturation distribution nevertheless was a function of luminance
and hue, since maximum saturation was a function of these two components. Sixty-four
luminance regions and sixteen hue regions were considered. A 64x16 array stored the maximum
saturation value for each region. Sixteen saturation histograms were specified for each hue
region, and within each hue region 64 specified histograms were generated, scaling each of those
by the maximum saturation for the given luminance/hue region. In other words, saturation
histograms for different luminance regions under a given hue region had the same shape, but
different widths due to varying maximum saturation as a function of luminance. Best
performance was achieved by first equalizing the luminance component and then redistributing
the saturation component across complimentary hue regions according to a Gaussian distribution.
Figure 4.2 shows the input specified histogram for one of the test images used in Hague, Weeks
and Myler’s work [Hague 1994] and the resulting saturation histogram for a single intensity/hue
region in the enhanced image.

Although this method performed better than histogram equalization in enhancing the image and
reducing color artifacts and hue noise, this method was not fully automatic since different
histogram specifications had to be adopted for different images.
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Fig. 4.2 Specified histogram saturation for one of the test images (top) and the saturation
histogram for a single intensity/hue region in the saturation enhanced image
[Weeks 1999, Fig. 9 and 12]

4.1.3 Color/Contrast Enhancement Method Based on the Chromaticity Diagram
In a different approach, Lucchese, Mitra and Mukherjee [Lucchese 2001] presented a two-stage
method for color contrast enhancement based on xy chromaticity diagram. All colors with
positive chroma values were maximally saturated through shifting to the borders of a given color
gamut. In the next stage, the colors were desaturated toward a new white point by an appropriate
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color-mixing rule. Lucchese et al’s method is shown in Figure 4.3. RGB coordinates define the
color gamut. W is the white point. Saturation of any color C1 is enhanced by moving the point
along the straight line joining W and C1 to the point S on the spectrum locus. Next, a color
mixing law is used to desaturate S and compute coordinates for the final color C2.

Fig. 4.3 Color enhancement using chromaticity diagram (C1 and C2 are color coordinates before
and after enhancement) [Lucchese 2001, Fig. 1]

The method described above suffers from a serious flaw. Chromaticity diagram does not
represent a perceptual space. Thus, a straight line joining the white point and a given point in the
color gamut on the chromaticity diagram is unlikely to preserve constancy of perceived hue.

In yet another attempt to develop an image enhancement method based on the chromaticity
diagram, Colantoni, Bost and Trémeau [Colantoni 2004] used !SY color space for colorfulness
enhancement. This space is derived from xyY color space and is based on the dominant
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wavelength (!), saturation (S) and intensity (Y). Figure 4.4 describes the idea. Any real color x
lying within the region enclosed by the spectrum locus and the lines BW and RW can be
considered to be a mixture of the white point chromaticities and those of the spectrum light of
the dominant wavelength (!d). The dominant wavelength is obtained by extending the line WX
until it intersects the spectrum locus. The color triangle defines the device gamut.

Four methods were developed to increase the saturation of the color of each pixel in the direction
of dominant wavelength, thereby enhancing the colorfulness of images. In the first method, the
original saturation was increased by different fractions. In the second method, the saturation
component was increased to the maximum saturation, which was a function of both hue and
luminance. This method was found to greatly increase color contrast at the cost of perceptual
quality. The third method reduced the luminance component by a given fraction and then
increased the saturation component in the same way as the first method. In the last method,
fractional luminance reduction was followed by increasing the saturation component to the
maximum saturation corresponding to the adjusted luminance.

- 82 -

(a) Clipping of an out-of-gamut color (from x to (b) Extending a color in the direction of
dominant wavelength (x to xs) and antixc)
dominant wavelength (y to ys)
Fig. 4.4 Color enhancement in !SY color space [Colantoni 2004, Fig. 1]

The authors found a weak dependence between image content and chroma and lightness changes.
Very strong colorfulness enhancement resulted in poor image quality. Also, increased saturation
was found to introduce hue noise in uniform areas and background.

While this method is fast and inexpensive, !SY is by no means a perceptual color space. The
above method is likely to result in a hue shift since it ignores the fact that constant hue lines are
curvilinear in a chromaticity diagram. The perceived hue shift will depend on the amount of
saturation enhancement. Further, an equal amount of change in the chromaticities in different
regions of the diagram will lead to a different amount of perceptual color difference.
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4.1.4 Saturation Clipping in LHS and YIQ Color Space
As already discussed, since RGB color space does not conform to human perception of color,
many a time color processing is done by first transforming RGB image to a new color space, and
converting it back to RGB once the processing is complete. However, due to the fact that the
useful range of saturation decreases as one moves away from the medium luminance values,
upon conversion back to RGB, it is possible to end up with illegal (out of gamut) colors. One
solution is to clip the processed luminance value before transforming back to RGB, but this can
lead to artifacts such as bright spots, washout regions, and loss of local contrast at the end
regions of the range since many pixels can be clipped to the same luminance.

Yang and Rodriguez proposed a hue-preserving graphical approach involving scaling and
shifting that bypassed computationally intensive coordinate transformation during color image
processing [Yang 1995]. This method was intended for cases where only the luminance or only
the saturation component needed to be modified. Later, the same authors proposed a method
where the saturation of an out-of-gamut color was clipped, instead of luminance [Yang 1996].
This method was implemented in LHS and YIQ (formulated by NTSC) color spaces. The
method is depicted in Figure 4 (a). The luminance of a pixel with saturation S changes from L to
L’ after processing. The point (L´S) will map to outside the RGB gamut, so it needs clipping.
The point can be clipped to (L´´,S) by reducing the luminance, but may lead to reduced
perceived contrast. Alternately, the saturation of the point (L´S) can be reduced to obtain the
point (L´,S´), which will also map to an in-gamut RGB value. Similar processing can be
performed in YIQ space, as shown in Figure 4.5 (b).
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Saturation clipping resulted in improved contrast compared to the results obtained from
luminance clipping. However, this method is intended for applications where only the lightness
is being enhanced.

Fig. 4.5 Saturation clipping for red hue plane in (a) LHS and (b) YIQ [Yang 2006, Fig. 4]

4.1.5 Retinex-Based Image Enhancement Methods
In one of the significant contributions, Edwin Land conceived the retinex theory to model visual
perception of lightness and human vision color constancy [Land 1983, Land 1986]. The theory
was formulated based on the experimental demonstrations that color appearance was controlled
by surface reflectances and spatial distribution of colors in a scene rather than the spectral
perperties of reflected light. In its most recent form, the concept evolved into a center/surround
spatially opponent operation related to neurophysiological functions. Proposed mechanisms were
thought to be a combination of retinal and cortical mechanisms. The color of a unit area was
determined by a trio of lightness numbers corresponding to three single wavebands, long, middle
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and short. The numbers together represented the relationship between the unit area and the rest of
the unit areas in the scene. The output for a given waveband was determined by taking the ratio
of the signal at any given point in the scene and normalizing it with an average of the signals for
that waveband throughout the scene. Thus, retinex theory acknowledged the influence of
background in determining the color of the stimulus [Fairchild 2005]. Even though the retinex
model has some weaknesses in physiological modeling, retinex theory has been widely used in
various application areas, including image enhancement.

Meylan and Süsstrunk [Meylan 2004] proposed a retinex-based method for high dynamic range
rendering of natural images. At first, a global tone mapping was applied on the linear image.
Luminance component was then computed from the non-linear RGB image. An adaptive filter
algorithm based on retinex was applied to luminance data. Then, the modified luminance and
original chrominance components were transformed back to RGB. Finally, the RGB image was
scaled to the output device dynamic range using hisotgram scaling. The key feature of the lowpass retinex-based filter was that the surround function was not circularly symmetric, but
followed the image’s high contrast edges. The filter coefficients were determined by traversing
the surround radially for each rotation angle. Further, the radial one-dimensional function was a
Gaussian curve with spatial constant varying with the local contrast. The method reduced
artifacts like black halos around light sources, but the processing time increased significantly.

Hsu and others [Hsu 2006] used non-isotropic Gaussian kernel filters in a multiple-scale retinex
method. The logarithmic intensity of the image was subjected to a low-pass Gaussian filter with
adaptive width, following which weighted multi-scale retinex ratios were computed. Chromatic
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information from the input image was used to restore color, and then luminance histogram
equalization was performed to enhance image contrast. Retinex ratios and equalized intensities
were multiplied to get the final output. The authors reported better local contrast and rendering
effects than previously published methods.

Rahman, Jobson and Woodell focused on multi-scale retinex based approach for color image
enhancement [Rahman 1996, Rahman 2004]. Main goals were to achieve an image rendering
close to the original scene, and to increase the local contrast in dark regions of high dynamic
range scenes. In order to achieve a balance between the dynamic range compression and tone
mapping, multiple-scale surround with Gaussian distribution was used. A color restoration
method was proposed to compensate for the desaturation effect inherent in retinex-based
methods due to non-conformity to gray world assumption both globally and locally. Color
restoration took the form of a logarithmic spectral computation. However, color restoration was
found to be inadequate for preserving the saturation of the lighter colors, and thus a white
balance process was introduced to address this issue.

In a different approach, Choi et al [Choi 2007] proposed a color image enhancement method
based on the single-scale retinex with a just noticeable difference (JND)-based nonlinear filter.
The processing was done in the HSV color space. Only S and V components were enhanced, and
original hue was maintained. To enhance the V component, the illumination was first estimated
using the JND-based filter. A fraction of the logarithm of the estimated illumination was
subtracted from the logarithm of the input V component, which was followed by histogram
modeling to obtain output V component. The S component of the image was enhanced in equal
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proportion as the V component. Finally, RGB output image was computed from the output HSV
image. The results were found to be superior than conventional histogram equalization and
standard single-scale retinex methods.

For any color enhancement method based on retinex theory, the main weakness lies in the fact
that no direct interdependence is assumed between the luminance and chrominance data. Even
though methods like color restoration described above were proposed as an extension, it is very
difficult to maintain the relationship between lightness and chroma. Note that nonlinear
processing is performed on the luminance data in a color space where luminance and
chrominance data are not necessarily decoupled. Algorithms based on retinex theory are in many
ways simply lightness adjustment and/or local contrast enhancement algorithms. Further, retinexbased methods are computationally expensive, making them difficult to implement in
commercial imaging devices.

4.1.6 Geometrical Method for Lightness Adjustment
Samadani and Li [Samadani 2006] proposed a method for lightness adjustment that was
motivated by the fact that the color of an object of uniform material varies along a luminancesaturation curve as the intensity and the angle of the light source changes. Their approach
focuses on lightening or darkening of an image where colors are directly adjusted by moving
them along lightness-saturation curves (Figure 4.6) while leaving the hue unchanged. In the
simplified version of the method, for each hue, the saturation is assumed a separable function of
luminance and a scale parameter (Figure 4.7). The maximum saturation point determines the
shape of the curve, which is a function of luminance, and implicitly, of hue. Curves can be stored
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as Lookup Tables for three primary and three secondary hues, and saturation value
corresponding to an intermediate hue can be obtained through interpolation. All processing is
done in the YCC space. The authors compared the results with that of a standard algorithm
where only the luminance was processed and out-of-gamut colors were clipped to the boundary.
Samadani and Li’s method offered improved clipping and avoided excessive or insufficient
saturation of pixels.

Fig. 4.6 Saturation-lightness curve families for two different hues [Samadani 2006, Fig. 2]

Fig. 4.7 Saturation as a separable function of luminance [Samadani 2006, Fig. 4]
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4.1.7 AINDANE: Locally Adaptive Image Enhancement
Tao and Asari [Tao 2004] proposed a nonlinear image enhancement method called AINDANE
(adaptive and integrated neighborhood dependent approach for nonlinear enhancement). This
algorithm specifically addresses visual quality issues of digital images captured under low or
non-uniform illumination conditions. The algorithm involves two independent processes,
adaptive luminance enhancement for dynamic range compression and adaptive contrast
enhancement to preserve visual details, followed by the tone reproduction of the original image.
In the adaptive luminance enhancement, the intensity values are subject to a nonlinear transfer
function, shown in Fig. 4.8 (a), which also serves as dynamic range compression as the
intensities of darker pixels are increased. One of the parameters in the transfer function is the
intensity corresponding to the cumulative distribution function (CDF) of 0.1. As a result, the
luminance enhancement depends on the lightness of the original image. Intensity of darker pixels
are increased significantly, while pixels with sufficient intensity remain unchanged.

In the following stage, the local contrast enhancement is achieved by taking into account the
intensities of surrounding pixels by using a 2D discrete spatial convolution with a Gaussian
kernel. The luminance-enhanced image is subject to an exponential, which is an expression of
the ratio of convolved intensity and the original intensity. This exponential in turn is raised to the
power of a function of the global standard deviation. The transfer function is shown in Fig.
4.8(b). Once the adaptive contrast enhancement is complete, a linear color restoration process is
performed based on the chromatic information contained in the input image.
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(b)
(a)
Fig. 4.8 Nonlinear transfer functions for (a) adaptive luminance enhancement and (b) adaptive
contrast enhancement [Tao 2004, Fig. 3 and 4]

Tao and Asari’s method suffers from a major technical flaw in the final stage. The assumption
that the relationship between the RGB channel values will be maintained even after several
nonlinear processing is fundamentally wrong. This also requires a manual adjustment of the
color correction operation. However, the adaptive luminance enhancement process was reported
to produce superior results compared to other published methods. The global lightness
adjustment method proposed in the present research has been partly inspired by Tao and Asari’s
method.

4.1.8 Sigmoidal Lightness Rescaling Function
Braun and Fairchild [Braun 1999] proposed sigmoidal lightness rescaling function to maintain
the perceived lightness contrast that selectively rescaled images from a source device with a full
dynamic range into a destination device with a limited dynamic range. This achieved the effect
of enhancing the overall contrast by increasing the lightness difference between the highlight and
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shadow regions. This method, essentially developed for color gamut mapping of pictorial
images, uses lightness remapping based on the phenomenon of simultaneous lightness contrast.
The highlights are lightened and the shadowed regions are darkened, thus increasing the image
contrast. However, this strategy was not found to be suitable for the purpose of color
enhancement. Increasing the lightness of lighter colors did not leave much room for increasing
the saturation in the following step, resulting in increased clipping. Further, reducing intensity of
the low-intensity pixels resulted in loss of details in darker parts of an input image.

4.1.9 Local Color Correction Using Nonlinear Masking
When a high dynamic range image has to be reproduced in lower dynamic range displays or
other output devices, it becomes difficult to design a global tone reproduction that will
accommodate both shadow and highlight detail. Moroney [Moroney 2000] presented a local
color correction operation based on nonlinear masking. The method is equivalent to deriving a
specific tone reproduction curve for each pixel in the image. In this method, one input value can
be mapped to many output values, depending on the values of the neighboring pixels. At first, an
image mask is derived from an inverted low-pass filtered image, which is then combined with
the input image. The combination operator consists of a simple power function.

Moroney’s method did not produce desirable results in our case, understandably because of
different working requirements. Lightening the dark regions and darkening the light regions by
themselves are not appropriate strategies for color and contrast enhancement. The results were
not as satisfactory as with the new method described in Section 4.2.
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4.1.10 Patented Methods for Color Processing in Images and Video
Many color and contrast enhancement methods developed in the industry can be found not in the
publications, but in various patents. A preliminary search of US patent database was conducted
as part of this research. This section discusses several approved or pending US patents that are
relevant to color image or video enhancement.

Lightness increase in an image often leads to a reduction in the saturation, and lightness
reduction often results in saturation increase. A patent filed by Hermann Fuchsberger of AGFA
[US Patent 4,831,434] offered a simple method for the correction of color saturation by taking
the ratio of the luminance signals before and after luminance processing and multiplying their
quotient by each of the two chrominance signals. Mainly YCC color space, quite common in the
video processing area, was considered in this method. This color saturation correction method
was suitable for photographic applications, where maintaining the original color saturation
during contrast enhancement was of interest. The fundamental drawback of this method was that
it did not take into account the fact that lightness and chroma were not linearly related in a
perceptual space. A 10% increase in the luminance signal does not translate to a 10% increase in
the color saturation. The respective change in the two chrominance channel signals are also
likely to be different.

Bachmann et al [US Patent 5282021] invented a method for color correction of a video signal
and implemented in the hardware. It is assumed that the video signal is separated into luminance
and chrominance information, as in YCC color space. Hue and saturation are computed from the
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chrominance or color difference data and converted into polar coordinates. The method involves
specifying six overlapping triangular color sectors, where any hue lying in the overlapped
regions of two sectors has specific control values corresponding to the two overlapping sectors.
These sectors overlap by half of their angular magnitude of the sectors. Thus, the degree of the
correction is stored as a function of hue. Based on the control values, corrections for the input
hue, saturation and luminance are determined. A color sector manual selection unit enables
manual correction of hue, saturation and luminance through a common keyboard interface. An
additional signal correlated to the color hue sectors is generated. The two control values and the
additional signal value are used to compute the corrected hue, saturation and luminance values.
Hue correction is additive while saturation and luminance corrections are multiplicative. In the
final step, the corrected hue, saturation and luminance were converted into the color difference
data. The main idea behind the concept was to prevent the saturation correction leading to an
illegal hue, as well as to prevent a hue correction from changing the saturation of those colors
that do not correspond to the given input hue.

Jeong et al implemented a color image enhancement method for video display where sharpness
was improved using the saturation component obtained by converting RGB image data into LHS
values [US Patent 6028646]. Figure 4.9 illustrates the method in a block diagram. The
RGB/saturation conversion section normalizes the input RGB image and computes the
saturation. The memory section 102 stores the negative image of the saturation. The saturation
enhancement section receives this negative image and performs a high-frequency-emphasized
filtering with a two-dimensional convolution. The minimum color signal determining section
detects the minimum value among the normalized RGB primary color components and
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accordingly provides a switching control signal to the switching section 105, which then routes
the minimum enhanced primary color component to one of the three different paths in the
saturation/RGB conversion section 107. In this section, the negative saturation image is first
converted into a positive one before performing enhancement. For example, if the minimum
primary color signal is R, the enhanced R component is achieved by multiplying the sum of the
original RGB components by the enhanced saturation component, while keeping G and B
constant. The other two cases are similar. Delay 107 is to delay the operation of the two
conversion sections. The block diagram also contains an optional luminance enhancement
section that enhances the Y component in the LHS space obtained from the saturation enhanced
image, using the high-frequency-emphasis filter described before and then converts the enhanced
data back to RGB.

Fig. 4.9 Color image enhancement device patented by Jeong et al.
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Chou developed a method for automatically adjusting, correcting and enhancing the color hue
and saturation of each pixel from a color video source [US Patent 2006/0238655]. At first, hue
and saturation values are computed from input color difference values in the YCC format. Hue
and saturation correction values for a given pixel are determined using lookup tables
predetermined for various color tone regions. The hue and saturation adjustments are applied
directly to the original chrominance data of the pixel. A separate region control lookup table is
used to determine the color tone region in which an input hue falls. The region control output
determines the saturation lookup table to be used in the enhancement. A fade module also
receives the region control output and fades out the saturation adjustment value obtained from
the given saturation lookup table to smoothen the effect of color enhancement for input colors
falling at the boundaries of color tone regions, and thus avoid contouring effects.

Wang invented a method to perform color enhancement of an image in a specific color space
region [US Patent 2007/0070369 A1]. The block diagram is shown in Figure 4.10. The image in
original color space (RGB, CMY, HSI, YIQ etc) is first converted to YUV color space. The color
space is partitioned into five regions corresponding to blue, green, red, yellow and skin color.
The color space regional decision and enhancement attenuation calculation modules
corresponding to five regions calculate the enhancement region for each pixel, the enhancement
amplitude and flat transition around the edge of the enhancement regions to reduce contouring
effects. These are determined based on the region parameters stored in the color space regional
parameter storage module. The color space component enhance module determines the
adjustment amplitude of components in all directions based on the enhancement amplitudes
calculated earlier. The regional adjustment module performs a part of the adjustment such as
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compensating the luminance and limiting the data boundary, and then sends the adjusted data to
RGB component adaptive regional enhancement module. This module computes each
enhancement component of the pixel color depending on the color space region it is in, and adds
the enhancement components with the corresponding original values and outputs the result.

Fig. 4.10 Block diagram of the method discussed in Wang’s pending patent

The above discussion on various existing and pending patents on color enhancement for
images/video shows that the industry approach on color processing is largely ad hoc. While
various smart implementations of color computation have been invented over the years, color
processing is still performed in non-perceptual color spaces like RGB, LHS, YCC or YUV. Even
though these spaces have their own computational advantages, none of them is a truly perceptual
color space. Thus, an enhancement in a given region of such color space can produce a very
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different result from that in another region within the same space. This happens because the
relationships between the lightness, hue and chroma does not change in a linear fashion in such
color spaces. To counter this problem, a color space is generally partitioned into several regions,
and different enhancement strategies are employed for different regions. This often leads to
contouring issues, which is solved by smoothening the enhancement in the transitional areas of
various regions, as seen in case of some of the patented methods discussed in this section. Color
processing in a non-perceptual color space has another important disadvantage. Luminance or
saturation enhancement can frequently lead to a hue shift. Additional color correction modules
are often implemented to resolve such issues.

The choice of color space is fundamentally important in digital color processing. A truly
perceptual color space ensures the enhancement process is universal and more reliable,
minimizing many artifacts and other issues commonly encountered in existing methods.
Proposed algorithm, described in the next section, considers these aspects while employing
methods that are image content independent and easy to implement since the processing is not ad
hoc.
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4.2 New Algorithm: Working Requirements
The main objective in color and contrast enhancement in video processing is to achieve the best
possible combination of colorfulness and contrast enhancement in an efficient manner.
Typically, the use of independent algorithms for color and contrast enhancement results in suboptimal enhancement, and unwieldy combined tune-up. Following are the requirements of an
image enhancement algorithm to be suitable for implementation in a video processing chain:
1. The algorithm must be automatic, i.e. deal with all content types without external
intervention
2. It must integrate color and contrast enhancement functionalities
3. Enhancement must be adaptive to the overall image or video content
4. The overall lightness and saturation should be improved while maintaining the
original hue
5. The achromatic colors must remain achromatic
6. Pixels with high saturation should be left unaltered to avoid any perceived loss in
sharpness and undesirable color enhancement
7. The algorithm should not produce out-of-gamut colors or color artifacts (e.g.
blotchiness)
8. The algorithm must be suitable for implementation in real time on the required target
platform (software or hardware)

Temporal processing issues were not considered in this development.
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4.3 Color Space
Following are the criteria for the suitability of a color space to be used in the implementation of a
color enhancement algorithm:
1. Should be uniform in terms of perceived hue so that enhanced colors do not change in
hues
2. Lightness prediction of chromatic colors must not have hue or lightness modulation
dependency
3. Should be invertible functional mapping between XYZ (or some other fundamental color
description) and the color space dimensions
4. Should be an opponent (has a neutral axis along one dimension) three-dimensional space
5.

Transformation to and from a linear color space should not be computation expensive

Previous research showed that IPT color space satisfies all the above criteria [Ebner 1998].

The input image is assumed to be standard RGB (or sRGB). sRGB data are converted to
CIEXYZ for the 1931 2° standard observer with an illuminant of D65. Eq. 4.1 shows the
conversion from XYZ to IPT.
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4.4 Details of the Algorithm
The algorithm has three components, global lightness adjustment, local contrast enhancement
and finally, saturation enhancement. Following sections describe these components. Details
specific to the implementation have been excluded because of the proprietary nature of the work.

4.4.1 Global Lightness Adjustment
In a typical image enhancement operation, increasing the saturation alone is not a good idea, as
this can often lead to out-of-gamut or illegal colors. Increasing both saturation and intensity is
even more likely to result in out-of-gamut colors. Out-of-gamut colors will necessitate clipping,
which essentially leads to loss in contrast and details. Thus, in a typical image with normal
exposure, the overall lightness needs to be reduced before increasing the saturation.

However, if an image is mostly dark to begin with, either due to under-saturation or due to high
dynamic range of the image (which means a part of the image is quite bright at the same time),
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the lightness may need to be increased before any perceived color enhancement can be attained.
An example is shown in Figure 4.11. The horizon visible through the opening in the stone-wall is
quite bright, while the other parts of the image are fairly dark. In this case, saturation
enhancement needs to be higher than the normal to counteract the effect of a perceived loss of
saturation due to an increase in the lightness. Thus, we must be able to determine whether an
image needs to be darkened or lightened, and to what extent. This is achieved by the global
lightness adjustment.

Fig. 4.11 “Cave”: an example image with a high dynamic range

Global lightness adjustment is done essentially through a Lookup Table (LUT). The curve is a
straight line below lower threshold and above upper threshold. Thus pixel intensities less than
the lower threshold and more than the upper threshold are not altered. These thresholds are
parameterized, and can be used as user controls. Between these thresholds, the intensities are
adjusted nonlinearly.
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The intensity corresponding to a given Cumulative Distribution Function (CDF) is used to
determine whether the image should be darkened or lightened. If this intensity lies below a predefined low CDF threshold, the image is lightened to the maximum level. If this intensity lies
above a pre-defined high CDF threshold, the image is darkened to the maximum level. When the
intensity lies in between, the amount of lightening or darkening is computed by linear
interpolation.

Figure 4.12 shows the CDF of the “Cave” image shown in Figure 4.11 that needed the maximum
amount of lightening. For this image, the intensity corresponding to a CDF of 0.5 is only 0.107,
which means 50% of the image pixels have intensities below 0.107.

Fig. 4.12 Cumulative Distribution Function of the image “Cave”
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Figure 4.13 shows an example image with normal dynamic range. Compared to the previous
example, lightness variation in this image is more even. Figure 4.14 shows the CDF for this
image. The intensity corresponding to a CDF of 0.5 is 0.56.

Fig. 4.13 “Faces”: an example image with normal dynamic range

Fig. 4.14 Cumulative Distribution Function for the image “Faces”
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An additional condition is imposed to ensure darkening or lightening does not cause some part of
the image to be clipped. If a certain percent of pixel intensity in the CDF lies above a given
value, it means a part of the image already has high intensity. In this case the image is not
lightened. Similarly, if a certain percent of pixel intensity in the CDF lies below a given value,
the image is not darkened.

4.4.2 Local Contrast Enhancement
A Low-Pass averaging filter is used to get a filtered version of the original intensity image. An
exponent is applied to the difference of the original and the filtered intensity data while
preserving the sign of the difference. The output intensity resulting from global lightness
adjustment and local contrast enhancement is obtained from summing the two effects.

4.4.3 Saturation Enhancement
Similar to the global lightness adjustment, saturation enhancement is achieved through a Lookup
Table. This avoids hard thresholds and the problems of artifacts associated with them. If the
chroma of a pixel is below the low threshold, the color is likely to be achromatic and is left
unaltered. Also, if the chroma of a pixel is above the high threshold, the color is already quite
saturated and so is left unchanged. Colors in between these thresholds are increased in a
nonlinear fashion.

If an image is significantly lightened, the perceived saturation reduces. Actual saturation
enhancement in this case needs to be higher to counteract this effect. Whether an image is
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significantly lightened was determined by a metric based on the CDF, and accordingly a higher
saturation enhancement factor was used.

4.5 Novelty of the proposed method
Various published and patented methods reviewed in this chapter do not meet the objective of
enhancing color and contrast in an effective and coordinated manner. The proposed algorithm
addresses the need for a more complete color and contrast enhancement algorithm suitable for
the video processing chain of consumer video systems. The new method is guided by the
principles and foundations of color appearance and perception, and not by the statistical image
processing. It takes advantage of a color space that is uniform in terms of perceived hue, thus
ensuring the hue does not change during the processing, one of the main problems in color
enhancement. A novel method for local contrast enhancement is also implemented in the
algorithm.

- 106 -

“I have been impressed with the urgency of doing. Knowing is not enough; we must apply. Being willing is
not enough; we must do.” ~ Leonardo Da Vinci (Italian artist, sculptor, architect and engineer, 1452–1519)

Chapter 5
IMPLEMENTATION AND PERFORMANCE ANALYSIS OF SEVERAL
COLOR/CONTRAST ENHANCEMENT ALGORITHMS

5.1. Algorithms Implemented
Four published methods for color and contrast enhancement were implemented to evaluate their
performance as well as to determine the most appropriate enhancement strategy for the new
algorithm. Further, two existing color and contrast enhancement algorithms were provided by the
research sponsor, Intel Corp, to be used as benchmarks in the development of the new algorithm.
Accordingly, this chapter contains a performance analysis of seven algorithms as listed below:
1. Proposed: New algorithm proposed in this research
2. CH: Algorithm provided by the sponsor
3. Colantoni: Colantoni, Bost and Trémeau [Colantoni 2004]
4. Samadani: Samadani and Li [Samadani 2006]
5. Tao: Tao and Asari [Tao 2004]
6. Yang: Yang and Rodriguez [Yang 1996]
7. YO: Algorithm provided by the sponsor

All implementations were carried out in Matlab.
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5.1.1 Implementation of Proposed Algorithm
Implementation of the proposed algorithm has been discussed in detail in Section 4.4.

5.1.2 Algorithm CH
This was an Intel Proprietary algorithm, based on traditional multi-module approaches (i.e.
cascade of methods to deal with color, contrast, and skin color).

5.1.3 Implementation of Colantoni’s Algorithm
In this implementation, D65 white point was assumed. xyY image data were converted to polar
coordinates for the ease of geometric computation. The distance of a given pixel (P) from the
white point (W) was increased by 50%. If the new point fell outside the triangle defining the
RGB gamut, it was clipped to the gamut triangle. The slope of the line PW was kept unchanged.
After transforming polar coordinates to xyY, pixel Y values were reduced by 2.5% to avoid outof-gamut colors. The computations were performed on a pixel-by-pixel basis. In the end, the
modified xyY values were transformed to RGB.

The dominant wavelength in the above implementation was not directly used or computed. The
implementation followed the final solution reported in the paper. Authors could not be contacted
to verify if the present implementation correctly replicated their work.
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5.1.4 Implementation of Samadani’s Algorithm
To begin with, two tables are formed, one with the hue values, and the other with the luminance
values, for the three primaries and three secondaries in the following order: red, magenta, blue,
cyan, green, yellow, red. These are referred hereafter as principal colors. The hue and luminance
values were generated using Eq 5.1, as described in the paper, and noting that hue
h = tan-1(c2/c1).
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Next, the function " shown in Eq (5.2) is pre-computed for hue values of 0 through 360 degrees
!

in steps of 0.1 degrees and stored for real-time processing. For each hue, " is computed for
luminance values 0 through 1 in steps of 0.001.
s0 =

q(l0 ,h0 )
q( f(li ),hi )
si =
si " # (li ,hi )si
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(5.2)

At first, the luminance la corresponding to maximum saturation for a give hue must be computed.
!

For the hue (hin) of any input color, the principal hues it is between are determined. Assuming ix
and ix+1 are the corresponding indices in the hue table TH (as well as the luminance table TL),
between which the input color lies, Eq (5.3) shows the equation to compute la.
la = (hin " TH(ix))#

TL(ix + 1)" TL(ix)
+ TL(ix)
TH(ix + 1)" TH(ix)

(5.3)

Next, the luminance-saturation curves q(l) are computed for different la values. Since these
!

curves are normalized with respect to saturation, sa is always unity. In this implementation, the
curves are formed by cubic interpolation passing through (0, 0), (la/2, sa/2), (la, sa), (la*1.5,
sa*0.75) and (1,0). The function " represents q(l0)/q(li), where li is the input luminance and l0 is
the output luminance, represented by the following equation:
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l0 = li + " sin(# $ li )

(5.4)

Where # is a user-controlled parameter (-0.15 in this implementation). A negative value resulted
!

in reduction in the luminance. Output luminance values were also pre-computed. Function " is
essentially a two-dimensional look-up table of the size (1001x3601).

For an input image, luminance and hue for each pixel are computed using Eq. (5.1). Output
luminance and saturation are computed using Eq. (5.4) and Eq. (5.2) respectively. Note that input
luminance and hue values were appropriately converted into integers to use as indices in the
look-up table. Using sufficient resolution in the look-up table is important in obtaining proper
enhancement. Finally, the output RGB values were computed using the inverse transformation
of Eq. (5.1) and clipped if necessary.

5.1.5 Implementation of Tao’s Algorithm
In Tao’s algorithm, adaptive luminance enhancement results in dynamic range compression,
which is not suitable for our application. So, adaptive luminance enhancement was excluded
from the performance analysis described in Section 5.3.

For the adaptive contrast enhancement, a 5x5 gaussian filter was used for 2D convolution and
then, Eq. (5.5) through Eq. (5.7) were used to computed the new intensities, as described in the
paper. In Eq. (5.5), In$ is the intensity resulting from adaptive luminance enhancement (original
intensity in this implementation). E(x,y) is given by Eq. (5.6), where Iconv and I are filtered
intensity and original intensity respectively. The standard deviation % in Eq. (5.7) is obtained by
multiplying the standard deviation of intensity by 255.
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(5.5)

S(x,y) = 255I n" (x,y) E(x,y)
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Final RGB values were obtained by multiplying original RGB values by the ratio of enhanced
and original intensity computed on a pixel-by-pixel basis.

5.1.6 Implementation of Yang’s Algorithm
First, luminance was computed from RGB values (Eq. 5.8). The parameter # was computed
using Eq. (5.9), where k is a scale factor by which the saturation is enhanced. In this
implementation, the value of k was set to 1.35.
L = 0.299R + 0.587G + 0.114B

(5.8)

3Lk
(R + G + B)(1# k)+ 3Lk

(5.9)

"=

!

Finally, output RGB values were computed using Eq. (5.10).
!
"R%
"R %
"L%
$ '
$ '
$ '
$G' = ( $G' + (1) ( )$L'
$# B'&
$# B'&
$#L'&

(5.10)

So, in fact, H and S values were not computed at all. However, transformation from RGB to LHS
!

has been explained in the paper in detail. The enhancement process described above is in
accordance with the paper.
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5.1.7 Algorithm YO
This was an Intel Proprietary algorithm, based on traditional multi-module approaches (i.e.
cascade of methods to deal with color, contrast, and skin color).
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5.2. Images Used in the Analysis
Seven images were chosen for this analysis. Each of these images was processed by the seven
algorithms. Input and output images were then further analyzed. The seven images and their
various features are described in Table 5.1.

Table 5.1 Seven images used in the performance analysis
This is one frame from the Avia video test sequence. The
sequence was used in a psychophysical test as described in the
next chapter. It contains a close up shot of a woman’s face,
which is the main element in this image. A color checker and
various grey patches are also present. The background, which
constitutes a major part of the image, is completely black.

Avia
This is a night scene with considerable noise in the original
image. The scene has a high dynamic range because of the
presence of some bright spotlights. The red and yellow light
emitting diodes (LED) give rise to saturated colors. Overall,
this is a challenging image.

Carnival
This is a scene from an old Chinatown area, showing brick
houses with worn-out colors, but also with some colorful
signboards containing text. The brick pattern, the signs, the dark
blue sky are all critical elements in the image. The interior of
the buildings is in shadow, and it is important to preserve the
shadow details, and even to enhance them.

Chinatown
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Table 5.1 (contd.)
This is the last frame in the couple sequence described in the next
chapter. The bright yellow shirt, the tie, the bright pink skirt, and
the design on the woman’s shirt are important features in this
image. Also, there is green foliage in the background that need
proper enhancement. Despite above features being important in
this image, the most important element seems to be the faces and
the skin tone. The hands and the faces look a little blurred due to
motion.

Couple
The most prominent feature is the architectural details and the
intricate sculpture on the walls. The other critical elements are the
bright light spots above the torchieres, light and shadow on the
floor and the dresses of the people at distance. It is a very good
test image for contrast enhancement.

Dome
The faces of the man and the woman are the most important
aspects here. Skin tone, the teeth and the hair on woman’s
forehead are critical in terms of color/contrast enhancement.
Enhancing any imperfections in the skin may be judged
negatively in terms of image quality.

Faces
This image has several variations of color and contrast. While the
red color of the tomatoes is the most prominent in the image, the
broccoli, the corn and the cauliflower have many contrast details.
There is a slight yellow tinge on the cauliflower, which must not
be enhanced to the extent that the cauliflower looks objectionably
yellow. The grey background in the image must also remain
achromatic after the enhancement.

Veggies
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5.3. Performance Analysis
As described earlier, each of these images was processed by the seven algorithms. The input and
output image data were converted to IPT color space to derive various image metrics. These
metrics were:
i)

Cumulative Distribution Function (CDF),

ii)

Histogram of the intensity image (in IPT space)

iii)

Image difference in all three dimensions, lightness (!J), chroma (!C) and hue (!h)

IPT color space was chosen since it is perceptually more uniform in terms of hue than other color
spaces like CIELAB. Any color/contrast enhancement algorithm should not change the original
hue to the extent that it is perceivable. Thus, hue difference map between the input and output
image is a useful performance evaluation metric for these algorithms. The lightness difference
map shows the effectiveness of contrast enhancement while the chroma difference map can be
used to evaluate the color enhancement functionality.

In the following subsections, performance of all seven algorithms has been discussed on a caseby-case basis for each individual image. The lightness difference maps as well as the contour
maps for chroma and hue differences between input and output are included in this chapter. To
further aid the discussion, image gamut plots in CIELAB color space, cumulative distribution
function plots, histogram plots and pseudo color plots of chroma and hue differences have been
included in Appendix A. For chroma difference, absolute values are normalized to unity, while
the hue differences are computed in degrees (between 0° and 360°).
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All image difference maps include the 50th and the 90th percentile values of the image difference
data, as well as the minimum and the maximum values. The hue difference map was obtained
from a 5x5 low-pass filtered version of original hue difference data. The reason was to identify
regions of significant hue difference and ignore individual pixel differences. For the same
reason, the percentiles, the minimum and the maximum of the hue difference values are also
computed from the filtered data. It should be noted that the perceptibility of hue difference
largely depends on the corresponding lightness. The same hue difference might be imperceptible
for darker pixels, yet very noticeable for lighter pixels.

It must be emphasized that none of the metrics or the image difference maps is a measure of the
perceived image quality as determined by human observers. Only a properly designed
psychophysical experiment can provide such information. The performance analysis presented in
this chapter serves the sole purpose of demonstrating different functionality aspects of various
algorithms. Results obtained from psychophysical experiments have been described in detail in
the next chapter.

- 116 -

5.3.1 Test Image “Avia”
The most important color in this image is the skin tone, and to lesser extent the colorchecker
patches. If we compare the input and output image gamuts in L*a*b* space, shown in Figure
A.1, the gamut expansion is less apparent in case of the Samadani and Tao, but more obvious in
case of others. Pure colors like green, blue and yellow, belonging to the colorchecker, mainly get
enhanced (more apparent in the new algorithm). There is no significant change in the Cumulative
Distribution Function (CDF) for the lightness (Figure A.2) and the histograms (Figure A.3),
except in case of Colantoni, which shows significant clipping of darker pixels.

To analyze the lightness difference map shown in Figure 5.1, it is helpful to consider the 50th and
90th percentile values of the image difference data. Evidently, only algorithm CH increases the
lightness significantly. As explained earlier, current implementation of Samadani’s algorithm
reduces the lightness in the image. Same effect can be observed in case of Colantoni’s algorithm.
While average lightness does not change appreciably, edge enhancement is clearly noticeable in
case of the proposed algorithm, and to a lesser extent, in Tao’s algorithm. Interestingly, for Yang
and YO, the noise in the background, probably present in the original image itself due to
compression, is enhanced. However, because of very low lightness, they cannot actually be
perceived in the enhanced image.
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Fig. 5.1 !J Image Difference Maps: Avia
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Fig. 5.2 !C Contour Maps: Avia

The contours for the chroma difference, shown in Figure 5.2, have been plotted for the same two
levels for each algorithm. To make comparison easier, first the appropriate levels were
determined for the new algorithm, and then the same levels were used for the other algorithms.
Relative degrees of chroma enhancement can be judged by the percentile as well as the minimum
and the maximum values in each case. As expected, in most cases, the main chroma
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enhancement occurs in the face and the colorchecker patches. Samadani’s algorithm does not
make a significant change in the chroma. While the other algorithms selectively enhance the skin
tone, the algorithm CH enhances the chroma over the whole face and neck. Further, the
enhancement is significantly stronger than the other cases, and even changes the chroma for
some gray patches. Such strong enhancement may not always be desirable. The chroma
difference pseudo-color plot in Figure A.4 shows that the new algorithm does a good job in
leaving the achromatic colors, including the gray patches and the black background, unaltered.

Hue difference contour plots, shown in Figure 5.3, are plotted for the same two levels for each
algorithm. In case of the new algorithm, most of the hue change occurs at the edges where colors
are changing. This is likely to happen whenever an algorithm employs low-pass filtering for
enhancement purposes, since neighboring pixels to some extent affect the color of a given pixel.
This hue change is unlikely to be noticed in most situations, as is the case here. Some of the
colorchecker patches have undergone slight hue shift, but again, for low lightness patches they
are hardly noticeable. Both CH and YO show significant hue shift on the woman’s face and on
several gray patches. In most of the cases, the maximum hue shift likely occurs in the black
background region and thus is not critical. 90th percentile value is more informative in this
regard. Colantoni’s algorithm output shows a serious hue shift problem, which is not surprising
(explained in Chapter 4). Pseudo-color plots of hue difference (Figure A.5) support the above
observations.
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Fig. 5.3 !h Contour Maps: Avia
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5.3.2 Test Image “Carnival”
This is a night scene, and thus is mostly dark. Most of the colors in the image are due to the neon
lighting. The input image contains significant amount of noise, and thus poses a challenge to the
contrast enhancement algorithm in absence of a noise suppression module in the processing
pipeline. The image gamut plots in Figure A.6 show that the gamut expansion is more skewed
toward green and yellow. Only algorithms that show some modification of the intensity CDF
(Figure A.7) are CH, Colantoni and Samadani. As for the intensity histogram, there is no
significant change, except for a modest difference in its shape in case of Colantoni’s output. The
lightness difference map in Figure 5.4 shows the enhancement is the most significant in case of
CH, the lighter regions in the image are nicely enhanced while the darker areas are further
darkened, effectively enhancing the dynamic range. Edge enhancement is more apparent in case
of the new algorithm and Tao’s algorithm.

The contour plots for the chroma difference in Figure 5.5 demonstrate that chroma enhancement
is not significant, and mainly occurs around the light sources (lighter pixels). For YO, however,
the enhancement occur elsewhere in the image as well. These are also apparent in the chroma
difference pseudocolor plots (Figure A.9).
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Fig. 5.4 !J Image Difference Maps: Carnival
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Fig. 5.5 !C Contour Maps: Carnival
The hue shift is predominant in YO, as shown in the hue difference contour plots in Figure 5.6,
with the 90th percentile value of 6.2°. However, since the majority of the pixels are dark, the hue
shift may not be very perceivable. Note that Tao’s algorithm implementation does not have a
color enhancement component, so the output does not show any hue difference. Hue Difference
pseudocolor plots in Figure A.10 illustrate that the hue shift present in almost all outputs is high
frequency and of low magnitude, and thus cannot be perceived.
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Fig. 5.6 !h Contour Maps: Carnival
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5.3.3 Test Image “Chinatown”
This image does not contain many colors, as apparent from the small image gamut (Figure A.11).
The expansion in the image gamut is more apparent in case of CH algorithm. From the CDF
plots in Figure A.12, Colantoni’s algorithm causes 20% of the total pixels clip to zero intensity.
This happens when the saturation of the darker pixels is increased while keeping the lightness
same. The CDF of the proposed algorithms does not reach to the maximum level until the
intensity reaches the maximum, which indicates there is a possibility of clipping for some high
intensity pixels. In the intensity range of 0.2 to 0.6, Samadani’s algorithm increases the intensity
levels more than the others, while CH reduces the intensity in the 0.4 to 0.95 range.

The histograms in Figure A.13 further illustrate how different algorithms are achieving different
lightness adjustments. Relatively high value at the upper extreme indicates the proposed
algorithm is causing some clipping as mentioned before. The algorithm also reduces the peak at
the intensity of 0.45 and increases the number of low-intensity pixels. Colantoni’s algorithm is
markedly different from the others as it completely shaves off the peak at low intensity level, but
the rest of the histogram does not change significantly. This is because many pixels are clipped
to the black level.

Figure 5.7 shows the lightness difference grayscale plots. For the proposed algorithm and Tao’s,
most of the lightness enhancement occurs along the edges. Colantoni and Samadani’s algorithm
mostly reduce the lightness. For YO, the lightness enhancement is quite controlled, and the local
contrast enhancement has performed quite well.
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Fig. 5.7 !J Image Difference Maps: Chinatown
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Fig. 5.8 !C Contour Maps: Chinatown
As apparent in the chroma difference contour plots (Figure 5.8) and pseudocolor plots, both CH
and YO enhance chroma significantly more than the other algorithms, with 90 percentile values
of 0.15 and 0.11 respectively. Comparatively, the proposed algorithm enhances mainly the sky
and the colored signs and hoardings. Chroma enhancement is not significant in case of
Samadani. In case of Yang, selective colors are strongly enhanced.
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Even though it appears from the 90th percentile values in Figure 5.9 and Figure A.15 that the
proposed algorithm is causing significant hue shift, the 50th percentile value is lower than those
in case of CH, Colantoni and YO and comparable to Samadani and Yang. The hue shift in this
case is mostly concentrated in the dark areas of the image, and thus cannot be perceived.
Interestingly, in case of Samadani and Yang, the sky undergoes some amount of hue shift. Tao’s
algorithm implementation does not involve color enhancement, yet there is a considerable
amount of hue shift. But as in case of proposed algorithm, the hue shift cannot be perceived.
From the hue difference contour plots (Figure 5.9), YO seems to cause more noticeable hue shift
than the other algorithms.
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Fig. 5.9 !h Contour Maps: Chinatown
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5.3.4 Test Image “Couple”
The image gamuts of input and outputs in L*a*b* space are shown in Figure A.16. The gamut
expansion is not so apparent in case of Samadani and Tao, but observable in case of other
algorithms. If we consider the intensity CDFs (Figure A.17), the proposed algorithm leaves it
unaltered, while CH increases the intensity of pixels in the range 0.15 to 0.9, thereby
significantly shifting the CDF to the right. As in previous examples, Colantoni’s algorithm
causes significant clipping at the lower end, 38% of the pixels getting clipped to black.
Samadani’s algorithm reduces the intensity for the most part, while YO slightly increases the
intensity values between 0.2 and 0.8. In this example, the algorithm CH modifies the intensity
histogram (Figure A.18) in a way similar to histogram equalization. Like the previous example,
Colantoni’s algorithm results in significant clipping and a complete shaving off of the peak.

The lightness difference maps in Figure 5.10 shows superior edge enhancement achieved by the
proposed algorithm (to some extent by Tao’s method as well), but otherwise the lightness
enhancement seems modest. CH shows significant increase in the lightness in parts of the image,
much more than the others. On the other hand, Samadani’s algorithm implementation reduces the
lightness in some key areas of the image. Yang’s enhancement appears more selective than the
others.
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Fig. 5.10 !J Image Difference Maps: Couple
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Fig. 5.11 !C Contour Maps: Couple

The chroma difference contour plots above show that the proposed algorithm, YO and
Colantoni’s algorithms mainly enhance the colors on the dresses. However, chroma enhancement
is the strongest in case of CH, and more widespread than in other cases. Even the grass and skin
tone undergo strong enhancement, unlike the others where the grass and the skin tone on the
faces are left unaltered. Yang’s algorithm enhances chroma only on the colorful parts of the skirt
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and tie. The corresponding pseudocolor plots in Figure A.19 highlight the same enhancement
characteristics.

In the hue difference contour plots shown in Figure 5.12, the hue shift is least in case of Tao and
Yang’s algorithm. Note that Tao’s algorithm implementation has no color enhancement, so hue
shift problem is not expected as well. In case of CH and YO, hue shift is quite apparent.
However, as shown in Figure A.20, the hue difference in case of most of the algorithms,
including the proposed algorithm, is high frequency, with a majority of the change concentrated
around dark pixels. As a result, the hue shift is not perceptually significant in general.
Nevertheless, the plots identify the problems associated with color processing in various
methods. As indicated by the 90th percentile value of 1.6, the hue shift is insignificant in the
proposed algorithm. Note that the maximum difference is insignificant as it most likely is located
in the dark area around the edges of the tree trunks (Figure A.20). This shift arises from the fact
that in low pass filtering, neighboring pixels affect the color of a given pixel.
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Fig. 5.12 !h Contour Maps: Couple
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5.3.5 Test Image “Dome”
This image has limited variation in colors, mostly red and green with different lightness values,
as shown in the image gamut plots in Figure A.21. As explained in previous examples, Samadani
and Tao’s method does not significantly increase the gamut volume. For most part of the
intensity range, CH increases the intensity, as evident in the CDF plots (Figure A.22), while
Samadani’s method makes the image slightly darker. Once again, Colnatoni’s method causes
clipping of dark pixels. CDF remains mostly unaltered in all other cases.

The fact that CH increases the overall image contrast can be verified by examining the intensity
histograms (Figure A.23). The histogram is moderately stretched in the upper range, signifying
more high intensity pixels in the output than in the input. As in previous examples, Colantoni’s
method drastically reduces the peak, which is due to clipping. Even though the local contrast
enhancement by the proposed algorithm is quite significant, histogram shape is more or less the
same, implying that overall lightness has not changed very significantly.

The lightness difference plot in Figure 5.13 once again shows that the proposed algorithm is
enhancing the edges more than the overall contrast. In other words, local contrast enhancement
has a stronger influence than the global lightness adjustment. However, these effects can be
adjusted by modifying appropriate parameters. Overall, increase in the lightness level is the
highest for CH.
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Fig. 5.13 !J Image Difference Maps: Dome
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Fig. 5.14 !C Contour Maps: Dome
Chroma contour plots (Figure 5.14) and difference maps (Figure A.24) show that the
enhancement is the strongest for CH and the proposed algorithm, and the weakest for Samadani.
Interestingly, in case of Samadani’s algorithm, chroma enhancement is mainly concentrated in
the hotspot areas right above the uplights, which shows the chroma enhancement primarily
results from the lightness adjustment.
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Colantoni’s method results in significant hue shift, with a 90th percentile value of 46.6° as shown
in the hue difference contour plots (Figure 5.15) and the pseudocolor maps (Figure A.25).
However, higher hue difference values are concentrated around the left arch that is under dark,
and thus is not very perceivable. The same is true for most of the other cases. As we can see in
Figure 5.15, most of the contours are located in the dark areas of the image. Compared to other
algorithms, hue differences for YO are more spread out across the image. Color enhancement in
new algorithm is unlikely to introduce perceivable hue shift as all processing is done in a color
space uniform in terms of perceived hue. A 90th percentile value of 6.9° indicates a good
performance for this image, as most of the colors have low lightness. In summary, lightness must
be taken into account while evaluating perceived hue shift in a processed image.
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Fig. 5.15 !h Contour Maps: Dome
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5.3.6 Test Image “Faces”
Skin tone is the predominant in this image, and to some extent, blue color of the denim shirt
(Figure A.26). The CDF plot (Figure A.27) shows that CH mostly increases the intensity while
Samadani’s method does the opposite. As for Colantoni’s method, the problem of clipping is less
in this image than in previous examples. For other methods, CDF remains mostly unaltered. A
well spread-out input histogram (Figure A.28) indicates good overall contrast in this image, so
there is not much room to enhance the intensity. Accordingly, the output histograms preserve the
shape of the input.

The lightness grayscale plots in Figure 5.16 show similar trend as described in the previous
examples. Chroma enhancement is more spread out in case of CH, almost covering full faces.
90th percentile value is 0.14, strongest of all methods. For skin tone, this seems to be too strong
an enhancement. Chroma enhancement is rather controlled in case of YO, and to a lesser extent,
in case of the proposed algorithm Ho. In case of Samadani, only the lips of the woman undergoes
noticeable enhancement.

Even though the magnitude of hue difference in this image is less than that in the other example
images (Figure 5.18 and Figure A.30), a small hue shift will be more noticeable here because of
higher overall lightness, and also because the observers are generally less tolerant about hue shift
in skin tones. It is most objectionable in case of Colantoni’s method. Even CH and YO suffers
from a hue shift in critical areas. This underlines the importance of using an appropriate color
space for image enhancement. By far, the new algorithm and Samadani’s method do a superior
job of preserving hue. The maximum values occur in dark areas and so are not perceivable.
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Fig. 5.16 !J Image Difference Maps: Faces
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Fig. 5.17 !C Contour Maps: Faces

Tao’s algorithm implementation does not involve color enhancement, so it is expected to have
minimal hue shift problem.
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Fig. 5.18 !h Contour Maps: Faces
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5.3.7 Test Image “Veggies”
The input image has a good overall contrast as evident in the histograms (Figure A.33), thus it is
mostly local contrast, and not the global lightness, that needs to be enhanced. Lightness
difference map in Figure 5.19 shows little increase in the overall lightness. As seen in case of
other test images, CH boosts the chroma quite significantly (Figure 5.20 and Figure A.34). For
example, the cauliflower appears more yellowish than in other cases. For Samadani’s method,
the chroma enhancement is rather modest and selective, as expected.

As in the previous examples, CH, YO and Colantoni’s method show high hue differences with
90th percentile values of 9.5°, 8.3° and 6.3° respectively.

All three methods result in a

perceivable hue shift on the cauliflower (Figure 5.21 and Figure A.35). All methods lead to a hue
shift in the gray background, to one extent or the other. As explained before, implementation of
Tao’s method does not include color enhancement, so it can be expected to be mostly free of any
hue shift. Hue shift problem is noticeably less in case of Samadani’s method. For the proposed
algorithm and Yang’s method, only the achromatic background undergoes a hue shift that may
be somewhat perceivable.
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Fig. 5.19 !J Image Difference Maps: Veggies
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Fig. 5.20 !C Contour Maps: Veggies

- 147 -

Fig. 5.21 !h Contour Maps: Veggies
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5.4. Conclusions
In this chapter, the performance of seven color/contrast algorithms was discussed. Since these
algorithms are developed with different goals and applications, it is difficult to directly compare
the results and determine if one algorithm is performing better than the others. Some of these
algorithms are designed to enhance lightness, some are designed to enhance local contrast and
some are meant to enhance overall image appearance by modifying lightness, color and contrast.
Another difficulty experienced in this performance evaluation was the lack of information on
specific aspects of implementations not available in the publication. In case of Samadani’s
algorithm, the author of the paper could be contacted to clarify some implementation issues
[Samadani 2007]. However, the other algorithms were implemented based on personal
understanding of the published paper. In some cases, the implementation was suited to serve the
purpose of this performance analysis.

The performance analysis discussed in this chapter demonstrates that the choice of the color
space is very important in achieving superior results. A color space that is perceptually uniform
in terms of hue, like IPT, helps in preserving the original hue of the input color. When a color
space is perceptually non-uniform, the result of color enhancement essentially depends on the
image content. It is practically impossible to ensure that color enhancement in spaces such as
RGB, YCC and LHS does not result in an unacceptable hue shift in the output image. Any
perceptually uniform color space is bound to be nonlinear in nature, and when it comes to it is
really a matter of optimization between superior performance and computational complexity.
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Local contrast enhancement can increase noise present in the original image, but its perception
depends on the lightness level. Enhanced noise cannot be perceived when lightness in a given
area in the image is significantly low. The proposed algorithm as well as Tao’s method cause
significant edge enhancement, while the effect is more subtle in case of CH and YO. Other
algorithms are not designed for local contrast enhancement.

The performance analysis also showed that the chroma enhancement strategy varies from one
algorithm to the other. Algorithm CH causes very strong enhancement almost throughout the
image. The proposed algorithm and YO are more selective and controlled in terms of chroma
enhancement. This is particularly true in case of skin tone enhancement. YO is more selective
than any other algorithms in this case. Even in the case of Colantoni and Yang, the chroma
enhancement mainly took place in the colorful areas in the image. Even though Samadani’s
method does not include chroma enhancement feature, lightness reduction may result in chroma
enhancement in parts of an image where lightness adjustment is significant. This can probably be
attributed to the fact that the luma channel cannot be fully decoupled from the chroma channels
in a typical opponent color space. The present implementation of Tao’s method do not involve
chroma enhancement.

In the concluding remark, it should be emphasized again that the main purpose of the
performance analysis in this chapter was to quantitatively compare different functionality aspects
of various algorithms. The analysis did not specifically take into account the perceptual effects of
color and contrast enhancement.
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“There are three principal means of acquiring knowledge . . . observation of nature, reflection, and
experimentation. Observation collects facts; reflection combines them; experimentation verifies the result
of that combination.” ~ Denis Diderot (French man of letters and philosopher, 1713-1784)

Chapter 6
PSYCHOPHYSICAL EVALUATION OF THREE ALGORITHMS

In the previous chapter, a quantitative performance analysis of various algorithms was presented.
This chapter contains a detailed description of the psychophysical experiments performed on
outputs of several algorithms and an analysis of the results. Experiments were performed on still
images as well as on video test sequences. Many of the algorithm implementations discussed in
the pervious chapter were not integrated algorithms, focusing either on lightness adjustment, or
on color enhancement, or simply contrast enhancement, but not all at the same time. Thus, it was
not appropriate to include these algorithms in a single psychophysical experiment, as the endresults were very different. The experiments discussed in this chapter involves only three of the
seven algorithms discussed, two Intel-proprietary algorithms CH and YO, and the proposed
algorithm. All three algorithms attempt to enhance both color and contrast of the input images
(or motion pictures).

This chapter starts with a discussion on display characterization process, which is essential for
any psychophysical experiment involving display devices. Next, a paired comparison experiment
conducted on several still images is described, followed by a similar experiment performed on
video test sequences. Note that the experiments involved a Liquid Crystal Display (LCD) device,
and so in the context of this chapter, a display mainly refers to an LCD.
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6.1 Color Modeling of the LCD
For any display-based visual experiment, it is critical that the psychophysical images be
transformed to colorimetric definitions accurately. This is only possible by accurately modeling,
or characterizing, the inherent nonlinear nature of a computer-controlled display device. This
nonlinearity is described by the optoelectronic transfer function (OETF), the relationship
between the signals used to drive the display and the radiant outputs produced by the
corresponding input. Determining this relationship is essentially a two-step process, namely,
display calibration followed by a characterization.

6.1.1 Display Calibration
Device calibration is the process of maintaining the device with a fixed known characteristic of
color response [Sharma 2003]. Many LCD display manufacturers build correction tables into
the video card to convert the native luminance response curve (or gamma) into a desired
response curve. It is advisable to turn off the built-in corrections if possible, and use the native
gamma instead. As an example, the Display Calibrator application available in Mac OS goes
through several steps in order to calibrate a display. These are: i) determining the display’s native
response, ii) selecting a target gamma (e.g. a linear gamma of 1, Mac standard of 1.8, PC
standard of 2.2 or the native gamma), and iii) selecting the target white point (for example,
native white point or D50 or D65). In the end, the calibration defines a display color profile,
which includes the display gamut, the white point as well as the gamma. Figure 6.1 shows the
report generated by Display Calibrator in Mac OS.
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Fig. 6.1. Results of calibration using Display Calibrator in Mac OS

6.1.2 Display Characterization
Next, characterization is performed on the calibrated display. Characterization is a process that
derives the relationship between device-dependent and device-independent color representations
for a calibrated device. It is assumed that a calibrated device maintains the validity of the
function, but the calibration process may need to be repeated from time to time to compensate
for the temporal changes in the device’s response and maintain it in a fixed known state
[Sharma 2003]. Mathematical steps involved in the characterization process are described
below. Discussion in this section is based on Day et al’s work [Day 2004].
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An effective way to represent the nonlinear characteristic in a computer-controlled display is to
build one-dimensional look-up tables (LUTs) shown in Eq 6.1. These LUTs convert the original
0-255 RGB digital counts to linearized RGB values, thus defining the optoelectronic transfer
functions for the three channels.
R = LUT(dr )
G = LUT(dg )

(6.1)

B = LUT(db )
0 " R,G,B " 1

where d represents the digital counts and R, G and B are the radiometric scalars for the three
!

channels, with values ranging between zero and unity.

The relationship between radiometric scalars and CIE tristimulus values is expressed by
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!

where Xr,max, Yr,max and Zr,max are the maximum tristimulus values obtained from the r channel.
Tristimulus values corresponding to other channels are expressed similarly. Xk,min, Yk,min and
Zk,min are the black-level flare. The black-level flare terms are separated into a single column to
form the 3x4 transformation matrix. The above primary transformation matrix can be optimized
by minimizing CIE &E00 color difference for a dataset sampling the display’s colorimetric gamut.
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6.1.3 Experimental Setup
A 22” flat-panel Apple Cinema LCD was characterized and subsequently used in all
psychophysical experiments. The display was controlled by a 4x2.5 GHz PowerPC G5 computer
running Mac OS X 10.4, with a 2 GB DDR 2 SDRAM memory. The display had a maximum
resolution of 2560x1600 pixels. As explained previously, the display white point and gamma
were set to native values.

A Graphical User Interface (GUI) was designed to display a round patch in the middle of the
screen. Red, green and blue color samples were generated each as 11 step ramp at equal interval.
Uniform grey background was used throughout the experiment. White color was displayed and
measured in order to determine the display white point. Display white point and CIE 10°
observer data were used in all calculations. The tristimulus values of the colors were measured
with an illuminance-type LMT colorimeter, which was interfaced to the computer.
Measurements were taken in a completely darkened room. The tristimulus values were saved in a
file.

Three one-dimensional Look-Up Tables (LUT) corresponding to 256 digital counts, describing
optoelectronic transfer functions of each of the three channels were created from the colorimetric
data, as shown in Figure 6.2. An optimized 3x4 transformation matrix (Eq 6.2) to convert the
digital count to tristimulus values was also created. Nonlinear optimization was used to minimize
&E00 between the estimated and measured color patches. All the matrix coefficients were
estimated simultaneously during the optimization process, changing the LUTs dynamically
during each iteration.
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Fig. 6.2 Optimized Display Characterization Curve: Apple Cinema LCD

- 156 -

6.2 Psychophysical Experiments
Image quality is an integrated perception of the overall degree of excellence of an image
[Engeldrum 2004]. Psychometric scaling is widely used in the imaging field for obtaining scale
values of image quality and the "nesses", or its attributes. The process of scaling is not always
straightforward. Several factors need to be taken into account during sample selection, choosing
observers, formulating task instructions and finally, presenting and viewing the samples. The
following subsections describe various aspects of the experimental design as well as an analysis
of the results.

6.2.1 Experimental Goal
A key aspect of this research was to conduct subjective tests on the outputs of different
algorithms. This was considered a potentially important contribution to the field since most of
the development efforts published so far lack a systematic subjective assessment of the image
enhancement algorithms. The main objective of conducting these psychophysical image quality
experiments was to compare the performance of the new algorithm against some benchmark. In
this case, the benchmarks were two image enhancement algorithms developed within Intel.

6.2.2 Software for Psychophysical Experiments
SiQ (pronounced sai-que), a software tool previously developed by the author was used for
designing and executing the experiments as well as for analyzing the results. The software was
developed in Matlab environment and had a graphical user interface. While the presentation of
the trials for the still image experiment was handled by SiQ itself, some additional processing
was required for the video experiment as described later.
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6.2.3 Algorithms Evaluated
Apart from the new image enhancement algorithm, two Intel-proprietary algorithms were
included in this test. Throughout this report, these algorithms are referred to as CH and YO. The
new algorithm has been referred to as NA. The original images were also included in this
experiment. These are referred to as OR in the figures. So there are four versions of each test
image.

6.2.4 Test Images
Fifteen still images were included in the first psychophysical experiment. Each image had a size
of 920x720 pixels.

Selection of the test images is extremely important for an unbiased evaluation of image
enhancement algorithms. The following few pages contain the details of the test images used in
this experiment. Note that for various color management and color appearance issues, images
reproduced in this document will not have the same appearance as the actual images viewed on a
characterized display. The contrast of the images in this document will generally appear a lot
higher because of the reduced size. For the same reason, the output images are not included here.
Various characteristics of output images generated by different algorithms have been discussed
in the previous chapter.
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Test Image 1
Critical aspects: Closely knit shiny beads
of different colors.
Goal: To enhance color and contrast in
such a way that individual beads as well
as the specular reflections on them are
distinctly visible

Test Image 2
Critical aspects: People’s faces
Goal: This image is a little out-of-focus,
and needs contrast enhancement. Because
of the image content, the color
enhancement has to be relatively subtle.

Test Image 3
Critical aspects: The animals, the blue
jacket
Goal: Haziness due to the dust in the air
needs to be preserved while enhancing the
contrast
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Test Image 4
Critical aspects: The colors, creases
and/or the design in the dresses, skin tone,
the green forest in the background
Goal: The skin tone and the greenery in
the trees must not undergo strong
enhancement. The man and the woman are
a little blurred due to motion

Test Image 5
Critical aspects: Green grass outside the
tunnel, the joints and the graffiti on the
tunnel wall, the overhead fixtures
Goal: Preserve the high dynamic range in
the scene; avoid introducing noise in the
dark areas of the image; avoid strong
enhancement of the grass

Test Image 6
Critical aspects: Colors of different
vegetables, water droplets on the tomato,
image contrast, particularly on the
cauliflower, the broccoli and the corn
Goal: Avoid turning achromatic colors
into chromatic ones while enhancing color
and contrast of the vegetables
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Test Image 7
Critical aspects: Same as the previous
image. This is a low-contrast version of
test image 6.
Goal: Increase the overall contrast (in
addition to the stated goals for test image
6)

Test Image 8
Critical aspects: The bricks on the
buildings, the stairs, the texts, the objects
in the shadowed areas, the sky
Goal: White letters as well as the objects
in the shadowed area should be more
visible, the brick pattern should texts in
general should look sharper

Test Image 9
Critical aspects: Intricate artwork on the
walls, creases on the dresses of the people,
bright light spots above the torchieres ,
light and shadow on the floor
Goal: enhance color and contrast while
preserving the intricacies of the sculptured
walls
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Test Image 10
Critical aspects: Skin tone, hair on
woman’s forehead, her earrings, the blue
denim shirt
Goal: Enhance color and contrast while
avoiding strong color enhancement of the
skin tone

Test Image 11
Critical aspects: color of the flowers,
green plants, stone walls, dark areas under
the big trees
Goal: enhance color and contrast of the
flowers and green plants while preserving
the naturalness; enhance the contrast of
the dark areas so that shadowed objects
are more visible

Test Image 12
Critical aspects: Different skin tones,
colors on the dresses, text on the green
badge
Goal: Avoid strong enhancement of
different skin tones while enhancing color
and contrast
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Test Image 13
Critical aspects: Face of the man on the
left, the text
Goal: Avoid enhancing the noise in the
original image while boosting the
contrast; avoid strong enhancement of the
skin tone

Test Image 14
Critical aspects: The colorful parts in the
balloon
Goal: Avoid making the noise in the
original image more apparent while
enhancing the color and contrast

Test Image 15
Critical aspects: LEDs and the overall
contrast in this night scene
Goal: Avoid making the noise in the
original image more apparent while
enhancing the color and contrast
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6.2.5 Test Movie Sequences
A second psychophysical experiment was performed on four video test sequences. As in the first
experiment, outputs from the proposed algorithm, CH, YO, as well as the original sequences
were included. The number of sequences had to be limited to four because of various reasons.
Firstly, sequences appropriate for color and contrast enhancement were not readily accessible at
the time of this research. Secondly, outputs from the proprietary algorithms CH and YO had to
be obtained through the sponsor since IP issues were involved. Finally, the duration of the
experiment had a practical limitation on the number of test sequences. The sequences had
durations between 7.5 seconds and 10 seconds.

The movie sequence Avia had a resolution of 854x480. All other movie sequences were cropped
to the same resolution to maintain uniformity. Having a resolution significantly larger than this
for any sequence caused a playback and synchronization problem, in spite of using one of the
most powerful computing resources available in the laboratory (configuration discussed earlier
under experimental setup). The file sizes of the frames in these sequences varied from 1.1 MB to
1.3 MB. Processing did not change the file size appreciably, as expected.

A description of the video sequences follows.

6.2.5.1 Movie Sequence “Avia”
Description: This was a TIFF image sequence of 224 uncompressed images. This was not a
continuous sequence, but rather selected from different locations in a long sequence. The
duration of the clip was approximately 7.5 sec.
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Content: This was mainly a restaurant scene starting with a close-up of desserts, and then
panning on to the man and woman talking, then a close-up shot of fresh salad. Next, the clip
shows a man talking to another man and a woman sitting in front of him. Finally, there is a closeup shot of a woman sitting against a black background with a color chart. Several frames of the
sequence is shown in Figure 6.3.

Fig. 6.3 Different clips from the sequence Avia
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Critical aspects: Various colors present in the content are important from the perspective of this
experiment. Examples are the strawberries in the dessert, the wine glasses and other materials on
the table, the skin tone, the colors of the carrot and other vegetables, the red shirt of the woman
sitting in the couch and the color charts in the last several frames.
In several frames, contouring resulting from the compression led to challenging content for
image enhancement. For example, the background in the first and third example frames shown in
Figure 6.3 or the wall in the 4th example frame showed contours in the input image. If an
algorithm makes these contours more visible while enhancing the contrast, it may result in
reduced perceived video quality.

6.2.5.2 Movie Sequence “Calendar”
Description: This was a bitmap image sequence of 300 uncompressed images. The original size
of 1280x720 was appropriately cropped so that the frames contained enough color even after
cropping. The duration of the clip was approximately 10 sec.
Content: The clip shows a black and white stripe pattern along with some content with colors
and a part of a calendar showing dates, as shown in Figure 6.4. The whole content rotates slowly
throughout the duration of the clip.
Critical aspects: There is not a lot of color in this sequence. The stripe pattern or the numerals
in the calendar are important for contrast enhancement evaluation and any resulting artifacts. The
image is inherently noisy, so contrast enhancement might boost the noise as well, leading to poor
picture quality. Even though noise was not included as a parameter in the psychophysical
experiment, it is difficult for the observers to fully discount the effect of noise enhancement.
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Fig. 6.4 Clips from the sequence Calendar

6.2.5.3 Movie Sequence “Vintage Car”
Description: This was a bitmap image sequence of 300 uncompressed images. The original size
of 1280x720 was appropriately cropped so that the main object of interest in the clip, the vintage
car in motion, was included in all frames. The duration of the clip was approximately 10 sec.
Content: The sequence shows a blue-colored vintage car approaching from a distance through a
wooded area full of green foliage. The last several frames contain a close-up shot of the car and
the man driving it. Figure 6.5 shows some representative frames.
Critical aspects: The foliage and the car are the main objects of interest with regard to color. In
the close-up shots, the skin tone of the man and the color of the car are of importance. As in the
Calendar sequence, there is noticeable noise in the input movie sequence, which is likely to get
enhanced during contrast enhancement, unless a noise reduction module is included in the
algorithm.
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Fig. 6.5 Clips from the sequence Vintage Car

6.2.5.4 Movie Sequence “Walking Couple”
Description: This was a bitmap image sequence of 250 uncompressed images. The original size
of 1280x720 was appropriately cropped so that the man and the woman walking down the
wooded path were included in all frames. The duration of the clip was approximately 8.5 sec.
Content: The sequence shows a man and a woman walking together amidst the woods in the
backdrop of trees. The man is wearing a bright yellow shirt and a colorful tie, while the woman
is wearing a pink shirt with patterns on it. Two frames from the sequence are shown in Figure
6.6.
Critical aspects: The colors on the clothes are the most prominent features in this sequence,
apart from the thick foliage in the background. The skin tone is also important.
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Fig. 6.6 Clips from the sequence Walking Couple

6.2.6 Viewing Conditions
All images and video sequences were run through the Lookup Tables obtained from display
characterization before displaying on the LCD screen. The experiments were performed in a
completely dark room. The observers maintained a distance of around 30 inches from the screen.

6.2.7 Observers
A total of 25 color normal observers participated in each psychophysical experiment involving
still images and the video test sequences. While both naïve and experienced observers were
included in the experiments, no observer was familiar with the algorithms or the technology
variables. It is important to not include such observers as they might have significantly different
image preferences than the average observers [Engeldrum 2001]. Most of the observers were
students and staff at the Munsell Color Science Laboratory, Rochester Institute of Technology. It
is worthwhile to note that repeated empirical observation showed that experts and non-experts
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judge image quality similarly when the task is application-independent, resulting in an image
quality scale that is more "absolute" [Engeldrum 2004].

Before the actual experiments started, color vision of the observers was tested with some of the
test

plates

from

Ishihara

Pseudoisochromatic

test

24-plate

[http://www.toledo-

bend.com/colorblind/Ishihara.html]. This screening test was done by SiQ itself.

6.2.8 Experimental Method for Still Images
Since the main objective of the experiment was to generate an interval scale of image preference
for the algorithm outputs, the method of paired comparison was determined to be the best
method to use. This is one of the most common experimental techniques to quantity image
quality [Wu 1998]. Note that this method generates a one-dimensional scale. In other words, we
assume that the variability in the observers' responses can be fully expressed in a single
dimension.

Every pair of the images was presented to the subject in a unique random order chosen by the
software. The relative position of the images on the display screen was also randomized. The
same pair of samples was presented only once. There were 90 observations in all (a pair can be
chosen from 4 versions of a given image in 4C2 or 6 ways, and there were 15 test images, so 6x15
= 90). Each session was completed in approximately 25 minutes on an average.
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The following instruction was given to each observer:
Thank you for participating in our study.
There are 15 images. For each image, there are 4 versions. This experiment has 90 observations
in all. In each observation, two versions of the same image will be displayed on the screen.
Choose the image that you prefer. If you prefer the left image, click on the box displayed below
the left image. If you prefer the right image, click on the box displayed below the right image.
There is no time limit, and there is no right or wrong answer. We are seeking your opinion. If
you have any questions, please ask the test administrator at this point.

6.2.9 Experimental Method for Video Test Sequences
Similar to the still image experiment, the method of paired comparison was also used in the
experiment involving video test sequences. Two movies of the same content were shown
simultaneously, one at the top of the window and one at the bottom, playing in a continuous
loop. The observers were allowed to take as long as needed before deciding on their preference.
Additional processing was needed to prepare the video for this test as described below.

Step 1: Exporting Original and Processed Image Sequences As Quicktime Movies
The original and processed image sequences were first converted into movies using QuickTime
Pro for Mac. Image compression was applied while generating the movies. While this was not a
preferred method, uncompressed movies could not be played in the computer without
experiencing playback problems. Note that two movies had to be played simultaneously, so
synchronization was also an issue with uncompressed movies. The image compression reduced
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the file sizes, and thus reducing the memory requirement during playback. H.264 image
compression method with medium quality setting and a frame rate of 29.97 frames/sec was used.
Every 24th frame was designated as a key frame in the compression process.

Step 2: Combining Clips in Pair Using SMIL Scripts
Once the movie clips were ready, SMIL (Synchronized Multimedia Integration Language)
scripts were written to generate combined movie clips with every possible combination [SMIL
2005]. There were four versions for each movie clip (original, new algorithm and two Intel
proprietary algorithms), which could be combined in 4C2 * 2 or 12 ways, since a given version
could be played either on top, or on bottom. Thus, for four input movie clips, there were 48
combined movies. With the chosen resolution, the combined movie clip could be played without
any synchronization problem.

Step 3: Loading Combined Movie Clips in A Web Browser
In the final step, HTML script was written to load a combined movie clip onto a web browser. In
this case, the browser was Safari (for Mac). The browser parameters, including the background
color, exact position of the movie in the browser window were set within the script. The whole
background was set to gray. This script was saved as a webpage. During the experiment, SiQ
edited the script to insert the name of the appropriate movie according to the predefined trial
sequence.
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The following instruction was given to each observer:
Thank you for participating in our study.
In each trial, two versions of a given clip will be randomly picked by the software and will be
presented to you in a browser. The movies will continuously play in loop. Determine which clip
has the highest OVERALL picture quality in terms of color, contrast and sharpness. IGNORE
NOISE IN THE MOVIES.
Once you have decided which clip to choose, click on the appropriate button (top or bottom) in
the input window based on your choice. If you accidentally close the browser, you can reload the
current trial by pressing the reload button. Please DO NOT resize the browser at any time.
There is no time limit, and there is no right or wrong answer. We are seeking your opinion.
To get started, click OK and then click anywhere in the browser. If you have any questions,
please ask the test administrator at this point.
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6.3 Results and Discussion
Data from complete pair wise comparisons were analyzed using Thurstone’s Law of
Comparative Judgment Case V [Thurstone 1927] in order to create an interval scale of overall
image preference.

6.3.1 Thurstone's Law of Comparative Judgment
Following are the hypotheses behind Thurstone's Law of Comparative Judgment (Thurstone
1927):
1. Each stimulus gives rise to a discriminal process, which has some value on the
psychological continuum of interest.
2. Due to momentary fluctuations (internal fluctuations occurring within or between
observers), the value of a stimulus may be higher or lower on repeated presentations. The
distribution of this fluctuation can be characterized by a normal distribution.
3. The mean and standard deviation of the distribution associated with a stimulus are its
internal scale values and discriminal dispersion, respectively.
4. The distribution of the difference between two stimuli is also normally distributed and is
a function of the proportion that one stimulus is chosen as greater than the other.
5. The difference in scale values, R, between two stimuli, i and j, is:
Ri " R j = z ij # i2 + # 2j " 2rij# i# j

(6.3)

where Ri and Rj represent the scale values of stimuli i and j, !i and !j, are the standard deviations
!

of the respective discriminal dispersions, rij is the correlation between the two discriminal
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processes, and zij is the normal deviate (the z-score) corresponding to the proportion of times
stimulus j is judged is judged greater along the psychological continuum than stimulus i.

Eq (6.3) can be simplified based on certain assumptions:
1. The evaluation of one stimulus along the continuum does not influence the evaluation of
the other in the paired comparison (rij = 0).
2. The dispersions are equal for all stimuli (!i = !j).

Accordingly, following equation is obtained:
(6.4)

Ri " R j = z ij 2

!

6.3.2 Confidence Interval
In terms of interval scale unit, standard deviation ! can be expressed as
"=

1

(6.5)

2

Standard error of the scale value is
!

"
N

=

1
2N

=

0.707

!

N

(6.6)

Where N is the number of observations per pair, which is equal to the number of observers if
each observer views a trial a single time.
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The confidence interval for the paired comparison data can be expressed as
"

µ = ±F

(6.7)

N

Here F is a function of the Level of Confidence (LOC). F is derived from the Normal Curve.
!

With 95% LOC, F = 1.96. So, the confidence interval is
µ = ±1.96

0.707
N

=±

1.38
N

(6.8)

Note that the confidence interval does not depend on the number of observations – this is the
!

weakness of this statistical metric.

Since there were 25 observers in each experiment, so the confidence interval was 0.276. Note
that the confidence interval computed using above equations is the same for all
images/sequences in a given experiment.

6.3.3 Interval Scale Plots: Still Image Experiment
An analysis of the experimental data leads to a separate interval scale for each test image (i.e. 15
interval scales in all). An average of these 15 interval scales is presented in Figure 6.7. Strictly
speaking, we should not combine different interval scales since each image is a different
psychophysical experiment and there is no common anchor point in these scales so that they can
be tied together. Another issue with using this figure is that it does not reflect the fact that the
observer preferences are strongly dependent on the image content, as will be clear shortly.
However, this figure gives an impression on how each algorithm performed for all the images on
an average. Existing algorithms CH and YO performed equally well, while the new algorithm
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probably performed slightly better. All three algorithms generally performed better than the
original. The error bars in this figure signify confidence intervals, or statistical uncertainty. Note
that the zero does not have any specific meaning in the interval scale plot, only the relative
positions are important. In other words, we can add any arbitrary constant to the interval scale
values without affecting the results.

Fig. 6.7. Interval scale for the average of all images

The implication of the confidence interval is, based on this figure alone, we cannot make an
inference that the new algorithm will perform better than the existing ones under all
circumstances. This is more evident when we look at the result for all test images, as shown in
Figure 6.8.
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Fig. 6.8. A summary of interval scales for all test images

In the above figure, the interval scales have been shown for all 15 test images. Each bar
corresponds to one version of the image (three algorithm outputs, or the original). Evidently, not
a single algorithm was preferred for all these images. For many images, difference in the interval
scale values for two or more algorithms is statistically not significant. Less is the overlap
between two error bars, the more statistically significant is the corresponding interval scale
difference. Table 6.1 summarizes observer preferences that can be considered statistically
significant.
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Table 6.1. Ranking Table for the performance of different algorithms in the still image
experiment
Ranked #1

Ranked #3 or #4

Algorithm
Images

No of times

Images

No of times

CH

7, 14, 15

3

3, 10, 11, 13

4

NA

5, 6, 9, 10

4

14

1

OR

-

0

YO

-

0

1, 2, 4, 5, 6, 7, 8, 9, 11, 12,
14, 15
2, 12, 13

12

3

Note that even though algorithm YO output was not ranked #1 for any image while CH output
was ranked #1 thrice, the overall ratings for the two algorithms are comparable (from Figure
6.6), as the performance of CH was worse for several images (e.g. image 10 and 13).

Comparatively, the new algorithm has performed consistently well. Its outputs were ranked #1
for four test images, and it performed significantly worse compared to the other algorithms only
once (test images 14). In comparison, CH and YO were less consistent. They were ranked among
the worst two versions 4 and 3 times respectively.

As expected, for most of the test images the algorithm outputs were preferred over the originals.
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Note that, this result is specific to the set of test images used in this experiment. For a different
set, this result might vary. However, the set used here includes a wide variety of image content
and thus, the experimental results give a fair idea about how these algorithms might perform
under different circumstances.

6.3.4 Interval Scale Plots: Video Experiment
As in the still image experimental analysis, the software SiQ generated interval scale for the
average of all clips (Figure 6.9) as well as for individual movie clips (Figure 6.10). There is more
ambiguity in these results than in the results obtained from the still image experiment. The
difference in the interval scale of perceived picture quality for the three algorithms is statistically
not significant.

Fig. 6.9 Interval scales for the average of all clips
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However, we can draw some general conclusions from the individual interval scales shown in
Figure 6.10. Outputs of all three algorithms did better or similar to the original. This is more
obvious for algorithms NA (proposed) and YO, whose performances were very similar for all
four clips. Performance of CH was noticeably better than the other algorithms for the Calendar
clip, but for other clips, it did not quite improve the perceived picture quality compared to the
original.

Fig 6.10 Interval scales for the four movie clips
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Clip Avia shows more statistical uncertainty than the other clips. This is likely due to the image
content. The change in the subject matter in this clip was rather fast, leaving observers with less
time to discern perceptual difference between various outputs.

The fact that NA and YO showed a consistent performance across the clips is also evident in
Figure 6.11, which shows the interval scales for all four clips and for all four versions of them.

Fig. 6.11 Summary of interval scales for all movie clips

The somewhat inconclusive results from the video experiment can be attributed, at least partially,
to the lack of appropriate image content. Movie clips available for this experiment were not
probably very appropriate for evaluation of color and contrast enhancement aspects of different
algorithms. The effect of color/contrast enhancement did not turn out to be very apparent in
many cases, leading to the confusion or ambiguity in observer data. As explained earlier, higher
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resolution clips could not be used in this experiment because of playback issues. Image
compression had to be applied to reduce the memory requirement during playback. These
imposed major limitation on the experimental setup. Reduced resolution has a direct impact on
perceived contrast. The process of image compression arguably added some unknown variables
into the processing chain, which might have affected the perceived picture quality.

6.3.5 Inference from the Results
The results from the psychophysical experiments, particularly the one involving still images,
indicate that the new algorithm is performing well in most of the cases, although there are areas
where it needs improvement. When an image is inherently noisy, the contrast enhancement in the
algorithm is causing that noise to be enhanced as well, leading to a poor quality image. This is
evident in cases of test image 14 and 15. This problem can be circumvented by introducing a
noise detection mechanism that will prevent any contrast enhancement in case of noisy image
contents. Alternately, noise detection or even noise suppression mechanism can be a part of the
video processing chain, and the noise information can be provided as an algorithm input.

Even though skin tone enhancement worked reasonably well in the proposed algorithm, as
evident in case of test image 10, a separate skin tone detection mechanism may need to be
incorporated to improve the performance of the algorithm for this type of image contents.

With respect to processing image sequences, the results were not markedly different from the
still images. No major temporal artifacts were noticed in any of the three algorithms included in
the visual experiments. However, since the new algorithm relies on cumulative distribution
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function to determine the intensity enhancement required in a given frame, chances are in some
specific cases, there will be a noticeable shift in color from one frame to the next. Some sort of
temporal processing should be included as a safeguard against that kind of situation. However,
this problem was not observed in the test clips included in the visual experiment.

Overall, the performance of the new algorithm is quite promising. Further development can
make this algorithm more successful as an automatic image enhancement method.
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“Where is wisdom we have lost in knowledge? Where is the knowledge we have lost in information?” ~
T.S. Eliot (American born English Editor, Playwright, Poet and Critic, 1888-1965)

Chapter 7
CONCLUSIONS AND FUTURE RESEARCH

The comparative performance analysis and psychophysical experiments presented in this thesis
demonstrate the challenges involved in designing an automatic color/contrast enhancement
algorithm that will consistently produce pleasing results for various image/movie content. While
conventional color and contrast enhancement methods in video processing typically involve
signal and/or image processing, they do not generally consider the perceptual aspects of human
vision. The novelty of the image enhancement approach developed as part of this research lies in
the fact that it involves perceptual image processing and builds upon the knowledge acquired
from past research in the field of color appearance. The new method combines color and contrast
enhancement into one integrated algorithm, thereby producing optimal enhancement requiring no
additional tune-up.

To summarize the research findings, following are some key aspects relevant for the
development of an effective color and contrast enhancement method for images and video
applications:
1. The choice of color space is critical: Image/video processing in a perceptually uniform
color space helps in achieving visually pleasing results, while minimizing color artifacts
and the need for additional color correction methods
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2. An ad hoc approach is detrimental: It is preferable to achieve moderate enhancement
for a wide variety of image content than superior enhancement in some cases and
unacceptable results in others
3. Color attributes are interdependent: As lightness of a given color is increased, the
corresponding maximum attainable saturation increases up to a certain value, then it
decreases; the relationship is dependent on the hue
4. Lightness adjustment should be globally adaptive: An input image/video that is
mostly dark should be lightened to an appropriate level, while an image/video with high
lightness should be darkened
5. Color enhancement should be content dependent: Often times, a strong chroma
enhancement can lead to a loss in detail, unrealistic colors, and in some cases, an out-ofgamut color (depending on the corresponding lightness and hue)
6. Contrast enhancement should be locally adaptive: A strong contrast enhancement may
be objectionable in some cases (e.g. people’s faces or uniform backgrounds), while in
other cases it may help accentuate the details
7. Certain colors may need special processing: Memory colors like skin tone, natural
green and blue sky may need special enhancement
8. Noise should not be amplified: If noise detection and suppression module does not
precede color/contrast enhancement in a video processing chain, the algorithm must
incorporate noise reduction filters
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As the novel digital display technologies continue setting new standards for the quality of
consumer video, the role of color processing becomes increasingly vital. Larger screen size,
higher luminance and higher resolution of today’s state-of-the-art digital display systems require
significantly more sophisticated color imaging techniques than what was adequate a decade ago.
Any future development efforts in color video processing must recognize the potential for
improvement in color reproduction capabilities of various emerging display technologies. Using
characterized video cameras with recorded camera settings at the capture end, video processing
in a perceptually linear space, and displays with proper colorimetric characterization at the
output end of the processing chain can all go a long way in ensuring consistent color
reproduction across a myriad of display technologies. While this is easier said than done, video
researchers and color scientists must work together toward the common goal of superior picture
quality in consumer video applications.

At the same time, research on video quality assessment must go on in order to develop a reliable,
universal perceptual video quality metric and an assessment methodology. This will be essential
in benchmarking various video processing techniques, both display-specific and displayindependent. Such an endeavor will require coordinated research efforts in the areas of human
vision, color science and video processing.
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Appendix A: Algorithm Performance Analysis Plots
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