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Abstract 
Akl, S., G. Laborite, M. Leeder and K. Qiu, On doing Todd-Coxeter coset enumeration in 
parallel, Discrete Applied Mathematics 34 (1991) 27-35. 
The Todd-Coxeter coset enumeration method is without any doubt the best known and most used 
method in computational group theory. Surprisingly, however, it seems that no attempt has yet 
been made at producing a parallel version of it. This paper reports on such a parallel formulation. 
1. Introduction 
The problem to be solved is the following. Given a presentation for a group 
G(S,R) where S is a set of n generators, and R a set of m relators; construct the 
multiplication table for the group G or, what is equivalent, its Cayley graph. This 
problem also has an alternate formulation in terms of enumerating the cosets of a 
subgroup H of the group G. There is however no appreciable difference in the solu- 
tion processes for the two problems so that, in what follows, we make no distinction 
between them. 
Here is an example which illustrates how such problems are posed. Let S = {A, B} 
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and R = {AAA, BB,ABABABAB} be given. By definition, the words of R are all 
known to be equivalent to the empty word, i.e., the identity element of the group. 
That is 
AAA = z, BB=Z and ABABABAB=Z. (1) 
The problem consists in finding a representation of all the elements of the group 
as words over S, while the reduction rules corresponding to equations (1) hold. An 
algorithm to solve this problem can stop only if the group is finite. Of course, when 
given only such a presentation, it is in general not possible to determine whether the 
corresponding group is finite or not; this problem can be recognized as a variant 
of the word problem. 
Part of our motivation for considering this problem resides in the importance it 
has in combinatorial group theory (a good perspective on this subject can be gotten 
from the book by Chandler and Magnus [4]). Part of it also comes from the con- 
sideration of the fact that group theory has often proved a very fruitful laboratory 
for other branches of mathematics and for computer science. Indeed, it is in its con- 
text that Dehn [5] first formulated the “word problem” as: given an arbitrary ele- 
ment of a group as a word in the generators, find a way to decide in a finite number 
of steps whether this element equals the identity or not. The “isomorphism problem” 
also originated in this theory, where it was formulated for the first time by Tietze 
[8] and Dehn [6] as: given two groups, decide whether they are isomorphic or not. 
When groups are represented by their Cayley graphs, this problem becomes exactly 
the well-known graph (or tree) matching problem. 
We shall present at first a brief description of the Todd-Coxeter sequential algo- 
rithm which solves the coset enumeration problem. This description is not quite the 
one that is most often used in this context. We shall use a directed graph data struc- 
ture instead of storing the data in a group multiplication or coset table. The former 
representation corresponds more closely to Dehn’s original way of thinking about 
this problem in terms of graphical or topological constructions, and we have found 
it very convenient. Our presentation of coset enumeration will parallel one given by 
Leech [7]. 
The algorithm aims at constructing the Cayley graph of the group. Such graphs 
were introduced by Cayley [3] to provide a concrete representation of groups. They 
can be defined as follows: 
(i) each vertex corresponds to an element of the group; 
(ii) from each vertex leave exactly n lines; one for each generator, and similarly 
exactly n lines arrive at each vertex; these lines being differentiated by a color 
associated with the particular generator; 
(iii) if X is a generator, there is an X-line directed from vertex W to vertex I/ if 
and only if X* W= V, the binary operator * represents here the multiplication of two 
elements of the group. We shall denote also this vertex as X(W). 
When the set R of relators given in the group representation is empty, the Cayley 
graph for the corresponding free monoid is just the infinite directed tree T,,, such 
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that if X1,X,, . . . . X, are the generators, the root of the tree is Z, the identity ele- 
ment and each vertex W has for descendants the n vertices Xi * W = concatenation 
Of (Xi, W). 
2. The sequential algorithm 
The construction process starts by placing a first vertex to represent he identity 
element I. The subsequent steps involve ensuring that new vertices will be introduced 
when the need arises, and that all vertices will be linked with the other ones accord- 
ing to the pattern dictated by the relators of S. What is meant by the latter require- 
ment is best illustrated with an example. Let us consider again the particular case 
mentioned at the beginning. The vector W will be considered to be “rightly con- 
nected” if it is connected such that 
and 
NAM(W))) = w, B(B( W)) = w 
A @(A (ZV (&A (B( W)))))))) = w. (2) 
Here, X(Y(W)) stands of course for the vertex at the end of the X-line leaving 
Y(W). 
When verifying whether a particular cycle (as those of equations (2)) exists in the 
graph under construction, the following rules are applied. When a vertex X(W) has 
to be considered and it is not present, it is introduced and labeled as conc(X, W). 
When it happens that a vertex W, is reached at the end of a cycle other than the 
one, say W,, that should rightly have been there, one then says that an “incon- 
sistency” occurs, the conflict is resolved by stating the equivalence WI = W,. Only 
the vertex corresponding to the smallest of these two words, with respect o a total 
order defined on the words of T, (there is some freedom in choosing this order 
relation; we shall consider here the ordering by degree and then by alphabetical 
order), is then kept in the graph. The other one is removed, and all vertices con- 
nected to it will also have to be matched with the corresponding ones connected to 
the remaining vertex. As can be easily realized, this will generally lead to a whole 
sequence of other equivalence relations between vertices; the phenomenon observed 
in such an occurrence is called a “collapse” because it possibly leads to the removal 
of many vertices from the initial data graph. 
Given a data digraph (the initial one being simply the vertex corresponding to I), 
the algorithm consists in repeatedly choosing a vertex in this graph and a relator 
from the set R, and then verifying or enforcing the connection corresponding to this 
relator. There is of course considerable latitude in the choice of the sequence of the 
vertex and relator pairs; many “reasonable” strategies can be adopted, which would 
eventually lead to all relators having been applied to all vertices. Which one would 
optimize efficiency has been investigated at some length (see Cannon et al. [2]). One, 
which would work, consists simply in choosing the next largest vertex of the graph 
which has not yet been checked and applying all the relators to it. 
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The computation will terminate when all vertices have been checked to be rightly 
connected. It has been proven that this will happen in a finite number of steps when- 
ever the group has a finite number of elements. However, in general, no estimate 
can be given on how large the intermediate graphs can grow before the final collapse 
to the Cayley graph and, as was discussed in Cannon et al. [2], it is impossible to 
avoid the introduction of spurious vertices. 
3. Parallel versions 
Our study of this algorithm has led us to the conclusion that there are different 
stages of the construction at which profit can be derived from parallel processing. 
We have then developed two parallel versions of it. In both, we have assumed the 
availability of as many processors as needed, and the possibility for them to share 
a common memory in which they can read and write simultaneously. That is, the 
computational model used is the concurrent-read concurrent-write parallel random 
access machine (CRCW PRAM) [l]. Writing conflicts are resolved by allowing the 
processor with the smallest word to succeed. 
The construction starts again with one vertex representing the identity element. 
It can be described as a sequence of identical steps which, in the first version, will 
consist in two main phases. Let us consider, without loss of generality, that at a cer- 
tain stage of the construction, an intermediate graph Gi exists with Nvertices which 
have not yet been verified to be rightly connected. We recall that when R contains 
m relators, m cycles have to be checked to exist starting at each vertex of the graph. 
Thus, with N vertices to be checked, many (say a number K less than or equal to 
mN) of these cycles can simultaneously be verified to be present, or if not, be 
established by creating new vertices, as the need arises. We shall call “verifiers” the 
units which perform the operations needed to establish or verify one cycle on one 
vertex. The step just described obviously requires that each one of the K verifiers 
be allowed access to the common whole data digraph to read and write information. 
We note that the fact that new vertices sometimes have to be created does not cause 
any difficulty since, according to the prescription given above, after equations (2), 
each possible vertex has a unique name. (This prescription bypasses the difficulty 
of two different processors creating two vertices with the same name, that would 
be met if one used, as is usually done in the sequential Todd-Coxeter algorithm, 
the cardinal number of the creation of the element as its name.) If L is the length 
of the longest relator, the first phase is performed in at most L units of time. 
During the above phase, the verifiers will have observed a certain number of in- 
consistencies. It is in dealing with them that the two versions differ. 
3.1. Version 1 
In the first version, which is closest to the sequential version, there is a second 
phase to the completion of one step. It begins by the sorting out of the inconsisten- 
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ties (i.e., the set of all equations I+$= Wj, which have been seen necessary to 
establish the prescribed cycles) in families containing all the words which are to be 
set equivalent. Among these, the smallest element has to be found; it corresponds 
to the only vertex of this family which will remain in the graph. Then, what has been 
described previously as the “collapse” resulting from all the inconsistencies observed 
must be performed. This process, which also involves parallelism in various forms, 
will be described below. After the completion of this phase, the next two-phase step 
is done for vertices of Gz, the new intermediate graph, which has not yet been 
verified to be rightly connected. Notice that even if all vertices of G, had been con- 
sidered in the previous step, there would now be the new vertices, which have been 
introduced in this previous step, to be checked (that is unless the final solution has 
been achieved already). Here is a more formal description of this algorithm. 
Algorithm 1 
/ * L-remaining-nodes is the list of the vertices which are not yet rightly 
connected * / 
/ * L-inconsist is the list of pairs of words (WI, W2) which have to be 
set equivalent */ 
L-inconsist + 0 
L-remaining-nodes + (Z} 
while L-remaining-nodes # 0 
/* the first phase follows * / 
do in parallel for all nodes W, of L-remaining-nodes 
do in parallel for all relators R, 
if W, # W, /* inconsistency */ 
L-inconsist + L-inconsist U ((WI, W,)} 
end if 
end do in parallel 
end do in parallel 
/* the second phase follows */ 
COLLAPSE(L-inconsist) 
update L-remaining-nodes 
end while 
end Algorithm 1 
We now describe briefly how the collapse is performed in a sequence of steps of 
the same nature. Let us suppose that there are initially n pairs of equivalent words 
in L-inconsist and that these have been sorted in J dispoint families of equivalent 
words. Each one of these can be dealt with independently, and thus all of them can 
be treated simultaneously. The following step involves the same operation for each 
one of the 2m lines (m incoming and m leaving), thus it also can benefit from 
parallelism. It consists simply in listing, for a given generator X, all existing vertices 
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at the end of the X-fine for the members of the family. Note that the smallest 
member (say W) is here treated differently in that if it has no such vertex, the 
default vertex conc(X, W) will be considered. These new lists of equivalent vertices 
will provide the input for the next step of the collapse. This process clearly ter- 
minates as there are at any time only a finite number of vertices in intermediate di- 
graphs. 
Procedure COLLAPSE(L) 
while L # 0 
Sort the lists of L to obtain J disjoint families of equivalent words: 
{F,,&, . . ..FJ} 
/* this “sorting” step can also be done in parallel */ 
do in parallel for each family Fe 
IV= min(F,) 
/* for all ancestors of the nodes in one family FO */ 
do in parallel for all generators A in S 
L~=U{aIa=A(W), WEF,} 
/ * A is the inverse of generator A * / 
if L,-+0 
A(W) c min(L,-) 
do in parallel for each a in L,- 
A(a) + FV 
end do in parallel 
end if 
end do in parallel 
/* for all descendants of the nodes in one family Fe *I’ 
do in parallel for all generators A in S 
LA = u {Y I Y=A(w, WE4ll 
if LA+0 
if A( IT) = nil 
A(FV)+AFV 
A(AFV)e IV 
L,cLAU{Aw} 
end if 
do in parallel for each y in LA 
A(y)+ Fv 
end do in parallel 
A(W)+min(L,) 
end if 
end do in parallel 
end do in parallel 
LtlJL,-IJL, for all AES 
end while 
end COLLAPSE 
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3.2. Version 2 
In the second version, the sorting of inconsistencies and the performing of the col- 
lapse are completely avoided. Whenever a conflict occurs in the checking or 
establishing of the prescribed connections at one vertex, the largest of the two words 
which have to be set equivalent is simply tagged with a label corresponding to the 
smallest one. In the following Algorithm 2, this label for word W is represented by 
W[ 1. There is no second phase in this version. In the next step, the presence of such 
tags will be checked; and if one is present, it will serve as a forwarding address in 
a path toward an irreducible word with which to establish the appropriate connec- 
tions. This last process will lead to the complete disconnections from the data graph 
of the words which have been found reducible in the previous step. The need for 
performing completely the collapse is bypassed by considering all the existing ver- 
tices of the intermediate graph at each step of the algorithm. Note that because, in 
this version, only the outgoing lines of the vertices are effectively used, the relations 
involving the inverse of the relators must be taken into account explicitly. This is 
done by augmenting the initially given set of generators S and set of relators R 
through the addition of the inverse generators and the relators corresponding to the 
defining property of the inverse, i.e., the elements of the set (3% 1 B represents the 
inverse of X}. This second algorithm is as follows. 
Algorithm 2 
/* L-irreducible is the list of the word vertices which are not yet 
reducible * / 
/* W is reducible to W’ if and only if W[ ] = W’ */ 
/* W is irreducible iff W[ ] = nil * / 
L-irreducible t {I} 
flag-reducible = 1 
while flag-reducible = 1 
flag-reducible = 0 
do in parallel for all nodes W, in L-irreducible 
do in parallel for all relators A,A,_ 1 0.. A, 
w+- w, 
for i=l to n 
W +- STEP@;, W) 
end for 
if W,# W /* inconsistency */ 
flag-reducible = 1 
max( W,, W)[ ] +- min( W,, W) 
end if 
end do in parallel 
end do in parallel 
update L-irreducible 
end while 
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end Algorithm 2 
Procedure STEP(A, W) 
if A(W) = nil 
A ( W) 6 conc(A, W) 
else 
W&A(W) 
while W’ [ ] # nil 
W’+- W’[ ] 
end while 
if W’#A(W) 
A(W)+ W’ 
end if 
end if 
return A(W) 
end STEP 
4. Conclusion 
An empirical investigation was conducted to compare the two parallel algorithms 
to one another, and to the sequential version, with respect to running time. The 
parallel algorithms were simulated on a conventional computer, which was also used 
to run the tests. In all of the experiments, the parallel algorithms consistently out- 
performed the sequential one by a factor close to the number of (simulated) pro- 
cessors used. However, neither of the two parallel algorithms exhibited a running 
time behavior conclusively superior to the other. 
Future work involves investigating a third approach to parallelizing Dehn’s algo- 
rithm. The idea is to let several processors simultaneously construct the Cayley 
graph: each processor constructs its own copy of the graph independently from the 
other processors by applying the sequential algorithm of Section 2. Different graphs 
are obtained by requiring the processors to make random decisions about which 
node to expand next. At regular time intervals the processors interrupt their work 
and exchange information. The processors then resume their work until one of them 
terminates (if a solution exists). 
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