In this paper, we estimate probability P{X < Y} when X and Y are two independent random variables from gamma and exponential distribution, respectively. We obtain maximum likelihood estimator and its asymptotic distribution. We also perform a simulation study.
INTRODUCTION
Estimation of the probability R = P{X < Y} is a very important subject of interest, especially in the field of a system reliability. There are a lot of papers in statistical literature considering derivation of an explicit expression for R. For some wellknown distributions, the algebraic form of R has been worked out.
Estimation of R when X and Y are normal has been considered by Downtown [4] . Tong [16] analyzed estimation of R when X and Y are exponential variables. Constantine and Karson [2] , Ismail et al. [7] , and Constantine et al. [3] estimated R when X and Y are from gamma distributions with known shape parameters. Reliability for logistic distribution is analyzed in Nadarajah [10] , and for Laplace distribution in Nadarajah [11] . Bivariate beta and bivariate gamma distribution are considered in
ESTIMATION OF R
Let us suppose that random variable X has gamma distribution with parameters α and β, where α >0 and β>0. We denote it with X: G( α , β). Its probability density function is given by:
where α is a shape parameter and β is a scale parameter.
Let us suppose that random variable Y has exponential distribution with parameter λ, where λ>0. We denote it with Y: E(λ). Its probability density function is given by:
where λ is a scale parameter. It is known that E(λ) distribution is indeed a G(1, λ) distribution.
Maximum likelihood estimator of R
Let X: G( α , β) and Y:E(λ), where X and Y are independent random variables. n n X Y X Y X Y be a random sample from that distribution. Therefore, the likelihood function and its ln are given by 1 1
Taking partial derivatives of lnL with respect to , α β , and λ , we get
Given the above identities to be equal to 0 and solving those equations, we obtain
From (3) and (4), we obtain 1 1
Solving this differential equation, we get
where C is some arbitrarily constant. Therefore, α can be obtained as a solution of the equation of the form 
Since α is a fixed point of the function s, it can be obtained by using the iterative procedure:
where k α is the kth iterate of α . The procedure should be stopped when
Maximum likelihood estimates have invariance property, so we obtain
Asymptotic distribution
Denote the Fisher information matrix of ( , , ) α β λ as ( , , ) I α β λ , where
The ln of joint distribution h is given by
The second partial derivatives of ln h are: 
Theorem 1. As n → ∞ then, 
After multiplication, we get the result.
Theorem 2 can be used to construct asymptotic confidence intervals. To construct them, we only have to estimate variance V. Estimate V , we obtain by changing , α β and λ in formula (14) with , α β and λ .
A SIMULATION STUDY
In this section, we present a simulation study to see the performance of an estimator R. We take different values for , , α β λ , actually we use arbitrary parameters settings. The whole approach can be applied on any other parameters setting.
For each parameters setting, we generate samples of size 15, 25, 50 from gamma and exponential distribution. From the sample, we compute the estimate of λ using (6).
For estimate of α , we use an iterative process (8) . We use initial value to be 1, and the iterative process stops when the difference between two iterative values are less than 6 
10
− . When we estimate α , we compute the estimate of β by using (9) . Finally, we compute the MLE of R by using (10) . The mean square error (MSE) of R over 1000 replications is presented in Table 1 . From Table 1 , we can see that all MSE(R ) decrease as the sample size increases. It verifies the consistency property of the MLE estimators of R.
The MLE of R,R and its variance are reported in Table 2 . We compute the variance of R by using (14) . We use this variance to construct confidence interval for R. These results are reported in Table 2 . From Table 2 , we can see that even for small sample sizes, confidence intervals based on the MLE's work quite well in terms of interval lengths. It is observed that when the sample size is increased, then the lengths of the confidence intervals and variance of R decrease.
Numerical example
Here, we present a numerical example. Suppose that we have two data sets that represent the failure time of the air conditioning system of two different air planes (see [1, 5] ). Let X be the failure time for the first plane (namely 7911 in [1] ) and Y be the failure time for the second plane (namely 7912 in [1] We obtain the MLE of α by using the iterative procedure (8) . We start with the initial value 1.00 and the iteration stops whenever two consecutive values are less than 10 -3 . This iteration process provides α approximately 0.999 (with arbitrarily constant C equals 1.25). Now, using (6) and (9), we obtain λ =61.5454 and β = 152.5455. ThereforeR = 0.288. Based on the sample values, we can conclude that there is 28.8% chances that air conditioning system of the second plane will work longer than air conditioning system of the first plane.
CONCLUSION
In this paper, we have considered the estimation of the probability P{X < Y} when X and Y are two independent random variables from gamma and exponential distributions, respectively. We found maximum likelihood estimator and used its asymptotic distribution to construct confidence intervals. We performed a simulation study to show the consistency property of the MLE estimators of R.
