The skeleton of an image object is a simplified representation, which is of great significance for the image recognition and matching. To obtain a smooth and accurate skeleton of a specified object in the gray image, this paper provides a unified framework by combining the level set idea with the gradient module method. The intrinsic procedure involves three steps. First, an energy function is given by virtue of the statistical intensity disparity between the sample points and the object, and then a novel segmentation model is proposed to extract any specified objects in the gray image by the variational method. Moreover, the segmentation model is further improved to be suited to the texture image. Second, in order to find an accurate position of the skeleton, a searching algorithm for the endpoints of the skeleton is shown based on the segmentation result. Finally, an improved skeleton extraction algorithm is given via the shortest path connection approach. Some examples show the robustness and insensitivity of the presented algorithm to the perturbation and noise, respectively.
I. INTRODUCTION
The concept of the skeleton was firstly proposed by Blum in 1967, which is intuitively described as the line lying in the center of the shape. The formal definition of the skeleton is the locus of centers of maximal discs contained within the shape [23] . Though the skeleton is a primitive representation of the object, it has been proved to be the basis for some high-level image processing approaches such as part-based description of shapes [17] . Additionally, Neurophysiologic experiments also show that the skeleton can be used to encode shape information about the location, size, orientation, etc. [24] . The related investigations are widely applied in shape matching, object recognition and computer vision [17, 25] .
The mainstream of the research focuses on skeleton extraction algorithms based on the study of geometric features of shapes [4] [5] [6] [9] [10] [11] [12] [13] . Generally speaking, the skeleton is divided into two types: structural skeleton and texture skeleton. The former reflects the topology of the shape and is useful in describing the shape structure [9] . Moreover, the structural skeleton is usually explored in computer graphics, which is seldom mentioned in image processing. On the contrary, the texture skeleton shows the shape's boundary characteristics and consists of lines emanating from the boundary towards the interior. This skeleton is strongly sensitive to the boundary noise. Actually, the skeletons, both structure and texture, tend to be deformed by the boundary perturbations [26] . This is the exact reason for the difficulty with which the current skeleton computation algorithms are confronted. Since there are many inevitable effects for the skeleton extraction of the gray image, for instance, image noise, occlusion and image background, only a few efforts have been put into the research of skeleton extraction on the gray image [14] [15] [18] [19] .
Jang [14] presented an extraction method without segmentation by extracting the ridge of the pseudodistance map constructed in the image. However, the intensity of the object is always higher or lower than that of the background, which is an ideal circumstance in the practical settings. In [15] , the skeleton is extracted from a narrow object and traced from the skeleton strength map based on the gradient vector diffusion. The skeleton extraction method is seldom mentioned in the general gray image in the literature.
In this paper, we aim at finding a computationally simple structural skeleton of the object specified in the image based on geometric features of the object's boundary. First inspired by [1] , the specified object is obtained by an improved PDE segmentation model, and then the skeleton of the specified object is formed by connecting endpoints through the shortest path algorithm, which can ensure the accuracy and smoothness of the skeleton. Here since we only consider the specified objects in images, it has much less computational complexity. In addition, the improved segmentation model is also suited to the texture image, thus the unified skeleton extraction algorithm can be widely applied to the real world images.
The remainder of this paper is organized as follows. In Section 2 we will introduce a segmentation model of the specified object in the gray and texture images. Following the segmentation result, in Section 3, a novel extraction algorithm is presented to find the specified object 
II. LOCAL SEGMENTATION MODEL FOR A SPECIFIED OBJECT
In order to find the skeleton of a specified object, we firstly need to find the boundary of the object. It can be implemented by image segmentation approaches. Actually, image segmentation has been researched for years. Many segmentation methods have been proposed based on PDE and level set theories [1] [2] [3] [20] [21] [22] . Usually all edges of objects in the gray image will be extracted. However, sometimes only the interested object should be singled out for the further analysis. Therefore, it makes sense to investigate the local segmentation algorithm in the gray and texture images. Based on the prior information and variational method, next an improved segmentation model is constructed.
To demonstrate the intrinsic principle, here we take the piecewise-constant image for example. First we draw an initial closed curve in the object in virtue of some prior information (Figure 1) , and then the region enclosed by the curve will expand according to the consistency of the object intensity until the curve reaches the boundary of the specified object. On the other hand, the intensity will change obviously once the curve passes the boundary. Hence, the problem can be summarized to find the region with the maximum area under the condition that the intensity variance in the region remains the same as that in the sub-region enclosed by the initial contour. The details of the segmentation model are given as follows.
Assume that and are the mean and deviation of the intensity in the sub-region enclosed by the initial curve, respectively. Then the variance of the intensity inside the region enclosed by the evolving curve ( Figure 1 Here measures the disparity between the intensity variance of pixels in and , and implies that they have the same intensity variance.
Consider the following energy function (1) where and represent the complementary and the boundary of the domain respectively. In (1), the first term denotes the area to be evolved, the second term is the intensity variance constraint, and the third term aims to control the smoothing of the boundary. Then by the Lagrange multiplier method, the energy function can be used to compute the maxima region.
Next we want to unify the regions and into the whole domain , hence we introduce heavy side function and delta function and , i.e.,
, .
In addition, we also need an implicit function which can be used to differentiate the interior region from the exterior region. The function is defined as .
Then we may rewrite (1) Then the segmentation problem can be solved by the following variatioal Model:
Consider the Euler-Lagrange equation of (2) and obtain .
with the initial condition , where represents the initial contour, i.e. the boundary of the sub-domain of the segmented object. Here, we define as the sign distance function. Figure 1 shows the result applying (3) to the piecewise constant image. It can be seen that we only obtain the object we marked, not all objects in the image, which differs from previous methods. Compared with the segmentation model given in [1] , which segments all objects in the image as given in Figure 2 , the model (2) better reflects the variations of the boundary and only contains the inner term, thus the model (2) can be used to segment the local interested object. However, when applying the equation (3) to the general gray image without texture, we found that the boundary of the sub-region, that is the initial contour, is not always move outward. It obviously violates the truth that the sub-region is part of the object being segmented. After analysis and experiments, we replaced by , where , and denote the frequencies of points with intensity in the sub-image region and the whole image region respectively, and indicates the possibility of the pixel in the object region segmented. Here is called a possibility function. The possibility function at a pixel point is assigned a gray intensity. The intensity is larger for the pixel point in the object than that in the background, and this phenomenon is more obvious when the initial contour is closer to the boundary (see Figure 3 ). In the second column of Figure 3 , the inner area of the initial contour drawn in the first column shows the maximum constant gray value. It is decided by the definition of the function and this will ensure the curve to evolve outward (Figure 4 ). However the result for the noise image with the method in [1] (Figure 4 (e) ) not only contains the object boundary but also some noisy points. This differs from our method (see Figure 4 (d) ). Figure 4 drawn by our method not only demonstrates a good segmentation result for a general image, but also exhibits robustness of the algorithm to noises. But in the texture image, the evolution of the zero level curves in (3) is obviously hindered by the characteristics of the texture, especially by its local non-smooth property of the object. For instance, in Figure 5 , the curve described by the yellow circle according to the model (3) will evolve toward inside instead of outside. The reason resulting in those problems lies in the phenomenon that the intensity changes dramatically on the boundary of the texture image. Notice that the smoothness of the boundary curve can be depicted by the local variance, and by combining with the estimation of , we rewrite model (3) for the texture image as . (4) Here the local variance at the pixel point is computed by and , (5) where are nonnegative parameters. By formula (5) we may see that denotes the average gray intensity in the rectangle region centered at and then reflects the distribution of the local area intensity in the image. On the boundary of the texture area, the number is larger than that of the background. In addition, the less smooth of the local area, the larger variance is. In figure 6 (c), the local variance is obviously larger in the domain where the gray value changes dramatically than that in the flat domain. On the contrary, the possibility function is larger in the flat domain of the object as shown in figure 6 (b) . Hence, in the model (4), the term is added to make that the curve evolves outside at non-smooth points, and the subtracted term is used to suppress the effect caused by the noise. In fact, we may find the model (4) is the same as (3) when , so model (3) can be regarded as a special case of the model (4). The segmentation results of texture image are shown in Figure 7 and Figure 12 (b) . In Figure 7 , we mark a specified zebra with the initial curve, and then the shape and position of the zebra are obtained by applying (4) to the image. The result shows the locality of the segmentation. However, as it is shown in Figure 12 (b) , part of the background is also segmented due to its similarity of the intensity with the segmented object. In this circumstance, some prior knowledge should be provided to remove some false segmented areas. Here, we apply (4) again to the background with the initial curve containing the false segmented part, and then let the initial curve evolve outside. Finally the false areas can be eliminated by the Boolean operation (Figure 12  (c) ).
III. SKELETON EXTRACTION BASED ON THE LOCAL SEGMENTATION

A. Initial Skeleton Extraction
After the extraction of the boundary, we realize the distance transform by solving PDE with the fast sweeping method [6] , where is a signed distance function to the boundary. In practice, the skeleton is the set of non-differentiable points of the signed distance function , where the gradient changes greatly. We have provided some pictures to show the distance transform and grads module results in Figure 8 . It is obvious that the gads module on the ridge of the distance function is much smaller than that on other points, so we consider on the skeleton points, where determined the domain of the skeleton. However, from the pictures we can also find there are some points with near the edge, which is caused by the serrated boundary. But it will make no contribution to the structural skeleton, so we prune them based on the area criterion since the connective domains formed by them are much smaller than the initial skeleton.
B. Endpoints Searching
The searching of an endpoint on the skeleton is similar to that of the vertex with maximum of curvature in the boundary [6] . Notice that the vertex is on the boundary, thus we may use the Harris corner detection algorithm to find the vertex [8] .
The basic idea of the Harris corner detection is to construct an autocorrelation analytic function by Figure 8 . Signed distance function and its grads module: original binary images in the first column, the signed distance functions in the second column, and the grads module of the SDF in the last one with zero value in the white domain.
considering changes along a particular direction in the image. The intensity changing along the direction can be approximated by (6) i.e. is the direction, is the gray image, and determines the size of the local neighborhood. The minimum of is a measure of the curvature since it is large when the point is a corner and small otherwise.
It can be observed that (6) is a quadratic function with two eigenvalues corresponding to two principal directions. The minimal eigenvalue is identical with the minimum of that is, the curvature. The direction represents the tangent direction while the other is the normal direction for the orthogonality of the vectors. We search the endpoints along the normal direction until the local maximum of the grads module is reached. This process is shown in Table 1 : 
C. Skeleton Extraction Algorithm
Given the skeleton endpoints , we next find the skeleton through the shortest path method by regarding the image as a graph that every pixel is its node. The length of the edge from to its adjacent point , 8-connected point in the image, is defined as . Then we will use the Dijkstra's shortest path algorithm to acquire the skeleton. The difficulty in the procedure is that the initial skeleton may be not connective for the small parameter in the step of extracting the initial skeleton, which will lead to the path impassable. In this case, we have to increase the scale until the initial skeleton satisfies the requirement. 
IV. SKELETON EXTRACTION EXPERIMENTS AND RESULTS
In this section we provide comparative results between our method and the classical morphological method for binary images.
First we will show the detection of endpoints. The blue points presented in Figure 9 (a) are detected endpoints. However we observe that a few of them are actually not endpoints. This result is caused by the fact that the Harris corner detection method in fact tends to find more corner points. Fortunately, it has no effect on our skeleton extraction since those redundant points are located on the skeleton which will be extracted. Actually, those endpoints are not obtained directly from the Harris corner detection method. First, corner points are obtained by the Harris method, and then a tracing method shown in table 1 is exploited to obtain the discrete points on the skeleton from those corner points. The discrete points are the endpoints mentioned above.
The skeleton extracted by our method is shown in Figure 9 (b), which is smoother than the morphological result ( Figure 9 (c) ). In Figure 10 , the additional branches marked by the orange circle occur because of the serrations on the edge. From those results we can see that the morphological method performs vast redundancy stems caused by the small serrated edge and is sensitive to the shape rotation, while ours is not affected by the boundary and is smooth enough. In addition, our algorithm is also suitable for the gray images with noise, as shown in Figure 11 . A smooth and connective structural skeleton of the object without additional pruning steps is obtained in spite of the curve segmented is not smooth enough. a b c Figure 10 . Skeleton extraction with our method and morphological method: cat image after rotation, the skeleton extracted by our method in the second image, and the skeleton extracted by the morphological method in the last one. Finally, the result also shows the approach given in the paper is suited to the texture image ( Figure 12 ).
V. CONCLUSIONS
This paper proposes a novel method to extract the structural skeleton in gray images. Two steps have been taken in our extraction algorithm. In the first step of the segmentation, the interested object can be singled out by the improved segmentation model, which shows a good result insensitive to the noise. Then a robust skeleton extraction algorithm is proposed to find the connective and smooth skeleton by the shortest path approach. In fact, a smooth skeleton is extracted exactly even for the image with noise. On the other hand, our method also demonstrates a good invariance property to the shape rotation. In addition the result is more accurate and effective to avoid the pruning compared with the morphological method for the gray images. 
