The boundary Carathéodory–Fejér interpolation problem  by Agler, Jim et al.
J. Math. Anal. Appl. 382 (2011) 645–662Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
The boundary Carathéodory–Fejér interpolation problem
Jim Agler a, Zinaida A. Lykova b,∗, N.J. Young c
a Department of Mathematics, University of California at San Diego, CA 92103, USA
b School of Mathematics and Statistics, Newcastle University, NE1 7RU, UK
c School of Mathematics, Leeds University, LS2 9JT, UK
a r t i c l e i n f o a b s t r a c t
Article history:
Received 12 December 2010
Available online 29 April 2011
Submitted by J.A. Ball
Keywords:
Pick class
Boundary interpolation
Parametrization
Hankel matrix
Schur complement
We give a new solvability criterion for the boundary Carathéodory–Fejér problem: given a
point x ∈R and, a ﬁnite set of target values, to construct a function f in the Pick class such
that the ﬁrst few derivatives of f take on the prescribed target values at x. We also derive
a linear fractional parametrization of the set of solutions of the interpolation problem with
real target values. The proofs are based on a reduction method due to Julia and Nevanlinna.
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1. Introduction
The Carathéodory–Fejér problem [10] is to determine whether a given ﬁnite sequence of complex numbers comprises
the initial Taylor coeﬃcients of a function analytic in the unit disc D and having non-negative real part at each point
of D. A “boundary” version of the problem was introduced by R. Nevanlinna [19] in 1922. Here one prescribes the ﬁrst
n + 1 coeﬃcients of the Taylor expansion of a function about a point of the boundary of D. In fact Nevanlinna studied the
corresponding question for functions in the Pick class P , which is deﬁned to be the set of analytic functions f on the upper
half-plane
Π
def= {z ∈ C: Im z > 0}
such that Im f  0 on Π . In this paper we shall study the following variant of the Carathéodory–Fejér problem, in which
the interpolation node lies on the real axis.
Problem ∂C FP . Given a point x ∈ R, a non-negative integer n and numbers a−1,a0, . . . ,an ∈ C, determine whether there
exists a function f in the Pick class such that f is analytic in a deleted neighborhood of x and
Lk( f , x) = ak, k = −1,0,1, . . . ,n, (1.1)
where Lk( f , x) is the kth Laurent coeﬃcient of f at x.
The nomenclature ∂C FP follows that introduced by D. Sarason in [22]. Functions in the Pick class can have simple poles
on the real axis, and so the boundary version of the Carathéodory–Fejér problem makes allowance for such poles.
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the real case. A principal objective of this paper is to solve the problem by purely elementary methods. We use only the
material contained in a good course in complex variables; we believe that this will make our results easily accessible to
engineers working in control and signal processing, where boundary interpolation questions arise (see [4, Part VI], [16]).
Weaker notions of solvability are also of interest. Our approach also works for a version of ∂C FP involving non-tangential
limits of derivatives at the interpolation node, but is then considerably less elementary. It transpires that Problem ∂C FP
has solutions in any reasonable weak sense if and only if it is solvable in the strongest possible sense as deﬁned here (the
function is rational and analytic at the interpolation nodes); we show this in our subsequent paper [3], which entails some
more delicate analysis.
We say that Problem ∂C FP is solvable if it has at least one solution, that is, if there exists a function f ∈P , meromorphic
at x, such that Eqs. (1.1) hold. We say that the problem is determinate if it has exactly one solution and is indeterminate if it
has at least two solutions (and hence, by the convexity of the solution set, inﬁnitely many solutions).
Solvability of Problem ∂C FP is closely related to positivity of Hankel matrices. For a ﬁnite indexed sequence a =
(a−1,a0,a1, . . . ,an) or a = (a0,a1, . . . ,an) and positive integer m such that 2m − 1  n we deﬁne the associated Hankel
matrix Hm(a) by
Hm(a) =
[
ai+ j−1
]m
i, j=1.
We shall say that the Hankel matrix Hm(a) is southeast-minimally positive if Hm(a)  0 and, for every ε > 0, Hm(a) −
diag{0,0, . . . ,0, ε} is not positive. We shall abbreviate “southeast-minimally” to “SE-minimally”.
Deﬁnition 1.1. For a ﬁnite or inﬁnite sequence a = (a−1,a0,a1, . . .) of complex numbers we deﬁne ρ(a) ∈ N∪ {∞} to be the
least index k such that Imak = 0, with the understanding that ρ(a) = ∞ if all terms of the sequence are real.
Theorem 1.2. Let a = (a−1,a0, . . . ,an) ∈ Cn+2 where n 1, a−1  0 and Ima0  0.
(1) If ρ(a) is ﬁnite and odd then Problem ∂C FP has no solution.
(2) If ρ(a) = 2m for some non-negative integer m then Problem ∂C FP is solvable if and only if Hm(a) > 0 and Ima2m > 0.
(3) If ρ(a) = ∞ then for any odd positive integer n, Problem ∂C FP is solvable if and only if the associated Hankel matrix Hm(a),
n = 2m − 1, is either positive deﬁnite or SE-minimally positive. Moreover, the problem has a unique solution if and only if Hm(a)
is SE-minimally positive.
(4) If ρ(a) = ∞ then for any even positive integer n, Problem ∂C FP is solvable if and only if either the associated Hankel matrix
Hm(a), n = 2m, is positive deﬁnite or both Hm(a) is SE-minimally positive and an satisﬁes
an = [am am+1 · · · am+r−1 ] Hr(a)−1
⎡
⎢⎣
am+1
am+2
·
am+r
⎤
⎥⎦ (1.2)
where r = rank Hm(a). Moreover, the problem has a unique solution if and only if Hm(a) is SE-minimally positive and an satisﬁes
Eq. (1.2).
There is an extensive literature on boundary interpolation problems, well summarized in [4, Notes for Part V]. We
mention particularly papers of J.A. Ball and J.W. Helton [5], D. Sarason [22], D.R. Georgijevic´ [13], G.-N. Chen and Y.-J. Hu
[11] and V. Bolotnikov and A. Kheifets [9], and the books of J.A. Ball, I.C. Gohberg and L. Rodman [4], and of V. Bolotnikov
and H. Dym [8]. These authors make use of Krein spaces, moment theory, measure theory, reproducing kernel theory,
realization theory and de Branges space theory. They obtain far-reaching results, including generalizations to matrix-valued
functions and to functions allowed to have a limited number of poles in a disc or half-plane. See in particular a recent
paper of V. Bolotnikov [6] which treats the analogous problem for the Schur class and contains some results similar to ours;
proofs are given in [7].
There is also a tradition of elementary treatments of interpolation problems (for example, [17,21]). In this paper we go
back to the Nevanlinna–Julia recursion technique and derive a new solvability criterion and a parametrization of all solutions
without the need for any Hilbert space notions beyond positivity of matrices.
The paper is organized as follows. In Section 2 we describe Julia’s reduction procedure and its inverse, and give important
properties of reduction and augmentation in the Pick class. In Section 3 we state and prove an identity which shows
that Julia reduction of functions corresponds to Schur complementation of Hankel matrices. In Section 4 we show that
Problem ∂C FP has a solution in the case that a0 ∈ Π . In Section 5 we consider the case of the boundary Carathéodory–
Fejér problem ∂C FP(R) with all real ai : we show that if the Hankel matrix is positive deﬁnite then Problem ∂C FP(R) is
solvable for all positive integers n. In Section 6 we give a solvability criterion for a relaxation of Problem ∂C FP(R), in which
one equation in the interpolation conditions (1.1) is replaced by an inequality. In Section 7 we prove Theorem 1.2, that is,
we give a solvability criterion for Problem ∂C FP . In Section 8 we give a parametrization of solutions of Problem ∂C FP
in the real case, including an explicit formula for the solution in the determinate case (Theorem 8.1). We also derive a
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treatment of a Carathéodory–Fejér problem with the interpolation node at ∞. We point out an inaccuracy in one of his
statements about solvability of the problem and give a counter-example. In Section 10 we close with a few comparisons of
our results and methods with those of some other authors.
We shall write the imaginary unit as i, in Roman font, to have i available for use as an index. We denote the open unit
disc by D and the unit circle {z: |z| = 1} by T.
2. Julia reduction and augmentation in the Pick class
The main tool of this paper is a technique for passing from a function in the Pick class to a simpler one and back again.
Nevanlinna used a recursive technique for eliminating interpolation conditions at points on the real line [18]. The reduction
procedure (in the case of a function analytic at an interpolation point) is due to G. Julia [15]. It is analogous to the better-
known “Schur reduction” for functions in the Schur class [23]. For any x ∈ R we shall say that a function f ∈ P is analytic
at x if f extends to a function analytic in a neighborhood of x.
Deﬁnition 2.1. (1) For any non-constant function f ∈ P and any x ∈ R such that f is analytic at x and f (x) ∈ R we deﬁne
the reduction of f at x to be the function g on Π given by the equation
g(z) = − 1
f (z) − f (x) +
1
f ′(x)(z − x) . (2.1)
(2) For any g ∈P , any x ∈ R such that g is meromorphic at x and any a0 ∈ R, a1 > 0, we deﬁne the augmentation of g at
x by a0 , a1 to be the function f on Π given by
f (z) = a0 + 1
1
a1(z−x) − g(z)
. (2.2)
Remark 2.2. Let g be a real rational function of degree m and let f be the augmentation of g at x by a0,a1 > 0. Then f is
a real rational function of degree m + 1.
Here, as usual, the degree of a rational function f = pq is deﬁned to be the maximum of the degrees of p and q, where
p, q are polynomials in their lowest terms.
We shall need the following basic properties of the Pick class P (for example, [1, Proposition 3.1]).
Proposition 2.3. Let f be a non-constant function in the Pick class and let x ∈ R.
(1) If f is analytic and real-valued at x then f ′(x) > 0.
(2) If f is meromorphic and has a pole at x then f has a simple pole at x, with a negative residue.
The important property of the operations of reduction and augmentation is that they preserve the Pick class. The follow-
ing is contained in [1, Theorem 3.4].
Theorem 2.4. Let x ∈ R.
(1) If a non-constant function f ∈ P is analytic and real-valued at x then the reduction of f at x also belongs to P and is analytic
at x.
(2) If g ∈P is analytic at x and a0 ∈ R, a1 > 0 then the augmentation f of g at x by a0 , a1 belongs to P , is analytic at x and satisﬁes
f (x) = a0 , f ′(x) = a1 .
Notes. (1) Under the assumptions of Deﬁnition 2.1(1) we have f ′(x) > 0. For suppose f (ξ + iη) = u+ iv with ξ , η, u, v real:
since v > 0 on Π and v(x) = 0 we have vη(x) 0 and hence, by the Cauchy–Riemann equations, uξ (x) 0. Furthermore, the
restriction of v to a neighborhood of x in R attains its minimum at x, and so vξ = 0 at x. Hence f ′(x) = (uξ + ivξ )(x) 0.
(2) A function g obtained by reduction is not a general element of P . For if g is the reduction of a Pick function
meromorphic at x then g is analytic at x.
(3) Reduction and augmentation at a point of analyticity are of course inverse operations.
(4) Reduction and augmentation also apply to a wider class of functions in P . Speciﬁcally, if f ∈ P satisﬁes Cara-
théodory’s condition at x ∈ R, that is,
lim inf
Im f (z)
< ∞,
z→x Im z
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satisﬁes Carathéodory’s condition at x and f (x) = a0, f ′(x) a1, where f ′(x) denotes the angular derivative of f at x. See
[1, Section 6] for a full treatment.
It is simple to work out the relation between the Taylor series of a function and its reduction.
Proposition 2.5. Let x ∈ R. Let f be analytic at x and satisfy f ′(x) = 0, and let g be the reduction of f at x (so that g is given by
Eq. (2.1)). Let the Taylor expansions of f , g about x be
f (z) =
∞∑
j=0
f j(z − x) j, g(z) =
∞∑
j=0
g j(z − x) j .
Then the Taylor coeﬃcients f j and g j are related by
∞∑
j=0
f j+1λ j
∞∑
j=0
g jλ
j = 1
f1
∞∑
j=−1
f j+2λ j, (2.3)
or equivalently,⎡
⎢⎣
f1 0 0 · · ·
f2 f1 0 · · ·
f3 f2 f1 · · ·
· · · · · ·
⎤
⎥⎦
⎡
⎢⎣
g0
g1
g2
·
⎤
⎥⎦= 1
f1
⎡
⎢⎣
f2
f3
f4
·
⎤
⎥⎦ . (2.4)
Proof. Write λ = z − x. Then
∞∑
j=0
g jλ
j = − 1
f (z) − f0 +
1
f1λ
= f (z) − f0 − f1λ
f1λ( f (z) − f0)
=
∑∞
j=2 f jλ j
f1
∑∞
j=1 f jλ j+1
.
Hence(
f1 + f2λ + f3λ2 + · · ·
)(
g0 + g1λ + g2λ2 + · · ·
)= 1
f1
(
f2 + f3λ + f4λ2 + · · ·
)
,
which relation can also be expressed by the matricial formula (2.4). 
Lemma 2.6. If g, G ∈ C[[z]] and g(z) − G(z) = O (zN ) as z → 0 then the augmentations f , F of g, G respectively at 0 by a0 and
a1 (= 0) satisfy
f (z) − F (z) = (g(z) − G(z))(F (z) − a0)( f (z) − a0) (2.5)
and f (z) − F (z) = O (zN+2) as z → 0.
Proof. Note that
g(z) − G(z) = − 1
f (z) − a0 +
1
a1z
−
(
− 1
F (z) − a0 +
1
a1z
)
.
A routine calculation gives Eq. (2.5), and so we have
f (z) − F (z) = (g(z) − G(z))(F (z) − a0)( f (z) − a0)= O (zN)O (z)O (z) = O (zN+2). 
Lemma 2.7. Let x ∈ R and a0,a1, . . . ,an+2 ∈ R. Let f ∈P be analytic at x and
f (k)(x)
k! = a
k, k = 0,1, . . . ,n + 1. (2.6)
Let g be the reduction of f at x, and let G(z) =∑∞0 g j(z − x) j be the reduction of F (z) =∑n+20 a j(z − x) j at x. Then
f (n+2)(x)
(n + 2)! − a
n+2 = (a1)2( g(n)(x)
n! − gn
)
. (2.7)
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f (z) − F (z) = f (z) −
n+2∑
0
a j(z − x) j
=
(
f (n+2)(x)
(n + 2)! − a
n+2
)
(z − x)n+2 + O ((z − x)n+3) (2.8)
as z → x, since f (k)(x)/k! = ak for k = 0,1, . . . ,n + 1. In view of Proposition 2.5,
g(z) − G(z) = g(z) −
∞∑
0
g j(z − x) j =
(
g(n)(x)
n! − gn
)
(z − x)n + O ((z − x)n+1) (2.9)
as z → x. As in Lemma 2.6,
f (z) − F (z) = (g(z) − G(z))(F (z) − a0)( f (z) − a0) (2.10)
as z → x. It is easy to see that F (z)−a0 = a1(z− x)+ O ((z− x)2) and f (z)−a0 = a1(z− x)+ O ((z− x)2) as z → x. Therefore
Eqs. (2.10), (2.8) and (2.9) imply Eq. (2.7). 
Although Problem ∂C FP is formulated for functions meromorphic at x, in fact the crux of the problem is the analytic
case.
Proposition 2.8. Problem ∂C FP is solvable if and only if a−1  0 and there exists a function f˜ in the Pick class such that f˜ is analytic
at x and
f˜ (k)(x)
k! = a
k, k = 0,1, . . . ,n. (2.11)
Proof. Suppose that f is a solution of Problem ∂C FP . By Proposition 2.3, if f is meromorphic and has a pole at x then
f has a simple pole at x, with a negative residue. Therefore a−1 ∈ R and a−1  0. By the lemma of Julia (see for example
[1, Theorem 3.4]) the function
f˜ (z) = f (z) − a
−1
z − x
also belongs to the Pick class. Clearly f˜ is analytic at x and satisﬁes Eqs. (2.11).
Conversely, suppose that a−1  0 and f˜ ∈ P satisﬁes Eqs. (2.11). The function a−1/(z − x) is in the Pick class, and so
therefore is the function
f (z) = a
−1
z − x + f˜ (z),
which is thus a solution of Problem ∂C FP . 
3. An identity for Hankel matrices
The function-theoretic relation between a function f and its reduction g at a point corresponds to an identity relating
their associated Hankel matrices. In fact the matricial identity holds more generally – for formal power series.
Some terminology: for a matrix M , “positive” means the same as “positive semi-deﬁnite”, and is written M  0, whereas
M > 0 means that M is positive deﬁnite.
In a block matrix
M =
[
A B
C D
]
,
where A is non-singular, the Schur complement of A is deﬁned to be D − C A−1B . By virtue of the identity
M =
[
A B
C D
]
=
[
1 0
C A−1 1
][
A 0
0 D − C A−1B
][
1 A−1B
0 1
]
(3.1)
it is clear that rank(D − C A−1B) = rankM − rank A and
det
[
A B
C D
]
= det(A)det(D − C A−1B). (3.2)
Furthermore, if A > 0 then M  0 if and only if C = B∗ and D − C A−1B  0.
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(n − 1)-square.
With a formal power series f =∑∞j=0 f j z j over a ﬁeld F we associate the n × n Hankel matrix Hn( f ) and the Toeplitz
matrix T f ,n
Hn( f ) =
⎡
⎢⎣
f1 f2 · · · fn
f2 f3 · · · fn+1
· · · · · ·
fn fn+1 · · · f2n−1
⎤
⎥⎦ and T f ,n =
⎡
⎢⎣
f1 0 · · · 0
f2 f1 · · · 0
· · · · · ·
fn fn−1 · · · f1
⎤
⎥⎦ , (3.3)
and observe that
schur Hn+1( f ) =
⎡
⎢⎣
f3 f4 · · · fn+2
f4 f5 · · · fn+3
· · · · · ·
fn+2 fn+3 · · · f2n+1
⎤
⎥⎦− 1
f1
⎡
⎢⎣
f2
f3
·
fn+1
⎤
⎥⎦ [ f2 f3 · · · fn+1 ] . (3.4)
Theorem 3.1. Let
f =
∞∑
j=0
f j z
j, g =
∞∑
j=0
g j z
j
be formal power series over a ﬁeld F with f1 = 0. Suppose that g is the reduction of f at 0, that is,
g = − 1
f − f0 +
1
f1z
. (3.5)
Then we have[ f3 f4 f5 · · ·
f4 f5 f6 · · ·
· · · · · ·
]
− 1
f1
[ f2
f3
·
]
[ f2 f3 f4 · · · ]
=
[ f1 0 0 · · ·
f2 f1 0 · · ·
· · · · · ·
][ g1 g2 g3 · · ·
g2 g3 g4 · · ·
· · · · · ·
][ f1 f2 f3 · · ·
0 f1 f2 · · ·
· · · · · ·
]
(3.6)
and, for any n 1,
schur Hn+1( f ) = T f ,nHn(g)T	f ,n (3.7)
where the superscript 	 denotes transposition,
det
(
schur Hn+1( f )
)= ( f1)2n det Hn(g), (3.8)
det Hn+1( f ) = ( f1)2n+1 det Hn(g). (3.9)
Remark 3.2. There are no issues of convergence in Eq. (3.6). Taking the (i, j) entries of both sides, we ﬁnd that the identity
is equivalent to
f i+ j+1 − f i+1 f j+1
f1
=
i∑
k=1
j∑
	=1
fk gi+ j+1−k−	 f	
for all i, j  1.
Proof of Theorem 3.1. In the algebra F [[z,w]] of formal power series over F in commuting indeterminates z, w ,
f (z) − f (w) =
∞∑
j=1
f j
(
z j − w j)= (z − w) ∞∑
j=1
f j
(
z j−1 + z j−2w + · · · + w j−1)
= (z − w)
∞∑
i, j=0
f i+ j+1ziw j .
Since g is the reduction of f at 0 we have
zw
(
g(z) − g(w))= zw ( f (z) − f (w))− z − w .( f (z) − f0)( f (w) − f0) f1
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(z − w)
{ ∞∑
i, j=0
f i+ j+1ziw j − 1
f1
∞∑
r=0
fr+1zr
∞∑
s=0
f s+1ws
}
= (z − w)
∞∑
r=0
fr+1zr
∞∑
α,β=1
gα+β−1zαwβ
∞∑
s=0
f s+1zs
= (z − w)
∞∑
i, j=1
ziw j
i−1∑
r=0
j−1∑
s=0
fr+1gi−r+ j−s−1 f s+1.
Cancel z − w and equate the coeﬃcients of ziw j for i, j  1 to obtain
f i+ j+1 − f i+1 f j+1
f1
=
i−1∑
r=0
j−1∑
s=0
fr+1gi−r+ j−s−1 f s+1,
which is precisely Eq. (3.6).
By virtue of Remark 3.2, if we take the n × n truncation of both sides in Eq. (3.6) we obtain the identity, for any n 1,
schur Hn+1( f ) = T f ,nHn(g)T	f ,n. (3.10)
Moreover, if the last equation holds for each n  1 then Eq. (3.6) is true. One can see also that det(schur Hn+1( f )) =
( f1)2n det Hn(g). By Eq. (3.2), det Hn+1( f ) = f1 det(schur Hn+1( f )). Therefore, we have
det Hn+1( f ) = f1 det
(
schur Hn+1( f )
)= f1( f1)2n det Hn(g). 
Corollary 3.3. Let f =∑∞j=0 f j z j and g =∑∞j=0 g j z j be formal power series over C with f1 = 0 and f0, f1, . . . , fn ∈ R, and let g
be the reduction of f at 0. Then the n×n Hankel matrix Hn(g) is congruent to schur Hn+1( f ). Consequently Hn+1( f ) > 0 if and only
if f1 > 0 and Hn(g) > 0.
Proof. By Theorem 3.1,
schur Hn+1( f ) = T f ,nHn(g)T	f ,n. (3.11)
Since T f ,n is a real matrix, T	f ,n is the adjoint of T f ,n . Furthermore, since f1 = 0, T f ,n is invertible. Thus the identity (3.11)
is a congruence between Hn(g) and schur Hn+1( f ).
The ﬁnal statement follows from the facts that (1) a hermitian matrix
[ A B
B∗ D
]
is positive deﬁnite if and only if A > 0 and
schur A is positive deﬁnite, and (2) congruence preserves positive deﬁniteness. 
4. Boundary-to-interior interpolation
In this section we prove the solvability of Problem ∂C FP in the case that the target value a0 has positive imaginary part,
that is, lies in the interior of Π , not on the boundary. We believe this result was known to Nevanlinna and others in the
1920s, but have been unable to ﬁnd a precise statement of it. Here we give a short proof using [14] and [12]. An alternative,
more self-contained, proof of this result can be found in the version of this paper on arXiv [2, Theorem 4.1].
Theorem 4.1. Let x ∈ R and a−1,a0,a1, . . . ,an ∈ C, where n  1, a−1  0 and Ima0 > 0. There exists a function f in the Pick class
that is analytic in a deleted neighborhood of x and satisﬁes
Lk( f , x) = ak, k = −1,0,1, . . . ,n. (4.1)
Proof. It is enough to ﬁnd a function f˜ in the Pick class that is analytic at x and satisﬁes
f˜ (k)(x)
k! = a
k, k = 0,1, . . . ,n. (4.2)
The function f (z) = a−1z−x + f˜ (z) will then satisfy conditions (4.1).
We can suppose that x = 0 and a0 = i. Let C denote the Cayley transform mapping D to Π :
C(λ) = i 1+ λ, C−1(z) = z − i .
1− λ z + i
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g(z) = i− a
1
z
+ · · · + (−1)n a
n
zn
+ o
(
1
zn
)
as z → ∞, (4.3)
for then the function f˜ = g(− 1z ) satisﬁes Eq. (4.2).
Deﬁne complex numbers M1, . . . ,Mn by
C−1
(
i− a
1
z
+ · · · + (−1)n a
n
zn
)
= M1
z
+ · · · + Mn
zn
+ o
(
1
zn
)
as z → ∞.
It is shown in [14, Proposition 5.2], with the aid of a result from [12] that there exists a strictly proper rational function R
such that |R(z)| 1 for all z ∈ Π and that the ﬁrst n Markov parameters of R are M1, . . . ,Mn , or in other words, R(∞) = 0
and
R(z) = M1
z
+ · · · + Mn
zn
+ o
(
1
zn
)
as z → ∞.
Then the function g = C ◦ R belongs to the Pick class and has the Taylor expansion (4.3) at ∞. 
5. The boundary Carathéodory–Fejér problem with positive deﬁnite Hankel matrix
In this section we consider the special case of the boundary Carathéodory–Fejér problem in which a−1 = 0 and all ai are
real.
Problem ∂C FP(R). Given a point x ∈ R and a0,a1, . . . ,an ∈ R, ﬁnd a function f in the Pick class such that f is analytic at
x and
f (k)(x)
k! = a
k, k = 0,1, . . . ,n. (5.1)
Theorem 5.1. Let n be a positive integer, let a = (a0,a1, . . . ,an) and let m be the integer part of 12 (n + 1). Suppose the Hankel matrix
Hm(a) > 0. Then Problem ∂C FP(R) is solvable and indeterminate. Moreover, the solution set of the problem contains a real rational
function of degree equal to the rank of Hm(a).
Proof. In the case n = 1 we have m = 1 and Hm(a) = [a1] > 0. The real rational function f of degree 1
f (z) = a0 + a
1(z − x)
1− c(z − x)
is a solution of Problem ∂C FP(R) for every c ∈ R, and so the problem is solvable and indeterminate, and its solution set
contains a real rational function of degree equal to rank H1(a) = 1.
Consider the case n = 2. Again m = 1 and H1(a) = [a1] > 0. We want to prove that there exists f ∈P such that f (x) = a0,
f ′(x) = a1, 12 f ′′(x) = a2. If f is a function with the desired properties then the reduction of f at x takes the value a2/(a1)2
at x. Accordingly let g be any function in P that is analytic at x and satisﬁes g(x) = a2/(a1)2, e.g.
g(z) = a
2
(a1)2
+ c(z − x), c  0.
Let f be the augmentation of g at x by a0, a1. Then f is an interpolating function as required. In particular, if c is chosen
to be zero then we obtain the interpolating function
f (z) = a0 + (a
1)2(z − x)
a1 − a2(z − x) .
The function f is a real rational function of degree 1, and rank H1(a) = 1. Thus the assertions of the theorem hold when
n = 1 or 2, that is, when m = 1.
Suppose the statement of the theorem holds for some m  1; we shall prove it holds for m + 1, in which case
n = 2m + 1 or 2m + 2. Let Hm+1(a) > 0; then a1 > 0. Let ∑∞0 g j z j be the reduction of ∑n0 a j z j at 0. By Corollary 3.3,
Hm(g0, g1, . . . , g2m−1) is congruent to schur Hm+1(a) and therefore is positive deﬁnite. Now n − 2 is either 2m − 1 or 2m,
and so, by the inductive hypothesis, there exist at least two functions g ∈P such that
g(k)(x) = gk, k = 0,1, . . . ,n − 2,k!
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g(z) −
∞∑
0
g j(z − x) j = O
(
(z − x)n−1).
Let f be the augmentation of g at x by a0, a1; then f ∈P and f is analytic at x. Note that ∑n0 a j(z−x) j is the augmentation
of
∑∞
0 g j(z − x) j at x by a0, a1. Hence, by Lemma 2.6,
f (z) −
n∑
0
a j(z − x) j = O ((z − x)n+1),
and so
f (k)(x)/k! = ak for k = 0,1, . . . ,n.
We obtain two solutions of Problem ∂C FP(R), one of them a real rational function of degree equal to
degree(g) + 1 = rank Hm(g0, g1, . . . , g2m−1) + 1 = rank Hm+1(a).
By induction the statement of the theorem holds for all m 1. 
6. A relaxation of the boundary Carathéodory–Fejér problem
It is not far from the truth that Problem ∂C FP(R) (for n = 2m − 1) is solvable if and only if its associated Hankel
matrix Hm(a) is positive. However, consider the case that a1 = 0. Then Hm(a)  0 if and only if a2 = a3 = · · · = an−1 = 0
and an  0, whereas Problem ∂C FP(R) is solvable if and only if a2 = a3 = · · · = an = 0. It turns out that positivity of Hm(a)
characterizes solvability of a relaxed version of the problem:
Problem ∂C FP ′(R). Given a point x ∈ R and a0,a1, . . . ,an ∈ R, ﬁnd a function f in the Pick class such that f is analytic
at x,
f (k)(x)
k! = a
k, k = 0,1, . . . ,n − 1, and f
(n)(x)
n!  a
n. (6.1)
Theorem 6.1. Let n be an odd positive integer, a = (a0, . . . ,an) ∈ Rn+1 , x ∈ R.
(1) Problem ∂C FP ′(R) is solvable if and only if the associated Hankel matrix Hm(a) is positive, where m = 12 (n + 1).
(2) The solution set of Problem ∂C FP ′(R), if non-empty, contains a real rational function of degree no greater than the rank of the
associated Hankel matrix.
(3) The problem is determinate if and only if the associated Hankel matrix is positive and singular.
Proof. First consider the case that a1 = 0. By Proposition 2.3, any f ∈ P for which f ′(x) = 0 is a constant, and so Prob-
lem ∂C FP ′(R) is solvable if and only if a2 = · · · = an−1 = 0 and an  0. As we observed above, these are also the conditions
that Hm(a) 0, and so (1) is true when a1 = 0. It is easily seen that (2) and (3) also hold in this case. We therefore suppose
henceforth that a1 > 0.
When m = 1 we have Hm(a) = [a1] > 0 and Problem ∂C FP ′(R) has inﬁnitely many solutions, to wit
f (z) = a0 + c(z − x) where 0< c  a1. (6.2)
Accordingly statement (1) of the theorem holds when m = 1. It is clear from Eq. (6.2) that (2) and (3) also hold in this case.
Suppose suﬃciency holds in statement (1) of the theorem for some m 1; we shall prove it holds for m + 1.
Suppose Hm+1(a)  0. If Hm+1(a) > 0 then by Theorem 5.1, Problem ∂C FP(R) is solvable. A fortiori, so is Prob-
lem ∂C FP ′(R). We may therefore suppose that Hm+1(a) is positive and singular.
Let G(z) =∑∞0 g j(z − x) j be the reduction of F (z) =∑2m+10 a j(z − x) j at x. By Corollary 3.3, Hm(g0, g1, . . . , g2m−1) is
congruent to schur Hm+1(a). Since Hm+1(a) is positive and singular, so is Hm(g0, g1, . . . , g2m−1). By the inductive hypothesis
there exists a function g ∈P such that
g(k)(x) = gk, k = 0,1, . . . ,n − 1, and g
(n)(x)  g2m−1. (6.3)k! n!
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g(z) − G(z) = g(z) −
∞∑
0
g j(z − x) j
=
(
g(2m−1)(x)
(2m − 1)! − g2m−1
)
(z − x)2m−1 + O ((z − x)2m). (6.4)
F is the augmentation of G at x by a0, a1; let f be the augmentation of g at x by a0, a1. Thus f ∈P , f is analytic at x and,
by Lemma 2.6,
f (z) − F (z) = f (z) −
2m+1∑
0
a j(z − x) j = O ((z − x)2m+1). (6.5)
Therefore f (k)(x)/k! = ak for k = 0,1, . . . ,2m. By Lemma 2.7, we have
f (2m+1)(x)
(2m + 1)! − a
2m+1 =
(
g(2m−1)(x)
(2m − 1)! − g2m−1
)(
a1
)2
. (6.6)
Since g
(2m−1)(x)
(2m−1)!  g2m−1, we have f (2m+1)(x)/(2m+ 1)! a2m+1. Thus f is a solution of ∂C FP ′(R). By induction, suﬃciency
holds in statement (1).
Now suppose that necessity holds in (1) for some m  1. Suppose Problem ∂C FP ′(R) has a solution f ∈ P for some
x ∈ R and a = (a0, . . . ,a2m+1). Let g be the reduction of f at x. Then g ∈ P , and so, by the inductive hypothesis,
Hm(g0, g1, . . . , g2m−1)  0 where gk = g(k)(x)/k! for k = 0,1, . . . ,2m − 1. By Corollary 3.3, Hm(g0, g1, . . . , g2m−1) is con-
gruent to schur Hm+1( f ) where
Hm+1( f ) =
[
f (i+ j−1)(x)
(i + j − 1)!
]m+1
i, j=1
.
Thus Hm+1( f ) 0. Since f is a solution of Problem ∂C FP ′(R),
Hm+1(a) = Hm+1( f ) + diag
{
0, . . . ,0,a2m+1 − f (2m+1)(x)/(2m + 1)!} 0.
Thus, by induction, necessity also holds in statement (1) of the theorem, and so (1) is proved.
We know that (2) holds when m = 1; suppose it holds for some m 1 and consider a solvable problem ∂C FP ′(R) with
a = (a0, . . . ,a2m+1). By (1), Hm+1(a) 0. Once again let G(z) =∑∞0 g j(z − x) j be the reduction of F (z) =∑2m+10 a j(z − x) j
at x. Again by Corollary 3.3, Hm(g0, g1, . . . , g2m−1) is positive. By the inductive hypothesis there is a real rational function g
of degree no greater than rank Hm(a) that satisﬁes the relations (6.3). Let f be the augmentation of g at x by a0, a1; then
f is a real rational function of degree equal to
1+ degree(g) 1+ rank Hm(g0, g1, . . . , g2m−1) = rank Hm+1(a).
Exactly as in the proof of necessity in (1), f is a solution of Problem ∂C FP ′(R). Thus, by induction, (2) holds for all m.
Necessity holds in statement (3) by Theorem 5.1: if Hm(a) > 0 then Problem ∂C FP(R) is indeterminate, and so a fortiori
∂C FP ′(R) is indeterminate.
We know that suﬃciency holds in statement (3) when m = 1. Suppose it holds for some m 1; we shall prove it holds
for m + 1.
Let Hm+1(a) be positive and singular for some a = (a0, . . . ,a2m+1). Assume that functions f1 and f2 in P are solu-
tions of Problem ∂C FP ′(R). Let G(z) =∑∞0 g j(z − x) j be the reduction of F (z) =∑2m+10 a j(z − x) j at x. By Corollary 3.3,
Hm(g0, g1, . . . , g2m−1) is congruent to schur Hm+1(a). Since Hm+1(a) is positive and singular, so is Hm(g0, g1, . . . , g2m−1).
Therefore, by Lemma 2.7, the reductions g1 and g2 at x of f1, f2 respectively are solutions of Problem ∂C FP ′(R) for the
data x ∈ R and g0, g1, . . . , g2m−1 ∈ R. By the inductive hypothesis the solution of this problem is unique, and so g1 = g2.
Since f1, f2 are both equal to the augmentation of this function at x by a0, a1 we have f1 = f2. Thus, by induction, for any
m 1, if Hm(a) is positive and singular then Problem ∂C FP ′(R) is determinate. 
The idea of proving a solvability result for a boundary interpolation problem by ﬁrst solving a relaxed problem has been
used by several authors in the context of the boundary Nevanlinna–Pick problem; for example, D. Sarason [22].
7. A criterion for the boundary Carathéodory–Fejér problem
In this section we prove Theorem 1.2, that is, we give a solvability criterion for Problem ∂C FP . To start with we consider
the case where all terms of the sequence are real and deduce a solvability theorem for Problem ∂C FP(R) from Theorem 6.1.
Things are somewhat different for even and odd n; we start with odd n.
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(1) Problem ∂C FP(R) is solvable if and only if the associated Hankel matrix Hm(a) is either positive deﬁnite or SE-minimally positive.
(2) The solution set of the problem, if non-empty, contains a real rational function of degree equal to the rank of Hm(a).
(3) The problem is determinate if and only if Hm(a) is SE-minimally positive.
Remark 7.2. A SE-minimally positive Hankel matrix H is automatically singular. For if H > 0 then all the leading principal
minors of H are positive, and so they remain positive for suﬃciently small perturbations of the SE-corner entry of H .
Proof of Theorem 7.1. Necessity of (1). Suppose that Problem ∂C FP(R) has a solution f ∈ P but that its Hankel matrix
Hm(a) is neither positive deﬁnite nor SE-minimally positive. A fortiori f solves Problem ∂C FP ′(R), and so, by Theorem 6.1,
Hm(a)  0. Since Hm(a) is not positive deﬁnite, Hm(a) is singular, and so Problem ∂C FP ′(R) has the unique solution f .
Since Hm(a) is not SE-minimally positive there is some positive an ′ < an such that Hm( f ) 0, where Hm( f ) is the matrix
obtained when the (m,m) entry an , n = 2m − 1, of Hm(a) is replaced by an ′ . Again by Theorem 6.1, there exists h ∈P such
that h is analytic at x, h(k)(x)/k! = ak for k = 0,1, . . . ,n − 1 and h(n)(x)/n!  an ′ < an . In view of the last relation we have
h = f , while clearly h is a solution of Problem ∂C FP ′(R), as is f . This contradicts the uniqueness of the solution f . Hence
if the problem is solvable then either Hm(a) > 0 or Hm(a) is SE-minimally positive.
Suﬃciency of (1). In the case Hm(a) > 0, by Theorem 5.1, Problem ∂C FP(R) is solvable. Suppose that Hm(a) is SE-
minimally positive. By Theorem 6.1 there is an f ∈P such that f (k)(x)/k! = ak for k = 0,1, . . . ,n−1 and f (n)(x)/n! an . If in
fact f (n)(x)/n! < an , then consider the matrix Hm( f ) obtained when the (m,m) entry an of Hm(a) is replaced by f (n)(x)/n!.
Since Hm( f ) is the Hankel matrix of Problem ∂C FP ′(R) that is solvable (by f ), we have Hm( f )  0 by Theorem 6.1,
and so Hm(a) majorizes the non-zero positive diagonal matrix diag{0, . . . ,an − f (n)(x)/n!}, contrary to hypothesis. Thus
f (n)(x)/n! = an , that is, f is a solution of Problem ∂C FP(R). We have proved (1). Moreover, since Hm(a) is singular, f is
the unique solution of Problem ∂C FP ′(R), hence is real rational of degree at most rank Hm(a).
(2) If ∂C FP(R) has a solution then the associated Hankel matrix Hm(a), n = 2m− 1, is positive deﬁnite or SE-minimally
positive. If Hm(a) > 0, by Theorem 5.1, there is a real rational solution of degree rank Hm(a). If Hm(a) is SE-minimally
positive, by Theorem 6.1, ∂C FP ′(R) is determinate and the solution f of ∂C FP ′(R) is a real rational function of degree at
most rank Hm(a). As is shown above, f is also the solution of ∂C FP(R). By Kronecker’s Theorem [20, Theorem 3.1], the real
rational function f has degree equal to rank Hm(a). Thus (2) holds for all m.
Theorem 5.1 proves the necessity of statement (3): Hm(a) > 0 implies that Problem ∂C FP(R) is indeterminate. As in
statement (2), by Theorem 6.1, if Hm(a) is SE-minimally positive then Problem ∂C FP(R) is determinate. 
We now turn to the solvability question for even n.
Lemma 7.3. Let Hm(a) be the Hankel matrix associated with Problem ∂C FP(R). If Hm(a) is SE-minimally positive and has rank r <m
then Hr(a) is non-singular.
Proof. By Theorem 7.1, there exists a unique solution f ∈P of Problem ∂C FP(R):
f (k)(x)
k! = a
k, k = 0,1, . . . ,2m − 1,
and f is a real rational function of degree r.
Suppose Hr(a) is singular of rank r′ < r. Since Hm(a) is SE-minimally positive, Hr(a) is positive. By Theorem 6.1, there is
a unique solution g ∈P of the relaxed problem
g(k)(x)
k! = a
k, k = 0,1, . . . ,2r − 2, and g
(2r−1)(x)
(2r − 1)!  a
2r−1. (7.1)
Moreover, the solution g is a real rational function of degree no greater than r′ . We have a contradiction since f is also
a solution of problem (7.1) and f is a real rational function of degree r, which is strictly greater than r′ . Hence Hr(a) is
non-singular. 
Proposition 7.4. Let a = (a0, . . . ,a2m) ∈ R2m+1 . Suppose that Hm(a) is SE-minimally positive and a1 > 0. Then Problem ∂C FP(R)
is solvable if and only if
a2m = [am am+1 · · · am+r−1 ] Hr(a)−1
⎡
⎢⎣
am+1
am+2
·
am+r
⎤
⎥⎦ (7.2)
where r = rank Hm(a). Moreover, the solution f is unique and is a real rational function of degree equal to r.
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that F (k)(x)/k! = ak for k = 0,1, . . . ,2m − 1 and F is a real rational function of degree equal to r = rank Hm(a), 1 r m.
By a result of Kronecker [20, Theorem 3.1], the inﬁnite Hankel matrix
H(F ) =
⎡
⎢⎢⎢⎢⎢⎣
F1 F2 · · · Fr · · · Fm Fm+1 · · ·
· · · · · · · · · · · · · ·
Fr Fr+1 · · · F2r−1 · · · Fm+r−1 Fm+r · · ·
· · · · · · · · · · · · · ·
Fm Fm+1 · · · Fm+r−1 · · · F2m−1 F2m · · ·
· · · · · · · · · · · · · ·
⎤
⎥⎥⎥⎥⎥⎦
has rank r. Therefore any square (r + 1) × (r + 1) submatrix is singular. By Lemma 7.3, Hr(F ) > 0. Hence, by Eq. (3.2),
0 = det
⎡
⎢⎣
F1 F2 · · · Fr Fm+1
· · · · · · ·
Fr Fr+1 · · · F2r−1 Fm+r
Fm Fm+1 · · · Fm+r−1 F2m
⎤
⎥⎦
= det Hr(F )
⎛
⎜⎝F2m − [ Fm Fm+1 · · · Fm+r−1 ] Hr(F )−1
⎡
⎢⎣
Fm+1
Fm+2
·
Fm+r
⎤
⎥⎦
⎞
⎟⎠ .
Since F (k)(x)/k! = ak for k = 0,1, . . . ,2m − 1, we have
F2m = [am am+1 · · · am+r−1 ] Hr(a)−1
⎡
⎢⎣
am+1
am+2
·
am+r
⎤
⎥⎦ .
Thus Problem ∂C FP(R) is solvable if and only if Eq. (7.2) holds. 
Theorem 7.5. Let n be an even positive integer. Then
(1) Problem ∂C FP(R) is solvable if and only if either the associated Hankel matrix Hm(a), n = 2m, is positive deﬁnite or Hm(a) is
SE-minimally positive of rank r  1 and an satisﬁes (7.2).
(2) The solution set of the problem, if non-empty, contains a real rational function of degree equal the rank of the Hankel matrix.
(3) The problem is determinate if and only if the Hankel matrix is SE-minimally positive and an satisﬁes (7.2).
Proof. Necessity of (1). Suppose that Problem ∂C FP(R) has a solution f ∈ P such that f (k)(x)/k! = ak for k = 0,1, . . . ,2m.
This f ∈ P is also a solution of Problem ∂C FP(R) for n = 2m − 1. The Hankel matrix Hm(a) for Problem ∂C FP(R) with
n = 2m and with n = 2m − 1 is the same. By Theorem 7.1, Hm(a) is positive deﬁnite or SE-minimally positive.
In the case that a1 = 0, the constant function f (z) = a0 is the solution of ∂C FP(R). Therefore, a2 = a3 = · · · = a2m = 0.
Thus Hm(a) is SE-minimally positive and an satisﬁes (7.2).
If Hm(a) is SE-minimally positive and a1 > 0 then by Proposition 7.4, an satisﬁes (7.2).
Suﬃciency of (1). In the case Hm(a) > 0, by Theorem 5.1, Problem ∂C FP(R) is solvable.
Consider the case that a1 = 0. Then Hm(a) 0 if and only if a2 = a3 = · · · = an−1 = 0 and an  0. Hm(a) is SE-minimally
positive, and so an = 0. Hence the constant function f (z) = a0 is the solution of ∂C FP(R).
Suppose that Hm(a) is SE-minimally positive, a1 > 0 and an satisﬁes (7.2). Then by Proposition 7.4, there is an f ∈ P
such that f (k)(x)/k! = ak for k = 0,1, . . . ,n, that is, f is a solution of Problem ∂C FP(R). We have proved (1). Moreover,
f is real rational of degree equal to rank Hm(a).
(2) Suppose Problem ∂C FP(R) is solvable. By (1) either the associated Hankel matrix Hm(a), n = 2m, is positive deﬁnite
or both Hm(a) is SE-minimally positive of rank r  1 and an satisﬁes (7.2). In the former case, by Theorem 5.1, there is a
real rational solution of degree rank Hm(a). In the latter case, if a1 = 0 then Hm(a) = 0 and the conclusion follows easily,
whereas, when a1 > 0, if Hm(a) is SE-minimally positive and an satisﬁes (7.2), then by Proposition 7.4, the solution f of
∂C FP(R) is a real rational function of degree equal to rank Hm(a). Thus (2) holds for all m.
(3) By Theorem 5.1, if Hm(a) > 0 then Problem ∂C FP(R) is indeterminate. By Proposition 7.4, if Hm(a) is SE-minimally
positive and an satisﬁes (7.2) then Problem ∂C FP(R) is determinate. 
We now come to the proof of the main solvability result of the paper. We make a couple of preliminary observations.
It is well known (for instance, [1, Proposition 3.1]) that, for each f in the Pick class, if f is meromorphic and has a pole
at x ∈ R then f has a simple pole at x, with negative residue. Therefore Problem ∂C FP is only solvable if a−1 ∈ R and
a−1  0.
J. Agler et al. / J. Math. Anal. Appl. 382 (2011) 645–662 657Problem ∂C FP is trivial if n = 0. It is easy to see from consideration of Taylor expansions that a non-constant function in
the Pick class has non-vanishing derivative at any point of R at which it takes a real value (for example, [1, Proposition 3.1]).
Accordingly we suppose in Problem ∂C FP that n 1 and Ima0  0.
Proof of Theorem 1.2. By Proposition 2.8, we may reduce to the case that a−1 = 0.
(1) If a function f ∈ P is analytic at x then the restriction of Im f to a suitable neighborhood of x in R is a smooth
non-negative real function. Suppose that f ∈P is a solution of Problem ∂C FP and ρ(a) is odd; then a0 is real and so Im f
attains its minimum of 0 at x. The ﬁrst non-zero derivative of the real function Im f at x is therefore an even derivative, and
so the ﬁrst non-real term of the sequence a has even subscript. Hence, if ρ(a) is odd then Problem ∂C FP has no solution.
(2) We consider the case that ρ(a) is ﬁnite and even. The proof will be by induction on ρ(a). If ρ(a) = 0, which is
to say that Ima0 = 0, then statement (2) holds by virtue of Theorem 4.1. Now let m  1 and suppose that statement
(2) of the theorem holds whenever ρ(a)  2m − 2. Consider any sequence a = (a0, . . . ,a2m, . . . ,an) such that ρ(a) = 2m.
Suppose that Hm(a) > 0 and Ima2m > 0. We have a1 > 0. Let
∑∞
0 g j z
j be the reduction of
∑n
0 a
j z j at 0. By Proposition 2.5,
g0, g1, . . . , gn−2 ∈ C can be written in matrix terms thus:
a1
⎡
⎢⎢⎢⎢⎢⎣
a1 0 · · · 0
a2 a1 · · · 0
· · · · · ·
a2m−1 a2m−2 · a1 · 0
· · · · · ·
an−1 an−2 · · · a1
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
g0
g1
·
g2m−3
·
gn−2
⎤
⎥⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎢⎣
a2
a3
·
a2m−1
·
an
⎤
⎥⎥⎥⎥⎥⎦ . (7.3)
Here the entries printed in mathematical Roman font are known to be real. It follows on truncation to the ﬁrst 2m−2 rows
that g0, g1, . . . , g2m−3 are real, and hence ρ(g0, g1, . . . , gn−2) 2m − 2. From the (2m − 1)st row of Eq. (7.3) we have
a1
(
a2m−1g0 + · · · + a2g2m−3 + a1g2m−2
)= a2m,
and hence, on taking imaginary parts, we ﬁnd that
Im g2m−2 =
(
Ima2m
)
/
(
a1
)2
> 0, (7.4)
and so ρ(g0, . . . , gn−2) = 2m − 2. By Corollary 3.3, the Hankel matrix Hm−1(g0, . . . , g2m−1, . . . , gn−2) is congruent to
schur Hm(a). Since Hm(a) > 0, it is also true that Hm−1(g0, . . . , g2m−1, . . . , gn−2) > 0.
By the inductive hypothesis there exists g ∈P such that
g(k)(x)
k! = gk, k = 0,1, . . . ,n − 2.
Hence
g(z) −
∞∑
0
g j(z − x) j = O
(
(z − x)n−1).
Note that
∑n
0 a
j(z− x) j is the augmentation of ∑∞0 g j(z− x) j at x by a0, a1. Let f be the augmentation of g at x by a0, a1.
Thus f ∈P , f is analytic at x and, by Lemma 2.6,
f (z) −
n∑
0
a j(z − x) j = O (zn+1).
Therefore f (k)(x)/k! = ak for k = 0,1, . . . ,n. Thus f has all the desired properties, and we have proved suﬃciency in state-
ment (2) of Theorem 1.2.
Conversely, suppose that ρ(a) = 2m and Problem ∂C FP has a solution f ∈P . Let g(z) =∑ j g j(z − x) j be the reduction
of f at x. Then by Theorem 2.4 g ∈P and g is analytic at x. Again from Eq. (7.3) we have ρ(g0, . . . , gn−2) = 2m− 2. By the
inductive hypothesis Im g2m−2 > 0 and Hm−1(g0, . . . , gn−2) > 0; hence by Corollary 3.3 (with n =m − 1), Hm(a) > 0, while
from Eq. (7.4) we have Ima2m > 0. By induction, statement (2) of Theorem 1.2 holds.
Statements (3) and (4), concerning the case that all a j are real, follows from Theorems 7.1 and 7.5. 
8. Parametrization of solutions
In this section we give various descriptions of the solution set of Problem ∂C FP (when non-empty). The simplest case
occurs when the associated Hankel matrix is SE-minimally positive, for then, by Theorem 7.1, there is a unique solution.
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where m is the integer part of 12 (n + 1). If n is even, suppose further that an satisﬁes condition (7.2). The unique solution F of Prob-
lem ∂C FP is
F (z) = a
−1
z − x +
∑r
j=0(
∑ j
k=0 cka
j−k)(z − x) j∑r
j=0 c j(z − x) j
(8.1)
where c0 = −1 and
[ cr cr−1 · · · c1 ] = [ar+1 ar+2 · · · a2r ] Hr(a)−1. (8.2)
Proof. By Proposition 2.8, in the case a−1  0,
F (z) = a
−1
z − x + f (z)
where f is the unique solution of Problem ∂C FP(R); see Eq. (5.1).
For ease of notation take x = 0. Consider ﬁrst the case of odd n. Let the unique solution of Problem ∂C FP(R) be
f (z) =∑∞k=0 akzk . By Theorem 7.1 f is real rational of degree r. By Kronecker’s Theorem [20, Theorem 3.1], the inﬁnite
Hankel matrix [ai+ j−1]∞i, j=1 has rank r, and hence any (r + 1)-square submatrix of it is singular. Thus, for k 1,
det
⎡
⎢⎣
a1 a2 · · · ar ak
· · · · · · ·
ar ar+1 · · · a2r−1 ak+r−1
ar+1 ar+2 · · · a2r ak+r
⎤
⎥⎦= 0.
Hence, for k 1,
0 = det Hr(a)
⎛
⎜⎝ak+r − [ar+1 ar+2 · · · a2r ] Hr(a)−1
⎡
⎢⎣
ak
ak+1
·
ak+r−1
⎤
⎥⎦
⎞
⎟⎠
= (det Hr(a))(ak+r − crak − cr−1ak+1 − · · · − c1ak+r−1).
By Lemma 7.3, det Hr(a) = 0, and thus
ak+r = crak + cr−1ak+1 + · · · + c1ak+r−1. (8.3)
On multiplying this equation by zk+r and summing over k = 1,2, . . . , we have
∞∑
k=r+1
akzk = c1z
∞∑
k=r
akzk + c2z2
∞∑
k=r−1
akzk + · · · + cr zr
∞∑
k=1
akzk.
That is,
f (z) − a0 − · · · − ar zr = c1z
(
f (z) − a0 − · · · − ar−1zr−1)+ · · · + cr zr( f (z) − a0).
Since c0 = −1 this equation may be written as
−
(
r∑
j=0
c j z
j
)
f (z) = −
r∑
j=0
( j∑
k=0
cka
j−k
)
z j,
and Eq. (8.1) follows.
The case of even n follows from the odd case of this theorem and Theorem 7.5. 
Theorem 8.2. Let a = (a−1,a0, . . . ,an) ∈ Rn+2 where n  1, a−1  0. Suppose Hm(a) > 0 where m is the integer part of 12 (n + 1).
There exist numbers
s1, . . . , sm ∈ R, and, if n is even, sm+1 ∈ R, t1, . . . , tm > 0
such that the general solution of Problem ∂C FP is f (z) = a−1z−x + f1(z) where the function f1 is given by the following construction.
(1) Let h be any function in P that is analytic at x.
(2) If n is odd let fm+1 = h, while if n is even let fm+1 be the augmentation of h at x by sm+1, t for some t > 0.
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fk(z) = sk + 11
tk(z−x) − fk+1(z)
.
The numbers s j , t j are expressible in terms of quantities ai( j), 0 i  n − 2( j − 1), which are given inductively, for j = 1, . . . ,m, by
the equations
ai(1) = ai, 0 i  n, (8.4)
and
a1( j)
⎡
⎢⎣
a1( j) 0 · · · 0
a2( j) a1( j) · · · 0
· · · · · ·
an−2 j+1( j) an−2 j( j) · · · a1( j)
⎤
⎥⎦
⎡
⎢⎢⎢⎣
a0( j + 1)
a1( j + 1)
·
·
an−2 j( j + 1)
⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣
a2( j)
a3( j)
·
·
an−2( j−1)( j)
⎤
⎥⎥⎥⎦ . (8.5)
Then s j , t j are deﬁned by the equations
s j = a0( j), and, if n is even, sm+1 = a
2(m)
(a1(m))2
, t j = a1( j). (8.6)
Proof. The proof is a repetition of the proof by induction on n of Theorem 5.1. 
Corollary 8.3. Under the hypotheses of Theorem 8.2 the general solution of Problem ∂C FP is
f (z) = a
−1
z − x + s1 +
1
1
t1(z−x) − s2−
1
1
t2(z−x) − s3−
· · · 1
1
tm(z−x) − fm+1(z)
where, if n is odd, fm+1 is any function in P that is analytic at x, while if n is even, fm+1 is the augmentation of h at x by sm+1, t for
some t > 0, where h is any function in P that is analytic at x.
Remark 8.4. In the SE-minimally positive case Hm(a) is singular and so its rank r is less than m. Then t1, t2, . . . , tr are
positive and tr+1 = · · · = tm = 0, fr+1 is the constant function sr+1 and the unique solution f of Problem ∂C FP is
f (z) = a
−1
z − x + s1 +
1
1
t1(z−x) − s2−
1
1
t2(z−x) − s3−
· · · 1
1
tr(z−x) − sr+1
.
Quantities closely related to the t j were familiar to the masters of old, who found expressions for them in terms of
Hankel determinants: see for example [19, Eq. (26)], which Nevanlinna attributes to Stieltjes, Hamburger and Perron. In the
present context the analogous formulae are as follows.
Proposition 8.5. The parameters t j = a1( j), j = 1, . . . ,m, satisfy the equations
det Hk(a) = tkt3k−1t5k−2 · · · t2k−11 (8.7)
for k = 1,2, . . . ,m, and consequently, for l = 1,2, . . . , r,
tltl+1 = Dl−1Dl+1
(Dl)2
(8.8)
where r is the rank of Hm(a), D−1 = D0 = 1 and Dl = det Hl(a), l = 1,2, . . . , r. Furthermore, for l = 1,2, . . . , r,
tl = Dl
D3l−1
(
l−2∏
k=1
D(−1)
k+l
k
)4
. (8.9)
Proof. Apply Theorem 3.1 with
f (z) =
∞∑
ak( j)(z − x)k, g(z) =
∞∑
ak( j + 1)(z − x)k.
k=0 k=0
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det Hn+1
(
a( j)
)= (t j)2n+1 det Hn(a( j + 1)) (8.10)
for n = 1,2, . . . ,m − j. Writing k = j + 1 and iterating this relation we ﬁnd
det Hn
(
a(k)
)= 1
t2n+1k−1
det Hn+1
(
a(k − 1))= · · ·
= 1
t2n+1k−1 t
2n+3
k−2 · · · t2n+2k−31
det Hn+k−1
(
a(1)
)
.
Put n = 1 to obtain
tk = det H1
(
a(k)
)= 1
t3k−1t
5
k−2 · · · t2k−11
det Hk(a),
which is Eq. (8.7). It follows from Eq. (8.7) that
Dk−1Dk+1
(Dk)2
= (tk−1t
3
k−2 · · · t2k−31 )(tk+1t3k t5k−1t7k−2 · · · t2k+11 )
(tkt
3
k−1t
5
k−2 · · · t2k−11 )2
= tk+1tk.
Therefore,
tk+1 = Dk−1Dk+1
(Dk)2
· 1
tk
. (8.11)
We prove Eq. (8.9) by induction on l. Note that t1 = D1D30 , so that (8.9) holds when l = 1. Suppose that
tl = Dl
D3l−1
(
l−2∏
k=1
D(−1)
k+l
k
)4
. (8.12)
Then, in view of Eq. (8.11),
tl+1 = Dl−1Dl+1
(Dl)2
1
tl
= Dl+1
D3l
(
l−1∏
k=1
D(−1)
k+l+1
k
)4
. 
We can give an alternative expression for the parametrization of solutions in Theorem 8.2 in terms of a linear fractional
transformation. For any 2× 2 matrix A = [aij] let us denote the corresponding linear fractional transformation by L[A]:
L[A](w) = a11w + a12
a21w + a22 , w ∈ C ∪ {∞}.
In this notation the relationship between fk+1 and its augmentation fk at x by sk , tk can be written as
fk(z) = L
[
Ak(z)
](
fk+1(z)
)
where, for k = 1, . . . ,m,
Ak(z) =
[
sktk(z − x) −tk(z − x) − sk
tk(z − x) −1
]
. (8.13)
Note that det Ak(z) = t2k (z − x)2. The recursion for f in Theorem 8.2 becomes:
f (z) = a
−1
z − x + f1(z) =
a−1
z − x + L
[
A1(z)
](
f2(z)
)= a−1
z − x + L
[
A1(z)A2(z)
](
f3(z)
)
= · · · = a
−1
z − x + L
[
A1(z) · · · Am(z)
](
fm+1(z)
)
.
We therefore arrive at the following linear fractional parametrization.
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1
2 (n + 1). Then the general solution of Problem ∂C FP is
f (z) = a
−1
z − x +
a(z)h(z) + b(z)
c(z)h(z) + d(z)
where a, b, c, d are real polynomials of degree at most m satisfying, for some K > 0,
(ad − bc)(z) = K (z − x)2m
and given by[
a(z) b(z)
c(z) d(z)
]
= A1(z)A2(z) · · · Am(z),
where Ak(z) is given by Eq. (8.13), the quantities sk, tk are as in Theorem 8.2 and if n is even then h is any function inP that is analytic
at x and satisﬁes h(x) = sm+1 , and if n is odd then h is any function in P that is analytic at x.
9. Nevanlinna’s analysis
Although Nevanlinna’s paper [19] appears to be the ﬁrst on the boundary Carathéodory–Fejér problem, it is rarely cited
in subsequent work on the topic. Nevertheless, as we show in this paper, the methods he introduced are of suﬃcient power
to prove detailed results on solvability and parametrization for Problem ∂C FP(R). We believe they have considerable merit
in their simplicity and accessibility.
Nevanlinna’s own formulation of the problem differs slightly from ours, in that he took the interpolation node to be ∞.
Given real numbers c0, . . . , c2m−1 he sought a function f such that − f is in the Pick class and
f (z) = c0 + c1
z
+ c2
z2
+ · · · + c2m−1
z2m−1
+ R2m(z)
where the remainder R2m satisﬁes
lim z2m−1R2m(z) = 0
as z → ∞ in any sector {z: ε < arg z < π − ε} for ε ∈ (0, π2 ). A function f is a solution of Nevanlinna’s problem if and only
if the function F (z) = − f (− 1z ) solves Problem ∂C FP(R) in the weak sense that the Taylor expansion
∑2m−1
0 (−1) j+1c j z j
differs from F (z) by a term which is O (z2m−1) as z → 0 in any non-tangential approach region {z: ε < arg z < π − ε} for
ε ∈ (0, π2 ).
Nevanlinna’s primary interest was the determinacy of solutions of the Stieltjes moment problem, but en route he dis-
cussed solvability criteria for Problem ∂C FP(R). His Satz I on page 11 describes the recursive procedure for constructing
solutions of the problem (the method we used in the proof of Theorem 6.1 and part (2) of Theorem 1.2, with appropriate
minor changes) and, states, roughly speaking, that the problem has a solution if and only if the recursion works. He does
not formally state a solvability criterion in terms of the original data, but in a discussion on the following page he implies
that, in our terminology, Problem ∂C FP(R) is solvable if and only if either the associated Hankel matrix Hm(c) > 0 or, for
some k ∈ {1, . . . ,m − 1}, det H j(c) > 0 for 1  j  k and det Hk+1(c) = · · · = det Hm(c) = 0. He did not give a full proof of
this statement, and in fact it is inaccurate. Consider the case m = 3,
H3(c) =
[1 1 1
1 1 1
1 1 2
]
.
Here det H1(c) > 0 and det H2(c) = det H3(c) = 0, but since H3(c) is positive, singular and not SE-minimally positive, the
corresponding problem ∂C FP(R) has no solution.
10. Conclusion
We have presented an elementary and concrete solution of the classical boundary Carathéodory–Fejér interpolation prob-
lem. There are numerous alternative approaches in the literature, many addressing more general interpolation problems, but
we believe that our main theorem, Theorem 1.2, is new. Speciﬁcally, (a) the notion of SE-minimal positivity of the associated
Hankel matrix in the solvability criterion is new, (b) we allow complex data a0, . . . ,an in Problem ∂C FP , and (c) we allow
both even and odd n. We comment brieﬂy on some other approaches found in the literature.
A very valuable source of information about all manner of complex interpolation problems is the book of Ball, Gohberg
and Rodman [4]. On pages 473–486 they study the “generalized angular derivative interpolation (GADI) problem” associ-
ated with a data set consisting of a 4-tuple of matrices. They solve the problem using their highly-developed realization
theory of rational matrix functions. Their Corollary 21.4.2 relates to a problem which contains our Problem ∂C FP(R) as
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C0+ = [a0 a1 · · · a2m−1 ] and A0 to be the 2m-square Jordan block with eigenvalue x. The conclusion, after some work,
is that Hm(a)  0 is necessary and Hm(a) > 0 is suﬃcient for solvability of ∂C FP(R). They also give an explicit linear
fractional parametrization of the solution set in the case that Hm(a) > 0. Since they eschew “singular” problems throughout
the book (here, problems for which Hm(a) is singular), they do not obtain a solvability criterion.
The monograph [8] by Bolotnikov and Dym is entirely devoted to boundary interpolation problems, though for the Schur
class rather than the Pick class. They reformulate the problem within the framework of the Ukrainian school’s Abstract
Interpolation Problem and solve it by means of operator theory in de Branges–Rovnyak spaces. They too study a very much
more general problem than we do here. See also [9, Theorem 4.3].
J.A. Ball and J.W. Helton have developed a far-reaching theory of interpolation which they call the “Grassmanian” ap-
proach; it makes use of the geometry of Krein spaces. It gives a uniﬁed treatment of many classical interpolation problems,
including the ones studied in this paper – see [5, Theorem 6.3]. Inevitably, one pays for the generality with a less concrete
parametrization.
The treatment that is closest to ours is probably that of Georgijevic´ [13]. He allows ﬁnitely many interpolation nodes
in R and ﬁnitely many derivatives prescribed at each interpolation node. He too uses Nevanlinna–Julia recursion, which
he calls the “Schiffer–Bargmann Lemma”,1 but his methods are less elementary: he uses de Branges–Rovnyak spaces and
Nevanlinna’s integral representation for functions in the Pick class. He obtains a solvability criterion for Problem ∂C FP(R),
in the case that n is odd, which differs from ours.
We believe that a combination of the ideas in this paper with those in [1] will produce a solution to the boundary
interpolation problem with multiple nodes in R and with ﬁnitely many derivatives prescribed at each interpolation node,
but we have not worked out the details.
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