The learning from imbalanced data is a deeply studied problem in standard classification and, in recent times, also in multilabel classification. A handful of multilabel resampling methods have been proposed in late years, aiming to balance the labels distribution. However these methods have to face a new obstacle, specific for multilabel data, as is the joint appearance of minority and majority labels in the same data patterns. We proposed recently a new algorithm designed to decouple imbalanced labels concurring in the same instance, called REMEDIAL (REsampling MultilabEl datasets by Decoupling highly ImbAlanced Labels). The goal of this work is to propose a procedure to hybridize this method with some of the best resampling algorithms available in the literature, including random oversampling, heuristic undersampling and synthetic sample generation techniques. These hybrid methods are then empirically analyzed, determining how their behavior is influenced by the label decoupling process. As a result, a noteworthy set of guidelines on the combined use of these techniques can be drawn from the conducted experimentation.
Introduction
Classification [1] is one of the most profoundly studied problems in Data Mining, the latter being part of the process known as Knowledge Discovery in Databases [2] . Standard classification tasks comprehend mostly binary and multiclass cases. The main goal is to train, through machine learning algorithms, a model able to automatically classify new incoming data patterns.
Unlike standard classification methods, which produce as output a class label only, multilabel classifiers (MLC) [3] [4] [5] [6] have to provide a set of relevant labels for each processed instance. MLC has been applied to disease diagnosis in children [7] , suggestion of tags for new posts in question answering forums [8] , image classification [9] , and identification of multi-functional enzyme [10] , among other tasks. The amount of MLC algorithms proposed in the last decade is impressive.
Imbalanced learning [11] [12] [13] [14] is a well-known problem in binary and multiclass classification, and it also affects mul-tilabel datasets (MLDs). The class frequencies in an imbalanced dataset present large inequalities, a fact that makes harder the learning of an effective classification model. As stated in [15] , most MLDs show significant imbalance levels. One of the strategies to face this problem consist in balancing the labels distribution, usually by means of some kind of resampling procedure [16] .
The resampling approach is also among the most popular options when it comes to face imbalance learning in the multilabel field. Several resampling algorithms for MLC [15, [17] [18] [19] has been already proposed in late years, including random oversampling and oversampling, heuristic undersampling and synthetic instance generation solutions.
Multilabel resampling methods have to deal also with some imbalance related specificities of MLDs. One of such problems is described in [20] as the concurrence of frequent and rare labels in the same instance. Due to this matter, balancing the labels distribution through resampling techniques becomes harder since removing instances with majority labels will also imply the loss of minority ones. Analogously, adding new instances by cloning existing ones would increase the frequency of already common labels.
In [21] we proposed a specialized method to solve this problem, the REMEDIAL (REsampling MultilabEl datasets by Decoupling highly ImbAlanced Labels) algorithm. It works by decoupling imbalanced labels, as will be further detailed, and its effectiveness in its own, as long as it is applied to MLDs having a certain concurrence level, has been already proven. Considering that REMEDIAL separates majority and minority labels in independent samples, it is reasonable to expect that resampling methods would be able to better balance the labels distribution.
Our starting hypothesis is that REMEDIAL can improve the behavior of standard multilabel resampling methods, performing a prior label decoupling where needed. Founded on this hypothesis, the goal in this work is to hybridize REMEDIAL with some of the resampling methods already described in the literature, aiming to improve current imbalanced multilabel learning results. Our premise is that oversampling algorithms would be able to perform a better work, generating more new instances from existing ones having only minority labels, instead of a mixture of minority and majority ones. In the same way, undersampling methods should be capable of removing instances containing only majority labels, avoiding the information loss which implies deleting samples with label concurrence.
Specifically, we propose three hybrid methods based on as many resampling algorithms, named ML-ROS [15] , MLeNN [18] and MLSMOTE [19] . All of them will be further detailed, and their behavior will be tested through an extensive experimentation, including ten popular MLDs, three disparate MLC algorithms and five distinct evaluation metrics. The purpose of the study can be summarized into two main objectives:
• First, determine if the hybridization of REMEDIAL with a resampling algorithm could produce an improvement in classification results. For doing so, three MLCs will be used to process a common set of ten MLDs in two versions, one preprocessed with the resampling methods on their own and another one also with their respective hybrid versions.
• Second, analyze the potential interactions between the resampling methods, the MLCs and the MLDs' traits. This way, a group of rules about when these hybrid versions would be useful could be drawn.
The remainder of this paper is organized into the following sections. In Section 2 the multilabel classification task is introduced, along with the specific details related to imbalanced learning in this field. In Section 3 the proposed hybridization is described. The conducted experimentation, results and analysis are provided in Section 4. Lastly, Section 5 state the final conclusions.
Background
In this section the multilabel classification task is briefly introduced and put into context. The obstacles while dealing with imbalanced MLDs, as well the ways they have been faced, are also described.
Multilabel learning [3] [4] [5] [6] is currently a very active field. The techniques for multilabel classification have been applied to text categorization [22] , image annotation [23] , tag suggestion [8] for question answering forums, and disease diagnosis in children [7] , among others tasks. All these problems have a common characteristic, each one of the data patterns is linked to several labels at once, instead of only one class as in standard classification. There is a global set of labels L, containing all k labels used in the D. D being an MLD, D i would be its i-th instance, and Y i ⊆ L the subset of labels (labelset) which are relevant to that instance. The role of any MLC is to provide Z i ⊆ L with the labels predicted for new instances, with goal of being as close as possible to Z i = Y i .
Since each instance in an MLD is associated only to a subset of L, some metrics have been defined to assess the degree of multilabelness of MLDs. The most common ones are label cardinality, i.e. Card (1), and label density, i.e. Dens (2).
MLC Approaches
Classification of multilabel data is usually tackled by means of data transformation or method adaptation techniques. These are the two common approaches followed by most proposals. The former aims to transform the original multilabel task into one or more standard classification tasks, while the latter intents to adapt the standard classification models to make them able to work natively with multilabel data.
The two best known data transformation methods are BR (Binary Relevance) [24] and LP (Label Powerset) [25] . BR produces a set of binary datasets from the original MLD. Then, each binary dataset is processed by a standard classifier. Eventually, the individual predictions are merged [26] to obtain the subset of labels relevant to each test instance. LP takes each possible label combination as class identifier, transforming the original MLD into a multiclass dataset. After using it to train a standard classifier, the predicted classes are back transformed to subsets of labels. Both BR and LP are the foundation for many multilabel ensemble-based methods.
Regarding the second mentioned approach, MLC algorithms based on many of the standard classification methods have been proposed in the literature. Among them, there are MLC adaptations of the C4.5 tree induction algorithm [27] , instance-based classifiers such as ML-kNN [28] , SVM adaptations as the one proposed in [29] , multilabel neural networks [30] , etc. An extensive review on multilabel classification techniques is provided in [5] .
Learning from Imbalanced MLDs
The learning from imbalanced data is deeply studied problem in standard classification. As stated in [13] , it has been mainly confronted trough data resampling, classifier adaptation and cost-sensitive techniques. When it comes to classify imbalanced MLDs, aside from data resampling [15, [17] [18] [19] 31] and classifier adaptation [32] [33] [34] the ensemble-based approach has been also explored [35] .
An imbalanced MLD presents large differences among the labels distributions, so that some of them are very frequent (majority labels) while other ones are quite rare (minority ones). To assess these differences the IRLbl (3) and MeanIR (4) metrics were proposed in [15] . The symbol denotes de Iverson bracket, which returns 1 if the expression inside it is true or 0 otherwise. The IRLbl is evaluated for each label in L, and provides an individual imbalance level. The global imbalance or MeanIR is obtained by averaging the IRLbl for all labels.
Some of the resampling methods adapted to deal with multilabel data have been random undersampling and oversampling, heuristic undersampling, and synthetic instance generation. Several of these proposals where recently compared in [19] . The following algorithms are mong the best performers:
• ML-ROS: It was introduced in [15] as a way to balance label distribution through random oversampling. As it can be observed in Alg. 1, it takes into account the presence of several minority labels, randomly looks for instances associated to them and generates clones of these instances. As can be seen in Alg. 1, the amount of clones created by the method is set as a percentage relative to the total number of samples in the MLD.
• MLeNN: Presented in [18] , it is an undersampling algorithm based on the well-known ENN (Edited Nearest Neighbor ) rule. Its pseudo-code is provided in Alg. 2. Those samples containing only majority labels and whose labelset is in discordance with that of their neighbors are removed.
• MLSMOTE: It was proposed in [19] . This algorithm is founded on the popular SMOTE (Synthetic Minority Over-sampling Technique) algorithm. As ML-ROS it considers several minority labels, instead of only one as the original SMOTE. Once the instances in which these labels appear have been found, new instances are generated with synthetic attributes and also synthetic labelsets, both produced from the Algorithm 1 ML-ROS algorithm's pseudo-code.
Inputs: <Dataset> D, <Percentage> P Outputs: Preprocessed dataset
Obtain the full set of labels
Bags of minority labels samples
5:
IRLbl label ← calculateIRperLabel(D, label) Clone a random sample from each minority bag 12: for each minBagi in minBag do 13: x ← random(1, |minBagi|) for each label in getLabelset(D) do 3: if IRLbl(label) > MeanIR then 4: Preserve instance with minority labels 5: Jump to next sample 6: end if 7: end for 8: numDifferences ← 0 9: for each neighbor in nearestNNs(sample, NN ) do 10: if HammingDist(sample, neighbor ) > HT then 11: numDifferences ← numDifferences+1 information of their nearest neighbors. As can be observed in Alg. 3 (lines 5-7), MLSMOTE only takes as seeds the instances in which some minority label appears. Then, their nearest neighbors are located. One of them is randomly picked to produce the synthetic set of input attributes. Lastly, all of them serve as reference to generate the synthetic labelset. Additional details about MLSMOTE imple-mentation can be found in [19] .
Algorithm 3 MLSMOTE algorithm's pseudo-code.
Full set of labels
IRLbl label ← calculateIRperLabel(D, label) 5: if IRLbl label > MeanIR then 6: Bags of minority labels samples 7: minBag ← getAllInstancesOfLabel(label ) 8: for each sample in minBag do 9: distances ← calcDistance(sample, minBag) 10: sortSmallerToLargest(distances)
11:
Neighbor set selection 12: neighbors ← getHeadItems(distances, k )
13:
refNeigh ← getRandNeighbor(neighbors)
14:
Feature set and labelset generation 15: synthSmpl ← newSample(sample, 16: refNeigh, neighbors) Feature set assignment 25: for each feat in synthSmpl do 26: if typeOf(feat) is numeric then 27: diff ← refNeigh.feat -sample.feat 28: offset ← diff * randInInterval(0,1)
29:
value ← sample.feat + offset 30:
value ← mostFreqVal(neighbors,feat)
32:
end if 33: syntSmpl.feat ← value 34: end for
35:
Label set assignment 36: lblCounts ← counts(sample.labels) 37: lblCounts + ← counts(neighbors.labels) 38 :
synthSmpl.labels ← labels 40: return synthSmpl 41: end function
Concurrence Among Imbalanced Labels
Since each instance in an MLD has two or more labels, it is not rare that some of them are very common ones while others are minority labels. This fact can be depicted using an interaction plot 1 as the ones shown in Fig. 1 .
1 Visualizing all label interactions in an MLD is, in some cases, almost impossible due to the large number of labels. For that reason, only the most frequent labels and the most rare ones for each MLD are represented in these plots. High resolution versions of these plots can be generated using the mldr R package [36] .
In addition, the level of concurrence between common and rare labels can be assessed through the SCUMBLE metric [20] , defined in (5) . This metric provides a simple to understand concurrence indicator, whose values will be in the [0, 1] range. The higher the value the more instances containing minority and majority labels exist in the MLD.
The left plot of the aforementioned figure corresponds to an MLD with a high level of concurrence between imbalanced labels, denoted by a SCUMBLE above of 0.1. As can be seen, the minority labels (on the right side) are entirely linked with some majority labels. In some MLDs the concurrence between majority and minority labels is low, as shown in the right plot of Fig. 1 . In these cases the level of SCUMBLE is below 0.1, and as can be seen there are many arcs between minority labels, denoting interactions between them but not with the majority ones.
The aforementioned multilabel resampling algorithms will not have an easy work while dealing with MLDs which have a high SCUMBLE. Undersampling algorithms can produce a loss of essential information, as the samples selected for removal because majority labels appear in them can also contain minority labels. In the same way, oversampling algorithms limited to cloning the labelsets, such as the proposals in [17, 15] , can be also increasing the presence of majority labels. These facts were empirically demonstrated in [20] .
The imbalanced labels concurrence in MLDs can be alleviated through a label decoupling strategy, as described in [21] . The proposed algorithm is called REMEDIAL and its pseudo-code is shown in Alg. 4. What it does is looking for instances having a high SCUMBLE level, i.e. it contains both majority and minority labels. The decoupling of these data samples consist in cloning them, obtaining a couple of instances in which one will be associated to the majority labels and the other one to the minority labels. This way the level of concurrence is reduced.
Adapting REMEDIAL: Label Decoupling and Data Resampling Hybridization
In this section the procedure to hybridize label decoupling with data resampling methods is presented, and three hybrid versions are detailed. These will be empirically tested in the following section.
As stated in [21] , REMEDIAL is able to improve classification results on its own, as far as it is applied to MLDs having a high SCUMBLE value. In the following, how this technique can be combined with standard resampling methods is analyzed. For doing so, an adapted version of REMEDIAL is going to be used. In the original version of REMEDIAL a fixed threshold is used to decide which instances are decoupled. This threshold is set to the average SCUMBLE value. Our adapted version takes the threshold as another input parameter, so that different cut points can be studied. In particular, the percentiles .25, .37, .50, .62, and .75 will be used, percentile .50 being equivalent to the default threshold in REMEDIAL. The goal is to study if there is a certain optimum threshold for REMEDIAL. The block structure of this hybridization is the one shown in Fig. 2 .
REMEDIAL Hybridizing with Random Oversampling
As was experimentally demonstrated in [15] , random oversampling can deliver improvements in multilabel classification performance. The ML-ROS algorithm in particular is able to balance label distribution following a relatively simple approach. It looks for instances associated to some of the minority labels, then generates clones from these instances. Although ML-ROS performs well in many scenarios, it would be not able to balance the label distribution of MLDs having a high imbalanced labels concurrence. Due to the joint appearance of minority and majority labels, most of the samples picked by the method would be also associated to frequent labels and, therefore, Algorithm 4 REMEDIAL algorithm's pseudo-code.
Calculate imbalance levels
Clone the affected instance 10:
Maintain minority labels 11:
Maintain majority labels 13:
14:
end if 16: end for 17: return D the clones will include both types of labels.
The proposed hybrid method will firstly decouple imbalanced labels, then will look for instances linked to minority labels and will produce clones from them. These new samples will increase the frequency of rare labels without also implying a grow in those linked to majority labels. As a result, the MLDs would have a more balanced label distribution and would be easier to process by MLC algorithms.
REMEDIAL Hybridizing with Heuristic Undersampling
Undersampling methods rely on removing instances in which majority labels appear. It is something that must be done with extreme care. Since each sample in an MLD contains several labels, choosing those having majority labels could also affect the minority ones. For this reason MLeNN [18] starts by excluding all the samples in which some minority labels appear. Then, the remainder instances are processed one by one comparing their labelsets with those of their nearest neighbors. The samples significantly different from more than half of their neighbors are removed from the MLD.
Since MLeNN excludes from processing the instances linked to minority labels, which are potentially also associated to majority ones, there will be a certain amount of samples that never will be evaluated, whether they are similar to their neighbors or not. The hybrid version, by firstly applying the decoupling process, will have more instances acting as candidates to be removed. All the patterns that previously contained minority labels, but now are exclusively associated to majority ones, will be processed by MLeNN instead of being oversighted.
REMEDIAL Hybridizing with Synthetic Instance Generation
In [19] an adaptation of SMOTE to work with multilabel data, called MLSMOTE, was proposed. Unlike SMOTE, MLSMOTE considers the presence of a set of minority labels, instead of only one class. In addition to the synthetic attributes, MLSMOTE also produces a synthetic labelset for the new instances. The set of labels is obtained from a ranking of labels present in the instance being processed and its nearest neighbors.
The decoupling procedure, applied before the minority samples are selected, will influence the labelset of the chosen sample and potentially also those of its neighbors. As a result, the synthetic instance generated by MLSMOTE will be assigned a slightly different set of labels, sometimes without introducing the majority labels that were present in the sample before decoupling them. The consequence should be a more balanced label distribution, able to induce a better classification model than the base configuration.
Experimentation
In this section the three hybrid preprocessing methods just described are tested, and they are compared against the original versions of each resampling method. First, the experimental test bed is detailed. Then, the obtained results are provided. Lastly, these results are discussed and analyzed.
Experimental Framework
In order to check how the proposed hybridization influences the behavior of each resampling method ten MLDs from disparate application fields has been used. All of them can be obtained from the R Ultimate Multilabel Repository [37] , along with their respective references. Their fundamental traits are provided in Table 1 . The meaning of each column, from left to right, is the following:
• Dataset: The usual name the MLD is known in the literature.
• Inst.: Number of data instances in the MLD.
• Attr.: Number of input attributes.
• Labels: Total number of labels.
• LSet: Number of distinct label combinations in the MLD.
• Card: Label cardinality.
• Dens: Label density.
• MeanIR: Average imbalance ratio.
• SCUMBLE: Level of imbalanced labels concurrence. Table 1 : Main characteristics of the MLDs used in the experimental study.
• TCS: Theoretical Complexity Score. This metric is defined in [38] as a way of assessing the complexity of MLDs.
The MLDs are shown in the table ordered according to their TCS value, from the simplest one to the most complex. Theoretically, the higher is the value the harder will be for the classifier to correctly predict labelsets for new instances. These datasets were partitioned into 10 folds, following the stratified partitioning strategy described in [38] , and the usual cross validation scheme was used to collect the results. The training partitions of each dataset were preprocessed using six configurations. The first one applies the original resampling method, ML-ROS, MLeNN or MLSMOTE. The other five correspond to the respective hybrid version with the different thresholds for REME-DIAL previously enumerated. So, there will be 18 distinct configurations for each MLD.
Regarding the classifiers the prior MLD configurations are going to be processed with, the goal is to use some of the ones having more influence in the field. Due to this reason, the following three algorithms were chosen:
• BR: Binary Relevance [24] is the most popular transformation method for multilabel data. As explained before, it trains an independent binary classifier for each label, then joins the individual predictions to obtain the final labelset. Despite its apparent simplicity, BR is usually among the best performers. Above all, BR is the foundation of many other MLC algorithms, including several ensemble-based solutions such as CC/ECC (Classifier Chains/Ensemble of Classifier Chains) [39] , RPC (Ranking by Pairwise Comparison) [40] and CLR (Calibrated Label Ranking) [41] . Therefore, the analysis of results obtained with BR could be extrapolated to many other MLC proposals to a certain extent.
• LP: Label Powerset [25] is also a straightforward way of facing multilabel classification, simply by taking each label combination as an individual class identifier. This approach has been also used as a starting point for some other MLC algorithms, including PS (Pruned Sets) [42] , EPS (Ensemble of Pruned Sets) [43] , HOMER (Hierarchy of Multilabel Classifiers) [44] and RAkEL (Random k-Labelsets) [45] , among others. Thus, the conclusions drawn from LP could also be applicable to all these proposals.
• ML-kNN: This instance-based classification algorithm was proposed in [28] , and it has been the foundation for other more advanced classifiers, such as IBLR-ML [46] . Essentially, ML-kNN computes the a priori probabilities for each label, and uses this information later, when a test sample arrives, to calculate the conditional probabilities and thus obtain the predicted labelset. It is included in the experimentation by the same reasons given above, it is a simple method and have influenced many others.
The implementation of this three algorithms can be found in MULAN [47] . This was the software tool used to conduct the described experiments.
The predictions given by the aforementioned three MLC methods are going to be assessed with several multilabel evaluation metrics, since each one of them provides a different perspective of the classifier performance. Hamming Loss (7) and Ranking Loss (11) are among the most usual multilabel performance metrics, included in most studies. Both are loss metrics, so the goal has to be to minimize them. Precision (8) and F-measure (10) are common evaluation metrics in classification problems, as it is AUC (12) (Area Under the ROC Curve). The three of them are performance metrics, so the goal is to maximize them.
• Hamming Loss: It iss the most popular multilabel evaluation metric. It counts the number of missclassifications, whether they are false positives or false negatives, and then averages by the amount of instances and labels.
• Ranking Loss: It measures the proportion of times in which a non-relevant label is ranked above a true relevant one, so the lower is the value the better will be performing the classifier.
• Precision: It is one of the most usual evaluation metrics in standard classification. It indicates the proportion of predicted positives which are truly positives, so the higher the precision the better will be performing the classifier.
• F-measure: Precision accounts as errors only false positives, so it is usual to include some other metric which also takes into account false negatives. Fmeasure is the harmonic mean of Precision and Recall (9), being this last metric an indicator of the amount of false positives. Therefore, F-measure offers a more broad evaluation of the classifiers' performance than Precision or Recall in their own.
• AUC: Lastly, the Area Under the ROC Curve is among the most powerful metrics when it comes to assess the performance of a classifier. It evaluates the true positive rate vs the false positive rate, being a rather strict measurement of the results.
In these equations n stands for the number of samples, k for the number of labels, Y i is the predicted labelset, Z i the true labelset, ∆ denotes the symmetric difference, and rank(X i , l) is a function that returns the confidence degree for the label l in the prediction Z i provided by the classifier for the instance X i . Additional details about the datasets, the MLC algorithms and these metrics, including their location into the multilabel performance metrics taxonomy, can be found in [4] .
F-Measure = 2 * P recision * Recall P recision + Recall .
The results obtained from each configuration run have been collected into five tables, Table 2 to Table 6 , one for each evaluation metric. The title of the table indicates the name of the metric, as well as if it is a measurement to be minimized (↓) or maximized (↑).
All tables have the same structure. The three resampling algorithms appear as columns, with each one of their six configurations as subcolumns. The column dubbed as Base corresponds to the results produced by the resampling method in its own, while the columns entitled H nn come from the hybrid version with the five thresholds previously enumerated (see diagram in Fig. 2) , being nn the corresponding threshold. The datasets, grouped by classifier, appear as rows. Therefore, nine subgroups can be easily identified inside each table, according to preprocessing and classification algorithms.
The configuration with the best performance for each MLD inside each subgroup has been highlighted in bold. This way it is easy to check if for a given case the hybridization has been able to improve the base resampling results or not. If there are several configurations reaching the best value, all of them are highlighted. If there is a tie for all configurations, none is emphasized. It must be noted that in many cases all hybrid configurations improve the base result, but only the best performer is pointed out.
For some configurations the MULAN framework [47] was not able to provide some evaluation metrics. These cases appear as dashes in the tables.
Analysis of Results
Here, the obtained results are going to be analyzed according to several criteria. Firstly, the focus will be in the evaluation metric, then in the resampling method, further in the classifier, and lastly in individual MLDs.
• Hamming Loss: Looking at Table 2 it can be verified that the hybrid versions are able to improve results for the BR and LP classifiers, having between 8 and 6 best cases out of 10. There is not a clear optimum threshold, although for LP the H1 configuration, which corresponds to the lower cut point, gathers more best values than the others. The scenario for ML-kNN is completely different, since the base resampling achieves at least 6 out of 10 best performances. • Ranking Loss: By examining the Table 3 is easy to extract some clear conclusions. The hybrid version achieves most of the best results when paired with the BR classifier. As many as 8 or 9 out of 10 cases have improved the base result. On the contrary, the hybridization does not benefit the MLeNN resampling method, nor the behavior of the ML-kNN classifier. The situation with the LP classifier is in between, with half of the hybrid configurations improving and the other half worsening.
• Precision: From Table 4 two main facts can be drawn. That for nearly all cases hybrid configurations achieve most of the best results is the first one.
In some cases, such as BR and ML-kNN, almost all best values correspond to the hybrid versions of ML-ROS and MLSMOTE. The second, that the hybridization is not able to improve the behavior of MLeNN.
• F-measure: The F-measure values collected in Table 5 show a scenario quite similar for all configurations. In most of them, hybrid versions of the resampling methods achieve more best results, including MLeNN.
• AUC: As can be seen in Table 6 , the distribution of best values is quite similar to that of the Ranking Loss (Table 3) metric. The proposed hybridization works best when applied to ML-ROS and MLSMOTE and combined with BR and LP. On the other side, it does not benefit the work of MLeNN, and it does not seem to mix well with the ML-kNN classifier.
From a global perspective, Hamming Loss, Precision and F-Measure provide a close evaluation of the results, with the hybrid resampling achieving between 60%-70% of best values. By contrast, the assessment offered by Ranking Loss and AUC indicates that the hybridization improves results in slightly less than 50% of the cases. Nevertheless, aside from this overall view what it is interesting to scrutinize is how these best values are distributed according to resampling and classification methods.
Focusing in the resampling methods, the further consequences can be drawn:
• ML-ROS and MLSMOTE: As have been mentioned, both algorithms are, in general, able to benefit from the hibridization, as can be stated from the tables of results observation. Working over decoupled data samples, ML-ROS and MLSMOTE can gather instances associated to minority labels that do not include also majority ones, being capable of producing more samples exclusively linked to minority labels.
• MLeNN: As we have highlighted, MLeNN is not benefiting of the label decoupling process. The reason to this behavior can be deducted by inspecting the inner workings of MLeNN. This algorithm compares the labelset of the selected instance with those of their nearest neighbors, removing the pattern if there is a significant difference with more than half of these neighbors. Since the decoupling process locates two instances with disjoint labelsets into exactly the same position (they share the feature set), it is effectively increasing the likelihood of removing the majority sample just produced by the split. It seems that the loss of information generated by this fact is enough to deteriorate the classifier performance.
Regarding the behavior of MLC algorithms, the hybridization produces the following effects:
• BR and LP: The results produced by BR and LP classifiers improve the ones of the base resampling in a large portion of the studied cases. In general the BR approach seems to be the most benefited, with about an 80% of hybrid configurations achieving best results after taking into account ML-ROS and MLSMOTE only. Considering that BR trains an independent binary classifier for each label, by splitting minority and majority labels in separate instances the performance of these individual classifiers improve. The influence on the LP classifier comes from the fact that by decoupling imbalanced labels the global amount of label combinations is also reduced. As a result, the base multiclass classifier has to deal with less classes.
• ML-kNN: If the interest is in getting a good Precision and F-Measure, the results of hybrid versions with ML-kNN are quite remarkable. However, the results with AUC, Ranking Loss, and partially also with Hamming Loss allow to infer that this is not a good mixture, independently of the resampling being applied. This behavior could be due to similar reasons to that explained above for MLeNN. ML-kNN starts by computing a priori probabilities for each label, whose result should not be affected by the decoupling process. However, each time a new sample is to be classified the algorithm has to find their nearest neighbors. Is in this operation when the problem might arise, since there will be two instances located at the same distance but with a disjoint set of labels. As a result, the computing of the a posteriori probabilities of ML-kNN will be affected.
Lastly, the results are briefly analyzed regarding the goodness of the proposed hybridization for the selected MLDs. Some consequences can be also deduced.
• Six out of the ten used MLDs, cal500, chess, corel16k, corel5k, delicious, and enron, usually improve the results after the proposed hybridization has been applied. These MLDs have the proper traits to benefit from the label decoupling, since they have a significant level of label concurrence as their SCUMBLE values denote, and also from the resampling, as all of them are imbalanced datasets.
• The results for the datasets medical, tmc2007 and yeast are usually obtained by the original preprocessing, instead of with one of the hybrid configurations. By examining the traits of these datasets (see Table 1 ), that they have the lowest SCUMBLE values can be stated. In fact, these values are below or marginally above the threshold indicated in [21] as recommendation to apply REMEDIAL. A low SCUMBLE value denotes that the MLD does not suffer from imbalanced labels concurrence, so the REMEDIAL algorithm would have little impact if any. As a consequence, the differences in classification performance tend to be quite slight, mostly due to the non-deterministic behavior of the classifier.
• Although less frequently than the three prior cases, the mediamill MLD also presents the aforementioned demeanor. However, the case of mediamill is not comparable since it has a high SCUMBLE value. Notwithstanding, this MLD presents the highest imbalance level as can be seen in the MeanIR column of Table 1 . So, it is an MLD inherently hard to learn from, and sometimes the decoupling does not positively contribute the training of the classifiers.
As regards to the threshold level that determines which data samples are processed by REMEDIAL, in general values in the [0.25, 0.50] interval are producing better results than those above 0.50. This seems coherent, since the higher is the threshold the fewer samples will be decoupled. However, taking too many instances can be also detrimental to the posterior resampling. The best cut value will be influence by the MLD traits, as well as the chosen classifier and resampling algorithms. So, it should be adjusted taking into account all these variables, maybe through an internal cross validation step aimed to optimize this parameter.
Conclusions
In this work we have proposed three hybrid preprocessing methods aimed to tackle imbalanced multilabel learning. The conducted experimentation has demonstrated its effectiveness. In addition, from the study of interactions between REMEDIAL, resampling methods and classifiers, a set of clear guidelines on when the use of the hybridization is beneficial can be extracted:
• Combining imbalanced labels decoupling with data resampling is positive as long as it is applied to MLDs having a high label concurrence problem. Otherwise, the effect of the hybrid preprocessings can be negligible or even induce a worsening of the results. This is a conclusion already argued in [21] .
• The proposed hybridization improves the efficiency of oversampling algorithms, such as ML-ROS and MLSMOTE, as they will be able to produce new instances that include only the minority labels. On the contrary, it should not be used with methods such as MLeNN, based on locating nearest neighbors with high differences in the labelsets to remove them.
• The MLDs preprocessed with hybrid resampling methods improve the training of BR and LP classifiers, and it is reasonable to assume that this improvement would be also applicable to BR-based and LP-based methods. On the other side, classifiers such as MLkNN, which are based on nearest neighbor information, could degrade their performance. This is due to the fact that the splitted instances are located exactly in the same position.
• Depending on the selected evaluation metric, the obtained view about how classifiers perform can drastically change. The hybridization should be chosen if boosting Precision or F-Measure is the goal, no matter which resample or classifier it is tied to. If the objective is to maximize AUC or minimize Ranking Loss, the decoupling should only be combined with oversampling and BR/LP classifiers.
Summarizing, the label decoupling plus data resampling combination has a positive impact in classification results as long as certain conditions are met. Firstly, the decoupling should only be applied to MLDs having a high level of imbalanced labels concurrence. Second, that the proposed methodology is able to improve classification performance mostly when paired with oversampling techniques and BR and LP algorithms.
The main obstacle to achieve a more general gain from the proposed hybridization comes from the fact that decoupled instances, although they have separate minority and majority labels and this helps some resampling methods, are located in the same position (their set of input features does not change). A pair of aspects could worth further study:
• A potential solution for the mentioned problems with MLeNN and ML-kNN would be enhancing the RE-MEDIAL algorithm, thus that after the splitting the resulting instances are relocated according to their new labelsets.
• In addition, the threshold to decide when a data sample should be decoupled or not could be automatically adjusted, for instance through cross validation techniques.
