ABSTRACT In the Basel III era, measuring, managing, mitigating and forecasting interest rate risk has become significant. In the first study of its kind, this paper develops a principal component analysis-based forecasting of interest rates of different maturities and stress testing approach in a univariate auto-regressive integrated moving average (ARIMA) framework in the context of India. Debating the existence of multiple representations of interest rates in the Indian market, the study broke down all the short-term, as well as long-term interest rates to derive the optimal principal component of unique interest rates. These unique interest rates are further exercised to forecast the future interest rates through the ARIMA model. The rolling average method was applied to the recently created Indian volatility index (VIX) to place the stress points. The model performance was examined over this stress point of building multiple scenario analysis. The study found that ARIMA (2-1-1) forecasting model of interest rates produced a better forecast result, both in the case of insample and out-of-sample performances as well as in stress periods. From the forecasting results, the study found that the proportionate gain in yield is higher as the maturity increases. By examining the stress period on the basis of eight quarters (2007: Q4 of 2009: Q3) rolling average on Indian volatility Indices, the survey concluded that the Indian economy will reach a stable situation signalled by less volatile interest rates post the second quarter of 2018.
Introduction
T he question of how interest rates on Treasury securities are likely to alter in future preoccupies financial market participants, who seek to profit from their prospects. This is equally a concern of policymakers: to choose an appropriate monetary and fiscal policy in a course with predicted future interest rates. Moreover, academicians use interest rate forecasts to predict the related macroeconomic variables, such as the circulation of the money supply, output, prices, inflation, net foreign investment, exchange rate, the intensity of exports and imports, domestic savings and investment and other economic actions. They also build term structure models that link interest rate forecast to the dynamics of risk premium. Apart from this, to the banks, the accuracy in the interest rates prediction ensures the efficient management of asset and liabilities. Interest rate prediction is a decision making ingredient for corporations while picking between equity, debt, and fixed income derivative products or choosing between a set and floating rate. The prediction of interest rate is likewise useful for interest rate swap trades. In the case of an investor, interest rate determines the value of a portfolio. Consequently, a robust forecasting interest rate model puts the investor in an advantageous place in the debt marketplace. The term structure of interest rates assesses the association among the yields on securities differing in their term to maturity only. The term structure encapsulates the market's anticipation of upcoming events, by giving an entire interest rate schedule over time. The term structure gives the data regarding changes in the anatomy of the yield curve as a result of alterations in the underlying variables (Brown and Dybvig, 1987) . The term structure concept is intertwined with the concept of the yield curve. According to Cano et al. (2010) "the yield curve, as a picture of relationships between the yields on bonds of different maturities, provides a way of understanding the common markets' evaluation in the future, and whether the economy will be strong or weak". The moves in interest rates rely on the term to maturity. Pereda (2009) emphasised, "the existence of the yield curve favours the development of domestic capital markets, primary and secondary, allowing the recovery of financial instruments".
The objective of this study is to offer a unique new simple method of interest rate forecasting and stress testing in an environment where there is an existence of multiple representations of interest rates, especially in India. On that point is more than around 40 interest rates in the Indian market, such as deposit rate, prime lending rate, certificate deposits, commercial paper, interbank participation certificates, call money rate, bank rate, Repo rate and reverse Repo rate, cash reserve ratio and statutory liquidity ratio, treasury bills, zero coupon rate of different maturities, Mumbai Interbank bid/offer rate, yield on government securities, etc. to mention a few. In this setting, our model answers the prominent questions raised in the literature involving the data which are useful for forecasting interest rates; is it sufficient to consider past interest rates to predict their future or do we as well need to consider macroeconomic variables such as rising prices and production to forecast interest rates.
From the extensive review of empirical literature, it is found that the forecast method is employed directly on different interest rates independently without taking the other representation of short-term and long-term interest rates. Yet, in reality, interest rates are not independent among them, rather depend upon one another. To the best of our knowledge, this is perhaps the first study of its kind. This paper develops a principal component analysis based forecasting of interest rates of different maturities and stress testing approach in the univariate auto-regressive integrated moving average (ARIMA) framework for the period from Apr-2018 to Sep-2018 in the context of India. This model captures the dependency among the key interest rates without violating the problem of multicollinearity. In this context, our first contribution to the literature is the methodology. Side by side, we have identified the stress period to make the multiple scenarios based on the rolling average method of Indian volatility index (VIX) including the period of the global financial crisis. In the end, we have carried on the sensitivity analysis to test the potential influencing power of the unique interest rates.
Most of our results should be of grave concern to the Indian banks, policymakers and academicians. Foremost, we found that ARIMA (2-1-1) forecasting model of interest rates produced better forecast results in case of in-sample and out-of-sample performances as well as stress periods. The study forecasted that on an average, the yield on all short and long rates are anticipated to fall from the second quarter of 2018 onwards. The study also determines that the proportionate gain in yield is higher as the maturity increases, which is as per the economic intuition. The study likewise concludes that short-term rates are major drivers of interest rates than long-term rates in the Indian economy.
The rest of this paper is organised as follows. Section "Theories and empirical literature" presents the theoretical underpinnings and the empirical literature on the interest rate forecasting and stress testing. Section "Description of variables, data and the period of study" underlines the variables description, data and the period of the study. Section "Description of methodology" presents the methodology and the basic data analysis for further modelling. Section "Empirical results and discussions" discusses the estimated results and their corresponding economic interpretations. Section "Conclusion and policy implications" concludes the study by specifying the limitations and further scope of the study.
Theories and empirical literature
It has been observed from the literature in large and from market practices that interest rates for different maturities tend to move together over time. The yields on short-term bond are more volatile than yields on long-term bonds. The long-term yield tends to be higher than short-term yields. To explain these facts, the fixed income literature provides three theories, such as the expectations theory, the segmented market theory, and the liquidity premium theory. The key assumption behind the pure expectations theory is that buyers of bonds do not prefer bonds of one maturity over another, so they will not hold any quantity of a bond if its expected return is less than that of another bond with a different maturity. Bonds that have this characteristic are said to be perfect substitutes. It is important to note here that both inflation and interest rate risks make long-term bonds different from the short-term bonds. Therefore, this theory essentially assumes away inflation and interest rate risk.
The segmented market theory assumes that markets for different maturity bonds are completely segmented. The interest rate for each bond with a different maturity is then determined by the supply of and demand for the bond with no effects from the expected returns on other bonds with different maturities. Thus, the bonds of different maturities are not substitutes at all, so the expected returns from a bond of one maturity have no effect on the demand for a bond of another maturity. This is because bonds of shorter holding periods have lower inflation and interest rate risks, segmented market theory predicts that yield on longer bonds will generally be higher. The liquidity premium theory views bonds of different maturities as substitutes, but not perfect substitutes. Investors prefer shorter rather than longer bonds because they are free of inflation and interest rate risks.
There are ample empirical studies on the analysis of the relationship between yield, term to maturity and credit rating of the bonds. The pure expectation theory is predominantly exploited to forecast the future interest rates by analysing the spot rates through bootstrapping procedures (Campbell, 1991; Campbell and Shiller, 1987; Hansen and Sargent, 1980; Watson, 1999) . Fisher (1930) , and Hicks (1953) have formulated expectation theory which is relevant in the current context of studying term structure of interest rate modelling and provides a good approximation of the factors that determine long-term interest rates. According to them, "long-term interest rate is determined by expectation on the future shortterm interest rates". Cox et al. (1985) have used the framework of general equilibrium for developing the process of short-term interest rates. Fama (1990) has studied the relationship between term structure interest rates, inflation and real returns. Litterman and Scheinkman (1991) have used principal component analysis (PCA) technique in order to observe the factors that affect term structure interest rate movements. Principal components (PCs) have been calculated on the basis of 10 different interest rates. However, they have concluded that 99 percent of the total variation in the interest rates is explained by three specific factors, popularly called, level, curvature and steepness. Bodie et al. (1997) have mentioned that the determination of the interest rate level is of immense importance to gauge the investment's performance while exploring investment opportunities. McConnell and Brue (1997) have shown that interest rates may be considered as the price of money usage. Campbell and Shiller (1987) concluded that the monetary authorities have to manipulate the money supply in order to influence the interest rates and subsequently alter the level of employment, output and prices. This makes the term structure of interest rate, an administered price. McConnell and Erwin (1997) have shown in capital markets, the premium offered or required for capital and investment allocation between lenders and borrowers in the most productive and profitable manner can be termed as the interest rates.
Bin Chen and Zhaogang Song (1999) have used the nonparametric procedure for testing diffusion in the time series process. They tried to find a way to represent the underlying interest rate series in the form of a stochastic differential equation. They have used a diffusion model which is based on a martingale process, in which a spectral derivative test was applied in order to check the property of martingale. D 'Arcy et al. (1999) have approached a simulation technique in order to choose the parameters that can be used for analysing the historical movements of interest rates. They used a monthly short-term and long-term interest rates from the period Jan-53 to Nov-99. However, they concluded that no unique parameter exists which can be fitted to the movements of all rates. Fauvel et al. (1999) applied various empirical models for forecasting interest rates and coping with the result of VAR, VECM, enabling an integrated treatment of both short-term and longterm rates and their relationship. According to them multivariate model provides better forecast than univariate models. Neftci (2000) stated that the movement of bond price rests on the stochastic behaviour of the future and current spot rates in the economy. Thus, there exists a functional relationship between bond prices and the future and current spot rates. Dua et al. (2008) compared various interest rate forecasting models including VAR, BVAR, ARIMA and came up with the result that BVAR performs better result than other models in the long-term analysis. Vereda et al. (2008) tried to forecast both short-term and long-term interest rates in a VAR framework for the Brazilian economy. By using monthly data from July-1999 to May-2007, they estimated four different VAR model to predict future interest rates. It was concluded that predicting short-term interest rate in a VAR framework is not as meaningful as predicting the long-term interest rates.
In a nutshell, the findings of the above studies reveal the existence of a relationship between short-term and long-term interest rates. The Nelson Siegel Model provides a better approach to modelling the yield curve. While a few studies conclude that the univariate model provides a better forecast of interest rates, others postulate the superiority of a multivariate model in forecasting. This paradox has been empirically examined in this paper.
Description of variables, data and the period of study The present study deploys monthly time series data of different interest rates, such as, up to 14 days treasury bill (TBILL-14D), 15-91 days treasury bill (TBILL-91D), 92-182 days treasury bill (TBILL-182D), 183-364 days treasury bill (TBILL-364D), call money rates (CMR), one year government dated security (GDSY1), two years government dated security (GDSY2), three years government dated security (GDSY3), four years government dated security (GDSY4), five years government dated security (GDSY5), 10 years government dated security (GDSY10) and 15 years government dated security (GDSY15) in India, over 219 months (Jan-2000 -Mar-2018 . The data is sourced from the RBI Handbook of Statistics on Indian economy 2017-18. However, the sample periods and the number of variables are chosen on the basis of availability of time series data and variables. Interpolation (both linear and non-linear) method and outliers treatment were conducted on the initial stage of analysis. Table 1 explains the variables and data considered in the study.
Description of methodology
This section presents the interest rates model, which is designed to forecast the future direction, as well as the level of the interest rates for India. For this purpose, the univariate ARIMA model has been used. The mechanism consists of three steps. In the first step, it decomposes all the interest rates mentioned above using PCA and then, the optimal PC is modelled using ARIMA techniques. Finally, all the PCs are reverted back to the original interest rates level. Apart from this, the rolling average method has been applied to the Indian volatility index (VIX) to figure out the stress period and the model performance has been judged over this stress period. Similarly, other model selection criteria are implemented to support the robustness of the proposed model. In addition to this, the impact of one of the interest rates over other rates has studied under sensitivity analysis. It is very intuitive that, most of the interest rates are non-stationary. Therefore, the entire variables test for stationarity and a suitable transformation (first difference) is applied to overcome the unit root test issue. Table 2 represents the methodology used in this study.
Descriptive statistics. We have incorporated the first four moments of the included interest rates. The first moment (mean) and second moment (variance) represent the centre of location and dispersion of the series. Similarly, the third moment (skewness) and fourth moment (kurtosis) are used to test the normality nature of the interest rates series. Apart from this, the historical maximum and the minimum values of the respective interest rates along with their corresponding dates are provided.
Correlation analysis. This study, conducted the correlation analysis, among the different maturity-based interest rates, through the Spearman's method of correlation. In order to test whether the estimated coefficient of correlation is statistically significant or not, this study has used Student's test statistic (ttest) for the estimated coefficient of correlation.
where b ρ is Spearman's estimated coefficient of correlation, D is the difference in rank and n is the total number of observations.
Null hypothesis: ρ = 0. Alternative hypothesis: ρ ≠ 0 If the p-value of the test statistic is <0.05, then we do not have sufficient evidence to accept the null hypothesis at the 5 percent level of significance. On the other hand, if the p-value of the test statistic is more than 0.05, then we do not have sufficient evidence to reject the null hypothesis at the 5 percent level of significance.
Principal component analysis. PCA is a powerful statistical tool used in a variety of real-life systems. It assumes that the multitude of factors that affects a system can be precisely summarised by a few sets of interrelated artificial variables called principal components (PCs). This reduction in variability is very useful in finance, especially interest rate, modelling, since there are more than 40 representations of interest rates existing in the Indian context. It is a tedious procedure to model them individually. Thus, instead of considering all the variables, we can use one optimal PC which will be able to explain all the necessary characteristics of all the existing population interest rates. The PC has been performed using the following steps:
represents the raw data having "n" number of observations and "m" number of variables. The data have to be normalised before the PCA, to bring all the variables to the same level for comparison. C = X T X is a symmetric matrix of order (M × M) called the variance and covariance matrix. Now we will get 'M' Eigenvalues and 'M' corresponding eigen vectors. i.e.
M i 2 R; 8i ¼ 1; 2; 3; m are the eigenvalues. V i 2 R; 8i ¼ 1; 2; 3; ::m are the eigen vectors of order (m × 1)
is the weighted matrix combined with row bind manner. Now the PCs are obtained by multiplying C with W
The optimal PC can be judged on the basis of eigenvalue >1. The level value (original interest rates) can be extracted from the PC values as
where scale indicates respective standard deviations and centre stands for the respective mean of the raw data.
Unit root analysis. As most of the time series variables suffer from the non-stationary problem, we have tested for unit root under three different tests, namely, augmented Dickey-Fuller (ADF) test, Phillips-Perron (PP) test and Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test. Since at least two tests are not satisfied the assumption of stationary of optimal PC, we have transformed the optimal PC value as I (1). Table 3 shows the Null and Alternative hypothesis of respective unit root tests.
Auto-regressive moving average. ARIMA process is a mixed process, which contains both auto-regressive (AR), as well as moving average (MA) factors and has got popularity due to univariate time series forecasting. The order of the ARIMA has been chosen on the basis of auto-correlation function (MA components) and partial auto-correlation function (AR components), as well as various information criteria like AIC, BIC, etc. in both cases. In general, ARIMA (p,0,q) can be expressed as
where x t is the underlying time series x at period t. α's and β's are parameters. ε t is the white noise error term at period t. Thus, once we know the order of ARIMA and probability distribution of ε t , we can easily estimate parameters of ARIMA (p-d-q) process by using ordinary least square (OLS) or maximum-likelihood estimation (MLE) so that the estimates are at least asymptotically efficient. Estimated parameters of an ARIMA (p, d, q) model can be used for forecasting underlying time series. On the basis of various information criteria, we have selected the ARIMA (2-1-1) model without drift.
Let the estimated parameters be: β 1 * , β 2 * , and θ 1 * . Now, the forecast value for j period ahead will be
where x t+j−1 is the actual predicted values but for j > 2 we can use forecasted values instead of actual predicted values.
Rolling average method. Rolling average (eight quarter basis) has been used in the VIX in order to capture the stress period and later we have plotted actual values with their predicted values for measuring the performance of our model under stress period. In addition to this, model performance metrics (RMSE, MSE, MAPE, and RMSE/SD) are calculated for stress periods in order to check the stability of the model during this period.
Model performance criteria. Model performance criteria imply how well an estimated model fit the data generating process (DGP). We have used certain diagnostic tests for looking at the performance of our estimated ARIMA model, which includes normality, stability, auto-correlation, AIC, BIC, SIC, etc. Apart from these, in-sample and out-of-sample tests are an integral part of the model performance criteria, especially, when the model is built for forecasting. In the case of in-sample test, we usually compare the estimated value with actual values for the whole sample period. Nevertheless, in out-of-sample situation, this study compares estimated values with the actual values for a selected sample period and not the whole sample period. Thus, we start comparing the performance of the model on the basis of increasing sample periods up to the entire sample period. For example, we have total 'n' sample periods. First, we estimate the model using sample "n−h" (where h < n), and then compare the actual values with the estimated values. In the second step, we estimate the same model using the sample (n−h + 1), and then compare the actual values with the estimated values. Similarly, in the third step, we estimate the same model by using the sample (n −h + 2), then compare estimated values with actual values and so on. In this way, we can do 'h' step ahead forecast. If the actual values are very close to estimated values at every step, then we can say that our model performs well for forecasting and hence, can be accepted. In addition to this, at each step, root mean square error (RMSE) has been calculated and their consistency over the 'h' periods has been studied. However, the criterion for the satisfying model is RMSE over SD being <1. That is the root mean square error of various interest rates is less than their respective standard deviation.
Sensitivity analysis. This technique has been applied to determine the impact of one interest rate over another. It means that how does a unit change in i th interest rates affects j th interest rates and subsequently the performance metrics such as RMSE, MAE, MAPE and RMSE/SD. A unit change in i th rates will change the value of the optimal PC and changes in optimal PC values will lead to changes in interest rates. This is because optimal PC value is the linear combination of interest rates.
where PC is the optimal principal component. β i is the coefficients of i th interest rates. R i is the i th rate of interest. However, a unit change in i th interest rates will change the optimal PC value by β i units. Similarly, all the long-term rates are moving together over the period of time, which implies the existence of a correlation between different long rates (Two Years GDS, Three Years GDS, Four Years GDS, Five Years GDS, Ten Years GDS and Fifteen Years GDS). Initially, all the above rates decrease up to the second quarter of 2003, then increase till the period of financial crisis (2007-08). After the crisis, they again move upward and then remain constant till mid-2013. In the end, they seem to decrease towards the end of 2017. Still, this figure also confirms one of the assumptions of the pure expectation theory of interest rates, which states that interest rates of different maturities move together and yield of short rates is less than the long rates.
To begin with, as most of the variables are considered in this study are time series in nature, the study has conducted the χ 2 goodness-of-fit test in order to determine the seasonality pattern among the interest rate series. The logical rationale behind this method is because of its appropriate mathematical theory, which builds it easy to calculate and understand. The test is on whether the empirical data can be a sample of a certain distribution with sampling error as the only source of variability. This test requires a sample from a population with an unknown distribution function F(x) and a certain theoretical distribution function F0 (x). Although there is no restriction on the underlying distribution, usually the hypothetical distribution is a uniform distribution. For seasonality studies, the frequency O i , i = 1, 2,…, k is the observed value at the i th season, while the frequency E i , i = 1, 2,…, k is the expected cell frequency at the i th season. The null hypothesis under this test is specified as that there is no seasonal effect (i.e., F0(x) is a uniform distribution). The results of the seasonality are reported in Table 4 .
The outcomes from Table 4 depict the outcome of χ 2 test used to detect the seasonality in interest rates series. Probability values of corresponding interest rates (in column 3), is >0.05 level of significance, therefore we do not have sufficient statistical evidence to reject the null hypothesis (underlying time series does not suffer from seasonal effect). Therefore, there is no seasonality in the interest rates series that are considered in this paper for further empirical analysis.
Summary statistics. The summary statistic includes mean, variance, skewness, kurtosis and the Jarque-Bera (JB) test statistic (used for normality testing) for all the interest rates are mentioned in Table 5 . Using the 219 observations, the study compares this test statistic among the underlying interest rates. Similarly, along with their corresponding months of all the short-term and long-term interest rates. Table 5 depicts the summary statistic of different interest rates, which include mean, variance, skewness and kurtosis popularly called first four moments and their corresponding probability value (p-value) of JB test statistic. The total number of observations is 219, well enough for hypothesis testing. The mean of short rates is less in comparison to the mean of long rates. This is because long-term securities are riskier than shortterm securities and hence possesses more returns. Within the same group, the mean is almost the same for the different categories of rates. For example, mean of short rates and long rates are almost equal within themselves and different between the groups. By looking at the variance column, we can see that the long rate group possesses less variance than the short rate group, which indicates that over the period of time, short rates have a higher volatility as compared to long rates. The fourth column shows the skewness value which explains that, except TBILL (91D) and TBILL(182D) all the other rates are positively skewed. It means that most of the values of (91D) and T-BILL(182D) fall on the left side of a normal curve, whereas most of the values of other rates fall on the right side of the normal curve. The fifth column tells about the flatness or peakedness of the underlying series. Those variables that possess values <3 in fifth column come under platykurtic category and it seem that, all the variables are platykurtic in nature. The sixth column indicates the p-values of the JB test statistic, used for the normality assumption. The pvalues more than 0.05, indicate that, the underlying variables are normally distributed with finite mean and variance at 5 percent level of significance. In this study, except, CMR, GDSY10 and GDSY15, all other rates are normally distributed. Table 6 presents historical maximum and minimum values of all the interest rates along with their months in our study period. The maximum value of CMR was 14.07% on Mar-2007 and the minimum value of it was 0.73 percent on Jul-2007. 12.63 percent and 2.60 percent were the historical maximum and minimum value of TBILL(14D), respectively, on Aug-2000 and May-2009. Similarly, the maximum value of TBILL(91D) was 11.14 percent on Aug-13 and the minimum value was 3.12 percent on Jun-2009 and so on. Interestingly, in most of the cases, either maximum or minimum historical value occurred in the third quarter of a year.
Correlation analysis. The study constructs a correlation matrix among different interest rates, by using the Spearman Rank correlation method. The main diagonal elements of the matrix imply a variable related to itself (a ij 8 i ¼ j) and the off-diagonal elements imply interest rates 'i' related to interest rates 'j' (a ij 8 i ≠ j). The lower triangular matrix represents the correlation of coefficients between i and j rates.
Spearman's method of rank correlation is a non-parametric approach to examine the significance of the coefficient of correlation. In this study, it is hard to place the actual distribution followed by the multiple representations of interest rates for both short term and long term that are considered for further empirical analysis. Thus, a non-parametric test is selected to be conducted which will offer a better result than those of the parametric tests are available in the econometric literature. Hence, we have used Spearman's rank correlation test. Table 7 presents the correlation matrix of different interest rates. In most of the cases, the correlation seems to be very strong (more than 80%) and statistically significant at the 5 percent level of significance. All the rates are positively associated with each other. CMR and TBILL(14D) are positively related to each other and the degree of association between them is 92 percent and statistically significant at 5 percent. This implies that, out of 100 times, there are 95 cases where both CMR and TBILL(14D) increase or decrease at a time. Similarly, the correlation between TBILL(91D) and CMR is very strong and statistically significant, i.e. around 94 percent and so on.
Principal component analysis. This study uses 12 different interest rates, such as CMR, TBILL(14D), TBILL(91D), TBILL (182D), TBILL(364D), GDSY1, GDSY2, GDSY3, GDSY4, GDSY5, GDSY10 and GDSY15. Thus, 12 PCs are calculated and the optimal interest rates PCA is judged on the basis of standard deviation (SD) or eigenvalues and the proportion of the variance explained by the component. Table 8 depicts the details of the PCA for interest rates. For 12 interest rates, 12 PCs are produced (PC i for i = 1,2,….,12), where all the PCs are orthogonal to each other. Out of 12 PCs, only the first two PCs (PC1 and PC2) are relevant to our study as their standard deviations are more than one. The first component explains about 87.85 percent variation in the entire interest rates series and the second component explains about 7.38 percent variation in the entire interest rates series and hence along. First and second PCs cumulatively explain about 95.24 percent variation in the entire interest rates series. Similarly first, second and third components explain about 97.39 percent of the total variation in the interest rates and so on. Nevertheless, the present study used only the first PC (PC1) for analysis because of its higher explaining power, which is more than the any other components and having eigenvalues more than one. That is about 87.85 percent (for more details please see appendix section-7).
Unit root analysis. We have used three different types of unit root test called "Augmented Dickey-Fuller test, Phillips-Perron test and Kwiatkowski, Phillips, Schmidt, and Shin test". The null hypothesis under ADF and PP test is that the 'underlying time series has a unit root', while the KPSS test assumes that 'the underlying time series has no unit root'. However, the optimum PC (PC1) is subject to the test of unit root both at its level and first difference. Table 9 represents p-values of KPSS, ADF, PP test corresponding to the PC1 values at its level [PC1 at I(0)] and first difference [PC1 at I(1)]. The p-values corresponding to PC1 at I (0) of KPSS, ADF and PP imply that the underlying PC1 is not stationary at its level. Similarly, the p-value of these three tests corresponding to PC1 at I (1) indicates, PC1 is stationary at its first difference.
Autoregressive integrated moving average model. The present study employed the ARIMA (2-1-1) model for forecasting interest rates by using optimal PC values of interest rates. Initially, optimal PC values (PC1) are forecasted from the period of Apr-2018-Sep-2018 and then the actual interest rates are calculated from this optimum forecasted PC value. The optimum order of the ARIMA model is based on the lowest information criteria values which include AIC, BIC and SIC. The model diagnostic tests, including normality, auto-correlation, white noise, in-sample and out-of-sample performance are conducted to examine the robustness of the forecasting model. By satisfying all the necessary assumptions of ARIMA (Please see appendix section-8), PC1 possesses ARIMA (2-1-1) without drift. The Z-statistics for each coefficient is calculated by dividing the coefficient with its standard error. The p-values associated with AR(1) and MA(1) are <0.05 and hence, statistically significant at the 5 percent level (Table 10) . But the p-value corresponding to AR(2) is not statistically significant. The idea of keeping AR(2) in this model helps better out of the sample and in-sample predictions, as well as satisfied model stability conditions (thus it is better to include irrelevant variable than to omit relevant ones-Basic Econometrics by D. Gujurati, 4 th edition, PP.518).
It is evident that except normality, other assumptions are satisfied. However, according to the central limit theorem, if we increase the sample size, normality issue can be solved. Apart from this, as a White Noise test is satisfied, normality is not a big issue. In addition to this, RMSE, MAE, MAPE, LL, and AIC values of this model are acceptable. The model also satisfies stability conditions (absolute value of AR coefficients should be <1 and absolute values of sum of MA coefficients should be <1). Thus, by looking at the significance level of coefficients and the output of model assumptions, the above ARIMA (2-1-1) model is acceptable for forecasting purposes.
In-sample model performance of ARIMA (2-1-1) model. The in-sample performance of the ARIMA (2-1-1) includes the values of, RMSE, MAE, MAPE, LL, and AIC. Lower the value of an above statistic, the better is the model execution. By using the estimated coefficients of the ARIMA (2-1-1) model, the predicted or fitted values of optimum PC values (PC1) are computed. Then, predicted interest rate values are derived from the predicted PC1. Actual interest rates are plotted against predicted rates derived from fitted optimum PC1 values. The comparative plot reveals that both the values (actual and predicted) are close to each other. This indicates that the above ARIMA (2-1-1) model is statistically accepted in the domain of in-sample analysis. Table 11 depicts in the sample metric of the ARIMA (2-1-1) model. The performances of all in sample parameters are acceptable. Particularly, corresponding to all the interest rates along with PC1, the criteria of RMSE over SD being <1 is satisfied. The in-sample performance (ARIMA 2-1-1) of optimal PCs and interest rates are represented in Figs 3 and 4 , respectively. The Y-axis and the X-axis show IR (% per annum) and monthly time, respectively. The blue and red lines show the actual and predicted values of interest rates, respectively. It appears that both the lines are very close to each other in case of all the rates resulting in no significant difference between the actual and predicted values. Thus, the above ARIMA (2-1-1) model produces good ins-sample performances over the entire historical series.
Stress testing of ARIMA (2-1-1) model. Initially, the stress period has been selected on the basis of eight quarters rolling average of the VIX. Now, the stress period will be that eight quarters, which possesses the highest rolling average of the VIX. Fig. 5 shows the maximum rolling average value was reached at 2009: Q3. Therefore the stress periods will be starting from eight quarters before 2009: Q3. It means that Oct-2007 -Sep-2009 is the stress period in our study. This makes sense as the financial crisis hit the economy during 2007-08. The performances of ARIMA (2-1-1) model during the stress period depend on the historical actual and predicted series of the interest rates and the values of RMSE/SD being <1. So we have plotted actual values vs. predicted values of the PC1 during this period, and calculated performance metrics during these periods. During the period of stress (Oct-2007 -Sep-2009 , it is observed that, actual and predicted values are not only close to each other but also moving in the same direction. Table 12 depicts in the sample metric of the ARIMA (2-1-1) model during stress periods. The performances of all in sample parameters are acceptable. Particularly, corresponding to all the interest rates along with PC1, the criteria of RMSE over SD being <1 is satisfied. Therefore, the above model is reliable even in a stress period.
Out of sample performance of ARIMA (2-1-1) model. We have used 13 periods ahead out-of-sample comparison of the proposed ARIMA (2-1-1) model. Tables 12 and 13 show the out-of-sample performance metrics of optimal PC (PC1) and interest rates, respectively. Tables 13 and 14 , show the out-of-sample performance of the proposed model. At the first stride, we have estimated the model and so on. The performance of out-of-sample parameters (RMSE, MAE, and MAPE) is very consistent over different sample horizons. Apart from this, our proposed model satisfies the outof-sample criteria, such as the AVERAGE RMSE over SD being <1. Thus, overall, it may be concluded that ARIMA (2-1-1) model produces good forecast results in case of out-of-sample performances.
Sensitivity analysis. The idea behind sensitivity analysis is that, how does prediction value changes if one of the interest rate changes. For example, how makes the prediction of other rate changes, if CMR changes by one unit. The accompanying tables show the changes in model performance metrics (RMSE and RMSE/SD) of all the rates due to unit changes in one of the rates along with their former values. Table 15 shows changes in the values of RMSE and RMSE/SD of all the interest rates due to unit positive shock given to CMR. Interestingly, it can be seen that a unit positive shock in CMR leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies increasing predicted values of interest rates. In other words, when unit positive shock is provided to CMR, all the interest rates are likely to move positively and less than unit and vice versa. Table 16 indicates a unit positive shock in TBILL(14D) leads to a decrease in both RMSE and RMSE/SD values of all the interest rates. This implies an increase in the predicted values of interest rates. In other words, when unit positive shock provided to TBILL (14D), all the interest rates are likely to move positively and less than unit and vice versa. Table 17 indicates one unit positive shock in TBILL(91D) leads to a decrease in both RMSE and RMSE/SD values of all the rates. This means an addition in the predicted values of all the interest rates. In other words, when unit positive shock provided to TBILL (91D), all the interest rates are like to move positively and less than unit and vice versa.
Similarly, Table 18 indicates a unit positive shock in TBILL (182D) leads to a decrease in both RMSE and RMSE/SD values of all the rates. This implies an increase in the predicted values due to positive shock is given to TBILL(182D). In other words, when a unit positive shock provided to TBILL(182D), all the interest rates are like to move positively and less than unit and vice versa. Table 19 indicates a unit positive shock in TBILL(364D) leads to a decrease in both RMSE and RMSE/SD values of all the rates. This means an addition to the increase in the predicted values of interest rates due to the positive shock is given to TBILL(364D). In other words, when a unit positive shock provided to TBILL (364D), all the interest rates are like to move positively and less than unit and vice versa. Table 20 reports a unit positive shock in GDSY1 leads to a fall in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock is given to GDSY1. In other words, when unit positive shock provided to GDSY1, all the interest rates are like to move positively and less than unit and vice versa. Table 21 indicates a unit positive shock in GDSY2 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock is given to GDSY2. In other words, when unit positive shock provided to GDSY2, all the interest rates are like to move positively and less than unit and vice versa. Table 22 indicates a unit positive shock in GDSY3 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock given to GDSY3. In the other words, when unit positive shock provided to GDSY3, all the interest rates are like to move positively and less than unit and vice versa. Table 23 indicates one unit positive shock in GDSY4 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock is given to GDSY4. In other words, when unit positive shock provided to GDSY4, all the interest rates are like to move positively and less than unit and vice versa. Table 24 indicates unit positive shock in GDSY5 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock given to GDSY5. In the other words, when unit positive shock provided to GDSY5, all the interest rates are like to move positively and less than unit and vice versa. Table 25 indicates one unit positive shock in GDSY10 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock is given to GDSY10. In other words, when unit positive shock provided to GDSY10, all the interest rates are likely to move positively and less than unit and vice versa. Table 26 indicates a unit positive shock in GDSY15 leads to decrease in both RMSE and RMSE/SD values of all the rates including PC1. This implies an increase in the predicted values of all the rates due to positive shock given to GDSY15. In the other words, when unit positive shock provided to GDSY15, all the interest rates are likely to move positively and less than unit and vice versa. From Table 27 , it can be noted that on an average CMR will increase from 5.70% in 2018: Q2 to 5.72% in 2018: Q3. TBILL (14D) will increase from 5.66% in 2018: Q2 to 5.67% in 2018: Q3 on an average. Similarly, on an average yield on TBILL(91D) will increase from 5.86% in 2018: Q2 to 5.87% in 2018: Q3. TBILL (182D) will increase from 6.11% in 2018: Q2 to 6.12% in 2018: Q3 on an average. On an average yield on TBILL(364D) will increase from 6.20% in 2018: Q2 to 6.21% in 2018: Q3 and so on. Broadly, we can see that on an average all the rates will increase by 0.1% from 2018: Q2 to 2018: Q3. It can be also watched that as maturity increases, the yield increases and vice versa, which satisfies the standard economic intuition.
Conclusion and policy implications
The broad aim of this study is to forecast interest rates of different maturity using PCA and stress testing. The study forecasts future interest rates from Apr-2018 to Sep-2018 The study found that ARIMA (2-1-1) forecasting model of interest rates produced better forecast results in case of both insample and out-of-sample performances. The study forecasted that on an average, the yield on all short and long rates are anticipated to increase by 0.1 percent from 2018: Q2 to 2018: Q3. The survey also determines that the proportionate gain in yield becomes higher as the maturity increases, which is as per the economic intuition. The survey concludes that the Indian economy will reach a stable situation signalled by less volatile interest rates during the second and third quarter of 2018.
The issue of sensitivity analysis reveals that shock to CMR and TBILL(91D) has an equal impact on other rates. Similarly, a shock to TBILL(14D), TBILL(182D), and TBILL(364D) have equal influence on other interest rates. In accession to this, a positive unit shock to any of the interest rates leads to an increase in the other interest rates less than proportionately and viceversa. Shock to longer-term rates has a lower impact on other rates than a shock to the short-term rates.
This study does not include all the interest rates due to the lack of data. Repo and Reverse Repo are not the part of our study because both the series is taking after a flat shape, which might create a problem in the model estimation. This study can be further widened to the advanced stochastic interest rate models like the Vasicek model, Dothan Model, and Cox-Ingersoll-Ross model.
Data availability
All datasets analysed or generated are included in the paper. 
