In this paper, we prove the existence of a cyclic (v, 4, 1)-BIBD for v = 12t + 4, 3 ≤ t ≤ 50 using computer programs, which are useful in recursive constructions for cyclic designs. Applications of these designs to optical orthogonal codes are also mentioned.
Introduction
A group divisible design of block-size k, index λ and group type g v ((k, λ))-GDD of type g v in short ) is a triple (X, G, B), where X is a set of vg points, G is a partition of X into groups of size g, and B is a collection of k-subsets of X (blocks) with the property that each block meets each group in at most one point and any two points from two distinct groups are contained in exactly λ blocks. A (k, λ)-GDD with group type 1 v is called a balanced incomplete block design, denoted by (v, k, λ)-BIBD. A BIBD with λ = 1 is called a Steiner 2-design.
For a (k, λ)-GDD, (X, G, B), let σ be a permutation on X. For a group G ∈ G and a block B ∈ B, let G σ = {x σ : x ∈ G} and B σ = {y σ : y ∈ B}. If G σ = {G σ |G ∈ G} = G and B σ = {B σ |B ∈ B} = B, then σ is called an automorphism of (X, G, B). If there is a automorphism σ of order v = |X|, then the GDD is said to be cyclic, denoted by (k, λ)-CGDD. Similarly, a cyclic (v, k, λ)-BIBD is denoted by (v, k, λ)-CBIBD.
For a (k, λ)-CGDD or a (v, k, λ)-CBIBD, the set of points X can be identified with Z v , the residue group of integers modulo v. In this case, the design has an automorphism σ : i → i + 1 (mod v).
Let B = {b 1 , · · · , b k } be a block of a cyclic Steiner 2-design. The block orbit containing B is defined by the set of distinct blocks
for i ∈ Z v . If a block orbit has v blocks, then the block orbits is said to be full, otherwise short. An arbitrary block from a block orbit is called a base block. A base block is also referred to as a starter block or an initial block. The block orbit which contains the following block is called a regular short orbit
It is readily to show that a block orbit of a (v, k, 1)-CBIBD must be a full or a regular short orbit. In this case, it can be shown that a necessary condition for the existence of a (v, k, 1)-CBIBD is that v ≡ 1, k (mod k(k − 1)).
A (v, k, 1)-CBIBD with v ≡ 1 (mod k(k −1)) has no short orbit, while a (
) has a single regular short orbit as well as full orbits. It is easy to see that the existence of a (v, k, 1)-CBIBD with v ≡ k (mod k(k − 1)) is equivalent to the existence of a (k, 1)-CGDD of type k v/k . To construct a CGDD or a CBIBD, we just need to find out all the base blocks. There is a very extensive literature on cyclic BIBDs with particular attention to cyclic Steiner 2-design [18] (see also [3] ). In general, given k and λ, to establish the spectrum of value of v for which there exists a (v, k, λ)-CBIBD is a very difficult problem. It has been solved for k = 3 and λ = 1 by Peltesohn [24] and for k = 3 and λ > 1 by Colbourn and Colbourn [19] . The case (k, λ) = (4, 1) has been treated in many papers. Constructions for (v, 4, 1)-CBIBDs can be found, for instance, in [1, 2, 4, 6, 9, 10, 11, 13, 14, 21, 25] . It is reasonable to believe that a (v, 4, 1)-CBIBD exists for any admissible v ≥ 37, but the problem is far from settled. We summarized the known results on (v, 4, 1)-CBIBD as follows. In section 2, some known recursive constructions for cyclic BIBDs will be described. The proofs of Theorem 1.2 will be given in Section 3. Some infinite classes of cyclic BIBDs are provided in Section 4, and are translated into optimal optical orthogonal codes in Section 5.
Recursive Constructions
In this section, we display some known recursive constructions for CBIBD which will be used in Sections 4.
Colbourn and Colbourn [19] showed the following constructions for cyclic BIBDs. This construction was generalized by Jimbo and Kuriki [22] and Jimbo [23] utilizing the notation of difference matrix. A similar construction was also given by Yin [26] .
contains every element of G exactly λ times. When G is abelian, typically an additive notation is used, so that the differences d il − d jl are employed. In what follows, we assume
Difference matrices have been investigated extensively, see, for example, [17] and the references therein. Here is one example. 
The following construction for cyclic designs can be found in Yin [26] .
Lemma 2.3 (i) If there exists a (k, 1)-CGDD of group type g
v with no short orbit and a
Buratti [7] showed the following construction.
Lemma 2.4 Let v and k be integers such that
p ≡ 1 (mod k) holds for each prime p in v. If there exists a (v, k, 1)-CBIBD, then there exists a (kv, k, 1)-CBIBD.
Proof of Theorem 1.2
In this section, we deal with the existence of (12t + 4, 4, 1)-CBIBDs for t ∈ [7, 50] . Some of them are obtained by recursive constructions stated in Section 2. Others are obtained using computer algorithms which will be stated below.
First we use recursive constructions. For t = 43, we have 12t + 4 = 4 · 10 · 13. There exist a (4 · 10, 4, 1)-CBIBD and a (4 · 13, 4, 1)-CBIBD from Theorem 1.1 (5) . By Lemma 2.1 (ii) we obtain a (4 · 10 · 13, 4, 1)-CBIBD since gcd(13, 6) = 1.
Next we consider direct constructions. The results of the following lemmas are obtained by a computer. In computer searching, a method we used in computer program is applying multipliers of blocks. Since our constructions are over Z v , we can use both the addition and the multiplication of Z v . We say that w ∈ Z * v is a multiplier of the design, if for each base block B = {x 1 4 + g} is also a base block. We say that w ∈ Z * v is a partial multiplier of the design, if for each base block B ∈ M, where M is a subset of all the base blocks, there exists some g ∈ Z v such that C = w · B + g is also a base block.
In the computer program, we first choose a (partial) multiplier w. Our experiences tell us that choosing a w which has long orbits in the multiplication group of Z v usually gives better results. Then we start to find base blocks in the following way. When a base block B is found, the algorithm requires that wB, w 2 B, · · · , w s B can also be different base blocks, where s is a positive number. If we can find all the base blocks in this way, then w i , 1 ≤ i ≤ s are multipliers of the design. Otherwise, these are partial multipliers, and the algorithm tries to find the remaining base blocks. To decide the value of s is also important for the success of the algorithm. In practice, we usually let s be as large as possible at the beginning. Then the value of s is reduced if the search time is too long.
In most case, a "shuffling and backtracking" algorithm is also used. This program consists of two parts. One part is a standard backtracking algorithm used to find base blocks. The other part is a shuffling algorithm which shuffles the blocks already found. So this is not an exhaustive search. A start point is set for the shuffling algorithm. For example, if there are 15 base blocks need to be found, then we may set the start point at 5. That means the shuffling algorithm will be called after 5 base blocks have been found. A simple shuffling algorithm just exchanges two blocks. However, we will set the frequency of the calling shuffling algorithm. In our experience, to choose the start point and the appropriate frequency is important for the success of the search. Proof Apart from the base block {0, 3t + 1, 6t + 2, 9t + 3} with the regular short orbit, we list the multipliers for these designs and part of the base blocks so that other base blocks can be obtained by these blocks and the multipliers, in the follows. In what follows, we list the partial multipliers and their related base blocks, denoted as D blocks (blocks to be developed), which are multiplied by each of the partial multipliers. The remaining base blocks are listed as R blocks. Here, the base block with the regular short orbit is written in Italic. (12t + 4, 4, 1)-CBIBD for each t ∈ {7, 11, 13, 15, 16} .
Lemma 3.5 There exists a
Proof. For t = 7, the partial multipliers are: 14, 416, 65}, {0, 39, 195, 105}, {0, 2, 154, 202}, {0, 38, 286, 366}, {0, 16, 136, 313},  {0, 22, 442, 280}, {0, 13, 268, 170}, {0, 32, 104, 190}, {0, 6, 184, 344}, {0, 10, 332, 122},  {0, 18, 448, 216}, {0, 8, 96, 304}, {0, 40, 413, 94}, {0, 53, 117, 179}, {0, 118, {0, 37, 134, 417}, {0, 19, 364, 114}, {0, 31, 160, 421}, {0, 34, 199, 420},  {0, 56, 422, 251}, {0, 53, 140, 393}, {0, 43, 136, 342}, {0, 50, 391, 327}, {0, 29, 222, 448},  {0, 28, 430, 308}, {0, 41, 85, 467}, {0, 52, 246, 369}, {0, 47, 305, 196}, {0, 38, 446, 132},  {0, 55, 456, 214}, {0, 74, 156, 365}, {0, 133, Combining the above lemmas with Theorem 1.1, we complete the proof of Theorem 1.2.
Some classes of CBIBD
Using the results of small CBIBDs and recursive constructions, we can obtain classes of CBIBD. It is readily seen that there exists a (u, 4, 1)-DM whenever u ≡ 1 (mod 6) from Chang [11] showed the following. 
Applications in OOCs
(v, k, 1)-CBIBDs are closely related to optical orthogonal codes which were introduced in [15] and have many important applications (e.g., see [16] ). The study of optical orthogonal codes was first motivated by an application in a fiber optic code-division multiple access channel which requires binary sequences with good correlation properties. . The OOC is said to be optimal when its size reaches this bound.
It is clear that a (12t + 4, 4, 1)-CBIBD leads to an optimal (12t + 4, 4, 1)-OOC. From the results of previous section, we have the following results of OOCs. 
Theorem 5.2 There exist optimal OOCs as follows:
• An optimal (4uv, 4, 1)-OOC, where u is a product of primes p congruent to 1 modulo 12;
• An optimal (4uv, 4, 1)-OOC, where u is a product of primes p such that gcd((p − 1)/6, 20!) = 1;
• An optimal (4 n uv, 4, 1)-OOC, where n ≥ 3, u is a product of primes p ≡ 1 (mod 6). 
