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ABSTRACT 
We propose an Arnoldi-based numerical method for solving a Sylvester-type 
equation arising in the construction of the Luenberger observer. Given an N X N 
matrix A and an N X m matrix G, the method simultaneously constructs an m X m 
Hessenberg matrix H with a preassigned spectrum and an N X m orthonormal matrix 
X such that AX - XH = G. We consider the case when A is large and sparse, so that 
the standard techniques such as the well-known Hessenberg-Schur method for 
solving a Sylvester equation cannot be easily applied. As a byproduct, we propose an 
algorithm for the partial pole-assignment problem for large matrices. 
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1. INTRODUCTION 
In the construction of a Luenberger observer [lo] for a control system 
y=cx, 
one needs to solve a Sylvester-type matrix equation 
AX-XH=GC, (1.1) 
where A and C are given and X, H, and G are to be chosen. The 
requirements for choosing H and G are that 
(0 H be stable (that is, all its eigenvalues should have negative real 
parts), 
(ii) the spectrum of H be disjoint from that of A, and 
(iii) G be such that (HT,GT) is controllable. 
Moreover, the solution matrix X should be fuZZ rank [4]. 
One of the widely used methods for solving Sylvester equations, the 
so-called Hessenberg-Schur method [7] proposed by Golub, Nash, and 
Van Loan, requires the transformation of the larger of the two matrices, say 
A, to the upper Hessenberg form and the other H to the real Schur form. 
The real Schur form of a matrix is a quasitriangular matrix where the 
diagonal entries are either 1 X 1 or 2 X2 matrices [S]. In the observer 
problem, since the matrix H can be chosen, one can choose it in real Schur 
form with a desired set of eigenvalues on the diagonal, and then, transform- 
ing A into a Hessenberg matrix, one can easily solve for the columns of X, 
assuming that the eigenvalues of H are distinct from those of A. This 
approach, though numerically effective, does not necessarily yield a full-rank 
matrix X. 
Van Dooren [I91 has suggested the use of the observer-Hessenberg form 
for the pair (A,C) in which both A and C are put into certain “condensed” 
forms. The advantage of this approach is that one can use more degrees of 
freedom in the equation to find a solution matrix with some desired robust- 
ness properties such as minimum norm. This approach, however, also re- 
quires knowledge of the eigenvalues of the matrix A. For details of these 
condensed forms and their use in the solutions of small, dense control 
problems, see the excellent survey by Van Dooren and Verhaegen [20]. 
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If the matrix A is large and sparse, then it is clear that the Householder 
or Givens techniques used in the reduction of A into “condensed” forms 
such as the Hessenberg or real Schur form of a matrix are not economical. In 
fact, they are prohibitive from the viewpoint of computational time and 
storage requirements. Moreover, sparsity is usually lost during the process of 
reduction. We know, however, that there are practical situations, such as the 
control of power systems [I81 and the design of large space structures (LSS) 
[I], that can give rise to very large control problems, and, like most other 
large practical problems, they are typically very sparse too (see e.g. the paper 
by M. W. Balas [l]). Methods for large and sparse control problems are 
virtually nonexistent. 
In this paper, we propose a computational method for solving the matrix 
equation (1.1) when A is large and sparse. The method uses Amoldi’s 
reduction in the initial process. Amoldi’s algorithm is suitable for large and 
sparse matrices in that the whole method can be implemented using matrix- 
vector multiplication only [23]. The Amoldi method is simply u process for 
generating an orthonormal basis of the so-called Krylov subspace K,, = 
(u, Au,. . . , A”- ‘0). One drawback to this method is that, due to potential 
cancellations during computations, the resulting vectors can be far from 
orthogonal. However, the method can still provide accurate answers, espe- 
cially when reorthogonalization is used. Wilkinson [23] remarks that “when 
reorthogonalization is included however, Amoldi’s method is quite compara- 
ble in accuracy with that of Householder’s.” Boley and Golub [3] have 
applied Arnoldi’s method with complete reorthogonalization to compute 
successfully the controllability subspace of the large linear system i = 
Ax + Bu. Some variations of this method have been found to be effective for 
solutions of large and sparse nonsymmetric linear systems and certain large 
eigenvalue problems (for details, see [6, 14-171). 
The method proposed below consists of choosing an initial Amoldi vector 
appropriately, then running the m - 1 steps in the Arnoldi algorithm with 
this starting vector, and finally solving an m X m special eigenvalue assign- 
ment problem. The method simultaneously constructs an m X m upper 
Hessenberg matrix H having a desired set of eigenvalues and an orthonor- 
ma1 solution matrix X of the equation (1.1). Note that from a numerical 
viewpoint it is desirable to have an orthonormal solution for the sake of 
robustness, since its condition number is equal to 1. The method does not 
require any knowledge of eigenvalues of the matrix A. 
As a by-product of the method, we also obtain a computational algorithm 
for solving the partial-pole-assignment problem for large and sparse matrices. 
In a practical situation, one can reasonably expect that the original control 
system will be nearly stable; that is, only a few of the eigenvalues will not be 
in a desirable location (not be in the left half plane in the continuous-time 
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case, or not all be inside the unit circle in the discrete-time case). In such 
cases, the goal will then be to replace only these unstable eigenvalues with 
suitable chosen ones (leaving the rest unchanged or at least not making them 
unstable). This is called the partial-pole-assignment problem [14]. Our ma- 
trix-equation-based procedure for that problem replaces the unstable eigen- 
values with suitably chosen ones very effectively; but there still remains 
uncertainty about the behavior of the stable ones. Some further analysis is 
needed in this area. The only other partial-pole-assignment algorithm known 
in the literature is due to Saad [I4]. 
The organization of the paper is as follows: 
In Section 2, we first describe very briefly the method of Amoldi and 
then the Amoldi-based GMRES method for solving nonsymmetric linear 
systems of the form Ax = b introduced by Saad and Schultz [16]. This 
method is helpful for solving the problems encountered in the techniques 
developed in this paper. 
In Section 3, we propose our Amoldi-based method for the Sylvester 
equation. 
In Section 4, we describe an effective technique for solving the polyno- 
mial linear system q(A)x = c, where q(x) is a scalar polynomial. Our 
Sylvester-equation algorithm requires solution of such a system. In Section 5, 
we outline a simple procedure for replacing the last column of an unreduced 
upper Hessenberg matrix so that the resultin, 0 matrix has a desired set of 
eigenvalues. This is a modification of the eigenvalue-assignment method 
recently proposed by Datta [5]. 
In Section 6, we describe how we obtain the partial-pole-assignment 
algorithm as a by-product of our Sylvester-equation algorithm. 
Finally, in Section 7 we discuss the implementation of the method and 
present some of our numerical experiments. 
2. THE ARNOLD1 PROCESS AND GMRES 
In this section we summarize the essentials of Arnoldi’s method as well as 
the CMRES algorithm [16]. 
2.1. Arnoldi’s Method 
ALGORITHM (Arnoldi). 
(1) Start: 
Choose an initial N X 1 vector ui of Euclidean norm one, and a 
dimension m of the Krylov subspace. 
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(2) Iterate: 
For j=l,2,...,m do 
hij := (Auj,vi), i=1,2 ,..., j, 
A 
v~+~ := Avj - c hi,jvi, 
i=l 
and 
‘j+l := i?j+Jhj+l,j. 
The scalars hi, j are chosen so that the vectors oi are orthonormal. Define 
fi,, as the (m + 1) x m matrix whose nonzero entries are the coefficients hi,, 
and H,, as the m x m matrix obtained from A,, by deleting its last row; let 
V,, be the N X m matrix whose jth column is the column vector vj, i.e., 
Yn=[e1,e2,.... D,,]. Then it is clear from the algorithm that we have the 
important equality 
or equivalently, 
AK, = Yn+,fi,,, (2.1) 
AV,,-V,,H,=h,,-,,,,,[O,O,...,O,v,,+,]. (2.2) 
It is easy to establish that each of the vectors oi is of the form 
where pi-i is a polynomial of degree i - 1. Moreover, the algorithm breaks 
down at step j, i.e., Oj+i = 0, if and only if the degree of the minimal 
polynomial of ui is exactly j. 
REMARK. A numerically viable way to implement Arnoldi’s method is to 
use modified Gram-Schmidt or complete or partial reorthogonalization. 
The following theorem has been proved in [15]. 
THEOREM 2.1. Apart from a multiplicative scalar, the polynomial p, 
such that II,,+ 1 = p,(A)v, is the characteristic polynomial of the Hessenberg 
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matrix H,. Moreover, this polynomial minimizes the norm Ilq(A)v,ll over all 
manic polynomials of degree m. 
2.2. GMRES 
CMRES is a method for solving nonsymmetric linear systems of the form 
Ax = b, introduced by Saad and Schultz [16]. The process is based on the 
Amoldi process described in the previous section. 
ALGORITHM [Generalized minimal residual method (CMRES)]. 
(1) Start: 
Choose x,, and a dimension m of the Krylov subspace. Compute r. = 
b-Ax,. 
(2) Amoldi process: 
Perform m steps of the Arnoldi algorithm starting with v1 = ra / Ilr,,ll, to 
generate the Hessenberg matrix fi,, and the orthogonal matrix V,,,. 
(3) Form the approximate solution: 
(3.1) Find the vector y,,, that minimizes the function J(y) = 
]]Per - R,,y]], where e, = [l,O,. . . ,O]r, among all vectors y of R”“. 
(3.2) Compute x,,, = x,, + V,, y,,. 
The solution provided by the algorithm has the property of minimizing 
the Euclidean norm of the residual vector b - Ax over all vectors of the 
afhne subspace x,, + K,. Although not clear from the above description, the 
number m of steps needed for the above algorithm to converge is not fixed 
beforehand, but is determined as Arnoldi’s algorithm is run, thanks to a 
formula that gives the residual norm without computing the residual vector 
explicitly. For details see [16]. Recently, Walker [21] has provided a new 
implementation of GMRES using Householder transformations. 
An important observation is that the Arnoldi basis V,,, is invariant under a 
diagonal shift of A: if we were to use A - al instead of A, we would obtain 
the same sequence {or,. . . , vm}. This is because the Krylov subspace K, is 
the same for A and A - oZ, provided the initial vector v1 is the same. Note 
that from (2.1) we have 
(A - aZ)V, =V,(H, - aI) + hn,+l,mvm+lef2 (2.3) 
which means that if we run the Arnoldi process with the matrix A - al, we 
will obtain the same matrix V,, but the matrix H, will have its diagonal 
shifted by OZ. 
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A consequence of (2.3) which has been exploited in the context of ODE 
methods by Gear and Saad 161, is that for solving several linear systems of the 
form 
(A - piZ)xi = b, 
we might use the same information V,, and fi?,,, generated only once, to solve 
these systems approximately. We will use this method in Section 4. 
3. APPLICATION OF ARNOLDI’S METHODS TO THE SOLUTION 
OF THE SYLVESTER OBSERVER EQUATION 
Let A be an N X N arbitrary matrix, and m an integer much smaller than 
N. Let p ,,..., p,,, be arbitrary given numbers. We are interested in the 
particular problem of finding an N X m matrix X,, and an m X m matrix H,, 
such that 
AX,, - LH,n = C (3.1) 
and 
where r(Y) denotes the spectrum of a matrix Y. In order to make the 
problem easier to solve, we will later on add some additional assumptions on 
the choice of the prescribed eigenvalues pi, pa,. . . , p,,,. Observe that if we 
multiply C by a nonzero scalar, it suffices to multiply the solution V,,, by the 
same scalar to obtain a solution to the new equation. Therefore, we can scale 
C arbitrarily as needed. We assume that C is of small rank for the sake of 
simplicity. We now further assume that C is of rank one. If C has arbitrary 
rank, we can use the block Amoldi instead of the scalar Amoldi method. A 
similar technique (block Lanzcos-Amoldi) has been used by Boley and Golub 
[3] with success for computing the controllable subspace of a large linear 
dynamical system. 
Indeed, C can be taken as C = (O,O,. . . , 0, c). If C is an arbitrary rank-one 
matrix of the form our, we can simply multiply the equation on the right by a 
Householder matrix [8] to reduce it to the form (O,O, . . . , 0, c). 
In order to solve (3.1) with C in the above form, we start by observing 
the striking resemblance between this equation and the equation (2.2). 
Comparing (2.2) with (3.11, we deduce that in order to solve the latter 
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equation, all we have to do is to find a vector or such that the corresponding 
last vector v, + 1 in Arnoldi’s method is equal to c, apart from a multiplica- 
tive scalar, and such that H, has the desired eigenvalues {p r, ~a, . . . , p,}. 
Since the characteristic polynomial of H,, must be 
we see by Theorem 2.1 that the vector q(A)v, must be proportional to the 
vector c. The desired vector or is therefore such that 
or = 49(A)] -lc, (3.3) 
where (Y is a normalizing scalar that makes the 2-norm of or equal to unity. 
This alone will not, of course, guarantee that the constructed Hessenberg 
matrix will have the desired spectrum. However, application of Theorem 2.1 
again immediately suggests the following procedure: run m - 1 steps of 
Arnoldi’s method with the above choice of v,, get the orthonormal matrix V,, 
and the first m - 1 columns of the Hessenberg matrix, and then construct the 
last column in such a way that the resulting Hessenberg matrix has the 
eigenvalues hr,...,h,. This will complete the algorithm. A solution of 
the special type of inverse eigenvalue problem needed above is described in 
Section 5. This method is a variation of the single-input pole-placement 
algorithm recently proposed by Datta [5]. Any other numerically effective 
single-input pole-placement algorithm can also be used with proper modifi- 
cations. 
The proposed algorithm for computing the solution of the Sylvester 
equation can now be written as follows: 
ALGORITHM 1 (Arnoldi’s method for the large Sylvester equation). 
(1) Solve the linear system 
9(A)r = c, (34 
and compute or = r / Ilxll. 
(2) Run m - 1 steps of Arnold’s method with or as the initial vector to 
generate V,,, and the first m - 1 columns of H,. 
(3) Find a column vector y such that 
~-([fi~_~,y]) =r(H,) = (cLI~...~A‘*~) 
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(4) Compute cr = (c’)rc’/ llG)l’, where c’ is the last column of AV,,, - V,H,. 
(5) Set X,, = (l/cz)y,. 
Observe that the solution obtained by this algorithm has the nice addi- 
tional property of being orthonormal. 
The obvious bottleneck in the algorithm is the polynomial system in step 
(1). An effective solution to this system is considered in the next section. 
4. SOLVING THE EQUATION q(A)x = c 
The obvious way of solving q(A)% = c is to solve successively the linear 
system 
(A-~iZ)~i+l=~i> i=O,l ,...,m-1, (4.1) 
with x,, = c; the solution r is the final solution x,,. This is not a satisfactory 
method for at least two reasons. First, it is too expensive. Direct methods are 
excluded in view of the fact that we assume that A is very large. For small 
m, preconditioned iterative methods are feasible, but a new preconditioning 
must be found for each of the m linear systems. The second reason is the 
potential instability of the iteration (4.1). 
We will now show an effective way of solving the linear system (3.4) by 
reformulating the problem slightly and resorting, once again, to the Amoldi- 
GMRES procedure. We seek to compute the vector x = f(A)c, where f is the 
rational function 
f(t)=-&= 1 FIE,(t-Pi) ’ 
An important observation is that f(t) can be rewritten as 
f(t) = !I qyp.);t -pi) ’ 
I 
where q’(pj) is the derivative of q at pj and is equal to 
q'(pi)=i=~,,.,,m,i+j 
II (Pi-Fj). 
(4.2) 
(4.3) 
(4.4) 
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Hence the desired solution x can be written as 
(4.5) 
In other words, all we need is to solve the m independent linear systems 
(A - piZ)xj = c (4.6) 
and then get the solution x by the linear combination 
(4.7) 
In the following discussion we assume that k steps of the Amoldi process 
have been performed, starting with or = c/ I(c((. At the end of the k steps we 
obtain: 
(1) an orthonormal basis V, ~[~i,zj~,...,zj~] of the Krylov subspace 
span(c, AC,. . . , Ak-‘c}, together with 
(2) the representative equation in that subspace, 
AV, =VkHk +h+l,k’h+lekT. (4.8) 
Classically, to solve the linear system Ax = c, one proceeds as follows. 
The rank-one perturbation in (4.8) is neglected. Then observing that or is 
nothing but c except for scaling, one finds a k-vector yk such that Hkyk = 
Ilclle,. Multiplying (4.8) on the right by y,,, one notes that the desired 
approximate solution to h = c is Vk yk. Still better, one can instead minimize 
the residual norm by using CMRES instead of the simple Amoldi method. This 
simply amounts to finding ytn that minimizes 116, y - (jc(le,(l; see Section 2.2 
for details. 
In order to solve several systems of the form (A - ZL~Z)X, = c, we make 
the important observation that the above relation (4.8) can also be written for 
any shift pi as 
(A - /-%Ijvk =V,(H, - lhz) + hk+l,kUk+lekT. (4.9) 
Hence the same approximation can be used. Note that we solve k indepen- 
dent small m X m linear systems with the matrices H, - piZ. The bulk of the 
work is in constructing V,, and this is done only once. 
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4.1. Choosing the pii 
It is true that the eigenvalues of the matrix A may not be known a priori, 
so that it may be difficult to choose /.L~ through Z.L,,, in advance. If any pi is 
chosen close to an eigenvalue of A, the corresponding system (A - Z.~~l)r~ = c 
will be ill conditioned. One way to handle the problem is to estimate the 
eigenvalue of A (in magnitude) with the largest real part, Such an estimate 
will help to choose the pLi’s. Numerous experiments performed by us on 
several variations of Arnoldi’s method proposed by Saad et al. [14, 151 
indicate that under some reasonable distribution of the eigenvalues, the 
eigenvalue with the largest real part can be reasonably estimated. Other 
approaches such as the deflation method, combined with some polynomial 
iteration such as the nonsymmetric Lanczos, perhaps can also be used. We 
also note that in many practical situations, such as LFSS (large flexible space 
structures), analytical representations of the eigenvalues of the matrix A can 
be easily given [22]. 
5. REPLACING THE LAST COLUMN OF A 
HESSENBERG MATRIX TO ACHIEVE A DESIRED SPECTRUM 
In this section, we present a very simple procedure for replacing the last 
column of an m x m unreduced upper Hessenberg matrix so that the 
resulting matrix has a desired set of eigenvalues {CL,, p2,. . . , /A~,}. The method 
is a variation of the single-input pole-assignment algorithm recently proposed 
by Datta 153. 
Let H, be an unreduced m X m lower Hessenberg matrix. Construct a 
set of normalized vectors {ZJ: 
Z,=e,=(l,O,O ,..., O)‘, 
For i=l,2,...,m-1 do 
ii+l z,+, = - 
Ilii+lll ’ 
s = (Hz - PL,,Z)L. 
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(o\ 
0 m - 1 
f= ; , where a= I7 hi,i+l. 
0 
i=l 
\CY/ 
Then 
THEOREM 5.1. The upper Hessenberg matrix Hi - sf T has the spectrum 
(P 1,...,cL,). 
Proof Similar to the one in [5]. n 
6. A SOLUTION OF THE PARTIAL-POLE-ASSIGNMENT PROBLEM 
In this section, we consider the following problem: Let A be a large 
N X N matrix with A,,& ,..., h,,A,,+ ,,..., A, as eigenvalues, and b be a 
vector. Suppose that the eigenvalues A,, . . . , A,, are unstable (that is, not in 
the region of the complex plane needed for stability), but A,,,+ 1 through A, 
are stable. It is then desirable to construct a vector f such that the matrix 
A - bfT will have the spectrum p1 ,..., p,,A,,+r,. ..,A,,, where pL1 &rough 
p,,, are suitably chosen numbers. 
We will call this inverse eigenvalue problem a partial-pole-assignment 
problem, in reference to the well-known pole-placement problem in control 
theory. A solution of this problem based on a projection method has been 
suggested recently by Saad [14], and the robustness of the approach has been 
analyzed by Nichols [12]. 
Of course, one can always use one of the numerically effective existing 
pole-placement algorithms ([5, 9, 11, 13, 201, etc.) available in the literature. 
However, this will clearly be an unrealistic approach when n is large, 
especially in view of the fact that just a few of the eigenvalues must be 
moved. 
We note here that as a by-product of our Sylvester-equation algorithm 
described earlier in this paper, we can place m desirable eigenvalues in the 
spectrum of the closed-loop matrix A - bfT. This might constitute a solution 
of the partial-pole-assignment algorithm. 
Let G = (0 0 , , . , . ,O, b). Suppose that we have solved the equation 
AX,,, - X,H, = G, 
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where X, is orthonormal and H, has been constructed using Arnoldi’s 
method, so that T(H,)={pl,..., pL,), as described in Section 3. Then we 
have 
AX,,, - G = X, H,, , 
or 
AX,,, - be: = X,, H,, . 
Using the fact that X:X,, = I, we obtain 
(A - be,T,XZ)X,, = X,,H,,; 
thus, with f = X,,,e,,,, we have 
(A - bf T)X,n = &JL. 
Therefore, X, is the basis of an invariant subspace of A - bf ‘, associated 
with the eigenvalues Z.L~, . . . , p,,, of H,,. We thus have the following proce- 
dure: 
ALGORITHM 2 (Arnoldi’s method for the partial-pole-assignment problem). 
(1) Solve 
AX,-X,H,,=(O,O ,..., 0,b). 
(2) Set f = Xmem. 
Then the spectrum of the matrix A - bf T will contain Z.L~, . . . , pm. 
There is one uncertainty with the above process, concerning the possibil- 
ity of the stable eigenvalues becoming unstable. In this context, we observe 
that if 
ii=A-bfT, 
then 
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So V,,, is also a basis of ~j=span(vl,~o,,...,~ij-lv,}, and 
V,Ttlv,, = H,,. 
The above equation shows that Amoldi’s method applied to A will deliver 
the approximate eigenvalues p 1, , p ,n. As is well known [15], the Arnoldi 
process yields a good approximation to the outermost eigenvalues of the 
original matrix A. As a result, it is unlikely that there is an eigenvahre of d 
that is far outside from the spectrum of H,,. An eigenvalue of A that has not 
been moved by the procedure will therefore be transformed into an eigen- 
value that is, roughly speaking, inside the convex hull of the spectrum of H,,,. 
In any case a solution to the above difficulty might be to use iterative 
refinement. 
ALGORITHM (Iterative refinement). 
(1) Start with f= 0. 
(2) Iterate: 
For i = 1,2,..., until B = A - bfT is stable: 
(2.1) Compute fi by the previous procedure to move the m unstable 
eigenvalues of B. 
(2.2) Define f = f + fi. 
NOTE. The stability of A - bfT can be determined without explicitly 
computing the eigenvalues of this matrix. Amoldi, Lanczos, or similar other 
methods can be used for this purpose. In any case, the convergence of this 
algorithm and other related matters still need to be studied. 
7. NUMERICAL EXPERIMENTS 
All the experiments had been run on the NIU VAX 11/750 using 
double-precision FORTRAN. 
The algorithms were tested on a certain class of matrices. They represent 
the system matrices of the control system arising in the modeling of large 
space structures (LSS). 
The equation of motion of LSS may be described as [l] 
MN@+ DNQ + K,q = B,u. 
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The matrices MN and K, are known respectively as the mass and stiffness 
matrices. They are both symmetric and nonnegative, and furthermore, MN is 
positive definite. We drop the subscript N for convenience. 
The standard first-order realization of (1) is 
0 
LX= 
-M-'K _$-'D)X+(My&' 
For test purposes, we assume that both the matrices M- IK and M-ID are 
diagonal, so that the eigenvalues of the matrix 
I 
-M-ID ) 
can be computed analytically. Thus, if 
L=-M-‘K=diag(Z,,Z, >...,l,), 
D=-M-‘D=diag(d,,d, ,..., dN), 
then the eigenvalues of A are given by the solutions of the quadratic 
equations 
x2 - dp - li = 0, i-1,2 ,..., N. 
This analytical representation helped us choose the value of m, the number 
of eigenvalues to be assigned. For example, when A is of order 200, the 
number of unstable eigenvalues is 8, and we choose m = 8. 
Software 
The following software packages were used and/or written in the imple- 
mentation or testing of the algorithm: 
EI~PACK (BALANc, ORTHES, HR)(~) 
NIUBLAS (i), (t> 
ARNS (i) 
NIULSS (i> 
SLHPP (i> 
EISPACK is a well-known package for finding the eigenvalues and/or 
eigenvectors of a matrix. 
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NIUBLAS is a package of basic linear-algebra routines in the spirit of the 
BLAS implemented in LJNPACK, but with the addition of matrix-vector and 
matrix-matrix multiplications. 
ARNS is an implementation of the Amoldi method using the Gram-Schmidt 
method with full reorthogonalization, for the generation of Krylov subspaces. 
NIULSS is a simple subroutine developed at NIU to solve the large sparse 
linear systems in our numerical experiments. 
LHPP is an implementation of the modified algorithm of Datta [5] for 
solving the single-input pole-placement problem for a Hessenberg matrix. 
The algorithm replaces the last column of an unreduced upper Hessenberg 
matrix so that the new matrix has a desired set of eigenvalues. 
output 
In the following we present the results obtained with several values of N 
ranging from 200 to 400 with different dimensions of the Krylov subspaces. 
The minimum relative residual norm obtained in the vector c was of size 
- 10-s. The residual norms of the other vectors in the r.h.s. were - 10-16. 
The resulting eigenvalues in each case were assigned to machine accuracy. 
***********t************t****************************************************** 
m = sire of Krylov subsp. = 4 
n = dim. of A = 400 
Eigs to be assigned 
-0.75000000000000 
-0.90000000000000 
-1.1500000000000 
-1.3000000000000 
Relative residual in (A - LI)x = c : 1.7133869807333d - 16 
Relative residual in <A - 1X)x = c : 2.1652795874890d - 16 
Relative residual in <A - 11)x = c : 1.7377633978152d - 16 
Relative residual in (A - LI)x = c : 1.71008183170334 - 16 
frobenius ) 1 V'V - I 1 ( = 2.0999465311572d - 16 
alpha, where X = Cl/alpha) *V : -7.40849175912634 - 02 
norm of co1 m of AX - XH - (0, c) = 1.3035367154224d - 08 
frobenius 1 1 (AX - XH) - CO, cl 1 1 I 1) CO, cl 1 I = 
6.51768357711224 - 10 
Computed eigs of H : 
-1.3000000000000 0. i 
-1.1500000000000 0. i 
-0.90000000000000 0. i 
-0.75000000000000 0. i 
********t******************************************************************* 
m = sire of Krytov subsp. = 5 
n = dim. of A = 200 
Eigs tO be assigned 
-0.75000000000000 
-0.90000000000000 
-1.1500000000000 
-1.3000000000000 
-1.4500000000000 
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Relative residual in (A - LI)x = c : 1.0013186751077d - 16 
Relative residual in (A - LI)x = c : 9.91800737932964 - 17 
Relative residual in (A - LI)x = c : 1.0182575473427d - 16 
Relative residual in (A - LI)x = c : 8.9906214456274d - 17 
Relative residual in (A - LI>x = c : 8.92828312943204 - 17 
frobenius [ 1 V‘V - I 1 ( = 1.5581504564190d - 16 
alpha, where X = (llatpha) *Y : 9.17791693825614 - 02 
norln of cot m of AX - XH - (0, c) = 2.6766844494736d - 08 
frobenius ( ( (AX - XH) - CO, cl ( ( / 1 ( CO, cl ( ( = 
1.8927017253194d - 09 
Computed eigs of H : 
-1.4500000000000 0. i 
-1.3000000000000 0. i 
-1.1500000000000 0. i 
-0.90000000000000 0. i 
-0.75000000000000 0. i 
*****t***t**********t*******************************,******************** 
m = size of KryLov subsp. = 5 
n = dim. of A = 300 
Eigs to be assigned 
-0.75000000000000 
-0.90000000000000 
-1.1500000000000 
-1.3000000000000 
-1.4500000000000 
Relative residual in (A - LI)x = c : 1.5345260477532d - 16 
Relative residual in CA - LI)x = c : 1.5222399672021d - 16 
Relative residual in (A - LI)x = c : 1.2798512984802d - 16 
Relative residual in (A - LI)x = c : 1.2293661495904d - 16 
Relative residual in CA - LI)x = c : 1.25510245159934 - 16 
frobenius ( ( V‘V - I ( ( = 1.8337615843917d - 16 
alpha, where X = (l/alpha) XV : 8.9536878565686d - 02 
nor"! of cot m of AX - XH - (0, c) = 1.7989248677901d - 07 
frobenius 1 1 (AX - XH) - CO, cl I 1 / 1 1 CO, cl 1 I = 
1.03860975667054 - 08 
Computed eigs of H : 
-1.4500000000000 0. i 
-1.3000000000000 0. i 
-1.1500000000000 0. i 
-0.90000000000000 0. i 
-0.75000000000000 0. i 
*****************t**************t******************************************** 
in = size of Krytov subsp. = 5 
n = dim. of A = 400 
Eigs to be assigned 
-0.750000000000000 
-0.900000000000000 
-1.15000000000000 
-1.30000000000000 
-1.45000000000000 
Relative residual in (A - LIJx = c : 1.7006943243676d 
Relative residual in <A - LI>x = c : 2.1396897957102d 
Relative residual in CA - LI)x = c : 1.7185393233327d 
Relative residual in (A - LI>x = c : 1.7101522413170d 
Relative residual in (A - LI)x = c : 1.7786592072998d 
frobenius 1 ( V‘V - I 1 I = 3.9419613798477d - 16 
- 16 
- 16 
- 16 
- 16 
- 16 
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alpha, uhere X = (l/alpha) l V : 8.7718051125995d - 02 
norm of col m of AX - XH - (0, 5) = 1.3807449080206d - 06 
frobenius 1 1 (AX - XH) - CO, cl 1 1 I ) 1 CO, cl 1 ( = 
6.90372454010324 - 08 
Computed eigs of Ii : 
-1.45000000000000 0. i 
-1.30000000000000 0. i 
-1.15000000000000 0. i 
-0.900000000000000 0. i 
-0.750000000000000 0. i 
**************************************************************************** 
m = size of Krylov subsp. = 6 
n = dim. of A = 200 
Eigs to be assigned 
-0.75000000000000 
-0.90000000000000 
-1.1500000000000 
-1.3000000000000 
-1.4500000000000 
-1.7000000000000 
Relative residual in (A - 11)x = c : 1.00059710891574 - 16 
Retative residual in (A - 1X)x = t : 9.8537175786330d - 17 
Relative residual in (A - LI)x = c : 1.0091379803509d - 16 
Relative residual in (A - Ll)x = c : 8.7935248197352d - 17 
Relative residual in (A - II)x = c : 8.8437551969964d - 17 
Relative residual in (A - II)x = c : 1.0399779205649d - 16 
frobenius 1 1 V‘V - I I 1 = 2.1889346054070d -16 
alpha, where X = (l/alpha) *V : -9.1891978782494d - 02 
norm of co1 m of AX - XH - (0, c) - 9.7827425584906d - 07 
frobenius ( 1 (AX - XH) - CO, cl ) I I ( I CO, cl 1 I = 
6.9174436017110d - 08 
Computed eigs of H : 
-1.70000000000000 0. i 
-1.45000000000000 0. i 
-1.30000000000000 0. i 
-1.15000000000000 0. i 
-0.900000000000000 0. i 
-0.750000000000000 0. i 
**************************************************************************** 
m = sire of Krylov subsp. = 6 
n = dim. of A = 300 
Eigs to be assigned 
-0.75000000000000 
-0.90000000000000 
-1.1500000000000 
-1.3000000000000 
-1.4500000000000 
-1.7000000000000 
Relative residual in (A - LI)x = t : 1.5342122485160d - 16 
Relative residual in (A - 11)x = c : 1.5222399672021d - 16 
Relative residual in (A - 11)x = E : 1.2790484700649d - 16 
Relative residual in (A - LI>x = c : 1.1920364811626d - 16 
ReLative residual in (A - 11)x = c : 1.2402840072338d - 16 
Relative residual in (A - LI)x = c : 1.48864743460744 - 16 
frobenius I 1 V‘V - I I I = 2.2625190059454d - 16 
alpha, where X = (l/alpha) l V : -8.9573972037068d - 02 
norm of col m of AX - XH - (0, c> = 8.47205293925314 - 06 
frobenius 1 ( (AX - XH) - CO, cl I ) I ( I CO, cl ( ( = 
4.8913420450665d - 07 
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Computed eigs of Ii : 
-1.7000000000000 0. i 
-1.4500000000000 0. i 
-1.3000000000000 0. i 
-1.1500000000000 0. i 
-0.90000000000000 0. i 
-0.75000000000000 0. i 
The authors are thankful to Mark Arnold, a graduate student of B. IV. 
Datta, fm his many helpful comments during the process of the development 
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