Speech processing comprises automatic speech recognition, speech synthesis, speech coding, speech enhancement, speaker recognition and verification, language identification, and so on. This section discusses the application of artificial neural networks (ANNs) to these areas. The viewpoint will be that of an engineer; that is, the question we try to answer is, 'How can ANNs be used to solve engineering problems in speech processing?' We will present some conventional approaches to these problems and point out where ANNs could be applicable. As a lot of the ANN effort in speech processing seems to be concentrated around speech recognition, this will also be our focal point. Other areas will be briefly reviewed. Due to the breadth of the field and space limitations, this section can only remain superficial: more of a commented list of bibliographic references.
F1.7.2 Speech recognition
Automatic speech recognition is one of the 'grand challenges' in engineering. In essence, the purpose is to find the linguistic content in a spoken message. The problem is made difficult by the variability in the speech signal: there are variations in the talking speed, enormous variations between the vocal tract characteristics of different people and consequently in the spectral characteristics of the uttered speech, there are dialectal variations, variations due to the origin of the speaker, and so on.
A speech recognition device typically consists of a feature extraction module, a pattern matching and time warping module which uses an inventory of speech subunit models, and a language processing module, whose purpose is to reduce the search space of the pattern matcher according to a (limited) language to be recognized. Speech recognizers typically tackle the variability by statistical methods, most notably by using hidden Markov models (HMM) (Rabiner and Juang 1993) . HMMs provide both the capability to absorb temporal variations and to model the speech variability at the feature vector level. In addition, they are trainable from large databases. Dynamic time warping (DTW) is another related method to match a speech feature vector sequence against a set of models (Rabiner and Juang 1993) . Both DTW and the Viterbi algorithm (Rabiner and Juang 1993) , which aligns speech with a set of HMMs, are instances of dynamic programming algorithms.
One of the subtasks in speech recognition is pattern classification (Lippmann and Gold 1987 , Leung and Zue 1988 , Makhoul 1991 . ANNs are especially amenable to this, because many classification tasks require the construction of complex decision surfaces. In an extension to this classifying function, one can use artificial neural networks to estimate the posterior probabilities for the classes. This property permits the use of a network as a component in a system that incorporates other probabilistic evidence, such as an HMM system (Bourlard et al 1992) .
In the case of speech, input to the network may be a short-time spectral representation of speech, which may include some context. A problem with this kind of a scheme is that the input, if it includes context, is a fixed-time window without any possibility for alignment or time stretching.
To avoid the problem of fixed-time windows, one can introduce feedback into the network graph. This allows the network to keep information about past inputs for an amount of time that is not fixed a priori, but that depends on weights and on the input data. Variations of the backpropagation algorithm C1.2.3 have been developed to train this kind of recurrent ANN (Watrous and Shastri 1987, Robinson 1989) .
So-called time-delay neural networks (TDNNs) are MLPs that approximate recurrent networks (Waibel C1.2.8.3 et al 1989a (Waibel C1.2.8.3 et al , 1989b . Instead of a feedback connection from a unit to itself, a fixed number of delayed previous activation values are stored in a shift register, and they are all connected to the units in the above layer (a signal processing analogy is used to approximate an IIR filter by an FIR filter).
In addition to MLPs many other ANN architectures are useful for classification tasks. Two examples that can be mentioned briefly are learning vector quantization (LVQ) , which is an C1.1.5 algorithm to train a two-layer network for optimum discrimination between pattern classes, and radial C1.6.2 basis function (RBF) networks (Moody and Darken 1989) .
Some ANN architectures are appropriate for producing new kinds of representations of complex data, like speech data. An example of such a network is the Kohonen network which is also called the C2.1.1 self-organizing map (SOM) (Kohonen 1990 (Kohonen , 1995 . This kind of network organizes itself automatically by so-called competitive learning, according to the structure of the input data (unsupervised training). Incoming speech can be mapped as the path of best-responding cells of the SOM. Such a mapping can be used as a basis of speech recognition (Kohonen 1988, Torkkola and . In addition, SOMs can also be used to illustrate, analyze and characterize speech (Tognieri et al 1992) . One application of this is to diagnose phonation disorders (Leinonen et al 1992 Aiyer and Fallside (1992) . However, the mapping ability of ANNs can be used to derive new representations of the speech signal. Combinations of ANNs with other tools that have been proven useful in modeling the temporal structure of speech are thus of interest. Such combinations, in particular with DTW and HMMs, are discussed next. One possible hybrid configuration is to use ANNs instead of vector quantizers. While traditional vector quantizers aim to represent speech parameter vectors with minimum distortion, ANNs can be trained to discriminate specific features relevant to the task. For example, if the task is phoneme recognition, LVQ-type networks can be trained as frame-level or segment-level phoneme classifiers. These ANNs then provide a stream of information to HMMs consisting of phoneme labels (Iwamida et al 1990 , or distance information Tebelskis 1992, Torkkola 1994) . Since HMMs can combine the outputs of independent streams, information from other parallel networks computing some other relevant aspects of the task can be integrated (Mäntysalo et al 1994 , Le Cerf et al 1994 . The topology-preserving properties of SOMs have also been useful together with discrete observation HMMs (Zhao 1992 , Monte et al 1992 .
Another hybrid approach is the use of multilayer perceptrons (MLPs) (Bourlard et al 1992, Bourlard and Morgan 1994) , recurrent networks (Robinson 1994) , or radial basis function networks (Singer and Lippmann 1992) as discriminant local probability generators for HMMs, instead of using, for example, mixtures of Gaussians to generate observation probabilities. The training of HMMs is reduced to training transition probabilities. This kind of hybrid combines several advantages of ANNs and HMMs: HMMs furnish their temporal processing abilities and provide embedded training procedures (thus obviating the need to segment training data), while ANNs are employed for their strong discriminative abilities, and to eliminate the need to formulate assumptions about likely observation probability densities. Further, when an ANN uses context in addition to its current frame, the correlations between consecutive acoustic observations can be taken into account (factors that are ignored in pure HMMs). MLPs can also be used as local distance generators for DTW. In this architecture, the discrimination power of MLPs is combined with the time alignment abilities of DTW for word recognition (Sakoe et al 1989) .
One step further from an ANN-DTW hybrid is to construct subword models by ANNs. The idea is to find out which concatenation of these subword models best matches incoming speech using either DTW or Viterbi-related search. So-called multistate TDNNs model the speech as a concatenation of TDNN phone models (Haffner et al 1991 , Haffner 1992 , Tebelskis and Waibel 1993 . Segmental models classify or model entire segments of speech, instead of short-time observations. It is possible to use MLPs or LVQ as the basis of such models (Leung et al 1992 , Cheng et al 1992 , Austin et al 1992 . This is one way to overcome the HMM assumption of independence between successive observations: to construct models that take a longer duration of speech signal into account. Predictive subword models aim at being able to predict the next frame of a particular subword unit (a phone, for example). MLPs can be used as such predictors using input that includes the phonetic context (Levin 1990 , Iso and Watanabe 1991 , Tebelskis et al 1991 , Mellouk and Gallinari 1994 . However, if a predictor for each speech unit is trained using examples of that particular speech unit only, this approach may result in poor discrimination.
From a theoretical point of view, it has been shown that HMMs are a specific instance of a certain type of recurrent ANN (Bridle 1990) . In this case, the forward-backward algorithm is equivalent to backpropagation. Inspired by error-driven training methods developed for ANNs, several researchers have applied the same philosophy to HMM training, as well as to the training of ANN-HMM and ANN-DTW hybrids. This involves finding a suitable cost or error function whose derivatives with respect to parameters can be easily computed. Gradient descent can then be used to minimize this function. For example, a cost function based on a maximum mutual information criterion is used to train pure HMMs (Young 1991) . Furthermore, it is shown in Driancourt and Gallinari (1992) how different kinds of ANN modules can be combined with DTW and trained using similar principles. This training could even be extended to DTW templates. Similarly, ANN and HMM parameters can be trained within the same framework as presented in Bengio et al (1992) . Also, the work of Juang and others on error-correcting learning and generalized probabilistic descent (Juang and Katagiri 1992 ) is close to this spirit although ANNs are not directly involved.
To account for the large variability between speakers, recognition systems intended for speakerindependent usage are trained using large databases. However, if such a system will mainly be used by a single individual for some period of time, the existing models of speech subunits within the system can be adapted to the particular speaker to improve the performance (Lee et al 1991 , Cox 1995 . For some ANN-based architectures, adaptation of only a relatively small number of parameters may be sufficient Tebelskis 1992, Hild and . ANNs can also be used to construct a normalizing mapping for the new speaker (Watrous 1993 ).
There has not yet been much work in language modeling using ANNs. Currently, the best working language models are statistical (Jelinek et al 1992) . Their purpose is to predict the next spoken word on the basis of the previous ones. As this is again an approximation task it may come as no surprise that MLPs have also been applied here. Using MLP-based word category prediction, better word recognition scores were reported than by using a standard trigam language model (Nakamura and Shikano 1989) .
F1.7.3 Speaker identification and verification
Speaker identification and verification differ in the number of decision alternatives. Identification involves determining the identity of the speaker from a prespecified pool of speakers. Speaker verification entails either accepting or rejecting the claim on the speaker's identity. A good review of the current technology is given in Furui (1994) .
As in any pattern recognition problem, feature extraction is followed by similarity comparison to speaker models, either to the whole pool (identification) followed by maximum selection, or only to the model of the claimed speaker (verification) followed by thresholding. Often, the models and the comparison methods are related to speech recognition algorithms. For example, in the text-dependent case the models could be just stored words of each speaker, against which the same word uttered by an unknown speaker is compared using dynamic time warping. Or in the text-independent case the models can be hidden Markov models of phonemes that are concatenated according to prompted text, after which the likelihood of the utterance having been generated by a particular speaker's model can be evaluated. One can also construct a mixture Gaussian model for each speaker (Reynolds 1994) . In this case the temporal modeling aspect of speech (as in ASR) can be avoided.
A good overview of ANNs applied to these problems is given in Bennani and Gallinari (1994) . A straightforward approach is that of pattern recognition: to train a single discriminative network for the speaker recognition problem (Bennani et al 1990) . Adding new speakers, however, requires retraining the whole network. The next obvious approach is to model each speaker by an ANN, be it an MLP or RBF network (Oglesby and Mason 1990 , Tsoi et al 1994 . These two approaches work while the speaker population is small. For a larger number of speakers modular approaches have been proposed (Bennani 1993) . Modeling a speaker by a predictive ANN system also allows new speakers to be added easily, as not all of the networks need to be retrained (Hattori 1994) .
So far, it is not clear whether ANN-related methods have any edge over traditional ones, because comparisons on the same realistic task have not been performed.
F1.7.4 Language identification
Language identification is a classification problem, in which the difficulty lies in extracting suitable features from an utterance as the basis for this classification. Muthusamy and Cole (1992) describe a system that performs a broad class phonetic segmentation using an MLP, then derives various features from a sequence of the class labels, and performs the final classification using another MLP (Muthusamy and Cole 1992) . The system has been developed further by replacing the broad classifier by a phonetic classifier (Berkling et al 1994) . Making use of linguistic knowledge is essential here to determine what kinds of features to use for the final language classification.
As an example of a non-ANN system, Zissman describes a statistical model, where speakers of each language are modeled as a mixture of Gaussians. This configuration seems to work as well as the ANN-based systems (Zissman 1993) . Again, as to which approach is better, there is no answer yet. 
F1.7.5 Speech synthesis
The classic approach to speech synthesis from text is synthesis by rule (Klatt 1987) . This involves rules to map text into phonemes, phonemes to allophones, and allophones to control parameters of a sound generator, which may be waveform concatenation, a formant synthesizer, or an articulatory model. These mappings are extremely complex, and derivation of good sets of rules or other non-rule-based mappings is a tedious task. The most famous example in this area is NETTALK (Sejnowski and Rosenberg 1987 ). An MLP was used to implement a text-to-phoneme mapping. Though the performance fell short of hand-crafted rules (just using a dictionary is even better), NETTALK was a powerful and driving demonstration of the capabilities of ANNs.
It is possible to use ANNs for other mappings, too. For instance, several researchers have used MLPs with or without recurrent connections to generate prosody-related parameters either from syllable, phoneme, or allophone representations. Examples of these parameters include pitch contours (Scordilis and Gowdy 1989 , Sagisaka 1990 , Traber 1992 ) and allophone durations (Scordilis and Gowdy 1990, Karjalainen 1991) . NETTALK also generated stress-related parameters in addition to phoneme identities. Articulatory analysis/synthesis requires mapping of the speech signal or its spectra onto vocal tract shapes or other geometrical parameters. For this kind of work by ANNs see Rahim et al (1991) and Kobayashi et al (1991) . Cohen and Bishop (1994) argue that the whole approach of synthesis-by-rule using linguistic notations is incorrect (as demonstrated by the failure of NETTALK). They propose to use self-organizing maps to derive new diphone-based subsymbolic intermediate forms.
Another type of mapping is described by Fels and Hinton (1993, 1995) . They implemented a mapping from hand gestures and hand movements to speech synthesizer parameters using several MLPs.
Synthesis of intelligible speech is very viable today, but natural sounding speech from text seems to require far more use of linguistic knowledge than current synthesizers use. This is basically the same problem as with speech recognition: human knowledge about language is hard to capture and exploit.
F1.7.6 Speech coding
To be successful, low-bit-rate high-quality speech coding must involve taking into account the characteristics of the speech signal, like the fact that the speech signal stays stationary over short periods of time (about 25 ms). As a baseline, we describe the CELP coder (code-excited linear prediction) (Shroeder and Atal 1985) . This coder typically involves linear waveform predictors to remove dependencies in the speech signal, both long-term (pitch) and short-term (stationarity). The excitation signal is then vector quantized and transmitted. CELP is 'codebook excited', because the best codebook vector is searched by reconstructing the signal through the predictors. The codebook vector resulting in the best match between the original and the reconstruction, perhaps through a perceptually weighted error criterion, is chosen and its code is transmitted.
Recurrent networks have been used as nonlinear predictors in CELP resulting in better-quality speech at low bit rates (Wu et al 1993) . TDNNs can also be used for the same purpose (Thyssen et al 1994) . In this work it was noticed that pitch can be predicted by a nonlinear short-term predictor, instead of a linear long-term predictor. Experiments using hierarchical mixtures of experts as predictors of acoustic vectors are presented in Waterhouse and Robinson (1995) .
Vector quantizers can also be replaced by ANNs. It has been shown by Wang and Hanson (1993) and Li et al (1994) how a codebook search can be eliminated. They used an MLP to map an input vector directly to a code to be transmitted. A way to use the optimization capabilities of a Hopfield network to perform codebook search resulting in computational savings is presented in Easton and Goodyear (1991) . It is also possible to make use of the topological organization in a SOM-trained codebook to reduce the bit rates (Hernández-Gomez and López-Gonzalo 1993) .
Switched coders first try to classify the short-time speech frames into a small number of classes, and then use an appropriate coding scheme for each class. Here, the ANNs can be used to classify the frames, for example, as voiced, unvoiced, or silence (Bendiksen and Steiglitz 1990 , Cohn 1991 , Ghiselli-Crippa and El-Jaroudi 1991 Speech processing been done separately. Codebook design, error protection, and QAM modulation can be considered jointly using a SOM (Skinnemoen and Perkis 1994) . By choosing the QAM modulation scheme corresponding to the topological organization of the SOM codebook, channel errors result in decoded vectors that are similar to the error-free ones. Considerable noise robustness was obtained using this scheme.
F1.7.7 Speech enhancement
Speech enhancement involves separation of the speech signal from unwanted noise, which can be a speech signal of another speaker, or more often, environmental noise such as car noise. The function approximation capabilities of MLPs have found use in this problem, too. MLPs have been applied directly in the time domain to create a mapping from a noisy signal to a noiseless one Waibel 1988, Tamura and Nakamura 1990) . Many researchers have done the same in the feature vector domain, either spectral or cepstral (Sorensen 1991 , Barbier and Chollet 1991 , Sorensen 1992 , Trompf 1992 . Training the noise removal network jointly with the speech recognizer improves results over those obtained by training the networks separately (Moon and Hwang 1993, Gao and Haton 1994) .
As these methods basically remove stationary noise, an adaptive version is presented in Xie and Compernolle (1994) , and in Sorensen and Hartmann (1994) an extension to an HMM decomposition of speech and noise using radial basis function networks is presented.
ANNs have also been used in blind separation problems (so-called cocktail party problems) (Jutten and Herault 1991 , Burel 1992 , Wang et al 1995 . In Bell and Sejnowski (1995) impressive results are presented with a network that is based on maximizing the information transferred through the nonlinearities of the network.
F1.7.8 Discussion
In most of the reviewed applications ANNs act as nonlinear approximators, and it is not clear whether in this role they offer an advantage over modern statistical tools (Ripley 1993 , Sarle 1994 . In many cases all that is being done is parameter estimation for nonlinear models. However, there are good reasons for using ANNs, as mentioned in Bourlard and Morgan (1994, p 88 ) (some of these properties apply, of course, to statistical methods, such as HMMs):
• ANNs can learn • discriminative training can be used with ANNs • ANNs have universal approximation capabilities • ANNs can combine disparate data (e.g. symbolic and real-valued data)
• no strong assumptions about the statistics of the input data need be made • some ANNs exhibit properties that cannot be replicated using any other methods • some ANN architectures are amenable to parallel hardware implementations.
Where one or several of these functional properties match the problem domain, it seems that ANNs are capable of adding some desired properties to an existing system. This, in turn, results in improved performance.
How to make use of linguistic knowledge remains a substantial problem in many speech processing fields. This problem is most compelling in research for ASR and natural sounding speech synthesis, and remains a topic for active research, both in the traditional and ANN domains.
