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GLOBAL WELL-POSEDNESS OF 2D NON-FOCUSING SCHRO¨DINGER
EQUATIONS VIA RIGOROUS MODULATION APPROXIMATION
NATHAN TOTZ
Abstract. We consider the long time well-posedness of the Cauchy problem with large
Sobolev data for a class of nonlinear Schro¨dinger equations (NLS) on R2 with power non-
linearities of arbitrary odd degree. Specifically, the method in this paper applies to those
NLS equations having either elliptic signature with a defocusing nonlinearity, or else having
an indefinite signature. By rigorously justifying that these equations govern the modulation
of wave packet-like solutions to an artificially constructed equation with an advantageous
structure, we show that a priori every subcritical inhomogeneous Sobolev norm of the so-
lution increases at most polynomially in time. Global well-posedness follows by a standard
application of the subcritical local theory.
1. Introduction
Consider the following nonlinear Schro¨dinger initial value problem on R2:
(1.1)
#
iut ` αuxx ´ uyy ` u|u|q´1 “ 0,
up0q “ u0 P HspR2q
where u “ upx, y, tq, px, yq P R2, α “ ˘1, and q P 2N ` 1. Here Hs is the usual L2-
Sobolev space of index s. The problem with α “ ´1, q “ 3 is the familiar defocusing
cubic nonlinear Schro¨dinger equation (NLS). Similarly, the problem with a cubic nonlinearity
q “ 3 and α “ 1 is the so-called cubic “hyperbolic” NLS equation (HNLS). Both of these
equations arise frequently as governing equations for the modulation of wave packets in
weakly nonlinear dispersive media, for example in water waves [1] and nonlinear optics [9].
For general q P 2N`1 we call this equation (qNLS) and (qHNLS) for α “ ´1, 1 respectively.
This paper addresses the question of the global existence of solutions to (1.1).
We begin by contrasting against existing results for the more familiar equation (NLS).
In the last few decades, there has been extensive work in studying (NLS): the aim is to
determine the minimal amount of smoothness needed on the initial data to ensure that the
corresponding solution to (NLS) is globally well-posed and scatters. Often, the methods
eventually used to treat (NLS) were developed in the context of other problems. Earlier
approaches and influential works include [2], [16], [5], [29]. A breakthrough occurred with
the work [8], which was systematized in [18] into the method of concentrated-compactness
plus rigidity. This “road map” was in turn used and refined in [20], [33], [10]. This last work
demonstrates the remarkable fact that there is global well-posedness and scattering for large
initial data in L2. Since L2 is the critical Sobolev space for (NLS) (that is, the space that
is invariant under the natural scaling of (NLS)), one expects that this is the largest of the
Sobolev spaces for which global well-posedness and scattering can be expected to hold. For
more details of these results in the context of more general NLS type equations, consult [22].
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If one combines the result of [10] and persistence of scattering (c.f. [28]), the global well-
posedness and scattering for large initial data in Hs for all subcritical indices s ą 0 also
follows.
Despite this progress, comparatively little is known for (HNLS). The work [14] used dis-
persive arguments to show global well-posedness of (HNLS) under a small data assumption.
In [15] it was shown that (HNLS) does not admit localized traveling wave solutions. The
work [19] recasts (HNLS) in well-adapted hyperbolic coordinates and, in these coordinates,
constructs special radial and self-similar solutions to (HNLS) which correspond to having
large initial data. While the special solutions are in L2 with respect to the hyperbolic coordi-
nates, they lie outside of L2 in standard rectangular coordinates. To date, nothing is known
about the long-time well-posedness for the initial value problem (HNLS) with general large
data in the L2-Sobolev class, even in very regular Sobolev spaces. A fundamental obstacle
is that the natural energy associated to (1.1),ż
R2
´α |ux|
2
2
` |uy|
2
2
` |u|
q`1
q ` 1 dx dy,
is indefinite when α “ 1. This defeats attempts to show global well-posedness for large data
with regularity above the level of the Hamiltonian using classical methods. Although the
total mass ż
R2
|u|2 dx dy
is conserved and gives control of the L2 norm of the solution, this quantity scales either criti-
cally or supercritically with respect to the natural invariant scaling of (1.1) and hence cannot
be directly exploited to study long-time existence, just as is the case for (NLS). Therefore, as
with the study of low-regularity global well-posedness and scattering for (NLS), one’s only
hope is to appeal to the concentration-compactness plus rigidity method. However, to date
it is not clear that the analytic tools needed to carry out the concentration-compactness plus
rigidity program for (HNLS) exist.
In this paper, we use methods quite different from those applied in the past to study
(1.1) in order to provide a unified approach to showing global well-posedness of the problem
(1.1) for powers q P 2N ` 1 of arbitrarily large degree, provided that data is considered in
any subcritical Sobolev space. We do this not by studying (1.1) in isolation, but by taking
advantage of the fact that solutions to (1.1) arise in certain asymptotic limits of higher-order
evolution equations.
The equation (1.1) arises as a singular perturbation of many physical systems. In partic-
ular, (HNLS) models the modulation of a wave packet solution to the deep water limit of
the 3D water wave problem; this was first derived formally in [35]. The method used in this
paper is inspired by [31], where this approximation is rigorously justified in the context of
deep water waves. More generally, given a solution z to some (as yet unspecified) evolution
equation with formal wave packet solution z˜ of the form1
(1.2) ǫupǫpx` ω1pkqtq, ǫy, ǫ2tqeipkx`ωpkqtq `Opǫ2q
1This is not the actual formal series solution z˜ that we use in the paper, since we will require a number of
additional rescalings of u for technical reasons. The properly rescaled version of the modulation that we will
actually use are given (1.8)-(1.9).
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for some small typical amplitude 0 ă ǫ ! 1 and wave number k, a full justification of NLS
consists roughly of performing the following steps:
(i) The NLS equation (1.1) is locally well-posed in a suitable function space.
(ii) An approximate solution z˜ of the form (1.2) constructed using the solution u given
in Step (i) can be found which formally satisfies the equation for z up to residual
terms of physical size at most opǫ3q.
(iii) For all sufficiently small values of ǫ ą 0, the evolution equation governing z is well
posed on a function space containing an open neighborhood of the initial data z˜p0q
of the approximate solution, and solutions z with initial data in such a space exist
for times on the order Opǫ´2q.
(iv) For all sufficiently small values of ǫ ą 0, the remainder z ´ z˜ is of size at most opǫq
in a suitable function space.
There are many justifications of NLS for various evolution equations in the literature.
Such a full justification need not hold even in cases where a formal wave packet solution can
be constructed (e.g., [24], [12]). The earliest such justification in the modulation regime was
given in [17] for evolution equations with quite general semilinear quadratic nonlinearities
in the presence of a non-resonance condition. In the case of cubic and higher order nonlin-
earities, [21] shows that such a justification follows from an easy application of Gro¨nwall’s
inequality. Further progress has been made in justifying NLS in special cases of equations
with quadratic nonlinearities in which the special structure of the equation is used; in par-
ticular much work has been done in studying this problem in the context of the water wave
problem, c.f. [25], [26], [27], [32], [31], [11].
Demonstrating that Step (iii) holds in the above program can be challenging if one only
considers the behavior of z according to its evolution equation in isolation, since long-time
well-posedness results for solutions z that are initially close to wave packets may not establish
existence for sufficiently long times (this is the case in the water wave problem). However,
if one has already shown Steps (i), (ii), (iv), one can sidestep this problem using a priori
bounds depending on the approximate solution. To describe the idea loosely: suppose z˜
exists on a long time scale r0,Ts. Step (iii) requires one to establish that z exists for the
times r0,Ts as well. Suppose it is known that z˜ “ Op1q on r0,Ts. If one has a priori bounds
on the estimate of the form }z ´ z˜} “ opǫq on r0,Ts as well, then there are a priori bounds
on z “ z˜ ` pz ´ z˜q of the form }z} “ Op1q on r0,Ts. The existence of z on all of r0,Ts then
follows if the well-posedness theory of z admits a suitable blow-up alternative.
The approach of this paper is to take advantage of this interplay between z and z˜ in the
opposite direction: if we were to know that solutions zptq in the modulation regime of the
original evolution equation had sufficiently long-time existence independent of the dynamics
of z˜ptq, the same argument as above would establish a long-time bound on z˜, which might
in turn be used to control the corresponding solution of (HNLS).
We emphasize that one cannot implement this approach using existing full justification
results in the case of deep water waves and (HNLS): the obstacle is showing the water wave
problem with wave-packet data exists for sufficiently long times independent of the NLS
evolution of the modulation. While proofs of global existence for 3D deep water waves
exist in the literature (c.f. [34], [13]), all such proofs require localization assumptions on
the initial data. This precludes using known long-time existence results directly, since wave
packets do not lie in these admissible classes of initial data. As mentioned above, standard
3
local existence results yield existence times that are too short to provide full justification.
Fortunately, model equations of nonlinear Schro¨dinger form arise generically as modulation
approximations to dispersive equations, so we have some freedom to choose a more suitable
dispersive equation.
Hence, instead of using the water wave problem, we introduce an artificial progenitor
equation patterned off of the water wave problem which (1) yields (1.1) as the corresponding
progeny equation in the modulation regime, and (2) possesses an advantageous structure from
which long-time well-posedness can be deduced independently of the dynamics of solutions
to the progeny equation. From this approach we will be able to conclude that the Hs norm of
the solution to (1.1) a priori increases at an a polynomial rate in time for any s ą sc, where
sc “ 1 ´ 2q´1 is the critical scaling index of (1.1). Global well-posedness in any subcritical
space Hs with s ą sc then follows by standard methods for semilinear Schro¨dinger equations.
The precise statement of our result is given by the
Theorem 1.1. Let sc “ 1 ´ 2q´1 be the critical scaling index of (1.1), and let s ą sc be
given. Consider the initial value problem (1.1) for any α “ ˘1 and q P 2N` 1. Suppose that
u0 P HspR2q. Then (1.1) is globally well-posed with solution u P Cpr0,8q, Hsq. Moreover
solutions enjoy the estimate
(1.3) }uptq}Hs ď Cs,q,}u0}Hs}u0}Hsp1` tqC0
where C0 is a universal constant.
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The paper is organized as follows. Section 1.2 is a standard technical reduction of The-
orem 1.1 to the special case in which (1) the initial data is assumed to be very smooth,
(2) the Hs-norm of the solution increases sufficiently rapidly, and (3) the time variable is
rescaled to be sufficiently small. The core of the argument is outlined in Section 1.3, and
the progenitor equation that we use is stated there as well. Section 2 collects relevant facts
about the approximate solution to the progenitor equation, including the construction of the
approximate solution itself. The a priori bounds of the error between the true and approxi-
mate solutions to the progenitor equation are provided in Section 3 with the existence of a
solution to the progenitor equation assumed. The actual proof of local well-posedness of the
progenitor equation is then given in Section 4.3 Finally, Section 5 completes the argument
by establishing the long-time well-posedness of the progenitor equation.
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2In this paper the constant is on the order of 105, but this can be substantially improved to be on the order
of 1 by optimizing the choice of constants in the proof. See Remark 4.3 for more details.
3Because of its technical nature, we recommend that this section be omitted on a first reading.
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1.1. Notation and Basic Estimates. Given a set S, we denote the characteristic function
of S by 1S. For two complex-valued functions F,G P L2pR2q, define the usual complex L2
inner product xF,Gy “ ş
R2
ℜpFGq dx dy. For ξ “ pξ1, ξ2q we denote the Fourier transform
by
fˆpξq “ 1p2πq2
ż
R2
e´ipxξ1`yξ2qfpx, yq dx dy
Let |D|s denote the solid derivative with symbol |ξ|s. Let Λs be the Fourier multiplier with
symbol p|ξ|2`1q s2 . In this paper the unadorned norm }f} will denote the L2pR2q norm. Define
the space Lˆ1pR2q to be the set of all functions f P L1locpR2q for which }f}Lˆ1 :“ }fˆ}L1 ă 8;
we recall that Lˆ1pR2q is a Banach algebra. Define the usual Sobolev space Hs “ HspR2q as
the completion of C8
0
under the norm }f}2Hs “ }Λsf}2. For some parameter k ą 0, let Bk be
the Fourier multiplier whose symbol is the characteristic function of the set tpξ1, ξ2q P R2 :
|pξ1 ´ k, ξ2q| ď k2u. Then we have the classical embeddings H2pR2q ãÑ Lˆ1pR2q ãÑ L8pR2q.
Given a Fourier multiplier M with symbol Mˆpξq and a parameter k ą 0, we denote by Mǫ
the multiplier with symbol
(1.4) Mˆǫpξq “ Mˆ
ˆ
ξ ´ pk, 0q
ǫ
˙
“ Mˆ
ˆ
ξ ´ ke1
ǫ
˙
This operator is designed so that given any function F px, yq, we have
Mǫ
`
F pǫx, ǫyqeikx˘ “ pMF qpǫx, ǫyqeikx
We will analyze some of our power nonlinearities using the standard Moser type estimate:
Theorem 1.2. Let s ě 0 be given, and suppose that g1, . . . , gq P L8pR2q X 9HspR2q. Then
g1g2 ¨ ¨ ¨ gq P 9Hs and
(1.5) } |D|spg1g2 ¨ ¨ ¨ gqq} ď Cps,qq
qÿ
j“1
} |D|sgj}
ź
l‰j
}gl}L8
Proof. See [30]. 
We pause to show that this estimate continues to hold for rescaled derivatives operating
on the type of power nonlinearities we consider here.
Lemma 1.1. Let q P 2N`1 and s ě 0 be given. Given functions f1, . . . , fq P L8pR2qX 9HspR2q
and a parameter k ą 0, we have the estimate
(1.6) } |D|sǫpf1 ¨ ¨ ¨ f q`1
2
f q`3
2
¨ ¨ ¨ f qq} ď Cps,qq
qÿ
j“1
} |D|sǫfj}
ź
l‰j
}fl}L8
Proof. Notice that we can write |D|sǫ “ ǫ´seikx|D|se´ikx. Introducing ψj “ fje´ikx, we have
} |D|sǫpf1 ¨ ¨ ¨ f q`1
2
f q`3
2
¨ ¨ ¨ f qq} ď }ǫ´s|D|spψ1 ¨ ¨ ¨ψ q`1
2
ψ q`3
2
¨ ¨ ¨ψq´1q}
ď Cps,qq
qÿ
j“1
} ǫ´s|D|sψj}
ź
l‰j
}ψl}L8
“ Cps,qq
qÿ
j“1
} |D|sǫfj}
ź
l‰j
}fl}L8
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where the Theorem 1.2 was used in the second inequality. 
We will also need another product estimate which, although weaker than that of Lemma
1.1, has the advantage that one can choose a particular factor to lie in an L2 space.
Lemma 1.2. Let q P 2N ` 1, s ě 0, k ą 0, and j P t1, . . . , qu be given. Let Λsǫfj P L2pR2q
and for l ‰ j, let Λsǫfl P Lˆ1pR2q. Then Λsǫ
´
f1 ¨ ¨ ¨ f q`1
2
f q`3
2
¨ ¨ ¨ f q
¯
P L2pR2q and
(1.7)
›››Λsǫ ´f1 ¨ ¨ ¨ f q`1
2
f q`3
2
¨ ¨ ¨ f q
¯›››
L2
ď Cs,q }Λsǫfj}L2
ź
l‰j
}Λsǫfl}Lˆ1
Proof. Introduce ψl “ fleikx as well as the repeated convolution operator ˚ml“1 fl :“ f1 ˚ f2 ˚
¨ ¨ ¨ ˚ fm; then we have
}Λsǫpf1 ¨ ¨ ¨ f q`1
2
f q`3
2
¨ ¨ ¨ f qq}
“
››››Bξ ´ ke1ǫ
Fs ´
˚
q`1
2
l“1 fˆl
¯
˚
´
˚
q
l“ q`3
2
fˆ l
¯››››
“
››››Bξ ´ ke1ǫ
Fs ´
˚
q`1
2
l“1 ψˆlpξ ´ ke1q
¯
˚
´
˚
q
l“ q`3
2
ψˆlp´ξ ´ ke1q
¯››››
Then we have using Peetre’s Inequality xxys ď Csxyysxx´ yys repeatedly that this last term
is bounded by
ď Cs,q
››››ˆ˚ q`12l“1 Bξ ´ ke1ǫ
Fs
ψˆlpξ ´ ke1q
˙
˚
ˆ
˚
q
l“ q`3
2
B
ξ ` ke1
ǫ
Fs
ψˆlp´ξ ´ ke1q
˙››››
“ Cs,q
›››››
ˆ
˚
q`1
2
l“1
B
ξ ´ ke1
ǫ
Fs
ψˆlpξ ´ ke1q
˙
˚
˜
˚
q
l“ q`3
2
B´ξ ´ ke1
ǫ
Fs
ψˆlp´ξ ´ ke1q
¸›››››
“ Cs,q
›››››
ˆ
˚
q`1
2
l“1
B
ξ ´ ke1
ǫ
Fs
ψˆlpξ ´ ke1q
˙
˚
˜
˚
q
l“ q`3
2
B
ξ ´ ke1
ǫ
Fs
ψˆlpξ ´ ke1q
¸›››››
Now estimating using Young’s Inequality in which the jth term is taken in L2 and the others
in L1, we have that this is controlled by
Cs,q
››››Bξ ´ ke1ǫ
Fs
fˆj
››››
L2
ź
l‰j
››››Bξ ´ ke1ǫ
Fs
fˆl
››››
L1
,
which is just the frequency side version of the desired estimate. 
1.2. Reductions to Special Cases. In this section we make a number of reductions to
special cases. Let s ą sc be fixed in what follows.
1.2.1. Local Well-Posedness Theory of HNLS. The local well-posedness theory of (1.1) in
subcritical Sobolev spaces is standard; we record the following version of it here:
Proposition 1.1. [4] There exists a unique maximal solution u P Cpr0, Tmaxq : Hsq to (1.1)
that enjoys the following properties:
‚ (Blow-up Alternative) If Tmax ă 8, then }uptq}Hs Ñ 8 as t Ñ Tmax. In addition
there is a constant Cs,q for which Tmax ě Cs,q}u0}1´qHs .
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‚ (Continuous Dependence on Initial Data) Suppose that upnq0 Ñ u0 in Hs. Let u, upnq
be the solutions to (1.1) with initial data u0, u
pnq
0 , respectively. Denote by T
pnq
max the
maximal blow-up time of upnq. Then for any closed interval I Ă r0, Tmaxq we have
I Ă r0, T pnqmaxq for sufficiently large n, and upnq Ñ u in CpI : Hsq.
‚ (Persistence of Regularity) If in addition we have u0 P Hs1 for some s1 ą s, then
u P Cpr0, Tmaxq, Hs1q.
‚ (Mass Conservation) }uptq} “ }u0} whenever t P r0, Tmaxq.
Proof. As a reference, see Theorems 4.12.1 and 5.7.1 of [4]. The local well-posedness in the
case α “ ´1 goes back to [5], and the local well-posedness in the case α “ 1 follows from
the work [14] which adapted the ideas of [5] in the mixed signature setting. Note that the
relatively strong persistence of regularity result here depends on the fact that we study NLS
equations with power nonlinearities of odd degree. 
1.2.2. Rescaling the Time Variable. We write upx, y, tq for a solution to (1.1) in order to
reserve the symbols px, y, tq for the space and time variables of the progenitor equation. We
will rescale u using two parameters p ą 0 and ω ą 0 to be chosen later as follows:
(1.8) upx, y, tq “ A
ˆ
1
2
a
p|2´ p|x,?py, 2ω 4p´1t
˙
“: ApX, Y, T q
Notice that with this scaling }ApT q}L8 “ }uptq}L8. Choose 0 ă p ă 2 when α “ 1 and p ą 2
when α “ ´1; in these cases the rescaled solution ApX, Y, T q now satisfies
(1.9)
$&%2iω
4
p
´1
AT ` 1
4
pp2´ pqAXX ´ pAY Y ` A|A|q´1 “ 0
Ap0q “ A0
1.2.3. Reduction to the Case of Smooth Initial Data and Sufficiently Rapid Hs Norm Growth.
We will show that Theorem 1.1 holds by proving that }uptq}Hs satisfies an appropriate
differential inequality. Formally one can use (1.1) to derive the following expression for this
derivative:
d
dt
pt}uptq}2Hsq “ }uptq}2Hs ` 2txΛsuptq,Λspiuptq|uptq|q´1qy(1.10)
In order to prove Theorem 1.1, it therefore suffices to show the bound
(1.11) }uptq}Hs ` 2txΛsuptq,Λspiuptq|uptq|q´1qy ď Cp}uptq}2Hs t P r0,Ts
Applying the rescaling (1.8) to the bound (1.11) gives the equivalent condition
d
dT
pT }ApT q}2Hsq “ }ApT q}2Hs ` 2T xΛsApT q,ΛspiApT q|ApT q|q´1qy
ď C }ApT q}2Hs(1.12)
on the rescaled time interval r0, 2ω 4p´1Ts, where now the constant C is independent of p.
Remark 1.1. The reason that the particular estimate (1.11) was chosen was to introduce a
small parameter into later estimates using a rescaling that leave our bounds invariant. In later
estimates needed to show the local well-posedness of our choice of progenitor equation (c.f.
the proof of Lemma 4.1) it will therefore be advantageous to choose ω so as to take advantage
of the factor of T ď 2ω 4p´1T in the expression 2T x|D|sApT q, |D|spiApT q|ApT q|q´1qy. Since we
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will take either p “ 1, 3 in the sequel, the factor ω 4p´1 may always be chosen small provided
ω ! 1 is chosen sufficiently small.
These manipulations of the time derivative of }A}Hs only makes sense provided the solution
is classical. In fact, later in the argument, we will require that even higher derivatives of A
be defined as well. Therefore we state the following standard mollification result:
Lemma 1.3. Let s ą sc and N “ Npsq ą s` 21 be given. Suppose that whenever u0 P HN ,
for any time T ą 0 for which the corresponding solution to (1.1) u P Cpr0,Ts : HNq, the
solution u satisfies the bound
(1.13) }uptq}Hs ď }u0}HsMp}u0}Hs, s, q, tq 0 ď T ď T
where M is increasing in its first argument. Then (1.13) in fact holds when u0 P Hs and for
any time T ą 0 for which the corresponding solution to (1.9) u P Cpr0,Ts : Hsq.
Proof. Let uι0 be the standard mollifier of u0, so that }uι0}HN ď Cpιq, }uι0}Hs ď }u0}Hs, and
}u0´uι0}Hs Ñ 0 as ιÑ 0. Let uι be the solution to (1.9) with uιp0q “ uι0. By the persistence
of regularity in Proposition 1.1 we have uι P Cpr0,Ts, HNpsqq. By hypothesis we have the
bound }uιpT q}Hs ď }uι0}HsMp}uι0}Hs, s, q, tq for all 0 ď T ď T. But then by the continuous
dependence on initial data of Proposition 1.1 we have for all 0 ď T ď T that
}uptq}Hs ď lim inf
ιÑ0
p}uιptq}Hs ` }uptq ´ uιptq}Hsq
ď lim inf
ιÑ0
}uι
0
}HsMp}uι0}Hs , s, q, tq
ď }u0}HsMp}u0}Hs, s, q, tq.

Remark 1.2. Lemma 1.3 is the only place in the entire argument that requires the fact that s
is a subcritical Sobolev index of (1.1). In particular, this result fails at the critical regularity
s “ sc since uniqueness holds in general only in a strict subspace of Cpr0,Ts : Hscq.
The contradiction argument forming the core of our argument is given in the
Beginning of the proof of Theorem 1.1. First, let us demonstrate how a bound of the form
(1.11) on some r0,Ts implies Theorem 1.1. First, note that from the local theory of Propo-
sition 1.1 we have a solution uptq defined on some interval of time Tloc which is the first time
at which }uptq}Hs “ 2}u0}Hs with Tloc ě Cs,q}u0}1´qHs . Now suppose that uptq has a finite
maximal time of existence Tmax ą Tloc. Integrating the ODE (1.11) on each subinterval
rTloc,Ts with T ă Tmax yields the inequality
lim sup
tÑT´max
}uptq}2Hs ď 4}u0}2Hs
ˆ
t
Tloc
˙C0
ď Cps, q, }u0}Hsq}u0}2HstC0
But the blow-up criterion of Proposition 1.1 now implies that Tmax “ `8. Since the a priori
bound above can be applied to any rTloc,Ts for T ą Tloc, the bound (1.3) indeed holds for
all time.
It remains to prove the bound (1.11). As in the last section, by rescaling it suffices to
show (1.12). Suppose that (1.12) did not hold; then there is some time T˚ P p0,Tq for which
}ApT˚q}2Hs ` 2T xΛsApT˚q,ΛspiApT˚q|ApT˚q|q´1qy ě 2C }ApT˚q}2Hs;
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then since A P Cpr0,Ts : HNq we have through (1.9) that
T ÞÑ }ApT q}2Hs ` 2T xΛsApT q,ΛspiApT q|ApT q|q´1qy
is a continuous map, and so there exists an interval rT1, T2s Ă p0,Tq of positive length on
which
}ApT q}2Hs ` 2T xΛsApT q,ΛspiApT q|ApT q|q´1qy ě C }ApT q}2Hs, T P rT1, T2s.
Now suppose we grant the following
Claim 1. Let ν P p1, 2q be given. Suppose that ApT q P CprT1, T2s : HNq is a solution to
(1.9) that for all T P rT1, T2s satisfies
}ApT q}2Hs ` 2T xΛsApT q,ΛspiApT q|ApT q|q´1qy ě C }ApT q}2Hs.
Then }ApT q}Hs ď p2ν ´ 1q}ApT1q}Hs for all T1 ď T ď T2.
Since here we have assumed that the hypotheses of the claim hold, we conclude that for
any ν P p1, 2q we please, }ApT q}Hs ď p2ν ´ 1q}ApT1q}Hs. However, if we integrate (1.12),
we find that }ApT2q}2Hs ě }ApT1q}2Hs
´
T2
T1
¯C
. However, this leads to a contradiction upon
choosing ν sufficiently close to 1 so that p2ν ´ 1q2 ă
´
T2
T1
¯C
. 
The rest of the argument proceeds on this interval rT1, T2s; we relabel rT1, T2s as r0,T s.
We make the following assumptions on A that hold for the remainder of the paper:
Assumption 1. In what follows, we may assume that we have a solution ApT q to the initial
value problem (1.9) with values in HNpsq defined on a time interval r0,T s on which we have
the estimate
(1.14) }ApT q}2Hs ` 2pT ` T1qxΛsApT q,ΛspiApT q|ApT q|q´1qy ě C }ApT q}2Hs
for some T1 ą 0.
1.3. Outline of the Proof of Claim. The rest of this paper is devoted to supplying the
proof of the outstanding claim in the proof of Theorem 1.1. The approach of this paper is to
regard a solution A of (1.9) as the modulation of a nonlinear geometric optics approximation
(1.15) z˜px, y, tq “ ǫApǫpx ` ω1tq, ǫy, ǫ2tqeipkx`ωtq `Opǫ2q
to some solution zpx, y, tq P C of a (still to be specified) “progenitor” equation for which
long-time well-posedness can be established independently of the dynamics of A, and that
indirectly controls the Hs-norm of A. Here k ą 0 is to be chosen later independent of
ǫ ą 0, and ω, ω1 are functions of k. The “Opǫ2q” in (1.15) typically contains higher order
correctors; the more of these higher order terms that are retained, the closer one can expect
the approximate solution to agree with the true solution z. The scaling of the above ansatz
on the perturbation parameter ǫ is balanced to yield an NLS-type equation over Opǫ´2q time
scales. The Fourier transform of the type of wave packets we consider here are given by
pF pǫx, ǫyqeikxq^pξ1, ξ2q “ 1
ǫ2
Fˆ
ˆ
ξ1 ´ k
ǫ
,
ξ2
ǫ
˙
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and are highly concentrated about the frequency pk, 0q. We also record the following scalings
in ǫ for wave packets:
}ǫF pǫx, ǫyqeikx}L2xy “ }F pX, Y q}L2XY “ Op1q
}ǫF pǫx, ǫyqeikx}L8xy “ ǫ}F pX, Y q}L8XY “ Opǫq
In this paper it will be necessary to develop the approximate solution z˜ so that the residual
terms are of size Opǫ6q in Sobolev space so that the remainder z´ z˜ is Opǫ3q in Sobolev space.
In this work, unlike in the usual full justification discussed in §1.1, we need only choose a
single sufficiently small value of ǫ and a single solution to the progenitor equation in order
to make conclusions about the behavior of the NLS solution A. However, we must also
choose an equation for z for which long-time existence can be shown without appealing to
the quantitative behavior of ApT q for T ą 0.
The progenitor equation governing the solution zptq which this wave packet approximates
is motivated by [31], and essentially consists of a toy version of the water wave problem4 with
an appropriately scaled power nonlinearity and a suitably constructed penalization term.
We collect the notation needed to state the progenitor equation in the unknown z. Let
ν ą 1 be an arbitrary positive parameter independent of ǫ to be determined later. Define
the control norm by
(1.16) λptq “ }Λ
s
ǫzttptq}2
ω4ν2}A0}2Hs
Recalling that ΛsǫpAeikxq “ pΛsAqeikx, if one grants that z and z˜ are sufficiently close over
Opǫ´2q time scales, then to leading order one expects
λptq “ }Apǫ
2tq}2Hs
ν2}A0}2Hs
`Opǫq
Notice that λptq is constructed so that its leading order is independent of ω and ǫ; hence any
estimates based on λptq will not depend on these quantities. Note also that λp0q “ ν´2 up
to terms of order ǫ, which is uniformly bounded away from 1 as ǫÑ 0.
We would like to design an equation that forces λptq to remain bounded by 1 for all
0 ď t ď T ǫ´2, since this is equivalent to proving Claim 1. For λ P r0, 1q, we define the
function gpλq satisfying:
gpλq “ 1´?1´ λ g1pλq “ 1
2
?
1´ λ
Notice that g is uniformly bounded on r0, 1q, but g1 diverges as λÑ 1.
We are at last ready to state the evolution equation governing z. Recall that Bk is the
mode filter whose Fourier transform is the characteristic function of the ball centered at
pk, 0q and of radius k
2
. Consider
(1.17)
$’’’&’’’%
ztt ` |D|pz ` Ckǫ2Bkpz|z{ǫ|q´1q `N pz, ω, ǫ, tqgpλptqq “ 0,
N pz, ω, ǫ, tq :“ ω2Bk pǫq`4z ` 2iǫ5pǫ2t` T1qz|z|q´1q
zp0q “ Bkz˜p0q
ztp0q “ Bk z˜tp0q
4Specifically, the water wave problem under the influence of gravity alone to recover (qHNLS), and acting
under capillary forces alone to recover (qNLS).
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By definition, z˜tp0q is calculated by differentiating the formula for z˜ptq with respect to t,
replacing any derivatives with respect to T in the functions of slow variables with spatial
derivatives and nonlinearities using (1.9), and evaluating at t “ 0. We will only need to
set p “ 1, 3 in the sequel; the case p “ 1 corresponds to (qHNLS) and the case p “ 3 to
(qNLS). The strange scaling in the power nonlinearity of (1.17) is designed to contribute the
appropriate power nonlinearity to (1.9) in the multiple scale calculation. Similarly, the high
powers of ǫ in the penalization term are chosen to make this term negligible with respect to
the error z ´ z˜. The coefficient N is chosen to exploit the growth condition of Assumption
1.
The first task in giving a full justification for (1.17) is to construct an approximate solution
z˜ as above satisfying the following properties:
Proposition 1.2. Let k ą 0 be given. Then there exists an N “ Npsq, and a function
z˜ “ ř6n“1 ǫnzpnq satisfying
(1) zp1q “ Apǫpx` ω1tq, ǫy, ǫ2tqeipkx`ωtq, where A solves the initial value problem (1.9).
(2) }Λsǫ z˜} ď Cpk, }A}HN q.
(3) }Λsǫpz˜ ´ ǫzp1qq} ď Cpk, }A}HN qǫ.
(4) z˜ satisfies the equation
z˜tt ` |D|pz˜ ` Ckǫ2z˜|z˜{ǫ|q´1 “ ǫ7R˜
where }ΛsǫR˜} ď Cpk, }A}HN qǫ´1.
Proof. See Section 2. 
The sense in which z and z˜ are close is given by
Proposition 1.3. Let T0 ď T be given, and let z˜ be the approximate solution defined by
(2.9). For some ν P p1, 2q, assume the existence of a function z solving the initial value
problem given by (1.17) for all px, yq P R2 and almost every time t P r0,T0ǫ´2s satisfying
z “ Bkz and
pz, zt, zttq P pC1 ˆ C0 ˆ L8qpr0,T0ǫ´2s : L2q.
Then there exists an ǫ0 ą 0 sufficiently small so that for all 0 ă ǫ ă ǫ0 the following holds:
for almost every t P r0,T0ǫ´2s we have the bounds:
(1.18) }Λsǫpzttptq ´ z˜ttptqq} ` }Λsǫpztptq ´ z˜tptqq} ` }Λsǫpzptq ´ z˜ptqq} ď Cps, k, }A}HN qǫ3
where in particular C is independent of T0.
Proof. See Lemma 3.1 in Section 4. 
Finally, we must show that (1.17) is well-posed for long times. If one grants a solution
to (1.17) exists, one can show using an energy type argument applied to (1.17) that λptq
satisfies a differential inequality that forces λptq to remain bounded uniformly away from 1.
In caricature, the differential inequality in question is of the form
(1.19)
´
1´ cg1pλptqq
¯
λ1ptq ą 0
where here c “ cps, q, }u0}Hs, ǫq ! 1 (see the calculations preceding (5.1) for a more precise
statement). Now if g1pλptqq ě 2{c, that is, if λptq ě 1´ pc{4q2, then we would conclude that
λ1ptq ă 0, which provides our uniform bound.
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However, there is a price to be paid for forcing λptq to obey the ODE (1.19): the the
equation (1.17) is a fully nonlinear equation with non-Lipschitz dependence, for which it is
not even clear that local solutions can be constructed. The long time existence of (1.17) is
therefore the most difficult step of the argument, and is summarized in the
Proposition 1.4. Let 1 ă ν ă 2 be given. Suppose that for all T P r0,T s, A P Cpr0,T s, HNq
satisfies Assumption 1. Then there exists an ǫ0 ą 0 sufficiently small depending on s, p, q, k,
}A0}HN , T as well as a choice of k ą 0 depending on T, }u}C0pr0,Ts:L8q so that the following
holds: there exists a function zpx, y, tq on R2 ˆ r0,T ǫ´2s for which zptq “ Bkzptq for every
t P r0,T ǫ´2s, for which Λsǫztt is defined and uniformly bounded for every px, y, tq with
Λsǫztt P L8pr0,T ǫ´2s, L2q
satisfying the key bound
(1.20) max
0ďtďT ǫ´2
}Λsǫzttptq}2
ω4ν2}A0}2Hs
ă 1
and which solves the initial value problem given by (1.17) for every px, yq P R2 and almost
every t P r0,T ǫ´2s.
Proof. See Section 4 for the local well-posedness, and Section 5 for the long-time well posed-
ness. We pause to note that a sufficiently large choice of C in the growth condition of
Assumption 1 and a sufficiently small choice of ω play the role of small parameters that
allow us to control the full nonlinearity in (1.17). 
Assuming these propositions we can give the
Proof of Claim 1. Consider ǫ P p0, ǫ0s for an ǫ0 ą 0 to be taken sufficiently small in what
follows. Using A, ǫ, k and p we construct the approximate solution z˜ given by Proposition
1.2. Introduce 1 ă ν ă 2 to be determined later. Then since Assumption 1 holds by
hypothesis, we may choose k ą 0 and ǫ0 ą 0 sufficiently small so as to invoke Proposition 1.4
to construct the almost everywhere solution zptq to (1.17) that exists and satisfies (1.20) on
r0,T ǫ´2s. Choose ǫ0 ą 0 sufficiently small so that the conclusion of Proposition 1.3 holds.
Then using (1.20), Propositions 1.2, 1.3 and 1.4, we have
}Apǫ2tq}Hs ď ω´2}Λsǫ z˜ttptq} ` Cpk, }A}HN qǫ
ď ω´2}Λsǫzttptq} ` ω´2}Λsǫpzttptq ´ z˜ttptqq} ` Cpk, }A}HN qǫ
ď ω´2}Λsǫzttptq} ` Cpk, }A}HN qǫ a.e. t P r0,T ǫ´2s
ă ν}A0}Hs ` Cpk, }A}HN qǫ a.e. t P r0,T ǫ´2s
Finally, choose ǫ0 ą 0 so small so that Cpk, }A}HN qǫ ă pν ´ 1q}ΛsA0}. Then with T “ ǫ2t
we have
}ΛsApT q} ă p2ν ´ 1q}ΛsA0} a.e. T P r0,T s
By Proposition 1.1, }ΛsApT q} is a continuous function of T , and so
}ΛsApT q} ď p2ν ´ 1q}ΛsA0} T P r0,T s
which is the conclusion of Claim 1. 
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Remark 1.3. We draw special attention to the fact that the choice of ǫ plays an important
analytic role in closing the above argument by eliminating a constant that depends upon the
HN -norm of A. This control is vital, since there is of course no reason that the HN -norm of
A should be controlled by the Hs-norm of A.5
2. Formal Calculation of the Approximate Solution
In this section we derive the formal approximate solution z˜ptq. The derivation of z˜ptq is
a routine multiple scales calculation, and is given after the presentation of some standard
lemmas giving the formal expansion of the Fourier multipliers appearing in our equations.
2.1. Lemmas on Multiple Scales Expansions.
Lemma 2.1. Let s,m ě 0 be integers, k ą 0 and ǫ ą 0 be given. Then for any function
F P Hs`m, there is a constant C depending on k, s,m so that››pI ´ Bkq `F pǫx, ǫyqeikx˘››Hsxy ď Cǫm´1}F }Hs`mXY
Proof. We calculate by Plancherel’s Identity that for any m ě 0 that››pI ´ Bkq `F pǫx, ǫyqeikx˘››L2xy
“
˜ż
|pξ1´k,ξ2q|ą k2
ˇˇˇˇ
1
ǫ2
Fˆ
ˆ
ξ1 ´ k
ǫ
,
ξ2
ǫ
˙ˇˇˇˇ2
dξ
¸1{2
ď
˜ż
|pξ1´k,ξ2q|ą k2
ˇˇˇˇ
ǫm
xpξ1 ´ k, ξ2qym
1
ǫ2
zΛmF ˆξ1 ´ 1
ǫ
,
ξ2
ǫ
˙ˇˇˇˇ2
dξ
¸1{2
ď Cǫm´1}F }Hm
XY
where the constant C depends only on m and k. Note that we have lost a power of ǫ by
measuring F in L2XY where X “ ǫx, Y “ ǫy. Since Bk commutes with differentiation, the
result now follows upon applying the above to BjF for |j| ď s. 
In order to perform the formal expansion of the approximate solution, we first need an
expansion of |D| about a wave packet Feiφ, that is, about the fixed frequency ξ “ pk, 0q.
Using the expansion of the symbol |ξ| in Fourier space
(2.1) |ξ| “ |k| ` k|k| pξ1 ´ kq `
1
|k|ξ
2
2
` ¨ ¨ ¨
we find by formal Taylor expansion that the corresponding series development of the symbol
of |D|p is given by
|ξ|p “ |k|p ` pk|k|p´2pξ1 ´ kq ` p|k|p´2ξ22 `
1
2
ppp´ 1q|k|p´2pξ1 ´ kq2
`
5ÿ
j“3
Pjpξ1 ´ k, ξ2q `Op|pξ1 ´ k, ξ2q|6q(2.2)
5Indeed, by an inspection of the proof of Lemma 1.3, we must consider scenarios in which the HN -norm is
arbitrarily large as ι Ñ 0 in order to prove the result for low regularity initial data.
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where the polynomials Pj are of degree j, have coefficients depending on k and p, and will
not be explicitly used in the formal calculation. When applied to a wave packet of the
form F pǫx, ǫyqeikx and written in physical space, the multiplier formally corresponds to the
multiscale operator
|D|p “ |k|p ´ ipk|k|p´2ǫBx1 ´ p|k|p´2ǫ2B2y1 ´
1
2
ppp´ 1q|k|p´2B2x1
`
5ÿ
j“3
ǫjPjp´iBx1,´iBy1q ` ¨ ¨ ¨(2.3)
:“
5ÿ
j“0
ǫjp|D|pqpjq ` ¨ ¨ ¨
To make this rigorous we present the
Lemma 2.2. Let k ‰ 0, p ą 0 and ǫ ą 0 be given. Then for any function F P Hp`6, there
is a constant C depending only on k so that
›››››
˜
|D|p ´
5ÿ
j“0
ǫjp|D|pqpjq
¸
pFeikxq
››››› ď Cǫ5}F }H6`p
Proof. We may use Lemma 2.1 to reduce the estimate to wave packets of the form BkFe
ikx;
specifically we have
›››››
˜
|D|p ´
5ÿ
j“0
ǫjp|D|pqpjq
¸
pFeikxq
››››› “
›››››
˜
|D|p ´
5ÿ
j“0
ǫjp|D|pqpjq
¸
pBkFeikxq
›››››
` ››pI ´ Bkq|D|ppFeikxq››
`
5ÿ
j“0
ǫj
››pI ´ Bkqp|D|pqpjqpFeikxq››
The third term above is bounded by Cǫ5}F }H7, and by Lemma 1 the second term is bounded
by Cǫ5}F }H6`p. Now writing |ξ|p “ ξp1p1` ξ22{ξ21q
p
2 with principal branch cuts, we have that
the Taylor series of |ξ|p converges absolutely and uniformly on any compact contained in
tξ : |ξ1 ´ k| ă k and |ξ2| ă |ξ1|u. Since the support of Bˆk is compactly contained in this set,
we are justified in expanding the symbol of |D|p in Fourier space on the support of Bˆk, and
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doing so gives us the estimate›››››
˜
|D|p ´
5ÿ
j“0
ǫjp|D|pqpjq
¸
pBkFeikxq
›››››
“
¨˝ż
|pξ1´k,ξ2q|ď 12k
ˇˇˇˇ
ˇ|ξ|p ´ 5ÿ
j“0
Pkpξ1 ´ k, ξ2q
ˇˇˇˇ
ˇ
2 ˇˇˇˇ
1
ǫ2
Fˆ
ˆ
ξ1 ´ k
ǫ
,
ξ2
ǫ
˙ˇˇˇˇ2
dξ‚˛1{2
ď Ck
˜ż
|pξ1´k,ξ2q|ď 12k
|pξ1 ´ k, ξ2q|12
ˇˇˇˇ
1
ǫ2
Fˆ
ˆ
ξ1 ´ k
ǫ
,
ξ2
ǫ
˙ˇˇˇˇ2
dξ
¸1{2
ď Cǫ5}F }H6

2.2. Multiscale Calculation of the Approximate Solution. We now give the construc-
tion of the function z˜ that satisfies the equation
(2.4) z˜tt ` |D|pz˜ ` Cωǫ2z˜|z˜{ǫ|q´1 “ ǫ7R˜
We seek a formal approximate solution in the form of an asymptotic series
z˜ „
8ÿ
n“1
zpnq
where each term zpnq “ zpnqpx0, x1, y1, t0, t1, t2q is a function of the multiscale variables.
Substitute the asymptotic series into (2.4). Since we insist that zp1q “ Aeipkx`ωtq “: Aeiφ,
collecting the terms of size Opǫq gives
p´ω2 ` kpqzp1q “ 0
which is solved by taking ω2 “ kp. Next, the Opǫ2q terms yield
pB2t0 ` p|D|pqp0qqzp2q “ ´p2Bt0Bt1 ´ ipk|k|p´2Bx1qzp1q(2.5)
“ ´ip2ωBt1 ´ pk|k|p´2Bx1qAeiφ,
where ω1 denotes the group velocity
ω1 “ pk|k|
p´2
2ω
“ 1
2
p|k| 12 pp´2q
Now if the right hand side of (2.5) is not zero, then (2.5) has a resonant forcing term, in which
case zp2q will necessarily have a contribution having an amplitude that grows linearly in time.
Since we are considering solutions over time scales on the order Opǫ´2q, such a term would
eventually be of order Op1q, which would contradict the fact that we seek a solution in the
form of an asymptotic series. Our assumption that the formal series solution is asymptotic
over Opǫ´2q time scales therefore forces the resonant in the right hand side of (2.5) to vanish.
We arrange for this to occur by assuming that A “ ApX, Y, T q alone, where we introduce
the slow characteristic variable X “ x1 ` ω1t1, as well as the slow variables Y “ y1, T “ t2.
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Since we will need the freedom later in the calculation, we also take zp2q “ Ap2qpX, Y, T qeiφ
where Ap2q is yet to be determined. Collecting the Opǫ3q terms gives us the equation
pB2t0 ` p|D|pqp0qqzp3q “ ´p2Bt0Bt1 ´ iBx1qzp2q
´ `2Bt0Bt2 ` B2t1 ` p|D|pqp2q˘ zp1q
´ CωA|A|q´1eiφ
“ ´
ˆ
2iωBT `
ˆ
pω1q2 ´ 1
2
ppp´ 1q|k|p´2
˙
B2X ´ |pk|p´2B2Y ` Cω|A|q´1
˙
Aeiφ
We can arrange for the right hand side of this equation to vanish if we insist that A satisfies
the NLS equation
(2.6) 2iωAT ` 1
4
pp2´ pq|k|p´2AXX ´ pkp´2AY Y ` CωA|A|q´1 “ 0
Notice that for any choice of k ą 0, the signs of the coefficients of AXX and AY Y are opposite
whenever 0 ă p ă 2 and agree when p ą 2; this allows us to treat both the defocusing
elliptic case and the hyperbolic case simultaneously. Notice also that kp´2 “ ω2´ 4p ; therefore
by multiplying this equation by ω
4
p
´2, we see that this equation agrees with the rescaled
equation (1.9) provided we choose Cω “ ω2´
4
p .
Next we must be able to construct in principle higher order correctors in order to construct
an approximate solution with sufficiently small residual. We proceed inductively, assuming
that the correctors zp1q “ Aeiφ, zp2q “ Ap2qeiφ, . . . , zpnq “ Apnqeiφ have been found. Collecting
the Opǫn`1q terms yields an equation for zpn`1q of the form
pB2t0 ` p|D|pqp0qqzpn`1q “ ´p2Bt0Bt1 ´ iBx1qzpnq
´ `2Bt0Bt2 ` B2t1 ` p|D|pqp2q˘ zpn´1q(2.7)
´
j1`j2ě2ÿ
j1`j2`j3“n`1
Btj1Btj2zpj3q ´
nÿ
j“3
p|D|pqpjqzpn`1´jq
´
ÿ
j1`j2`¨¨¨`jq“q`n´2
¨˝
q`1
2ź
i“1
zpjiq‚˛
¨˝
qź
i“ q`3
2
zpjiq‚˛
Since Apnq “ ApnqpX, Y, T q, the first line on the right hand side of (2.7) vanishes. The other
terms on the right hand side of (2.7) can be arranged to vanish as well provided we choose
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Apn´1q to satisfy the equation
2iωA
pn´1q
T `
1
4
pp2´ pqkp´2Apn´1qXX ´ pkp´2Apn´1qY Y
“ ´q ` 1
2
Apn´1q|A|q´1 ´
ˆ
q ´ 1
2
˙
A2A
pn´1q|A|q´3
´
j1`j2ě2ÿ
j1`j2`j3“n`1
Btj1Btj2Apj3q ´
nÿ
j“3
p|D|pqpjqApn`1´jq(2.8)
´
ÿ
j1`j2`¨¨¨`jq“q`n´2
¨˝
q`1
2ź
i“1
Apjiq‚˛
¨˝
qź
i“ q`3
2
A
pjiq‚˛
For our purposes we need only take the approximate solution to six terms, and so we define
(2.9) z˜ “
6ÿ
n“1
ǫnzpnq “
6ÿ
n“1
ǫnApnqeiφ
where Ap1q “ A. For convenience we set Apjqp0q “ 0 for all j ě 2.
In order to account for the number of derivatives of A needed to construct the correctors
in the approximate solution, we have the
Lemma 2.3. Suppose that A is a solution to (2.6) that exists on a time interval r0,T s
and satisfies Ap0q “ A0 P HN . Then the modulations Apjq, j “ 2, . . . , 6 of the correctors
satisfying (2.8) and Apjqp0q “ 0 also exist on r0,T s with values in HN´2j. Therefore if we
choose Npsq ą s` 21 we have the bounds
(i) }Λsǫ z˜} ď Cpk, }A}HN q
(ii) }Λsǫpz˜ ´ zp1qq} ď Cpk, }A}HN qǫ
(iii) }ΛsǫR˜} ď Cpk, }A}HN qǫ´1
(iv) }ΛsǫBtR˜} ď Cpk, }A}HN qǫ´1
Proof. Since we only need to consider the cases p “ 1, 3, we require that Apjq P H9 in order
to apply Lemmas 2.1 and 2.2. Consider (2.8) written using the DuHamel formulation. Now
the equations for the Apn`1q are linear with the variable coefficients consisting of products
of A and A. By the induction hypothesis, we may replace any time derivatives falling on
the factors A,Ap2q, . . . , Apnq by the corresponding space derivatives and higher order non-
linearities. Since each time derivative is replaced by at most two space derivatives in this
way, the nonlinearity consists of factors depending on at most 2pn ´ jq derivatives of Apjq,
Gro¨nwall’s inequality along with the Sobolev embedding H2 ãÑ L8 with a quick induction
argument implies that }Apn´1q}Hm ď Cp}A}H2pn´1q`mq. Since we need only set p “ 1, 3, this
implies that we need control over }Ap6q}H9 ď Cp}A}H19q, and similarly the bounds (i), (ii)
follow provided we choose Npsq ě s`19. In the same way, the highest number of derivatives
appearing in the residual R˜ is through B2t acting on Ap6q, so that (iii) follows upon choosing
Npsq ą s` 19, and (iv) then follows upon taking Npsq ą s` 21. 
In the process of deriving the ODE for λptq we encounter the expression
x|D|2sǫ z˜tt,´|D|pz˜t ´ ǫ2BtBkpz˜|z˜{ǫ|q´1qy
We explicitly calculate the leading order term of this expression here.
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Proposition 2.1. Assume that A P Cpr0,T s : HNpsqq for Npsq ą s`21. Then the following
leading order identity holds:ˇˇxΛ2sǫ z˜tt,´|D|pz˜t ´ ǫ2BtBkpz˜|z˜{ǫ|q´1qy ´ Cωǫ2xΛ2sA, iA|A|q´1yˇˇ ď Cp}A0}HN qǫ3
Proof. Upon differentiating (2.4) with respect to t we have the following identity:
(2.10) ´ |D|pz˜t ´ ǫ2BtBkpz˜|z˜{ǫ|q´1q “ z˜ttt ´ ǫ7BtR˜
Now using Lemmas 2.1 and 2.3, we have
(2.11)
ˇˇxΛ2sǫ z˜tt,´|D|pz˜t ´ ǫ2BtBkpz˜|z˜{ǫ|q´1qy ´ xΛ2sǫ z˜tt, z˜tttyˇˇ ď Cp}A}HN qǫ6
and so it suffices to calculate the leading order term of xΛ2sǫ z˜tt, z˜ttty. By (2.9), each time
derivative Bt acts on z˜ as iω ` ω1ǫBX ` ǫ2BT . Now the contributionA
Λ2sǫ piω ` ω1ǫBXq2 z˜, piω ` ω1ǫBXq3 z˜
E
vanishes, since Λsǫ is self-adjoint and piω ` ω1ǫBXq is skew-adjoint. Therefore in the nonzero
contributions there must be at least one occurrence of ǫ2BT . The leading order contribution
of what remains is therefore of the form
xΛ2sǫ piωq2z˜p1q, piωq2ǫ2BT z˜p1qy “ Cωǫ2xΛ2sA, iA|A|q´1y
with all other contributions of size at most Cp}A}HN qǫ3 by Lemma 2.3. 
3. Remainder Estimates
Since the power nonlinearity of (1.17) is constructed to scale in ǫ just as a cubic nonlin-
earity, we may follow [21] and show the a priori estimates of the remainder r “ z ´ z˜ on the
interval r0,T ǫ´2s with a straightforward application of Gro¨nwall’s inequality.
Lemma 3.1. Suppose T0 ď T is given. Suppose further that a solution z to
(3.1)
$’&’%
ztt ` |D|pz ` ǫ2Bkpz|z{ǫ|q´1q `N gpλptqq “ 0
zp0q “ Bkz˜p0q
ztp0q “ Bkz˜tp0q
exists in the sense that z “ Bkz and
pz, zt, zttq P pC1 ˆ C0 ˆ L8qpr0,T0ǫ´2s, L2q
satisfying the bound λptq ă 1 for all t P r0,T0ǫ´2s, and z solves (3.1) for every px, yq P R2
and almost every t P r0,T0ǫ´2s. Then there exists a constant C “ Cps, p, q, k,T , }A}HN q
that is independent of T0 and an ǫ0 ą 0 sufficiently small depending on s, p, q, k,T , }A}HN
so that the following estimate of r :“ z ´ z˜ holds for all 0 ă ǫ ă ǫ0 and almost every
t P r0,T0ǫ´2s:
}Λsǫrptq}2 ` }Λsǫrtptq}2 ` }Λsǫrttptq}2 ď Cǫ3
Remark 3.1. Heuristically, we expect to control r and rt using energy based arguments, and
rtt using the equation governing r. This is possible since the penalization term depends only
on λ through the term gpλptqq, which is uniformly bounded as a function of λ. Differentiating
the progenitor equation in time shows that Bjt rtt generally depends on gpjqpλptqq, over which
we have no control for j ě 1 since we expect that λ will be near 1. Therefore such higher
derivatives Bjt ztt do not remain in the modulation regime over NLS time scales. Indeed this
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is necessary to the success of our program, since constructing the ODE (1.19) depends on
this occurring.
Proof. The governing equation (3.1) reads
(3.2) ztt ` |D|pz “ ´ǫ2Bkpz|z{ǫ|q´1q ´ BkN gpλptqq
Subtracting from this the approximate equation
(3.3) z˜tt ` |D|pz˜ “ ´ǫ2z˜|z˜{ǫ|q´1 ` ǫ7R˜
gives the governing for the remainder r :“ z ´ z˜ which reads
rtt ` |D|pr “ ǫ2Bkpz˜|z˜{ǫ|q´1 ´ z|z{ǫ|q´1q ´ BkN gpλptqq(3.4)
´ ǫ7R˜` ǫ2pI ´ Bkqpz˜|z˜{ǫ|q´1q
Consider the energy
(3.5) Rptq “ 1
2
}Λsǫrt}2 `
1
2
} |D| p2Λsǫr}2
By applying Λsǫ to (3.4) and taking the inner product with Λ
s
ǫrt, we see that Rptq is absolutely
continuous and obeys the following differential inequality:
dR
dt
ď ǫ2|xΛsǫpz|z{ǫ|q´1 ´ z˜|z˜{ǫ|q´1q,Λsǫrty|
` |xΛsǫBkN ,Λsǫrty|(3.6)
` |xΛsǫǫ7R˜,Λsǫrty|
` ǫ2|xΛsǫpI ´ Bkqpz˜|z˜{ǫ|q´1q,Λsǫrty| a.e. t P r0,T0ǫ´2s
:“ T1 ` T2 ` T3 ` T4
In order to bound those terms, first note that Lemma 2.1 as well as the fact that z “ Bkz
allows us to estimate:
}r}Lˆ1 ď }Bkr}Lˆ1 ` }pI ´ Bkqpz ´ z˜q}Lˆ1
ď C}Bkr}H2 ` }pI ´ Bkqz˜}Lˆ1
ď Ck,p}Bk|D|
p
2 r}L2 ` C}pI ´ Bkqz˜}H2(3.7)
ď Ck,pRptq 12 ` Cǫ6
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We will only estimate T1 in detail, since the other terms are strictly easier. We have writing
z “ z˜ ` r and using Lemma 1.2 and (3.7) that
T1 ď ǫ2}Λsǫrt} }Λsǫpz|z{ǫ|q´1 ´ z˜|z˜{ǫ|q´1q}
“ ǫ3´q}Λsǫrt} }Λsǫpz|z|q´1 ´ z˜|z˜|q´1q}
ď Cs,qǫ3´q}Λsǫrt} }Λsǫr}
qÿ
j“1
}Λsǫr}j´1Lˆ1 }Λsǫ z˜}
q´j
Lˆ1
ď Cs,q,k,p,}A}
Hs`2
ǫ3´qRptq
qÿ
j“1
´
Rptq 12 ` ǫ6
¯j´1
ǫq´j
ď Cs,q,k,p,}A}
HN
ǫ2Rptq
qÿ
j“1
´
ǫ´1Rptq 12 ` ǫ5
¯j´1
ď Cs,q,k,p,}A}
HN
ǫ2Rptq
´
1` ǫ´1Rptq 12
¯q´1
From this point on in the proof we suppress the dependence of constants C on s, q, k, p, }A0}HN ,T
for brevity. Applying similar estimates to T2, T2, T4 and noting that |gpλq| ă 1 and q`4 ě 7
then yields
dR
dt
ď Cǫ2Rptqǫ4´qp1` ǫ´1Rptq 12 qq´1
` Cǫ7p1` ǫ´1Rptq 12 qq´1qp1`Rptq 12 qRptq 12
` CRptq 12 ǫ6 a.e. t P r0,T0ǫ´2s
ď CRptq 12
´
ǫ6 ` Cǫ7p1` ǫ´1Rptq 12 qq´1
¯
` p1` ǫ´1Rptq 12 qq´1ǫ2Rptq a.e. t P r0,T0ǫ´2s
where we have used Lemma 2.1 to estimate T4, as well as lost one power of ǫ using Lemma
2.3 to estimate R˜ in L2. For 0 ď t ď T , define
SpT q “ sup
0ďtďT
Rptq
Then we have in addition that for 0 ď t ď T ď T0ǫ´2 that
dR
dt
ptq ď CSpT q 12
´
ǫ6 ` Cǫ7p1` ǫ´1SpT q 12 qq´1
¯
` p1` ǫ´1SpT q 12 qq´1ǫ2Rptq a.e. t P r0,T0ǫ´2s
Integrating this equation and taking the supremum over all t P r0, T s then yields the following
bound for every 0 ď t ď T :
SpT q ď
´
Rp0q ` CSpT q 12
´
ǫ6 ` Cǫ7p1` ǫ´1SpT q 12 qq´1
¯
t
¯
exp
´
p1` ǫ´1SpT q 12 qq´1ǫ2t
¯
ď
´
Cǫ7 ` CSpT q 12
´
ǫ4 ` Cǫ5p1` ǫ´1SpT q 12 qq´1
¯¯
exp
´
Cp1` ǫ´1SpT q 12 qq´1
¯
where we have used T ď T0ǫ´2 ď T ǫ´2 as well as Lemma 2.1 to estimate that Rp0q ď Cǫ7.
We now begin a proof by continuity. Let T˚ “ inftT P r0,T0ǫ´2s : SpT q ą ǫ6u, which
is well-defined since SpT q is continuous. If T˚ “ T0ǫ´2, then we are done. If not, then
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evaluating the above bound at T “ T˚ would read
ǫ6 “ SpT˚q
ď
´
Cǫ7 ` CSpT˚q 12 ǫ4
¯
exp
´
Cp1` ǫ´1SpT˚q 12 qq´1
¯
ď `Cǫ7˘ exp ´Cp1` ǫ2q 12 qq´1¯
ă ǫ6
where we have chosen ǫ0 ą 0 sufficiently small depending on s, p, q, k,T , }A}HN . This
contradiction establishes control of the first two terms in the estimate of this proposition.
Control of }Λsǫrttptq} then follows by applying Λsǫ to (3.4) and estimating directly in L2. The
necessary estimates parallel those just performed in the above energy estimate, and so we
omit the details. 
4. Local Well-Posedness of the Progenitor Equation
At this point we have computed an approximate solution z˜ “ ǫAeiφ`Opǫ2q on the interval
r0,T ǫ´2s satisfying the approximate progenitor equation (2.4) and constructed through a
solution A of the HNLS equation (2.6) on the interval r0,T s with A0 P Cpr0,T s : HNq and
subject to Assumption 1. We have also shown that if one assumes an appropriate form of
existence of a solution zptq to (1.17) on r0,T ǫ´2s, then it remains within Opǫ3q of z˜ptq in
Sobolev space on the interval r0,T ǫ´2s. We now address the well-posedness of (1.17) to
which z˜ serves as an approximation.
The reason that long-time well-posedness of (1.17) is not immediate is the appearance
of gpλptqq and its derivatives. If a time t˚ is reached at which λpt˚q “ 1, then one cannot
construct a continuation of the solution beyond t˚ using any kind of contraction mapping
arguments since g1pλq is not defined for λ ě 1. Therefore, on any interval on which we would
like this equation to make sense, we must show that λptq stays uniformly bounded away from
1. This problem is solved by the ODE argument made possible by the crucial choice N of
coefficient in the penalization term together with the growth condition of Assumption 1.
However, even if one grants that λptq remains uniformly bounded away from 1, the intro-
duction of λptq in the nonlinearity forces the equation to be fully nonlinear, which in turn
prevents us from using a straightforward contraction mapping argument to establish local
well-posedness. Therefore we give a more roundabout construction that produces a weaker
notion of solution6 for (1.17), but is nonetheless sufficient for our purposes.
Since, in general, we will need to construct a solution at some given time T1ǫ
´2 P r0,T ǫ´2s,
we apply a translation in time t ÞÑ t ´ T1ǫ´2 so that the initial conditions begin at t “ 0.
The precise statement of the local well-posedness result is as follows:
Proposition 4.1. (Local Well-Posedness of (1.17)) Fix ν P p1, 2q, and let T1 ď T be given.
Denote
(4.1) λpfq “ }Λ
s
ǫf}2
ν2ω4}ΛsA0}2
6This notion of solution is reminiscent of a PDE analogue of “solutions of extended type” in the Carathe´odory
existence theorem for ODEs; see p. 42 as well as Theorem 1.1 in Chapter 2 of [6].
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Then there is an ǫ0 ą 0 depending on s, p, q, k, }A0}Hs, ν so that for all 0 ă ǫ ă ǫ0 the
following holds:
(a) Assume the initial data zp0q in (1.17). Then there exists a w0 satisfying the compat-
ibility condition
(4.2) w0 “ ´|D|pzp0q ´ ǫ2Bkpzp0q|zp0q{ǫ|q´1q ´N p0qgpλpw0qq
where
(4.3) N p0q :“ Bkω2
`
ǫq`4zp0q ` 2ipǫ7t ` ǫ5pT1 `T1qqzp0q|zp0q|q´1
˘
as well as the bound λpw0q ď 12 ` 12ν2 ă 1.
(b) Assume that (1.17) has initial data pu0, v0, w0q “ pΛsǫzp0q,Λsǫztp0q,Λsǫzttp0qq which
satisfies u0 “ Bku0, v0 “ Bkv0, w0 “ Bkw0, the bounds
(4.4) maxp}u0}, ω´1}v0}, ω´2}w0}q ď 2}A0}Hs,
the bound
(4.5) }Λ´sǫ u0}L8 ď 2ǫ}A0}L8 ,
as well as satisfying the compatibility condition (4.2). Suppose further that λ0 :“
λpw0q ă 1 satisfies
(4.6) g1pλ0q ď 16ǫ
´pq`4q
C
for some universal constant C ą 1 to be chosen in the course of the proof. Then there
is a t ą 0 for which there is a lower bound t0 ă t depending only on ǫ, k, s, p, q, 1´λ0
so that
(i) There is a z so that Λsǫzttpx, y, tq is a bounded measurable function on R2ˆr0, ts
with Λsǫztt P L8pr0, ts, L2q which solves (1.17) for every px, yq P R2 and almost
every t P r0, ts, and in particular solves the equation at t “ t.
(ii) For every t P r0, ts we have zptq “ Bkzptq.
(iii) For every t P r0, ts we have
(4.7) maxp}Λsǫzptq}Cpr0,ts,L2q, ω´1}Λsǫztptq}2Cpr0,ts,L2qq ď 3}A0}Hs
(iv) For every t P r0, ts, we have the bound
(4.8) |λpzttptqq ´ λ0| ď 1
2
p1´ λ0q
Remark 4.1. Although we have only shown that zptq is such that the equation (1.17) is
satisfied for almost every t P r0, ts, it is still true that the bound (4.8) gives control of λptq
everywhere in r0, ts. This bound holds in particular at t “ t by construction, and hence the
fact that zptq is a solution only almost everywhere poses no trouble in iterating this local
well-posedness result. Moreover this gives sufficient control over the growth of λ to construct
an analogue of a bootstrap argument using the ODE (1.19) for λ.
The proof of Proposition 4.1 will occupy the remainder of this section and entails several
steps which we outline here. In essence, we will construct a sequence of approximate solutions
formed by discretizing the full nonlinearity in time, and extract a solution by compactness. In
particular, we emphasize that throughout the construction, the growth condition (1.14) and
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the rescaling (1.8) are used crucially to control the terms contributed by the full nonlinearity
in a contraction mapping argument. In more detail, we will perform the following steps:
(§4.1) Fixing a small interval r0, 2t0s, partition into n equal subintervals I0, I1 . . . , In´1.
On each, construct a solution ztnu to an approximate version of (1.17) on Ij by
replacing the dangerous full nonlinearity gpλpzttqq by its average value and passing
to a time-differentiated version of (1.17), assuming that this construction has been
carried out on the subintervals I0, . . . , Ij´1. Since we expect z
tnu
tt to exhibit jumps
across the endpoints of the subintervals, we must simultaneously construct initial
data satisfying the correct compatibility conditions as well. Closing these arguments
requires an appropriate choice of C and ω. This step subsumes the proof of part (a).
(§4.2) By concatenating the solutions inductively constructed in §4.1, construct a sequence
of approximate solutions on the whole interval r0, 2t0s where the full nonlinearity has
been approximated by a step function subordinated to a partition of r0, 2t0s into n
subintervals. This solution will be discontinuous and is not prima facie uniformly
bounded in n. Use the almost-conservative nature7 of the approximate equations to
show that the sequence of approximate solutions are uniformly bounded pointwise
on a common space-time domain R2 ˆ r0, 2t0q.
(§4.3) Use compactness to extract a subsequence that converges pointwise everywhere on
R
2 ˆ r0, 2t0q to a function that satisfies the original equation for every px, yq P R2
and almost every r0, 2t0q. One can then choose t to be any time between t0 and 2t0
at which the equation is satisfied.
4.1. Constructing the solution on subintervals of r0, 2t0s. In this subsection we fix no-
tation to be more specific about the discretization of the full nonlinearity in the penalization
term. Let n be given, and set h :“ 2t0{n and tj “ jh for j “ 1, 2, . . . , n. Partition the whole
interval r0, 2t0s into subinterval of equal length r0, t1s, rt1, t2s, . . . , rtn´1, tns “ I0, I1, . . . , In´1.
Given a function fptq defined on Ij, denote its average on Ij by
(4.9) mpjqn fptq :“
 
Ij
fpτq dτ
For fptq defined on r0, 2t0s, define the piecewise constant approximation
(4.10) mnfptq :“
n´1ÿ
j“0
1Ijm
pjq
n fptq
Our local well-posedness result will require differentiating our evolution equation in time.
Since we are only given initial data for z, zt, we show in (a) that we can supply initial data
for ztt that is compatible with the evolution equation.
Part (a) of Proposition 4.1. Recall zp0q “ Bkz˜p0q. Consider the mapping
(4.11) FpW q “ ´|D|Λsǫzp0q ´ ǫ3´qBkΛsǫpzp0q|zp0q|q´1q ´N p0qgpλp|D|sǫΛ´sǫ W qq
and the associated space
(4.12) X “ tW P L2 : W “ BkW, }W ´ Λsǫ z˜ttp0q} ď ǫ
1
2 u
7Note that this requires a defocusing choice of sign on the power nonlinearity of the progenitor equation
(1.17) and hence for the progeny equation (1.9) as well.
23
equipped with the L2-norm. The space X is nonempty since BkΛ
s
ǫ z˜ttp0q P X by Lemma 2.1.
To show that F maps X into itself, note first that BkFpW q “ FpW q immediately from the
definition. Moreover, given a W P X, we have for ǫ0 ą 0 chosen sufficiently small depending
on s, p, q, k, }A0}HN that
}FpW q ´ Λsǫ z˜ttp0q} ď }Λsǫ pz˜ttp0q ` |D|z˜p0qq } ` Cǫ3´q}zp0q}q´1L8 }Λsǫzp0q}
` Cǫ7g `λ `|D|sǫ z˜ttp0q ` p|D|sǫΛ´sǫ W ´ |D|sǫ z˜ttp0qq˘˘
ď Cǫ` Cǫ2 ` Cǫ7g
ˆ
1
2
` 1
2ν
˙
ď ǫ 12
Thus FpW q P X as well. Finally, let W1,W2 P X be given, and suppose without loss of
generality that λpW1q ď λpW2q. Then we have using (1.16) et. seq. that
}FpW1q ´ FpW2q} ď Cǫq`4 pgpλpW1qq ´ gpλpW2qq q
ď Cǫ7
ż
1
0
g1 pp1´ θqλpW2q ` θλpW1qq pλpW1q ´ λpW2qq dθ
ď Cǫ7g1pλpW2qqp}W1} ` }W2}q}W1 ´W2}
ď Cǫ7g1
ˆ
1
2
` 1
2ν
˙
}W1 ´W2}
ď 1
2
}W1 ´W2}
where we have taken ǫ0 ą 0 to be possibly smaller still depending on s, p, q, k, }A0}HN , ν .
Thus a fixed point W exists, and we take w0 “ Λ´sǫ W . 
Remark 4.2. Since λp0q is bounded Op1q away from 1 for ǫ0 ą 0 chosen sufficiently small,
the difficulties associated with the full nonlinearity are avoided here. Notice that we only
need (a) at time t “ 0; at all later times at which we would like to use Proposition 4.1 to
continue solutions to (1.17), we will have constructed a solution that satisfies the compati-
bility conditions at its right hand endpoint so that the solution can be continued using (b)
alone.
Our goal is now to inductively construct our solution on each subinterval Ij under the
assumption that a similar solution has already been constructed on Ij´1. The proof pro-
ceeds by a standard contraction mapping argument, but with a twist: since we approximate
the full nonlinearity by a typically discontinuous function, we expect ztt to exhibit jump
discontinuities across the endpoints of the subintervals I0, I1, . . . , In´1. Thus as part of the
contraction mapping argument we must construct initial data for ztt that satisfies the jump
condition forced by the discontinuous nonlinearity.
Since it will be convenient at this stage to allow values of λ ě 1 in the argument of g, we
modify g as follows: let λ˚ ă 1 be a quantity to be determined. Then define
(4.13) g1˚pλq “
#
g1pλq λ ď λ˚
0 λ ą λ˚
g˚pλq “
ż λ
0
g1˚pλ1q dλ1
24
Observe that with this definition, g1˚pλq ď 12p1´ λ˚q´
1
2 and g˚pλq ď 1´ p1´ λ˚q 12 ă 1.8 We
proceed to give the “induction step” construction of solutions on the subintervals Ij :
Lemma 4.1. (Construction of approximate solution on Ij given a solution on Ij´1.) Let
n P N and j “ 1, 2, . . . , n´ 1 be given. Let M ď 2 be given, let λ˚ satisfy
(4.14) ǫq`4g1pλ˚q “ 32
C
and define g‹ as in (4.13) above.
Suppose that we are given initial data puj, vj , wjq satisfying the properties
(i) uj “ Bkuj, vj “ Bkvj.
(ii) maxp}uj}, ω´1}vj}q ďM}A0}Hs,
(iii) }Λ´sǫ uj}L8 ď 2ǫ}A0}L8.
Suppose further that we are given a function9 w P CpIj´1 : L2q satisfying w “ Bkw and
}w}CpIj´1:L2q ďMω2}A0}Hs, and set w´j :“ limtÑt´j wptq.
Define
λptq “
#
λpwptqq t P Ij´1
λpΛsǫzttptqq t P Ij
Let T1 ă T be given. Then for t0 ą 0 chosen sufficiently small depending on s, p, q, ǫ, }A0}Hs,
there exists initial data w`j satisfying the bound
}w`j } ď pM ` 1q}A0}Hs
and a solution
pz, zt, zttq P C2pIj : L2q ˆ C1pIj : L2q ˆ C0pIj : L2q
to the initial value problem
(4.15)
$’’’’’&’’’’’%
ztt ` |D|pz ` ǫ2Bkpz|z{ǫ|q´1q `N g‹pmpjqn λptqq “ 0 px, tq P R2 ˆ Ij
N :“ Bk pǫq`4z ` 2iω2pǫ7t ` ǫ5pT1 `T1qqz|z|q´1q
zptjq “ Λ´sǫ uj
ztptjq “ Λ´sǫ vj
limtÑt`j zttptq “ Λ´sǫ w
`
j
which satisfies
max
tPIj`1
`}Λsǫzptq}, ω´1}Λsǫztptq}˘ ď ˆM ` C t0n
˙
}A0}Hs
and
}Λsǫzttptq} ď ω2
ˆ
M ` 1` C t0
n
˙
}A0}Hs
for a constant C depending on s, k, p, q, ǫ, }A0}Hs
8We are justified in cutting off g in this way since we will eventually show using the ODE argument alluded
to in (1.19) that for the solutions we construct, λptq is bounded far enough away from 1 for all times so that
g‹pλptqq “ gpλptqq, provided λ˚ is chosen sufficiently close to 1. This will be shown rigorously in §5.
9Since we will also be denoting Λsǫztt on Ij by w in the contraction mapping argument, this is an abuse of
notation. One should think of w|Ij´1 as having been already constructed with w
´
j being the left-hand limit
of the jump discontinuity at t “ tj .
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Proof. We begin by applying the operator Λsǫ and formally differentiating (4.41) in time.
Introduce Wptq “ pvptq, wptqqT “ pΛsǫztptq,ΛsǫzttptqqT as well as uptq “ uj `
şt
tj
vpτq dτ .
Writing the resulting equation in a DuHamel formulation motivates studying the map
(4.16) W ÞÑ eL pt´tj q
ˆ
vj
w`j
˙
`
ż t
tj
eL pt´τq
ˆ
0
N pτq
˙
dτ
where we introduce the semigroup
(4.17) eL t “
˜
cosp|D| p2 tq sinp|D|
p
2 tq
|D| p2
´|D| p2 sinp|D| p2 tq cosp|D| p2 tq
¸
associated to the operator
(4.18) L “
ˆ
0 1
´|D|p 0
˙
as well as the nonlinearity
N ptq “ Bkǫ3´qΛsǫ
´
CqΛ
´s
ǫ v|Λ´sǫ u|q´1 ` CqpΛ´sǫ uq2Λ´sǫ v|Λ´sǫ u|q´3
¯
` Bk
´
ǫq`4v ` 2iω2ǫ7Λ´sǫ u|Λ´sǫ u|q´1qg‹pmpjqλptqq
` BkΛsǫ
´
CqΛ
´s
ǫ v|Λ´sǫ u|q´1 ` CqpΛ´sǫ uq2Λ´sǫ v|Λ´sǫ u|q´3
¯
(4.19)
ˆ 2iω2pǫ7t ` ǫ5pT1 `T1qqg‹pmpjqλptqq
where in the above different instances of the constants Cq, Cω may differ in value. Next,
formally subtracting the equations (4.41) defined on Ij´1 and Ij and evaluating the jump
discontinuity w`j ´ w´j “ limtÑt`j zttptq ´ limtÑt´j zttptq suggests studying the following map-
ping
(4.20)
w`j ÞÑ w´j ´Bk
`
ǫq`4ω2uj ` 2iω2ǫ5pT1 `T1qΛsǫpΛ´sǫ uj|Λ´sǫ uj|q´1|q
˘ `
g‹pmpjqn λq ´ g‹pmpj´1qn λq
˘
Since neither (4.16) nor (4.20) taken alone would produce a closed contraction mapping,
we combine them into one mapping F on the space CpIj : L2q ˆ CpIj : L2q ˆ L2. Denote
W “ pvptq, wptq, w`j qT with uptq :“ uj `
şt
tj
vpτq dτ . Then define
(4.21) FpWqptq :“
¨˚
˚˝˚˚ eL pt´tjq
ˆ
vj
w`j
˙
` şt
tj
eL pt´τq
ˆ
0
N pτq
˙
dτ
w´j ´ Bk
´
ǫq`4ω2uj ` 2iω2ǫ5pT1 `T1q
ˆΛsǫpΛ´sǫ uj|Λ´sǫ uj|q´1q
¯´
g‹pmpjqn λq ´ g‹pmpj´1qn λq
¯
‹˛‹‹‹‚
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We proceed by showing that F is a contraction mapping on the space
X “
!
W P CpIj : L2q ˆ CpIj : L2q ˆ L2 : vptjq “ vj
lim
tÑt`j
wptq “ w`j
W “ BkW(4.22)
}w`j }L2 ď ω2pM ` 1q}A0}Hs
}w}CpIj:L2q ď ω2
ˆ
M ` 1` C t0
n
˙
}A0}Hs
}v}CpIj:L2q ď ω
ˆ
M ` C t0
n
˙
}A0}Hs
)
equipped with the norm10
(4.23) }pfptq, gptq, hqT}X :“ }f}CpIj:L2q ` }g}CpIj:L2q ` 4}h}L2
First we show that FpWq P X whenever W P X. Let W P X be given, and denote by
FpWql the lth component of FpWq. Then
FpWq1ptjq “ vj , lim
tÑt`j
FpWq2ptq “ w`j , FpWq “ BkFpWq
all follow immediately from the definition of F. It is helpful to observe that, when W P X,
we have by definition of uptq the estimates
(4.24) }uptq} ď }uj} `
›››››
ż t
tj
vpτq dτ
››››› ďM}A0}Hs ` Cpp, q, k, }A0}Hsqh
as well as
(4.25) }Λ´sǫ uptq}L8 ď }uj}L8 `
ż t
tj
}vpτq}L8 dτ ď 2ǫ}A0}Hs ` Cpp, q, k, }A0}Hsqh
Estimate of }F pWq3}. We cannot close this estimate by the usual perturbative method
of restricting to very small time intervals; we must use C and ω. Set
Nj :“ ´Bk
`
ǫq`4ω2uj ` 2iω2ǫ5pT1 `T1qΛsǫpΛ´sǫ uj |Λ´sǫ uj|q´1|q
˘
.
10The extra factor of 4 in the definition of } ¨ }X is used to ensure that F is contractive; see the estimate of
}FpW1q2 ´ FpW2q2} below.
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We have using Lemma 1.1 and the Fundamental Theorem of Calculus that
}F pWq3} ď }w´j } ` }Nj}
ˇˇˇˇż
1
0
g1‹
`
θmpjqn λ` p1´ θqmpj´1qn λ
˘
dθ
ˇˇˇˇ
|mpjqn λ´mpj´1qn λ|
ď ω2M}A0}Hs ` }Nj}32ǫ
´pq`4q
C
|mpjqn λ´mpj´1qn λ|
ď ω2M}A0}Hs ` }Nj}32ǫ
´pq`4q
C
ˆpM ` 2q2}A0}2Hs
ν}A0}2Hs
` M
2}A0}2Hs
ν}A0}2Hs
˙
ď ω2M}A0}Hs ` }Nj}1600ǫ
´pq`4q
C
We can also estimate the term }Nj} using Lemma 1.1, the rescaling (1.8) as in Remark 1.1,
and bound (iii) along with (4.25) as follows:
}Nj} “ }ǫq`4ω2uj ` 2iω2ǫ5pT1 `T1qΛsǫpΛ´sǫ uj|Λ´sǫ uj|q´1|q}
ď ǫq`4ω2M}A0}Hs ` 2Cps,qq3qǫq`4ω2
´
2ω
4
p
´1T
¯
}u}q´1
Cpr0,Ts:L8qM}A0}Hs(4.26)
where Cps,qq depends on the sharp constants in the estimate of Lemma 1.1 and in the Sobolev
embedding H2pR2q ãÑ L8pR2q. Combining these estimates now gives
}F pWq3} ď ω2M}A0}Hs `
´
3` Cs,q
´
2ω
4
p
´1T
¯
}u}q´1
Cpr0,Ts:L8q
¯ 1600
C
ω2}A0}Hs
ď ω2M}A0}Hs ` 6400
C
ω2}A0}Hs
ď ω2pM ` 1q}A0}Hs
where in the second step we have chosen ω small enough so that Cs,qω
4
p
´1T}u}q´1
Cpr0,Ts:L8q “ 1
and in the third step that C “ 105.
Estimate of }F pWq2}CpIj`1:L2q. This estimate is purely perturbative thanks to the
DuHamel integral and the symbol expansions of the multipliers cosp|D| p2 q and |D|´ p2 sinp|D| p2 q
about the wave number ξ “ k. Since we have |g˚pλq| ď 1 for any λ ě 0, we estimate using
Lemma 1.1 that
}F pWq2}CpIj`1:L2q2 ď }w`j } ` Ckhp}vj} ` }w`j }q ` h}N }CpIj`1:L2q
ď pM ` 1q}A0}Hs ` Ckhp}vj} ` }w`j }q ` h}N }CpIj`1:L2q
ď `M ` 1` Cps,q,p,k,}A0}Hsqh˘ }A0}Hs
Estimate of }F pWq1}CpIj`1:L2q. This estimate parallels the estimate of }F pWq2}CpIj`1:L2q,
except that it is easier due to an extra factor of h in the DuHamel integral thanks to the
symbol expansions of cosp|D| p2 q and |D| p2 sinp|D| p2 q; we omit estimating in detail.
We now show that F is a contraction mapping. Let W1,W2 P X be given. We split the
estimates by component.
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Estimate of }FpW1q3 ´ FpW2q3}. We begin again with the non-perturbative estimate;
the steps here parallel those of the estimate of }F pWq3} above. With Nj as above, we have
FpW1q3 ´ FpW2q3 “ Nj
`
g˚pmpjqn λ1q ´ g‹pmpjqn λ2q
˘
For brevity, set λj :“ λpwjq. Using the definition of g‹ yields the bound
}FpW1q3 ´ FpW2q3}
ď }Nj}
ˇˇˇˇż
1
0
g1˚
`
mpjqn pθλ1 ` p1´ θqλ2q
˘
dθ
ˇˇˇˇ
¨ |mpjqn pλ1 ´ λ2q|
ď }Nj}32ǫ
´pq`4q
C
p}w1} ` }w2}q}w1 ´ w2}
ν2ω4}A0}2Hs
ď }Nj}32ǫ
´pq`4q
C
8}A0}Hs}w1 ´ w2}
ω2}A0}2Hs
ď }Nj}1024ǫ
´pq`4q
C
}w1 ´ w2}
ω2}A0}Hs
With the bound (4.26) of }Nj} and the same choices of ω and C as above, we find that
}FpW1q3 ´ FpW2q3}
ď
´
ω2M}A0}Hs ` 6Cs,qω2
´
2ω
4
p
´1T
¯
}u}q´1
Cpr0,Ts:L8q}A0}Hs
¯ 1024
C
}w1 ´ w2}
ω2}A0}Hs
ď
´
3` Cs,q
´
ω
4
p
´1T
¯
}u}q´1
Cpr0,Ts:L8q
¯ 1024
C
}w1 ´ w2}
ď 4096
C
}w1 ´ w2}
ď 1
16
}W1 ´W2}X
Estimate of }FpW1q2 ´ FpW2q2}. This estimate is perturbative, but also crucially uses
the extra factor of 4 in the definition of } ¨ }X. We first record that
FpW1q1,2 ´ FpW2q1,2 “ eL pt´tj q
ˆ
0
pw1q`j ´ pw2q`j
˙
`
ż t
tj
eL pt´τq
ˆ
0
N1pτq ´N2pτq
˙
dτ
We then estimate that
}FpW1q2 ´ FpW2q2}CpIj`1:L2q
ď }pw1q`j ´ pw2q`j } ` Ckhp}pw1q`j } ` }pw2q`j } ` }vj}q ` }N1pτq ´N2pτq}h
ď 1
4
}W1 ´W2}X ` Ckhp}pw1q`j } ` }pw2q`j } ` }vj}q ` }N1pτq ´N2pτq}h
Now expand N1 ´ N2 into terms having differences of the form either u1 ´ u2, v1 ´ v2 or
g˚pmpjqn λ1q´g˚pmpjqn λ2q. In terms where the differences are of the first type, we may estimate
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|g˚pmpjqn λlq| ď 1 for l “ 1, 2 and bound these terms by
Cps,q,k,ǫqh}u1 ´ u2}CpIj :L2q
ď Cps,q,k,ǫqh
›››››
ż tj`1
tj
v1pτq ´ v2pτq dτ
›››››
CpIj :L2q
ď Cps,q,k,ǫqh2}W1 ´W2}X
For the second type of term the estimate is similar, but with one less factor of h. In the final
case, the term in question is bounded by
Cps,q,k,ǫqh|mpjqn pλ1 ´ λ2q|
ď Cps,q,k,ǫqhp}w1} ` }w2}qp}w1 ´ w2}q
ν2ω4}A0}2Hs
ď Cps,q,k,ǫqh8}A0}H
sp}w1 ´ w2}q
}A0}2Hs
ď Cps,q,k,ǫ,}A0}Hsqh}w1 ´ w2}
ď Cps,q,k,ǫ,}A0}Hsqh}W1 ´W2}X
Summing over all such terms then gives the bound
(4.27) }FpW1q2 ´ FpW2q2} ď
ˆ
1
4
` Cps,q,k,ǫ,}A0}Hs qh
˙
}W1 ´W2}X
Estimate of }FpW1q1 ´ FpW2q1}. This estimate proceeds just as in the estimate of
}FpW1q2 ´ FpW2q2}, except that we have an extra factor of h, and the initial data of the
difference exactly cancels in this component. The estimate, very similar to the previous one
whose details we therefore omit, concludes
(4.28) }FpW1q1 ´ FpW2q1} ď Cps,q,k,ǫ,}A0}Hs qh}W1 ´W2}X
The Conclusive Contraction Estimate. Summing the previous estimates and choosing
t0 ą 0 sufficiently small depending on s, q, p, ǫ, }A0}Hs then gives
}FpW1q ´ FpW2q}X “ }FpW1q1 ´ FpW2q1}
` }FpW1q2 ´ FpW2q2}
` 4}FpW1q3 ´ FpW2q3}
ď
ˆ
Cps,q,k,ǫ,}A0}Hs qh `
1
4
` 4
16
˙
}W1 ´W2}X
ď 3
4
}W1 ´W2}X
as desired. 
Remark 4.3. The constant C in the above proof is universal, and is chosen to be much larger
than necessary. By introducing more parameters, one can refine the proof of Lemma 4.1 by
replacing various factors of 2 and 3 by factors arbitrarily close to 1. In so doing, we can
30
show that in fact C can be brought to within an order of magnitude of 1. In principle one
could therefore trace through this argument and specify more precisely that the degree of
the polynomial bound in Theorem 1.1 is also within an order of magnitude of 1. Therefore
this method can give an effective bound on the polynomial growth of }A}Hs.
An easy modification of the above proof also proves the following “first step” of the
construction for local well-posedness on I0.
Lemma 4.2. (Construction of approximate solution on I0.) Let n P N and j “ 1, 2, . . . , n´1
be given. Let M ď 2 be given, let λ˚ satisfy
(4.29) ǫq`4g1pλ˚q “ 32
C
and define g‹ as in (4.13) above.
Suppose further that we are given initial data pu0, v0, w0q satisfying the properties
(i) u0 “ Bku0, v0 “ Bkv0, w0 “ Bkw0,
(ii) maxp}u0}, ω´1}v0}, ω´2}w0}q ďM}A0}Hs
(iii) }Λ´sǫ uj}L8 ď 2ǫ}A0}.
Define
λptq “ }Λ
s
ǫzttptq}2
ν2ω4}A0}2Hs
Then for any T1 ą 0 for which T1 ` T1 ď T , there is a t0 ą 0 chosen sufficiently small
depending on s, p, q, k, ǫ, }A0}Hs, ǫ, there exists a solution
pz, zt, zttq P pC2 ˆ C1 ˆ C0qpI0 : L2q
to the initial value problem
(4.30)
$’’’’’&’’’’’’%
ztt ` |D|pz ` ǫ2Bkpz|z{ǫ|q´1q `N g‹pmp0qn λptqq “ 0 px, tq P R2 ˆ I0
N :“ Bk pǫq`4ω2z ` 2ω2ipǫ7t ` ǫ5pT1 `T1qqz|z|q´1q
zp0q “ Λ´sǫ u0
ztp0q “ Λ´sǫ v0
zttp0q “ Λ´sǫ w0
which satisfies
max
tPI1
`}Λsǫzptq}, ω´1}Λsǫztptq}, ω´2}Λsǫzttptq}˘ ď ˆM ` C t0n
˙
}A0}Hs
for a constant C depending on s, p, q, k, ǫ, }A0}Hs
Proof. The proof reproduces the contraction mapping argument of Lemma 4.1 but omitting
the third component of the contraction mapping (4.21), since the initial data for ztt in Lemma
4.2 is the w0 provided by hypothesis rather than involving a right hand jump value. Since
the argument is a subset of the proof of Lemma 4.1 and is purely perturbative, it is strictly
easier in this case, and so we omit the details. 
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4.2. Constructing the Approximate Solution on all of r0, 2t0s. Our goal in this section
is to use Lemma 4.1 successively on the intervals r0, t1s, rt1, t2s, . . ., rtn´1, tns to construct an
approximate solution ztnu to the initial value problem
(4.31)
$’’’&’’’%
ztt ` |D|pz ` ǫ2Bkpz|z{ǫ|q´1q `N g‹pmnλptqq “ 0 px, tq P R2 ˆ r0, 2t0s
N :“ ǫ5Bk pǫq`4ω2z ` 2iω2pǫ7t ` ǫ5pT1 `T1qqz|z|q´1q
zptjq “ Λ´sǫ u0
ztptjq “ Λ´sǫ v0
If one directly applies Lemmas 4.2 and 4.1, one cannot in general construct such a solution
for all n. Suppose that we know that the norm of w is initially of the form M0ω
2}A0}Hs for
some M0 ă 2. Since ztt on the jth interval can be bounded at best by pM0 ` jqω2}A0}Hs,
and so the condition M ď 2 must be violated for sufficiently large n. The condition M ď 2
itself must not be neglected: if we allowed M to be arbitrarily large, then inspecting the
proof of Lemma 4.1 shows that the crucial growth constant C must also be arbitrarily large
if one hopes to construct a sequence of approximate solutions for all n. To remedy this, we
appeal to the almost conserved Hamiltonian to provide the necessary uniform bounds.
Lemma 4.3. (Uniform bounds from almost conservation.) Let T0 ď T be given, and
suppose P : r0,T0ǫ´2s Ñ R satisfies |Pptq| ď 1 for all t P r0,T0ǫ´2s. Suppose there exists a
function zptq satisfying z, zt, P Cpr0,T0ǫ´2s, L2q and ztt P L8pr0,T0ǫ´2s, L2q and which solves
almost everywhere in r0,T0ǫ´2s the initial value problem
(4.32)
$’&’%
ztt ` |D|pz` ǫ2Bkpz|ǫ´1z|q´1q ` Bkpǫq`4z` 2ipǫ7t` ǫ5T1qz|z|q´1qPptq “ 0
zp0q “ u0
ztp0q “ v0
for which u0 “ Bku0 and v0 “ Bkv0. Suppose further that Ep0q is uniformly bounded away
from zero in ǫ over all 0 ă ǫ ă ǫ0. Then
(a) The solution satisfies z “ Bkz, and the Hamiltonian energy
(4.33) Eptq :“ 1
2
}ztptq}2 ` 1
2
} |D| p2 zptq}2 ` ǫ
3´q
q ` 1 }z}
q`1
Lq`1
satisfies the a priori bound
(4.34) Eptq ď 2Ep0q, 0 ď t ď T0ǫ´2
provided ǫ0 ą 0 is chosen sufficiently small depending on s, p, q, k,T , }A0}HN .
(b) The following bounds hold:
(4.35)
max
0ďtďT0ǫ´2
}Λsǫzptq} ` }Λsǫztptq} ` esssup0ďtďT0ǫ´2}Λsǫzttptq} ď Cps, p, q, k, }A0}qǫ´ps`1qpq`1q
(c) If rτ1, τ2s Ă r0,T0ǫ´2s, then
(4.36) |}zpτ2q} ´ }zpτ1q}| ` |}ztpτ2q} ´ }ztpτ1q}| ď Cps, p, q, k, }A0}qǫ´ps`1qpq`1q|τ2 ´ τ1|
(d) Suppose further that Pptq “ P is constant on some interval rτ1, τ2s. Then for all
t P rτ1, τ2s we have the estimate
(4.37)
ˇˇ}Λsǫzttptq} ´ }Λsǫzttp0q}ˇˇ ď Cps, p, q, k, }A0}qǫ´ps`1qpq`1q|τ2 ´ τ1|
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Proof. Proof of (a). The fact that z “ Bkz is immediate once (4.32) is written in DuHamel
form. Differentiating Eptq and using (4.32) yields the following differential inequality valid
almost everywhere in r0,T0ǫ´2s:
E1ptq “ ǫ5xzt,Bkpǫq`4z` 2ipǫ7t ` ǫ5T1qz|z|q´1qyPptq a.e. t P r0,T0ǫ´2s
ď Cǫ5Eptq 12 pǫ7}z} ` CTǫ5}z}}z}q´1L8 q a.e. t P r0,T0ǫ´2s
ď CpEptqpǫ7}z} ` Cpq,Tqǫ5}z}}Bkz}q´1H2 q a.e. t P r0,T0ǫ´2s
ď Cpp,q,k,Tqǫ5pEptq ` Eptq
q´1
2 q a.e. t P r0,T0ǫ´2s
We observe that Eptq itself is an absolutely continuous function in t. We begin a bootstrap
argument: suppose that there is a first time t˚ P r0,T0ǫ´2q at which Ept˚q “ 2Ep0q. If so,
the above inequality would imply that E1ptq ď Cpp,q,k,T,Ep0qqǫ5 whenever t P r0, t˚s. But then
integrating would give
Eptq ď Ep0q ` Cpp,q,k,T,Ep0qqǫ5t ď Ep0q ` Cpp,q,k,T,Ep0qqǫ2
However, since Ep0q is uniformly bounded away from zero as ǫ Ñ 0, we can choose ǫ suffi-
ciently small so that 2Ep0q “ Ept˚q ă 2Ep0q, which is the desired contradiction.
Proof of (b). Using (4.34) and the fact that z “ Bkz and zt “ Bkzt, we have
}Λsǫzptq} ` }Λsǫztptq} ď Cǫ´s p}zptq} ` }ztptq}q
ď Cp,kǫ´sEptq 12
ď Cp,kǫ´sEp0q 12
ď Cpp, k, }A0}qǫ´s
Now appealing to the equation (4.32) we have for almost every t P r0,T0ǫ2s that
}zttptq} ď }|D|pz} ` ǫ2}z|z{ǫ|q´1} ` }N }|Pptq|
ď Cpp, k, }A0}qǫ´s ` pǫ´q ` ǫ5qCpp, q, }A0}qǫ´spq´1q
ď Cpp, q, k, }A0}qǫ´ps`1qpq`1q
Proof of (c). This follows from (b) and the Fundamental Theorem of Calculus.
Proof of (d). Writing (4.32) in the DuHamel formulation and applying Λsǫ gives the
identity
Λsǫzttpτ2q “ |D|
p
2 sinp|D| p2 pτ2 ´ τ1qqΛsǫztpτ1q ` cosp|D|
p
2 pτ2 ´ τ1qqΛsǫzttpτ1q
`
ż τ2
τ1
cosp|D| p2 τqΛsǫN pτq dτ
where the nonlinearity N ptq is given by (4.19) with g˚pmpjqn λq replaced by P. Estimating
the initial data using the Taylor expansions of sinp|D| p2 tq and cosp|D| p2 tq in frequency as well
as estimating }ΛsǫN } just as in Lemma 4.1 gives the desired bound; we omit the details. 
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The method of controlling ztt as in Lemma 4.3(d) fails on intervals of times where the full
nonlinearity exhibits jump discontinuities, since we cannot differentiate in time to quasilin-
earize the equation. However, we can control the size of the jump discontinuities to provide
acceptable estimates on the growth of ztt. The exact estimates are given in the
Proposition 4.2. (Construction of the nth approximate solution on r0, 2t0s.) Let n P N be
given. Let pu0, v0, w0q satisfy the hypotheses of Proposition 4.1(b). Then for t0 ą 0 chosen
sufficiently small depending on p, q, }A0}Hs, 1´λ0, a solution ztnu to (4.41) exists in the class
pztnu, ztnut , ztnutt q P pC1ˆC0ˆL8qpr0, 2t0s : L2q which moreover satisfies zptq “ Bkzptq for all
t P r0, 2t0s, for which t ÞÑ }Λsǫztnutt ptq} is continuous from the right on r0, 2t0q, as well as the
bounds
(4.38) max
tPr0,jhq
}Λsǫzptq} ` ω´1}Λsǫztptq} ď
ˆ
3
2
` j
2n
˙
}A0}Hs ď 2}A0}Hs,
(4.39) max
tPr0,jhq
}zptq}L8 ď
ˆ
2` j
n
˙
}A0} ď 3ǫ}A0}L8,
and, defining λptq “ }Λsǫzttptq}2
ν2ω4}A0}2Hs
as usual,
(4.40) max
tPr0,jhq
λptq ď
ˆ
λ0 ` j
2n
p1´ λ0q
˙
ď 1
2
pλ0 ` 1q
where in particular the size of the interval of existence r0, 2t0s is independent of j.
Proof. We proceed by induction on j. The base step is given by Lemma 4.2. Now assume
that we have constructed a solution ztn,ju defined on r0, jhs satisfying the above bounds
up on the interval r0, jhs. We claim that we can construct a solution ztn,j`1u defined on
r0, pj` 1qhs and satisfying the bounds (4.38)-(4.40) with j replaced by j` 1 on r0, pj` 1qhs.
Choose ztn,juptjq, ztn,jut ptjq as the initial data for the initial value problem (4.41), as well
as z
tn,ju
tt ptjq “ ztn,jutt pt´j q the left-hand value of the jump discontinuity at t “ tj . These data
satisfy the hypotheses of Lemma 4.1 with the choice M “ 2 uniformly in j. By Lemma 4.1,
there exists a solution zrn,js to (4.41) defined on rjh, pj ` 1qhs that satisfies the estimates
}zrn,jstt pt`j q} ď 4}A0}Hsω2
and a solution pz, zt, zttq P pC2 ˆ C1 ˆ C0qpIj : L2q to the initial value problem
(4.41)
$’’&’’%
ztt ` |D|pz ` ǫ2Bkpz|z{ǫ|q´1q `N g‹pmpjqn λptqq “ 0, px, tq P R2 ˆ Ij`1
N :“ Bk pǫq`4ω2z ` 2iω2pǫ7t` ǫ5pT1 `T1qqz|z|q´1q
zrn,jsptjq “ ztn,juptjq
z
rn,js
t ptjq “ ztn,jut ptjq
which satisfies
max
tPIj
`}Λsǫzptq}, ω´1}Λsǫztptq}˘ ď ˆ32 ` C t0n
˙
}A0}Hs
and
max
tPIj
}Λsǫzttptq} ď
ˆ
3` C t0
n
˙
}A0}Hs
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for a constant C depending on s, p, q, }A0}Hs. Denote
ztn,j`1uptq :“
#
ztn,juptq 0 ď t ă tj
zrn,jsptq tj ď t ď tj`1
Now we can apply Lemma 4.3(c) to ztn,j`1u to conclude the bounds
max
0ďtďtj`1
`}Λsǫzptq}, ω´1}Λsǫztptq}˘ ď ˆ32 ` Cpp,q,k,}A0},ǫqpj ` 1qh
˙
}A0}Hs
ď
ˆ
3
2
` pj ` 1q
2n
˙
}A0}Hs
where we have chosen t0 ą 0 sufficiently small depending on p, q, }A0}, ǫ, and independently
of j.
The estimate of L8 can proceed directly using the equation: integrating twice in time
yields the formula for 0 ď t ď pj ` 1qh:
ztn,j`1uptq “ ztn,j`1up0q ` tztn,j`1ut p0q
`
ż t
0
ż τ
0
ǫ2ztn,j`1upτ 1q|ztn,j`1upτ 1q{ǫ|q´1 `N pztn,j`1upτ 1qqg‹pmλpztn,j`1utt pτ 1qq dτ1 dτ
which leads to
}ztn,j`1uptq}L8 ď }ztn,j`1up0q}L8 ` t}ztn,j`1ut p0q}L8
` Cǫ,k,Tt2p}ztn,j`1u}Cr0,tj`1s:L8q ` }ztn,j`1u}q´1Cr0,tj`1s:L8qq
Choosing t0 sufficiently small depending on ǫ, q, k,T, }A0}Hs now implies (4.39).
It only remains to demonstrate control of |}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}|. Denote as
usual
(4.42) Nj :“ pǫq`4ω2ztn,j`1uptjq ` 2ipǫ7tj ` ǫ5pT1 `T1qqztn,j`1uptjq|ztn,j`1uptjq|q´1
Using the equation and noting that Λsǫz
tn,j`1u and Λsǫz
tn,j`1u
t are continuous at t “ tj , we
find the following expression for the jump:
|}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}| ď }Λsǫztn,j`1utt pt`j q ´ Λsǫztn,j`1utt pt´j q}
ď }Nj}
ˇˇ
g‹pmpj`1qn λq ´ g‹pmpjqn λq
ˇˇ
ď }Nj}max
λą0
pg‹pλqq
ˇˇpmpj`1qn λq ´ pmpjqn λqˇˇ
ď }Nj}max
λą0
pg‹pλqq
ˇˇˇ
pmpj`1qn λq ´ λpztn,j`1utt pt`j qq
ˇˇˇ
` }Nj}max
λą0
pg‹pλqq
ˇˇˇ
λpztn,j`1utt pt`j qq ´ λpztn,j`1utt pt´j qq
ˇˇˇ
` }Nj}max
λą0
pg‹pλqq
ˇˇˇ
pmpjqn λq ´ λpztn,j`1utt pt´j qq
ˇˇˇ
:“ I1 ` I2 ` I3
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We estimate }Nj} as usual, using the same values of ω and C chosen in the proof of Lemma
4.1:
}Nj} ď ǫq`4ω23}A0}Hs ` 6Cs,qǫq`4ω2
´
2ω
4
p
´1T
¯
}u}q´1
Cpr0,Ts:L8q}A0}Hs
ď 4ǫq`4ω2}A0}Hs
Consider I1. Since λpztn,j`1utt ptqq is continuous on Ij`1, by the Mean Value Theorem there is
a value t˚ at which m
pj`1q
n λ “ λpztn,j`1utt pt˚qq. Therefore we have using Lemma 4.3(d) that
I1 “ }Nj}max
λą0
pg‹pλqq
ˇˇˇ
λpztn,j`1utt pt˚q ´ λpztn,j`1utt pt`j qq
ˇˇˇ
ď Cps,q,}A0}Hsq
ˇˇˇ
λpztn,j`1utt pt˚qq
1
2 ` λpztn,j`1utt pt`j qq
1
2
ˇˇˇ ˇˇˇ
λpztn,j`1utt pt˚qq
1
2 ´ λpztn,j`1utt pt`j qq
1
2
ˇˇˇ
ď Cps,q,k,}A0}Hsq2
ˆ
3` C t0
n
˙ ˇˇˇ
}ztn,j`1utt pt˚qq} ´ }ztn,j`1utt pt`j q}
ˇˇˇ
ď Cps,q,k,}A0}Hsq
t0
n
Estimating I3 in exactly the same way gives I3 ď Cps,q,k,}A0}q t0n . To estimate I2, we proceed
more carefully:
I2 ď }Nj}32ǫ
´pq`4q
C
ˇˇˇ
λpztn,j`1utt pt`j qq ´ λpztn,j`1utt pt´j qq
ˇˇˇ
ď 4ω2}A0}Hs 32
C
ˇˇˇ
λpztn,j`1utt pt`j qq ´ λpztn,j`1utt pt´j qq
ˇˇˇ
ď 4ω2}A0}Hs 32
C
2
ˆ
3` C t0
n
˙
ω2
ˇˇˇˇ
ˇ}Λsǫz
tn,j`1u
tt pt`j q}
ω4}A0}Hs ´
}Λsǫztn,j`1utt pt´j q}
ω4}A0}Hs
ˇˇˇˇ
ˇ
ď 1024
C
ˇˇˇ
}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}
ˇˇˇ
ď 1
2
ˇˇˇ
}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}
ˇˇˇ
But then we have the bound
|}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}| ď 2
´
|}Λsǫztn,j`1utt pt`j q} ´ }Λsǫztn,j`1utt pt´j q}| ´ I2
¯
ď 2pI1 ` I3q
ď Cps,q,}A0}Hsq
t0
n
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so that, upon choosing t0 ą 0 sufficiently small depending on s, q, }A0}Hs, 1 ´ λ0, we can
complete the induction step as follows:
max
tPr0,pj`1qhq
λptq ď max
tPr0,jhq
λptq
` |λpztn,j`1utt pt`j qq ´ λpztn,j`1utt pt´j qq|
` max
tPIj`1
|λpztn,j`1utt ptqq ´ λpztn,j`1utt pt`j qq|
ď
ˆ
λ0 ` j
2n
p1´ λ0q
˙
` Cps,q,}A0}Hsq
t0
n
ď
ˆ
λ0 ` j
2n
p1´ λ0q
˙
` 1
2n
p1´ λ0q
ď
ˆ
λ0 ` j ` 1
2n
p1´ λ0q
˙
which completes the induction step. Now take ztnuptq :“ ztn,nuptq to be the desired solution.
The right hand continuity of t ÞÑ }Λsǫztnutt ptq} is a consequence of the definition of mn given
in (4.10). 
4.3. Extraction of a Solution by Compactness. Denote wn :“ Λsǫztnutt for brevity. In
§4.2 we have constructed a sequence pwnq in L8pR2 ˆ r0, 2t0sq with the uniform bound
max
px,y,tqPR2ˆr0,2t0s
|wnpx, y, tq| ď max
0ďtď2t0
C}wnptq}H2
ď max
0ďtď2t0
Ck}wnptq}L2
ď Ck,}A0}Hs
ˆ
1` λ0
2
˙ 1
2
ď Ck,}A0}Hs
Fix a time t P r0, 2t0q. By the Banach-Alaoglu Theorem, we may extract from pwnptqq a
weak*-L8pR2q Cauchy subsequence, which we will again denoted by pwnpx, y, tqq. Hence for
all f P L1pR2q, the sequence xwnptq, fy is Cauchy.
We claim that in fact for each fixed px, yq P R2, the sequence pwnpx, y, tqq is Cauchy (note
that this is trivial for all px, yq P R2 when t “ 0). To see this, let δ ą 0 be given, take
n1, n2 P N to be chosen later, and let ψ “ 1Q where
(4.43) Q “
"
px, y, tq P R3 : |x| ď 1
2
, |y| ď 1
2
*
.
For ρ ą 0 consider the approximations to the identity ψρpx, yq “ ρ´2ψpρ´1px, yqq. Recall
that since wn “ Bkwn for each fixed t, px, yq ÞÑ wnpx, y, tq is continuous. Hence
wn1px, y, tq “ lim
ρÑ0
ż
r0,2t0sˆR2
wn1px1, y1, tqψρpx´ x1, y ´ y1q dx1 dy1
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by the continuity of w1p¨, tq, and similarly for w2. We estimate that
|wn1px, y, tq ´ wn2px, y, tq|
ď
ˇˇˇˇ
wn1px, y, tq ´
ż
R2
wn1px1, y1, tqψρpx´ x1, y ´ y1q dx1 dy1
ˇˇˇˇ
`
ˇˇˇˇż
R2
pwn1px1, y1, t1q ´ wn2px1, y1, t1qqψρpx´ x1, y ´ y1, t´ t1q dx1 dy1
ˇˇˇˇ
(4.44)
`
ˇˇˇˇ
wn2px, y, tq ´
ż
R2
wn2px1, y1, tqψρpx´ x1, y ´ y1q dx1 dy1
ˇˇˇˇ
Since each wn “ Bkwn, we have the bound
|wnpx, y, tq ´ wnpx1, y1, tq| ď }∇wnptq}L8xy |px, yq ´ px1, y1q|
ď }wnptq}H3 |px, yq ´ px1, y1q|
ď C}wnptq} |px, yq ´ px1, y1q|
from which we have the following uniform bound in n, thanks to Proposition 4.2:ˇˇˇˇ
wnpx, y, tq ´
ż
R2
wnpx1, y1, tqψρpx´ x1, y ´ y1q dx1 dy1
ˇˇˇˇ
ď
ˇˇˇˇż
R2
Cp}A0}Hsq|px´ x1, y ´ y1q|ψρpx´ x1, y ´ y1q dx1 dy1
ˇˇˇˇ
ď Cp}A0}Hsqρ
Choose ρ so small so that Cp}A0}Hsqρ ă 13δ. By the weak˚ convergence of pwnptqq, there is
an n0 (depending only on ρ, and thus only on }A0}Hs and δ) so that the second expression
on the right hand side of (4.44) can be made smaller than 1
3
δ whenever n1, n2 ě n0.
This establishes that the sequence pwnq converges pointwise everywhere on R2 ˆ r0, 2t0q
to a limit w P L8pr0, 2t0qˆR2q with maxpx,y,tqPR2ˆr0,2t0q |wpx, y, tq| ď Ck,}A0}Hs . This w is our
candidate for a solution to (1.17).
Since wpx, y, tq is defined pointwise everywhere on R2ˆr0, 2t0q, we may consider restrictions
of the limit wpx, y, tq for fixed t, and for fixed px, yq. By dominated convergence we have
wptq P L2xy. Moreover, we claim that for every fixed t, wptq “ Bkwptq. To see this, we have
}pI ´ Bkqw} “ supt|xpI ´ Bkqw, fy| : }f} “ 1, f simpleu
“ supt|xw, pI ´ Bkqfy| : }f} “ 1, f simpleu
“ supt lim
nÑ8
|xwn, pI ´ Bkqfy| : }f} “ 1, f simpleu
“ supt lim
nÑ8
|xpI ´ Bkqwn, fy| : }f} “ 1, f simpleu
“ 0
If we define as usual
unptq “ u0 ` tv0 `
ż t
0
ż τ
0
wnpτ 1qdτ 1 dτ
and uptq similarly, then this also allows us to conclude quickly that |D|putnu Ñ |D|pu point-
wise. By dominated convergence in t the question reduces to showing that |D|ppwn´wq Ñ 0
pointwise. Since we have constructed wn so that wn “ Bkwn and w “ Bkw from above,
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we can write in addition that |D|ppwn ´ wq “ |D|pϕˆp|D|qpwn ´ wq where ϕˆp|ξ|q is a smooth
compactly supported cutoff function that is identically 1 on the ball tξ : |ξ| ď 2u. But then
this allows us to write |D|ppwn ´wq as convolution of wn ´ w with a radial function ψpx, yq
in Schwarz class, and so pointwise convergence follows by another application of dominated
convergence in x, y.
Similarly, if we denote λn “ λpwnq and λ “ λpwq, we have by dominated convergence in
x, y that λn Ñ λ pointwise everywhere on r0, 2t0q, and therefore that max0ďtă2t0 |λptq´λ0| ď
1
2
p1´ λ0q. Then dominated convergence in t implies }λn ´ λ}L1t Ñ 0 as nÑ 8.
The only fact left to show is that the term g˚pmnpλnqq converges to g˚pλq almost everywhere
in r0, 2t0q. It suffices to show that }g˚pmnpλnqq´g˚pλq}L1t Ñ 0 as nÑ 8. But it then suffices
in turn to show that }mnpλnq´λ}L1t Ñ 0, since we have again by the Fundamental Theorem
of Calculus and the fact that mnpλnq, λ ď 12 ` 12λ0 that
}g˚pmnpλnqq ´ g˚pλq}L1t ď
››››g1˚ˆ12 ` 12λ0
˙
pmnpλnq ´ λq
››››
L1t
ď 32ǫ
´pq`4q
C
}mnpλnq ´ λ}L1t
To show the remaining estimate, we write
}mnpλnq ´ λ}L1t ď }mnpλn ´ λq}L1t ` }mnpλq ´ λ}L1t
The first term approaches zero as nÑ8 since
(4.45) }mnpfq}L1 ď }f}L1
as
}mnpfq}L1r0,2t0q ď
nÿ
j“1
›››››
 
Ij
fpτq dτ
›››››
L1pIjq
ď
nÿ
j“1
h
˜
1
h
ż tj
tj´1
|fpτq| dτ
¸
“ }f}L1r0,2t0q
To show that the second term approaches zero, recall (see for instance [23]) that for any ι ą 0
we may find a step function λιptq “
řm
l“1 cl1ral,bls where }λι}L8t ď }λ}L8t , }λι ´ λ}L1t ă ι,
and where without loss of generality we have a1 ă b1 ă a2 ă ¨ ¨ ¨ ă am ă bm. Then by a
triangle inequality argument using (4.45), it suffices to show }mnpλιq ´ λι}L1t can be made
arbitrarily small for large n. Now there can be at most 2m of the intervals Ij “ rpj´1qtn, jtns
containing the endpoints al, bl; if an interval Ij does not contain one of these endpoints, λιptq
is a constant on Ij and so
ffl
Ij
λιpτq dτ ´ λιptq “ 0 on all of Ij. But then we have the bound
}mnpλιq ´ λι}L1t ď
2m
n
2}λι}L8t ď
4m
n
ˆ
1
2
` 1
2
λ0
˙
ă 4m
n
ă ι
provided we choose n large enough depending on m and ι. Now taking the pointwise limit
of the equations (4.41) yields the equation (1.17) for all t excluding the measure zero set on
which mnpλnptqq ´ λptq ­Ñ 0.
Observe that since the initial data of the approximate solutions pztnup0q, ztnut p0qq all agree,
z itself satisfies the correct initial data. Since z solves (1.17) with g replaced by g˚ almost
everywhere, there is a t P pt0, 2t0q at which z solves (1.17) with g replaced by g˚. Finally,
note that since g1pλ0q ď 16ǫ´pq`4qC , we have by (4.40) that maxtPr0,ts g1pλptqq ď 16
?
2ǫ´pq`4q
C
.
Therefore on r0, ts we have g˚pλptqq “ gpλptqq, and so the solution zptq constructed here
satisfies (1.17). This completes the Proof of Proposition 4.1.
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Remark 4.4. The role of the conserved Hamiltonian in the local well-posedness argument
deserves comment. One might wonder at the outset of this paper why one cannot use the
coarse bound of Lemma 4.3 provided by the almost conserved Hamiltonian of (1.17) to
derive a bound on }Λsǫzttptq} without introducing a penalization term at all. The reason is
that, although the bounds given by Lemma 4.3 are uniform on r0,T ǫ´2s, they scale badly
in ǫ. The key estimate in the proof of Theorem 1.1 therefore will not close in this case due
to the poor dependence of ǫ0 on }A}HN . The exception is if one were to replace s by 0,
which only recovers the already-known mass conservation of A. However, despite the fact
that the bounds of Lemma 4.3 are quantitatively useless, they are nevertheless indispensable
in providing the qualitative uniform control needed to complete the construction of the
approximating sequence in §4.2.
5. Long-Time Wellposedness of the Progenitor Equation
It only remains to show that the solution zptq to the problem (1.17) exists on the whole
interval r0,T ǫ´2s; this is equivalent to providing an a priori upper bound on λptq that is
uniformly away from 1 on r0,T ǫ´2s. We do this by showing that λ1ptq is negative for values
of λptq sufficiently close to 1. We begin with the formal calculation of this fact. Unless
otherwise indicated, the constants C that appear below may change from line to line, but
depend only on s, p, q, k, }A0}HN ,T , ν. Assuming that the quantity zttt is well-behaved and
we are considering an interval of time on which zptq solves (1.17), we have by Proposition
3.1 that
λ1ptq “ 2 xΛ
2s
ǫ ztt, zttty
ν2ω4}ΛsA0}2
“ 2xΛ
2s
ǫ ztt,´|D|zt ´ ǫ2BtBkpz|z{ǫ|q´1q ´Ntgpλq ´N g1pλqλ1ptqy
ν2ω4}ΛsA0}2
ě 2xΛ
2s
ǫ ztt,´|D|zt ´ ǫ2BtBkpz|z{ǫ|q´1q ´N g1pλqλ1ptqy
ν2ω4}ΛsA0}2 ´ Cǫ
7
Using Propositions 2.1 and 3.1, we find that to leading order that there is a positive constant
Cω ą 0 so that
2
xΛ2sǫ ztt,´|D|zt ´ ǫ2BtBkpz|z{ǫ|q´1qy
ν2ω4}ΛsA0}2
ě 2xΛ
2s
ǫ z˜tt,´|D|z˜t ´ ǫ2BtBkpz˜|z˜{ǫ|q´1qy
ν2ω4}ΛsA0}2 ´ Cǫ
3
ě Cωǫ2 xΛ
2sA, iA|A|q´1y
ν2}ΛsA0}2 ´ Cǫ
3.
so that we have the estimate
λ1ptq ě Cωǫ2 xΛ
2sA, iA|A|q´1y
ν2}ΛsA0}2 ´ Cǫ
3 ` 2xΛ
2s
ǫ ztt,´N y
ν2ω4}ΛsA0}2 g
1pλptqqλ1ptq
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Now since C ą 1, we can write using Assumption 1 that
xΛ2sA, iA|A|q´1y
ν2}A0}2Hs
“ 1
2pT ` T1qν2}A0}2Hs
ˆ
d
dT
`pT ` T1q}ApT q}2Hs˘´ }ApT q}2Hs˙
ě C ´ 1
2T2
}ApT q}2Hs
ν2}A0}2Hs
ě C ´ 1
8T2
upon choosing ǫ0 ą 0 sufficiently small. We then have the following ODE for λptq:
(5.1)
ˆ
1´ 2xΛ
2s
ǫ ztt,´N y
ν2ω4}ΛsA0}2 g
1pλptqq
˙
λ1ptq ě C ´ 1
8T2
Cωǫ
2
Now suppose that we consider a time t˚ at which λptq is close enough to 1 so that
ǫq`4g1pλpt˚qq ě 8
C
Then we can estimate the remaining unsimplified term in (5.1) as follows:
2
xΛ2sǫ ztt,´N y
ν2ω4}ΛsA0}2
“ 2x´Λ
2s
ǫ ztt, ω
2Bk pǫq`4z ` 2iǫ5pǫ2t ` T1qz|z|q´1qy
ν2ω4}ΛsA0}2
ě 2x´Λ
2s
ǫ z˜tt, ω
2Bk pǫq`4z˜ ` 2iǫ5pǫ2t ` T1qz˜|z˜|q´1qy
ν2ω4}ΛsA0}2 ´ Cǫ
q`7
ě 2xω
2Λ2sǫ z˜, ω
2 pǫq`4z˜ ` 2iǫ5pǫ2t` T1qz˜|z˜|q´1qy
ν2ω4}ΛsA0}2 ´ Cǫ
q`5
ě 2ǫq`4 xΛ
2sA,A` 2ipT ` T1qA|A|q´1y
ν2}ΛsA0}2 ´ Cǫ
q`5
ě ǫq`4
ˆ
2C }A}2Hs
ν2}A0}2Hs
´ Cǫ
˙
ě ǫq`4 p2Cλptq ´ Cǫq
In the above we used Proposition 3.1 in the second step, Lemma 2.1 in the third step as well
as Proposition 2.1 in the third and fourth steps, and the growth condition of Assumption 1
in the fifth step. The final step is just the definition of λptq along with Propositions 2.1 and
3.1.
As a result, the coefficient of λ1pt˚q in (5.1) is negative. Thus if one assumes that λptq
is continuous in t and λptq ă 1, we conclude that that λ1ptq is negative when λptq is close
enough to 1 for small enough ǫ0 ą 0, which yields an a priori bound of λptq away from 1.
This is not literally correct since Proposition 4.1 alone does not assert that λptq is contin-
uous, and since the governing equation (4.1) is only satisfied almost everywhere. However,
the estimate (iv) of Proposition 4.1(b) gives at least some control of the rate at which λptq
can change over the course of successive local constructions. If λptq becomes sufficiently close
to 1, then this weaker control permits us to conclude that λptq is very close to 1 but still
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uniformly bounded away from 1 on an interval of time. On such an interval, the same for-
mal calculation above implies that λ1ptq remains almost everywhere bounded, which in turn
implies that λptq is absolutely continuous and is enough to make the naive ODE calculation
above rigorous. The precise argument is as follows:
Proof of Proposition 1.4. By Proposition 4.1 (a), (b) there exists a solution to (1.17) for
some short time r0, t1s. The single use of Proposition 4.1(a) entails making only a single
restriction on the smallness of ǫ0. Then, using Proposition 4.1(b) along with Proposition 3.1,
we can iterate the construction on time intervals of the form r0, t1s, rt1, t2s, . . . , rtj, tj`1s, . . ..
On each interval the parameter T1 of Proposition 4.1 is chosen so that T1ǫ
´2 “ tj. The
length of the interval rtj, tj`1s depends on s, p, q, ǫ,T , }A0}Hs, 1´λptjq. Notice also that for
any j, if tj`1 ď T ǫ´2, then the hypotheses of Proposition 3.1 hold uniformly in j: therefore
after each local construction, one can apply Proposition 3.1 on r0, tj`1s with the same choice
of ǫ0 for each j to conclude that the hypotheses (i)-(iii) on the initial data in Lemma 4.1
continue to hold whenever tj`1 ď T ǫ´2.
Because of the dependence of the existence times on λptjq, it is at this point still possible
that the lengths of the intervals may decrease in such a way that the total existence time
converges. We claim that this cannot happen; since the only dependence of the existence
times that is not uniformly controlled in j is through λptjq, it suffices to show that 1´λptjq
remains bounded below for all j
By Proposition 4.1(a) we know that λp0q ď 1
2
` 1
2ν
, so that ǫq`4g1pλp0qq ă 8
C
. We begin
a contradiction argument. Suppose that in the course of this construction there is a first
interval ptj, tj`1s for which maxtPptj ,tj`1s ǫq`4g1pλpt˚qq ą 8C . (This notion is well-defined
since λptq is defined pointwise everywhere, c.f. Remark 4.1). On this interval, we have by
Proposition 4.1(b) that for all t P ptj, tj`1s,
(5.2)
4
C
ď ǫq`4g1pλptqq ď 16
C
But then by following the calculations preceding (5.1) on this interval, we find that λ1ptq is
defined almost everywhere on rtj, tj`1s. Specifically, if we choose ǫ0 ą 0 sufficiently small,
inserting (5.2) into (5.1) implies that
(5.3) λ1ptq ď ´C ´ 1
504T2
Cωǫ
2 a.e. t P ptj, tj`1s,
But then λptq is absolutely continuous and strictly decreasing on rtj, tj`1s, and thus λptjq ą
λpt˚q. But then this contradicts the assumption that ptj, tj`1s is the first interval on which
λptq exceeds the value 8{C .
This establishes the a priori bound λptq ď 1´ ` C
16
ǫq`4
˘2
. Hence we can apply Proposition
4.1(b) a finite number of times depending on s, p, q, }A0}Hs,T , ǫ to construct a solution
defined on all of r0,T ǫ´2s. 
Remark 5.1. We emphasize that although the number of constructions needed in the above
proof depends on ǫ, the number of smallness restrictions on ǫ0 ą 0 is independent of the
number of constructions. Hence there is no danger that we are forced to choose a sequence
of restrictions that forces ǫ0 to be zero.
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6. Conclusion
We have shown that the NLS equations (1.1) are globally well-posed and, moreover, enjoy
the property that all of their subcritical inhomogeneous Sobolev norms grow at a polynomial
rate. Since solutions to (1.1) with large initial data avoid the characteristic finite time blow-
up of the focusing type equation, we subsume both defocusing and hyperbolic NLS equations
under the term non-focusing NLS equations. We conclude by further discussing the method
used in this paper, comparing with known results, and considering possible generalizations.
The original goal of this paper was to prove global well-posedness for pqHNLSq. However,
this result improves the regularities at which large data solutions to pqNLSq are globally well-
posed; for all q P 2N` 1, we conclude global well-posedness for large data in any subcritical
Sobolev spaces. The best known results in this direction when the critical index sc does
not correspond to a conserved quantity are a consequence of either the I-method or the
Fourier truncation method of Bourgain11, both of which do not allow one to conclude global
well-posedness in the entire subcritical range (c.f. [3] for a survey of the Fourier truncation
method, [7] for an application of the I-method to pqNLSq, and [30] for further discussion).
Even so, there is room to improve the results presented here. Because of the strong
dependence on subcritical persistence of regularity, we cannot conclude anything about the
global well-posedness in critical Sobolev spaces. Similarly, the bounds of Theorem 1.1 cannot
be used directly to conclude whether the equations considered here scatter (even in light of
Remark 4.3).
It is natural to ask whether a fully nonlinear progenitor equation is needed to carry out the
program of this paper, since the full nonlinearity creates significant technical complications.
Of course we will not attempt to conclusively demonstrate here that a progenitor with a
full nonlinearity is required in order to carry out the strategy of this paper; a simpler or
less cumbersome progenitor may very well exist, especially in light of the fact that the
NLS equations under consideration here arise generically in the modulation regime of a large
number of dispersive PDEs. However, if one designs a progenitor with the same linearization
and power nonlinearity as in (1.17), some sort of penalization term as is defined here must
be introduced, since nothing about such a progenitor would control Λsǫz or its derivatives
(in this context see Remark 4.4). If one introduces a penalization term depending only on
z and zt, then there are two possibilities. (1) The introduced term contributes terms on the
order Opǫ3q or larger on the NLS time scales, which forces one to either change the NLS
equation in question or discard the error estimates, both of which spoil the full justification.
(2) The penalization term is beyond the order in ǫ of the NLS equation: in this case the error
estimates for z, zt, ztt remain valid, but the penalization term does not affect the dynamics
of the progenitor over the NLS time scales, producing essentially the same effect as having no
penalization term whatsoever. Introducing a full nonlinearity allows one to simultaneously
keep z, zt, ztt in the modulation regime as well as being able to control the evolution of ztt
through an ODE (see Remark 3.1).
In a forthcoming work, we plan to generalize the method used in this paper to NLS
equations of arbitrary non-focusing type12 in higher dimensions Rd for d ě 3. This setting is
11Also called the “high-low” method.
12As in this paper, this is a shorthand term for NLS equation which are either elliptic with the defocusing
choice of sign on the power nonlinearity, or else of arbitrary mixed signature with either choice of sign on
the power nonlinearity.
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especially interesting because it would overcome a long-standing obstacle to showing global
well-posedness for NLS equations for which the critical index sc ą 1. Current methods for
showing global well-posedness for such equations fail because all of the natural conserved
quantities scale supercritically with respect to the natural scaling of the equation. This
makes them unsuitable for use in supplying useful global a priori bounds. This is the same
obstacle one faces in showing long-time existence for NLS equations of hyperbolic type,
except that the Hamiltonian is useless for reasons of scaling instead of lack of coercivity. A
priori bounds analogous to those presented in this paper would provide a partial substitute
for the missing Hamiltonian and show global well-posedness in subcritical Sobolev spaces.
This would be the first method that provides global well-posedness results for this class of
equations.
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