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IRREDUCIBLE COMPONENTS OF AFFINE DELIGNE-LUSZTIG
VARIETIES
SIAN NIE
Abstract. By extending the method of semi-modules developed by de Jong,
Oort, Viehmann and Hamacher, we introduce a stratification for the affne
Deligne-Lusztig variety (in the affne Grassmannian) attached to attached to
a minuscule cocharacter and a basic element. As an application, we complete
the proof of a conjecture on the irreducible components of affne Deligne-Lusztig
varieties, due to Miaofen Chen and Xinwen Zhu.
Introduction
Understanding geometric and arithmetic properties of Shimura varieties has
been a key problem in arithmetic geometry. An important approach is to study
the special fiber of certain suitable integral model of the Shimura variety. For
a PEL Shimura variety, the special fiber can be viewed as a moduli space of
abelian varieties with additional structure. To such abelian varieties, we can
attach their p-divisible groups which inherit corresponding additional structure.
Then the Newton strata are the loci where the isogeny classes of the attached p-
divisible groups are constant. Thanks to the uniformization theorem by Rapoport
and Zink [31], we can describe the Newton strata explicitly in terms of so-called
Rapoport-Zink spaces (see [39], [26], [10]), whose underlining space is called an
affine Deligne-Lusztig variety [30]. Therefore, many arithmetic properties of the
Shimura variety is encoded in the geometric properties of the corresponding affine
Deligne-Lusztig varieties (see [39], [40]).
In this paper, we study the affine Deligne-Lusztig varieties in affine Grassman-
nians1, with an emphasis on those attached to a minuscule cocharacter and a basic
element. To describe the results more precisely, we introduce some notation. Let
F be a complete non-archimedean local field whose residue field is Fq, a finite field
with q elements. Let L be the completion of the maximal unramified extension of
F . Denote by OF and O the valuation rings of F and L respectively. Let σ denote
the Frobenius automorphism of L/F .
Let G be a connected reductive group over OF . Fix S ⊆ T ⊆ B ⊆ G, where S
is a maximal split torus, T a maximal torus and B a Borel subgroup of G. Denote
by Y the cocharacter group of T , and by Y + the set of dominant cocharacters
determined by B. Let 6 denote the partial order on YR such that v 6 v
′ ∈ YR if
and only if v′ − v is a non-negative linear combination of positive coroots.
We have the Cartan stratification G(L) = ⊔λ∈Y +Kt
λK with K = G(O). For
b ∈ G(L) and µ ∈ Y +, the attached affine Deligne-Lusztig variety is defined by
Xµ(b) = X
G
µ (b) = {gK ∈ G(L)/K; g
−1bσ(g) ∈ KtµK}.
1We refer to [17] for a survey on the affine Deligne-Lusztig varieties in affine flag varieties.
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It carries a natural action by the group Jb = JGb = {g ∈ G(L); g
−1bσ(g) = b}.
Up to isomorphism, Xµ(b) only depends on the σ-conjugacy class [b] = [b]G of b.
Thanks to Kottwitz [21], [b] is uniquely determined by two invariants: the Newton
point νG(b) ∈ Y
+
R and the Kottwitz point κG(b) ∈ π1(G)σ, see [14, §2.1]. By [23]
and [5], Xµ(b) 6= ∅ if and only if κG(t
µ) = κG(b) and νG(b) 6 µ
⋄, where µ⋄ denotes
the σ-average of µ. Moreover, thanks to [7], [35], [9] and [42], Xµ(b) is locally of
finite type, whose dimension is given by
dimXµ(b) = 〈ρG, µ− νG(b)〉 −
1
2
defG(b),
where ρG is the half-sum of positive roots of G and defG(b) is the defect of b; see
[22, §1.9.1].
Fix a σ-stable Iwahori subgroup I of G(L) containing T (O). Suppose b is
basic, that is, νG(b) is central. Then by replacing b with some appropriate σ-
conjugate of itself, we can assume further that bIb−1 = I and bT (L)b−1 = T (L).
The stratification G(L)/K = ⊔λ∈Y It
λK/K induces a decomposition Xµ(b) =
⊔λ∈YX
λ
µ(b), where each piece X
λ
µ(b) = (It
λK/K)∩Xµ(b) is a locally closed subset
of Xµ(b).
Proposition 0.1. Let b be as above. If µ is minuscule, then Xλµ(b) 6= ∅ if and
only if τλ is conjugate to µ, where τ ∈ Y
+ such that b ∈ KtτK. Moreover, in this
case, we have
(1) Xµ(b) is smooth and I ∩ Jb acts on IrrXλµ(b) transitively;
(2) dimXλµ(b) = |Rµ,b(λ)|.
Here IrrXλµ(b) denotes the set of irreducible components of X
λ
µ(b).
We refer to §2.1 and §2.2 for the definitions of τλ and Rµ,b(λ). If b is superbasic,
the decompositionXµ(b) = ⊔λ∈YX
λ
µ (b) is the stratification by semi-modules, which
is first considered by de Jong and Oort [4], and developed latter by Viehmann [35]
and Hamacher [9] in its full generality (without µ being minuscule).
Now we turn to the study of irreducible components of Xµ(b). Thanks to
Hamacher and Viehmann [14, §2.1], the set
{λ ∈ Yσ = Y/(1− σ)Y ; κG(t
λ) = κG(b), λ
⋄ 6 νG(b)}
has a unique maximal element λG(b) with respect to the partial order 6, which is
called called “the best integral approximation” of νG(b). Moreover, if M ⊇ T is a
Levi subgroup such that b ∈M(L) and νM(b) = νG(b), then λM(b) = λG(b).
Let Sˆ ⊆ Tˆ ⊆ Bˆ ⊆ Gˆ be the dual of S ⊆ T ⊆ B ⊆ G in the sense of Deligne and
Lusztig. Then the character group of Tˆ can be identified with Y canonically, and
each element of Yσ = Y/(1 − σ)Y restricts to a character of Sˆ. For µ ∈ Y
+, we
denote by Vµ = V
Gˆ
µ the irreducible Gˆ-module with highest weight µ, and denote
by Vµ(λ) (for λ ∈ Yσ) the λ-weight space of Vµ.
Conjecture 0.1 (Chen, Zhu). Let notations be as above. Then there exists a nat-
ural bijection between Jb\IrrXµ(b) and a basis of Vµ(λG(b)) related to the Mirkovic-
Vilonen cycles (see [27]). In particular,
|Jb\IrrXµ(b)| = dimVµ(λG(b)).
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If µ is minuscule and either G is split or b is superbasic, it is proved by Hamacher
and Viehmann [14]. If b is unramified, that is, defG(b) = 0, it is proved by Xiao and
Zhu [40]. In both cases, the authors obtained complete descriptions of IrrXµ(b).
If G = ResE/FGLn, where E/F is an unramified extension, it is proved in [28].
Remark. We mention that a complete description of IrrXGµ (b) was also known for
the case where G equals GLn or GSp2n and µ is minuscule (cf. [36], [37]), and
for the case where (G, µ) is fully Hodge-Newton decomposable (cf. [8]), see [18],
[20], [41], [34], [39], [32], [12], [13], [6], [24], [25], [33] and so on for the precise
descriptions and their applications in arithmetic geometry.
By extending the construction of [14, Theorem 1.5] in the minuscule case, we
formulate a natural surjective map from the Mirkovic-Vilonen cycles to the Jb-
orbits of irreducible components of Xµ(b).
Theorem 0.2. Conjecture 0.1 holds if char(F ) > 0.
Remark. Earlier, Rong Zhou and Yihang Zhu claimed a proof of Theorem 0.2
using a different approach.
Remark. Our proof is based on the assumption that Xµ(b) is equi-dimensional,
which is true if char(F ) > 0, see [15], [38] and [14]. If char(F ) = 0, the equi-
dimensionality of Xµ(b) is not fully established, see [14, Theorem 3.4]. In this
case, the same proof shows that
|Jb\Irr
topXµ(b)| = dimVµ(λG(b)),
where IrrtopXµ(b) is set of irreducible components of Xµ(b) with top dimension.
We remark that Xµ(b) is always equi-dimensional if µ is minuscule.
Let us briefly discuss the proof of Theorem 0.2. First we reduced the problem
to the case where b is basic and G is simple and adjoint. Thanks to [40], it remains
to consider the case where b is not unramified. So we can assume further that each
absolute factor of G is of classical type or is of type E6 and E7. In particular, any
irreducible Gˆ-module appears in some tensor product of irreducible Gˆ-modules
with minuscule highest weights. Together with geometric Satake, this observation
enables us to reduce the problem to the final case where µ is minuscule and b is
basic. Then we have IrrXµ(b) = ⊔λ∈AtopIrrX
λ
µ(b) by Proposition 0.1, where A
top ⊆
Y is the set of cocharacters λ such that dimXλµ(b) = dimXµ(b). Moreover, the
action of Jb on IrrXµ(b) induces an equivalence relation on Atop, and the Jb-orbits
of IrrXµ(b) are naturally parameterized by the corresponding equivalence classes
of Atop. Therefore, it remains to show the number of these equivalence classes
coincides with the dimension of V Gˆµ (λG(b)). This is accomplished by a reduction
to the superbasic case, which has been solved by Hamacher and Viehmann [14,
Theorem 1.5].
It is natural to ask the following question.
Question 0.1. Is there an irreducible component of the form Xλµ(b) for some
λ ∈ Y in each Jb-orbit of IrrXµ(b)?
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Notice that ifXλµ(b) is irreducible, its stabilizer in Jb is certain parahoic subgroup
of Jb containing I ∩Jb. If b is either superbasic or unramified, it is known that the
answer to the question is positive, see [35], [9] and [40].
By following a strategy of Xiao and Zhu [40], for µ minuscule and b basic, we
obtain a partial answer to the above question, which in particular gives an explicit
construction of a single irreducible component in each Jb-orbit of IrrXµ(b).
Theorem 0.3. Suppose the characteristic char(Fq) is sufficiently large. Assume
µ is minuscule and b is basic. Then for each λ ∈ A there exists a subgroup IΣc
λ
⊆ I
such that (IΣc
λ
tλK/K) ∩Xµ(b) is an irreducible component of X
λ
µ(b).
We refer to §3.1 and §3.2 for the precise definition of IΣc
λ
. As an application,
we obtain an explicit parametrization of irreducible components in the following
case.
Corollary 0.4. Let assumptions be as in Theorem 0.3. If G = ResE/FGLn with
E/F an unramified extension. Then each Jb-orbit of IrrXµ(b) contains an irre-
ducible component of the form Xλµ(b) for some λ ∈ Y , whose stabilizer in Jb is a
maximal parahoric subgroup of Jb.
Notation. Let Z,Z ′ be two subvariety. We write Z ⊆ Z ′ to mean that Z ′ contains
an open dense subset Z. In particular, we write Z = Z ′ to mean that Z ∩ Z ′ is
dense in both Z and Z ′.
Acknowledgement. We would like to thank U. Go¨rtz, X. He, L. Xiao and X.
Zhu for helpful comments and suggestions. We are also grateful to E. Viehmann
for the valuable explanations on her joint work [14] with P. Hamacher.
1. Reduction to the basic case
In this section, we give an explicit formulation of Conjecture 0.1. Moreover, we
show it is true if it is true for the basic case.
1.1. Let R = (Y,Φ∨G, X,ΦG, S0) be the based root datum of G associated to the
triple T ⊆ B ⊆ G, where X and Y are the character and cocharacter groups of T
respectively together with a perfect pairing 〈, 〉 : X × Y → Z; Φ = ΦG ⊆ X (resp.
Φ∨ ⊆ Y ) is the set of roots (resp. coroots); S0 is the set of simple roots appearing
in the Borel subgroup B ⊇ T . For α ∈ Φ, we denote by sα the reflection which
sends χ ∈ Y to χ − 〈α, χ〉α∨, where α∨ ∈ Φ∨ denotes the corresponding coroot.
Notice that the Frobenius map of G induces an automorphism of R of finite order,
which we still denote by σ. In particular, σ acts on YR as a linear transformation
of finite order.
Let W0 = WG be the Weyl group of T in G, which is a reflection subgroup of
GL(YR) generated by S0. The Iwahori-Weyl group of T in G is given by
W˜ = W˜G = NT (L)/T (O) ∼= Y ⋊W0 = {t
χw;χ ∈ Y, w ∈ W0},
where NT denotes the normalizer of T in G. We can embed W˜ into the group of
affine transformations of YR, where the action of w˜ = t
µw is given by v 7→ µ+w(v).
Let Φ+ = Φ∩Z>0S0 be the set of positive roots and let ∆ = {v ∈ YR; 0 < 〈α, v〉 <
1, α ∈ Φ+} be the base alcove. Then we have W˜ = W a⋊Ω, whereW a = ZΦ∨⋊W0
and Ω = {ω ∈ W˜ ;ω(∆) = ∆}.
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For α ∈ Φ, let Uα ⊆ G be the corresponding root subgroup. We set
I = T (O)
∏
α∈Φ+
Uα(tO)
∏
β∈Φ+
U−β(O) ⊆ G(L),
which is called a (standard) Iwahori subgroup.
Let Φ˜ = Φ˜G = Φ × Z be the set of (real) affine roots. Let a = (α, k) ∈ Φ˜.
We can view a as an affine function such that a(v) = −〈α, v〉 + k for v ∈ YR.
The zero locus Ha := {v ∈ YR; a(v) = 0} is called an affine root hyperplane for
W . We denote by sa = sHa = t
kα∨sα ∈ W˜ the corresponding affine reflection.
Set Φ˜+ = {a ∈ Φ˜; a(∆) > 0} and Φ˜− = −Φ˜+. Then Φ˜ = Φ˜+ ⊔ Φ˜−. The
associated length function ℓ : W˜ → N is defined by ℓ(w˜) = |Φ˜− ∩ w˜(Φ˜+)|. Let
Sa = {sa; a ∈ Φ˜, ℓ(sa) = 1}. ThenW a is generated by Sa and (W a, Sa) is a Coxeter
system.
Let M ⊃ T be a Levi subgroup of G. By replacing the triple T ⊆ B ⊆ G with
T ⊆ B ∩M ⊆M , we can define Φ+M , W˜M , WM , IM , Φ˜M , ∆M and so on as above.
1.2. Let µ ∈ Y + and b ∈ G(L). Let P = MN ⊇ T be a standard parabolic
subgroup such that b ∈ M(L) and νM(b) = νG(b), where M ⊇ T (resp. N)
denotes the Levi subgroup (resp. the unipotent radical) of P . We have the Iwasawa
decomposition G(L)/K = P (L)/KP , where KP = P (O) = P (L) ∩K.
Let Iµ,M be the set ofM-dominant cocharacters λ such that Sµ,λ := N(L)t
λK/K∩
KtµK/K 6= ∅. Set Iµ,b,M = {λ ∈ Iµ,M ; κM(t
λ) = κM(b)}. Let λ ∈ Iµ,b,M and
(a,b) ∈ IrrXMλ (b)× IrrSµ,λ. Define
Xa,bµ (b) = {mnKP ∈M(L)N(L)/KP ;mKM ∈ a;n
−1(bmσ(n)b
−1
m ) ∈ cmπ
−1
λ (b)c
−1
m },
where bm := m
−1bσ(m) ∈ cmt
λKM for some cm ∈ KM and πλ : N(L) → G(L)/K
is the map given by u 7→ utλK. Notice that cmπ
−1
λ (b)c
−1
m is independent of the
choice of cm ∈ KM .
Lemma 1.1. We have Xµ(b) = ∪a,bX
a,b
µ (b), where (a,b) ranges over all pairs in
∪λ∈Iµ,λ,M IrrX
M
λ (b)× IrrSµ,λ. Moreover, N(L) ∩ Jb acts transitively on IrrX
a,b
µ (b).
Proof. Let gK ∈ Xµ(b). By the Iwasawa decomposition G(L)/K = P (L)/KP ,
we can write g = mnKP for some m ∈ M(L) and n ∈ N(L). As g
−1bσ(g) ∈
KtµK, we deduce that n−1(bmσ(n)b
−1
m )bm ∈ Kt
µK. Let λ be the M-dominant
cocharacter such that bm ∈ KM t
λKM . Moreover, we can assume bm ∈ t
λKM .
Then n−1(bmσ(n)b
−1
m )bm ⊆ (N(L)t
λKM) ∩Kt
µK. Therefore, we have λ ∈ Iµ,b,M
and there exists some (a,b) ∈ IrrXMλ (b) × IrrSµ,λ such that mKM ∈ a and
n−1bmσ(n)b
−1
m ∈ π
−1
λ (b), that is, gK ∈ X
a,b
µ (b) as desired. The “Moreover” part
follows from the proof of [14, Proposition 5.6]. 
Consider the decomposition Vµ = ⊕λ∈Iµ,MV
Mˆ
λ ⊗V
λ
µ , where V
λ
µ = homMˆ(V
Mˆ
λ , Vµ)
denotes multiplicity subspace.
Proposition 1.2. [7, Proposition 5.4.2] We have
dimXa,bµ (b) = dimb+ dim a 6 dimXµ(b),
where the equality holds if and only if a ∈ IrrtopXMλ (b), b ∈ Irr
topSµ,λ and V
λ
µ 6= 0.
Moreover, dim V λµ = |Irr
topSµ,λ| if V
λ
µ 6= 0.
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We say b ∈ G(L) is superbasic if there is no proper Levi subgroup M ′ ⊇ T such
that M ′(L) ∩ [b] 6= ∅, where [b] is the σ-conjugacy class of b.
Theorem 1.3. [28] If b is superbasic in G(L), then |Jb\IrrXµ(b)| = dimVµ(λG(b)).
Corollary 1.4. We have |Jb\IrrXµ(b)| 6 dimVµ(λG(b)).
Proof. Let M be as in §1.2 such that b is superbasic in M(L). Then
|Jb\IrrXµ(b)| 6
∑
λ∈Iµ,M
|JMb \IrrX
M
λ (b)| × |Irr
topSµ,λ|
=
∑
λ∈Iµ,M
dim V Mˆλ (λM(b)) dimV
λ
µ
= dim Vµ(λM(b))
= dim Vµ(λG(b)),
where the first inequality follows from Lemma 1.1; the first equality follows from
Proposition 1.2 and Theorem 1.3; the last equality follows by the identification
λM(b) = λG(b). The proof is finished. 
Proposition 1.5. If µ is minuscule and b is basic, then |Jb\IrrXµ(b)| = dimVµ(λG(b)).
The proof is given in §2.
Proposition 1.6. If b is basic in G(L), then |Jb\IrrXµ(b)| = dim Vµ(λG(b)).
The proof is given in §1.3 by assuming Proposition 1.5.
Combining Proposition 1.2 with Theorem 1.3, we see that there exists a nat-
ural bijection between the Mirkovic-Vilonen basis of Vµ(λM(b)) = Vµ(λG(b)) and
⊔λ∈Iµ,b,M ,V λµ 6=0(J
M
b \IrrX
M
λ (b)) × Irr
topSµ,λ, where M is such that b is superbasic
in M(L). Thus the bijection in Conjecture 0.1 can be formulated explicitly as
follows.
Theorem 1.7. The natural map (a,b) 7→ JbIrrXa,bµ (b) induces a bijection from
the Mirkovic-Vilonen basis of Vµ(λG(b)) to Jb\IrrXµ(b), that is, dimVµ(λG(b)) =
|Jb\IrrXµ(b)|.
Proof. It follows by combining Proposition 1.6 with Proposition 1.8 below. 
Proposition 1.8. Theorem 1.7 is true for Xµ(b) if it is true when b is basic.
Proof. Let M be as in §1.2, which is the centralizer of νG(b). By a similar proof
of [14, Corollary 5.9], there is a natural bijection
Jb\IrrXµ(b) ∼= ⊔λ∈Iµ,b,M ,V λµ 6=0(J
M
b \IrrX
M
λ (λ))× Irr
topSµ,λ.
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As b is basic in M(L), we have |Jb\IrrXMλ (λ)| = dimV
λ
µ dimV
Mˆ
λ (λM(b)) by as-
sumption. Thus,
|Jb\IrrXµ(b)| =
∑
λ∈Iµ,b,M
dim V λµ |Jb\IrrX
M
λ (λ)|
=
∑
λ∈Iµ,b,M
dim V λµ dimV
Mˆ
λ (λM(b))
=
∑
λ∈Iµ,M
dimV λµ dimV
Mˆ
λ (λM(b))
= dimVµ(λM(b))
= dimVµ(λG(b)).
The proof is finished. 
Proposition 1.9. Theorem 1.7 is true for G if it is true for Gad, the adjoint
group of G.
Proof. For ω ∈ π1(G) we denote by Xµ(b)
ω the corresponding component of Xµ(b).
Choose ω such that Xµ(b)
ω 6= ∅. By [1, Corollary 2.4.2] and [14, Proposition 3.1],
the natural projection G → Gad induces a universal homeomorphism Xµ(b)
ω ∼→
Xµad(bad)
ωad , where µad, bad and ωad denote the images of µ, b and ω respectively
under the projection. Let J◦b (resp. J
◦
bad
) denotes the kernel of the projection
Jb → π1(G) (resp. Jbad → π1(G
ad)). Then
dimVµ(λG(b)) > |Jb\IrrXµ(b)| = |J
◦
b\IrrXµ(b)
ω|
> |J◦bad\IrrXµad(bad)
ωad | = |Jbad\IrrXµad(bad)|
= dimVµad(λGad(bad)) = dimVµ(λG(b)),
where the first inequality follows from Corollary 1.4. The proof is finished. 
1.3. By Proposition 1.9, to verify Proposition 1.6, we can assume from now on
that G is simple and adjoint. In particular, there exists d ∈ Z>1 such that
G⊗OF OF d = G1 × · · · ×Gd,
where F d/F is an unramified extension of degree d and each factor Gi is simple
and adjoint over O. Moreover, the Frobenius map σ sends Gi to Gi−1 for i ∈ Z/dZ.
Notice that T ⊗OF OF d = T1 × · · · × Td with Ti = T ∩ Gi a maximal torus of Gi.
Then the embedding λ1 7→ (λ1, 0, . . . , 0) identifies Yσ with (Y1)σd , where Yi denotes
the cocharacter group of Ti. Similarly, the embedding g1 7→ (g1, 1, . . . , 1) induces a
bijection between σ-donjugacy classes of G(L) and σd-conjugacy classes of G1(L).
So we can assume that b ∈ G1(L) and hence λG1(b) = λG(b) ∈ Yσ.
Set Ki = K ∩Gi(L). For µ = (µ1, . . . , µd) ∈ Y
+, consider the action of (K1)
d−1
on K1t
µ1K1 × · · · ×K1t
σd−1(µd)K1/K1 given by
(h2, . . . , hd) · (g1, . . . , gdKd) = (g1h
−1
2 , h2g2h
−1
3 , . . . , hdgdK1).
Then we have the twisted product
Zµ = K1t
µ1K1 ×K1 · · · ×K1 K1t
σd−1(µd)K1/K
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together with the convolution map
mµ : Zµ → K1t|µ|K1/K1 = ∪λ1≤|µ|K1t
λ1K1/K1
given by (g1, . . . , gd−1, gdK1) 7→ g1 · · · gdK1, where |µ| = µ1 + · · ·+ σ
d−1(µd).
Let Gˆi be the dual of Gi for i ∈ Z/dZ. Then Gi, for 1 6 i 6 d, can be identified
with G1 via the isomorphism σ
1−i : G1 → Gi. Hence we have the following
decomposition of Gˆ1-modules
Vµ = V
Gˆ1
µ1
⊗ · · · ⊗ V Gˆdµd =
⊕
λ1∈Y
+
1
V Gˆ1λ1 ⊗W
λ1
µ ,
where W λ1µ = homGˆ1(V
Gˆ1
λ1
, Vµ).
Theorem 1.10 ([27], [29]). Suppose µ ∈ Y +. For each y ∈ K1t
λ1K1/K1 with
λ1 ≤ |µ| dominant, dimm
−1
µ (y) 6 〈ρG1 , |µ| − λ1〉. Moreover, dimW
λ1
µ equals the
number of irreducible components of m−1µ (y) with dimension 〈ρG1 , |µ| − λ1〉.
Let X ′µ(b) be the image of Xµ(b) under the Frobenius homeomorphism
G1(L)/K1 × · · · ×Gd(L)/Kd → (G1/K1)
d
given by (h1K1, . . . , hdKd) 7→ (h1K1, . . . , σ
d−1(hd)K1). Thanks to Zhu [42, §3.13],
there is a Cartesian square
X ′µ(b)
αµ

// G1(L)×K1 Zµ
idG1×K1mµ

∪λ1≤|µ|X
G1
λ1
(b) // G1(L)×K1 K1t
|µ|K1/K1,
where the bottom horizontal map is given by g1K1 7→ (g1, g
−1
1 bσ
d(g1)K), and the
top horizontal map is given by
(g1K1, . . . , gdK1) 7→ (g1, g
−1
1 bg2, . . . , g
−1
d−1gd, g
−1
d σ
d(g1)K1).
Moreover, via the identification
JG1b
∼= Jb, g1 7→ (g1, σ
d−1(g1) . . . , σ(g1)),
the above Cartesian square is Jb-equivariant by left multiplication.
Lemma 1.11. Let notations be as above. Suppose µ is sum of dominant minuscule
coweights. Then
IrrXµ(b) = ⊔|µ|≥λ1∈Y +1 , W
λ1
µ 6=0
⊔
a∈IrrX
G1
λ1
(b)
Irrα−1µ (a).
In particular,
Jb\IrrXµ(b) = ⊔|µ|≥λ1∈Y +1 , W
λ1
µ 6=0
⊔
a∈J
G1
b
\IrrX
G1
λ1
(b)
Irrα−1µ (a)
and hence
|Jb\IrrXµ(b)| =
∑
|µ|≥λ1∈Y
+
1
dimW λ1µ |J
G1
b \IrrX
G1
λ1
(b)|.
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Proof. Let a ∈ IrrXG1λ1 (b). If α
−1
µ (X
G1
λ1
(b)) 6= ∅, that is, m−1µ (t
λ1K1) 6= ∅, or
equivalently, W λ1µ 6= 0, then Theorem 1.10 tells that α
−1
µ (a) is equi-dimensional
and
dimα−1µ (a) = dim a+ 〈ρG1 , |µ| − λ1〉 = dimX
G1
λ1
(b) + 〈ρG1 , |µ| − λ1〉 = dimXµ(b).
The proof is finished. 
Theorem 1.12 (Parthasarathy-Ranga Rao-Varadarajan, Kumar [19]). Let λ1, χ1 ∈
Y +1 . Then V
Gˆ1
λ1+w1(χ1)
appears in the tensor product V Gˆ1λ1 ⊗ V
Gˆ1
χ1 for any w1 ∈ W1.
Here W1 is the Weyl group of G1 and λ1 + w1(χ1) denotes the dominant W1-
conjugate of λ1 + w1(χ1).
Lemma 1.13. If G1 is of classical type or is of type E6 or E7, then each irre-
ducible Gˆ1-module appears in some tensor product of irreducible Gˆ1-modules with
minuscule highest weights.
Proof. As G1 is adjoint, it suffices to show that Vµ1 appears in some tensor product
of irreducible Gˆ1-modules with minuscule highest weights, where µ1 ranges over
fundamental coweights. This statement can be verified using Theorem 1.12. 
Proof of Proposition 1.6. If G1 is of type E8, F4 or G2, then b is unramified and
the statement is proved in [40]. So we can assume G1 is of classical type or is of
type E6 or E7.
First we claim that |JG1b \IrrX
G1
χ1
(b)| = dimV Gˆ1χ1 (λG1(b)) for χ1 ∈ Y
+
1 . By Theo-
rem 1.10 and Lemma 1.13, there exist d ∈ Z>1 and a dominant minuscule cochar-
acter χ of G such that the pair (G1, G) fits into the setting of this subsection and
W χ1χ 6= 0. We have
dimVχ(λG(b)) = |Jb\IrrXχ(b)|
=
∑
λ1≤|χ|
dimW λ1χ |J
G1
b \IrrX
G1
λ1
(b)|
6
∑
λ1≤|χ|
dimW λ1χ dimV
Gˆ1
λ1
(λG1(b))
= dimVχ(λG1(b))
= dimVχ(λG(b)).
where the first equality follows from Proposition 1.5; the second one follows from
Lemma 1.11; the inequality follows from Corollary 1.4; the last equality follows
from the identification λG1(b) = λG(b). Thus |J
G1
b \IrrX
G1
λ1
(b)| = dimV Gˆ1λ1 (λG1(b))
if W λ1χ 6= 0. The claim is proved.
Now we have
dimVµ(λG(b)) =
∑
λ1≤µ1
dimW λ1µ dimV
Gˆ1
λ1
(λG1(b))
=
∑
λ1≤µ1
dimW λ1µ |J
G1
b \IrrX
G1
λ1
(b)|
= |Jb\IrrXµ(b)|,
where the second equality follows from the above claim. The proof is finished.
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
2. Proof of Proposition 1.5
This section is devoted to the proof of Proposition 1.5.
2.1. By Proposition 1.6, it suffices to consider the basic case. So we fix a basic
element b ∈ G(L). Moreover, we can assume b ∈ NT (L) such that bIb
−1 = I.
By abuse of notation, we also denote by b its image in the Iwahori Weyl group
W˜ . Thus b = tτw ∈ Ω for some τ ∈ Y and w ∈ W0. For D ⊆ W˜ we set
D ∩ Jb = {x ∈ D; bσ(x)b−1 = x}.
Let α ∈ Φ. We set αi = (wσ)
i(α) and Oα = {αi; i ∈ Z}. Define α˜ = (α, 0) ∈ Φ˜+
if α < 0 and α˜ = (α, 1) ∈ Φ˜+ otherwise. Then the map α 7→ α˜ gives an embedding
of Φ into Φ˜+, whose image is {a ∈ Φ˜; 0 < a(∆) < 1}. As bσ(∆) = ∆, we have
bσ(α˜i) = α˜i+1. Denote by Π the set of roots α ∈ Φ such that α˜ is a simple affine
root, namely, Π is the set of minus simple roots and highest positive roots.
Let µ ∈ Y be a dominant minuscule cocharacter. We denote by A = Aµ,b the
set of cocharacters λ such that τλ := −λ+ τ +wσ(λ) is conjugate to µ. For λ ∈ A
and α ∈ Φ, define λα = 〈α, λ〉 if α < 0 and λα = 〈α, λ〉 − 1 if α > 0.
Lemma 2.1. We have λ−α = −λα − 1 and 〈α, τλ〉 = λα−1 − λα for α ∈ Φ.
Proof. The first equality follows directly by definition. We show the second one.
Notice that 〈α, τλ〉 = −〈α, λ〉+ 〈α, τ〉+ 〈α−1, λ〉. As bσ(α˜−1) = α˜, one checks that
α, α−1 are both positive or negative if 〈α, τ〉 = 0; α < 0 and α−1 > 0 if 〈α, τ〉 = −1;
α > 0 and α−1 < 0 if 〈α, τ〉 = 1. In all cases we have 〈α, τλ〉 = λα−1 − λα as
desired. 
2.2. For λ ∈ Y we define Xλµ(b) = (It
λK/K) ∩ Xµ(b), which is a locally closed
subset of Xµ(b). Let R(λ) = Rµ,b(λ) be the set of roots α ∈ Φ such that 〈α, τλ〉 =
−1 and λα > 1.
Fix e ∈ ∆bσ = {v ∈ ∆; bσ(v) = v} and n ∈ Z>0, and denote by I>n the Moy-
Prasad (normal) subgroup of I generated by T (1 + tnO) and Uα(t
kO) for α ∈ Φ
and k ∈ Z such that −〈α, e〉+ k > n. Notice that bσ(I>n)b−1 = I>n.
Proof of Proposition 0.1. Let E = {h ∈ I; htλK ∈ Xµ(b)} and let H = {h ∈
I; (t−λhtλ)tτλ ∈ KtµK}. Let φb : I → I be the Lang’s map given by h 7→
h−1bσ(h)b−1. One checks that E = φ−1b (H). As φb is surjective, X
λ
µ(b) 6= ∅ if
and only if H 6= ∅. If λ ∈ A, then 1 ∈ H and hence Xλµ(b) 6= ∅. We show
the other direction. Let Nλ (resp. Nλ) be the subgroup generated by the root
subgroups Uα such that 〈α, λ〉 > 0 (resp. 〈α, λ〉 < 0). Set INλ = I ∩ Nλ(L) and
INλ = I ∩ Nλ(L). Noticing that I = INλIMλINλ and t
−λINλIMλt
λ ⊆ INλIMλ ,
we have H = INλIMλ(INλ ∩ H) and t
−λHtλtτλ ⊆ INλ(L)t
τλ . So H 6= ∅ only if
Nλ(L)t
τλ ∩KtµK 6= ∅. Since µ is minuscule, the latter non-emptiness is equivalent
to that τλ is conjugate to µ, that is, λ ∈ A.
Assume λ ∈ A. Choose n ≫ 0 such that I>n ⊆ I ∩ t
λKt−λ. Then EI>n = E
and HI>n = I>nH = H . Consider the induced Lang’s map I/I>n → I/I>n
given by hI>n 7→ φb(h)I>n, which we still denote by φb. Again we have E/I>n =
φ−1b (H/I>n). Let N
′ (resp. N ′′) be the unipotent subgroup generated by the
root subgroups Uβ ⊆ Nλ such that 〈β, τλ〉 > 0 (resp. 〈β, τλ〉 = −1). Since
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τλ is minuscule, we have Nλ(L)t
τλ ∩ KtµK = Nλ(O)t
τλNλ(O) = N
′(O)tτλN ′′(O)
and hence INλ ∩ H = INλ ∩ (t
λN ′(O)(tτλN ′′(O)t−τλ)t−λ). Therefore, H/I>n is
an affine space. Now the statement (1) follows since Xλµ(b) = φ
−1
b (H/I>n)/((I ∩
tλKt−λ)/I>n) and φb is an etale covering with Galois group (I ∩ Jb)/(I>n ∩ Jb).
Moreover,
dimXλµ(b) = dimE/(I ∩ t
λKt−λ)
= dimE/I>n − dim(I ∩ t
λKt−λ)/Ie,n
= dimH/I>n − dim(I ∩ t
λKt−λ)/I>n
= dim(I ∩ tλKt−λ)\H
= dim(INλ ∩ (t
λNλ(O)t
−λ))\(INλ ∩H)
= |R(λ)|.
The statement (2) is proved. 
2.3. By Proposition 1.9, we can assume further that G is simple and adjoint.
Then σ acts transitively on the connected components of (the Dynkin diagram of)
S0. Moreover, as the superbasic case has been handled in [14], in the remainder
of this section, we assume that b is not superbasic in G(L), that is, Oα ( Π for
any α ∈ Π. Let d be number of connected components of S0.
Lemma 2.2. For each α ∈ Π, we have either (1) 〈α, α∨d 〉 = −1 and |Oα| = 2d
or (2) Oα is orthogonal, that is, 〈β
′, β∨〉 = 0 for β ′ 6= β ∈ Oα. Moreover, for any
γ′, γ ∈ Oα such that 〈γ
′, γ∨〉 = 0 we have γ′ ± γ /∈ Φ.
Proof. It follows from the classification of affine Dynkin diagrams and the assump-
tion that b is basic but not superbasic in G(L). 
For D ⊆ Φ we define D±(λ) = {δ ∈ D;λδ−1 = 0, λδ = ±1}. If λ ∈ A, we have
D+(λ) ⊆ R(λ) by Lemma 2.1.
Lemma 2.3. Let λ ∈ A, α ∈ Π and r ∈ Z>1 such that λα0 = λαr+1 = 0 and
〈αi, α
∨
j 〉 = 0 for 1 6 i < j 6 r + 1. Let λ
′ = sα˜r · · · sα˜1(λ) and D = {αi; 1 6 i 6
r + 1}. Then λ′ ∈ A and
(1) D±(λ) = D∓(λ′);
(2) sαr+1 · · · sα1(R(λ)−D
+(λ)) = R(λ′)−D+(λ′).
Proof. As D is orthogonal, we have λ′ = λ− λα1α
∨
1 − · · · − λαrα
∨
r and hence
τλ′ = τλ − (λα0 − λα1)α
∨
1 − · · · − (λαr − λαr+1)α
∨
r+1 = sαr+1 · · · sα1(τλ).
In particular, λ′ ∈ A. We have λ′αi = −λαi for 0 6 i 6 r + 1. So first statement
follows.
By symmetry, it remains to show sαr+1 · · · sα1(R(λ)−D
+(λ)) ⊆ R(λ′)−D+(λ′).
For γ ∈ R(λ)−D+(λ) we set γ′ := sαr+1 · · · sα1(γ). One computes that 〈γ
′, λ′〉 =
〈sαr+1 · · · sα1(γ), sα˜r+1 · · · sα˜1(λ)〉 = 〈γ, λ −
∑
β∈D∩Φ+ β
∨〉 and 〈γ′, τλ′〉 = 〈γ, τλ〉 =
−1. If γ′ ∈ D+(λ′) ⊆ D, then γ = sα1 · · · sαr+1(γ
′) = −γ′ (since D is orthogonal)
and 1 = λ′γ′ = −λγ′ = −λ−γ = λγ + 1. So λγ = 0 and hence γ /∈ R(λ),
a contradiction. Thus, γ′ /∈ D+(λ′) and it remains to show γ′ ∈ R(λ′). Let
Eγ = {β ∈ D; 〈γ, β
∨〉 6= 0}.
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Suppose γ′ /∈ R(λ′). If Eγ ⊆ Φ
−, then 〈γ′, λ′〉 = 〈γ, λ〉. As γ′ /∈ R(λ′), we
have γ < 0, λγ = 〈γ, λ〉 = 1 and γ
′ = (
∏
β∈Eγ
sβ)(γ) > 0, which implies that
λγ−1 = λγ + 〈γ, τλ〉 = 1− 1 = 0. Noticing that Eγ is subset of minus simple roots,
we have γ ∈ ZEγ and hence γ ∈ Eγ by Lemma 2.2. So γ ∈ D+(λ), a contradiction.
Thus, Eγ contains a unique highest root θ > 0 such that 〈γ, θ
∨〉 6= 0. Then
〈γ′, λ′〉 = 〈γ, λ − θ∨〉 and hence 〈γ, θ∨〉 > 1. If γ = θ, then γ′ = −θ < 0. So
〈γ, λ〉 = 2 and hence γ ∈ D+(λ), a contradiction. Thus, γ 6= ±θ, which means
〈γ, θ∨〉 = 1 and 1 6 〈γ, λ〉 6 2. If 〈γ, λ〉 = 2, then γ′ = (
∏
β∈Eγ−{θ}
sβ)(γ− θ) > 0.
Noticing that γ− θ < 0 (as θ is a highest root), we have 0 6= γ− θ ∈ Z(Eγ −{θ}),
which contradicts Lemma 2.2. So 〈γ, λ〉 = 1, γ < 0 and hence 〈γ, θ∨〉 6 0 (as θ∨
is dominant), which contradicts that 〈γ, θ∨〉 = 1. The proof is finished. 
Similarly, we have the following lemma.
Lemma 2.4. Let α ∈ Π such that Oα is orthogonal. Let λ ∈ A and λ
′ =
(
∏
β∈Oα
sβ˜)(λ). Then λ
′ ∈ A and
(1) O±α (λ) = D
∓(λ′);
(2) (
∏
β∈Oα
sβ˜)(R(λ)− O
+
α (λ)) = R(λ
′)− O+α (λ
′).
Lemma 2.5. Let λ ∈ A and α ∈ Π such that 〈α, α∨d 〉 = −1. Suppose there exists
1 6 r 6 d − 1 such that λξ0 = λξr+1 = 0. Let λ
′ = sξ˜r · · · sξ˜1(λ) with ξ = α + αd.
Let Dδ = {δi; 1 6 i 6 r + 1} for δ ∈ {α, αd, ξ}. Then λ
′ ∈ A and
(1) D±δ (λ) = D
∓
−sξr+1 ···sξ1 (δ)
(λ′);
(2) sξr+1 · · · sξ1(R(λ)−D
+(λ)) = R(λ′)−D+(λ′), where D = Dα ∪Dξ ∪Dαd .
Proof. We have λ′ = λ− λξ1ξ
∨
1 − · · · − λξrξ
∨
r and hence
τλ′ = τλ − (λξ0 − λξ1)ξ
∨
1 − · · · − (λξr − λξr+1)ξ
∨
r+1 = sξr+1 · · · sξ1(τλ).
In particular, λ′ ∈ A. Noticing that λξj = λαj + λαd+j for j ∈ Z, we have
λ′δi = −λ−sξi (δi) for δ ∈ {α, αd, ξ} and 0 6 i 6 r+1. So the first statement follows.
For γ ∈ R(λ)− D+(λ) we set γ′ := sξr+1 · · · sξ1(γ). Then 〈γ
′, τλ′〉 = 〈γ, τλ〉 = −1
and 〈γ′, λ′〉 = 〈γ, λ−
∑
β∈Dξ∩Φ+
β∨〉. If γ′ ∈ D+(λ′), then 1 = λ′γ′ = λγ+1. Hence
λγ = 0 and γ /∈ R(λ), a contradiction. So γ
′ /∈ D+(λ′) and it remains to show
γ′ ∈ R(λ′). Let Eγ = {β ∈ Dξ; 〈γ, β
∨〉 6= 0}.
Suppose γ′ /∈ R(λ′). If Eγ ⊆ Φ
−, then 〈γ′, λ′〉 = 〈γ, λ〉. Thus 〈γ, λ〉 = 1,
γ < 0 and γ′ > 0, which means γ ∈ D+(λ), a contradiction. Otherwise, there
exists a unique integer 1 6 i0 6 r + 1 such that ξi0 > 0 and 〈γ, ξ
∨
i0〉 6= 0. Then
〈γ′, λ′〉 = 〈γ, λ − ξ∨i0〉. We can assume αi0 is a minus simple root and αi0+d is a
positive highest root. As γ′ /∈ R(λ′), we have 〈γ, ξ∨i0〉 > 1. If γ = ξi0 > 0, then
γ′ = −ξi0 < 0, which implies 〈γ, λ〉 = 2 and hence γ ∈ D
+(λ), a contradiction. So
γ 6= ±ξi0 , 〈γ, ξ
∨
i0
〉 = 1 and γ′ = γ − ξi0. If 〈γ, λ〉 = 2, then γ
′ = γ − ξi0 > 0, which
implies γ = αi0+d ∈ D
+(λ), a contradiction. Thus 〈γ, λ〉 = 1 and hence γ < 0,
which means γ = αi0 ∈ D
+(λ), a contradiction. The proof is finished. 
For α ∈ Π, we set Cα = Oα ∪ Oα+αd if 〈α, α
∨
d 〉 = −1 and Cα = Oα otherwise.
Lemma 2.6. Let α ∈ Π such that 〈α, α∨d 〉 = −1. Let λ ∈ A and λ
′ = sξ˜d · · · sξ˜1(λ)
with ξ = α + αd and Dδ = {δi; 1 6 i 6 d} for δ ∈ {α, αd, ξ}. Then λ
′ ∈ A and
(1) D±δ (λ) = D
∓
−sξd ···sξ1 (δ)
(λ′) for δ ∈ {α, αd, ξ};
(2) sξd · · · sξ1(R(λ)− C
+
α (λ)) = R(λ
′)− C+α (λ
′).
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Lemma 2.7. Let λ ∈ A and α ∈ Π with 〈α, α∨d 〉 = −1. Let ξ = α+αd. If λξi > 0
for 1 6 i 6 d, then there exists λ′ ∈ A such that |R(λ′)| = |R(λ)|+ |C−α (λ)|.
Proof. We argue by induction on |C−α (λ)|. If C
−
α (λ) = ∅, there is nothing to prove.
Otherwise, as 〈αi, τλ〉 = λαi−1 − λαi ∈ {0,±1} for i ∈ Z, we can assume that
there exists 1 6 r 6 d − 1 such that λα0 = λαr+1 = 0, λα1 , . . . , λαr 6 −1. Let
λ′ = sα˜r · · · sα˜1(λ). Then λ
′
αi
= −λαi > 0, λ
′
αd+i
= λξi > 0 if 1 6 i 6 r + 1,
and λ′αi = λαi , λ
′
αd+i
= λαd+i if r + 1 6 i 6 d. So C
−
α (λ) = C
−
α (λ
′) ⊔ {α1}. Let
D = {α1, · · · , αr+1}. Then D
+(λ) = ∅ and D−(λ) = {α1}. Applying Lemma 2.3,
we have
|R(λ′)| = |R(λ)| − |D+(λ)|+ |D+(λ′)| = |R(λ)|+ |D−(λ)| = |R(λ)|+ 1.
Then the statement follows by induction hypothesis. 
Let Atop be the set of λ ∈ A such that dimXλµ(b) = dimXµ(b). Thanks to
Proposition 0.1, IrrXλµ(b) lies in a single Jb-orbit of IrrXµ(b). For λ, λ
′ ∈ Atop, we
write λ ∼ λ′ if JbIrrXλµ(b) = JbIrrX
λ′
µ (b).
Lemma 2.8. Let λ ∈ Atop and α ∈ Π. Then C−α (λ) = ∅, that is, either λαi > 0
for i ∈ Z or λαi 6 −1 for i ∈ Z.
Proof. Case (1): 〈α, αd〉 = −1. Set ξ = α + αd. Let Λ = {1 6 i 6 d;λξi 6 −1}.
If Λ = ∅, by Lemma 2.7 there exists λ′ ∈ A such that |R(λ′)| = |R(λ)|+ |C−α (λ)|.
As λ ∈ Atop, we have C−α (λ) = ∅ and the statement follows.
Now we assume Λ 6= ∅. Suppose C−α (λ) 6= ∅. If |Λ| = d, let λ
′ = sξ˜d · · · sξ˜1(λ)
and D = Cα. Otherwise, we can assume that there exist l ∈ Z>1 and inte-
gers 1 6 a1 6 b1 < a2 6 b2 < · · · < al 6 bl 6 d − 1 such that Λ =
∪lk=1{ak, . . . , bk}, λξak−1 = λξbk+1 = 0 and λξak , . . . , λξbk 6 −1 for 1 6 k 6 l.
Let λ′ = (sξ˜bl
· · · sξ˜al
) · · · (sξ˜b1
· · · sξ˜a1 )(λ) ∈ A and let D be the subset of roots δi
for i ∈ ∪lk=1{ak, . . . , bk +1} and δ ∈ {α, αd, ξ}. In either case, we have D
−(λ) 6= ∅
and 〈ξi, λ
′〉 > 0 for 1 6 i 6 d. Applying Lemma 2.6 or Lemma 2.5 one has
|D±(λ′)| = |D∓(λ)| and |R(λ′)| = |R(λ)| − |D+(λ)| + |D+(λ′)|. By Lemma 2.7,
there exists λ′′ ∈ A such that
|R(λ′′)| = |R(λ′)|+ |C−α (λ
′)|
= |R(λ)| − |D+(λ)|+ |D+(λ′)|+ |C−α (λ
′)|
> |R(λ)| − |D+(λ)|+ |D+(λ′)|+ |D−(λ′)|
= |R(λ)|+ |D−(λ)|
> |R(λ)|,
which contradicts the assumption that λ ∈ Atop.
Case (2): 〈α, α∨d 〉 6= −1. Suppose C
−
α (λ) 6= ∅. Then we can assume that there
exists r ∈ Z>1 such that λα0 = λαr+1 = 0, λα1 , . . . , λαr 6 −1 and 〈αj , α
∨
k 〉 = 0
for 1 6 j < k 6 r + 1. Let λ′ = sα˜r · · · sα˜1(λ) and D = {α1, . . . , αr+1}. Then
D+(λ) = ∅ and D−(λ) = {α1}. By Lemma 2.3, we have
|R(λ′)| = |R(λ)| − |D+(λ)|+ |D+(λ′)| = |R(λ)|+ |D−(λ)| = |R(λ)|+ 1,
which contradicts the assumption that λ ∈ Atop. 
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Lemma 2.9. Let ω ∈ Ω. Let λ ∈ Y and λ′ = ω(λ). Then λα = λ
′
p(ω)(α) for α ∈ Φ.
Moreover, λ ∈ A and ω ∈ Ω ∩ Jb, then R(λ′) = p(ω)R(λ). Here p : W˜ → W0 is
the natural projection.
Proof. Write ω = tιu with ι ∈ Y and u ∈ W0. Then λ
′ = ω(λ) = ι + u(λ) and
〈u(α), λ′〉 = 〈α, λ〉 + 〈u(α), ι〉. As χ−α = −χα − 1 for χ ∈ Y , we may assume
α > 0. Since ω ∈ Ω, 〈u(α), ι〉 = 0 if u(α) > 0 and 〈u(α), ι〉 = −1 otherwise. So
we have λ′u(α) = λα as desired.
Moreover, if ω ∈ Ω ∩ Jb, then τλ′ = u(τλ) and 〈u(α), τλ′〉 = 〈α, λ〉, which means
R(ω(λ)) = p(ω)R(λ) as desired. 
Corollary 2.10. Let λ, λ′ ∈ Atop such that λ ∼ λ′. Then there exists w˜ ∈ W˜ ∩ Jb
such that λ′ = w˜(λ) and R(λ′) = p(w˜)R(λ).
Proof. By definition, there exist Z ∈ IrrXλµ(b) and g ∈ Jb such that gZ ∈ IrrX
λ′
µ (b).
Since b is not superbasic in G(L), Jb is generated by I ∩ Jb, Ω ∩ Jb and WOα˜ ∩ Jb
for α ∈ Π, where WOα˜ ⊆ W
a is the parabolic subgroup generated by {sβ˜; β ∈
Oα} ⊆ Sa. We may assume g lies in one of the sets I ∩ Jb, Ω ∩ Jb and WOα˜ ∩ Jb.
If g ∈ I ∩ Jb, then λ = λ′ and there is nothing to prove. If g ∈ Ω ∩ Jb, then
λ′ = g(λ) and the statement follows from Lemma 2.9. Suppose g ∈ WOα˜ ∩ Jb.
Then λ′ ∈ WOα˜(λ). By Lemma 2.8, λ (and so does λ
′) lies either in the closure
of the anti-dominant Weyl chamber {v ∈ YR; β˜(v) 6 0, β ∈ Oα} for WOα˜ or in the
(open) dominant Weyl chamber {v ∈ YR; β˜(v) > 0, β ∈ Oα} for WOα˜. Thus λ
′ = λ
or λ′ = w˜(λ), where w˜ is the unique longest element ofWOα˜. In the latter case, we
have C±α (λ) = C
∓
α (λ
′) = ∅ by Lemma 2.8 and hence R(λ′) = p(w˜)R(λ) by Lemma
2.4 or Lemma 2.6. 
2.4. Let v be a generic vector of Y wσR = {v ∈ YR;wσ(v) = v}, namely, for any
α ∈ Φ, we have 〈α, Y wσR 〉 = 0 if 〈α, v〉 = 0. Let A(v) (resp. A
top(v)) be the set of
λ ∈ A (resp. λ ∈ Atop) such that for any α ∈ Φ, we have λα > 0 if 〈α, v〉 > 0. Let
λ ∈ Atop and Z ∈ IrrXλµ(b). If n≫ 0, we have t
nvZ ∈ IrrXχµ (b) and hence λ ∼ χ
for some χ ∈ Atop(v).
Proposition 2.11. We have Atop = ∪v′∈p(W˜∩Jb)(v)A
top(v′).
Proof. Let λ ∈ Atop. We see that there exists some χ ∈ Atop(v) such that λ ∼ χ.
By Corollary 2.10, λ = w˜(χ) for some w˜ ∈ W˜ ∩Jb. Notice that W˜ ∩Jb is generated
by Ω ∩ Jb and WOα˜ ∩ Jb for α ∈ Π, where WOα˜ ⊆ W
a is the parabolic subgroup
generated by {sβ˜; β ∈ Oα} ⊆ S
a. So we may assume that χ ∈ Atop(v′) for some
v′ ∈ p(W˜ ∩ Jb)(v) and w˜ lies in Ω ∩ Jb or WOα˜ ∩ Jb for α ∈ Π. It suffices to show
λ ∈ Atop(p(w˜)(v′)) if χ 6= λ.
If w˜ ∈ Ω ∩ Jb, it follows from Lemma 2.9 that λp(w˜)(α) = χα for α ∈ Φ. Now
suppose 1 6= w˜ ∈ WOα˜ ∩ Jb. Then w˜ is the unique longest element of WOα˜ , that is,
w˜ =
∏
β∈Oα
sβ˜ if 〈α, α
∨
d 〉 6= −1 and w˜ =
∏
β∈Oα+αd
sβ˜ otherwise. One checks that
{λβ; β ∈ Oα} = {−χβ ; β ∈ Oα}. By Lemma 2.8 and that χ 6= λ we deduce that
(a) either χβ > 1 for β ∈ Oα or χβ 6 −1 for β ∈ Oα.
Let γ ∈ Φ such that 〈γ, v′〉 > 0. Then χγ > 0 as χ ∈ A
top(v′). Set γ′ = p(w˜)(γ).
We need to show λγ′ > 0.
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Case(1): 〈α, α∨d 〉 6= −1. Then 〈γ
′, λ〉 = 〈γ, χ −
∑
β∈E∩Φ+ β
∨〉, where E =
{β ∈ Oα; 〈γ, β
∨〉 6= 0}. Suppose λγ′ 6 −1. If E ⊆ Φ
−, then 〈γ′, λ〉 = 〈γ, χ〉,
which implies that γ′ > 0, γ < 0 and 〈γ, χ〉 = 0. So γ ∈ E ⊆ Oα and χγ = 0,
contradicting (a). Thus E contains a unique highest root θ > 0 and 〈γ′, λ〉 =
〈γ, χ− θ∨〉. So 〈γ, θ∨〉 > 1 as λγ′ 6 −1 and χγ > 0. If γ = θ, then γ
′ = −θ < 0
and λγ′ = 〈γ, χ〉 − 2 > 2 − 2 = 0 (since χγ > 1 by (a) and that χγ > 0), which
is a contradiction. So γ 6= ±θ and hence 〈γ, θ∨〉 = 1. Then 0 6 〈γ, χ〉 6 1. If
〈γ, χ〉 = 1, then γ′ = (
∏
β∈E−{θ} sβ)(γ − θ) > 0. Noticing that γ − θ ∈ Φ
−, we
have 0 6= γ − θ ∈ Z(E − {θ}), contradicting Lemma 2.2. So 〈γ, χ〉 = 0 and hence
γ < 0, which is a contradiction since θ∨ is dominant but 〈γ, θ∨〉 = 1.
Case(2): 〈α, α∨d 〉 = −1. Let ξ = α + αd. Then 〈γ
′, λ〉 = 〈γ, χ −
∑
β∈E∩Φ+ β
∨〉,
where E = {β ∈ Oξ; 〈γ, β
∨〉 6= 0}. Suppose λγ′ 6 −1. If E ⊆ Φ
−, then 〈γ′, λ〉 =
〈γ, χ〉, which implies that γ′ > 0, γ < 0 and 〈γ, χ〉 = 0. So γ ∈ Cα, contradicting
(a). Thus, there exists a unique integer 1 6 i0 6 d such that 0 < ξi0 ∈ E. So
〈γ′, λ〉 = 〈γ, χ − ξ∨i0〉 and hence 〈γ, ξ
∨
i0
〉 > 1. If γ = ξi0, then γ
′ = −ξi0 < 0 and
λγ′ = 〈γ, χ〉 − 2 > 2 − 2 = 0 (as χγ > 1), which is a contradiction. So γ 6= ±ξi0
and 〈γ, ξ∨i0〉 = 1 (since ξi0 is a long root). Then 0 6 〈γ, χ〉 6 1. If 〈γ, χ〉 = 1, then
γ′ = γ−ξi0 > 0 and hence γ ∈ {αi0, αi0+d} is a positive highest root, contradicting
(a). So 〈γ, χ〉 = 0 and hence γ < 0, which together with the fact γ′ = γ − ξi0 ∈ Φ
implies that γ ∈ {αi0 , αi0+d} is a minus simple root, contradicting (a). The proof
is finished. 
Now we fix a generic vector v of Y wσR . Let v¯ be the unique dominant W0-
conjugate of v. Let z be the unique minimal element of W0 such that z(v) = v¯.
Let Mv be the centralizer of v in G. Set M = zMvz
−1 and bM = zbσ(z)
−1 ∈ ΩM .
By [11, Lemma 3.1], we have zwσ(z)−1 ∈ WM , σ(IM) = IM and IM = zIMvz
−1.
Moreover, bM is superbasic in M(L).
Lemma 2.12. Let λ ∈ A. Then the map htλK 7→ zhtλz−1KM for h ∈ IMv gives
an isomorphism
fλ : (IMvt
λK/K) ∩Xµ(b)→ X
M,z(λ)
z(τλ)
(bM) := (IM t
z(λ)KM/KM) ∩X
M
z(τλ)
(bM).
In particular, |R(λ)∩ΦMv | = dim(IMvt
λK/K)∩Xµ(b) 6 dimX
M
z(τλ)
(b). Moveover,
if λ ∈ A(v), the equality holds if and only if λ ∈ Atop.
Proof. Let h ∈ IMv such that ht
λK ∈ Xµ(b). By the proof of Proposition 0.1, we
have t−λφb(h)t
λtτλ ∈ IMvN
′
λ(O)t
τλN ′λ(O), where φb is as in the proof of Proposition
0.1, and N ′λ ⊆ Mv is the unipotent subgroup generated by the root subgroups
Uα ⊆ Mv such that 〈α, λ〉 > 1. Thus
(zhtλz−1)−1bMσ(zht
λz−1) = (zt−λφb(h)t
λtτλz−1)zwσ(z)−1
∈ z(IMvN
′
λ(O)t
τλN ′λ(O))z
−1KM
⊆ KM t
z(τλ)KM .
So fλ is well defined. Similarly, the inverse morphism f
−1
λ : X
M,z(λ)
z(µ) (bM ) →
(IMvt
λK/K) ∩ Xµ(b) is given by gt
z(λ)KM 7→ z
−1gztλK for g ∈ IM . This ver-
ifies that fλ is an isomorphism.
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Suppose λ ∈ A(v). Let α ∈ R(λ) − ΦMv . As λ ∈ A(v) and λα > 0, we have
〈α, v〉 > 0 and hence Oα ⊆ Φv,+ = {β ∈ Φ; 〈β, v〉 > 0}. So λβ > 0 for β ∈ Oα.
Noticing that 〈β, τλ〉 = λβ−1 − λβ ∈ {0,±1} and hence
∑
β∈Oα
〈β, τλ〉 = 0, we have
|Oα∩R(λ)| = |{β ∈ Oα, 〈β, τλ〉 = −1}| = |{β ∈ Oα, 〈β, τλ〉 = 1}| =
1
2
∑
β∈Oα
|〈β, τλ〉|.
As µ is conjugate to τλ, we have 〈2ρ, µ〉 =
∑
β∈Φv,+⊔Φ
+
Mv
|〈β, τλ〉|. Therefore,
|R(λ)| = |R(λ) ∩ ΦMv |+ |R(λ)− ΦMv |
= |R(λ) ∩ ΦMv |+
1
2
∑
β∈Φv,+
|〈β, τλ〉|
= |R(λ) ∩ ΦMv |+ 〈ρ, µ〉 −
1
2
∑
β∈Φ+
Mv
|〈β, τλ〉|
= |R(λ) ∩ ΦMv |+ 〈ρ, µ〉 − 〈ρM , z(τλ)
M
〉
6 dimXMz(τλ)(bM) + 〈ρ, µ〉 − 〈ρM , z(τλ)
M
〉
= dimXµ(b),
where z(τλ)
M
denotes the unique WM -conjugate of z(τλ) which is M-dominant.
Therefore, λ ∈ Atop(v) if and only if |R(λ) ∩ ΦMv | = dimX
M
z(τλ)
(b). 
Lemma 2.13. Let λ, λ′ ∈ Atop(v) such that λ ∼ λ′. Then there exists y ∈ ΩMv∩Jb
such that λ′ = y(λ).
Proof. First note that it suffices to find an element y ∈ W˜∩Jb such that p(y)(v) = v
and λ′ = y(λ). Indeed, the conditions p(y)(v) = v and y ∈ Jb imply that y ∈ W˜Mv
and y(Y bσR ) = Y
bσ
R , where Y
bσ
R = {v ∈ YR; bσ(v) = v}. Noticing that Y
bσ
R ⊆ ∆Mv ,
we have y(∆Mv) = ∆Mv and hence y ∈ ΩMv .
By Corollary 2.10, there exists w˜ ∈ W˜ ∩ Jb such that λ′ = w˜(λ) and R(λ′) =
p(w˜)R(λ). Let ∆c ⊆ YR be the closure of the fundamental alcove. We choose a
special point e′ ∈ Y bσR ∩∆
c for W a ∩ Jb. If p(w˜)−1(v) = v, then w˜ ∈ ΩMv ∩ Jb as
desired. Suppose p(w˜)−1(v) 6= v. Since v is a generic point of Y wσR = Y
bσ
R −e
′, there
exist affine root hyperplanes H1, . . . , Hr of Y bσR passing through e
′ such that each
H i separates e′ + v from e′ + p(w˜)−1(v) and e′ + v = sH1 · · · sHr(e
′ + p(w˜)−1(v)).
As e′ ∈ H i ∩ ∆c, we can choose αi ∈ Φ such that 〈αi, e′〉 ∈ {0, 1} and sHi =∏
γ∈O
αi
sγ˜ ∈ W
a ∩ Jb for 1 6 i 6 r (by viewing sHi as an element of W˜ ∩ Jb).
Notice that each orbit Oαi is orthogonal.
Now we construct xi ∈ W
a ∩ Jb such that p(xi) = p(sHi) and xi(λ) = λ. As H i
separates e′+v from e′+p(w˜)−1(v), without loss of generality we may assume that
〈αi, v〉 < 0 < 〈αi, p(w˜)−1(v)〉. Thus 〈p(w˜)(β), v〉 < 0 for β ∈ O−αi . As λ
′ ∈ A(v),
we have R(λ′) ∩ p(w˜)O−αi = ∅. Hence R(λ)∩O−αi = ∅ as R(λ
′) = p(w˜)R(λ). We
claim that λβ is invariant for β ∈ O−αi . Otherwise, there exists γ ∈ O−αi such
that 〈γ, τλ〉 = λγ−1 − λγ = −1. On the other hand, λβ > 0 for β ∈ O−αi . So
γ ∈ R(λ), which is a contradiction. The claim is proved. Let ci ∈ Z such that
λβ = −λ−β − 1 = ci for β ∈ O−αi . Let ψ
i =
∑
δ∈O
αi
λδδ
∨ = (−ci − 1)
∑
δ∈O
αi
γ∨
and xi = t
ψisHi. One checks that xi ∈ W
a ∩ Jb satisfies our requirements.
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Let y = w˜xr · · ·x1 ∈ W˜ ∩ Jb. We have y(λ) = w˜(λ) = λ′ and p(y)(v) =
p(w˜)p(sHr) · · ·p(sH1)(v) = v, which means y ∈ ΩMv ∩ Jb as desired. 
Lemma 2.14. Let λ ∈ Atop(v) and λ′ ∈ Y such that λ′ = w˜(λ) for some w˜ ∈
ΩMv ∩ Jb. Then λ
′ ∈ A. Moreover, if λ′ ∈ A(v), then λ ∈ Atop(v) and λ ∼ λ′.
Proof. As λ′ = w˜(λ) with w˜ ∈ ΩMv ∩ Jb, τλ′ is conjugate to τλ under WM and
hence λ′ ∈ A. Suppose λ′ ∈ A(v). As w˜ ∈ ΩMv , the map hK 7→ w˜hK gives an
isomorphism from (IMvt
λK/K) ∩Xµ(b) to (IMvt
λ′K/K) ∩Xµ(b). Thus,
dimX
z(λ′),M
z(τλ′ )
(bM) = dimX
z(λ′),M
z(τλ)
(bM) = dimX
z(λ),M
z(τλ)
(bM) = dimX
M
z(τλ)
(bM ),
which means λ′ ∈ Atop by Lemma 2.12.
Let Nv be the unipotent subgroup generated by the root subgroups Uα such that
〈α, v〉 > 1. For each χ ∈ Atop(v), we have ItχK/K = IMvINvt
χK/K and hence
tnvItχK/K ⊆ Itnv+χK/K for n ∈ Z>0. Thus we have tnvXλ
′
µ (b) ⊆ X
nv+λ′
µ (b) and
λ′ ∼ nv+λ′ for n ∈ Z>0. Choose n sufficiently large such that w˜tnvINvt
−nv ⊆ INvw˜.
Then
w˜tnvXλµ(b) ⊆ w˜t
nvItλK/K
= w˜tnvIMvINvt
λK/K
= IMvw˜(t
nvINvt
−nv)tnv+λK/K
⊆ IMvINvw˜t
nv+λK/K
⊆ Itnv+λ
′
K/K.
Therefore, we have w˜tnvXλµ(b) ⊆ X
nv+λ′
µ (b) and hence λ ∼ nv+λ
′ ∼ λ′ as desired.

Recall that Iµ,M is the set of WM -conjugacy classes of W0-conjugates of µ, and
Iµ,bM ,M = {λ ∈ Iµ,M ; κM(t
λ) = κM(bM)}. Let A˜
top(v) denote the set of equivalence
classes of Atop(v) with respect to ∼. Similarly, we can define an equivalence
relation ∼M on A
M,top
λ,bM
, and denote by A˜M,topλ,bM the set of its equivalence classes.
As bM is superbasic in M(L), for η, η
′ ∈ AM,topλ,bM we have η ∼M η
′ if and only if
η′ = x(η) for some x ∈ ΩM ∩ JMbM .
End of the proof of Proposition 1.5. We show that there exist bijections:
Jb\IrrXµ(b)
Ψ1←− A˜top(v)
Ψ2−→ ⊔λ∈Iµ,bM ,M A˜
M,top
λ,bM
,
where Ψ1 and Ψ2 are given by λ 7→ JbIrrXλµ(b) and λ 7→ z(λ) respectively.
Let λ ∈ Atop(v). By Lemma 2.12, we have z(λ) ∈ AM,topz(τλ) and z(τλ) ∈ Iµ,bM .
Moreover, by Lemma 2.13, λ ∼ λ′ ∈ Atop(v) if and only if z(λ) ∼M z(λ
′) ∈
A
M,top
z(τλ),bM
. Thus, Ψ2 is well defined. On the other hand, let η ∈ A
M,top
λ,bM
with
λ ∈ Iµ,bM ,M . By Lemma 2.12 and Lemma 2.13, the map η → nv + z
−1(η) with
n≫ 0 induces the inverse map of Ψ2. Therefore, Ψ2 is a bijection.
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Now we have
|Jb\IrrXµ(b)| =
∑
λ∈Iµ,bM ,M
|A˜M,topλ,bM |;
=
∑
λ∈Iµ,bM ,M
dim V Mˆλ (λM(bM))
=
∑
λ∈Iµ,M
dimV Mˆλ (λM(bM ))
= dimVµ(λM(bM ))
= dimVµ(λG(b)),
where the second equality follows from [14, Theorem 1.5]. The proof is finished.

3. Proof of Theorem 0.3
In this section we prove of Theorem 0.3 and Corollary 0.4. We adopt the nation
in §2.1.
3.1. Let E = (Φ× Z) ⊔ (Φ∨ × Z). Let (α, i), (β, j) ∈ Φ× Z and (α∨, i), (β∨, j) ∈
Φ∨ × Z. Define [(α∨, i), (β∨, j)] = 0,
[(α, i), (β∨, j)] =
{
(α, i+ j), if 〈α, β∨〉 6= 0;
0, otherwise,
and
[(α, i), (β, j)] =


(α + β, i+ j), if α + β ∈ Φ
(α∨, i+ j), if α + β = 0;
0, otherwise.
Note that W˜ ×〈σ〉 acts on E by w˜σ(δ) = (p(w˜)σ(α∨), i) if δ = (α, i) and w˜σ(δ) =
(wσ(α), i+ 〈wσ(α), λ〉) if δ = (α, i), where w˜ = tλu ∈ W˜ . Then [w˜σ(δ), w˜σ(δ′)] =
[δ, δ′] for δ, δ′ ∈ E.
Fix e ∈ ∆ such that bσ(e) = e. Define ι : I → I by h 7→ bσ(h)b−1 for h ∈ I.
For δ ∈ E we set δ(e) = −〈α, e〉 + i if δ = (α, i) ∈ (Φ,Z) and δ(e) = i if δ =
(α∨, i) ∈ (Φ∨,Z). For r ∈ Q>0 we define Er = {δ ∈ E; δ(e) = r}, E>r = ∪r′>rEr′
and E>r = ∪r′>rEr′. Let E
+ := E>0 = (Φ
+,Z>1) ⊔ (Φ−,Z>0) ⊔ (Φ∨,Z>1). Notice
that Er ⊆ (Φ, r) if r /∈ Z and Er ⊆ (Φ∨, r) otherwise.
Let C ⊆ E+ be a subset such that [C,C] ⊆ C. For δ ∈ E+ we set Iδ = Uα(t
iO)
if δ = (α, i) and Iδ = α
∨(1 + tiO) ⊆ T (1 + tiO) if δ = (α∨, i), which are subgroups
of I. We define IC =
∏
δ∈C Iδ, where the product can be taken in any order since.
Then [C,C] ⊆ C is a subgroup of I. Notice that IC is ι-stable if C is (bσ)-stable.
For r ∈ Q>0 we set Cr = C ∩ Er, C>r = C ∩ E>r and C>r = C ∩ E>r. Moreover,
we write I>r = IE>r and I>r = IE>r .
We say a subset C ⊆ E+ is admissible if [C,C] ⊆ C, δ + 1 ∈ C for δ ∈ C and
E>n ⊆ C for n≫ 0. Here δ + 1 = (α, i+ 1) if δ = (α, i) and δ + 1 = (α
∨, i+ 1) if
δ = (α∨, i).
Let k be the residue field of L, which is a algebraic closure of Fq. For r ∈ Q>0
and δ ∈ Er, we set Vr = I>r/I>r and Vδ = IOδ∪E>r/I>r, where Oδ denotes the
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(bσ)-orbit of δ. If r /∈ Z, Vδ = ⊕ǫ∈Oδkǫ. If r ∈ Z and char(Fq) is sufficiently large,
Vδ = kMδ, where Mδ ⊆ ZΦ∨ is the sublattice spanned by {α∨; (α∨, r) ∈ Oδ}.
Lemma 3.1. Let C ⊆ E+ be admissible. If char(Fq) is sufficiently large, then for
r ∈ Q>0 we have
(1) IC ∩ I>r = IC>r ;
(2) IC>r/IC>r =
∑
δ∈Cr
Vδ ⊆ Vr;
(3) (IC>r)
ι/(IC>r)
ι = (IC>r/IC>r)
ι =
∑
δ∈Cr
V ιδ if C is (bσ)-stable.
Proof. To prove (1), it suffices to show IC ∩ I>r ⊆ IC>r . Let h ∈ IC ∩ I>r and let
l ∈ Q>0 be minimal such that h ∈ IC>l − IC>l . If l > r, then h ∈ IC>r as desired.
Assume l < r. If l /∈ Z, then we have a natural injective map
⊕δ∈Clkδ ։ IC>l/IC>l
ψ
→ I>l/I>l = ⊕δ∈Elkδ,
which means that ψ is injective. As h ∈ I>r ⊆ I>l, we have ψ(h) = 0 and hence
h ∈ C>l, a contradiction. If l ∈ Z, let Mr ⊆ ZΦ∨ be the sublattice spanned by
{α∨; (α∨, r) ∈ Cr}. Then the following natural map
kMr = (Mr ⊗ (1 + t
l
O))/(Mr ⊗ (1 + t
l+1
O))։ IC>l/IC>l → I>l/I>l = kΦ
∨
is injective since char(Fq) is sufficiently large. Again we deduce that h ∈ IC>l , a
contradiction. So (1) is proved.
In view of the proof of (1), we have that IC>r/IC>r = ⊕δ∈Crkδ if r /∈ Z and
IC>r/IC>r = kMr =
∑
δ∈Cr
kMδ if r ∈ Z. In either case, we have IC>r/IC>r =∑
δ∈Cr
Vδ and hence (2) is proved.
As IC>r is connected, we have (IC>r)
ι/(IC>r)
ι = (IC>r/IC>r)
ι =
∑
δ∈Cr
V ιδ and
hence (3) is proved. 
For δ ∈ E+ we fix a basis of Vδ as follows. If δ ∈ (Φ,Z), then Vδ = ⊕ǫ∈Oδkǫ
and denote by πδ : Vδ → kδ = k the k-linear projection. If δ = (α
∨, r) ∈ (Φ∨,Z),
there exists lδ ∈ Z>0, with lδ dividing |Oδ| and α∨lδ + α
∨
2lδ
+ · · · + α∨|Oδ| = 0 if
lδ 6= 0, such that {α
∨
i ; 0 6 i 6 |Oδ| − lδ − 1} is linearly independent. Suppose
char(Fq) is sufficiently large, then Vδ = kMδ = ⊕
|Oδ|−lδ−1
i=0 kα
∨
i and denote by
πδ : Vδ → kα
∨ = k the k-linear projection.
Lemma 3.2. Suppose char(Fq) is sufficiently large. Then πδ : Vδ → k induces the
following isomorphisms between Fq-vector spaces:
(1) V ιδ
∼= {z ∈ k; ηδz
q|Oδ | − z = 0} ∼= Fq|Oδ| for some ηδ ∈ k
× if δ ∈ (Φ,Z);
(2) V ιδ
∼= {z ∈ k; zq
|Oδ | − z = 0} = Fq|Oδ | if δ ∈ (Φ
∨,Z) and lδ = 0;
(3) V ιδ
∼= {zq
lδ − z; z ∈ Fq|Oδ |} if δ ∈ (Φ
∨,Z) and lδ 6= 0.
Proof. Let c = |Oδ|. Suppose the situation of (1) occurs. Let v =
∑|Oδ|−1
i=0 ziδi ∈ V
ι
δ
with zi ∈ k. Then ι(v) =
∑|Oδ|−1
i=0 ηi+1z
q
i δi+1 for some ηi+1 ∈ k
×. Let ηδ = η1 · · · ηc.
Then the equality ι(v) = v implies that the map z 7→
∑|Oδ|−1
i=0 η1 · · · ηiz
qiδi gives a
bijection between {z ∈ k; ηδz
q|Oδ | − z = 0} and V ιδ as desired.
Suppose the situation of (2) occurs, the statement follows similarly as (1).
Suppose the situation of (3) occurs. Assume δ = (α∨, r) for some α ∈ Φ and
r ∈ Z. Let v =
∑|Oδ|−lδ−1
i=0 ziα
∨
i ∈ V
ι
δ with zi ∈ k. Then ι(v) =
∑|Oδ|−lδ−1
i=0 z
q
i α
∨
i+1.
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The equality ι(v) = v implies that the map
z 7→
lδ−1∑
j=0
|Oδ|/lδ−2∑
i=0
(z + zq
lδ + · · ·+ zq
ilδ )q
j
α∨j+ilδ
gives a bijection between
{z ∈ k; z + zq
lδ + zq
2lδ + · · ·+ zq
|Oδ |−lδ = 0} = {zq
lδ − z; z ∈ Fq|Oδ |}
and V ιδ as desired. 
For n ∈ Z>1 denote by InC the image of IC under the quotient map I → I/I>n.
Lemma 3.3. Let C ⊆ E+ such that (Φ∨, 1) ⊆ C and E>n ⊆ C for some n ≫ 0.
Then In[C,C] = [I
n
C , I
n
C].
Proof. Since (Φ∨, 1) ⊆ C, we have (a): δ + 1 ∈ [C,C] if δ ∈ C.
By (a) one checks that [Iδ, Iδ′ ] ⊆ I[C,C] for any δ, δ
′ ∈ C. In particular, In[C,C] is a
normal subgroup of InC . By Lemma 3.4 we deduce that [I
n
C , I
n
C ] ⊆ I
n
[C,C]. To show
In[C,C] ⊆ [I
n
C , I
n
C], we argue by induction on r > 0 that I
n
[C,C]>r
⊆ [InC , I
n
C ]. If r > n,
then In[C,C]>r is trivial and there is nothing to prove. Suppose I
n
[C,C]>r
⊆ [InC , I
n
C].
Let δ ∈ [C,C]r. Then there exist δ1, δ2 ∈ C such that [δ1, δ2] = δ. By (a) we
have [Iδ1 , Iδ2] ≡ Iδ mod I[C,C]>r , which implies that I
n
δ ⊆ [I
n
C , I
n
C] by induction
hypothesis. So we have In[C,C]>r ⊆ [I
n
C , I
n
C ] as desired. 
Lemma 3.4. Let H be a group. Then [xy, z] = (x[y, z]x−1)[x, z] for x, y, z ∈ H.
Proof. One has
[xy, z] = xyzy−1x−1z−1 = x(yzy−1z−1)x−1(xzx−1z−1) = (x[y, z]x−1)[x, z]
as desired. 
Lemma 3.5. We have γ − γk /∈ Φ for γ ∈ Φ and k ∈ Z.
Proof. Assume (bσ)k ∈ tχW0σ
k for some χ ∈ Y . Then
〈e, γ〉 = 〈(bσ)−k(e), γ〉 = 〈e, γk〉 − 〈χ, γk〉.
If γ − γk ∈ Φ, then 〈σ
k(γ) − γ, e〉 = 〈χ, γk〉 ∈ Z, contradicting the fact that
0 < |〈α, e〉| < 1 for any α ∈ Φ. 
Lemma 3.6. Let C ⊆ E+ be admissible and (bσ)-stable. If char(Fq) is sufficiently
large, then [(InC)
ι, (InC)
ι] = [InC , I
n
C ]
ι.
Proof. Without loss of generality, we can assume the Dynkin diagram of S0 is
connected. We show by induction on r > 0 that [InC , I
n
C]
ι ∩ In>r ⊆ [(I
n
C)
ι, (InC)
ι]. If
r ≫ 0, it is trivial and the statement is true. Assume [InC , I
n
C ]
ι∩In>r ⊆ [(I
n
C)
ι, (InC)
ι].
Thus, to show [InC , I
n
C ]
ι∩In>r ⊆ [(I
n
C)
ι, (InC)
ι], it suffices to show the following natural
map
[(InC)
ι, (InC)
ι]∩In>r →֒ [I
n
C , I
n
C ]
ι∩In>r = (I
n
[C,C]>r
)ι → (In[C,C]>r)
ι/(In[C,C]>r)
ι =
∑
δ∈[C,C]r
V ιδ
is surjective, where the first equality follows from Lemma 3.3 and Lemma 3.1 (1);
the second equality follows from Lemma 3.1 (3).
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Let δ ∈ [C,C]r. Then there exist δ
′ ∈ Cr′ and δ
′′ ∈ Cr′′ such that δ = [δ
′, δ′′]
(and hence r = r′ + r′′). Define
Ξ : V ιδ′ × V
ι
δ′′ → V
ι
r
by (v, u) 7→ [vˆ, uˆ] mod (IC>r)
ι, where vˆ ∈ (IOδ′∪C>r′ )
ι and uˆ ∈ (IOδ′′∪C>r′′ )
ι are
lifts of v ∈ V ιδ′ and u ∈ V
ι
δ′ respectively. Notice that Ξ is Fq-bilinear. So it suffices
to show that V ιδ ⊆ FqImΞ. For ǫ ∈ E
+, let πǫ : V
ι
ǫ → k be as in Lemma 3.2.
If ǫ ∈ (Φ∨,Z>1), we define ψǫ = πǫ. Otherwise, we choose cǫ ∈ k such that
cq
|Oǫ|
ǫ = ηǫ (cf. Lemma 3.2 (1)) and define ψǫ : V
ι
ǫ → Fq|Oǫ| by v 7→ cǫπǫ(v). Let
φǫ be the inverse of the isomorphism V
ι
ǫ
∼= Imψǫ ⊆ Fq|Oǫ| given by ψǫ. Write
Ξ(x, y) = Ξ(φδ′(x), φδ′′(y)) for x ∈ Imψδ′ and y ∈ Imψδ′′ .
Case(1): r ∈ Z. Then δ = (γ∨, r), δ′ = (γ, r′) and δ′′ = (−γ, r′′) for some
γ ∈ Φ and r, r′′ ∈ Z>0 such that r′ + r′′ = r. Using Lemma 3.2 together with
Lemma 3.5, we have Ξ(x, y) = φδ(xy) if Lemma 3.2 (2) occurs and Ξ(x, y) =
φδ(xy − (xy)
q|Oδ|−lδ ) if Lemma 3.2 (3) occurs. One checks that ImΞ = V ιδ as
desired.
Case(2): r /∈ Z. Then δ = (γ,m) for some γ ∈ Φ and m ∈ Z. If δ′ ∈ (Φ∨,Z),
by Lemma 3.2 and that char(Fq) is sufficiently large, one computes that Ξ(x, y) =
φδ(f(x)y), where f is non zero polynomial of degree < q
|Oδ′ |−lδ′ (cf. Lemma 3.2
(3)). So there exists x0 ∈ Imψδ′ such that f(x0) 6= 0. Hence dimFqImΞ =
dimV ιδ′′ = dimV
ι
δ as desired. Let c = |Oδ|, c
′ = |Oδ′ | and c
′′ = |Oδ′′ |. If c
′ = 1,
then c = c′′ and Ξ(x, y) = φδ(dxy) for some d ∈ k
×. So dimFqImΞ = dim V ιδ and
hence FqImΞ = V ιδ as desired. Now we assume 2 6 c
′′ 6 c′ and δ′, δ′′ ∈ (Φ,Z).
Case(2.2): c′ = c′′ = 2. Let ǫ = [δ′, δ′′1 ]. If ǫ /∈ E
+, then Ξ(x, y) = φδ(d1xy +
d2(xy)
q) with d1, d2 ∈ F× if c = 1 and Ξ(x, y) = φδ(d3xy) with d3 ∈ k× if c = 2.
One checks that dimFqImΞ = dim V ιδ as desired. Assume ǫ ∈ E
+. Then ǫ /∈ Oδ.
Without loss of generality, we can assume further that Oδ = 2 and |Oǫ| = 1, then
Ξ(x, y) = φδ(d4xy) + φǫ(d5xy
q + d6x
qy),
where d4, d5, d6 ∈ k
×. Then we have
Ξ(zy−q0 , y0)− Ξ(zy
−q
1 , y1) = φδ((y
1−q
0 − y
1−q
1 )z),
which means that V ιδ (and hence V
ι
ǫ ) lies in FqImΞ as desired.
Case(2.3): c′ = c′′ = 3. By symmetry, we can assume [δ, δ′′2 ] /∈ E
+. Let
ǫ = [δ′, δ′′1 ]. If ǫ /∈ E
+. Then Ξ(x, y) = φδ(d0xy) if c = 3 and Ξ(x, y) = φδ(d1xy +
d2(xy)
q + d3(xy)
q2) if c = 1, where di ∈ k
× for 0 6 i 6 3. So we have V ιδ ⊆ FqImΞ
as desired. Suppose ǫ ∈ E+. If Oǫ = Oδ, then Ξ(x, y) = φδ(d3xy + d4x
qyq
2
) with
d3, d4 ∈ k
×. Then we have Ξ(zy−10 , y0) − Ξ(zy
−1
1 , y1) = φδ(d4(y
q−1
0 − y
q−1
1 )
qzq),
which implies V ιδ ⊆ FqImΞ as desired. If Oǫ 6= Oδ, we can assume, without loss of
generality, that c = 3 and |Oǫ| = 1. Then Ξ(x, y) = φδ(d5xy)+φǫ(d6xy
q+d7x
qyq
3
+
d8x
q2y), where di ∈ k
× for 5 6 i 6 8. Then we have Ξ(zy−q0 , y0) − Ξ(zy
−q
1 , y1) =
φδ(d5(y
1−q
0 − y
1−q
1 )z), which implies V
ι
δ ⊆ FqImΞ as desired.
Case(2.3): c′ = c′′ = 4 and [δ′, δ′′i ] ∈ E
+ for 0 6 i 6 2. This case occurs only
when S0 is of type D. Let ǫ = [δ′, δ′′1 ]. Then |Oǫ| = 2 and |Oδ| = 4. One computes
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that
Ξ(x, y) = φδ(d1xy + d2x
qyq
3
) + φǫ(d3xy
q + d4x
q2yq
3
),
where di ∈ k
× for 1 6 i 6 4. Then we have
Ξ(zy−q0 , y0)− Ξ(zy
−q
1 , y1) = φδ(d1(y
1−q
0 − y
1−q
1 )z + d2(y
q−1
0 − y
q−1
1 )
q2zq).
Setting w = (yq−10 − y
q−1
1 )
qz ∈ Fq4 we get
V (y0, y1) := {φδ(d(y0, y1)w + d2w
q);w ∈ Fq4} ⊆ FqImΞ,
where d(y0, y1) = d1(y
1−q
0 − y
1−q
1 )(y
q−1
0 − y
q−1
1 )
−q. Thus, FqImΞ contains a codi-
mension one subspace of V ιδ . If V
ι
δ * FqImΞ, then all the 3 dimensional Fq-
vector spaces V (y0, y1) for y0, y1 ∈ F
×
q4 with y
q−1
0 6= y
q−1
1 are the same. Choose
y′0, y
′
1 ∈ F
×
q4 such that y
q−1
0 6= y
q−1
1 and d(y
′
0, y
′
1) 6= d(y0, y1) ∈ k
×. Then the
equality V (y0, y1) = V (y
′
0, y
′
1) implies that
(d(y′0, y
′
1)− d(y0, y1))Fq4 ⊆ V (y0, y1),
which is a contradiction. So we have V ιδ ⊆ FqImΞ as desired.
Case(2.4): c′ = c′′ = 4 and [δ′, δ′′i ] ∈ E
+ if and only if 0 6 i 6 1. Then
[δ′, δ′′1 ] ∈ Oδ. If c = 4, by symmetry we can assume δ = [δ
′, δ′′] = [δ′1, δ
′′
2 ]. Then
Ξ(x, y) = φδ(d1xy + d2x
qyq
2
),
where d1, d2 ∈ k
×. Then we have
Ξ(zy−10 , y0)− Ξ(zy
−1
1 , y1) = φδ(d2(y
q−1
0 − y
q−1
1 )
qzq),
which implies that V ιδ ⊆ FqImΞ as desired. If c = 2, then
Ξ(x, y) = φδ(d3xy + d4x
qyq
3
+ d5x
q2yq
2
+ d6x
q3y),
where di ∈ k
× for 3 6 i 6 6. Then we have
Ξ(zy−q0 , y0)− Ξ(zy
−q
1 , y1) = φδ(d3(y
1−q
0 − y
1−q
1 )z + d5(y
q2−q3
0 − y
q2−q3
1 )z
q2),
which implies that V ιδ ⊆ FqImΞ as desired.
Case(2.5): c′ = 4 and c′′ = 2. Then [δ′, δ′′1 ] /∈ E
+, which means c = 4. One
computes that Ξ(x, y) = φδ(dxy) with d ∈ k
×. So we have V ιδ ⊆ FqImΞ as desired.
Case(2.6): c = c′ = c′′ > 5. This case occurs only when S0 is of type A. If
[δ′, δ′′i ] /∈ E
+ for 1 6 i 6 c − 1, it follows similarly as Case(2.5). Otherwise,
there exists a unique integer 1 6 k 6 c − 1 such that ǫ := [δ′, δ′′k ] ∈ Oδ. Then
Ξ(x, y) = φδ(d1xy + d2x
qmyq
m+k
), where d1, d2 ∈ k
× and 1 6 m 6 c− 1 such that
ǫm = δ. Then we have Ξ(zy
−qk
0 , y0)−Ξ(zy
−qk
1 , y1) = φδ(d1(y
1−qm
0 −y
1−qm
1 )z), which
implies that V ιδ ⊆ FqImΞ as desired. 
Lemma 3.7. Let Σ ⊆ E+ be a finite subset and let Σc ⊇ Σ be the minimal subset
of E+ such that [Σc,Σc] ⊆ Σc. Then Σc − [Σc,Σc] ⊆ Σ.
Proof. Let Σ0 = Σ and Σi+1 = Σi ∪ [Σi,Σi] for i ∈ Z>0. Then Σc = ∪i∈Z>0Σi.
Hence Σc − [Σc,Σc] ⊆ Σ as desired. 
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3.2. Let α ∈ Φ. Set dα = 0 if α < 0 and dα = 1 if α > 0. Let λ ∈ A we define
cλα = dα +max{0, 〈α, λ〉+min{0, 〈α, τλ〉}}.
Consider the partition Φ = Φ1λ ⊔ Φ
2
λ ⊔ Φ
3
λ, where Υ
1
λ = {γ ∈ Φ; 〈γ, λ〉 6 0},
Υ2λ = {γ ∈ Φ; 〈γ, λ〉 > 1, 〈γ, τλ〉 > 0} and Υ
3
λ = {γ ∈ Φ; 〈γ, λ〉 > 1, 〈γ, τλ〉 = −1}.
Then cλα = dα if α ∈ Υ
1
Λ, c
λ
α = dα + 〈α, λ〉 if α ∈ Υ
2
λ and c
λ
α = dα + 〈α, λ〉 − 1 if
α ∈ Υ3λ. Define
Hλ = T (1 + tO)
∏
α∈Υ1λ
Uα(t
cλαO)
∏
α∈Υ2λ
Uα(t
cλαO)
∏
α∈Υ3λ
Uα(t
cλαO) ⊆ I.(∗)
Let Fλ = {(α, c
λ
α); a ∈ Φ} and let Σλ ⊆ E
+ be the union of (Φ∨, 1) and the
(bσ)-orbits Oδ for δ ∈ Fλ. Denote by Σ
c
λ ⊇ Σλ the minimal subset such that
[Σcλ,Σ
c
λ] ⊆ Σ
c
λ. Notice that Hλ is a closed subset of IΣcλ .
Lemma 3.8. For λ ∈ A we have Hλ = {h ∈ I>0; t
−λhtλtτλ ∈ KtµK}.
Proof. It follows from the proof of Proposition 0.1. 
Let n ≫ 0 such that Hλ = HλI>n = I>nHλ. Denote by Hnλ the image of H
n
λ
under the natural quotient map InΣc
λ
→ InΣc
λ
= InΣc
λ
/[InΣc
λ
, InΣc
λ
].
Lemma 3.9. The fibers of the natural morphism Hnλ → H
n
λ are geometrically
connected.
Proof. Set Aλ = [Σ
c
λ,Σ
c
λ] ∩ (Φ
∨,Z). Then we have
InΣc
λ
= InΣc
λ
/In[Σc
λ
,Σc
λ
]
∼= T (1 + tO)/IAλ ×
∏
α∈Φ
Uα(t
bλαO)/Uα(t
eλαO),
where bλα = min{k ∈ Z, (α, k) ∈ Σ
c
λ} and e
λ
α = min{k ∈ Z, (α, k) ∈ [Σ
c
λ,Σ
c
λ]}.
Notice that bλα 6 e
λ
α 6 b
λ
α + 1 as (Φ
∨, 1) ⊆ Σcλ. Let h = h0
∏
α hα ∈ Hλ with
h0 ∈ T (1+ tO) and hα ∈ Uα(t
bλαO), where the product is taken in the order of (∗).
Then the fiber of the map Hλ → Hnλ containing h is (h0IAλ) ×
∏
α hαUα(t
aλαO),
where aλα = max{e
λ
α, c
λ
α}. Now the statement follows as IAλ and Uα(t
aλαO) for
α ∈ Φ are irreducible. 
Proof of Theorem 0.3. We follow the strategy of the proof of [40, Proposition 4.7].
Let φ : InΣcλ → I
n
Σcλ
be the Lang’s map given by h 7→ h−1ι(h) for h ∈ InΣcλ . By
Lemma 3.8, the set
(InΣc
λ
tλK/K) ∩Xµ(b) = φ
−1(Hnλ )/(I
n
Σc
λ
∩ tλKt−λ)
is a union of irreducible components of Xλµ(b). So it suffices to show φ
−1(Hnλ )
is irreducible. As φ is an etale cover of InΣc
λ
with Galois group (InΣc
λ
)ι, there is a
natural map ρ : Gal(η¯Hn
λ
/ηHn
λ
) → (InΣc
λ
)ι, where ηHn
λ
denotes the generic point of
Hnλ . Then φ
−1(Hnλ ) is irreducible if and only if ρ is surjective. Similarly, there
is natural map ρ¯ : Gal(η¯Hn
λ
/ηHn
λ
) → (InΣc
λ
)ι. Moreover, we have the following
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commutative diagram
Gal(η¯Hnλ /ηHnλ )
r

ρ
// (InΣcλ)
ι
π

Gal(η¯Hn
λ
/ηHn
λ
)
ρ¯
// (InΣc
λ
)ι,
where π is the projection map and r the restriction map. By Lemma 3.6,
(InΣc
λ
)ι = (InΣcλ)
ι/[InΣcλ, I
n
Σcλ
]ι = (InΣcλ)
ι/[(InΣcλ)
ι, (InΣcλ)
ι].
As InΣcλ is unipotent, ρ is surjective if and only if composition map π ◦ ρ = ρ¯ ◦ r
is surjective. By Lemma 3.9, the fibers of the natural morphism Hnλ → H
n
λ are
geometrically connected. This means r is surjective. So it suffices to show ρ¯ is
surjective, or equivalently, φ¯−1(Hnλ ) is irreducible, where φ¯ : I
n
Σc
λ
→ InΣc
λ
is the
Lang’s map induced by φ.
Let Dλ = Σ
c
λ− [Σ
c
λ,Σ
c
λ]−(Φ
∨,Z). We adopt the notation in the proof of Lemma
3.9. Then
InΣcλ
= T (1 + tO)/IAλ ×
∏
δ∈Dλ
A1δ,
where A1δ = Uα(t
bλαO)/Uα(t
eλαO) is an affine line for δ = (α, bλα) ∈ Dλ. Moreover, ι
sends A1δ to A
1
bσ(δ). On the other hand,
Hnλ = T (1 + tO)/IAλ ×
∏
δ∈Dλ∩Fλ
A1δ.
By Lemma 3.7, Dλ ⊆ Σλ−(Φ
∨,Z). Hence each (bσ)-orbit ofDλ intersects Dλ∩Fλ.
This implies that φ¯−1(Hnλ ) is irreducible as desired. 
3.3. Finally we discuss some applications of Proposition 0.3.
Corollary 3.10 (Viehmann, Hamacher). Suppose char(Fq) is sufficiently large.
If b is superbasic, then Xλµ (b) is irreducible for λ ∈ A. In particular, the stabilizer
of each irreducible component of Xµ(b) is a maximal parahoric subgroup of Jb.
Remark. More strongly, Viehmann and Hamacher proved that Xλµ(b) is an affine
space without any assumption on p.
Proof. Notice that there exists an affine simple root (α, k) ∈ Φ˜+ such that 〈α, λ〉 6
0, which means (α, k) ∈ Fλ. As b is superbasic, bσ acts transitively on the set of
affine simple roots. So Σλ is the union of (Φ
∨, 1) and the set of affine simple roots.
Thus Σcλ = E
+ and the statement follows by Proposition 0.3. 
Corollary 3.11 (Xiao-Zhu). Suppose char(Fq) is sufficiently large. Assume G
is adjoint, µ is minuscule and b is basic and unramified. Then each Jb-orbit of
IrrXµ(b) contains an irreducible component of the form X
λ
µ(b) for some λ ∈ Y ,
whose stabilizer is a maximal parahoric subgroup of Jb.
Remark. More generally, Xiao and Zhu [40] proved similar result for any µ domi-
nant and any b unramified if the center of G is connected.
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Proof. We can assume b = tτ , where τ is a central cocharacter. Fix a regular
anti-dominant cocharacter v = σ(v). Let Z ∈ IrrXµ(b), and we may assume
Z ⊆ Xχµ (b) for some χ ∈ A
top(v). In particular, χβ = 〈β, χ〉 > 0 for β ∈ Φ
−, that
is, χ is anti-dominant. As G is adjoint, Y is spanned by fundamental coweights.
So there exists a dominant cocharacter ν = σ(ν) ∈ Y such that (i) λ := χ + ν is
also anti-dominant and (ii) for each minus simple root α there exists β ∈ Oα such
that λβ = 〈β, λ〉 = 0. By Lemma 2.14, λ ∈ A
top(v) and χ ∼ λ. Moreover, by (ii)
we have Σλ is the is the union of (Φ
∨, 1) and the set of affine simple roots. Thus
Σcλ = E
+, which means Xλµ (b) is irreducible by Proposition 0.3.
Now we show the stabilizer of Xλµ(b) is K ∩ Jb. As X
λ
µ is fixed by I ∩ Jb, it
remains to show that for each minus simple root α, Xλµ is fixed by the unique
longest element w˜ in the parabolic subgroup generated by {sβ˜; β ∈ Oα}. Suppose
w˜Xλµ ⊆ X
λ′
µ for some λ
′ ∈ Atop. By the proof of Corollary 2.10, λ′ = λ or
λ′ = w˜(λ). If λ′ = w˜(λ), by the condition (a) in proof of Proposition 2.11, one
has either λβ > 1 for β ∈ Oα or λβ 6 −1 for β ∈ Oα, which contradicts (ii). So
λ = λ′, that is, Xλµ is fixed by w˜ as desired. 
Proof of Corollary 0.4. If b is superbasic, it follows from Corollary 3.10. Now we
assume b is not superbasic. Let Z ∈ IrrXχµ (b) for some χ ∈ A
top. Notice that
the decomposition Xµ(b) = ⊔ν∈YX
ν
µ(b) coincides with the decomposition of Xµ(b)
by semi-modules considered in [28]. By [28, Corollary 2.12], there exists λ ∈ Atop
with χ ∼ λ which is rigid. By definition, this implies that (i) 〈λ, α〉 6 0 if α ∈ Φ+
is a highest root and (ii) for any minus simple root α with Oα ⊆ Φ
− there exists
β ∈ Oα such that λβ = 〈β, λ〉 = 0. Now the statement follows similarly as in the
proof of Corollary 3.11. 
References
[1] M. Chen, M. Kisin and E. Viehmann, Connected components of affine Deligne-Lusztig
varieties in mixed characteristic, Compos. Math. 151 (2015), 1697–1762.
[2] A. Caraiani and P. Scholze, On the generic part of the cohomology of compact unitary
Shimura varieties, Ann. Math.(2) 186 (2017), no.3, 649–766.
[3] M. Chen and E. Viehmann, Affine Deligne-Lusztig varieties and the action of J , J.
Algebraic Geom. 27 (2018), 273–304.
[4] A. de Jong and F. Oort, Purity of the stratification by Newtion polygons, JAMS 13
(2000), 209–241.
[5] Q. Gashi, On a conjecture of Kottwitz and Rapoport, Ann. Sci. E´cole Norm. Sup. 43
(2010), 1017–1038.
[6] U. Go¨rtz and X. He, Basic loci in Shimura varieties of Coxeter type, Cambridge J.
Math. 3 (2015), no. 3, 323–353.
[7] U. Go¨rtz, T. Haines, R. Kottwitz and D. Reuman, Dimensions of some affine Deligne-
Lusztig varieties, Ann. Sci. E´cole. Norm. Sup. (4) 39 (2006), 467–511.
[8] U. Go¨rtz, X. He and S. Nie, Fully Hodge-Newton decomposable Shimura varieties,
arXiv:1610.05381.
[9] P. Hamacher, The dimension of affine Deligne-Lusztig varieties in the affine Grass-
mannian, IMRN 23 (2015), 12804–12839.
[10] , On the Newton stratification in the good reduction of Shimura varieties,
arXiv:1605.05540.
[11] X. He and S. Nie, On the acceptable elements, IMRN (2018), 907–931.
[12] B. Howard, G. Pappas, On the supersingular locus of the GU(2, 2) Shimura variety,
Algebra Number Theory 8 (2014), 1659–1699.
26 SIAN NIE
[13] , Rapoport-Zink spaces for spinor groups, arXiv:1509.03914 (2015), to appear
in Compos. Math.
[14] P. Hamacher and E. Viehmann, Irreducible components of minuscule affine Deligne-
Lusztig varieties, arXiv: 1702.08287.
[15] U. Hartl and E. Viehmann, Foliations in deformation sapces of local G-shtukas, Adv.
Math. 299 (2012), 54–78.
[16] T. Haines, Equidimensionality of convolution morphisms and applications to saturation
problems, appendix with M. Kapovich and J. Millson, Adv. Math., 207 (2006), 297–327.
[17] X. He, Hecke algebras and p-adic groups, to appear in Current Developments in Math-
ematics, arXiv: 1511.01386.
[18] C. Kaiser, Ein getwistetes fundamentales Lemma fu¨r die GSp4, PhD Thesis Bonn 1997.
[19] S. Kumar, Proof of the Parthasarathy-Ranga Rao-Varadarajan conjecture, Invent.
Math. 93 (1988), no. 1, 117–130.
[20] T. Katsura, F. Oort, Families of supersingular abelian surfaces, Compos. Math. 62
(1987), 107–167.
[21] R. Kottwitz, Isocrystals with additional structure, Compositio Math. 56 (1985), 201–
220.
[22] , Dimensions of Newton strata in the adjoint quotient of reductive groups, Pure
Appl. Math. Q. 2 (2006), 817–836.
[23] R. Kottwitz and M. Rapoport, On the existence of F -crystals, Comment. Math. Helv.
78 (2003), 153–184.
[24] S. Kudla, M. Rapoport, Arithmetic Hirzebruch-Zagier cycles, J. Reine
Angew. Math. 515 (1999), 155–244.
[25] , Special cycles on unitary Shimura varieties I. Unramified local theory, In-
vent. Math. 184 (3) (2011), 629–682.
[26] E. Mantovan, On the cohomology of certain PEL type Shimura varieties, Duke Math.
J. 129 (2005), no. 3, 573–610.
[27] I. Mirkovic and K. Vilonen, Geometric Langlands duality and representations of alge-
braic groups over commutative rings, Ann. of Math. 166 (2007), 95–143.
[28] S. Nie Semi-modules and irreducible components of affine Deligne-Lusztig varieties,
arXiv:1802.04579.
[29] B-C. Ngoˆ and P. Polo, Re´solutions de Demazure affines et formule de Casselman-
Shalika ge´ome´trique, J. Alg. Geom. 10 (2001), 515–547.
[30] M. Rapoport, A guide to the reduction modulo p of Shimura varieties, Aste´risque
(2005), no. 298, 271–318.
[31] M. Rapoport and T. Zink, Period spaces for p-divisible groups, Ann. Math. Studies.
141, Princeton University Press, 1996.
[32] M. Rapoport, U. Terstiege, S. Wilson, The supersingular locus of the Shimura variety
for GU(1, n− 1) over a ramified prime, Math. Z. 276 (2014), 1165–1188.
[33] M. Rapoport, U. Terstiege, W. Zhang, On the Arithmetic Fundamental Lemma in the
minuscule case, Compos. Math. 149 (2013), 1631–1666.
[34] I. Vollaard, The supersingular locus of the Shimura variety for GU(1, s), Canad. J.
Math. 62 (2010), no. 3, 668–720.
[35] E. Viehmann, The dimension of some affine Deligne-Lusztig varieties, Ann. Sci. E´cole.
Norm. Sup. (4) 39 (2006), 513–526.
[36] , Moduli spaces of p-divisible groups, J. Alg. Geom. 17 (2008), 341–374.
[37] , The global structure of moduli spaces of polarized p-divisible groups, Doc.
Math. 13 (2008), 825–852.
[38] ,Newton strata in the loop group of a reductive group, Amer. J. Math. 135
(2013), no. 2, 499–518.
[39] I. Vollaard and T. Wedhorn, The supersingular locus of the Shimura variety of
GU(1, n− 1) II, Invent. Math. 184 (2011), 591–627.
[40] L. Xiao and X. Zhu, Cycles of Shimura varieties via geometric Satake,
arXiv:1707.05700.
IRREDUCIBLE COMPONENTS OF AFFINE DELIGNE-LUSZTIG VARIETIES 27
[41] C. F. Yu, On the supersingular locus in Hilbert-Blumenthal 4-folds, J. Alg. Geom. 12
(2003), 653–698.
[42] X. Zhu, Affine Grassmannians and the geometric Satake in mixed characteristic, Ann.
Math. 185 (2017), 403–492.
Institute of Mathematics, Academy of Mathematics and Systems Science, Chi-
nese Academy of Sciences, 100190, Beijing, China
E-mail address : niesian@amss.ac.cn
