A method for clustering incomplete longitudinal data, and gene expression time course data in particular, is presented. Specifically, an existing method that utilizes mixtures of multivariate Gaussian distributions with modified Cholesky-decomposed covariance structure is extended to accommodate incomplete data. Parameter estimation is carried out in a fashion that is similar to an expectation-maximization algorithm. We focus on the particular application of clustering incomplete gene expression time course data. In this application, our approach gives good clustering performance when compared to the results when there is no missing data. Possible extensions of this work are also suggested.
Introduction
Within statistical modelling, longitudinal data require special treatment since observations do not usually conform to the assumption of independence from one another. The correlation structure associated with longitudinal data also presents significant modelling challenges. The problem of clustering such data has recently been addressed by De la Cruz-Mesía et al. (2008) and . De la Cruz-Mesía et al. (2008) applied a mixture of non-linear hierarchical models, which represents an extension of the work of Pauler and Laird (2000) . Within this framework, each component density is subject-specific and, apart from the imposition of the isotropic constraint, no modelling of the component covariance structure was undertaken.
McNicholas and Murphy (2010) followed a mixture modelling approach, using a mixture of multivariate Gaussian distributions with a modified Choleskydecomposed covariance structure. The density of a (finite) Gaussian mixture model is given by
where ϑ = (π 1 , . . . , π G , µ 1 , . . . , µ G ,Σ 1 , . . . ,Σ G ), and φ(x | µ g ,Σ g ) is the density of a multivariate Gaussian distribution with mean µ g and covariance matrix Σ g . The π g ∈ [0, 1], defined such that g T g (cf. Pourahmadi, 1999 Pourahmadi, , 2000 , where T g is a unique p × p lower unitriangular matrix and D g is a unique p × p diagonal matrix with strictly positive entries. As discussed by Pourahmadi (1999) and , the lower-triangular entries of T g have interpretations as generalized autoregressive parameters for observations in group (component) g and the diagonal elements of D g can be regarded as innovation variances for the observations in group g.
The density of the family of mixture models used by 
). They then constrained the covariance structure (T
−1 by imposing, or not, combinations of the following constraints:
The result is a family of eight Gaussian mixture models specifically designed for the model-based clustering of longitudinal data. Parameter estimation was carried out using the expectation-maximization (EM) algorithm (Dempster et al., 1977) and model selection can be achieved using the Bayesian information criteria (BIC; Schwarz, 1978) . Herein, we extend this modelling framework by allowing some of the data to be missing -these missing data are in addition to the group memberships, which are necessarily missing in a clustering scenario. Note that McNicholas and Murphy (2010) also considered a further extension of their family of models by setting some of the lower sub-diagonals of T g to zero. Although we only consider the entirely unconstrained covariance structure (T
−1 herein, our approach can easily be extended to all of the models proposed by .
Terminologically, we use the term 'incomplete' hereafter to mean that there is missing data in addition to the missing group memberships: that is, to indicate that there are missing values for variables in some observations. In Section 2, the EM algorithm of is modified to account for the fact that the data are incomplete. The resulting algorithm is then applied to real gene expression time course data in Section 3. In all but one of the gene expression time course analyses, group memberships are taken as being unknown for a subset of the genes. The resulting cluster memberships are then compared to those obtained when the algorithm is applied to the full data set.
The application of clustering to gene expression time course data is very important in bioinformatics applications. Typically, there are some genes with known functions and the role of clustering is to identify other genes that behave similarly. Such genes are said to 'co-express'. Knowing that genes with unknown functions co-express with genes with known functions gives an indication as to the functions of those genes.
Methodology

Missing Data in the Multivariate Gaussian Case
In the case of the multivariate Gaussian distribution, one may compute the expected values of some variables given others (cf. McLachlan and Krishnan, 2008) . For example, if a p-dimensional random variable is partitioned
where X 1 is an r-dimensional vector and X 2 is an (p − r)-dimensional vector, it can be shown that the conditional distribution of X 1 , given that X 2 = x 2 , is multivariate Gaussian with mean
and covariance Σ 11 −Σ 12 Σ 
The Modelling Framework
To facilitate the analysis of the incomplete data under consideration, we partition each incomplete observation as follows. Let the p-dimensional random variable X i , with mean µ and covariance matrix Σ, be partitioned so that X i1 ∈ R r represents the r missing variables in the ith observation and X i2 ∈ R p−r represents the observed variables in the ith observation. Then the result in (1) can be used upon resolving two issues: how do we estimate µ and Σand which of these parameters should be used when there are G of each?
The first issue is resolved in the context of a pseudo-expectation-maximization (PEM) algorithm, which provides an iterative procedure to estimate the parameters and so at any instance when the parameters are required, the previous iteration's estimates will be available. The second issue is resolved by taking a weighted average over groups where coefficients are taken to be the expected values of the estimated group memberships.
Using standard notation (cf. Fraley and Raftery, 2002; McNicholas and Murphy, 2008) , let Z ig represent the component membership where z ig = 1 if observation i is in component g and z ig = 0 otherwise. Within the modelling framework propounded my , where the only sense in which the data are incomplete is that the z ig are not known, the complete-data likelihood is given by
) is the density of a multivariate Gaussian distribution with mean µ g and covariance matrix (T
. Note that, here, the term 'complete-data' refers to the observed x 1 , . . . , x n plus the unknown z ig .
As in the EM algorithm of , the (conditional) expected value of the Z ig , given bŷ
, is used to replace the z ig in the pseudo-expectation (PE) step of our algorithm. Now, letˆX i1g ∈ R r represent the imputation for X i1g | Z ig = 1 in our algorithm. We write,
where µ 1g ∈ R r is the mean of the gth component at the r time points corresponding to the missing X 1 ; µ 2g ∈ R n−r is the mean of the gth group at the p − r time points corresponding to the observed X 2 ; and Σ 12g and Σ 22g are block matrices for component g as in Section 2.1. In our algorithm, we use theˆX i1g ∈ R r to replace missing data values in the PE-step. Since this imputation is taking place within the iterative framework of a PEM algorithm, the left-hand side of Equation 2 is a value obtained for the current iteration but the values on the right-hand side are taken from the previous iteration. These imputed values are used with the observed values to compute the mean and covariance structure at each iteration of the algorithm, and to calculate the log-likelihood at each iteration. An approximation to the expected value of the complete-data log-likelihood, conditional upon the observed data, is given by
where n g = n i=1ˆz ig , andx i is the ith observation with the missing values replaced according to Equation 2 and
′ , wherex ij is the estimated value of x ij if it is missing, or the observed value if it is available, and µ gj is the mean of variable j in group g. Note that it is because of this approximation to the expected value of the complete-data log-likelihood that the algorithm used herein is not an EM algorithm proper, hence the terms 'PE-step' and 'PEM algorithm'. Note also that our Q(ϑ) is identical to that of McNicholas and Murphy (2010) except that we havex i in place of x i .
Maximizing Q(ϑ) with respect to π g and µ g , respectively, givesπ g = n g /n andˆµ g = n i=1ˆz ig˜xi /n g . All other parameter estimates are given in Appendix A and follow directly from the estimates of McNicholas and Murphy
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The International Journal of Biostatistics, Vol. 6 [2010] , Iss. 1, Art. 8 DOI: 10.2202 /1557 -4679.1223 (2010) upon replacing x i byx i for each i = 1, . . . , n. The resulting algorithm runs as described in Appendix B and is based on n observations over p time points, with G groups. Initialẑ ig values are determined randomly. For a given observation i, a group number k is selected at random from k ∈ {1, . . . , G} andẑ ik is then set to 1 whileẑ ih is set to 0 for all h = k. For the initial estimates, neither µ g nor Σ g are available as required by Equation 2. However, the subset of complete observations may be used to create initial values of π g , µ g , and Σ g for use with Equation 2 based on the initial values ofẑ ig .
Our method effectively adjusts the mean to account for the incomplete nature of the data (cf. Equation 1) but it is not a bona fide EM algorithm because the expected value of just one of the two sufficient statistics is considered in Q(ϑ). As the analyses in Section 3 will demonstrate, using this PEM approach is quite adequate for the gene expression time course data under consideration herein. Of course, an approach like Buck's method (Buck, 1960) , or an extension thereof (cf. Beale and Little, 1975) , could alternatively be used, inter alia, to account for the incomplete nature of the data under consideration. Of course, the nature of the covariance structure (T
and the constrained versions thereof (McNicholas and Murphy, 2010, Table 1 ), would need to be accounted for. Note that an interesting review on handling missing data is given by Little (1992) , while Little and Rubin (2002) describe a number of interesting approaches to handling missing data within the EM framework.
Data Analyses
Convergence Criterion
The convergence criterion for the PEM algorithms used herein is based on the Aitken acceleration. Specifically, the Aitken acceleration is used to compute an asymptotic approximation to the log-likelihood and the algorithm is stopped if this approximate asymptotic value is close to the current log-likelihood value. The Aitken acceleration at iteration m is given by a
is the log-likelihood at iteration m. Böhning et al. (1994) showed, in the context of the EM algorithm, that an asymptotic estimate of the log-likelihood at iteration m + 1 is then given by
McNicholas et al. (2010) stopped their algorithms when l
This criterion is used for the PEM algorithms herein.
Measuring Class Agreement
The Rand and adjusted Rand indices are used to measure classification agreement. In the analyses herein, maximum a posteriori classifications (or clusterings) are reported. That is, an observation i is assigned to the group g for which the posterior value ofẑ ig is maximized. In the second set of time course analyses, the clusterings when the data are incomplete are compared to the clusterings when there is no missing data (except for the z ig ). The clustering technique introduced herein, which accounts for incomplete data, is considered effective if the resulting clusterings are very similar to those when only the z ig are missing.
The Rand index (Rand, 1971 ) is a technique for measuring class agreement. The Rand index, which is based on pair agreement and disagreement, takes a value on [0, 1], where '1' indicates perfect agreement. An objection that is sometimes raised to the Rand index is that its expected value under a random classification is greater than zero. The adjusted Rand index (Hubert and Arabie, 1985) was introduced to overcome this problem. Under a random classification, the expected value of the adjusted Rand index is '0'. Both indices are used to measure class agreement herein.
Gene Expression Time Course Data
The Data
Yeast are single-celled diploid organisms that can undergo a process called sporulation to create haploid cells for sexual reproduction. Chu et al. (1998) examined the expression of 6,118 (97%) of the yeast genes during sporulation. Changes in the expression of these 6,118 genes were measured over seven time points. Expression was measured as the level of activation of these genes, and so can vary over any of these time points. In particular, Chu et al. (1998) maintained that there were (at least) seven temporal patterns (groups) in these data and they chose 40 genes, called model-expression profiles (Figure 1) , as being representative of these patterns. Chu et al. (1998) screened out about 80% of the 6,118 genes by focusing on genes that showed obvious increases in expression, they then clustered the remaining genes based on their correlations with the aforementioned model expression profiles.
Two more recent analyses of these data, by Wakefield et al. (2003) and , suggested a larger number of temporal patterns. The goal in our analyses will not be to contribute to the discussion on the true number of temporal patterns, but to determine if the algorithm can produce meaningful clusterings for incomplete data. 
Forty Genes
In attempting to cluster the 40 genes, the algorithm was run several times from different random starting values of theẑ ig , for G = 2, and with 10% of the data missing completely at random. The clustering from the model with the greatest BIC was used: note that the BIC has been used previously for mixture model selection (examples include Dasgupta and Raftery, 1998; Fraley and Raftery, 2002; McNicholas and Murphy, 2005, 2008) . Table 1 shows the results for this two-component model, which gives clustering results closely related to those of Chu et al. (1998) . Of course, since this is a real clustering problem, the clusterings of Chu et al. (1998) cannot be taken as being true per se. However, the comparison in Table 1 according to our two-component model, in Figure 2 . Looking at the component means in Figure 2 , it seems that genes in Group 1 generally exhibit activation earlier on, and that genes in Group 2 typically activate later.
6,118 Genes
In order to choose a number of components G for the analyses in this section, the entire data set (6,118 genes) was analyzed for G = 1, . . . , 5 components for five different random starting values of theẑ ig , so that a total of 25 mixture models were fitted. The best of these models had G = 4 components and so four-component models were used for the analyses in this section. The method introduced herein was run, with G = 4 components, on the entire data set and on the data with 10%, 20%, 30%, 40% and 50% of the data, respectively, missing completely at random. Note that just one random starting value of theẑ ig was used for each of these six data (sub) sets, and that different random starting values were used for each one. Raw classification tables, comparing clusterings for the complete and incomplete data in each case, are given in Appendix C.
The overall performance of our technique is summarized in Table 2 , which gives the Rand and adjusted Rand indices associated with each classification table from Appendix C. Table 2 , it is clear that the novel technique introduced herein has performed very well in that the clusterings on the incomplete data are very similar to those on the complete data. This similarity is highly notable when taken in context with the fact that all six runs used different random starting values for theẑ ig .
Comments
Group memberships for these incomplete time course data can be recovered extremely well using the PEM algorithm introduced herein. Though only two components were considered, a distinction between early activation and late activation was observed in the two groups, even when some of the data were missing. When clustering the larger data set of 6,118 genes, clusterings based on incomplete data were very similar to those based on the complete data, even when half of the data were missing completely at random.
Conclusions & Future Work
The method presented in this paper has been shown to give good clustering performance on incomplete gene expression time course data, insofar as the clusterings were very similar to those obtained based on the complete data set. A model-based framework was used and represented an extension of an existing technique for clustering longitudinal data . Our algorithm is not a bona fide EM algorithm, and hence we referred to it as a PEM algorithm. That said, our method could be adjusted to give a bona fide EM algorithm by proceeding in an analogous fashion to that outlined by Buck (1960) -this was left for future work.
extended in a number of other ways. The algorithm developed herein can be extended to account for more of the covariance structures that were considered by . A systematic, rather than random, method of initializing theẑ ig could be devised, and applications can be extended beyond gene expression microarray data. Note that some applications may require an EM algorithm proper as opposed to the PEM algorithm used herein. Another extension would be to take a semi-supervised approach, where some of the group memberships are known; this could be achieved in a very similar fashion to the model-based classification approaches of Dean et al. (2006) and McNicholas (2010) . Finally, a detailed comparison of the modelbased approach used herein to the penalized clustering method of Ma and Zhong (2008) would be of interest.
A Parameter Estimates
Since it is only the lower triangle of T g that needs to be estimated, write
Then, as shown by , the estimate for T g is given by
. . .
for r = 2, 3, . . . , p, and the estimate for D g is given byˆD g = diag{ˆT g S gˆT ′ g }. Note that s (g) ij is the element in the ith row and the jth column of
In terms of future work, the work presented in this paper could also be Tables   Table 3: Frequencies of all 6,118 genes, cross-tabulated by our temporal patterns when no data are missing and by our patterns when 10% of the data are missing completely at random. 
