A common problem in estimating DSGE models is that the structural parameters of economic interest are only weakly identified. We propose two methods of constructing confidence intervals for structural model parameters that are asympotically valid from a frequentist point of view regardless of the strength of identification. One involves inverting a likelihood ratio test statistic, whereas the other involves inverting a Bayes Factor statistic. The latter approach is computationally less demanding and tends to have more accurate coverage in small samples. A study of the degree of wage and price rigidities in the U.S. economy illustrates that the data may contain useful information about structural model parameters even in the presence of weak identification. JEL Classification Codes: C32, C52, E30, E50.
Introduction
In recent years, there has been growing interest in the estimation of dynamic stochastic general equilibrium (DSGE) models by Bayesian methods. One of the chief advantages of the Bayesian approach compared to the frequentist approach is that the use of prior information allows the researcher to estimate structural models that otherwise would be computationally intractable or would produce economically implausible estimates. This feature has made these methods popular even among researchers who think of these methods merely as a convenient device for obtaining model estimates but would not consider themselves Bayesians otherwise.
There is growing evidence, however, that many DSGE models used in empirical macroeconomics are only weakly identified (see, e.g., Canova The fact that the prior distribution of the structural parameters effectively pins down their posterior distribution under weak identification causes the asymptotic equivalence between Bayesian and frequentist estimation and inference to break down and invalidates the use of these methods by non-Bayesians. 1 Given that the effect of the prior on the posterior does not die out asymptotically, it can be shown that (1) the posterior mode will not be a consistent estimator of the true parameter vector, (2) the posterior distribution will not be Gaussian even asymptotically, and (3) Bayesian credible sets and frequentist con- 1 See Le Cam and Yang (2000, ch. 8) and the references therein for the large-sample correspondence between Bayesian and frequentist approaches. For more recent results in the econometrics literature, see Andrews (1994) , and Chernozhukov and Hong (2003) , for example, as well as Kim (1998) and Phillips and Ploberger (1996) . fidence sets will not coincide even asymptotically, removing the rationale for constructing confidence intervals from the quantiles of the posterior distribution or by adding multiples of posterior standard deviations to the posterior mean.
In this paper, we develop alternative methods of constructing confidence sets for the structural parameters of DSGE models that remain valid asymptotically from a frequentist point of view regardless of the strength of the identification. Our approach allows the structural parameters of the model to be weakly identified in the sense that the (scaled) slope of the log-likelihood function is local to zero. As in the weak-instruments literature, we think of the local-to-zero model as a device that reflects our inability to determine the strength of the identification from the data (see, e.g., Canova and Sala 2009, Iskrev 2010 ). The proposed confidence set is obtained by inverting either a suitably defined likelihood ratio (LR) statistic or the Bayes factor (BF) statistic. The implied LR confidence set can be constructed using classical estimation methods and has (1 − )% coverage probability asymptotically, regardless of the strength of identification, whereas the implied BF confidence set is conservative in that a (1 − )% confidence set has at least a (1 − )% coverage probability asymptotically. Both methods allow the construction of confidence intervals for individual structural parameters by the projection method.
The BF confidence set is designed to reflect correctly the uncertainty about the structural parameters even when the likelihood is flat, it protects the researcher from spurious inference, and it is asymptotically invariant to the prior in the case of weak identification.
One advantage of the BF interval is that it may be computed easily from existing Bayesian code for DSGE model estimation. No additional numerical estimation is required. This feature facilitates its adoption by applied users of Bayesian methods of estimating DSGE models. In contrast, construction of the LR confidence set dispenses with Bayesian estimation methods altogether. It requires instead the explicit derivation of the state space representation of the unrestricted reduced form of the DSGE model on a case-by-case basis and the numerical estimation of its parameters. Although the LR confidence set is asymptotically exact, preliminary simulation analysis suggested that it has less accurate coverage in small samples than the corresponding BF confidence set. Whereas the BF set quickly reaches its nominal accuracy with increasing sample size, the LR set lacks coverage for practically relevant sample sizes. One problem is that maximum likelihood estimation of the reduced form can be unreliable in small samples when not all reduced-form parameters are jointly identified. Moreover, implementing the LR interval for individual structural parameters can be computationally intractable in large-dimensional models. For these reasons we focus on the BF approach in the empirical application of this paper. Although our theoretical results show that the LR interval is expected to be tighter asymptotically than the BF interval, we find that in practice even the BF interval is informative about structural parameters of economic interest. Our approach builds on Stock and Wright (2000) . The key difference is that we consider a different class of models and estimators and that we invert a different type of test statistic. Our analysis also complements Moon and Schorfheide's (2010) recent finding that Bayesian credible sets and conventional frequentist confidence sets differ asymptotically in set-identified (as opposed to weakly identified) models. Finally, our analysis differs from analyses such as Dufour, Khalaf and Kichian (2006) in that we focus on weak identification of structural parameters in fully specified DSGE models with latent state variables which precludes the use of the Anderson-Rubin statistic.
The remainder of the paper is organized as follows. In section 2 we investigate the asymptotic behavior of the posterior distribution in weakly identified models. We establish the failure of the conventional frequentist interpretation of Bayesian posterior estimates.
We propose the LR and BF confidence sets, establish their asymptotic validity from a frequentist point of view, and discuss their relative merits from a theoretical point of view.
We also discuss the derivation of the degrees-of-freedom parameter in their asymptotic distribution, and we show how the projection method may be used to construct confidence intervals for individual structural parameters from the joint confidence set. In section 3
we show by simulation that, notwithstanding the theoretical advantages of the LR approach, for typical sample sizes the LR confidence set with 85% coverage is systematically less accurate than the BF confidence set with a coverage rate of at least 89%. We also compare the finite-sample performance of the proposed methods and of the traditional pseudo-Bayesian methods. The data generating process (DGP) is a small-scale New Keynesian model consisting of a Phillips curve, an investment-savings equation, and a Taylor rule. We demonstrate that the practice of constructing confidence intervals from the posterior distribution of the structural parameters by adding + − 1645 posterior standard deviations to the posterior mode (or mean) or by computing posterior percentiles may result in intervals with serious coverage deficiencies. In some cases, coverage rates of nominal 90% intervals for commonly used sample sizes drop as low as 39%. In contrast, the conservative BF interval has coverage rates of at least 97% for all parameters and sample sizes. The empirical illustration in section 4 focuses on the question of the relative importance of wage and price rigidities in the US economy. This empirical example involves a medium-scale DSGE model widely used in the literature (see, e.g., Del Negro and Schorfheide 2008). We show that estimates of the aggregate degree of price rigidity are consistent with related micro evidence on price rigidities when using the BF interval, but not using traditional confidence intervals constructed from the posterior. That conclusion is robust to alternative choices of priors. The concluding remarks are in section 5. 
Suppose that the following conditions hold:
where
(e) There is a matrix valued function
(f) The maximum likelihood estimator (MLE)  of  0 is strongly consistent, i.e.,  →  0 almost surely.
Then for any compact set
where Consider an exponential family:
where   and  are real-valued functions of  and   and  are real-valued functions of the data (see Bickel and Doksum, 2007) . Suppose that (a)
(b) The likelihood function (3) is correctly specified.
Then, under a conjugate prior, the posterior density almost surely converges to
When a more general, not necessarily conjugate, prior () is used, the posterior density almost surely converges to
Proposition 2 shows that (i) the posterior distribution is not degenerate around the true parameter value when the parameter is weakly identified; (ii) that it is not Gaussian;
and (iii) that the limit of the posterior distribution depends on the prior. In other words, the effect of the prior on the posterior will not die out asymptotically, invalidating the usual classical interpretation of Bayesian credible sets. This result is intuitive because information does not accumulate, even when the sample size grows, if parameters are weakly identified. This means, first, that the posterior mode no longer coincides with the mean or median. Second, this means that, when the econometrician computes the mean (or median or mode) of the posterior distribution as the best guess for the parameter value, as would be standard procedure in strongly identified DSGE models, the resulting estimator will be inconsistent for the true parameter value.
Although this section focuses on Bayesian estimation methods, it is worth stressing that similar problems would arise -under the conditions of Proposition 2 -if one used frequentist maximum likelihood methods of estimating the structural parameters. It can be shown that -even if there is a unique  0 ∈ Θ that maximizes 
but that the curvature of the likelihood is strong enough for the rank condition for iden-
to be satisfied. In contrast, lack of identification would correspond to   () = 0 and () = 0 such that the likelihood function does not depend on  even in finite samples.
In that case, the likelihood is perfectly flat in . Of particular interest in empirical work is the intermediate case in which the likelihood is not flat, but its curvature is not strong enough to satisfy the rank condition. This situation is allowed for in assumption (a) which models the the slope of the likelihood function with respect to  as local to zero. This assumption is designed to represent our inability in finite samples to determine with a reasonable degree of accuracy which of the two limiting cases is a better approximation of reality. By analogy to the problems of weak instruments and weak identification in the GMM literature, modeling the slope of the likelihood as local to zero is a device for obtaining a more accurate asymptotic approximation to the distribution of the parameters.
Our local-to-zero framework includes as a special case the possibility of no identification, as discussed in Kadane (1975) and Poirier (1998) . The latter case corresponds to   () = 0 and () = 0 in expressions (4) and (5).
Likelihood Ratio Tests
As a practical alternative, we propose two frequentist confidence sets for parameters in DSGE models that are valid regardless of the strength of identification. One is based on the likelihood ratio test statistic and the other is based on the Bayes factor. Our starting point is the reduced-form representation of the DSGE model. The reduced-form parameter Π is a function of the structural parameters , where  : Θ → < (Π) :
More specifically, Π is the vector of parameters of the state-space model, where  denotes the weakly identified parameters and  the strongly identified parameters.
Consider the likelihood ratio statistic for testing
is the log-likelihood function for Π andΠ is the unconstrained MLE of Π.
2 By redefining the variables and coefficient matrices, (9) and (10) 
where (·) is some function from the space of Π to that of . Further, let the value of the likelihood function depend only on : (a) Θ = × is non-empty and compact in <  where  ⊂ <  1 ,  ⊂ <  2 and  1 + 2 = ,
(b) The log-likelihood function   (Π) is correctly specified and twice continuously differentiable in .
definite, and  is a ()-dimensional standard normal random vector.
If  =  0 , then
The assumption that Π is at least partially identified is essential to our approach. In particular, our results do not allow for weakly identified reduced-form parameters. Assumption (c) allows us to approximate the term   (()) inside the likelihood ratio statistic by   (  ()) with the scaled slope of the log-likelihood with respect to  modeled as local to zero. Assumption (d) only requires the existence of the likelihood function and of the MLE of the identified reduced-form parameters , but  is not explicitly required for the construction of the LR test statistic. Proposition 3 follows from standard arguments in the weak instrument literature. It shows that the LR test statistic can be used to construct confidence intervals with (1 − )% coverage probability asymptotically, regardless of the strength of identification. In practice, we proceed in four steps:
1. Estimate the reduced-form parameters Π in the state-space model (9) and (10) by Gaussian MLE using the Kalman filter.
2. Define a set of points in the space of structural parameters, . This may be accomplished, for example, by defining a grid of points in the parameter space or by drawing at random from a suitable distribution such as a truncated uniform distribution, the prior distribution, or the posterior distribution.
3. For each of these points, compute
) and check the inequality:
The set of the points that satisfy this inequality is the level 1 −  confidence set.
Although Proposition 3 is not surprising from a technical point of view, it provides a powerful tool for dealing with problems of weak identification of structural parameters in DSGE models. It shows that inference on these parameters may be conducted without ever estimating the structural model. Only estimates of the reduced form are required.
As a result, we can dispense with Bayesian methods of estimating the structural parameters altogether. The construction of the LR confidence set requires instead the explicit derivation of the state-space representation of the unrestricted reduced form of the DSGE model on a case-by-case basis and numerical estimation of its parameters. The latter task can be computationally challenging in practice, especially when there are many more unobservable state variables than observables. Next, we consider an alternative approach based on the inversion of the Bayes factor.
Bayes Factors
Consider testing
We define the Bayes factor in favor of  1 by
where (  ) and (  |) are the prior and posterior probabilities of   , respectively.
Theorem 1 (Asymptotic Distribution of the Bayes Factor Under Weak Identification of )
(a) Θ = × is non-empty and compact in <  where (c) The log-likelihood function   (Π) is correctly specified and twice continuously differentiable in .
where  is defined in Assumption (e), i.e., 2Bayes Factor( 0 ) is asymptotically bounded by a  2 dim() random variable.
Remarks.
Extending Stock and Wright's (2000)
concept of weak identification in GMM to our context, we model   such that the part of   that depends on weakly identified parameters vanishes asymptotically. As a result, the rank of the Jacobian of the function   can be less than  in the limit. Assumption (d) allows for the case in which the parameters are all weakly identified (
the case in which they are partially identified in the sense of Choi and Phillips (1992) (0   2   and  2 () ≡ 0 for all ), and the case in which they are all strongly
. Therefore, (13) holds true regardless of the strength of the identification.
2. Assumption (e) requires only the existence of an asymptotically normally distributed MLE of a transformation of the reduced-form parameters. We do not need to compute the MLE of  or Π to obtain the Bayes factor.
3. Because Θ is compact and
As an example in which assumption (d) is satisfied, consider the wage Phillips curve
in Del Negro and Schorfheide (2008):
Here, e   is the optimal real wage relative to the real wage for aggregate services, ,   is the wage rigidity,   is the inverse of the Frisch labor supply elasticity, and 1 + 1  is the demand elasticity for labor services (for further discussion see 
is satisfied.
5. Theorem 1 implies that one can obtain a level (1 − ) confidence set by inverting the Bayes factor:
This set satisfies:
6. The fact that we focus on the Bayes factor in favor of the alternative hypothesis (as opposed to the Bayes factor in favor of the null hypothesis) is not innocuous. If we reverse the numerator and denominator in equation (8), under strong identification, an additional log( ) term will emerge in equation (8) making it impossible to derive the asymptotic bounds on the distribution of the Bayes factor.
LR Interval versus BF Interval
It is useful to compare the theoretical properties of the LR and BF intervals. The LR confidence set has (1 − )% coverage probability asymptotically, regardless of the strength of identification. The BF interval is more conservative in that a (1−)% confidence set has at least a (1 − )% coverage probability asymptotically. This difference arises because, unlike the LR statistic, 2(Bayes Factor( 0 )) in equation (14) is merely bounded by a random variable with a  2 dim() distribution. At the same time, asymptotically, we would expect the LR interval to be tighter because the LR test can be shown to be more powerful asymptotically than the BF approach. Consider the power of the proposed Bayes factor.
Suppose that all structural parameters are weakly identified, i.e.,  = , and that the true parameter value  1 is different from the hypothetical parameter value  0 . Theorem 2 (Power of the Bayes Factor Under Weak Identification) Suppose that the Assumptions (a)-(f) of Theorem 1 hold with  =  2 and   () =  −12  2 (). Then for
where  is defined in Assumption (d) of Theorem 1 and
Remark. Theorem 2 implies
The first term of (17) is a non-central  2 random variable whose non-central parameter value increases as the hypothetical value  0 deviates from the true parameter value  1 , while the second term does not depend on  0 . When the parameter is weakly identified, the test based on the Bayes factor is not consistent, but this result shows that it has nontrivial power against fixed alternatives.
In addition, Proposition 4 below shows that the LR test has power not only against fixed alternatives, but even against local alternatives, provided the structural parameters are strongly identified. This fact suggests that, in the latter case, the LR interval may be tighter asymptotically than the BF interval:
Proposition 4 (Local Power of the LR Test) Suppose that the assumption of Proposition 3 hold with  = . In addition assume that the true structural parameter value is   =  0 +  −12  and that   ( 0 ) has full rank where  is a  2 × 1 vector of constants and
converges in distribution to the noncentral chi-square distribution with dim(Π) degrees of freedom and noncentral parameter
How large the power advantages of the LR test are in small samples and to what extent we can improve on the length of the BF intervals is a question beyond the scope of this paper. Although our theoretical results show that the LR interval is expected to be tighter than the BF interval asymptotically, the simulation results in section 3 below suggest that in small samples the LR confidence set lacks coverage accuracy compared with the BF confidence set, making the power comparison moot. Moreover, in section 5, we show that in practice even the conservative BF interval may be tight enough to be informative about hypotheses of economic interest.
Determining the Degrees of Freedom
The construction of valid confidence sets requires knowledge of the degrees-of-freedom pa- 
Our objective is to find the minimal state space representation among the set of equivalent representations. A state-space representation (   ) is minimal if there is no equivalent state-space representation involving fewer state variables. In practice, finding the minimal state-space representation involves trial and error on a model-by-model basis. and hence using more degrees of freedom than appropriate yields a conservative test that remains valid in that the probability of Type I error is less than the significance level.
The Projection Method
Although our approach does not allow the construction of point estimates of , the projection method can be used to construct confidence intervals for individual elements of  from the LR and BF joint confidence sets (see Dufour and Taamouti, 2005 , and Chaudhuri and Zivot, 2008, for the projection method in linear IV and GMM models, respectively).
Here we focus on the BF approach without loss of generality. The level (1 − ) confidence interval for the th parameter   is (    ), where the lower and upper confidence bounds are
 − is the parameter vector excluding   , and Θ − is the parameter space excluding the parameter space for   . These confidence intervals have confidence level 1 −  by construction. Because the Bayes factor is not differentiable in  when it is computed via simulation and because the number of parameters of a typical DSGE model is large, evaluation of (21) and (22) is computationally challenging. We replace Θ in (21) and (22) In practice one has to choose the radius of the neighborhood    ( 0 ). We suggest the following data-dependent method for choosing   . Because   → 0 ×1 , we have
where  is the number of Monte Carlo realizations,  () is the th Monte Carlo realization from the prior distribution and () is the th realization from the posterior distribution.
Note that the right-hand sides of (23) and (24) can be interpreted as a multivariate density estimator based on a uniform kernel with   as the bandwidth. Consider a multivariate version of Silverman's rule of thumb: 
Simulation Design
The economy consists of a Phillips curve, a Taylor rule, an investment-savings relationship, and the exogenous driving processes   and   :
where   ,   and   denote the output gap, inflation rate, and interest rate, respectively.
The shocks    and    are assumed to be distributed N ID (0 1). The model parameters are the discount factor , the intertemporal elasticity of substitution , the probability  of not adjusting prices for a given firm, the elasticity of substitution across varieties of good, , the parameter  controlling disutility of labor supply;   and   capture the central bank's reaction to changes in inflation and the output gap, respectively, and Table 1 Our Monte Carlo experiment consists of the following steps:
1. We generate 1 000 synthetic data sets of length  for output and inflation using the New Keynesian model as the DGP. In generating the data, we set  = 1,  = 075, 2. For each synthetic data set, we treat output and inflation as our observables and estimate a total of eight parameters: Table   1 ). The algorithm involves three steps:
a. Let L (Φ| ) and  (Φ) denote the likelihood of the data conditional on the parameters and the prior probability, respectively. Obtain the posterior mode e Φ = arg max[ln  (Φ) + ln L (Φ| )] using a suitable maximization routine. To ensure that we find the maximum, we provide our maximization procedure with 10 randomly selected starting points, which gives us a set of potential maxima n e Φ  o 10
=1
. Then the mode corresponds to the candidate that achieves the highest value among the 10 potential candidates.
b. Let f P be the inverse Hessian evaluated at the posterior mode. Draw Φ (0) from a normal distribution with mean e Φ and covariance matrix κ 2f P , where κ 2 is a scaling parameter.
The new draw Φ () =  is accepted with probability min {1 } and rejected otherwise.
The probability  is given by
The posterior distributions are characterized using  = 100 000 iterations after discarding an initial burn-in phase of 1 000 draws. Selecting κ 2 is a delicate
issue. Ideally, one should fine-tune that parameter for each synthetic data set, so that the acceptance rate falls within the values suggested by Roberts et al. (1997) . Given the scale of our experiment (5 000 Monte Carlo replications each consisting of 100 000 Metropolis-Hasting draws), hand picking κ 2 for each synthetic data set is prohibitively expensive. Instead, we set one common scaling parameter for our exercise. To get this value, we fine tune κ 2 for 10 separate
Monte Carlo replications and then take the average.
Simulation Results
As shown in the appendix, the degrees-of-freedom parameter of the LR statistic and of the BF statistic for this small-scale New Keynesian model is 9. It is useful to begin by comparing the finite-sample coverage accuracy of the joint confidence sets obtained from the LR and BF approach. The tuning parameter,   , for the BF method was chosen by the data-dependent method discussed in section 2.6. In light of the computational cost, the results are based on 5,000 draws randomly chosen from 100,000 draws from the posterior distribution.
For a nominal 90% confidence set, both sets should have at least 90% coverage asymptotically with the BF interval being more conservative. Table 2 between 89% and 96%, whereas that of the LR confidence set is near 85%. For  = 188
the BF confidence set always has adequate coverage under either prior with a coverage accuracy of at least 93% in all cases. The coverage accuracy of the LR confidence set, in contrast, remains at 85%. 3 Given these coverage deficiencies of the LR confidence set for realistic sample sizes, we focus on the BF confidence set in the remainder of the paper, notwithstanding the asymptotic advantages of the LR approach.
Next we illustrate the gains in coverage accuracy for individual model parameters from replacing traditional confidence intervals constructed from the posterior distribution by the BF interval. 4 Following Gelfand and Smith's (1990) approach, in each case, we visually inspected draws from the posterior distribution and discarded data sets in which convergence seemed to fail. That left between 600 and 743 synthetic data sets for each sample size and design. The nominal coverage probability again is 90%. Table 3a reports the results based on the uniform prior, while Table 3b contains the findings based on the informative prior.
The first three entries in each panel of Table 3a focus on the traditional asymptotic confidence interval that a frequentist user might construct from the posterior mode, mean or median by adding + − 1645 posterior standard errors. Some of the effective coverage rates are well below the nominal rates. The coverage probability may be as low as 53%.
Alternatively, a frequentist user may focus on the (1 − )% equal-tailed percentile interval based on the posterior distribution, as in the fourth row (see, e.g., Balke, Brown, and Yücel 2008). The coverage rate of this percentile interval may drop as low as 39%. In contrast, if we construct the interval by inverting the Bayes factor (BF interval), as shown in the last row, all intervals for individual parameters have coverage rates of at least 97%, well in excess of the required coverage accuracy. As the sample size is increased, the accuracy of the traditional asymptotic interval improves, but may remain as low as 72%, depending 3 When not all reduced-form parameters are jointly identified, the maximum value of the log likelihood is the same as the value obtained by maximizing the log likelihood with respect to the identified reduced-form parameters only. Nevertheless, maximum-likelihood estimation of the reduced form can be numerically unreliable in small samples, undermining the coverage accuracy of the LR confidence set, as these results illustrate. 4 We do not compare the coverage accuracy of the LR and BF approach for individual model parameters because the LR approach lacks coverage even for the joint set. Moreover, further simulation analysis revealed that applications of the projection method to the LR confidence set, although quite practical in low-dimensional problems, tend to be computationally intractable in high-dimensional problems, even when using large-scale parallel computing.
on the parameter. The corresponding percentile intervals have coverage rates as low as 59%. The conservative intervals based on inverting the Bayes factor in all cases have at least 98% coverage probability. Table 3b shows that the corresponding results under the informative prior. Again, for some parameters, the effective coverage rates of the traditional confidence intervals are well below 90%. For example, in one case, the coverage probability drops to 62% when  = 96;
in another case, it is 63% for  = 188. In contrast, the proposed BF interval has coverage rates in excess of the nominal coverage probability of 90% in all cases. An interesting feature of this exercise is that the use of informative priors benefits the traditional method in that it improves the coverage accuracy relative to the results in Table 3a . This result is expected because these priors are centered around the true parameter values, which forces the posterior mode/median to remain in the neighborhood of the true parameters.
This finding highlights the influence that priors have on the construction of traditional confidence intervals.
The results in Tables 3a and 3b for  and , respectively. Under these alternative priors, the true values are close to the boundary of the support of the priors. As Table 3c shows, in that case, the coverage rates for the traditional confidence intervals for  decline to values as low as 10% for both sample sizes. Even under the most optimistic scenario based on the mode, the accuracy for those parameters is only about 51% and 52%, respectively. On the other hand, our approach remains quite robust to the new priors delivering coverage rates of at least 90% for the same parameter. Qualitatively similar, if somewhat less extreme, results hold for . We conclude that traditional interval estimates for Bayesian DSGE model estimates are not reliable and that the BF interval has the potential of achieving substantial improvements in coverage accuracy.
Empirical Application: Quantifying Wage and Price Rigidities
To illustrate the practical usefulness of our methodology, we now construct BF confidence 
Firms
There is a continuum of monopolistically competitive firms indexed by  ∈ [0 1] each producing an intermediate good from capital services,   , and labor services,   . The technology function is given by
where  makes profits equal to zero in the steady state. The neutral technology shock,   , grows at rate   = log (   −1 ) which is assumed to follow the process
where   is distributed N ID(0 1). Firms rent capital and labor in perfectly competitive factor markets.
Firms choose prices to maximize the present value of profits; prices are set in Calvo fashion; that is, each period, firms optimally revise their prices with an exogenous probability 1 −   . If, instead, a firm does not re-optimize its price, then the price is updated according to the rule:
, where  −1 is the economy-wide inflation in the previous period,  * is steady-state inflation and
There is a competitive firm that produces the final good using intermediate goods according to the technology
Here   is the degree of monopoly power and evolves according to the process log
The shock   is assumed to be N ID(0 1).
Households
The economy is populated by a continuum of households indexed by . Every period households must decide how much to consume, work, and invest. In addition, they must choose the amount of money to be sent to a financial intermediary. Agents in the economy have access to complete markets; such an assumption is needed to eliminate wealth differentials arising from wage heterogeneity. Households maximize the expected present discounted value of utility
subject to
Here, E   is the time  expectation operator conditional on the information set of household ;   is a preference shifter that follows the process log
; preferences display internal habit formation measured by  ∈ (0 1); and Γ is a function reflecting the costs associated with adjusting the investment portfolio. This function is assumed to be increasing and convex satisfying Γ (  ) = Γ 0 (  ) = 0 and Γ 00 (  )  0 in the steady state.   corresponds to lump-sum transfers from the government to household .   is the individual demand for one-period government bonds, which pay the gross nominal interest rate   . As in the related literature, it is assumed that physical capital can be used at different intensities. Furthermore, using the capital with intensity   yields the return        but entails the cost (  ), which satisfies (1) = 0;  00 (1)  0;  0 (1)  0. Finally, the term   captures net payments from complete markets, while Π  corresponds to profits from producers.
Wage Setting
Following Erceg et al. (2000), we postulate that each household is a monopolistic supplier of a differentiated labor service,   . Households sell these labor services to a competitive firm that aggregates labor and sells it to final firms. The technology used by the aggregator is
It is straightforward to show that the relationship between the labor aggregate and the aggregate wage,   , is given by
The steady-state labor input is denoted as  * . To induce wage sluggishness, we assume that households set their wages in Calvo fashion. In particular, with exogenous probability   a household does not re-optimize wages each period. Hence, wages are set according to the rule of thumb
Government
As in most of the recent New Keynesian literature, we postulate a cashless economy (Woodford, 2003) . The monetary authority sets the short-term interest rate according to a Taylor rule. In particular, the central bank smoothes interest rates and responds to deviations of actual inflation from steady-state inflation,  * , and deviations of output from its target level,
The term   is a random shock to the systematic component of monetary policy and is assumed to be standard normal;   is the standard deviation of the monetary shock. This is the same Taylor rule used in Del Negro and Schorfheide (2008) .  * corresponds to the steady-state gross nominal interest rate.
Finally, we assume that government spending is given by
follows the exogenous process log
. The government uses taxes and one-period bonds to finance its purchases.
Data and Estimation
We follow Del Negro and Schorfheide (2008) in estimating the model using five observables: real output growth, per capita hours worked, labor share, inflation (annualized), and nominal interest rates (annualized). We use their quarterly data set for the period 19821 − 20054. We set our priors alternatively to the non-dogmatic agnostic, lowrigidities, and high-rigidities priors employed in Del Negro and Schorfheide (see Tables 1   through 3 in their paper).
The parameter space is divided into two sets:
and 
where  11 and  12 are 6 × 6 and 6 × 4 matrices, respectively,  22 is a 4 × 4 diagonal matrix,  11 and  12 are 1×10 row vectors the elements of which are identical to zero except for one which is 1 and -1, respectively,  21 is a 4 × 10 matrix, and  1 ,  2 ,...,  5 are positive scalars.
Because this alternative representation can be shown to be observable and reachable, it is minimal (see Hannan and Deistler 1988) .
There are 109 reduced-form parameters, but not all of them are identified. Recall the discussion in section 2.5. Consider a parametrization such that
] and   = 1 for  = 1 2  5. Because the last ten elements of   are the lagged value of the first ten elements, the transformation matrix takes the form:
where  is a 10 × 10 nonsingular matrix. The lower-left 4 × 6 submatrix of this matrix  must be zero because it has to satisfy  11  −1 =  11 and the lower-left 4 × 6 submatrix of  11 is a zero matrix. Moreover, because of the restrictions on  1   2    5 , the lower- Table 4a summarizes the posterior means, medians, and modes as well as the posterior standard deviations, as shown in Table 6 of Del Negro and Schorfheide (2008). 5 For each structural parameter, we also show the 90% credible interval (obtained from the percentiles of the posterior distribution) and the proposed 90% confidence interval based on inverting the Bayes factor (BF interval ). For our purposes, the parameters of greatest interest are   and   , which quantify the degree of price and wage rigidities, respectively. These parameters represent the probabilities of not reoptimizing prices and wages, respectively. 5 The attentive reader may notice that our posteriors differ somewhat from those in Del Negro and Schorfheide (2008) . This is because, as previously explained, we opt not to use priors on the great ratios. For the discussion below, these differences are immaterial.
The length of price contracts is defined as
, where   is the probability of not reoptimizing prices today.
Del Negro and Schorfheide found that the posterior of these parameters was heavily influenced by their prior, so a researcher entering a prior favoring one of these rigidities would inevitably arrive at a posterior favoring that same rigidity. This finding suggests that a properly constructed confidence band should be wider than the credible interval.
A researcher incorrectly interpreting the credible sets as frequentist confidence sets would have concluded that these same parameters are fairly tightly estimated. Our BF based interval delivers wider confidence intervals, which protect the econometrician from mischaracterizing the degree of stickiness in the data. Although the BF intervals are wider, they are not so wide as to make the exercise useless, indicating that even under weak identification there is some information in the data about the structural parameters.
There is an active literature on measuring the degree of price rigidity at the micro level (see, e.g., Klenow Based on the credible intervals, a researcher would conclude that the length of those price spells is incompatible with the macro evidence in Table 4a . The lower bound of the credible set corresponds to a price spell of 26 quarters, which is inconsistent with the micro evidence at the 10% significance level. In contrast, a researcher relying on the BF interval would view Klenow and Kryvtsov's findings as perfectly consistent with the results from the Bayesian estimation exercise. The lower bound of the interval implies that prices are reset every 19 quarters. As to the degree of wage stickiness, the credible interval favors a model with a fairly flexible wage setting. The longest wage contract inside the interval lasts only 15 quarters. The BF approach, however, suggests that the data are compatible with a model displaying wage contracts of up to 23 quarters. Tables 4b and 4c provide additional evidence that this conclusion is not very sensitive to the choice of prior. We compare the low-rigidity and high-rigidity priors explored by Del Negro and Schorfheide (2008). The BF interval suggests that Klenow and Kryvstov's findings are equally plausible under priors that favor low price rigidity (Table 4b ) and under priors that impose substantial price rigidity (Table 4c ). To summarize, the BF interval is designed to help protect researchers from erroneous inferences. It allows applied users who are merely Bayesians of convenience to compute asymptotically valid confidence sets from DSGE models estimated by Bayesian methods, even when conventional methods relying on the asymptotic equivalence of Bayesian and frequentist estimation and inference would be invalid.
Concluding Remarks
An attractive feature of Bayesian DSGE estimation methods is that they facilitate the estimation of structural models that are too large to be estimated reliably by conventional maximum likelihood methods. This feature has made these methods popular even among researchers who think of these methods merely as a convenient device for obtaining model We proposed two alternative frequentist confidence sets that remain asymptotically valid regardless of the strength of identification. One is constructed by inverting a LR statistic; the other involves inverting the Bayes factor. These confidence sets are designed to help applied users separate the information conveyed by the data from the information conveyed by the prior. This is an especially useful feature for non-Bayesian users of Bayesian DSGE estimation methods, given recent evidence that DSGE models with very different policy implications may effectively be observationally equivalent. This means that the posterior tends to move nearly one for one with the prior. In such cases, one would like a frequentist confidence set to reflect the fact that there is little or no information about the structural parameter in the data.
We contrasted the relative merits of the LR and BF approach from a theoretical and a practical point of view. Although LR intervals are expected to be more accurate and tighter asymptotically than BF intervals, their implementation can be computationally challenging and requires fundamental changes in the estimation of DSGE models. In contrast, the BF interval is straightforward to implement using existing Bayesian code for estimating DSGE models and asymptotically invariant to the choice of prior in the case of weak identification. Given simulation evidence of deficiencies in the small-sample coverage accuracy of the LR confidence set, we focused on the BF confidence set in the empirical application. We illustrated how the choice of confidence interval affects interval estimates of the degree of price and wage rigidity in the U.S. economy. According to the BF interval, the aggregate data were shown to be compatible with a considerable degree of price stickiness, consistent with the micro evidence on the degree of price stickiness.
In contrast, traditional intervals for the price rigidity parameter constructed from the posterior were at odds with the micro evidence on the degree of price rigidity. The BF interval also provided evidence of a somewhat lower degree of wage rigidity in aggregate data.
It is of course not necessary to use our method to reveal weak identification. 
Appendix A: Proofs
Proof of Proposition 1:
where the first inequality follows from exp(  ( 0 ) −   (  )) ≤ 1 and Assumption (f) and the last convergence follows from Assumption (d).
as  → 0, where
point between  and  0 , the second equality follows from Assumption (b) and exp(  ()−   (  )) ≤ 1, the third follows from Taylor's theorem, the fourth from Assumption (c) and the last from Assumptions (e) and (f). It follows from (32), (33) and (34) that
For sufficiently large  ,
. By repeating arguments we obtain
where  ∼  (0 ( 0 )). The desired result follows from (35) and (36) .
Proof of Proposition 3:
The desired result immediately follows from a second-order Taylor series approximation of
Proof of Theorem 1: It follows from Assumption (c), the Taylor theorem and the first order condition for MLE that
where    and    are the Jacobian matrices of  and , respectively,  () is a point between   () and   ( 0 ), and() is a point between  and  0 . It follows from Assumptions (a) and (b), (38) and (39) that
It follows from Assumption (e) and (40) that
where  is the standard normal random vector defined in Assumption (e).
Let
by the definition of MLE, it follows from (41) that
) cancels out, the Bayes factor in favor of  1 can be written as
where the inequality follows from (42). Therefore it follows from (43) that
from which we obtain the desired result.
Proof of Theorem 2:
Because the log-likelihood function is twice continuously differentiable by Assumption (c) and because  − ( −12  2 ()) =   (1) uniformly in  ∈  where the uniform convergence follows from Assumption (c) and the compactness of  by Assumption
where  is any point between  and  −12  2 () and the convergence is uniform in .
Define  3 and  4 as in the proof of Theorem 1. It follows from Assumptions (a), (b) and (e), (40) and (45) that
where  is a point between  and   ( 0 ).
It follows from (45) that
where  () is between  and  2 () and the last equality follows since   ( 0 ) is compact and () is continuous in . Combining (46) and (47), the Bayes factor in favor of  1 can be written as
which completes the proof. 
where   is 3 × 1 vector of state variables,  is a 3 × 3 matrix,  is a 3 × 3 matrix,
,   is a 2 × 1 vector of observed variables, and  is a 2 × 3 matrix.
Specifically, ,  and  take the form of The twelve reduced-form parameters are not jointly identified because there is an observationally equivalent representation:
where  * =   −1 ,  * =  −1 and  * =   take the form of (51), (52) 
has rank 3 which in turn holds if 
