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We study a simple quantum circuit model which, without need for fine tuning, is very close
to sitting at the transition between ergodic and many-body localized (MBL) phases. We probe
the properties of the model on large finite-size systems, using a matrix-free exact diagonalization
method that takes advantage of the shallow nature of the circuit. Moreover, we provide a qualitative
entanglement bottleneck picture to account for the close-to-critical nature of the model.
I. INTRODUCTION
Much effort has been recently devoted to studying the
dynamics of isolated quantum systems. In the strongly
interacting regime, they are expected to thermalize1, and
their eigenstates to verify the Eigenstate Thermalization
Hypothesis (ETH)2,3. However, this picture fails in the
Many-Body Localized (MBL) phase4–8 (see Refs. 9–11 for
reviews): the ETH is violated and the system never ther-
malize. Although the last decade has witnessed a surge
of experimental12–14 and theoretical15–22 studies on the
MBL problem, a complete understanding of the neighbor-
hood of the ETH-MBL transition point is still lacking. In
particular, approaching the transition from the ETH side,
an anomalous slowing down of the dynamics has been
reported23–26. Whether it genuinely signals the onset of a
“bad metal” phase or is a finite-size effect27,28 remains to
be clarified (see Refs. 29 and 30 for reviews). Morevover,
the gap remains to be bridged between the phenomeno-
logical Renormalization Group (RG) predictions for the
transition15–17,31,32 and the numerical and experimental
observations33. To address these issues, and more gener-
ally to better understand the features of the transition,
one could in principle numerically approach it to a higher
precision. However, that would requires probing larger
times and length scales, a challenge for present day nu-
merical methods.
Quantum circuits offer a promising framework for cap-
turing the essential features of the ETH-MBL transi-
tion. In these simple toy models, the state of the system
evolves in time under the action of local unitary gates.
Periodically driven Floquet quantum circuits can host
both thermal and MBL phases28,34–36. Their features are
qualitatively similar to the ones observed in generic Flo-
quet MBL systems37–41. Furthermore, quantum circuits
are easier to handle than convential many-body Hamil-
tonian models. This has notably lead to the understand-
ing of their entanglement dynamics42–51 and information
scrambling properties47,52–54 in the fully ergodic regime.
Encouraged by this success, we propose here that a sim-
ple Floquet quantum circuit can be used as a model of the
ETH-MBL transition which is both (i) realistic (includ-
ing in particular quantum effects that are absent from the
phenomenological RG pictures) and (ii) simple enough to
be amenable to exact treatment.
We demonstrate the relevance of the model for the
study of the MBL problem by extensive numerical sim-
ulations, employing an iterative exact diagonalization
method that takes advantage of the shallow quantum
circuit structure of the Floquet operator. Moreover, we
numerically show that the system is close to being at the
critical point in the uniform limit (which we define in
detail later). Once more taking advantage of the simple
quantum circuit nature of the model, we study the close-
to-critical properties of the uniform limit, and propose in
particular a phenomenological entanglement bottleneck
picture.
The remainder of the article is organized in five parts.
After introducing the model in Sec. II, we numerically
discuss its properties, and in particular its critical nature,
in Sec. III. Sec. IV presents the entanglement bottleneck
picture, and discusses how it is tied to the anomalous
dynamics and the close-to-critical nature of the model.
In Sec. V, we study how altering the model drives it away
from criticality. Finally, Sec. VI gathers our conclusions.
II. MODEL
FIG. 1. Space-time representation of the Floquet circuit. The
“scrambling” operator U1 consists of 1-gates drawn from the
Haar distribution, while the “dephasing” operator U2 consists
of random diagonal 2-gates. Dephasing gates are colored in
white at places where a bottleneck almost cuts the system
in two halves. Bottlenecks drive the critical physics of the
model, as we argue.
We study here a Floquet quantum circuit first intro-
duced in Ref. 55. As shown on Fig. 1, the Floquet op-
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2erator is composed of two layers: U = U2 × U1. The
first layer is a scrambling layer of 1-qubit random Haar
unitaries:
U1 =
L∏
j=1
e−i
∑3
α=0 h
α
j σ
α
j , (1)
with σ0j the identity, σ
α>0
j the Pauli operators acting on
qubit at site j and L the total number of qubits. The
hαj are chosen so that the local operators are distributed
according to the Haar measure. The second layer is a
dephasing layer:
U2 =
L−1∏
j=1
e−iJjσ
z
j σ
z
j+1
L∏
j=1
e−ihjσ
z
j . (2)
Jj and hj are Gaussian random variables of zero mean
and standard deviation J :
Jj = hj = 0,
J2j = h
2
j = J
2.
This model belongs to the extensively studied fam-
ily of binary drives alternating between dephasing (σz
gates) and scrambling (σx and σy gates) layers, some-
times termed “Kicked Ising” models. They are usually
observed to host ETH and MBL phases28,34–36. In the
model at hand, the only free parameter is the dephasing
strength J . If J = 0, we have U2 = 1 and no dephasing
occurs. Entanglement production is therefore arrested,
and the system is trivially localized. As J is increased,
more and more relative time is spent in the dephasing
layer, increasing the entanglement production of the sys-
tem. Whether or not it becomes ETH when J is increased
is not obvious, and Ref. 55 argued from numerical obser-
vations that the model should stay MBL, even in the
J → ∞ limit. However, we observe a slow flow towards
ergodicity with increasing system size, indicating that the
system will eventually become ETH for J large enough.
The slowness of the flow signals a model close to being at
the critical point between ETH and MBL phases. Since
when J → ∞ the dephasings (Eq. 2) are uniformly dis-
tributed, we call this close-to-criticality model uniform.
III. CRITICALITY
In this part we focus on the uniform model with J →
∞, which is close to being critical, as we discuss now.
Level statistics — The statistics of energy levels is
an effective probe of the thermal or localized nature of
Hamiltonian systems6. The same analysis can be carried
out in the case of a Floquet system, trading the energies
for the quasienergies θ, defined as
U =
∑
θ
eiθ| θ 〉〈 θ |,
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FIG. 2. (a) Average gap ratio as a function of system size, for
different dephasing strength J . Average is performed over at
least 3000 samples. Errorbars are smaller than the symbols.
Solid line: Poisson gap ratio, dashed line: CUE gap ratio. (b)
Gap ratio distribution in the uniform (J → ∞) case. Solid
line: Poisson gap ratio distribution, dashed line: CUE distri-
bution. We approximate the CUE distribution by the GUE
surmise of Ref. 56, which is very close to the CUE result57.
where {| θ 〉} is the complete basis of Floquet eigenstates.
Ordering the quasienergies θn < θn+1 < . . . , the gap
ratio rn is defined as the normalized ratio of two consec-
utive spectral gaps: rn = min{gn+1/gn, gn/gn+1}, with
gn = θn−θn−1. In an MBL phase, there is no level repul-
sion, and hence a Poisson-distributed spectral statistics
is observed. One has rPoisson = 2 ln 2 − 1 ' 0.38. In a
thermal phase, the system’s spectrum coincides with the
one of a random matrix, here drawn from the circular
unitary ensemble (CUE). One has rCUE ' 0.6057.
We have numerically computed the gap ratios, extract-
ing at least three consecutive energy levels from the spec-
trum. Since energy is not conserved, it does not matter
where in the quasienergy spectrum we compute the level
statistics. At zero dephasing J = 0, the system is triv-
ially integrable, and we have r = rPoisson. For small
enough dephasing, we therefore expect the system to be
in an MBL phase. Supporting this hypothesis, we indeed
observe r = rPoisson for J . 1 (see Fig. (2) (a)). At larger
3dephasing strength, the average gap ratio crosses over to
a larger value, a signature of the integrability breakdown
associated to delocalization. The most delocalized model
is the uniform one, where J → ∞. Interestingly, in this
case we observe a non-monotonous flow: the gap ratio ini-
tially flows down towards Poisson, then meets a turning
point at L = 12, and subsequentially flows up, towards
the CUE value. Such a non-monotonous behavior is nu-
merically observed on the ergodic side of the MBL tran-
sition, very close to the critical point. It is e.g. respon-
sible for the slow drift in the crossing of various physi-
cal observables6,19,58. The same phenomenon is observed
in phenomenological RG models of the transition16,32,
where the predicted Kosterlitz-Thouless-like scaling dic-
tates that on the ergodic side close to the transition, the
system initially flows towards localization, before even-
tually thermalizing. Therefore, the flow observed in the
uniform model is fully consistent with the eventual ther-
malization of the system.
Let us stress here that the thermalizing trend is vis-
ible thanks to a specially tailored exact diagonalization
method allowing us to reach L = 18. On smaller system
sizes L ≤ 14 accessible to standard ED methods, it is
difficult to argue for the thermal nature of the uniform
model. Even for the largest system of L = 18 qubits,
the average gap ratio is very far from the CUE value we
expect it will reach eventually, as seen on Fig. 2 (a). Ex-
amining the gap ratio distribution (Fig. 2 (b)) further
confirms that the system is both far from the localized
(Poisson) and ergodic (CUE) limits. This indicates that
the thermalization length scale Lth, defined as the length
scale above which the system is reasonably thermalized,
is extremely large. This in turn indicates that the uni-
form model is very close to the critical point.
Eigenstate entanglement — To measure the eigenstate
localization degree, we compute the von Neumann entan-
glement entropy. Given a bipartition of the system into
regions A and B, it is defined as S(ψ) = −Tr(ρA ln ρA),
with ρA = TrB |ψ 〉〈ψ | the reduced density matrix of
the state ψ. If ψ is localized in region A, there is al-
most no entanglement between A and B, and the entropy
S(ψ) is close to 0. However, if ψ is extended over A and
B, we expect the entanglement entropy to be large and
to scale as the volume of the region: S(ψ) ∼ |A|. We
consider here the half-chain bipartition LA = L/2. In
an ETH phase and in the large size limit, the entangle-
ment entropy is a Gaussian centred on the Page value59
SPage = ln 2× L/2− 1/2. In a localized phase, the half-
chain entanglement entropy is sub-volumic60, i.e. the
entanglement entropy density vanishes: Sloc/SPage → 0.
We have examined (Fig. 3 (a)) how the entanglement
entropy divided by the Page value depends on system
size, in the uniform model. We observe the exact same
behavior as for the gap ratio: it first flows down, then
inflects at L ' 12 to flow up, indicating that increas-
ing system size ultimately drives it towards the thermal
phase. We expect the entropy to eventually reach the
Page value, from which we are quite far when L ≤ 18.
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FIG. 3. (a) Average half-chain von Neumann entanglement
entropy divided by the Page value, as a function of system
size. At least 3000 samples are used. (b) Entanglement en-
tropy distribution as a function of system size for the uniform
(J →∞) model.
This again indicates that the thermalization length scale
Lth is large.
Fig. 3 (b) shows the distribution of entanglement en-
tropies in the uniform model. For small system sizes
L ≤ 12, the distribution has a sharp maximum at 0,
and decays rapidly. A secondary peak can be observed
at ln 2. All these features are characteristic of the MBL
phase61,62. As system size is increased, the 0 and ln 2
peaks are suppressed, weight is transferred to larger en-
tropy, and the distribution becomes broader and broader.
The broadening of the entropy distribution signals the
proximity of a phase transition. It has in particular been
observed at the ETH-MBL critical point, where the en-
tropy variance is maximal19,58. This observation there-
fore further confirms that the uniform model is very close
to being critical.
Such a close to critical system is interesting, in par-
ticular because the system size can be simultaneously
large compared to the microscopic length scale and small
compared to the thermal length scale: 1  L  Lth.
In that critical regime, the entropy distribution approxi-
mates well the one at the MBL critical point. Observing
on Fig. 5 (b) that the distribution becomes flatter and
flatter with increasing system size, we postulate that the
half-chain entanglement entropy could be uniformly dis-
tributed at the transition. This claim is further sup-
ported by previous works on Hamiltonian models61,62,
4where a flattening of the entropy distribution is observed
close to the transition.
IV. BOTTLENECK PICTURE
Oˆ |O〉∼=
A B
FIG. 4. Illustration of the reshape operation mapping an
operator Oˆ (left) to a vector |O 〉 on the doubled Hilbert space
(right). One can then define an A,B bipartition with respect
to which the operator entanglement entropy is computed.
In the neighborhood of the transition, sub-ballistic in-
formation dynamics and sub-diffusive charge transport is
observed on finite-size systems23–26,30,63. This has been
attributed to rare MBL-like “Griffiths” regions, which act
as bottlenecks for the dynamics. In this section, we ex-
ploit the simple quantum circuit nature of our model to
determine the microscopic bottleneck distribution. We
discuss how it relates to the numerically observed sub-
ballistic entanglement growth, and discuss the possible
connection with the close-to-critical nature of the uni-
form model.
Operator entanglement entropy — We call “micro-
scopic bottlenecks” the links (j, j + 1) where entangle-
ment production is strongly suppressed. To quantify bot-
tleneck strength, we employ the operator entanglement
entropy of the evolution operator U . As illustrated on
Fig. 4, an operator Oˆ acting on H can be viewed as a
vector |O 〉 acting on the doubled Hilbert space H ⊗H.
The operator entanglement entropy of Oˆ is defined as
the entanglement entropy of |O 〉. Roughly speaking, the
operator entanglement entropy for the A,B bipartition
(see Fig. 4) quantifies how far an operator Oˆ is from be-
ing written as the tensor product OˆA ⊗ OˆB . In other
words, the larger the operator entanglement entropy is,
the more the action of Oˆ on a state generates entangle-
ment between A and B.
Microscopic bottlenecks — Along the lines of Ref. 46,
we identify “weak links” acting as bottlenecks. An ob-
vious way to create an infinitely weak link at position
(j, j + 1) is to set Jj = 0. Then, the evolution operator
writes as a tensor product U = Uleft ⊗ Uright with Uleft
(resp. Uright) acting only on the degrees of freedom of
the left (resp. on the right) of the qubit at position j. In
other words, the chain is disconnected, and no entangle-
ment is generated through the (j, j + 1) link. This is a
“infinitely strong” bottleneck. To quantify how strong a
finite bottleneck with Jj  1 is, we compute the operator
entanglement entropy of the evolution operator U at the
(j, j + 1) link. It is easily computed, thanks to the shal-
low quantum circuit nature of the operator. It is equal
to the entropy of the dephasing gate Φ = exp(iJjσ
z
jσ
z
j+1)
acting on qubits j and j + 1. We find
SΦ(j|j + 1) = − cos2 Jj ln
(
cos2 Jj
)− sin2 Jj ln (sin2 Jj) .
(3)
Interestingly, this coincides with the maximal amount
of entanglement entropy one can generate by apply-
ing the evolution operator on a disentangled state64.
When J  1, operator entanglement is close to zero:
S ∼ −J2 ln J2  1. Since the number of channels that
can be entangled after t applications of the Floquet op-
erator is proportional to t, the entanglement across a
bottleneck grows linearly with time, with a bottleneck-
dependent velocity vE = −J2 ln J2:
SU(t)(j|j + 1) ∼
t1/J2
−J2 ln J2 × t. (4)
The same form was obtained in Ref. 46 for the entropy
growth of initial states. This comes as no surprise, since
operator and state entropy are expected to behave in a
qualitatively similar way65. Eq. (4) shows that SΦ is
equal to the rate at which entanglement entropy is gen-
erated at the bottleneck. Therefore, it makes up for a
natural measure of the bottleneck strength.
Bottlenecks in the uniform model — In the uniform
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FIG. 5. Half-chain operator entanglement entropy as a func-
tion of time. Error bars are smaller than the size of the sym-
bols. After a short-time regime, the entropy growth is well
fitted by a power-law (straight line) with a 1/3 exponent re-
lated to the power-law tail of the bottleneck distribution (see
main text).
model, we obtain for the operator entanglement distri-
bution:
P (SΦ) ∼
SΦ1
2
pi
√| lnSΦ| 1√SΦ . (5)
Crucially, the distribution diverges as SΦ → 0. This
has been predicted46 to lead to anomalous transport and
5operator dynamics. Moreover, the entanglement entropy
is expected to grow sub-ballistically:
S(t) ∼ S0t1/zs , (6)
with a dynamical exponent zs = (a+2)/(a+1), where a is
the exponent of the local entanglement rate distribution,
given in our case (Eq. (5)) by a = −1/2. The predicted
growth rate S(t) ∼ t1/3 is compatible with numerical
data, as shown on Fig. 5 (b). This confirms the crucial
role microscopic bottlenecks play in the dynamics of the
system.
Renormalization of microscopic bottlenecks — Con-
sidering now a chain of finite length L, extreme value
statistics66 predicts that on average, the weakest link de-
cays as a power-law of system size:
SminΦ (L) ∼
L→∞
ln(cL)
(cL)2
,
with c = 2/pi. Therefore, the Floquet operator acting on
L qubits decomposes into two blocks that almost com-
mute:
U(L) = U(Lb)⊗ U(L− Lb) +O
(
1
L2
)
,
where Lb is the location of the strongest bottleneck.
While this means that the Floquet operator breaks into
at least two disconnected pieces in the L → ∞ limit, it
does not entail arrested transport and localization. In-
deed, transport is prevented only if the infinite time evo-
lution operator limL→∞ limt→∞ U(t) breaks into discon-
nected parts. However this is not the case for the uni-
form model: numerical computation of SU(t) shows that
as time is increased, the strongest bottleneck of a chain
of fixed length L becomes weaker and weaker, and that
the initially almost decoupled chain pieces are eventu-
ally connected, enabling transport and delocalization. In
other words, microscopic bottlenecks are renormalized at
larger distances, driving the system towards ergodicity.
We think that a precise characterization of the bottleneck
renormalization flow should be feasible in the uniform toy
model, owing to its simplicity. Moreover, it would lead
to a better understanding of the close to critical nature
of the mode.
V. BREAKING CRITICALITY
In this section, we modify the model in two different
ways, in order to remove bottlenecks. In both cases, this
destroys – as expected – the almost critical nature of the
uniform model, and restores the full ETH phase.
Uniform qutrit model — We extend the model to the
case where the local Hilbert space is of dimension q = 3
(qutrits) instead of q = 2 (qubits). Following Ref. 55,
we now consider a scrambling layer of random Haar 1-
qutrit unitaries, followed by a dephasing layer of 2-qutrit
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FIG. 6. (a) Average gap ratio in the qutrit model as a function
of dephasing strength J , for different system sizes L. Average
is performed over at least 3000 samples, using all of the 3L
eigenstates. (b) Phase gate entanglement distribution in the
uniform J →∞ model, for qubits (q = 2) and qutrits (q = 3).
gates. As before, the dephasing gate entries are inde-
pendent Gaussian random variables of zero mean and
standard deviation J . Finally, remark that the Hilbert
space dimension is 3L for a chain of L qutrits, limiting full
exact diagonalization to fairly small system sizes. How-
ever, this does not prevent us from observing the onset
of thermalization, as we discuss now.
When the dephasing strength J is small, the gap ratio
is close to the Poisson value (Fig. 6 (a)). This indicates
that the system is localized. At larger J , instead of a
slow flow towards ergodicity, we observe a fast one, with
a clear transition point, as was already pointed out in
Ref. 55. For J ≥ 0.9, the spectral statistics of a system
of only L = 8 qutrits is consistent with full ergodicity.
This is in contrast with the q = 2 case, where even in
the limit J → ∞ and for systems as large as L = 18,
ergodicity is far from being reached.
The difference between the q = 2 and q = 3 cases can
be understood from the analysis of the dephasing gate
entanglement entropy distribution (Fig. 6 (b)). In the
qubit case, even when J → ∞, the distribution diverges
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FIG. 7. Observables in the Kicked Ising model, as a function
of average dephasing J . (a) Average gap ratios, (b) Average
entanglement entropy divided by Page value. Data is aver-
aged over all eigenstates and at least 1000 samples.
as a power-law at small entropy. This means that micro-
scopic bottlenecks drive the dynamics, leading, as dis-
cussed in the previous section, to sub-ballistic operator
spreading, slow entanglement growth and slow thermal-
ization. By contrast, the distribution does not diverge
in the qutrit case: bottlenecks are then weak enough for
the operator spreading to be ballistic45 and for the entan-
glement growth and thermalization to be fast. To gain
an intuition of why this is the case, let us introduce the
Kraus-Cirac (KC) number64,67, defined as the number
of parameters involved in the operator entanglement of
the dephasing gate. Indeed, while the dephasing gate de-
pends on q parameters, its entropy, being invariant under
local unitary transformations, is much more constrained.
On the one hand, Eq. (3) shows that KC(q = 2) = 1.
On the other hand, one can show55 that KC(q = 3) = 4:
there are many more parameters, and therefore many
more ways for the qutrit dephasing gate to generate en-
tanglement. In the J → ∞ limit, the parameters of the
qutrit dephasing gate take all accessible values with equal
probability, and microscopic bottlenecks are very rare in
the qutrit case.
As we have argued in the previous section, bottlenecks
are a crucial feature for the close-to-critical nature of
the uniform qubits model. In the absence of microscopic
bottlenecks, there is no obstruction to the thermalization
of the system on short length scales in the large J limit,
thus explaining the fast thermalization observed in the
qutrit model.
Dephasing shift — Another way to destroy criticality is
to suppress bottlenecks directly in the q = 2 model. This
can be achieved by increasing the average value of the de-
phasings, which was previously set to Jj = 0. Choosing
a zero variance (J = 0), and J > 0, we see from Eq. (3)
that microscopic bottlenecks are completely suppressed.
If J is large enough, we now expect the ETH predictions
to be verified on systems of modest size. Fig. 7 confirms
our analysis: for J . 0.2, the gap ratio converges to Pois-
son and the entanglement entropy is sub-extensive, as
they should in an MBL phase, while for J & 0.2 the gap
ratio and the entanglement entropy density quickly flow
towards to their ETH value as system size is increased.
VI. CONCLUSION
Our work demonstrates that a simple quantum circuit
model can, without fine-tuning, stand close to the criti-
cal point between ETH and MBL phases. The computa-
tion of the spectral statistics and eigenstate entanglement
up to large system sizes, using an iterative method that
exploits the shallow circuit nature of the model, shines
light on the properties of the phase transition. Further-
more, numerical observation of anomalous, sub-ballistic
operator entanglement growth motivates a simple charac-
terization of the Griffiths physics of the critical region in
terms of microscopic bottlenecks, that yields a dynamical
exponent in good agreement with numerical data. The
study of such simple quantum circuit models opens up
the exciting perspective of bridging the gap between phe-
nomenological classical models of the transition amenable
to RG treatment, and the more realistic quantum micro-
scopic models.
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