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PATCHING OVER ANALYTIC FIBERS AND THE LOCAL-GLOBAL
PRINCIPLE
VLERE¨ MEHMETI
Abstract. As a starting point for higher-dimensional patching in the Berkovich setting,
we show that this technique is applicable around certain fibers of a relative Berkovich
analytic curve. As a consequence, we prove a local-global principle over the field of
overconvergent meromorphic functions on said fibers. By showing that these germs of
meromorphic functions are algebraic, we also obtain local-global principles over function
fields of algebraic curves defined over a class of (not necessarily complete) ultrametric
fields, thus generalizing the results of [26].
Introduction
Field patching, introduced by Harbater and Hartmann in [17], and extended by the
aforementioned authors and Krashen in [18], has recently seen numerous applications and
is the crucial ingredient in an ongoing series of papers (see e.g. [18], [19], [21], [20], [7]).
One of the main points of focus of these works are local-global principles over function
fields of algebraic curves defined over complete discretely valued fields. Namely, this form
of patching provided a new approach to the local-global principles of homogeneous varieties
over certain linear algebraic groups (for example see [18] and [21]). In particular, in [18],
Harbater, Hartmann, and Krashen (from now on referred to as HHK) obtained local-global
principles for quadratic forms and results on the u-invariant.
In [26] the author adapts field patching to the setting of Berkovich analytic curves (from
now on also referred to as Berkovich patching). With this point of view the technique be-
comes very geometrical and can be interpreted as the gluing of meromorphic functions. As
a consequence, local-global principles that are applicable to quadratic forms are obtained.
This, combined with the nice algebraic properties of Berkovich curves, gives rise to appli-
cations on the u-invariant. The results obtained in [26] generalize those of the founding
paper [18]. In particular, it is no longer required that the base field be discretely valued,
but merely that it be a complete ultrametric field. We present here a continuation of the
work in [26].
The goal of this paper is twofold:
(1) to establish the very first steps of a strategy for higher dimensional Berkovich
patching and the corresponding applications to the local-global principle;
(2) to generalize the results we obtained in [26]; more precisely, to show a local-global
principle over algebraic curves (i.e. their function fields) defined over a larger class
of ultrametric fields (which aren’t necessarily complete).
The author was supported by the ERC Starting Grant “TOSSIBERG”: 637027.
2010 Mathematics Subject Classification 14G22, 11E08.
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In other words, in this text we show that patching is possible “around” certain fibers of
relative Berkovich analytic curves. This is then applied to obtain a local-global principle
over the field of overconvergent meromorphic functions on said fibers. We also show that
the latter can be interpreted as the function field of a particular algebraic curve. As in [26],
the local-global principles obtained are applicable to quadratic forms.
Before presenting our main results, let us recall some terminology.
Definition (HHK). Let K be a field. Let X be a K-variety, and G a linear algebraic
group over K. We say that G acts strongly transitively on X if G acts on X, and for any
field extension L/K, either X(L) = ∅ or G(L) acts transitively on X(L).
In general, asking that G act strongly transitively on X is more restrictive than asking
that X be homogeneous over G. However, it is shown in [18, Remark 3.9] that if G is a
reductive linear algebraic group over K and X/K is a projective variety, then the two
notions are equivalent.
We also recall that Berkovich spaces are constructed through building blocks, the so
called affinoid domains. Moreover, there is a good theory of dimension for Berkovich
spaces (see [11]). One of the main results we show is the following (see Theorem 7.8 for
the exact statement):
Theorem (Theorem 7.8). Let k be a complete non-trivially valued ultrametric field.
Let S,C be good Berkovich k-analytic spaces such that S is normal. Suppose that
dimS < dimQR>0/|k×|⊗ZQ. Suppose there exists a morphism π : C → S that makes C a
proper flat relative S-analytic curve. For any affinoid domain Z of S, set CZ := π
−1(Z),
and FZ := M (CZ), where M denotes the sheaf of meromorphic functions on C. Let x ∈ S
be such that OS,x is a field. Let Fx denote the fiber of x in C.
Assume there exists a connected affinoid neighboorhood Z0 of x in S such that: (1) all
the fibers of π on Z0 are normal irreducible projective analytic curves; (2) CZ0 is normal;
(3) π|CZ0 : CZ0 → Z0 is algebraic.
Let G/FZ0 be a connected rational linear algebraic group acting strongly transitively on
a variety H/FZ0 . Then, the following local-global principle holds:
H(lim−→
x∈Z
FZ) 6= ∅ ⇐⇒ H(MC,u) 6= ∅ for all u ∈ Fx,
where the direct limit is taken with respect to connected affinoid neighborhoods Z ⊆ Z0
of x.
Remark that the direct limit appearing on the left side of the local-global principle
above is the field of germs of meromorphic functions on the fiber of x in C.
We work only over fibers of points for which the local ring is a field. The set of such
points is dense. In fact, in the case of curves, if x is any point that is not rigid (rigid points
are those that we see in rigid spaces), then Ox is a field. Although this might not appear
explicitely in the paper, the reason behind this hypothesis is that to make the transition
from “a matrix decomposition result” (similar to [18] and [26]) to patching “around” the
fiber, we need the fiber to not be a divisor.
To show Theorem 7.8, as fibers of an analytic relative curve are endowed with the struc-
ture of an analytic curve, we follow a similar line of reasoning as in the one-dimensional
case. However, there are many additional technical difficulties that appear in this relative
setting. Here is a brief outline of the proof.
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We construct particular covers of a neighborhood of the fiber over which patching is
possible (the so called relative nice covers); this is a relative analogue of nice covers as
introduced in [26, Definition 2.1].
Before recalling the latter, let us remember a few fundamental properties of Berkovich
curves. Namely, the building blocks of Berkovich spaces, i.e. the affinoid domains, are
compact and so Hausdorff; the affinoid domains of a Berkovich analytic curve have finite
topological boundaries. An analytic curve in the Berkovich sense has a graph-like structure
(see [9, The´ore`me 3.5.1]). Certain points of an analytic curve play a crucial role for
constructing nice covers. These are the so called type 3 points, which are characterized by
simple topological and algebraic properties. More precisely, a point of type 3 has arity 2
in the graph associated to the curve, and its local ring with respect to the sheaf of analytic
functions is a field if the curve is reduced. Finally:
Definition. A finite cover U of a k-analytic curve will be called nice if:
(1) the elements of U are connected affinoid domains with only type 3 points in their
topological boundaries;
(2) for any different U, V ∈ U , U ∩ V = ∂U ∩ ∂V, or equivalently, U ∩ V is a finite set
of type 3 points;
(3) for any two different elements of U , neither is contained in the other.
Let V be a cover of a k-analytic curve. We will say that a cover U of the same curve is
a nice refinement of V if it is a refinement of V that is a nice cover.
We first treat the case of P1,anS - the relative projective analytic line over S. To do this,
we use the notion of thickening of an affinoid domain, the idea for which (in the case of
P1,an) appears in some unpublished notes of Je´roˆme Poineau. Given an affinoid domain U
in the fiber Fx of x in P
1,an
S , a Z-thickening of U is an affinoid domain UZ of P
1,an
Z such
that UZ ∩Fx = U , where Z is an affinoid neighborhood of x in S. Thickenings of affinoid
domains of Fx exist and have good properties provided we choose Z small enough.
Let U be any nice cover of the fiber Fx. Then, there exists an affinoid neighborhood Z
of x such that for any U ∈ U , the Z-thickening UZ of U exists. Let UZ denote the set of
these Z-thickenings of the elements of U . We show that for a small enough Z, UZ satisfies
the necessary properties for a patching result to be applicable. In that case, UZ is said to
be a Z-relative nice cover of P1,anZ . In particular, we remark that, as in [26], type 3 points
play an important role. Their existence on the fiber is guaranteed by the hypothesis on
the dimension of S. We then show that patching can be applied to relative nice covers in
the case of P1,an.
By using pullbacks of finite morphisms towards P1,an, a notion of relative nice cover can
be constructed more generally for the case of normal relative proper curves. By adding
to this the Weil restriction of scalars, patching is shown to be possible over relative nice
covers in this more general framework as well.
Finally, once patching is shown to be possible around the fiber, the local-global principle
of Theorem 7.8 can be obtained as a consequence, albeit not as direct as in the one-
dimensional case in [26].
There is a connection between the points of the fiber and the valuations that the field
of its overconvergent meromorphic functions can be endowed with. We make this precise
in Proposition 7.6. As in the one-dimensional case, combined with the Henselianity of
the fields MC,y, π(y) = x, this connection allows us to obtain a local-global principle with
4 VLERE¨ MEHMETI
respect to completions. Before stating this result precisely, let us recall that the field OS,x
is naturally endowed with a valuation | · |x.
Theorem (Theorem 7.8’). Using the same notation as in the statement of Theorem 7.8
above, set FOx = lim−→Z M (CZ). Let V (FOx) denote the set of non-trivial rank 1 valua-
tions on FOx which either induce | · |x on Ox or induce the trivial valuation on Ox. For
v ∈ V (FOx), let FOx,v denote the completion of the field FOx with respect to v.
If char k = 0 or H is smooth, then the following local-global principle holds:
H(FOx) 6= ∅ ⇐⇒ H(FOx,v) 6= ∅ for all v ∈ V (FOx).
Remark that, with the same notation as in the theorem above, OS,x = lim−→Z OS(Z),
where the direct limit is taken with respect to affinoid neighborhoods Z of x in S. Using
Grothendieck’s work on projective limits of schemes to construct a relative algebraic curve
over O(Z) from an algebraic curve over Ox, as a consequence of the theorem above, we
obtain the following generalization of [26, Corollary 3.18].
Theorem (Theorem 7.9). Let S be a good normal k-analytic space such that dimS <
R>0/|k×| ⊗Z Q. Let x ∈ S be such that Ox is a field. Let COx be a smooth geometrically
irreducible algebraic curve over the field Ox. Let FOx denote the function field of COx .
Let G/FOx be a connected rational linear algebraic group acting strongly transitively on
a variety H/FOx . Then, if char k = 0 or H is smooth:
H(FOx) 6= ∅ ⇐⇒ H(FOx,v) 6= ∅ for all v ∈ V (FOx),
where V (FOx) is given as in Theorem 7.8’ above.
A crucial element for showing Theorem 7.9, and more generally, to highlight the interest
of this paper, is that, in the setting of Theorem 7.8, meromorphic functions around the
fiber of x are algebraic. More precisely, the field of overconvergent meromorphic functions
on the fiber of x is the function field of an algebraic curve over Ox (which is basically
an “algebraization” of a neighborhood of the fiber succeeded by a base change to Ox; see
Corollary 5.15). To show this non-trivial result, we use GAGA-type theorems for the sheaf
of meromorphic functions (see Theorem 8.7).
At the end of this paper we provide some examples of local rings of analytic spaces that
are fields and over which the results above can be applied. More precisely, we calculate the
stalks of the points of A1,an for which the corresponding local ring is a field. In addition
to that, we also give a description of the stalk of a certain point of An,an, n ∈ N. Here is
an example of such a field, corresponding to a type 3 point of the analytic affine line.
Example. Let (k, | · |) be a complete ultrametric field. Let r ∈ R>0\
√|k×|. Let x ∈ A1,ank
be a multiplicative semi-norm on k[T ] such that |T |x = r (in fact, x is the unique such
point of A1,ank ).
For any r1, r2 ∈ R>0 such that r1 < r < r2, set
Ar1,r2 :=
{∑
n∈Z
anT
n : an ∈ k, lim
n→+∞
|an|rn2 = 0, limn→−∞ |an|r
n
1 = 0
}
.
Then, OA1,an
k
,x = lim−→r1<r<r2 Ar1,r2 .
As in [18] and [26], seeing as the projective variety determined by a quadratic form
satisfies the hypotheses of the results presented, the prime example to which the statements
of this text can be applied is the case of quadratic forms (under the assumption char k 6= 2).
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Here is an overview of the organization of this paper.
In Section 1 we develop the necessary tools for proving a “matrix decomposition” state-
ment generalizing [18, Theorem 2.5] and applicable to a Berkovich framework. To do this,
we follow along the lines of proof and reasoning of [18, Section 2.1] making the neces-
sary adjustements. We work over a general formal setup (Setting 1.5), which is partly
why this section is of very technical nature. Its main result, Theorem 1.10, is fundamen-
tal to the generalization of Berkovich patching we present here. It is a generalization of
[26, Lemma 1.9].
We treat the case of the relative projective line P1,an first. In Section 2, we construct the
notion of relative nice covers around a fiber of P1,an, analoguous to (and a generalization
of) nice covers for curves, and show that it possesses good properties, i.e. properties
that are necessary for patching. To do this, we start by showing some complementary
properties of affinoid domains in the analytic projective line that allow us to deduce a
particular writing for them. This writing makes it possible to construct affinoid domains
in a neighborhood of a fiber (of a relative P1,an) from an affinoid domain on said fiber. We
call this process thickening of an affinoid domain. A relative nice cover of the neighborhood
of a fiber (of a relative P1,an) is the thickening of a nice cover of the fiber.
In order to be able to apply the results of Section 1 to this setting, it is necessary
to constantly “shrink” to smaller neighborhoods of the fiber. Because of this, we need
some uniform boundedness results and explicit norm comparisons, which is the topic of
Section 3. As a consequence, this is one of the most technical sections of this paper. It
also contains an explicit description of the Banach algebras of analytic functions on certain
affinoid domains of the relative projective line.
In Section 4, we show that the results of Section 1 are indeed applicable to relative nice
covers of fibers of the relative P1,an, and that patching (in the sense of [26, Theorem 1.7])
can be obtained as a consequence thereof. This is then extended (in the sense of
[26, Proposition 3.3]) to include the level of generality necessary for proving the analogu-
ous result around fibers of relative analytic curves. The arguments used in this section
are of very topological nature.
In Section 5, we study the properties of the class of relative analytic curves over which
we know how to apply patching around certain fibers. The condition that is required is not
too restrictive; namely, the relative proper curve is assumed to be normal and algebraic
around the fiber, so this is satisfied for the Berkovich analytification of any normal proper
relative algebraic curve. Using Grothendieck’s work on the projective limit of schemes, we
show that smooth geometrically irreducible projective algebraic curves defined over certain
fields give rise to a proper relative analytic curve satisfying this condition. In particular,
this makes it possible to generalize some results from [26].
In Section 6, we construct covers (also called relative nice covers) on a neighborhood of
fibers of a relative proper analytic curve and show that they satisfy the necessary properties
for patching to be applicable. For this, we use pullbacks of relative nice covers in the case
of P1,an. Once again, the arguments that are employed are of very toplogical nature. We
then use these covers, as well as the corresponding result in the case of relative P1,an, to
prove that patching is possible in this setting.
Finally, in Section 7, we apply patching to prove local-global principles for the germs of
meromorphic functions on a fiber of a proper relative curve. As in the case of curves, we
first show a local-global principle with respect to the stalks of the sheaf of meromorphic
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functions, and then apply this to obtain a local-global principle with respect to comple-
tions. In order to show the latter from the former, we first prove there is a connection
between the points of a fiber and the valuations on the field of germs of its meromorphic
functions (which we show to have nice algebraic properties; namely, it can be realised as
the function field of a certain algebraic curve).
The fibers around which we apply patching are those over points for which their corre-
sponding stalk is a field. In Section 8, we calculate some examples of such fields.
At the end of this paper, we provide a section of appendices. In Appendix I we show
that the meromorphic functions of the Berkovich analytification of certain schemes are
algebraic. To do this, we use a MathOverflow thread (see [28]). This result is crucial for
showing Theorem 7.9 and connecting the results we obtain in the Berkovich setting to
an algebraic one. In Appendix II we show some additional results on Berkovich analytic
curves which we need in this text.
Acknowledgements. We are most grateful to Je´roˆme Poineau for the many invaluable
discussions and remarks. We are also very thankful to him for sharing his unpublished
notes with us. They contain the idea of writing an affinoid domain of P1,an in such a way
that its thickening is possible, and this is essential to our constructions.
1. Patching
Following the same steps as in [26], we start by proving a “matrix decomposition” result
that generalizes [18, Theorem 2.5] and [26, Lemma 1.9], and is applicable to a Berkovich
framework.
We work over a general formal setup (Setting 1.5), which is partly why the content of
this section is of very technical nature. It will be shown in the next parts of this paper that
the hypotheses we adopt here are satisfied in a very natural way in Berkovich’s geometry.
The main statement, Theorem 1.10, is fundamental to patching.
We first show some auxiliary results.
Setting 1.1. Let k be a complete non-trivially valued ultrametric field. Let R be an inte-
gral domain containing k, endowed with a non-Archimedean (submultiplicative) norm |·|R.
Suppose that for any a ∈ R and b ∈ k, |ab|R = |a|R · |b|.
Remark that the last assumption implies the norm | · |R extends | · |.
For p ∈ N, and indeterminates X1, . . . ,Xp, let us use the notation X for the p-tuple
(X1, . . . ,Xp). Following [18, Section 2], set A := R[X ] and Â := R[[X ]]. For any M ≥ 1,
set
ÂM :=
{∑
l∈Np
clX
l ∈ Â : ∀l ∈ Np, |cl|R 6M |l|
}
,
where for l = (l1, l2, . . . , ln) ∈ Np, X l :=
∏p
i=1X
li
i and |l| := l1 + l2 + · · · + lp.
This is a subring of Â, and for any M ′,M ′′ ≥ 1, if M ′ 6 M ′′ then ÂM ′ ⊆ ÂM ′′ .
Furthermore, ÂM is complete with respect to the (X)-adic topology: if (fn)n is a Cauchy
sequence in ÂM , then for any l ∈ Np and large enough n, fn+1 − fn ∈ (X)|l|, implying
that fn and fn+1 have the same “first few” coefficients (the larger |l|, the more “first few”
coefficients that are the same).
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Remark also that for any element f = gh of the local ring R[X](X), where
g, h ∈ R[X], h(0) 6= 0, if h(0) ∈ R×, then f can be expanded into a formal power series
over R, meaning in this case f ∈ Â.
The following two lemmas are generalizations of Lemmas 2.1 and 2.3 of [18] (and their
proofs follow the line of reasoning of the latter). For any n ∈ N, we keep the notation | · |R
for the max norm on Rn induced by the norm of R. For a := (a1, a2, . . . , an) ∈ Rn and
l := (l1, l2, . . . , ln) ∈ Nn, we denote al := al11 · · · alnn . Clearly, al ∈ R.
Lemma 1.2. (1) Let u =
∑
l∈Np clX
l ∈ ÂM . If a ∈ Rp is such that |a|R < M−1, then
the series
∑
l∈Np cla
l is convergent in R. Let us denote its sum by u(a).
(2) For M > 1, let v,w ∈ ÂM be such that w and vw are polynomials. If a ∈ Rp is
such that |a|R < M−1, then vw(a) = v(a)w(a).
(3) Let f = gh ∈ R[X](X), g, h ∈ R[X ], h(0) 6= 0, be such that g(0) = 0 and h(0) ∈ R×.
There exists M ≥ 1 such that f ∈ ÂM and h ∈ ÂM
×
.
Let f =
∑
l∈Np clX
l be the series representation of f. Then, for any a ∈ Rp with
|a|R < M−1, the series
∑
l∈Np cla
l is convergent in R and f(a) = g(a)h(a) .
Proof. (1) Set m = |a|R < M−1. Then, |clal|R 6 (Mm)|l|. Since Mm < 1, clal tends
to zero as |l| tends to +∞, implying ∑l∈Np clal converges in R.
(2) Let d > deg vw, and C := maxl∈Np(|vwl|R, |wl|R), where vwl, wl, l ∈ Np, are the
coefficients of the polynomials vw,w, respectively. Let v =
∑
l∈Np blX
l be the
series representation of v. For any s ∈ N, set vs =
∑
|l|<s blX
l. By the first part,
the sequence (vs(a))s∈N converges in R, and we denote limit by v(a). For s ≥ d,
rs := vsw − vw = (vs − v)w is a polynomial whose monomials are of degree at
least s. The coefficient Cj corresponding to any degree j > s monomial of rs is a
finite sum of products of coefficients of vs− v and w. Since R is non-Archimedean,
M > 1, and vs − v ∈ ÂM , we obtain |Cj |R 6 M jC (recall the definition of C
above).
Set m = |a|R. By the paragraph above, every degree j monomial of rs eval-
uated at a has absolute value at most (mM)jC. Since j > s and Mm < 1,
using the fact that R is non-Archimedean, we obtain |rs(a)|R 6 (Mm)sC, im-
plying rs(a)→ 0, s → ∞. Consequently, vs(a)w(a) → vw(a) when s → ∞, i.e.
v(a)w(a) = vw(a).
(3) Set b = h(0). Then, b−h ∈ (X), and thus 1−b−1h ∈ (X). Set e = 1−b−1h, so that
b−1h = 1 − e with e ∈ (X). This implies (b−1h)−1 = bh−1 = 11−e =
∑
i∈N e
i ∈ Â,
and so h−1 =
∑
i∈N b
−1ei ∈ Â. Consequently, f = gh−1 =∑i∈N b−1gei ∈ Â.
Set M = maxl∈Np(1, |b−1|R, |l|
√|gl|R, |l|√|el|R, |l|√|hl|R), where gl (resp. el, hl),
l ∈ Np, are the coefficients of the polynomial g (resp. e, h). Then, b−1, g, e ∈ ÂM ,
and since ÂM is a ring, b
−1ei, b−1gei ∈ ÂM for any i ∈ N. Finally, since ÂM is
complete with respect to the (X)−adic norm, h−1, f ∈ ÂM , and so h ∈ ÂM×.
The rest is a direct consequence of the first two parts of the statement.

Let n ∈ N and Si, Ti, i = 1, 2, . . . , n, be indeterminates. As before, we use the notation
S (resp. T ) for the n-tuple (S1, . . . , Sn) (resp. (T1, . . . , Tn)). For l,m ∈ Nn, we denote
by |(l,m)| the sum |l| + |m|, where |l| (resp. |m|) is the sum of coordinates of l (resp.
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m). Also, Sl :=
∏n
i=1 S
li
i and T
m :=
∏n
i=1 T
mi
i . For any vector a ∈ Rn, we denote by ai
the i-th coordinate of a, i = 1, 2, . . . , p, meaning a = (a1, a2, . . . , an), ai ∈ R. As before,
al := al11 · · · alnn .
Lemma 1.3. Let f = h1h2 ∈ R[S, T ](S,T ), h1, h2 ∈ R[S, T ], h2(0) 6= 0, be such that
h2(0) ∈ R×. Suppose there exists i ∈ {1, 2, . . . , n} such that f(a, 0) = f(0, a) = ai for
any a ∈ Rn for which f(a, 0) and f(0, a) converge in R.
Then, there exists M ≥ 1 such that f ∈ ÂM and its series representation is:
f = Si + Ti +
∑
|(l,m)|≥2
cl,mS
lTm.
The proof of [18, Lemma 2.3] is applicable to Lemma 1.3 with only minor changes
necessary.
Remark 1.4. Lemma 1.3 is the only reason behind the hypothesis that k is non-trivially
valued.
Here is the general setting over which we show patching results.
Setting 1.5. Let (k, | · |) be a complete non-trivially valued ultrametric field. Let Ri,
i = 0, 1, 2, be an integral domain containing k, endowed with a non-Archimedean (submul-
tiplicative) norm | · |Ri with respect to which it is complete. Assume that | · |Ri is k-linear,
meaning for any a ∈ k and any b ∈ Ri, |ab|Ri = |a| · |b|Ri . In particular, | · |Ri extends | · |.
Suppose there exist bounded morphisms Rj →֒ R0, j = 1, 2. Set Fi = Frac Ri, i = 0, 1, 2.
Let F be an infinite field embedded in both F1 and F2.
Let Aj be a finite Rj-module such that Aj ⊆ Fj , j = 1, 2. Suppose that there exist
embeddings Aj →֒ R0. Let us endow Aj with the quotient semi-norm induced from a
surjective morphism ϕi : R
ni
j ։ Aj , j = 1, 2; we assume that these semi-norms are norms.
Assume that Aj is complete and the morphism Aj →֒ R0 is bounded for j = 1, 2. Suppose
the induced map ψ : A1 ⊕ A2 → R0 is surjective. Finally, suppose the norm of R0 is
equivalent to the quotient norm induced by the surjective morphism ψ : A1 ⊕ A2 ։ A0,
where A1 ⊕A2 is endowed with the usual max norm | · |max, i.e. that the morphism ψ is
admissible.
Let us recall the motivation behind the interest of Theorem 1.10 to us.
Definition 1.6. Let K be a field. A rational variety over K is a K-variety that has a
Zariski open isomorphic to an open of some AnK .
Remark 1.7. The definition above does not coincide with the standard notion of rational
variety. We adopt it here because we will only use it for linear algebraic groups, in which
case a connected rational linear algebraic group is rational in the traditional sense (i.e.
birationally equivalent to some Pn). We make this distinction because there are certain
statements we will show that don’t require connectedness and others that do.
Using the same notation as in Setting 1.5, let G/F be a rational linear algebraic group
(rational here means that G is a rational variety over F ). Our main goal will be to show
that under certain conditions (which we will interpret geometrically in the next sections),
for any g ∈ G(F0), there exist gj ∈ G(Fj), j = 1, 2, such that g = g1 · g2 in G(F0).
Remark 1.8. Let K/F be any field extension. Since G has a non-empty Zariski open
subset S′ isomorphic to an open subset S of an affine space AnK , by translation we may
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assume that the identity element of G is contained in S′, that 0 ∈ S, and that the identity
is sent to 0. Let us denote the isomorphism S′ → S by ϕ.
Let m be the multiplication in G, and set S˜′ = m−1(S′) ∩ (S′ × S′), which is an open
of G × G. It is isomorphic to an open S˜ of A2nK , and m|S˜′ gives rise to a map S˜ → S,
i.e. to a rational function f : A2nK 99K A
n
K (see the diagram below). Note that for any
(x, 0), (0, x) ∈ S˜, this function sends them both to x.
S˜′ S′
S˜ S
(ϕ× ϕ)
|S˜′
m
|S˜′
f
ϕ
The result we are interested in can be interpreted in terms of the map f . Theorem 1.10
below shows that (under certain conditions) said result is true on some neighborhood of
the origin of an affine space.
Let us start with an auxiliary lemma. Referring to Setting 1.5, let | · |inf be the norm
on R0 obtained from the admissible morphism ψ : A1⊕A2 ։ R0. Since it is equivalent to
| · |R0 , there exist positive real numbers C1, C2 such that C1| · |R0 6 | · |inf 6 C2| · |R0 .
Since the morphisms Aj →֒ R0, j = 1, 2, are bounded, there exists C > 0 such that
for any xj ∈ Aj , one has |xj|R0 6 C|xj |Aj . By changing to an equivalent norm on Aj if
necessary, we may assume that C = 1.
Lemma 1.9. There exists d ∈ (0, 1) such that for all c ∈ R0, there exist a ∈ A1, b ∈ A2,
for which ψ(a+ b) = c and d ·max(|a|A1 , |b|A2) 6 |c|R0 .
Proof. This is a direct consequence of the admissibility of the map ψ. 
From now on, instead of writing ψ(x+ y) = c for x ∈ A1, y ∈ A2, c ∈ R0, we will simply
put x+ y = c when there is no risk of ambiguity.
In what follows, for any positive integer n, let us endow Rn0 with the max norm induced
from the norm on R0, and let us also denote it by | · |R0 . For a normed ring A and δ > 0,
we denote by DA(0, δ) the open disc in A centered at 0 and of radius δ.
Theorem 1.10. For n ∈ N, let f : AnF0 × AnF0 99K AnF0 be a rational map defined on a
Zariski open S˜, such that (0, 0) ∈ S˜, and f(x, 0) = f(0, x) = x whenever (x, 0), (0, x) ∈ S˜.
Write f = (f1, f2, . . . , fn), where fi =
gi
hi
for some gi, hi ∈ R0[S, T ], i = 1, 2, . . . , n.
Suppose hi(0) ∈ R×0 for all i.
Let M > 1 be such that fi ∈ ÂM and hi ∈ ÂM
×
for all i (applying Lemma 1.2 with
R = R0). Suppose there exists δ > 0 such DR2n0 (0, δ) ⊆ S˜(F0). Let d be as in Lemma 1.9.
Let ε > 0 be such that ε < min( d2M ,
d3
M4
, dδ2 ). Then, for any a ∈ An(F0) with a ∈ Rn0 and
|a|R0 6 ε, there exist u ∈ An1 and v ∈ An2 for which (u, v) ∈ S˜(F0) and f(u, v) = a.
Proof. Since fi(0, 0) = 0 for all i, the functions gi belong to the maximal ideal (S, T ) of
R0[S, T ]. From Lemmas 1.2 and 1.3:
(1) we can see these rational functions as elements of R0[[S, T ]];
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(2) the constant M is such that
fi = Si + Ti +
∑
|(l,m)|≥2
cil,mT
lSm ∈ R0[[S, T ]],
with |cil,m|R0 6 M |(l,m)|, for i = 1, 2, . . . , n and (l,m) ∈ N2n, where |(l,m)| is the
sum of the coordinates of (l,m).
By the choice of δ, for any (x, y) ∈ R2n0 satisfying |(x0, y0)|R0 < δ, (x, y) ∈ S˜(F0), so the
function f(x, y) is well-defined (meaning the functions fi are well-defined for all i).
Set ε′ = εd . Then, 0 < ε
′ < min{1/2M,d2/M4, δ/2}. Since ε < ε′ < min(1/M, δ/2), for
any (x, y) ∈ S˜(F0) satisfying (x, y) ∈ R2n0 and |(x, y)|R0 6 ε′, f(x, y) is well defined, and
by Lemma 1.2, the series fi is convergent in R0 at (x, y), i = 1, 2, . . . , n.
Let a = (a1, a2, . . . , an) ∈ An(F0) be such that a ∈ Rn0 and |a|R0 6 ε. Let u0 = 0 ∈ An1 ,
and v0 = 0 ∈ An2 . Using induction, one constructs sequences (us)s in An1 , and (vs)s in An2 ,
such that the following conditions are satisfied:
(1) |us|A1 , |vs|A2 6 ε′ for all s ≥ 0;
(2) |us − us−1|A1 , |vs − vs−1|A2 6 ε′
s+1
2 for all s ≥ 1;
(3) |f(us, vs)− a|R0 6 dε′
s+2
2 for all s ≥ 0.
This is done as in the proof of [26, Lemma 1.9]. 
Using the same notation, we have proven:
Proposition 1.11. Suppose hi(0) ∈ R×0 and there exists an open disc of R2n0 centered
at 0 that is contained in S˜. Then, there exists ε > 0 such that for any g ∈ S′(F0) with
ϕ(g) ∈ Rn0 and |ϕ(g)|R0 6 ε, there exist gi ∈ G(Fi), i = 1, 2, satisfying g = g1 ·g2 in G(F0).
2. Nice covers for the relative projective line
As in the case of curves in [26], we construct covers around fibers of the relative pro-
jective line over which a generalized form of patching as seen in [26, Proposition 3.3] will
be possible. More precisely, we construct relative analogues of nice covers ([26, Defini-
tion 2.1]).
2.1. Some results on the analytic projective line. Let us start with a couple of
auxiliary results on the analytic projective line. We recall that there is a classification of
points of an analytic curve (see e.g. [29, 1.1.2.3]), and also the nature of the points of
P1,an presented in [26, Definition 2.2, Proposition 2.3].
Proposition 2.1. Let K be a complete ultrametric field. Let U be a connected affinoid do-
main of P1,anK with only type 3 points in its boundary. Suppose U is not a point. Let us fix a
copy of A1,anK and a coordinate T on it. Let ∂U = {ηRi,ri : i = 1, 2, . . . , n}, where Ri ∈ K[T ]
are irreducible polynomials and ri ∈ R>0\
√|K×|. Then, U = ⋂i{x : |Ri|x ⊲⊳i ri}, where
⊲⊳i∈ {6,>}, i = 1, 2, . . . , n.
Proof. We need the following two auxiliary results:
Lemma 2.2. For any i ∈ {1, 2, . . . , n}, either U ⊆ {x : |Ri|x 6 ri} or U ⊆ {x : |Ri|x > ri}.
Proof. To see this, assume that the open subsets V1 := U ∩ {x : |Ri|x < ri} and
V2 := U ∩ {x : |Ri|x > ri} of U are non-empty. As intersections of two connected subets
of P1,anK , both V1 and V2 are connected. Assume Vj ∩ Int(U) = ∅, j = 1, 2. , This implies
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Vj ⊆ ∂U, and since Vj is connected, it is a single type 3 point {ηj}. But then, this would be
an isolated point of U, which is in contradiction with the connectedness of U. Consequently,
there exist xj ∈ Vj ∩ Int(U), j = 1, 2. By Lemma 8.8, Int(U) is a connected set, so there
exists a unique arc [x1, x2] connecting x1, x2 that is entirely contained in Int(U). Since
|Ri|x1 < ri, |Ri|x2 > ri, there exists x0 ∈ [x1, x2] such that |Ri|x0 = ri. Since there is a
unique point satisfying this condition ([26, Proposition 2.3(2)]), and it is ηRi,ri, we obtain
that ηRi,ri ∈ [x1, x2] ⊆ Int(U), which is in contradiction with the fact that ηRi,ri ∈ ∂U.
Thus, there exists j ∈ {1, 2} such that Vj = ∅, implying the statement. 
Lemma 2.3. For n ∈ N, let Wi := {x ∈ P1,anK : |Pi| ⊲⊳i ri}, where Pi ∈ K[T ] is irreducible,
ri ∈ R>0\
√|k×|, ⊲⊳i∈ {6,>}, i ∈ {1, 2, . . . , n}. Suppose for all i 6= j, Wi 6⊆ Int(Wj).
Then, for V :=
⋂n
i=1Wi, ∂V =
⋃n
i=1 ∂Wi.
Proof. Since Int(V ) =
⋂n
j=1 Int(Wj), we obtain that ∂V =
(⋂n
j=1Wj
)
\ (⋂ni=1 Int(Wi)) =⋃n
i=1
⋂n
j=1(Wi\Int(Wj)). Suppose there exist i, j ∈ {1, 2, . . . , n} such thatWi\Int(Wj) = ∅.
Then, Wi ⊆ Int(Wj), contradicting the hypothesis of the statement.
Hence, for any i, j, Wi\Int(Wj) 6= ∅. In particular, this means that Wi ∩ Int(Wj) is a
strict open subset of Wi, so contained in Int(Wi). Consequently, {ηPi,ri} =Wi\Int(Wi) ⊆
Wi\(Wi∩Int(Wj)) ⊆Wi\Int(Wj). This implies that for any i,
⋂n
j=1(Wi\Int(Wj)) = {ηPi,ri}.
Finally, ∂V = {ηPi,ri : i = 1, 2, . . . , n}, proving the statement. 
If U ⊆ {x : |Ri|x 6 ri} (resp. U ⊆ {x : |Ri|x > ri}), set Ui = {x : |Ri|x 6 ri}
(resp. Ui = {x : |Ri|x > ri}). Remark that for all i, Ui is connected and contains U. Set
V =
⋂n
i=1 Ui. Let us show that ∂V = ∂U. Assume there exist i, j such that Ui ⊆ Int(Uj).
Then, ηRj ,rj 6∈∈ Ui, so ηRj ,rj 6∈ U , contradiction. Thus, Lemma 2.3 is applicable, and so
∂V = {ηRi,ri} = ∂U.
Remark that V is a connected affinoid domain (as an intersection of connected affinoid
domains) of P1,anK . Also, U ⊆ V and ∂U = ∂V. Let us show that U = V. Suppose there
exists some x ∈ V \U. Then, x ∈ Int(V ). Let y ∈ Int(U) ⊆ Int(V ). The unique arc [x, y]
in P1,anK connecting x and y is contained in Int(V ) (by connectedness of the latter, see
Lemma 8.8). At the same time, since x 6∈ U and y ∈ U, the arc [x, y] intersects ∂U = ∂V,
contradiction. Thus, U = V =
⋂n
i=1 Ui. 
In particular, the result above implies that every connected affinoid domain of P1,anK
with only type 3 points in its boundary is a rational domain.
Recall that P1,anK is uniquely arcwise-connected. For any x, y ∈ P1,anK , we denote by [x, y]
the unique arc in P1,anK connecting x and y.
Lemma 2.4. Let K be a complete ultrametric field. Let U, V be connected affinoid domains
of P1,anK containing only type 3 points in their boundaries, such that U ∩ V = ∂U ∩ ∂V
is a single type 3 point {ηR,r} (i.e. R is an irreducible polynomial over K and r ∈
R>0\
√|K×|).
• If U ⊆ {x ∈ P1,anK : |R|x 6 r} (resp. U ⊆ {x ∈ P1,anK : |R|x > r}), then V ⊆ {x ∈
P1,anK : |R|x > r} (resp. V ⊆ {x ∈ P1,anK : |R|x 6 r}).
• Suppose U ⊆ {x ∈ P1,anK : |R|x 6 r}. Set ∂U = {ηR,r, ηPi,ri}ni=1 and ∂V =
{ηR,r, ηP ′j ,r′j}mj=1, so that U = {x ∈ P
1,an
K : |R|x 6 r, |Pi|x ⊲⊳i ri, i} and V =
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{x ∈ P1,anK : |R|x > r, |P ′j |x ⊲⊳′j r′j , j}, where ⊲⊳i, ⊲⊳′j∈ {6,>}, Pi, P ′j ∈ K[T ] are
irreducible, and ri, r
′
j ∈ R>0\
√|K×| for all i, j.
Then, U ∪ V = {x ∈ P1,anK : |Pi|x ⊲⊳i ri, |P ′j |x ⊲⊳′j r′j , i = 1, . . . , n, j = 1, . . . ,m}.
If n = m = 0, this means that U ∪ V = P1,anK .
Proof. (1) Remark that if U ⊆ V, then U = {ηR,r}, so the statement is trivially
satisfied. The same is true if V ⊆ U. Let us suppose that neither of U, V is
contained in the other.
Suppose U ⊆ {x ∈ P1,anK : |R|x 6 r} and V ⊆ {x ∈ P1,anK : |R|x 6 r}. Let
u ∈ U\V and v ∈ V \U. Since u, v ∈ {x : |R|x < r} - which is a connected set
(Lemma 8.8), [u, v] ⊆ {x : |R|x < r}. At the same time, since [u, ηR,r] ⊆ U and
[ηR,r, v] ⊆ V, [u, ηR,r] ∩ [ηR,r, v] = {ηR,r}, so the arc [u, v] = [u, ηR,r] ∪ [ηR,r, v]
contains the point ηR,r. This is in contradiction with the fact that [u, v] ⊆ {x :
|R|x < r}. The case U, V ⊆ {x ∈ P1,anK : |R|x > r} is shown to be impossible in the
same way. (This property is true regardless of whether ∂U\{ηR,r} and ∂V \{ηR,r}
contain only type 3 points or not.)
(2) The statement is clearly true if m = n = 0, so we may assume that is not the case.
Remark that ∂(U ∪ V ) ⊆ ∂U ∪ ∂V. Let η ∈ ∂U\V. Let G be any neighborhood
of η in P1,anK . Since V is closed, there exists a neighborhood G
′ ⊆ G of η such that
G′ ∩ V = ∅. Since η ∈ ∂U, G′ contains points of both U and UC . Consequently,
G′, and thus G, contain points of both U ∪V and UC ∩V C = (U ∪V )C . Seeing as
this is true for any neighborhood G of η, we obtain that η ∈ ∂(U ∪ V ), implying
∂U\V ⊆ ∂(U ∪ V ). Similarly, ∂V \U ⊆ ∂(U ∪ V ). It only remains to check for the
point ηR,r.
Let x ∈ Int(U) ⊆ Int(U ∪ V ) and y ∈ Int(V ) ⊆ Int(U ∪ V ). Remark that x 6∈ V
and y 6∈ U. Furthermore, |R|x < r and |R|y > r. Consequently, ηR,r ∈ [x, y]. Since
U ∪V is a connected affinoid domain containing only type 3 points in its boundary,
its interior is connected (see Lemma 8.8). Consequently, [x, y] ⊆ Int(U ∪ V ), and
hence ηR,r ∈ Int(U ∪ V ).
We have shown that ∂(U ∪ V ) = {ηPi,ri, ηP ′j ,r′j : i, j}. Since U ⊆ {x : |Pi|x ⊲⊳i ri}
and V ⊆ {x : |P ′j |x ⊲⊳′j r′j} for all i, j, we obtain that
U ∪ V = {x : |Pi|x ⊲⊳i ri, |P ′j |x ⊲⊳′j r′j , i, j}.

2.2. The general setting. Let k be a complete ultrametric field. We start by recalling
the important notion of dimension for k-analytic spaces in the Berkovich sense.
Remark 2.5. Let Y be a k-analytic space. Recall that for y ∈ Y, the local ring OY,y
is endowed with a semi-norm. The completed residue field of y, denoted H(y), is the
completion of the residue field κ(y) := OY,y/my of y, where my is the maximal ideal of
the local ring OY,y (see [22, Definition 14.8]). Remark that H(y) is a complete ultrametric
field.
The dimension of Y , denoted dimY , is defined to be the supy∈Y d(H(y)/k), where
d(H(y)/k) := deg tr
k˜
H(y) + dimQ |H(y)×|/|k×| ⊗Z Q,
and k˜, H˜(y) are the residue fields of k,H(y), respectively (see [11, 1.14]).
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Notation 2.6. Let S be a normal good k-analytic space (i.e. affinoid domains form a
basis of the Berkovich topology on S). Suppose that dimS < dimQR>0/|k×| ⊗Z Q. Let
us denote by π the structural morphism P1,anS → S. Let x ∈ S be such that OS,x is a field.
Let Fx be the fiber of x on P
1,an
S , which can be endowed with the analytic structure of
P1,anH(x).
Remark that a connected affinoid domain of S is integral.
Let us explain the hypothesis on the dimension of S in Notation 2.6. As in [26], type 3
points play a very important role for obtaining patching results around the fiber Fx.
Hence, their existence on the fiber is crucial and, as will be seen in the next lemma, this is
guaranteed by the condition we imposed on the dimension of S. Recall that for a complete
ultrametric field K, a K-analytic curve contains type 3 points if and only if
√|K×| 6= R>0.
Lemma 2.7. Let Y be a normal k-analytic space such that dimY < dimQR>0/|k×|⊗ZQ.
Then, for any y ∈ Y, √|H(y)×| 6= R>0.
Proof. For any y ∈ Y, we have
dimQ |H(y)×|/|k×| ⊗Z Q 6 d(H(y)/k) 6 dimY < dimQR>0/|k×| ⊗Z Q.
Consequently,
√|H(y)×| 6= R>0. 
By Lemma 2.7, in Notation 2.6, P1,anH(x) contains type 3 points.
Lemma 2.8. Let U be a connected affinoid domain of P1,anH(x) with only type 3 points in its
boundary. Then, all the polynomials Ri from Proposition 2.1 can be chosen so that their
coefficients are in Ox.
Proof. Let η ∈ ∂U. It suffices to show that there exist P ∈ Ox[T ] irreducible over H(x)
and p > 0, such that η = ηP,p.
The connected components of P1,anH(x)\{η} are virtual discs. Let us fix one that does not
contain the point ∞. We need to show it contains a rigid point ηR,0 with R ∈ Ox[T ] with
R irreducible over H(x). This follows immediately from the density of Ox in H(x). 
Remark 2.9. Let U be a connected affinoid domain of P1,anH(x) containing only type 3
points in its boundary. Then, there exist polynomials Ri ∈ Ox[T ] irreducible over H(x)
and positive real numbers ri, i = 1, 2, . . . , n, such that U = {u ∈ P1,anH(x) : |Ri|u ⊲⊳i ri, i =
1, 2, . . . , n}, where ⊲⊳i∈ {6,>} for all i. Consequently, there exists some connected affinoid
neighborhood Z of x in S, such that Ri ∈ O(Z)[T ] for all i. Hence, the affinoid domain
U can be thickened to an affinoid domain {u ∈ P1,anZ : |Ri|u ⊲⊳i ri, i = 1, 2, . . . , n} of
π−1(Z) = P1,anZ . The role of nice covers in this relative setting will be played by covers
that are constructed by thickening affinoid domains of the fiber P1,anH(x).We now study some
properties of such domains which make patching possible.
2.3. A Theorem: Thickenings of Type 3 Points. Following Notation 2.6, the goal of
this part is to show:
Theorem 2.10. Let ηR,r be a type 3 point of P
1,an
H(x), where R ∈ Ox[T ] is irreducible over
H(x) and r ∈ R>0\
√|H(x)×|. There exists a connected affinoid neighborhood Z0 of x in
S, such that
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• R ∈ O(Z0)[T ],
• for any connected affinoid neighborhood Z ⊆ Z0 of x, the set {u ∈ P1,anZ : |R|u = r}
is a connected affinoid domain of P1,anZ .
Proof. Without loss of generality, since Ox is a field, we may assume that R(T ) is a unitary
polynomial.
To prove the statement, we need several auxiliary lemmas.
Lemma 2.11. Let K be a complete ultrametric field. Let R(T ) be a split unitary poly-
nomial over K. Let r ∈ R>0. Then, for any root α of R(T ) there exists a unique positive
real number sα such that {y ∈ P1,anK : |R(T )|y = r} =
⋃
R(α)=0{y ∈ P1,anK : |T − α|y = sα}.
The point ηα,sα is the only point y of the arc [ηα,0,∞] in P1,anK for which |R(T )|y = r.
Furthermore, r = sα ·
∏
R(β)=0,α6=β max(sα, |α− β|).
Proof. Remark that if y ∈ P1,anK is such that |R(T )|y = 0, then
∏
R(α)=0 |T − α|y = 0,
meaning there exists a root α0 of R(T ) such that |T − α0|y = 0 (notice that we haven’t
assumed R(T ) to be separable, i.e. there could be roots with multiplicities). This deter-
mines the unique point ηα0,0 in P
1,an
K . Thus, the zeros of R(T ) in P
1,an
K are ηα,0, R(α) = 0.
Remark also that R has only one pole in P1,anK and that is the point ∞.
By [9, 3.4.23.1], the analytic function R(T ) on P1,anK is locally constant everywhere out-
side of the finite graph Γ :=
⋃
R(α)=0[ηα,0,∞]. Furthermore, its variation is compatible
with the canonical retraction d : P1,anK → Γ in the sense that |R(T )|y = |R(T )|d(y) for
any y ∈ P1,anK (cf. [9, 3.4.23.8]). By [9, 3.4.24.3], R(T ) is continuously strictly increasing
in all the arcs [ηα,0,∞], R(α) = 0, where |R(T )|ηα,0 = 0 and |R(T )|∞ = +∞. Conse-
quently, |R(T )| attains the value r exactly one time on each arc [ηα,0,∞]. Suppose sα is
the unique positive real number for which |R(T )|ηα,sα = r. Then,
∏
R(β)=0 |T − β|ηα,sα =
sα ·
∏
R(β)=0,α6=β max(sα, |α − β|) = r.
We have shown that there exist positive real numbers sα such that {y ∈ Γ : |R|y = r} =
{ηα,sα : R(α) = 0}. As mentioned before, the variation of R is compatible with the
canonical retraction d of P1,anK to Γ. Since d
−1(ηα,sα) = {y ∈ P1,anK : |T − α|y = sα}, we
finally obtain that {y ∈ P1,anK : |R|y = r} =
⋃
R(α)=0{y ∈ P1,anK : |T − α|y = sα} with sα as
above. 
Let Z1 be some connected affinoid neighborhood of x in S such that R ∈ O(Z1)[T ]. Let
E be a finite field extension of M (Z1) on which R(T ) splits. Since O(Z1) is Japanese (see
[2, Proposition 2.1.14]), its integral closure in E is a finiteO(Z1)-algebra, and in particular,
an integral k-affinoid algebra (see [11, 0.8]). Let us denote by Z ′ the corresponding integral
k-affinoid space.
By construction, we have a finite morphism ϕ : Z ′ → Z1 inducing a finite morphism
ψ : P1,anZ′ → P1,anZ1 , and the polynomial R(T ) is split over O(Z ′). Set {x1, x2, . . . , xt} :=
ϕ−1(x). Let us study the affinoid domain |R(T )| = ∏R(α)=0 |T − α| = r in P1,anZ′ , i.e. the
affinoid {u ∈ P1,anZ′ :
∏
R(α)=0 |T − α|u = r}.
Since ϕ is a finite morphism,
√|H(x)×| = √|H(xi)×| for any i = 1, 2, . . . , t, so
r 6∈√|H(xi)×|. By Lemma 2.11, there exist positive real numbers sα,xi , R(α) = 0,
such that {u ∈ P1,anH(xi) : |R|u = r} =
⋃
R(α)=0{u ∈ P1,anH(xi) : |T − α|u = sα,xi}.
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Since r 6∈ √|H(xi)×|, {u ∈ P1,anH(xi) : |R|u = r} cannot contain any type 2 points, so
sα,xi 6∈
√|H(xi)×| ∪ {0} and {u ∈ P1,anH(xi) : |R|u = r} = {ηα,sα,xi : R(α) = 0} (for
a ∈ k, r ∈ R>0, recall the notation ηa,r in [29, 1.1.2.3]).
Lemma 2.12. For any i ∈ {1, 2, . . . , t}, and any root α of R(T ), there exists a connected
affinoid neighborhood Z ′i of xi and a continuous function s
i
α : Z
′
i → R>0 such that for any
y ∈ Z ′i,
{u ∈ P1,anH(y) : |R|u = r} =
⋃
R(α)=0
{u ∈ P1,anH(y) : |T − α|u = siα(y)}.
Furthermore, we may assume that for any j 6= i, xj 6∈ Z ′i.
Proof. Let us fix an i ∈ {1, 2, . . . , t} and a root α of R(T ) of multiplicity m. Let
α1, α2, . . . , αn be the rest of the roots (with multiplicity) of R(T ), ordered in such a way
that for any j 6 l, |α − αj |xi 6 |α − αl|xi . As remarked above, sα,xi 6∈
√|H(xi)×| ∪ {0},
so sα,xi 6= |α − αj|xi for all j = 1, 2, . . . , n. Set α0 := α. Then, there exists a unique
j0 ∈ {0, 1, . . . , n}, such that |α − αj |xi < sα,xi < |α− αl|xi for all j, l for which j 6 j0 < l
(in particular, if j0 = 0, this means that 0 < sα,xi < |α − α1|xi , and if j0 = n, that
|α− αn|xi < sα,xi). Since in P1,anH(xi) :
r = |R|ηα,sα,xi = |T − α|
m
ηα,sα,xi
n∏
j=1
|T − αi|ηα,sα,xi = s
m
α,xi ·
n∏
j=1
max(sα,xi , |α− αj |xi),
we obtain that sα,xi = j0+m
√
r∏n
j=j0+1
|α−αj |xi
(this means that sα,xi =
n+m
√
r if j0 = n.)
Note that |α− αj |xi 6= 0 for all j > j0 seeing as sα,xi < |α− αj |xi .
Since the function Z ′ → R>0, y 7→ |α − αj |y is continuous for all j = 1, 2, . . . , n, there
exists a connected affinoid neighborhood Zi,1 of xi in Z
′ such that |α − αj |y 6= 0 for all
j > j0 and all y ∈ Zi,1.
Let us define siα : Zi,1 → R>0 by y 7→ j0+m
√
r∏n
j=j0+1
|α−αj |y
. It is a continuous function
and sα,xi = s
i
α(xi). Also, |α − αj |xi < siα(xi) < |α − αl|xi for all j, l for which j 6 j0 < l.
Since on all sides of these strict inequalities we have continuous functions, there exists a
connected affinoid neighborhood Z ′i of xi in Zi,1 such that for all y ∈ Z ′i, siα(y) is positive
and |α− αj |y < siα(y) < |α− αl|y for all j, l for which j 6 j0 < l.
Consequently, for y ∈ Z ′i, in P1,anH(y), |R(T )|ηα,siα(y) = s
i
α(y)
j0+m ·∏nj=j0+1 |α − αj |y = r.
We can now conclude by using Lemma 2.11.
Finally, the last part of the statement is a direct consequence of the fact that Z ′ is
Hausdorff. 
Remark 2.13. Lemma 2.12 is clearly true for any connected affinoid neighborhood of xi
contained in Z ′i.
Let Zi be any connected affinoid neighborhood of xi such that Zi ⊆ Z ′i. In view of
Lemma 2.12, for any i ∈ {1, 2, . . . , t}, {u ∈ P1,anZi : |R(T )|u = r} =
⋃
R(α)=0{u ∈ P1,anZi :
|T−α|u = siα(π(u))}. For any root α of R(T ), set Sα,Zi := {u ∈ P1,anZi : |T−α|u = siα(π(u))}.
Lemma 2.14. For i ∈ {1, 2, . . . , t}, the set Sα,Zi is connected.
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Proof. Seeing as siα is a continuous function, Sα,Zi is a closed and hence compact subset
of P1,anZi . Suppose that Sα,Zi is not connected and assume it can be written as a dis-
joint union of two closed subsets S′α,Zi and S
′′
α,Zi
. Since Sα,Zi is compact in P
1,an
Zi
, so are
S′α,Zi and S
′′
α,Zi
. Since the morphism π is proper, π(S′α,Zi) and π(S
′′
α,Zi
) are both com-
pact subsets of Zi. Also, π(Sα,Zi) = Zi, implying Zi = π(S
′
α,Zi
) ∪ π(S′′α,Zi). Assume
that π(S′α,Zi) ∩ π(S′′α,Zi) 6= ∅. This means that there exists a point y ∈ Zi, such that
both P1,anH(y) ∩ S′α,Zi and P
1,an
H(y) ∩ S′′α,Zi are non-empty. But then, the connected domain
{u ∈ P1,anH(y) : |T − α|u = siα(y)} of P1,anH(y) can be written as the union of two disjoint
closed subsets, which is impossible. Thus, π(S′α,Zi) ∩ π(S′′α,Zi) = ∅, so Zi can be written
as a disjoint union of two closed subsets. This is impossible seeing as Zi is connected.
Consequently, Sα,Zi is connected. 
Recall that the finite morphism Z ′ → Z1 was denoted by ϕ. Let Ui ⊆ Z ′i be open
neighborhoods of xi in Z
′, i = 1, 2, . . . , n. Then, by [13, Lemma I.1.2], there exists a
neighborhood U of x in Z, such that ϕ−1(U) ⊆ ⋃ti=1 Ui ⊆ ⋃ti=1 Z ′i. Let Z0 ⊆ U be any
connected affinoid neighborhood of x. Then, ϕ−1(Z0) (which is a subset of
⋃t
i=1 Z
′
i) is an
affinoid domain of Z ′.
Any connected component C of ϕ−1(Z0) is mapped surjectively onto Z0. To see this,
remark that ϕ is at the same time a closed and open morphism (see [2, Lemma 3.2.4]).
Consequently, ϕ(C) is a closed and open subset of Z0. Since Z0 is connected, ϕ(C) = Z0.
Thus, for any i, there exists exactly one connected component Zi of ϕ
−1(Z0) containing xi
and ϕ−1(Z0) =
⋃t
i=1 Zi. By construction, Zi ⊆ Z ′i.
Let us look at the induced finite morphism ψ : P1,an
ϕ−1(Z0)
=
⊔t
i=1 P
1,an
Zi
→ P1,anZ0 . The
preimage of {u ∈ P1,anZ0 : |R|u = r} by ψ is the affinoid {u ∈ P
1,an
ϕ−1(Z0)
: |R|u = r}. Recall
that for any i, {u ∈ P1,anZi : |R|u = r} =
⋃
R(α)=0 Sα,Zi , so
{u ∈ P1,an
ϕ−1(Z0)
: |R|u = r} =
t⋃
i=1
⋃
R(α)=0
Sα,Zi .
By Lemma 2.14, each of the Sα,Zi is connected, and thus so is ψ(Sα,Zi). Since Sα,Zi∩{u ∈
P1,anH(xi) : |R|u = r} 6= ∅, we also have ψ(Sα,Zi) ∩ {u ∈ P
1,an
H(x) : |R|u = r} 6= ∅. Consequently,
the type 3 point ηR,r ∈ P1,anH(x) is contained in all of the Sα,Zi .
Finally, seeing as {u ∈ P1,an
ϕ−1(Z0)
: |R|u = r} can be written as a finite union of connected
sets, all of which contain a common point, it is connected.
It is immediate from the constructions we made that the same is true for any other
connected affinoid neighborhood of x contained in Z0. 
2.4. Towards Relative Nice Covers. We construct here a relative version of nice covers
around the fiber.
Definition 2.15. Let Pi ∈ Ox[T ] be irreducible over H(x) and ri ∈ R>0, i = 1, 2, . . . , n.
The set A = {u ∈ P1,anH(x) : |Pi|u ⊲⊳i ri, i = 1, 2, . . . , n}, where ⊲⊳i∈ {6,>}, is an affinoid
domain of P1,anH(x). For any affinoid neighborhood Z of x for which Pi ∈ O(Z)[T ] for all i =
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1, 2, . . . , n, we will denote byAZ the affinoid domain {u ∈ P1,anZ : |Pi|u ⊲⊳i ri, i = 1, 2, . . . , n}
of P1,anZ and call it the Z-thickening of A.
Remark 2.16. The thickening of an affinoid domain of P1,anH(x) depends on the polynomials
we choose to represent its boundary points. Hence, from now on, when speaking of the
thickening of such an affinoid, we will, unless it plays a specific role (in which case we
mention it explicitely), always assume that a writing of the boundary points was fixed a
priori.
Recall Notation 2.6.
Let U and V be connected affinoid domains of P1,anH(x) containing only type 3 points
in their boundaries. Suppose that U ∩ V is a single type 3 point {η}. This means that
U ∩ V = ∂U ∩ ∂V = {η}. By Lemma 2.8, there exist R(T ) ∈ Ox[T ] irreducible over H(x)
and r ∈ R>0\
√|H(x)| such that η = ηR,r.
By Lemma 2.2, either U ⊆ {u ∈ P1,anH(x) : |R|u 6 r} or U ⊆ {u ∈ P1,anH(x) : |R|u > r}.
Without loss of generality, let us assume U ⊆ {u ∈ P1,anH(x) : |R|u 6 r}. Then, by Lemma 2.4,
V ⊆ {u ∈ P1,anH(x) : |R|u > r}. Set ∂U = {ηR,r, ηPi,ri}ni=1 and ∂V = {ηR,r, ηP ′j ,r′j}mj=1, where
Pi, P
′
j ∈ Ox[T ] are irreducible over H(x), and ri, r′j ∈ R>0\
√|H(x)×|, for all i and j. By
Proposition 2.1:
U = {u ∈ P1,anH(x) : |R|u 6 r, |Pi|u ⊲⊳i ri, i = 1, 2, . . . , n},
V = {u ∈ P1,anH(x) : |R|u > r, |P ′j |u ⊲⊳′j r′j , j = 1, 2, . . . ,m},
where ⊲⊳i, ⊲⊳
′
j∈ {6,>} for all i, j. There exists a connected affinoid neighborhood Z of x
in S, such that Pi, P
′
j , R ∈ O(Z)[T ] for all i, j. Let us study the relationship between the
Z-thickenings UZ , VZ of U and V, respectively.
Proposition 2.17. There exists a connected affinoid neighborhood Z ′ ⊆ Z of x such that:
(1) UZ′ ∩ VZ′ = (U ∩ V )Z′ = {u ∈ P1,anZ′ : |R|u = r};
(2) UZ′ ∪VZ′ = (U ∪V )Z′ = {u ∈ P1,anZ′ : |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j , i, j} (see Lemma 2.4).
If n = m = 0, this means that UZ′ ∪ VZ′ = P1,anZ′ .
The same is true for any connected affinoid neighborhood Z ′′ ⊆ Z ′ of x.
Proof. Recall that we denote by Fx the fiber of x with respect to the morphism π. We will
make use of the following:
Lemma 2.18. Let A,B,C be closed subsets of P1,anZ such that A∩B∩Fx = C∩Fx. Suppose
there exists an open W of P1,anZ such that A ∩ B ∩W = C ∩W and C ∩ Fx ⊆W. Then,
there exists a connected affinoid neighborhood Z ′ ⊆ Z of x such that for any connected
affinoid neighborhood Z ′′ ⊆ Z ′ of x, A ∩B ∩ π−1(Z ′′) = C ∩ π−1(Z ′′).
Proof. Set F1 = A ∩ B ∩ W c, and F2 = C ∩ W c, where W c is the complement of W
in P1,anZ . Remark that Fi is a closed hence compact set, and that Fi ∩ Fx = ∅, i = 1, 2.
Since π is proper, π(Fi) is a closed subset of Z, and it does not contain x. Thus, there
exists a connected affinoid neighborhood Z ′ ⊆ Z of x such that Z ′ ∩ π(Fi) = ∅, i = 1, 2.
Consequently, π−1(Z ′) ∩ Fi = ∅.
Remark that π−1(Z ′)∩F1 = π−1(Z ′)∩A∩B∩W c = ∅, so π−1(Z ′)∩A∩B ⊆W. Similarly,
π−1(Z ′)∩C ⊆W. Finally, A∩B ∩ π−1(Z ′) = A∩B ∩ π−1(Z ′)∩W = C ∩W ∩ π−1(Z ′) =
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C ∩ π−1(Z ′). Clearly, the same remains true when replacing Z ′ by any connected affinoid
neighborhood Z ′′ ⊆ Z ′. 
(1) Set W = {u ∈ P1,anZ : |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j, i, j}, where ⊲⊳i (resp. ⊲⊳′j) is the strict
version of ⊲⊳i (resp. ⊲⊳
′
j), meaning for example if ⊲⊳i is 6 then ⊲⊳i is < . Set also
A = UZ ,B = VZ , and C = {u ∈ P1,anZ : |R|u = r}. Remark that: W is open, A,B,C
are closed, A∩B∩W = {u ∈ P1,anZ : |R|u = r, |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j, i, j} = C∩W ,
and A∩B∩Fx = U∩V = {ηR,r} = C∩Fx. By Lemma 2.18, there exists a connected
affinoid neighborhood Z ′ of x such that UZ′ ∩ VZ′ = {u ∈ P1,anZ′ : |R|u = r} = (U ∩
V )Z′ , and the same remains true when replacing Z
′ with any connected affinoid
neighborhood Z ′′ ⊆ Z ′ of x.
(2) SetW = {u ∈ P1,anZ : |P ′j |u ⊲⊳′j r′j , j = 1, . . . ,m}, where ⊲⊳′j is the strict version of ⊲⊳′j
. Set also A = C = UZ and B = {u ∈ P1,anZ : |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j, i, j}. Clearly,
W is open andA,B,C are closed. Also, A ∩B ∩W = {u ∈ P1,anZ′ : |R|u 6 r,|Pi|u ⊲⊳i
ri, |P ′j |u ⊲⊳′j r′j , i, j} = C ∩W.
Let us look at the affinoid domain V1 := {y ∈ P1,anH(x) : |P ′j |y ⊲⊳′j r′j , j = 1, . . . ,m}
of P1,anH(x). As ∂V = {ηR,r, ηP ′j ,r′j}mj=1, for any i 6= j, {|P ′i | ⊲⊳′i r′i} 6⊆ {|P ′j |⊲⊳′jr′j}.
Otherwise, V ⊆ {|P ′i | ⊲⊳′i r′i} ⊆ {|P ′j |⊲⊳′jr′j}, implying ηP ′j ,r′j 6∈ V, contradiction. By
Lemma 2.3, ∂V1 = {ηP ′j ,r′j}mj=1, and so Int(V1) is W ∩P
1,an
H(x). Remark that V ⊆ V1,
so ηR,r ∈ V1.
Lemma 2.19. {y ∈ P1,anH(x) : |R|y 6 r} ⊆ Int(V1).
Proof. Suppose there exists w ∈ P1,anH(x) such that |R|w < r and w 6∈ V1. Then, there
exists j0 ∈ {1, 2, . . . ,m}, such that |P ′j0 |w ⊲⊳′Cj0 r′j0 , where ⊲⊳′Cj0 is the inverse sign to
⊲⊳′j0 (e.g. if ⊲⊳
′
j0
is 6 then ⊲⊳′Cj0 is >). Let v ∈ Int(V ) ⊆ Int(V1), so that |R|v > r
and |P ′j0 |v⊲⊳′j0r′j0 . Let us look at the unique arc [v,w] in P
1,an
H(x). Since |R|v > r and
|R|w < r, ηR,r ∈ [v,w]. The same is true for ηP ′j0 ,r′j0 .
We have that [w, v] = [w, ηP ′j0 ,r
′
j0
] ∪ [ηP ′j0 ,r′j0 , v]. Since |R|ηP ′j0 ,r′j0 > r (recall
ηP ′j0 ,r
′
j0
∈ V and the only point of P1,anH(x) satisfying |R| = r is ηR,r) and |R|w < r, we
obtain that ηR,r ∈ [w, ηP ′j0 ,r′j0 ]. Thus, we can write the following decomposition of
the arc connecting v and w: [w, v] = [w, ηR,r ]∪[ηR,r, ηP ′j0 ,r′j0 ]∪[ηP ′j0 ,r′j0 , v]. Similarly,
|P ′j0 |ηR,r⊲⊳′j0rj and |P ′j0 |z ⊲⊳′Cj0 r′j0 , so ηP ′j0 ,r′j0 ∈ [w, ηR,r], which is in contradiction
with the injectivity of [w, v]. Thus, {y ∈ P1,anH(x) : |R|y 6 r} = {y ∈ P1,anH(x) : |R|y < r}∪
{ηR,r} ⊆ V1.
We showed before that ∂V1 = {ηP ′j ,r′j}nj=1. Since for any j, ηP ′j ,r′j ∈ V, |R|ηP ′j ,r′j >
r. This implies that ηP ′j ,r′j 6∈ {y ∈ P
1,an
H(x) : |R|y 6 r}. Consequently, ∂V1 ∩ {y ∈
P1,an
H(x)
: |R|y 6 r} = ∅, implying {y ∈ P1,anH(x) : |R|y 6 r} ⊆ Int(V1). 
From the lemma above, U ⊆ {y ∈ P1,anH(x) : |R|y 6 r} ⊆ Int(V1) = W ∩ P1,anH(x).
Thus, A ∩B ∩ Fx = {y ∈ P1,anH(x) : |R|y 6 r, |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j, i, j} = U ∩ V1 =
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U = C ∩ Fx ⊆ V1 ⊆W. This means that Lemma 2.18 is applicable, so there exists
a connected affinoid neighborhood Z ′1 ⊆ Z of x such that UZ ∩ B ∩ π−1(Z ′1) =
UZ ∩ π−1(Z ′1), implying UZ′1 ⊆ B ∩ π−1(Z ′1), and the same remains true for any
connected affinoid neighborhood Z ′′1 ⊆ Z ′1 of x.
Using similar arguments one shows that there exists a connected affinoid neigh-
borhood Z ′2 ⊆ Z of x such that VZ′2 ⊆ B ∩π−1(Z ′2), and the same remains true for
any connected affinoid neighborhood Z ′′2 ⊆ Z ′2 of x.
Thus, there exists a connected affinoid neighborhood Z ′ ⊆ Z of x such that
UZ′ ∪ VZ′ ⊆ BZ′ := {u ∈ P1,anZ′ : |Pi|u ⊲⊳i ri, |P ′j |u ⊲⊳′j r′j , i, j}, and the same
is true for any connected affinoid neighborhood Z ′′ ⊆ Z ′ of x. Let u ∈ BZ′′ :=
BZ′ ∩π−1(Z ′′). If |R|u 6 r, then u ∈ UZ′′ . If |R|u > r, then u ∈ VZ′′ . Consequently,
u ∈ UZ′′ ∪ VZ′′ , and UZ′′ ∪ VZ′′ = BZ′′ .

Let us show that this construction of affinoid domains in P1,anZ , where Z is a connected
affinoid neighborhood of x, gives us a family of neighborhoods of the points of Fx in P
1,an
Z
(given we choose Z small enough).
Lemma 2.20. Let A be an open subset of P1,anS such that A ∩ Fx 6= ∅. Let U = {u ∈
P1,anH(x) : |Pi|u ⊲⊳i ri, i = 1, 2, . . . , n}, ⊲⊳i∈ {6,>}, be any affinoid domain of P1,anH(x) contained
in A ∩ Fx, where Pi ∈ Ox[T ] is irreducible over H(x) and ri ∈ R>0, i = 1, 2, . . . , n. Then,
there exists a connected affinoid neighborhood Z of x, such that Pi ∈ O(Z)[T ] for all i,
and UZ ⊆ A. The same is true for any connected affinoid neighborhood Z ′ ⊆ Z of x.
Proof. Let Z0 be a connected affinoid neighborhood of x for which the thickening UZ0
exists. Suppose UZ0 6⊆ A. Then, UZ0\A is a non-empty compact subset of P1,anS . This
implies that π(UZ0\A) is a compact subset of S. Furthermore, since U ⊆ A, x 6∈ π(UZ0\A),
so there exists a connected affinoid neighborhood Z ⊆ Z0 of x such that Z∩π(UZ0\A) = ∅.
This implies that for any connected affinoid neighborhood Z ′ ⊆ Z of x, UZ′\A = π−1(Z ′)∩
(UZ0\A) = ∅, and finally that UZ′ ⊆ A. 
Let Ux be a nice cover of P1,anH(x). Let SUx = {η1, η2, . . . , ηt} be the set of intersection points
of the elements of Ux. For any ηi ∈ SUx , i = 1, 2, . . . , t, there exist Ri ∈ Ox[T ] irreducible
over H(x) and ri ∈ R>0\
√|H(x)×|, such that ηi = ηRi,ri . Since ⋃U∈Ux ∂U = SUx , all
pieces of Ux are a combination of intersections of the affinoid domains {|Ri| ⊲⊳i ri} of
P1,anH(x), where ⊲⊳i∈ {6,>}, i = 1, 2, . . . , t.
For any affinoid neighborhood Za of x such that Ri ∈ O(Za)[T ] for all i, let us denote
by UZa the set of Za-thickenings of the elements of Ux. Let Z ′ be a fixed connected affinoid
neighborhood of x such that Ri ∈ O(Z ′)[T ] for all i = 1, 2, . . . , t.
Theorem 2.21. There exists a connected affinoid neighborhood Z ⊆ Z ′ of x such that the
set UZ is a cover of P1,anZ , and
(1) for any U ∈ Ux, the Z-thickening UZ is a connected affinoid domain of P1,anZ ;
(2) for any different U, V ∈ Ux, either UZ∩VZ = ∅ or there exists a unique j ∈ {1, . . . , t}
such that UZ ∩ VZ = {u ∈ P1,anZ : |Rj |u = rj} = (U ∩ V )Z is a connected affinoid
domain of P1,anZ ; in particular, UZ ∩ VZ 6= ∅ if and only if U ∩ V 6= ∅;
20 VLERE¨ MEHMETI
(3) for any UZ , VZ ∈ UZ , UZ∪VZ is either P1,anZ or a connected affinoid domain of P1,anZ
that is the Z-thickening of U ∪ V.
The statement is true for any connected affinoid neighborhood Z ′′ ⊆ Z of x.
Proof. By Theorem 2.10, there exists a connected affinoid neighborhood Z of x, such that
Ri ∈ O(Z)[T ] and the affinoid domains {u ∈ P1,anZ : |Ri|u = ri} are all connected. We may
also assume that for any two non-disjoint elements U = {u ∈ P1,anH(x) : |Pi|u ⊲⊳i ri, |R|u 6 r :
i = 1, . . . , n} and V = {u ∈ P1,anH(x) : |P ′j |u ⊲⊳′j r′j , |R|u > r : j = 1, . . . ,m} of Ux, Proposi-
tion 2.17 holds.
Let Ux = {U1, U2, . . . , Un}. By [26, Lemma 2.20], there exist n − 1 elements of Ux
whose union is connected. Without loss of generality, let us assume that V :=
⋃n−1
l=1 Ul
is connected. By [9, The´ore`me 6.1.3], this is a connected affinoid domain, and V ∪ Un =
P1,an
H(x)
. Since V,Un, and Un ∪ V are connected subsets of P1,anH(x), Un ∩ V is a non-empty
connected set, hence a single type 3 point {ηRj ,rj} for some j ∈ {1, 2, . . . , t}. In particular,
this implies that Un = {u ∈ P1,anH(x) : |Rj |u ⊲⊳ rj}, where ⊲⊳∈ {6,>}. Let us assume
without loss of generality that Un = {u ∈ P1,anH(x) : |Rj |u > rj}. Then, V = {u ∈ P1,anH(x) :
|Rj |u 6 rj} (see Lemma 2.4 to recall what the inequalities for the union of two non-
disjoint elements of a nice cover look like). Consequently, Un,Z = {u ∈ P1,anZ : |Rj |u > rj}
and by Proposition 2.17, VZ =
(⋃n−1
l=1 Ui
)
Z
=
⋃n−1
i=1 Ui,Z = {u ∈ P1,anZ : |Rj |u 6 rj}, so
Un,Z ∪ VZ = P1,anZ , and UZ is a cover of P1,anZ .
Let U 6= V ∈ Ux. Clearly, if UZ ∩ VZ = ∅, then U ∩ V = ∅. Assume U ∩ V = ∅.
Suppose A := UZ ∩ VZ 6= ∅. Remark that A ∩ Fx = ∅. Since A is compact and π proper,
π(A) is a compact subset of Z not containing x. Thus, there exists a connected affinoid
neighborhood Z1 ⊆ Z, such that A∩π−1(Z1) = ∅, and UZ1∩VZ1 = ∅. Thus, we may assume
that for any disjoint U, V ∈ Ux, UZ ∩VZ = ∅, which, taking into account Proposition 2.17,
shows that property (2) of the statement is true.
Property (3) is a consequence of [2, Corollary 2.2.7(i)] if UZ ∩ VZ = ∅, and of Proposi-
tion 2.17 if not. Let Z be such that property (2) is satisfied. Suppose there exists U ∈ Ux
such that UZ is not connected. Let C be a connected component of UZ that doesn’t inter-
sect Fx, and B the connected component that does. For any V ∈ Ux for which U ∩V = ∅,
C∩VZ ⊆ UZ∩VZ = ∅. For any V ∈ Ux for which U∩V 6= ∅, there exists a unique j such that
UZ ∩ VZ = {u ∈ P1,anZ : |Rj |u = rj} is a connected affinoid domain, so UZ ∩ VZ = B ∩ VZ .
Consequently, C ∩ VZ = ∅. This means that C ∩
(
(UZ\C) ∪
⋃
V ∈Ux,U 6=V
VZ
)
= ∅, and
C ∪
(
(UZ\C) ∪
⋃
V ∈Ux,U 6=V
VZ
)
= P1,anZ , implying P
1,an
Z is not connected, contradiction.
This proves the first part of the statement.
The last part is immediate from the nature of the proof. 
Finally:
Definition 2.22. Let Ux be a nice cover of P1,anH(x), and Z a connected affinoid neighborhood
of x such that the Z-thickening of all of the elements of Ux exist. Let us denote this set
by UZ . We will say it is a Z-thickening of Ux. The set UZ will be said to be a Z-relative
nice cover of P1,anZ if the statement of Theorem 2.21 is satisfied.
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Remark 2.23. Whenever taking the thickening of a nice cover Ux of P1,anH(x) to obtain a Z-
relative nice cover of P1,anZ for a suitably chosen Z, we will suppose that a writing was fixed
simultaneously for all of the points of
⋃
U∈Ux
∂U, and that constructions were made based
on this “compatible” writing of the boundary points (as we did e.g. in Proposition 2.17
and Theorem 2.21). The same principle goes for any family of affinoid domains of P1,anH(x)
whose Z-thickenings we consider simultaneously.
We have shown:
Theorem 2.24. Let Ux be a nice cover of P1,anH(x). There exists a connected affinoid neigh-
borhood Z of x such that the Z-thickening of Ux exists and is a Z-relative nice cover of
P1,anZ . The same is true for any other connected affinoid neighborhood Z
′ ⊆ Z of x.
Corollary 2.25. Let U be a connected affinoid domain of P1,anH(x) containing only type 3
points in its boundary. There exists an affinoid neighborhood Z of x in S such that the
Z-thickening UZ exists and is connected. The same is true for any connected affinoid
neighborhood Z ′ ⊆ Z of x.
Proof. If U is a type 3 point, then this is Theorem 2.10. Suppose this is not the case.
By [26, Lemma 2.14], there exists a nice cover Ux of P1,anH(x) such that U ∈ Ux. Let Z be
a connected affinoid neighborhood of x such that the Z-thickening UZ exists and is a Z-
relative nice cover. Then, UZ ∈ UZ is connected. The last part of the statement is clear
since the same property is true in Theorem 2.21. 
Remark 2.26. The notion of a Z-relative nice cover can be extended to connected affinoid
domains of P1,anZ that are Z-thickenings of affinoid domains of P
1,an
H(x).
3. A norm comparison
As seen in the previous section, when constructing relative nice covers we often have
to restrict to smaller neighborhoods of the fiber. The same phenomenon appears when
trying to apply the patching results of Section 1 to this setting. This is why we need some
uniform-boundedness-type results.
Recall Notation 2.6. Let Z be any connected affinoid neighborhood of x in S. Set
AZ = O(Z). The k-algebra AZ is a k-affinoid algebra, and since Z is connected and
reduced (recall S is normal), AZ is an integral domain. By [22, Proposition 9.13], the
spectral norm ρZ of AZ is equivalent to the norm of AZ , and it satisfies: for all f ∈
AZ , |f |ρZ = maxy∈Z |f |y. In this section, for any connected affinoid neighborhood Z of x
in S, we endow the corresponding affinoid algebra AZ with its spectral norm ρZ .
For any positive real number r, we will use the notation AZ{rT−1} (where T is a fixed
variable on P1,anZ ) for the AZ -affinoid algebra
{∑
n>0
an
Tn : an ∈ AZ , limn→+∞ |an|ρZr−n = 0
}
with corresponding submultiplicative norm |∑n>0 anTn | := maxn |an|ρZr−n.
Remark 3.1. In what follows we suppose that the coefficient r is not an element of
√|k×|.
The only reason behind this assumption is to be able to guarantee the connectedness of
the affinoid domains that are considered. If we assume connectedness, then the rest works
the same regardless of whether r ∈√|k×| or not.
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3.1. The case of degree one polynomials. Let r ∈ R>0\
√|H(x)×|.
(1) Set X|T |6r,Z = {u ∈ P1,anZ : |T |u 6 r}. It is an affinoid domain of P1,anZ , and
O(X|T |6r,Z) = AZ{r−1T}, where
AZ{r−1T} = {
∑
n>0
anT
n, an ∈ AZ , lim
n→+∞
|an|ρZ rn = 0}
and it is endowed with the norm |∑n>0 anT n||T |6r,Z := maxn>0 |an|ρZ rn.
(2) Set X|T |>r,Z = {u ∈ P1,anZ : |T |u > r}. It is an affinoid domain of P1,anZ and
O(X|T |>r,Z) = AZ{rT−1}, where
AZ{rT−1} = {
∑
n>0
an
T n
: an ∈ AZ , lim
n→+∞
|an|ρZ r−n = 0}
and it is endowed with the norm |∑n>0 anT n||T |>r,Z := maxn≥0 |an|ρZ r−n.
(3) Set X|T |=r,Z = {u ∈ P1,anZ : |T |u = r}. It is an affinoid domain of P1,anZ and
O(X|T |=r,Z) = AZ{r−1T, rT−1}, where
AZ{r−1T, rT−1} = {
∑
n∈Z
anT
n : an ∈ AZ , lim
n→±∞
|an|ρZ rn = 0}
and it is endowed with the norm |∑n∈Z anT n||T |=r,Z := maxn∈Z |an|ρZ rn.
By Corollary 2.25, there exists a connected affinoid neighborhood ZT of x in S such that
for any connected affinoid neighborhood Z ⊆ ZT of x, the affinoids X|T |6r,Z,X|T |>r,Z and
X|T |=r,Z are connected (and hence integral). For the rest of this subsection, we suppose
Z ⊆ ZT .
Lemma 3.2. The norms | · ||T |6r,Z, | · ||T |>r,Z, | · ||T |=r,Z defined above are equal to the
spectral norms on AZ{r−1T}, AZ{rT−1}, AZ{r−1T, rT−1}, respectively.
Proof. By [2, Theorem 1.3.1], for any affinoid space X, its associated spectral norm ρX
has the property that |f |ρX = maxy∈X |f |y for all f ∈ O(X).
Let f =
∑
n>0 anT
n be any element of AZ{r−1T}. Let ρ|T |6r,Z denote the spectral
norm on the integral affinoid space X|T |6r,Z. We will show that |f ||T |6r,Z = |f |ρ|T |6r,Z . By
the remark in the paragraph above, |f |ρ|T |6r,Z = maxu∈X|T |6r,Z |f |u. For any y ∈ Z, the
fiber of X|T |6r,Z over y is the disc {u ∈ P1,anH(y) : |T |y 6 r}, whose Shilov boundary is the
singleton {ηy0,r} (i.e. the point η0,r ∈ P1,anH(y)). Consequently, in the fiber of X|T |6r,Z over y,
the function f attains its maximum on the point ηy0,r, implying |f |ρ|T |6r,Z = maxy∈Z |f |ηy0,r
(see also Lemma 3.24).
Since |f |ηy0,r = |
∑
n>0 anT
n|ηy0,r = maxn>0 |an|yrn, we obtain that
|f |ρ|T |6r,Z = maxy∈Z maxn>0 |an|yr
n.
At the same time, |f ||T |6r,Z = maxn>0 |an|ρZ rn = maxn>0maxy∈Z |an|yrn, implying the
equality of the statement.
The result is proven in the same way for the norms | · ||T |>r,Z and | · ||T |=r,Z . 
Corollary 3.3. Let Z1 ⊆ Z be a connected affinoid neighborhood of x. The restriction
morphism O(X|T |⊲⊳r,Z) → O(X|T |⊲⊳r,Z1) is a contraction with respect to the corresponding
norms | · ||T |⊲⊳r,Z and | · ||T |⊲⊳r,Z1 , ⊲⊳∈ {6,=,>}.
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Lemma 3.4. The restriction maps AZ{r−1T}, AZ{rT−1} →֒ AZ{r−1T, rT−1} are isome-
tries with respect to the corresponding norms | · ||T |6r,Z, | · ||T |>r,Z, and | · ||T |=r,Z .
Proof. Let f =
∑
n>0 anT
n ∈ AZ{r−1T}. Then, |f ||T |=r,Z = maxn |an|ρZ rn = |f ||T |6r,Z.
The same is true for A{rT−1}. 
Since H1(X|T |6r,Z ∪ X|T |>r,Z,O) = H1(P1,anZ ,O) = 0, we have the following exact se-
quence:
0→ AZ → AZ{r−1T} ⊕AZ{rT−1} → AZ{r−1T, rT−1} → 0,
which gives us a surjective morphism AZ{r−1T} ⊕ AZ{rT−1} ։ AZ{r−1T, rT−1}. Ad-
missibility follows from Banach’s Open Mapping Theorem if k is non-trivially valued (for
a proof see [6]), and by a change of basis followed by the Open Mapping Theorem if it is
(see [2, Chapter 2, Proposition 2.1.2(ii)]).
Lemma 3.5. For any c ∈ AZ{r−1T, rT−1}, there exist a ∈ AZ{r−1T}, b ∈ AZ{rT−1}
such that a+ b = c and |c||T |=r,Z = max(|a||T |6r,Z , |b||T |>r,Z).
Proof. Let c =
∑
n∈Z anT
n ∈ AZ{r−1T, rT−1}. Set a =
∑
n>0 anT
n and b =∑
n<0 anT
n. Clearly, a ∈ AZ{rT−1}, b ∈ AZ{r−1T} and a + b = c. Furthermore,
|a||T |6r,Z = maxn>0 |an|ρZ rn 6 maxn∈Z |an|ρZrn = |c||T |=r,Z , and the same is true for
b. Consequently, max(|a||T |6r,Z , |b||T |>r,T ) 6 |c||T |=r,Z . At the same time, |c||T |=r,Z 6
max(|a||T |=r,Z , |b||T |=r,Z) and by Lemma 3.4, this is equal to max(|a||T |6r,Z , |b||T |>r,Z).

Remark 3.6. All of the results of this subsection remain true if we replace T by T − α
for any α ∈ AZ .
3.2. The general case. Let P (T ) be a unitary polynomial over Ox, irreducible over
H(x), and of degree bigger than 1. Then, there exists an affinoid neighborhood Z ′ of x
such that P (T ) ∈ O(Z ′)[T ]. The connected affinoid neighbrohood Z of x in this subsection
will always be assumed to satisfy Z ⊆ Z ′ ∩ ZT .
Notation 3.7. Let r ∈ R>0\
√|H(x)×|. Set X|P |6r,Z = {u ∈ P1,anZ : |P |u 6 r}, X|P |>r,Z =
{u ∈ P1,anZ : |P |u > r} and X|P |=r,Z = {u ∈ P1,anZ : |P |u = r}. These are affinoid domains of
P1,anZ (furthermore, X|P |6r,Z andX|P |=r,Z are affinoid domains of A
1,an
Z ). By Corollary 2.25,
there exists an affinoid neighborhood ZP of x such that for any connected affinoid neigh-
borhood Z ⊆ ZP , X|P |6r,Z,X|P |>r,Z and X|P |=r,Z are connected (hence integral). For the
rest of this subsection, we assume that Z ⊆ Z ′ ∩ ZT ∩ ZP .
The rings O(X|P |6r,Z) and O(X|P |=r,Z) have been studied extensively and under more
general conditions by Poineau in [29, Chapter 5]. Restricted to our setting, the following
is shown:
Lemma 3.8. Let Z be a connected affinoid neighborhood of x, such that Z ⊆ Z ′∩ZT ∩ZP .
Then, O(X|P |6r,Z) ∼= O(X|T |6r,Z)[X]/(P (X) − T ) = AZ{r−1T}[X]/(P (X) − T ), and
O(X|P |=r,Z) = O(X|T |=r,Z)[Y ]/(P (Y )− T ) = AZ{r−1T, rT−1}[Y ]/(P (Y )− T ).
Proof. The statement can be seen by considering the finite morphism P1,anZ → P1,anZ induced
by AZ [T ]→ AZ [T ], T 7→ P (T ). 
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Lemma 3.9. Let jP denote the restriction morphism O(X|P |6r,Z) →֒ O(X|P |=r,Z). Then,
the following diagram commutes and jP (X) = Y.
AZ{r−1T}[X]/(P (X) − T ) AZ{r−1T, rT−1}[Y ]/(P (Y )− T )
AZ{r−1T} AZ{r−1T, rT−1}
jP
jT
Taking this into account, we will from now on write AZ{r−1T}[X]/(P (X) − T ) and
AZ{r−1T, rT−1}[X]/(P (X) − T ) (i.e. using the same variable X).
Proof. This follows again from the work of Poineau in [29, Chapter 5]. Remark that the
finite morphism AZ [T ] → AZ [T ], T → P (T ), induces a finite morphism ϕ : X|P |6r,Z →
X|T |6r,Z and ϕ
−1(X|T |=r,Z) = X|P |=r,Z . The vertical maps of the diagram above are
induced by ϕ, which implies its commutativity. Remark that jT (T ) = T. Also, since
ϕ−1(X|T |=r,Z) = X|P |=r,Z, we have that O(X|P |=r,Z) = O(X|P |6r,Z)⊗O(X|T |6r)O(X|T |=r,Z).
The restriction morphism jP is given by f 7→ f ⊗ 1, implying jP (X) = Y. 
Recall that O(X|P |6r,Z), O(X|P |>r,Z), and O(X|P |=r,Z) are affinoid algebras, meaning
they are naturally endowed with submultiplicative norms | · |6, | · |> and | · |=, respectively.
(These norms are uniquely determined only up to equivalence.) We start by giving an
explicit choice for | · |6 and | · |=.
The morphismAZ [T ]→ AZ [T ], T 7→ P (T ) induces a finite morphism ϕZ : P1,anZ → P1,anZ ,
for which ϕ−1Z (X|T |⊲⊳r,Z) = X|P |⊲⊳r,Z , where ⊲⊳∈ {6,=,>}. In particular, this gives rise
to a finite morphism X|P |⊲⊳r,Z → X|T |⊲⊳r,Z , hence to a finite morphism O(X|T |⊲⊳r,Z) →
O(X|P |⊲⊳r,Z). The latter gives rise to a surjective morphism ψ1 : O(X|T |⊲⊳r,Z)n ։ O(X|P |⊲⊳r,Z)
for some n ∈ N. Let | · |′⊲⊳ denote the norm (determined up to equivalence) on O(X|P |⊲⊳r,Z)
obtained by ψ1, i.e. making ψ1 admissible.
Proposition 3.10. The norms | · |⊲⊳ and | · |′⊲⊳ are equivalent, ⊲⊳∈ {6,=,>}.
Proof. By [2, pg. 22], there exists a complete non-trivially valued field extension K of
k such that O(X|T |⊲⊳r,Z)⊗̂kK =: O(X|T |⊲⊳r,ZK ) and O(X|P |⊲⊳r,Z)⊗̂kK =: O(X|T |⊲⊳r,ZK )
are strict K-affinoid algebras, where ZK := Z ×k K. Moreover, we have the following
commutative diagram
O(X|T |⊲⊳r,Z) O(X|P |⊲⊳r,Z)
O(X|T |⊲⊳r,ZK ) O(X|P |⊲⊳r,ZK )
T 7→P (T )
⊗̂kK ⊗̂kK
T 7→P (T )
which gives rise to the following commutative diagram, where ψ2 is a surjective admissible
morphism induced by ψ1:
O(X|T |⊲⊳r,Z) O(X|T |⊲⊳r,Z)n O(X|P |⊲⊳r,Z)
O(X|T |⊲⊳r,ZK ) O(X|T |⊲⊳r,ZK )n O(X|P |⊲⊳r,ZK )
⊗̂kK ⊗̂kK
ψ1
⊗̂kK
ψ2
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Let | · |ψ2 be the norm (determined up to equivalence) on O(X|P |⊲⊳r,ZK ) induced by the
morphism ψ2. Then, O(X|P |⊲⊳r,ZK ) is a Banach K-algebra with respect to | · |ψ2 .
Since O(|X||T |⊲⊳r,Z) →֒ O(X|T |⊲⊳r,ZK ) is an isometry (see [30, Lemme 3.1]), the diagram
above implies that (O(|X||P |⊲⊳r,Z), | · |′⊲⊳) →֒ (O(X|P |⊲⊳r,ZK ), | · |ψ2) is also an isometry.
Let | · |⊲⊳,K denote the norm that the K-affinoid algebra O(X|P |⊲⊳r,ZK ) is naturally
endowed with. Then, (O(|X||P |⊲⊳r,Z), | · |⊲⊳) →֒ (O(X|P |⊲⊳r,ZK ), | · |⊲⊳,K) is an isometry
(again, see [30, Lemme 3.1]).
Since O(X|P |⊲⊳r,ZK ) is a strict K-affinoid algebra, by [3, 6.1.3/2], there is a unique way
to define the structure of a Banach K-algebra on it. Hence, | · |ψ2 is equivalent to | · |⊲⊳,K ,
so the norms | · |′⊲⊳, resp. | · |⊲⊳, they induce on O(X|P |⊲⊳r,Z), are equivalent. 
Notation 3.11. Set d = degP. Since P (X) is unitary, any f ∈ AZ{r−1T}[X]/(P (X)−T )
(resp. f ∈ AZ{r−1T, rT−1}[X]/(P (X) − T )) has a unique representation of the form∑d−1
i=0 αiX
i, where αi ∈ AZ{r−1T} (resp. αi ∈ AZ{r−1T, rT−1}) for all i = 0, 1, . . . , d− 1.
Set |f ||P |6r,Z := maxi(|αi||T |6r,Z) (resp. |f ||P |=r,Z := maxi(|αi||T |=r,Z)). By Proposi-
tion 3.10, we can take | · |6 = | · ||P |6r,Z and | · |= = | · ||P |=r,Z . (This kind of norm is called
|| · ||U,div in [29, 5.2]; here U is X|T |6r,Z or X|T |=r,Z.)
Let us now find a good representative for O(X|P |>r,Z) and its norm. In what follows,
we identify the k-affinoid algebras O(X|P |6r,Z) and O(X|P |>r,Z) with AZ-subalgebras of
O(X|P |=r,Z) via the respective restriction morphisms. As before, since H1(P1,anZ ,O) = 0,
we have the following short exact sequence:
0→ AZ → O(X|P |6r,Z)⊕O(X|P |>r,Z)→ O(X|P |=r,Z)→ 0. (1)
Let f ∈ O(X|P |=r,Z) = AZ{r−1T, rT−1}[X]/(P (X) − T ). Suppose its unique rep-
resentative of degree < d in X is f0 =
∑d−1
i=0
∑
n∈Z an,iT
nXi, where
∑
n∈Z an,iT
n ∈
AZ{r−1T, rT−1} for all i. Then, we can write the following decomposition for f0:
f0 = a0,0 +
(∑
n>1
an,0T
n +
d−1∑
i=1
∑
n>0
an,iT
nXi
)
︸ ︷︷ ︸
αf
+
(
d−1∑
i=0
∑
n6−1
an,iT
nXi
)
︸ ︷︷ ︸
βf
.
Remark that αf ∈ AZ{r−1T}[X]/(P (X) − T ).
Proposition 3.12. The AZ-subalgebra O(X|P |>r,Z) of O(X|P |=r,Z) is equal to
B :=
{
f ∈ AZ{r−1T, rT−1}[X]/(P (X) − T ) : f = a0,0 +
d−1∑
i=0
∑
n>1
an,i
T n
Xi
}
.
Proof. Let us first show that B is closed with respect to multiplication. Let f = a0,0 +∑d−1
i=0
∑
n>1
an,i
Tn X
i, g = b0,0 +
∑d−1
i=0
∑
n>1
bn,i
Tn X
i ∈ B. For any m such that d 6 m < 2d,
the coefficient corresponding to Xm in the product fg is of the form
∑
n>2
cn,m
Tn where
cn,m ∈ AZ for all n,m. By using Euclidian division, since P (X) is unitary, we obtain
Xm = P (X)Q(X) + R(X) where Q,R ∈ AZ [X], degR < d and degQ = m − d < d.
Hence,
∑
n>2
cn,m
Tn X
m =
∑
n>2
cn,m
Tn P (X)Q(X) +
∑
n>2
cn,m
Tn R(X) =
∑
n>1
cn,m
Tn Q(X) +∑
n>2
cn,m
Tn R(X) in AZ{r−1T, rT−1}[X]/(P (X) − T ), which is an element of B seeing as
degQ,degR < d. Consequently, fg ∈ B, and B is an AZ -algebra.
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Let us consider the restriction morphism ψ : AZ = O(P1,anZ )→ O(X|P |>r, Z), a section
of which is given as follows: for any f ∈ O(X|P |>r, Z), let f∞ denote the restriction of f
to the Zariski closed subset Z := {x ∈ X|P |>r,Z : |T−1|x = 0}. Remark that in the copy of
A1,anZ in P
1,an
Z with coordinate T
−1, Z = {u ∈ A1,anZ : |T−1|u = 0}, so O(Z) = AZ .
The morphism s : O(X|P |>r, Z) → AZ , f 7→ f∞, is a section of ψ. Let O(X|P |>r,Z)∞
denote the kernel of s. Then, O(X|P |>r,Z) = AZ ⊕O(X|P |>r, Z)∞.
Let us consider the following commutative diagram that is obtained from the short
exact sequence 1 above.
O(X|P |6r,Z)⊕O(X|P |>r,Z)
O(X|P |6r,Z)⊕O(X|P |>r,Z)∞ O(X|P |=r,Z)
h′′h′
h
Let f ∈ O(X|P |=r,Z). By the surjectivity of h′′ (from the short exact sequence 1) there
exist f1 ∈ O(X|P |6r,Z) and f2 ∈ O(X|P |>r,Z) such that f1 + f2 = f. Let f ′2 ∈ AZ and
f ′′2 ∈ O(X|P |>r,Z)∞ be such that f2 = f ′2 + f ′′2 (as we saw above, such f ′2, f ′′2 are unique).
Set f ′1 := f1+f
′
2 and remark that f
′
1 ∈ O(X|P |6r,Z). By the commutativity of the diagram,
h(f ′1, f
′′
2 ) = f, i.e. h is surjective. Let us also show it is injective. Suppose h(a, b) = 0 for
some a ∈ O(X|P |6r,Z) and b ∈ O(X|P |>r,Z)∞ ⊆ O(X|P |>r,Z). Then, a + b = h′′(a, b) = 0,
and the exact sequence 1 implies that a = −b ∈ AZ . Since b ∈ AZ and b ∈ O(X|P |>r,Z)∞,
we obtain that b = 0 and a = 0, i.e. h is injective.
By Lemma 3.9, the map s′ : O(X|P |=r,Z) → O(X|P |6r,Z), which to an element f0 :=∑d−1
i=0
∑
n∈Z dn,iT
nXi associates the element f> :=
∑d−1
i=0
∑
n6−1 dn,iT
nXi, is a section of
the isomorphismO(X|P |6r,Z)⊕O(X|P |>r,Z)∞ → O(X|P |=r,Z). Consequently, O(X|P |>r,Z)∞ ={
f ∈ O(X|P |=r,Z) : f =
∑d−1
i=0
∑
n6−1 an,iT
nXi
}
.
Finally, since O(X|P |>r,Z) = AZ ⊕O(X|P |>r,Z)∞, we get:
O(X|P |>r,Z) =
{
f ∈ AZ{r−1T, rT−1}[X]/(P (X) − T ) : f = a0,0 +
d−1∑
i=0
∑
n>1
an,i
T n
Xi
}
.

Remark 3.13. Let I be the ideal of AZ{rT−1} generated by T−1. Denote by I[X]d−1
the polynomials on X with coefficients in I and degree at most d− 1. Then, the k-affinoid
algebra B can be written as (AZ ⊕ I[X]d−1)/(P (X)T−1− 1), where multiplication is done
using Euclidian division, just like in B.
Notation 3.14. The morphism AZ{rT−1} → B, T−1 7→ 1T is finite (it is the one in-
duced by AZ [T ] → AZ [T ], T 7→ P (T )), and 1,X, . . . ,Xd−1 is a set of generators of B
as an AZ -module. Let | · ||P |>r,Z be the norm on B induced by the norm | · ||T |>1,Z
on AZ{rT−1}. By [2, Proposition 2.1.12], B is complete with respect to this norm.
As before, by Proposition 3.10, we can take | · |> := | · ||P |>r,Z. Explicitely, for any
f := a0,0 +
∑d−1
i=0
∑
n>1
an,i
Tn X
i =
∑d−1
i=0 αiX
i ∈ B, |f ||P |>r,Z = maxi |αi||T |6r,Z.
Lemma 3.15. The restriction maps from AZ{r−1T}[X]/(P (X) − T ) and B to
AZ{r−1T, rT−1}[X]/(P (X) − T ) are isometries with respect to the corresponding norms
| · ||P |6r,Z, | · ||P |>r,Z and | · ||P |=r,Z.
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Proof. Let f =
∑d−1
i=0
∑
n>0 an,iT
nXi ∈ AZ{r−1T}[X]/(P (X)− T ). Then, by Lemma 3.4,
|f ||P |=r,Z = maxi |
∑
n>0 an,iT
n||T |=r,Z = maxi |
∑
n>0 an,iT
n||T |6r,Z = |f ||P |6r,Z. The
statement for B is proven in the same way. 
The exact sequence 1 above gives rise to a surjection AZ{r−1T}[X]/(P (X)−T )⊕B ։
AZ{r−1T, rT−1}[X]/(P (X) − T ). Admissibility follows from Banach’s Open Mapping
Theorem if k is non-trivially valued (for a proof see [6]), and by a change of basis followed
by the Open Mapping Theorem if it is (see [2, Chapter 2, Proposition 2.1.2(ii)]).
Lemma 3.16. For any c ∈ AZ{r−1T, rT−1}[X]/(P (X) − T ), there exist a ∈
AZ{r−1T}[X]/(P (X)− T ) and b ∈ B such that a+ b = c and max(|a||P |6r,Z , |b||P |>r,Z) =
|c||P |=r,Z .
Proof. There exists a unique degree < d polynomial c0(X) over AZ{r−1T, rT−1} such that
c = c0 in AZ{r−1T, rT−1}[X]/(P (X) − T ). Let c0 =
∑d−1
i=0
∑
n∈Z an,iT
nXi. Let a and b
be given as follows:
c0 =
(
d−1∑
i=0
∑
n>0
an,iT
nXi
)
︸ ︷︷ ︸
a
+
(
d−1∑
i=0
∑
n6−1
an,iT
nXi
)
︸ ︷︷ ︸
b
.
Clearly, a ∈ AZ{r−1T}[X]/(P (X) − T ) and b ∈ B.
Then,
|a||P |6r,Z = max
i
|
∑
n>0
an,iT
n||T |6r,Z = max
i
max
n∈N
|an,i|ρZ rn
6 max
i
max
n∈Z
|an,i|ρZ rn = |a||P |=r,Z ,
and the same is true for |b||P |>r,Z. Consequently, max(|a||P |6r,Z , |b||P |>r,Z) 6 |c||P |=r,Z.
On the other hand, c = a + b, so |c||P |=r,Z 6 max(|a||P |=r,Z , |b||P |=r,Z), which, by
Lemma 3.15, is the same as max(|a||P |6r,Z, |b||P |>r,Z).

Let Z1 ⊆ Z be a connected affinoid neighborhood of x.
Lemma 3.17. The restriction morphism O(X|P |=r,Z) →֒ O(X|P |=r,Z1) is a contraction
with respect to the corresponding norms | · ||P |=r,Z and | · ||P |=r,Z1.
Proof. Let the restriction morphism O(X|P |=r,Z) →֒ O(X|P |=r,Z1) be denoted by jP,1.
Similarly to Lemma 3.9, the following diagram is commutative and jP,1(X) = Y (remark
that jT,1(T ) = T, jT,1(T
−1) = T−1, and the restriction of jT,1 to AZ is the restriction
morphism AZ → AZ1).
AZ{r−1T, rT−1}[X]/(P (X) − T ) AZ1{r−1T, rT−1}[Y ]/(P (Y )− T )
AZ{r−1T, rT−1} AZ1{r−1T, rT−1}
jP,1
jT,1
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Let f =
∑d−1
i=0
∑
n∈Z an,iT
nXi ∈ O(X|P |=r,Z) = AZ{r−1T, rT−1}[X]/(P (X)−T ). Then,
|f ||P |=r,Z1 = maximaxn |an,i|ρZ1 rn. Since AZ and AZ1 are equipped with their respec-
tive spectral norms, |an,i|ρZ1 6 |an,i|ρZ , implying |f ||P |=r,Z1 6 maximaxn |an,i|ρZ rn =|f ||P |=r,Z. 
Remark 3.18. By applying the above to the case when S is a point (i.e. if everything is
defined over a complete ultrametric field), it makes sense to speak of the affinoid domains
X|P |⊲⊳r,x of P
1,an
H(x), and their norms | · ||P |⊲⊳r,x, for ⊲⊳∈ {6,=,>}, which satisfy all of the
properties we have proven so far.
Furthermore, if P is a unitary polynomial of degree d over AZ that is irreducible
over H(x), then there exists a “restriction morphism” (O(X|P |⊲⊳r,Z), | · ||P |⊲⊳r,Z) →
(O(X|P |⊲⊳r,x), |·||P |⊲⊳r,x) on the fiber (corresponding to base change), which is a contraction.
To see this, let f =
∑d−1
i=0
∑
n∈Z an,iT
nXi ∈ O(X|P |⊲⊳r,Z) (with certain an,i possibly 0 de-
pending on what ⊲⊳ is). Then, |f ||P |⊲⊳r,x = maximaxn |an,i|xrn 6 maximaxn |an,i|ρZ rn =
|f ||P |⊲⊳r,Z .
3.3. The explicit norm comparison. The following is mainly a special case of [29, 5.2]
(or a rather direct consequence thereof), which we summarize here with an emphasis on
the results that interest us.
Let P be a unitary polynomial of degree d > 1 over Ox that is irreducible over H(x).
Also, let r ∈ R>0\
√|H(x)×|. As before, let Z be any connected affinoid neighborhood of x
contained in Z ′ ∩ ZT ∩ ZP .
For t ∈ {x,Z} (we understand here that t can be x or any connected affinoid neighbor-
hood of x with the property we just mentioned), let (Rt, | · |r,t) be (AZ{r−1T, rT−1}, | ·
||T |=r,Z) if t = Z and (H(x){r−1T, rT−1}, | · ||T |=r,x) otherwise. Remark that (Rt, | · |r,t)
is an affinoid algebra over AZ if t = Z and over H(x) if t = x. As mentioned in Remark
3.18, there is a contraction RZ →֒ Rx induced from the restriction AZ →֒ Ox →֒ H(x).
For any s ∈ R>0, let | · |t,s denote the norm on Rt[X] induced from the Rt-affinoid
algebra Rt{s−1X}. Let | · |t,s,res denote the residue norm on Rt[X]/(P (X) − T ) induced
by | · |t,s.
Lemma 3.19. For any t ∈ {x,Z}, there exists v′t > 0, such that for any s > v′t, the norm
| · |t,s,res is equivalent to | · ||P |=r,t. Explicitely, for any f ∈ Rt[X]/(P (X) − T ),
|f |t,s,res 6 |f ||P |=r,t 6 Ct max
16i6d−1
(s−i)|f |t,s,res,
where Ct = max(2, 2v
′−d
t ).
Fix a connected affinoid neighborhood Z0 ⊆ Z ′ ∩ ZT ∩ ZP of x. There exist v′, C ′ > 0
such that the statement is true for any s > v′ and any t ∈ {x,Z : Z ⊆ Z0}.
Proof. For the first part of the statement, see [29, Lemme 5.2.3]. The norm | · |t,s,res is the
analogue of what in loc.cit. is denoted by | · |U,w,res (here U is X|T |=r,t and s = w).
To see the last part of the statement, let us describe v′t explicitely. Let α0, . . . , αd−1 ∈ AZ
be the coefficients of P, and β0, . . . , βd−1 ∈ AZ [T ] ⊆ RZ the coefficients of P (X)− T (i.e.
β0 = α0 − T, βi = αi for 1 6 i 6 d − 1). By the proof of The´ore`me 5.2.1 of [29], we only
require that v′t > 0 satisfy
∑d−1
i=0 |βi|r,tv′t 6 12 . Set v′ := v′Z0 . Then,
∑d−1
i=0 |βi|r,Z0v′ 6 12 .
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By Lemma 3.17 and Remark 3.18, |βi|r,t 6 |βi|r,Z0 for any t ∈ {x,Z : Z ⊆ Z0}, so
d−1∑
i=0
|βi|r,tv′ 6
d−1∑
i=0
|βi|r,Z0v′ 6
1
2
.
Set C ′ = max(2, 2v′−d). The statement is true with this choice of v′ and C ′. 
Theorem 3.20. Let Z0 be as in the previous lemma. There exist m, s,C
′ > 0 such that
for any t ∈ {x,Z : Z ⊆ Z0} and any f ∈ Rt[X]/(P (X) − T ):
|f |ρ|P |=r,t 6 |f ||P |=r,t 6 C ′ max16i6d−1(s
−i)
d2(2s)d
2−d
m
|f |ρ|P |=r,t ,
where ρ|P |=r,t is the spectral norm on Rt[X]/(P (X) − T ) = O(X|P |=r,t).
Proof. The first inequality is immediate from the definition of the spectral norm.
By the previous lemma, there exist v′ > 0 and C ′ > 0 such that for any s > v′ and any
t ∈ {x,Z : Z ⊆ Z0}, | · ||P |=r,t 6 C ′max16i6d−1(s−i)| · |t,s,res. Thus, it suffices to compare
the norm | · |t,s,res to the spectral one. For a fixed t, this is done in [29, Proposition 5.2.7]
as follows.
Let Res(·, ·) denote the resultant of two polynomials (we assume the ambient ring is
unambiguously determined). Let us show that Res(P (X) − T, P ′(X)) 6= 0 in AZ0 [T ].
Otherwise, the polynomials P (X)−T and P ′(X) would have a common divisor of positive
degree, i.e. there would existQ,R,R1 ∈ AZ0 [T ][X], with degXQ > 0 such that P (X)−T =
Q(X,T )R(X,T ) and P ′(X) = Q(T,X)R1(T,X). The second expression implies that the
degree in T of Q and R1 is 0, meaning Q,R1 ∈ AZ0 [X]. Consequently, P (X) − T =
Q(X)R(X,T ), which is impossible if degX Q > 0. Finally, this means that Res(P (X) −
T, P ′(X)) 6= 0 in AZ0 [T ]. As the resultant doesn’t depend on the ring in which it is
computed, Res(P (X) − T, P ′(X)) 6= 0 in Rt, so |Res(P (X)− T, P ′(X))|r,t 6= 0 for any t.
Let α0, β1, . . . , βd−1 ∈ AZ0 be the coefficients of P (X), and β0 := α0 − T, β1, . . . , βd−1 ∈
AZ0 [T ] ⊆ RZ0 the coefficients of P (X)−T . Set v′′t := max16i6d−1(|βi|
1
d−i
r,t ). Set vt = max(v
′, v′′t ).
Let mt > 0 be such that |Res(P (X) − T, P ′(X))|r,t > mt (such an mt exists by the para-
graph above).
Let s > vt. Then, for any f ∈ Rt[X]/(P (X) − T ) (see [29, Proposition 5.2.7]):
|f |t,s,res 6 d
2(2s)d
2−d
mt
|f |ρ|P |=r,t .
By Lemma 3.17 and Remark 3.18, for any t ∈ {x,Z : Z ⊆ Z0}, v′′t 6 v′′Z0 . Set v =
max(v′, v′′Z0), so that for any t, vt 6 v.
Set m = mx. Note that for any t,
0 < m < |Res(P (X)− T, P ′(X))|r,x 6 |Res(P (X) − T, P ′(X))|r,t.
Consequently, for any t ∈ {x,Z : Z ⊆ Z0} and any s > v,
|f |t,s,res 6 d
2(2s)d
2−d
m
|f |ρ|P |=r,t .
From Lemma 3.19, |f ||P |=r,t 6 C ′max16i6d−1(s−i)|f |t,s,res for all t, so finally
|f ||P |=r,t 6 C ′ max
16i6d−1
(s−i)
d2(2s)d
2−d
m
|f |ρ|P |=r,t,
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for all f ∈ Rt[X]/(P (X) − T ) and all t ∈ {x,Z : Z ⊆ Z0}. 
Remark 3.21. The previous theorem gives an explicit comparison between the norms
| · ||P |=r,t and ρ|P |=r,t with a constant that is valid for all t ∈ {x,Z : Z ⊆ Z0}. By
Lemma 3.2, in the case of degree one polynomials, this constant is simply 1.
Set C = max
(
1, C ′max16i6d−1(s
−i)d
2(2s)d
2−d
m
)
. We have shown the following:
Corollary 3.22. Let P (T ) be a unitary polynomial in Ox[T ] irreducible over H(x) and
r ∈ R>0\
√|H(x)×|. There exists a connected affinoid neighborhood Z0 of x in S such that
for any t ∈ {x,Z : Z ⊆ Z0 is a connected affinoid neighborhood of x},
| · |ρ|P |=r,t 6 | · ||P |=r,t 6 C| · |ρ|P |=r,t .
Remark 3.23. From now on, whenever we consider spaces of the formX|P |⊲⊳r,t, t ∈ {x,Z},
⊲⊳∈ {6,=,>}, we will always assume its corresponding affinoid algebra to be endowed with
the norm | · ||P |⊲⊳r,t defined in Notation 3.11, resp. Notation 3.14.
3.4. A useful proposition. Recall the notion of complete residue field of a point ([22,
Definition 14.8]). We will need the following:
Lemma 3.24. Let Y1 = M(A) be a k-affinoid space. Let Y2 = M(B) be a relative
affinoid space over Y1 and φ : Y2 → Y1 the corresponding morphism. Let y ∈ Y1 and
set Fy := φ
−1(y), which we identify with the H(y)-analytic space M(B⊗̂AH(y)). For any
z ∈ Fy, HM(B)(z) = HFy(z), where HN (z) is the completed residue field of z when regarded
as a point of N , N ∈ {M(B), Fy}.
Proof. Considering the bounded embedding H(y) →֒ HM(B)(z), we have the following
commutative diagram where all the maps are bounded:
HM(B)(z)
B B⊗̂AH(y)
HFy(z)
α
β
The proof is based on the identification of Fy to M(B⊗̂AH(x)). Remark that the map α
induces on B⊗̂AH(y) the semi-norm determined by z, implying there is a bounded em-
bedding HFy(z) →֒ HM(B)(z) on the diagram above. Similarly, since the map β induces
on B the semi-norm determined by z, we obtain that HFy(z) = HM(B)(z). 
Corollary 3.25. With the same notation as in Lemma 3.24 and with Y2 integral, if Oy,
OFy ,z are fields and z is a smooth point of Y2, then OY2,z is a field.
Proof. Suppose that OY2,z is not a field. Then, its maximal ideal is non-zero, meaning
there exists a non-zero f ∈ OY2,z such that f(z) = 0 in H(z). As we saw in Lemma 3.24,
this field is the same regardless of which ambient space we consider z in. In particular,
this means that the image fy of f in OFy ,z satisfies fy(z) = 0 in H(z). Since OFy,z was
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assumed to be a field, this means that fy = 0 in OFy,z so there exists a neighborhood of z
in Fy where f = 0. By [8, Proposition 6.3.1], which is where the smoothness assumption is
needed, this means that there exists a neighborhood of z in Y2 on which |f | = 0, implying
f = 0, which is in contradiction with the assumptions we made. Consequently, OY2,z is a
field. 
Applied to our setting, this means that for any type 3 point η of P1,anH(x), the stalk OP1,an
S
,η
is a field. We aim to show the same for the stalks OX|P |=r,Z ,η. The corollary above does
not apply, since the smoothness condition is no longer satisfied.
Remark 3.26. Recall Notation 2.6. Let P be a unitaty polynomial in Ox[T ] irreducible
over H(x), and r ∈ R>0\
√|H(x)×|. Let η := ηP,r ∈ P1,anH(x). As seen in Lemma 3.8 (cf. also
Remark 3.18), H(x){r−1T, rT−1}[X]/(P (X) − T ) is isomorphic to OP1,an
H(x)
({η}) = H(η).
By Proposition 3.10 (see also Remark 3.18), | · ||P |=r,x is equivalent to the norm | · |η
on H(η).
Following Notation 3.7, let Z0 ⊆ Z ′ ∩ ZT ∩ ZP be a connected affinoid neighborhood
of x.
Let us consider the following commutative diagram for any connected affinoid neigh-
borhood Z ⊆ Z0 of x:
(2)
AZ{r−1T, rT−1} AZ{r−1T, rT−1}[X]/(P (X) − T )
H(x){r−1T, rT−1} H(x){r−1T, rT−1}[Y ]/(P (Y )− T )
finite
⊗̂AZH(x) ⊗̂AZH(x)
finite
The horizontal arrows are induced by the finite morphism T 7→ P (T ). The vertical arrows
correspond to taking the restriction of analytic functions on X|T |=r,Z , resp. X|P |=r,Z , to
the fiber Fx. In particular, remark that X 7→ Y, so we will use the same variable X.
We start by showing an auxiliary result.
Lemma 3.27. The family {X|P |=r,Z : Z ⊆ Z0} (where Z is always considered to be a
connected affinoid neighborhood of x) forms a basis of neighborhoods of η in X|P |=r,Z0.
Proof. Let U be an open neighborhood of η in X|P |=r,Z0. There exists a connected affinoid
neighborhood Z ⊆ Z0 of x such that X|P |=r,Z ⊆ U. To see this, remark that X|P |=r,Z0\U
is a compact subset of P1,anZ0 , so π(X|P |=r,Z0\U) is a compact subset of Z0. Furthermore,
x 6∈ π(X|P |=r,Z0\U), so there exists a connected affinoid neighborhood Z ⊆ Z0 of x such
that Z ∩ π(X|P |=r,Z0\U) = ∅. Consequently, X|P |=r,Z\U = π−1(Z) ∩ (X|P |=r,Z0\U) = ∅,
so X|P |=r,Z ⊆ U. 
Proposition 3.28. The local ring OX|P |=r,Z0 ,η is a field.
Proof. Suppose that OX|P |=r,Z0 ,η is not a field. Then, its maximal ideal is non-zero, so
there exists f ∈ OX|P |=r,Z0 ,η such that f 6= 0 and f(η) = 0 in H(η) (i.e. |f |η = 0).
By Lemma 3.27, there exists a connected affinoid neighborhood Z ⊆ Z0 of x such that
f ∈ O(X|P |=r,Z).
By Lemma 3.24, evaluating f ∈ O(X|P |=r,Z) at the point η ∈ O(X|P |=r,Z) is the same as
evaluating the restriction of f to the fiber (see the vertical map on the right of the diagram
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2 above) at the point η on the fiber. Consequently, since the norm | · |η is equivalent to
| · ||P |=r,x (see Proposition 3.10 and Remark 3.18), we obtain that |f ||P |=r,x = 0.
Let f =
∑d−1
i=0
∑
n∈Z an,iT
nXi ∈ O(X|P |=r,Z). Then, |f ||P |=r,x = maximaxn |an,i|xrn. If
|f ||P |=r,x = 0, this implies that for any n and any i, |an,i|x = 0, and since Ox is a field, we
obtain an,i = 0 in AZ . Consequently, f = 0 over X|P |=r,Z.
By Lemma 3.27, this means that f = 0 in OX|P |=r,Z0 ,η, contradiction. Hence, the local
ring OX|P |=r,Z0 ,η is a field. 
4. Patching on the Relative Projective Line
The goal of this section is to prove a relative analogue of [26, Proposition 3.3]. As
before, let k be a complete ultrametric field.
4.1. A few preliminary results. Recall Notation 2.6.
Remark 4.1. By Theorem 8.7, for any integral k-affinoid space Z, M (P1,anZ ) = M (Z)(T ).
Lemma 4.2. Let X be an integral k-affinoid space with corresponding affinoid algebra RX .
Set FX = M (X). Let z ∈ X be such that Oz is a field.
The function | · |FX := max(| · |y : y ∈ Γ(X) ∪ {z}) defines a submultiplicative norm
on FX which when restricted to RX gives the spectral norm ρX .
Let X ′ be an integral k-affinoid space such that X is a rational domain of X ′. Set
FX′ = M (X
′). The field FX′ is dense in (FX , | · |FX ).
Proof. Remark that z (since Oz is a field) and all y ∈ Γ(X) (because of [11, Lemme 2.1])
determine multiplicative norms on RX , and hence also on FX .
As a consequence, | · |FX is well-defined. That it is a submultiplicative norm on FX
extending ρX follows from the fact that | · |ρX = max(| · |y : y ∈ Γ(X)). Since X is reduced,
ρX is equivalent to the norm on the affinoid algebra RX ([22, Proposition 9.13]).
By [2, Corollary 2.2.10], for SX := {g ∈ O(X ′) : |g|x 6= 0 for all x ∈ X}, the set
S−1X O(X ′) is dense in O(X) = RX . As SX ⊆ O(X ′)\{0}, by Lemma 8.6, S−1X O(X ′) ⊆
M (X ′) = FX′ , so RX ∩ FX′ ⊆ FX is a dense subset of RX .
Let f = uv ∈ FX , where u, v ∈ RX . Then, by the above, u, v can be approximated by
some u0, v0 ∈ RX ∩ FX′ . We will show that u0v0 approximates uv in FX , implying (since
u0
v0
∈ FX′) that FX′ is dense in FX .
Since both |u − u0|ρX and |v − v0|ρX may be assumed to be arbitrarily small, we may
suppose that |u|y = |u0|y and |v0|y = |v|y for all y ∈ Γ(X) ∪ {z}. Then, | 1v |FX = | 1v0 |FX .
Finally, |f − u0v0 |FX 6 |uv0 − u0v|FX · | 1v |2FX = |uv0 − u0v|RX · | 1v |2FX → 0 when u0 → u and
v0 → v in RX . 
The following is an example of Setting 1.5 which we will be working with.
Proposition 4.3. Let U, V be connected affinoid domains of P1,anH(x) containing only type 3
points in their boundaries such that U ∩ V is a single type 3 point {η}. Let Z be a con-
nected affinoid neighborhood of x in S such that there exist Z-thickenings UZ , VZ of U, V,
respectively. Assume that Z is such that the statement of Proposition 2.17 is satisfied.
Then, the conditions of Setting 1.5 are satisfied for: F := M (Z)(T ), R0 := O(UZ ∩ VZ),
R1 = A1 := O(UZ), R2 = A2 := O(VZ), and Fi := Frac Ri, i = 0, 1, 2.
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Proof. The field F is clearly infinite and embeds in both F1 and F2. Also, the rings
Ri, i = 0, 1, 2, are integral domains containing k and endowed with a non-Archimedean
submultiplicative norm that extends that of k and is k-linear. The morphisms Rj →֒ R0,
j = 1, 2, are bounded seeing as they are restriction morphisms.
Remark that regardless of whether UZ ∪ VZ is an affinoid domain or all of P1,anZ ,
H1(UZ ∪ VZ ,O) = 0. Consequently, as usual, there exists a surjective admissible mor-
phism R1 ⊕R2 ։ R0. 
We recall:
Definition 4.4. Let K be a field. A linear algebraic group G over K acts strongly
transitively on a K-variety X if G acts on X and for any field extension E/K, either
X(E) = ∅ or the action of G(E) on X(E) is transitive.
Notation 4.5. In addition to Notation 2.6, let G be a rational linear algebraic group
defined over Ox(T ). Let H/Ox(T ) be a variety on which G acts strongly transitively.
Seeing as Ox(T ) = lim−→Z M (Z)(T ), where the direct limit is taken with respect to
connected affinoid neighborhoods of x, there exists such a ZG for which G is a rational
linear algebraic group defined over M (ZG)(T ). The same remains true for any connected
affinoid neighborhood Z ⊆ ZG of x.
4.2. Patching over P1,an. We now have all the necessary elements to show that patching
is possible over P1,anZ for a well-enough chosen affinoid neighborhood Z of x (both in the
sense of [26, Corollary 1.10] and of [26, Proposition 3.3]).
For the rest of this section, we assume that k is a complete non-trivially valued ultra-
metric field. Recall Notation 2.6.
Remark 4.6. In order for the results of Section 3 to be applicable, from now on, whenever
taking a thickening of an affinoid domain with respect to a certain writing of its boundary
points (see Definition 2.15), we will always assume that the corresponding polynomials
were chosen to be unitary (since Ox is a field, this can be done without causing any
restrictions to our general setting).
Setting 4.7. Let η be a type 3 point of P1,anH(x). There exists a unitary polynomial P ∈ Ox[T ]
that is irreducible over H(x) and a real number r ∈ R>0\
√|H(x)×| such that η = ηP,r.
Let Z0 be a connected affinoid neighborhood of x in S such that P ∈ O(Z0)[T ] and the Z0-
thickenings of {u ∈ P1,anH(x) : |T |u ⊲⊳ r}, {u ∈ P1,anH(x) : |P |u ⊲⊳ r}, ⊲⊳∈ {6,>}, are connected.
Let Z ⊆ Z0 be any connected affinoid neighborhood of x.
As before, set X|T |⊲⊳r,Z := {u ∈ P1,anZ : |T |u ⊲⊳ r}, and X|P |⊲⊳r,Z := {u ∈ P1,anZ : |P |u ⊲⊳
r}, where ⊲⊳∈ {6,=,>}. Set (R0,Z , | · |R0,Z ) := (O(X|P |=r,Z), | · ||P |=r,Z), (R1,Z , | · |R1,Z ) :=
(O(X|P |6r,Z), | · ||P |6r,Z) and (R2,Z , | · |R2,Z ) := (O(X|P |>r,Z), | · ||P |>r,Z) (see Remark 3.23).
Also, set Fi,Z := Frac(R0,i), i = 0, 1, 2, and F := M (Z)(T ).
Assume that Z0 is chosen so that all of the results of Section 3 are satisfied. Moreover,
assume Z0 ⊆ ZG (see Notation 4.5).
Throughout this subsection, suppose we are in the situation of Setting 4.7.
Parameter 1. SinceH1(P1,anZ ,O) = 0, there is an admissible surjectionR1,Z ⊕R2,Z ։ R0,Z .
Furthermore, by Lemmas 3.5 and 3.16, for any c ∈ R0,Z , there exist a ∈ R1,Z and b ∈ R2,Z
such that 12 max(|a|R1,Z , |b|R2,Z ) < |c|R0,Z . Set d = 12 .
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As mentioned in Remark 1.8, since G is a rational linear algebraic group over F :=
M (Z0)(T ), by definition there exists a Zariski open S
′ of G which is isomorphic (via
a morphism ϕ) to an open S′′ of some AnF . If we denote by m the multiplication on
G, this leads to the following commutative diagram (which is defined over F ), where
S˜′ := m−1(S′)∩ (S′×S′) is an open of G×G, S˜′′ is an open of A2nF , the vertical maps are
isomorphisms, and f is the map induced from m:
(3)
S˜′ S′
S˜′′ S′′
(ϕ× ϕ)
|S˜′
m
|S˜′
f
ϕ
Furthermore, by translating if necessary, we may assume that the identity I of G is in
S′ and that ϕ(I) = 0. Then, 0 ∈ S˜′′, and f is a rational morphism A2nF 99K A2nF defined
over the open S˜′′. In particular, this means that f = (f1, . . . , fn), where fi =
gi
hi
for some
gi, hi ∈ F [S1, . . . , Sn, T1, . . . , Tn](S1,...,Sn,T1,...,Tn) =: F [S, T ](S,T ), i = 1, 2, . . . , n. Remark
also that f(x, 0) = f(0, x) = x whenever (0, x), (x, 0) ∈ S˜′′.
Parameter 2. Let us look at the diagram above over the field F0,Z0 . We may suppose
that gi, hi ∈ R0,Z0 [S, T ] for all i. Since hi(0) 6= 0 and OX|P |=r,Z0 ,η is a field, |hi(0)|η 6= 0.
Consequently, by Lemma 3.27, there exists a connected affinoid neighborhood Z1 ⊆ Z0
of x such that |hi(0)|u 6= 0 for all u ∈ X|P |=r,Z1, i. By [22, Corollary 3.15], hi(0) ∈ R×0,Z1
for all i. This implies that hi(0) ∈ R×0,Z for all connected affinoid neighborhoods Z ⊆ Z1
of x.
By Lemmas 1.2 and 1.3, there exists M > 1 such that
fi = Si + Ti +
∑
|(l,m)|>2
cil,mS
lTm ∈ R0,Z1 [[S, T ]],
and |cil,m|R0,Z1 6M |(l,m)| for all i, and all (l,m) ∈ N2n such that |(l,m)| > 2, where |(l,m)|
is the sum of the coordinates of (l,m).
By Lemma 3.17 (see also Corollary 3.3), for any connected affinoid neighborhood Z ⊆ Z1
of x, fi = Si+Ti+
∑
|(l,m)|>2 c
i
l,mS
lTm ∈ R0,Z [[S, T ]], and |cil,m|R0,Z 6 |cil,m|R0,Z1 6M |(l,m)|
for all i and all (l,m) ∈ N2n such that |(l,m)| > 2,.
Parameter 3. Since S˜′′ is a Zariski open of A2nF and F →֒ H(η), we have that S˜′′(H(η))
is a Zariski open of H(η)2n. Since the topology induced by the norm on H(η) is finer
than the Zariski one and 0 ∈ S˜′′, there exists δ > 0 such that the open disc DH(η)2n (0, δ)
in H(η)2n (with respect to the max-norm), centered at 0 and of radius δ, is contained in
S˜′′(H(η)) ⊆ S˜′′.
Then, for any connected affinoid neighborhood Z ⊆ Z0 of x, the open disc DR2n0,Z (0, δ) in
R2n0,Z (with respect to the max-norm), centered at 0 and of radius δ, satisfies: DR2n0,Z
(0, δ) ⊆
DH(η)2n (0, δ) ⊆ S˜′′. This is clear seeing as for any a ∈ R0,Z , |a|η 6 |a|ρX|P |=r,Z 6 |a|R0,Z ,
where ρX|P |=r,Z is the spectral norm on X|P |=r,Z.
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Remark 4.8. Putting Parameters 1, 2, 3 together, let ε > 0 be such that ε <
min
(
d
2M ,
d3
M4 ,
dδ
2
)
. Then, all of the conditions of Theorem 1.10 are satisfied for
R0 := R0,Z , A1 := R1,Z , A2 := R2,Z , F0 = Frac R0. where Z is any connected affinoid
neighborhood of x contained in Z1, with Z1 as in Parameter 2.
Proposition 4.9. Let g ∈ G(F0,Z1) (with Z1 as in Parameter 2). Suppose g ∈ S′ (see
diagram 3), and |ϕ(g)|η < εC , where C is the constant obtained in Corollary 3.22 corre-
sponding to the polynomial P . Then, there exists a connected affinoid neighborhood Z ⊆ Z1
of x, and gi ∈ G(Fi,Z), i = 1, 2, such that g = g1 · g2 in G(F0,Z).
Proof. Since ϕ(g) ∈ AnF (F0,Z1) = Fn0,Z1 , there exist αi, βi ∈ R0,Z1 such that ϕ(g) = (αi/βi)ni=1.
Since βi 6= 0, by Proposition 3.28, |βi|η 6= 0. Thus, by Lemma 3.27, there exists a con-
nected affinoid neighborhood Z ′ ⊆ Z1 of x such that |βi|u 6= 0 for all u ∈ X|P |=r,Z1 and all
i. By [22, Corollary 3.15], βi ∈ R×0,Z′ for all i. In particular, this means that ϕ(g) ∈ Rn0,Z′ .
Remark that for any connected affinoid neighborhood Z ⊆ Z ′ of x, ϕ(g) ∈ Rn0,Z .
Since |ϕ(g)|η < ε/C, there exists a connected affinoid neighborhood Z ⊆ Z ′ of x
such that |ϕ(g)|u < ε/C for all u ∈ X|P |=r,Z. Consequently, |ϕ(g)|ρX|P |=r,Z < ε/C,
where ρX|P |=r,Z is the spectral norm on X|P |=r,Z. By Corollary 3.22, this means that
|ϕ(g)|R0,Z < ε.
By Remark 4.8, the conditions of Theorem 1.10 are satisfied, meaning there exist gi ∈
G(Fi,Z), i = 1, 2, such that g = g1 · g2 in G(F0,Z). 
Remark that in the proposition above, we can in the same way show that there exist
g′i ∈ G(Fi,Z), i = 1, 2, such that g = g′2 · g′1 in G(F0,Z).
Convention 4.10. Let us fix once and for all an embedding of G into AmF for somem ∈ N.
Let K/F be a field extension, and M ⊆ K. Set GK = G ×F K. Let U be a Zariski open
subset of GK . Seeing as G is affine, there is a notion of “M -points” of U. More precisely,
these are the points in U(K) whose coordinates are inM . Let us denote this set by U(M).
Proposition 4.11. With the same notation as in Proposition 4.9, let g ∈ G(F0,Z1).
Suppose g ∈ S′. Then, there exists a connected affinoid neighborhood Z ⊆ Z1 of x, and
gi ∈ G(Fi,Z), i = 1, 2, such that g = g1 · g2 in G(F0,Z).
Proof. We will reduce to the first case (i.e. Proposition 4.9). Recall that the fields F0,Z1
can be endowed with a submultiplicative norm | · |F0,Z1 as in Lemma 4.2, where the role
of the point z is played by η here.
Let ψ : gS′ ∩ S′ → AnF0,Z1 be the morphism given by h 7→ ϕ(g
−1h). Remark 0 ∈ Im(ψ).
The preimage ψ−1(DFn0,Z1
(0, ε/C)) is open in (gS′ ∩ S′)(F0,Z1).
Since X|P |=r,Z1 is a rational domain in X|P |6r,Z1, by Lemma 4.2, F1,Z1 is dense in
F0,Z1 , so (gS
′ ∩ S′)(F1,Z1) is dense in (gS′ ∩ S′)(F0,Z1) (see Convention 4.10). This means
there exists h ∈ (gS′ ∩ S′)(F1,Z1) ⊆ G(F1,Z1) such that |ϕ(g−1h)|F0,Z1 < ε/C, implying
that |ϕ(g−1h)|η < ε/C.
By Proposition 4.9, there exists a connected affinoid neighborhood Z ⊆ Z1 of x and
g′1 ∈ G(F1,Z), g′2 ∈ G(F2,Z), such that g−1h = g′2 · g′1 in G(F0,Z). Hence, there exist
g1 := hg
′−1
1 ∈ G(F1,Z) and g2 := g′−12 ∈ G(F2,Z) such that g = g1 · g2 in G(F0,Z). 
Theorem 4.12. Recall Setting 4.7. For any g ∈ G(F0,Z0), there exists a connected affinoid
neighborhood Z ⊆ Z0 of x, and gi ∈ G(Fi,Z), i = 1, 2, such that g = g1 · g2 in G(F0,Z).
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Proof. Recall the construction of the connected affinoid neighborhood Z1 ⊆ Z0 of x in
Parameter 2. By [18, Lemma 3.1], there exists a Zariski open S′1 of G isomorphic to an
open S′′1 of A
n
F such that g ∈ S′1(F0,Z1). Since F is infinite and S′1 is isomorphic to an open
of some AnF , there exists α ∈ S′1(F ). Set S1 := α−1S′1. Then, I ∈ S1, and S1 is isomorphic
to an open subset of AnF . By translation, we may assume that this isomorphism sends
I to 0 ∈ A(F ). Set g′ := α−1g ∈ S1(F0,Z1). Then, by Proposition 4.11, there exists a
connected affinoid neighborhood Z ⊆ Z1 of x, and g′1 ∈ G(F1,Z), g2 ∈ G(F2,Z), such that
g′ = g′1 · g2 in G(F0,Z). Consequently, for g1 := α · g′1 ∈ G(F1,Z), we obtain that g = g1 · g2
in G(F0,Z). 
As a consequence, the following, which is the main tool for showing a local-global
principle over the relative P1,an, can be shown.
Recall that we are working under the hypotheses of Setting 2.6.
Proposition 4.13. Let U, V be connected affinoid domains in P1,anH(x) containing only type 3
points in their boundaries, such that U ∩V is a single type 3 point {ηP,r}, with P ∈ Ox[T ]
irreducible over H(x) and r ∈ R>0\
√|H(x)×|. Set W := U ∩ V .
Let G be as in Notation 4.5, and Z0 as in Setting 4.7. Let Z
′ ⊆ Z0 be a connected
affinoid neighborhood of x for which the Z ′-thickenings UZ′ , VZ′ ,WZ′ exist, are connected,
and Proposition 2.17 is satisfied.
Then, for any g ∈ G(M (WZ′)) (resp. g ∈ G(MP1,an
Z′
,η
)), there exists a connected affinoid
neighborhood Z ⊆ Z ′ of x, and gU ∈ G(M (UZ)), gV ∈ G(M (VZ)), such that g = gU · gV
in G(M (WZ)) = G(M (UZ ∩ VZ)).
Proof. Remark that for any g ∈ G(MP1,an
Z′
,η
), by Lemma 2.20, there exists a connected
affinoid neighborhood Z ⊆ Z ′ of x, such that g ∈ G(M (WZ)). Thus, it suffices to show
the result for any g ∈ G(M (WZ′)).
By Theorem 4.12, there exists a connected affinoid neighborhood Z ⊆ Z ′ of x, and
gi ∈ G(Fi,Z), i = 1, 2, such that g = g1 · g2 in G(M (WZ)) (once again, recall Setting 4.7).
Set ∂U = {ηP,r, ηPj ,rj , j = 1, 2, . . . , n}, where Pj ∈ Ox[T ] are unitary polynomials that are
irreducible over H(x), and rj ∈ R>0\
√|H(x)×|, for all j.
Seeing as U = {u ∈ P1,anH(x) : |P |u ⊲⊳ r, |Pj |u ⊲⊳j rj, j}, where ⊲⊳, ⊲⊳j∈ {6,>} for all j
(Proposition 2.1), UZ ⊆ {u ∈ P1,anZ : |P |u ⊲⊳ r}. Without loss of generality, suppose that ⊲⊳
is 6. Then, UZ ⊆ {u ∈ P1,anZ : |P |u 6 r} and VZ ⊆ {u ∈ P1,anZ : |P |u > r} (see Lemma 2.4).
Consequently, for gU := g1|UZ ∈ G(M (UZ)) and gV := g2|Z ∈ G(M (VZ)), g = gU · gV
in G(M (WZ)) = G(M (UZ ∩ VZ)). 
4.3. Patching over relative nice covers. Proposition 4.13 is enough in itself to directly
show a local-global principle over the relative projective line. However, just like in the
one-dimensional case, when showing a local-global principle for relative projective curves,
we use arguments that make it possible to descend to the line. The goal of this part is to
present the necessary arguments to make this descent.
Recall Notation 2.6. We also recall some notions from [26] which will be needed.
Definition 4.14 ([26, Definition 2.1]). A finite cover U of a k-analytic curve will be called
nice if:
(1) the elements of U are connected affinoid domains with only type 3 points in their
topological boundaries;
PATCHING OVER ANALYTIC FIBERS AND THE LOCAL-GLOBAL PRINCIPLE 37
(2) for any different U, V ∈ U , U ∩ V = ∂U ∩ ∂V, or equivalently, U ∩ V is a finite set
of type 3 points;
(3) for any two different elements of U , neither is contained in the other.
Definition 4.15 ([26, Definition 2.18]). Let C be a k-analytic curve. Let U be a nice
cover of C. A function TU : U → {0, 1} will be called a parity function for U if for any
different U ′, U ′′ ∈ U that intersect, TU (U ′) 6= TU (U ′′).
We denote by SU the set of intersection points of the elements of U .
Theorem 4.16. Let Ux be a nice cover of P1,anH(x), and TUx a parity function corresponding
to Ux. Let SUx be the set of intersection points of the different elements of Ux. Let Z0 be
a connected affinoid neighborhood of x such that the Z0-thickening UZ0 of Ux exists and is
a Z0-relative nice cover of P
1,an
Z0
.
Let G/M (Z0)(T ) be a rational linear algebraic group. Then, for any element (gs)s∈SUx
of
∏
s∈SUx
G
(
MP1,an
Z0
,s
)
, there exists a connected affinoid neighborhood Z ⊆ Z0 of x,
and (gUZ )U∈Ux ∈
∏
U∈Ux
G(M (UZ)), satisfying: for any s ∈ SUx , there exist exactly two
Us, Vs ∈ Ux containing s, gs ∈ G(M (Us,Z∩Vs,Z)), and if TUx(Us) = 0, then gs = gUs,Z ·g−1Vs,Z
in G(M (Us,Z ∩ Vs,Z)).
Proof. Set Ux = {U1, U2, . . . , Un}. If n = 1 there is nothing to prove. Otherwise, using
induction we will show the following statement for all i such that 2 6 i 6 n:
Statement 1. Let I ⊆ {1, 2, . . . , n} be such that |I| = i and ⋃h∈I Uh is connected. Let
SI (⊆ SUx) denote the set of intersection points of the different elements of {Uh}h∈I .
Let Z ′ ⊆ Z0 be any connected affinoid neighborhood of x. Then, for any (gs)s∈SI ∈∏
s∈SI
G(MP1,an
Z′
,s), there exists a connected affinoid neighborhood ZI ⊆ Z ′ of x and
(gUh,ZI )h∈I ∈
∏
h∈I G(M (Uh,ZI )), satisfying: for any s ∈ SI there exist exactly two ele-
ments Us, Vs ∈ {Uh}h∈I containing s, gs ∈ G(M (Us,ZI ∩ Vs,ZI )), and if TUx(Us) = 0, then
gs = gUs,ZI · g−1Vs,ZI in G(M (Us,ZI ∩ Vs,ZI )). The same is true for any connected affinoid
neighborhood Z ′′ ⊆ ZI of x.
For i = 2, this is Proposition 4.13. Suppose it is true for some i − 1, 2 < i < n,
and let us show that it is true for i. Without loss of generality, we may assume that
I = {1, 2, . . . , i}, i.e. that ⋃ih=1 Uh is connected. By [26, Lemma 2.20], there exist i − 1
elements of {Uh}ih=1 whose union is connected. Without loss of generality, let us assume
that
⋃i−1
h=1 Uh is connected. Set I
′ = I\{i}.
Let us start by making a comparison between SI and SI′ . Set Vi−1 =
⋃i−1
h=1 Uh. This is
a connected affinoid domain containing only type 3 points in its boundary. Since Vi−1, Ui,
and Vi−1 ∪ Ui are connected subsets of P1,anH(x), Vi−1 ∩ Ui is non-empty and connected (see
[26, Lemma 2.7]). Furthermore, since Vi−1∩Ui ⊆ SUx (i.e. it is contained in a finite set of
type 3 points), Vi−1 ∩Ui is a single type 3 point {η}. Hence, there exists h0 ∈ I ′ such that
Uh0 ∩ Ui 6= ∅. By [26, Lemma 2.12], such an h0 is unique. Consequently, SI = SI′ ∪ {η}.
For some Z ′ ⊆ Z0 as in Statement 1, let (gs)s∈SI ∈
∏
s∈SI
G(MP1,an
Z′
,s
). From the in-
duction hypothesis, for (gs)s∈SI′ ∈
∏
s∈SI′
G(MP1,an
Z′
,s), there exist a connected affinoid
neighborhood ZI′ ⊆ Z ′ of x and (gUh,Z
I′
)h∈I′ ∈
∏
h∈I′ G(M (Uh,ZI′ )), satisfying: for any
38 VLERE¨ MEHMETI
s ∈ SI′ , there exist exactly two Us, Vs ∈ {Uh}h∈I′ containing s, gs ∈ G(M (Us,ZI′ ∩Vs,ZI′ )),
and if TUx(Us) = 0, gs = gUs,Z
I′
· g−1Vs,Z
I′
in G(M (Us,ZI′ ∩ Vs,ZI′ )).
Remark that the affinoid domains Vi−1 and Ui satisfy the properties of Proposition 4.13
with Vi−1∩Ui = {η}. As seen above, there exist exactly two elements of {Uh}h∈I containing
η. Also, since gη ∈ G(MP1,an
Z′
,η), by Lemma 2.20, we may assume that gη ∈ G(M (Vi−1,Z′ ∩
Ui,Z′)). Hence, we may also assume that for any connected affinoid domain Z
′′′ ⊆ Z ′ of x,
gη ∈ G(M (Vi−1,Z′′′ ∩ Ui,Z′′′)).
• Suppose TUx(Ui) = 0. By Proposition 4.13, there exists a connected affinoid neigh-
borhood ZI ⊆ ZI′ ⊆ Z ′ of x, and a ∈ G(M (Ui,ZI )), b ∈ G(M (Vi−1,ZI )), such that
gη ·gUi−1,ZI = a·b in G(M (Ui,ZI ∩Vi−1,ZI )). For any h ∈ I ′, set g′Uh,ZI := gUh,ZI ·b−1
in G(M (Uh,ZI )). Also, set g
′
Ui,ZI
:= a in G(M (Ui,ZI )).
• Suppose TUx(Ui) = 1. By Proposition 4.13, there exists a connected affinoid neigh-
borhood ZI ⊆ ZI′ ⊆ Z ′ of x and c ∈ G(M (Vi−1,ZI )), d ∈ G(M (Ui,ZI )), such that
g−1Ui−1,ZI · gη = c ·d in G(M (Vi−1,ZI ∩Ui,ZI )). For any h ∈ I ′, set g′Uh,ZI := gUh,ZI · c
in G(M (Uh,ZI )). Also, set g
′
Ui,ZI
:= d−1 in G(M (Ui,ZI )).
The family (g′Uh,ZI )h∈I ∈
∏
h∈I G(M (Uh,ZI )) satisfies the conditions of Statement 1 for
the given (gs)s∈SI . The last part of Statement 1 is obtained directly by taking restrictions
of g′Uh,ZI
to G(M (Uh,Z′′)), h ∈ I.
In particular, for i = n, we obtain the result that was announced. 
5. Relative proper curves
Throughout this section, let k denote a complete ultrametric field. Let us fix and study
the following framework.
Setting 5.1. Let S,C be good k-analytic spaces such that S is normal. Suppose there
exists a morphism π : C → S that makes C a proper flat relative analytic curve (i.e. all
the fibers are curves) over S. Assume π is surjective. Let x ∈ S be such that the stalk Ox
is a field.
Assume there exists a connected affinoid neighborhood Z0 of x such that:
(1) for any y ∈ Z0, the fiber π−1(y) is a normal irreducible projective H(y)-analytic
curve Cy;
(2) there exists a normal proper scheme CO(Z0) over Spec O(Z0), such that the ana-
lytification of the structural morphism πO(Z0) : CO(Z0) → Spec O(Z0) (in the sense
of [1, 2.6]) is the projection CZ0 := C ×S Z0 → Z0.
Let us mention some immediate consequences of Setting 5.1.
For any connected affinoid neighborhood Z ⊆ Z0 of x, set CO(Z) = CO(Z0)×O(Z0)O(Z).
Let us denote by πO(Z) the structural morphism CO(Z) → Spec O(Z). Seeing as it is a
base change of πO(Z0), πO(Z) is proper.
Let CZ denote the Berkovich analytification of CO(Z) (in the sense of [1, 2.6]). Remark
that by [1, Proposition 2.6.1], CZ = (CO(Z))
an = (CO(Z0) ×O(Z0) O(Z))an = CZ0 ×Z0 Z
= C ×S Z. Let πZ : CZ → Z denote the structural morphism (i.e. the analytification
of πO(Z)). By [1, Proposition 2.6.9], πZ is proper.
Before exploring in more depth the properties of Setting 5.1, let us present a particular
situation which leads to this setup, and which allows us to generalize some of the results
of [26].
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5.1. Example: Realization of an algebraic curve over Ox as the thickening of
an analytic curve over H(x).
Notation 5.2. Let S′ be a normal good k-analytic space. Let x ∈ S′ be such that Ox is
a field. Let COx be a smooth geometrically irreducible projective algebraic curve over Ox.
Let us denote by πx the structural morphism COx → Spec Ox.
Remark that Ox = lim−→Z O(Z), where the limit is taken over connected affinoid neigh-
borhoods Z of x in S, implying Spec Ox = lim←−Z Spec O(Z). By [15, The´ore`me 8.8.2],
there exists a connected affinoid neighborhood Z0 of x, such that for any connected affinoid
neighborhood Z ⊆ Z0 of x, there exists a finitely presented scheme CO(Z) over Spec O(Z)
satisfying CO(Z) ×Spec O(Z) Spec Ox = COx . Let us denote by πO(Z) the structural mor-
phism CO(Z) → Spec O(Z).
Remark that πx is a proper smooth surjective morphism. The affinoid domain Z0 can
be chosen so that for any connected affinoid neighborhood Z ⊆ Z0 of x, the morphism
πO(Z) : CO(Z) → Spec O(Z) remains proper, surjective (by [15, The´ore`me 8.10.5]), and
smooth (by [32, Tag 0CNU]). Furthermore, by [32, Tag 0EY2], we may assume that CO(Z)
is a relative curve over O(Z). Let CZ (defined over Z) denote the Berkovich analytification
of the finite type scheme CO(Z) over Spec O(Z) (in the sense of [1, 2.6]). We denote by
πZ : CZ → Z the analytification of πO(Z).
Proposition 5.3. Let Z ⊆ Z0 be a connected affinoid neighborhood of x.
(1) The morphism πZ : CZ → Z is quasi-smooth, proper, and surjective. Furthermore,
CZ is a relative curve over Z.
(2) The spaces CO(Z), CZ are normal.
Proof. Surjectivity of πZ can be obtained as in the proof of [2, Proposition 3.4.6(7)] from
the surjectivity of πO(Z). Properness is given by [1, Proposition 2.6.9]. Quasi-smoothness
is a consequence of the smoothness of πO(Z) via [8, 5.2.14]. The dimension property is
given by [8, Proposition 2.7.7].
Since πO(Z) : CO(Z) → Spec O(Z) is smooth, for any point y ∈ CO(Z), there exists
an open neighborhood U of y such that there is a factorization of U → Spec O(Z) as:
U → AdO(Z) → Spec O(Z) for some d ∈ N, where U → AdO(Z) is e´tale. Moreover, by [16,
II, Remarque 1.5], d = 1. By [16, I, The´ore`me 9.5], U is normal at y if and only if A1O(Z)
is normal at its image.
Seeing as S is normal, so is Z (by [10, The´ore`me 3.4]). This implies that O(Z) is an
integrally closed domain (recall Z is connected in a normal space, so it is irreducible), hence
so is O(Z)[T ] (where T is an indeterminate), implying A1O(Z) is normal. Consequently, by
the above paragraph, CO(Z) is normal. By [10, The´ore`me 3.4], its analytification CZ is
also normal. 
Seeing as a quasi-smooth morphism is flat (see [8, Theorem 5.3.4]), it remains to show
that property (1) of Setting 5.1 is satisfied.
Notation 5.4. Let Z ⊆ Z0 be any connected affinoid neighborhood of x.
• For any y ∈ Z, the fiber π−1Z (y) can be endowed with the structure of an H(y)-
analytic curve Cy := CZ ×Z H(y). Remark that Cy does not depend on Z.
• For any y′ ∈ Spec O(Z), the fiber π−1Z (y′) can be endowed with the structure of
a κ(y′)-algebraic curve CO(Z),κ(y′) := CO(Z) ×O(Z) κ(y′), where κ(y′) denotes the
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residue field of y′ in Spec O(Z). We will use the notation Cκ(y′) whenever there is
no risk of ambiguity.
Since Spec O(Z0) is Noetherian, the proper morphism πO(Z0) is of finite presentation.
Since it is smooth, πO(Z0) is flat. By [15, The´ore`me 12.2.4], the set
A := {u ∈ Spec O(Z0) : CO(Z0),κ(u) is geometrically integral and smooth}
is Zariski open in Spec O(Z0).
Let x′ denote the image of x via the analytification Z0 → SpecO(Z0). SinceOx is a field,
there is a natural embedding κ(x′) →֒ Ox, from where we obtain that Cκ(x′) ×κ(x′) Ox = COx .
Since COx is smooth and geometrically irreducible, it is geometrically normal and integral,
implying so is Cκ(x′). Consequently, x
′ ∈ A, so A is a non-empty Zariski open subset of
Spec O(Z0).
Lemma 5.5. Let ψ denote the analytification Z0 → Spec O(Z0). For any y ∈ Z0 such that
ψ(y) ∈ A, Cy is a geometrically irreducible smooth projective H(y)-analytic curve. The
same is true for any connected affinoid neighborhood Z ⊆ Z0 of x.
Proof. Let y ∈ Z0 be such that y′ := ψ(y) ∈ A, i.e. that Cκ(y′) is geometrically inte-
gral. By the proof of [1, Proposition 2.6.2], Cy is isomorphic to the analytification of
Cκ(y′) ×κ(y′) H(y), so Cy is an H(y)-analytic curve that is geometrically integral, hence
geometrically irreducible. Since πZ is proper, Cy is a proper curve. Since πZ is quasi-
smooth, Cy is quasi-smooth (by [8, Theorem 5.3.4]). As it is proper, it is boundaryless,
so smooth (see [8, Corollary 5.4.8]).
The last part of the statement is a direct consequence of the fact that Cy does not
depend on Z0 (i.e. remains the same for any connected affinoid neighborhood Z ⊆ Z0 of x
containing y). 
The preimage of A with respect to the analytification morphism ψ : Z0 → Spec O(Z0) is
a Zariski open in Z0. Consequently, there exists a connected affinoid neighborhood Z1 ⊆ Z0
of x, such that Z1 ⊆ ψ−1(A). This means that for any connected affinoid neighborhood Z ⊆
Z1 of x, the fiber Cy of any y ∈ Z in CZ is a geometrically irreducible smooth projective
H(y)-analytic curve. Consequently, Setting 5.1 is satisfied for S = Z1 and C = CZ1 .
5.2. Consequences of Setting 5.1. Recall that for any affinoid neighborhood Z of x in
S, we denote by πZ the structural morphism CZ = C ×S Z → Z.
Proposition 5.6. Let Z ⊆ Z0 be a connected affinoid neighborhood of x.
(1) The space CZ is a normal proper flat relative analytic curve over Z. Furthermore,
πZ is surjective. The same properties are true for CO(Z) and πO(Z).
(2) Any connected affinoid domain of CZ is normal and irreducible.
Proof. Since πZ is obtained by a base change of π : C → S, we immediately obtain that
πZ is proper, surjective, flat, and of relative dimension 1.
Seeing as CZ0 is the analytification of the normal proper O(Z0)-scheme CO(Z0), it is
normal by [10, The´ore`me 3.4]. Seeing as CZ = π
−1
Z0
(Z) is an analytic domain of the
normal analytic space CZ0 , by loc.cit., it is normal. By the same result, CO(Z) is also
normal.
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The morphism πO(Z) was already remarked to be proper, as a base change of a proper
morphism. Surjectivity of πO(Z) can be obtained from the surjectivity of πZ as in Propo-
sition 3.4.6(7) of [2]. The relative dimension of πO(Z) is the same as that of πZ by [8,
Proposition 2.7.7]. Its flatness is a consequence of [8, Lemma 4.2.1].
Any connected affinoid domain of CZ is normal by [10, The´ore`me 3.4] and irreducible
by [10, The´ore`me 5.17]. 
The object the following lemma deals with will be central for the rest of this paper.
Lemma 5.7. Set COx := CO(Z0)×O(Z0)Ox. Then, COx is an irreducible normal projective
k-algebraic curve.
Proof. Let Cx denote the fiber of πZ0 : CZ0 → Z0. It is a normal irreducible projective
H(x)-curve by definition. Let x denote the image of x via the analytification morphism
ψ : Z0 → Spec O(Z0). By the proof of [1, Proposition 2.6.2], Cx ∼= (Cκ(x) ×κ(x) H(x))an,
where κ(x) denotes the residue field of x in O(Z0), and Cκ(x) := CO(Z0) ×O(Z0) κ(x) - the
algebraic fiber of x with respect to CO(Z0) → Spec O(Z0).
Set Calgx := Cκ(x) ×κ(x) H(x). Seeing as ψ(x) = x and Ox is a field, there is a canonical
embedding κ(x) →֒ Ox. Consequently, COx = Cκ(x) ×κ(x) Ox, and
Calgx = Cκ(x) ×κ(x) H(x) = Cκ(x) ×κ(x) Ox ×Ox H(x) = COx ×Ox H(x).
As (Calgx )an ∼= Cx, and Cx is a normal irreducible H(x)-analytic curve, Calgx is a connected
([2, Thm. 3.5.8(iii)]) normal algebraic curve ([2, Prop. 3.4.3]) over H(x).
Consequently, COx is connected, and by [14, Corollaire 6.5.4], it is normal. Properness
is immediate seeing as COx → Spec Ox is a base change of a proper morphism. 
Recall Notation 5.4, which is applicable here. A very important property for the con-
structions we make is the following:
Lemma 5.8. For any non-rigid point η of Cx, the local ring OC,η is a field. If η ∈ Cx is
rigid, then OC,η is a discrete valuation ring.
In particular, this implies that for any type 3 point η ∈ Cx, the local ring OC,η is a field.
Proof. Seeing as x ∈ Int Z0, for any η ∈ Cx, η ∈ Int CZ0 , so OC,η = OCZ0 ,η, and we can
use the two interchangeably.
The morphism πZ0 : CZ0 → Z0 is proper, so boundaryless. As πZ0 is flat, by the
proof of [8, Lemma 4.5.11], dimOC,η = dimOCx,η +dimOx. Since Ox is a field, we obtain
dimOC,η = dimOCx,η.
By [8, Lemma 4.4.5], if η ∈ Cx is not rigid, then OCx,η is a field, implying dimOC,η = 0,
so OC,η is a field (recall CZ0 is normal). If η ∈ Cx is rigid, by loc.cit. OCx,η is a discrete
valuation ring, implying dimOC,η = 1. Hence, OC,η is a Noetherian normal local ring with
Krull dimension 1, meaning a discrete valuation ring. 
We proved a result somewhat similar to Lemma 5.8 in Corollary 3.25 and applied it
to P1,an. Note that Lemma 5.8 is also applicable to the relative projective line.
Lemma 5.9. Let Z ⊆ Z0 be a connected affinoid neighborhood of x. For any pair of
different points u1, u2 ∈ CZ , there exist neighborhoods B1 of u1 and B2 of u2 in CZ , such
that B1 ∩B2 = ∅.
42 VLERE¨ MEHMETI
Proof. Seeing as πO(Z) is proper, it is separated, so by [1, Corollary 2.6.7], πZ is separated.
Seeing as Z is Hausdorff, by [2, Proposition 3.1.5], Z →M(k) is separated. Consequently,
the canonical morphism CZ →M(k) is separated, and we can conclude by loc.cit. 
Lemma 5.10. Let Z ⊆ Z0 be a connected affinoid neighborhood of x. The spaces CZ , CO(Z)
are irreducible.
Proof. Since all the fibers of CZ → Z are connected, CZ is connected: if, by contradiction,
CZ can be written as the disjoint union of two closed (hence compact) subsets U and V ,
then Z = πZ(U)∪πZ(V ). Since πZ(U) and πZ(V ) are compact, and Z is connected, their
intersection is non-empty. Consequently, there exists y ∈ Z, such that Cy ∩ U 6= ∅ and
Cy ∩ V 6= ∅. Since Cy is connected and covered by the compacts Cy ∩ U , Cy ∩ V, this is a
contradiction.
Thus, CZ is a connected normal analytic space. By [10, Proposition 5.14], it is irre-
ducible. Then, by [8, Proposition 2.7.16], CO(Z) is also irreducible. 
Proposition 5.11. There exists a connected affinoid neighborhood Z1 ⊆ Z0 of x such
that for any connected affinoid neighborhood Z ⊆ Z1 of x, there exists a finite surjective
morphism fZ : CZ → P1,anZ , satisfying:
(1) fZ is the analytification of a finite surjective morphism fO(Z) : CO(Z) → P1,anO(Z);
(2) for any connected affinoid neighborhood Z ′ ⊆ Z of x, fZ ×Z Z ′ = fZ′ , i.e. the
following diagram (where the horizontal arrows correspond to the base change
Z ′ →֒ Z) is commutative.
CZ′ CZ
P1,anZ′ P
1,an
Z
fZ′ fZ
Proof. Remark that Ox = lim−→Z O(Z), where the limit is taken with respect to connected
affinoid neighborhoods Z ⊆ Z0 of x. Consequently, Spec Ox = lim←−Z Spec O(Z), and
COx = CO(Z0) ×O(Z0) Ox = CO(Z0) ×O(Z0) lim←−Z O(Z) = lim←−Z CO(Z). Recall that COx is an
irreducible normal projective curve (see Lemma 5.7).
Let fOx : COx → P1Ox be any finite non-constant (hence surjective) morphism. By
[15, The´ore`me 8.8.2], we may assume that Z0 is such that for any connected affinoid
neighborhood Z ⊆ Z0 of x, there exists a morphism fO(Z) : CO(Z) → P1O(Z), such that
the following diagram (where the horizontal arrows are the corresponding base changes)
is commutative for any connected affinoid neighborhood Z ′ ⊆ Z of x.
COx CO(Z′) CO(Z)
P1Ox P
1
O(Z′) P
1
O(Z)
fOx fO(Z′) fO(Z)
Furthermore, by [15, The´ore`me 8.10.5], Z0 can be chosen so that for any connected affinoid
neighborhood Z ⊆ Z0 of x, the morphism fO(Z) is finite and surjective.
Let fZ : CZ → P1,anZ denote the Berkovich analytification of fO(Z) in the sense of [1,
2.6]. Then, as in [2, Proposition 3.4.6(7)], fZ is surjective; by [1, Proposition 2.6.9], it is
finite.
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Part (2) is a direct consequence of the commutativity of the diagram above. 
Remark that the finite surjective morphism fZ : CZ → P1,anZ induces a finite surjective
morphism fz : Cz → P1,anH(z) between the fibers of z ∈ Z in CZ and P1,anZ , respectively (recall
Notation 5.4 which is applicable here).
Proposition 5.12. Let Z ⊆ Z0 be a connected affinoid neighborhood of x. Let y be
a type 3 point in the fiber P1,anH(x) of x on P
1,an
Z . Let {z1, z2, . . . , zn} := f−1Z (y). Then,
MP1,an
Z
,y
⊗M (Z)(T ) M (CZ) =
∏n
i=1 MCZ ,zi .
Proof. Let us look at the finite surjective morphism fO(Z) : CO(Z) → P1O(Z) of O(Z)-
schemes. Let y′ be the image of y via the analytification ψ : P1,anZ → P1O(Z). Let A :=
Spec A be an open affine neighborhood of y′ in P1O(Z). Its preimage by ψ is a Zariski open
A′ of P1,anZ containing y.
Let B := Spec B be the pre-image of A by fO(Z). It is an affine open subset of CO(Z),
and fO(Z) induces a finite surjective morphism B → A. By construction, B contains
f−1O(Z)(y
′). By the proof of [1, Proposition 2.6.10], there is an isomorphism
∏n
i=1OCZ ,zi =
OP1,an
Z
,y⊗AB. Since CO(Z) and P1O(Z) are irreducible, the function field of CO(Z) is Frac B,
and the function field of P1O(Z) is Frac A.
By Theorem 8.7, we obtain that M (CZ) = Frac B, and M (P
1,an
Z ) = Frac A. Since B is
a finite A-module, by the last paragraph of the proof of [26, Lemma 3.4],
∏n
i=1OCZ ,zi =
OP1,an
Z
,y
⊗Frac A Frac B, so
∏n
i=1OCZ ,zi = OP1,an
Z
,y
⊗M (Z)(T ) M (CZ). Finally, since y and
zi, i = 1, 2, . . . , n, are type 3 points in P
1,an
H(x) and Cx, respectively, OP1,an
Z
,y
= MP1,an
Z
,y
, and
OCZ ,zi = MCZ ,zi for all i, concluding the proof of the statement. 
Proposition 5.13. For any connected affinoid neighborhoods Z,Z ′ ⊆ Z0 of x such that
Z ′ ⊆ Z, the base change morphism ιZ,Z′ : CO(Z′) → CO(Z) is dominant. Furthermore, if
ηZ (resp. ηZ′) is the generic point of CO(Z) (resp. CO(Z′)), then ιZ,Z′(ηZ′) = ηZ .
Proof. By Lemma 5.10, CO(Z), CO(Z′) are irreducible, so it makes sense to speak of their
generic points ηZ , ηZ′ , respectively. It suffices to show that ηZ is in the image of ιZ,Z′. Let
α be any point of CZ . Let α
′ be its image in CO(Z) via the analytification φ : CZ → CO(Z).
Let U be an open affine neighborhood of α′ in CO(Z). Then, ηZ ∈ U, and the closure of
{ηZ} in U is U.
By [1, Proposition 2.6.8], φ−1(U) = Uan-the analytification of U . Remark that Uan
is an open subspace of CZ . Let Bα be any open neighborhood of α in CZ . Then, since
α ∈ Uan, Bα ∩ Uan is an open neighborhood of α in Uan, so by [1, Lemma 2.6.5], there
exists a point β ∈ Bα ∩ Uan ⊆ Bα, such that φ(β) = ηZ . Thus, for any point α ∈ CZ and
any open neighborhood Bα of α in CZ , there exists β ∈ Bα, such that φ(β) = ηZ . In other
words, φ−1({ηZ}) = CZ .
CZ′ CO(Z′)
CZ CO(Z)
φ′
θZ,Z′ ιZ,Z′
φ
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Let us now look at the commutative diagram above, where the horizontal lines cor-
respond to analytification, and the vertical ones to base change. In particular, remark
that since CZ = π
−1(Z) and CZ′ = π
−1(Z ′), we have CZ′ ⊆ CZ , so θZ′,Z is an inclusion.
Let γ ∈ π−1(Int(Z ′)) (which is non-empty considering x ∈ Int(Z ′)). Let Bγ be an open
neighborhood of γ in the open π−1(Int(Z ′)). Then, Bγ is open in both CZ′ and CZ . By
the paragraph above, there exists γ′ ∈ Bγ such that φ(θZ,Z′(γ′)) = φ(γ′) = ηZ . By the
commutativity of the diagram, ηZ is in the image of ιZ,Z′, so ιZ,Z′ is dominant.
Let ηZ′ be the generic point of CO(Z′). Since CO(Z), CO(Z′) are integral schemes, this
means ιZ,Z′(ηZ′) = ηZ . 
Recall that COx = CO(Z0)×O(Z0)Ox = lim←−Z CO(Z), where the limit is taken with respect
to the connected affinoid neighborhoods Z ⊆ Z0 of x. By the lemma above, the generic
points ηZ of CO(Z) determine a unique point η ∈ COx.
Proposition 5.14. The curve COx is integral with generic point η.
Proof. Note that COx was already shown to be integral in Lemma 5.7.
For any connected affinoid neighborhoods Z,Z ′ ⊆ Z0 of x such that Z ′ ⊆ Z, the base
change ιZ,Z′ : CO(Z′) = CO(Z) ×O(Z) O(Z ′)→ CO(Z) is an affine morphism. Furthermore,
since CO(Z) is normal, it is reduced.
By [32, Tag 0CUG], lim←−Z {ηZ}red = {η}red. Seeing as {ηZ}red = CO(Z), we obtain that
{η}red = lim←−Z CO(Z) = COx , so COx is reduced and irreducible, i.e. integral, with generic
point η. 
Let FN denote the function field of the integral scheme CN , whereN ∈ {Ox,O(Z) : Z ⊆ Z0}
(Z is as usual considered to be a connected affinoid neighborhood of x).
Corollary 5.15. FOx = lim−→Z FO(Z), where the limit is taken with respect to connected
affinoid neighborhoods Z ⊆ Z0 of x.
Proof. The projective system of integral schemes {CO(Z)}Z gives rise to a direct system of
fields {FO(Z)}Z . For connected affinoid neighborhoods Z,Z ′ ⊆ Z0 of x such that Z ′ ⊆ Z,
let us denote the corresponding transition morphism FO(Z) → FO(Z′) by χZ′,Z . Let us
denote by F ′ the field lim−→Z FO(Z).
The projections ιZ : COx → CO(Z) give rise to maps χ′Z : FO(Z) → FOx . Since for any
Z ′ ⊆ Z, ιZ = ιZ,Z′ ◦ ιZ′ , we have that χ′Z = χ′Z′ ◦ χZ′,Z . Consequently, there is a map
F ′ → FOx . To show that this is an equality it suffices to show that for any field K and
morphisms λZ : FO(Z) → K such that for any Z ′ ⊆ Z, λZ = λZ′ ◦ χZ′,Z , there is a map
λ : FOx → K, satisfying λZ = λ ◦ χ′Z .
The maps λZ : FO(Z) → K give rise to maps λ′Z : SpecK → Spec FO(Z) → CO(Z), where
the image of λ′Z is the generic point {ηZ} of CO(Z). Consequently, by Proposition 5.13, for
any Z ′ ⊆ Z, we have λ′Z = ιZ,Z′ ◦ λ′Z′ , implying there is a morphism λ′ : Spec K → COx
that satisfies λ′Z = ιZ ◦ λ′ for all Z. In turn, this gives rise to a morphism λ : FOx → K,
which satisfies λZ = λ ◦ χ′Z . 
Corollary 5.16. FOx = lim−→Z M (CZ), where the limit is taken over connected affinoid
neighborhoods Z ⊆ Z0 of x.
Proof. This is a direct consequence of Corollary 5.15 and Theorem 8.7. 
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6. Nice Covers of a Relative Proper Curve and Patching
We work under the hypotheses of Setting 5.1 and the notations we have introduced
along the way. Here is a summary:
Notation 6.1. In addition to Setting 5.1, for any connected affinoid neighborhood Z ⊆ Z0
of x, let Cx := CZ ×Z H(x), CZ := C ×S Z, CO(Z) := CO(Z0) ×O(Z0) O(Z), and COx :=
CO(Z0) ×O(Z0) Ox. Moreover, we denote by πZ , resp. πO(Z), the structural morphisms
CZ → Z, resp. CO(Z) → Spec O(Z).
Finally, let fZ : CZ → P1,anZ , fOZ : CO(Z) → P1,anO(Z) be finite surjective morphisms such
that fanO(Z) = fZ , and for any connected affinoid neighborhood Z
′ ⊆ Z of x, fZ×ZZ ′ = fZ′.
6.1. Nice covers of a relative proper curve. As in the case of P1,an, in addition
to Setting 5.1, we assume that dimS < dimQR>0/|k×| ⊗Z Q. The reason behind this
hypothesis is the same as before: it is sufficient for the existence of type 3 points on the
fiber Cx (see Lemma 2.7).
Goal: Let V be an open cover of Cx in C. We construct a refinement of V and show that
it satisfies certain properties which are necessary for patching.
(1) The construction. Remark that the finite surjective morphism fZ0 : CZ0 → P1,anZ0
induces a finite surjective morphism fx : Cx → P1,anH(x) on the corresponding fibers of x.
Without loss of generality, we may assume that V is an affinoid cover of Cx in C
such that {Int V : V ∈ V} is an open cover of Cx in C. Since Cx is compact, we may
assume V is finite. Let Vx denote the finite affinoid cover V induces on Cx. Remark that
V ′x := {IntCxV : V ∈ Vx} remains an open cover of Cx. Since Vx is an affinoid cover, for
any V ∈ Vx, the topological boundary ∂CxV of V in Cx is finite. Consequently, for any
V ∈ V ′x, ∂CxV is finite. Set S′ =
⋃
V ∈V ′x
∂CxV. This is a finite set of points on Cx.
Seeing as Cx is a connected curve, for any two points u, v of S
′, there exist finitely
many arcs [u, v]i, i = 1, 2, . . . , l, in Cx connecting them (Proposition 8.10). Let us take a
type 3 point on each [u, v]i, for any two points u, v ∈ S′. We denote this set by S1. By
construction of S1, since type 3 points are dense in Cx ([26, Theorem 2.6]) and f
−1
x (fx(S
′))
is a finite set, we may assume that S1 ∩ f−1x (fx(S′)) = ∅.
Since S1 is a finite set of type 3 points in Cx, fx(S1) is a finite set of type 3 points in the
fiber P1,anH(x) of x in P
1,an
Z0
. By [26, Lemma 2.14], there exists a nice cover Dx of P1,anH(x) such
that f(S1) = SDx (recall this notation in Definition 4.15). Let TDx be a parity function
for Dx (it exists by [26, Lemma 2.19]).
Lemma 6.2. The connected components of f−1x (D),D ∈ Dx, form a cover Ux of Cx which
is nice and refines Vx. Furthermore, SUx = f−1x (SDx), and the map TUx : Ux → {0, 1},
U 7→ fDx(fx(U)), is a parity function for Ux.
Proof. That Ux is a nice cover of Cx, SUx = f−1x (SDx), and TUx is a parity function for Ux
has been shown in [26, Proposition 2.21]. It remains to show that Ux refines Vx. For that,
it suffices to show that Ux refines the open cover V ′x of Cx.
Let us start by proving that SUx ∩ S′ = ∅. Suppose, by contradiction, that there exists
a ∈ SUx ∩ S′ = f−1x (fx(S1)) ∩ S′. Then, fx(a) ∈ fx(S1)∩fx(S′), so there exists b ∈ S1 such
that fx(a) = fx(b) ∈ fx(S1) ∩ fx(S′). Consequently, b ∈ f−1x (fx(S′)) ∩ S1 = ∅, which is
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impossible, so SUx ∩ S′ = ∅. Considering SUx =
⋃
U∈Ux
∂U and S′ =
⋃
V ∈V ′x
∂V, for any
U ∈ Ux and any V ∈ V ′x, ∂U ∩ ∂V = ∅.
Let us now show that Ux refines V ′x. Suppose, by contradiction, that there exists U ∈ Ux,
such that for any V ∈ V ′x, U 6⊆ V. Let Vj , j = 1, 2, . . . ,m, be the elements of V ′x intersect-
ing U (m 6= 0 seeing as V ′x is a cover of Cx). Then, U ⊆
⋃m
j=1 Vj. Considering U 6⊆ Vj
and U is connected, U ∩ ∂Vj 6= ∅ for all j. If
⋃m
j=1 U ∩ ∂Vj is a single point {w}, then
w ∈ U\⋃mj=1 Vj (because the Vj are open), which is impossible seeing as U ⊆ ⋃mj=1 Vj.
Let x1, x2 be two different points of
⋃m
j=1 U ∩ ∂Vj . Since ∂U ∩ ∂Vj = ∅ for all j (this was
shown in the paragraph above), xi ∈ Int(U), i = 1, 2.
Since U is connected, by Lemma 8.8, Int U is connected, so there exists an arc [x1, x2]
connecting x1 and x2, which is contained entirely in Int U. But then, by the construction
of S1, since x1, x2 ∈ S′, there exists y ∈ S1 such that y ∈ [x1, x2] ⊆ Int U. Considering
y ∈ S1 ⊆ f−1x (SDx) = SUx, there exists U ′ ∈ Ux, such that y ∈ ∂U ′. But then, ∂U ∩ ∂U ′ 6=
U ∩ U ′ which is in contradiction with the fact that Ux is a nice cover of Cx.
Thus, there must exist VU ∈ V ′x such that U ⊆ VU , implying Ux refines the cover V ′x. 
The following result will be used several times in what is to come.
Lemma 6.3. Let Z ⊆ Z0 be a connected affinoid neighborhood of x. Let D′ be a connected
affinoid domain of P1,anZ , such that D
′ ∩ Fx is non-empty and connected, where Fx is the
fiber of x with respect to the morphism P1,anZ → Z. Then, the connected components of
f−1Z (D
′) are connected affinoid domains of CZ that intersect the fiber Cx of x. Moreover,
if U is a connected component of f−1Z (D
′), then fZ(U) = D
′.
Proof. Seeing as fZ is a finite morphism, f
−1
Z (D
′) is an affinoid domain in CZ , and thus
so are its connected components.
Seeing as CZ and P
1,an
Z are irreducible, they are pure-dimensional (see [10, Corol-
laire 4.14]). Seeing as fZ is finite, its relative dimension is pure and equal to 0 (i.e.
all its fibers are of dimension 0). By [8, 1.4.14(3)], the dimension of CZ is the same as the
dimension of P1,anZ . Consequently, by [2, Lemma 3.2.4], fZ is open.
Let U be any connected component of f−1Z (D
′). It is an open and a closed subset of
f−1Z (D
′). Seeing as fZ is open and closed, fZ(U
′) is an open and closed subset of D′.
Considering D′ is connected, this implies D′ = fZ(U). Since D
′ ∩ Fx 6= ∅, we obtain
U ∩Cx 6= ∅. 
Let ZD ⊆ Z0 be a connected affinoid neighborhood of x, such that the ZD-thickening
DZD of Dx exists and is a ZD-relative nice cover for P1,anZD (see Theorem 2.24).
Let Z ⊆ ZD be any connected affinoid neighborhood of x. We denote by UZ the set of
connected components of f−1Z (DZ),D ∈ Dx. By Lemma 6.3, UZ is a finite affinoid cover
of CZ . Furthermore, for any U ∈ UZ , U ∩Cx 6= ∅ and fZ(U) ∈ DZ . Remark that the nice
cover Ux of Lemma 6.2 is obtained by taking the connected components of U∩Cx, U ∈ UZ .
(2) The elements of UZ intersect the fiber nicely. We show that the connected
affinoid neighborhood Z ⊆ ZD of x can be chosen such that U ∩ Cx is connected for
any U ∈ UZ , and the same remains true when replacing Z with any connected affinoid
neighborhood Z ′ ⊆ Z of x. Let us start with a couple of auxiliary results.
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Lemma 6.4. Let Z ⊆ Z0 be a connected affinoid neighborhood of x. Let A1, A2 be two
disjoint compact subsets of Cx. Then, there exist two open subsets B1, B2 of CZ such that
Ai ⊆ Bi, i = 1, 2, and B1 ∩B2 = ∅.
Proof. Let a ∈ A1. By Lemma 5.9, for any b ∈ A2, there exist an open neighborhood
Na,b of a in CZ , and an open neighborhood Ba,b of b in CZ , such that Na,b ∩ Ba,b = ∅.
The family {Ba,b}b∈A2 forms an open cover of A2. Considering A2 is a compact subset
of Cx, it is compact in CZ , so there exists a finite subcover {Ba,bi}mi=1 of {Ba,b}b∈A2 . Set
Na =
⋂m
i=1Na,bi and Ba =
⋃m
i=1Ba,bi . Then, Na, Ba are open subsets of CZ , A2 ⊆ Ba,
and Na ∩Ba = ∅.
The family {Na}a∈A1 is an open cover of A1. Since A1 is compact, there exists an open
subcover {Naj}lj=1. Set B1 =
⋃l
j=1Naj and B2 =
⋂l
j=1Baj . Then, B1 and B2 satisfy the
statement. 
Lemma 6.5. Let D be a connected affinoid domain of P1,anH(x) containing only type 3 points
in its boundary. Let Z ⊆ Z0 be a connected affinoid neighborhood of x such that the
Z-thickening DZ exists, and for any connected affinoid neighborhood Z
′ ⊆ Z of x, the Z ′-
thickening DZ′ of D is connected. Let U1,Z , U2,Z , . . . , Un,Z be the connected components of
f−1Z (DZ).
Then, the connected components of f−1Z′ (DZ′) are the connected components of Ui,Z ∩ CZ′ ,
i = 1, 2, . . . , n.
Proof. By commutativity of the diagram below, f−1Z (DZ) ∩ CZ′ = f−1Z′ (DZ ∩ P1,anZ′ ) =
f−1Z′ (DZ′), so f
−1
Z′ (DZ′) =
⊔n
i=1 Ui,Z ∩ CZ′ for any i. The statement follows immediately.
CZ′ CZ
P1,anZ′ P
1,an
Z
fZ′ fZ

We can now show property (2):
Proposition 6.6. Let D be a connected affinoid domain of P1,anH(x) containing only type 3
points in its boundary. Let Z ⊆ Z0 be a connected affinoid neighborhood of x such that
the Z-thickening DZ exists, and for any connected affinoid neighborhood Z
′ ⊆ Z of x, the
Z ′-thickening DZ′ of D is connected.
Let U1,Z , U2,Z , . . . , Un,Z be the connected components of f
−1
Z (DZ). The affinoid neigh-
borhood Z of x can be chosen such that:
• Ui,Z ∩Cx is a non-empty connected affinoid domain of Cx for all i;
• there is a bijection between the connected components of f−1Z (DZ) and the connected
components of f−1x (D) given by Ui,Z 7→ Ui,Z ∩Cx;
• for any connected affinoid neighborhood Z ′ ⊆ Z of x, the connected components of
f−1Z′ (Z
′) are Ui,Z′ := Ui,Z ∩ CZ′ , i = 1, 2, . . . , n.
Proof. Recall that the finite morphism fZ : CZ → P1,anZ induces a finite morphism
fx : Cx → P1,anH(x) on the corresponding fibers of x. Let L1, L2, . . . , Ls be the connected
components of f−1x (D). They are connected affinoid domains of Cx.
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Seeing as (follow the diagram below)
⊔s
t=1 Lt = f
−1
x (D) = f
−1
Z (DZ) ∩ Cx =
⊔n
i=1 Ui,Z ∩ Cx,
for any t, Lt ⊆
⊔n
i=1 Ui,Z . Since Lt is connected, there exists a unique it such that
Lt ⊆ Uit,Z ∩Cx.
Cx CZ
P1,anH(x) P
1,an
Z
fx fZ
Suppose there exists i0 such that Ui0,Z ∩Cx is not connected. Suppose, without loss of
generality, that L1, L2, . . . , Lr are the connected components of Cx∩Ui0,Z . By Lemma 6.4,
there exist mutually disjoint open subsets Bt of CZ such that Lt ⊆ Bt, t = 1, 2, . . . , r.
The set Ui0,Z\
⊔r
t=1Bt is a compact subset of CZ that doesn’t intersect the fiber Cx. It
is a non-empty set: otherwise, Ui0,Z ⊆
⊔r
t=1Bt; seeing as Ui0,Z ∩Bt ⊇ Ui0,Z ∩ Lt 6= ∅ for
all t = 1, 2, . . . , r, we obtain that Ui0,Z is not connected, contradiction.
Since πZ is proper, πZ(Ui0,Z\
⊔r
t=1Bt) is a non-empty compact subset of Z that does
not contain x. Thus, there exists a connected affinoid neighborhood Z1 ⊆ Z of x such that
π−1Z (Z1) ∩ (Ui0,Z\
⊔r
t=1Bt) = ∅, implying Ui0,Z ∩ CZ1 ⊆
⊔r
t=1Bt.
Let V1,Z1 , V2,Z1 , . . . , Ve,Z1 be the connected components of Ui0,Z ∩ CZ1 . By Lemma 6.5,
Vj,Z1 , j = 1, 2, . . . , e, are connected components of f
−1
Z1
(DZ1), so by Lemma 6.3, they
all intersect the fiber Cx. Moreover,
⊔e
j=1 Vj,Z1 ∩Cx = Ui0,Z ∩Cx =
⊔r
t=1 Lt. Hence, for
any t, there exists a unique et such that Lt ⊆ Vet,Z1 ∩ Cx. By the paragraph above, for
any j, there exists a unique tj, such that Vj,Z1 ⊆ Btj , hence a unique Ltj contained in
Vj,Z1 . Consequently, r = e and {Vj,Z1 ∩ Cx : j = 1, 2, . . . , r} = {Lt : t = 1, 2, . . . , r}. We
may assume, without loss of generality, that Vj,Z1 ∩ Cx = Lj, j = 1, 2, . . . , r. Clearly, this
induces a bijection between the connected components of Ui0,Z ∩ CZ1 and the connected
components of Ui0,Z ∩Cx, given by Vj,Z1 7→ Vj,Z1 ∩ Cx = Lj , j = 1, 2, . . . , r.
Let us show that for any connected affinoid neighborhood Z2 ⊆ Z1 of x, Vj,Z1 ∩ CZ2
remains connected for all j = 1, 2, . . . , r. By Lemma 6.5, the connected components of
Vj,Z1 ∩ CZ2 are connected components of f−1Z2 (DZ2), so by Lemma 6.3, they all intersect
the fiber Cx. Seeing as Lj = Vj,Z1 ∩Cx = Vj,Z1 ∩CZ2 ∩Cx is connected, Vj,Z1 ∩CZ2 has to
be connected for all j. In particular, the bijective correspondence obtained above remains
true when replacing Z1 by Z2.
We have shown that for any i = 1, 2, . . . , n, there exists a connected affinoid neigh-
borhood Zi ⊆ Z0 of x, such that the connected components Vj,i,Zi, j = 1, 2, . . . , ri, of
Ui,Z ∩ CZi satisfy: (a) Vj,i,Zi ∩ Cx is non-empty and connected for all j; (b) there is a
bijection between the connected components of Ui,Z ∩CZi and the connected components
of Ui,Z ∩ Cx, given by Vj,i,Zi 7→ Vj,i,Zi ∩ Cx; (c) for any connected affinoid neighborhood
Z ′ ⊆ Zi, Vj,i,Zi∩CZ′ remains connected, implying the connected components of Ui,Z ∩CZ′
are Vj,i,Zi ∩ CZ′ , j = 1, 2, . . . , ri.
Let Z ′ ⊆ ⋂ni=1 Zi be a connected affinoid neighborhood of x. Since Z ′ ⊆ Z, by
Lemma 6.5, the connected components of f−1Z′ (DZ′) are the connected components of
Ui,Z ∩CZ′ , i = 1, 2, . . . , n. By the paragraph above, these are Vj,i,Zi ∩CZ′ , j = 1, 2, . . . , ri,
i = 1, 2, . . . , n, and they satisfy: (a’) Vj,i,Zi ∩ CZ′ ∩ Cx is non-empty and connected for
all j, i; (b’) for any i, there is a bijection between the connected components of Ui,Z ∩CZ′
and the connected components of Ui,Z ∩ Cx, given by Vi,j,Zi ∩ CZ′ 7→ Vi,j,Zi ∩ Cx, imply-
ing there is a bijection between the connected components of Ui,Z ∩ CZ′ , i = 1, 2, . . . , n
PATCHING OVER ANALYTIC FIBERS AND THE LOCAL-GLOBAL PRINCIPLE 49
(i.e. of f−1Z′ (DZ′)) and the connected components of Ui,Z ∩ Cx, i = 1, 2, . . . , n (i.e. of
f−1x (D)), given by Vj,i,Zi ∩ CZ′ 7→ Vj,i,Zi ∩ Cx, j, i; (c’) for any connected affinoid neigh-
borhood Z ′′ ⊆ Z ′ of x, by the paragraph above, the connected components of f−1Z′′ (DZ′′)
are Vj,i,Zi ∩ CZ′ ∩ CZ′′ = Vj,i,Zi ∩ CZ′′ , j = 1, 2, . . . , ri, i = 1, 2, . . . , n. 
We have shown:
Corollary 6.7. There exists a connected affinoid neighbohrood Zf ⊆ ZD of x, such that
for any U ∈ UZf , U ∩ Cx is connected, and Ux = {U ∩ Cx : U ∈ UZf }, where Ux is the
nice cover of Cx obtained in the statement of Lemma 6.2. Moreover, for any connected
affinoid neighborhood Z ′ ⊆ Zf of x, UZ′ = {U ∩ CZ′ : U ∈ UZf}.
Remark 6.8. By Corollary 6.7, for any connected affinoid neighborhood Z ⊆ Zf of x,
there is a bijective correspondence between UZ and Ux given by V 7→ V ∩ Cx.
Consequently, we will from now on sometimes write UZ for the unique element of UZ
corresponding to the element U of Ux. In particular, UZ = {UZ : U ∈ Ux}.
(3) UZ refines V. Let Z ⊆ Zf be a connected affinoid neighborhood of x. Let UZ ∈ UZ .
Then, U := UZ ∩ Cx is a connected affinoid domain of Cx and an element of Ux (recall
Remark 6.8). By Lemma 6.2, there exists V ∈ V, such that U ⊆ Vx, where Vx denotes the
intersection of V with the fiber Cx. Assume UZ 6⊆ V. Then, UZ\V is a non-empty compact
subset of CZ not intersecting the fiber Cx. Seeing as πZ is proper, πZ(UZ\V ) is a compact
subset of Z not containing x. Thus, there exists a connected affinoid neighborhood Z1 ⊆ Z
of x, such that π−1Z (Z1) ∩ (UZ\V ) = ∅, i.e. CZ1 ∩ (UZ\V ) = ∅, implying CZ1 ∩ UZ ⊆ V.
Clearly, the same remains true when replacing Z1 by any connected affinoid neighborhood
Z2 ⊆ Z1 of x. Considering UZ is a finite cover, by repeating the same argument for all of
its elements, we obtain that there exists a connected affinoid neighborhood Z ′ ⊆ Zf , such
that {UZ ∩CZ′ : U ∈ Ux} refines V, and the same remains true when replacing Z ′ with any
connected affinoid neighborhood Z ′′ ⊆ Z ′. By Corollary 6.7, UZ′ = {UZ ∩ CZ′ : U ∈ Ux},
implying UZ′ is a refinement of V. The same remains true for any Z ′′ ⊆ Z ′ as above.
We have shown:
Proposition 6.9. There exists a connected affinoid neighborhood Zr ⊆ Zf of x such that
for any connected affinoid neighborhood Z ⊆ Zr, the cover UZ refines V.
(4) The intersection of the elements of UZ between themselves. Let Z ⊆ Zr
be a connected affinoid neighborhood of x. Let D1,D2 ∈ Dx such that D1 ∩D2 6= ∅. Set
D1 ∩ D2 = {y}. Then, f−1x (y) := {s1, s2, . . . , sm} is a subset of SUx . Set D = D1 ∩ D2.
As Z ⊆ ZD (with ZD as in part (1)), the Z-thickening DZ of D is a connected affinoid
domain of P1,anZ intersecting the fiber P
1,an
H(x)
at the single type 3 point y.
Let Wi,Z , i = 1, 2, . . . , n, be the connected components of f
−1
Z (DZ). By Proposition
6.6, we may assume that: (a) Wi,Z ∩ Cx is connected for all i; (b) there is a bijective
correspondence between the connected components of f−1Z (DZ) and the points of f
−1
x (y),
given by Wi,Z 7→ Wi,Z ∩ Cx, i = 1, 2, . . . , n; (c) for any connected affinoid neighborhood
Z ′ ⊆ Z, the connected components of f−1Z′ (DZ′) are Wi,Z′ =Wi,Z ∩ CZ′ , i = 1, 2, . . . , n.
For any s ∈ f−1x (y), let us denote byWs,Z the (unique) connected component of f−1Z (DZ)
containing s, (i.e. Ws,Z ∩ Cx = {s}), so the connected components of f−1Z (DZ) are
Ws,Z , s ∈ f−1x (y).
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Let Uj,Z, j = 1, 2, . . . , p (resp. Vl,Z , l = 1, 2, . . . , q), be the connected components of
f−1Z (D1,Z) (resp. f
−1
Z (D2,Z)). Then,
p⊔
j=1
q⊔
l=1
Uj,Z ∩ Vl,Z = f−1Z (D1,Z) ∩ f−1Z (D2,Z) = f−1Z (DZ) =
⊔
s∈f−1x (y)
Ws,Z .
For some j, l, let sj,l ∈ Uj ∩ Vl. Since sj,l ∈ Wsj,l,Z , we obtain that Wsj,l,Z ⊆ Uj,Z ∩ Vl,Z .
Consequently, for any j, l, Uj,Z ∩ Vl,Z =
⊔
s∈Uj∩Vl
Ws,Z .
Let Z ′ ⊆ Z be any connected affinoid neighborhood of x. Considering that the connected
components of f−1Z′ (D1,Z′) (resp. f
−1
Z′ (D2,Z′)) are Uj,Z ∩ CZ′ , j = 1, 2, . . . , p (resp. Vl,Z ∩
CZ′ , l = 1, 2, . . . , q), the same properties remain true when replacing Z by Z
′.
The same argument can be repeated for any two non-disjoint elements of the finite
cover Dx. We have shown:
Proposition 6.10. There exists a connected affinoid neighborhood Zt ⊆ Zr of x such that
for any connected affinoid neighborhood Z ⊆ Zt, for any two non-disjoint elements D1,D2
of Dx with D1 ∩D2 =: {y},
f−1Z (D1,Z ∩D2,Z) =
⊔
s∈f−1x (y)
Ws,Z ,
where Ws,Z is a connected affinoid neighborhood of CZ , and for any s, Ws,Z ∩ Cx = {s}.
Moreover, for any connected affinoid neighborhood Z ′ ⊆ Z, the connected components of
f−1Z′ (D1,Z′ ∩D2,Z′) are Ws,Z′ := Ws,Z ∩CZ′ , s ∈ f−1x (y).
Corollary 6.11. Let Z ⊆ Zt be a connected affinoid neighborhood of x. For any U, V ∈ Ux,
U ∩ V 6= ∅ if and only if UZ ∩ VZ 6= ∅.
Proof. If UZ ∩ VZ 6= ∅, then f(U) ∩ f(V ) 6= ∅, so by Proposition 6.10, UZ ∩ VZ ∩ Cx 6= ∅,
i.e. U ∩ V 6= ∅. The other direction is immediate. 
In order to invoke more easily the properties we have just shown for UZ , we introduce
the following:
Definition 6.12. Let Dx be a nice cover of P1,anH(x). For a connected affinoid neighborhood Z
of x, a cover UZ of CZ constructed as in (1) and satisfying properties (2), (4), will be called
a Z-relative nice cover of CZ induced by Dx.
Remark that Ux := {U ∩ Cx : U ∈ UZ} is a nice cover of Cx induced by Dx
as in Lemma 6.2. Also, for any connected affinoid neighborhood Z ′ ⊆ Z of x,
UZ′ = {U ∩ CZ′ : U ∈ UZ} is a Z ′-relative nice cover of CZ induced by Dx.
Remark 6.13. We have shown that for any open cover V of Cx in C, there exists a nice
cover Dx of P1,anH(x) and a connected affinoid neighborhood Zt of x, such that the Zt-relative
nice cover UZt of CZt induced by Dx refines V. This remains true when replacing Zt by
any connected affinoid neighborhood Z ⊆ Zt of x.
6.2. Patching over Relative Proper Curves. We now generalize the results of Sec-
tion 4 and obtain an application of patching on relative proper curves.
Throughout this part, let k be a non-trivially valued complete ultrametric field. We
continue working with Setting 5.1 and Notation 6.1. Moreover, we assume that dimS <
dimQR>0/|k×| ⊗Z Q, so type 3 points exist in Cx.
As in the case of P1,an :
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Notation 6.14. Let G be a connected rational linear algebraic group defined over FOx .
Since FOx = lim−→Z M (CZ) (Corollary 5.16), there exists a connected affinoid neighborhood
ZG ⊆ Z0 of x, such that G is a connected rational linear algebraic group over M (CZG).
The following is an analogue of [26, Proposition 3.3].
Theorem 6.15. For any open cover V of Cx in C, there exists a connected affinoid
neighborhood Z ⊆ ZG of x and a nice cover Dx of P1,anH(x) such that:
• the Z-relative nice cover UZ of CZ induced by Dx refines V;
• for any (gs)s∈SUx ∈
∏
s∈SUx
G(MC,s), there exists (gU )U∈Ux ∈
∏
U∈Ux
G(M (UZ)),
satisfying: for any s ∈ SUx , if Us, Vs are the elements of Ux containing s, if Ws,Z
is the connected component of Us,Z ∩ Vs,Z containing s, and TUx(Us) = 0, then
gs ∈ G(M (Ws,Z)), and gs = gU · g−1V in G(M (Ws,Z)).
The same remains true when replacing Z by any connected affinoid neighborhood Z ′ ⊆ Z
of x.
Proof. Seeing as for any connected affinoid neighborhood Z of x, x ∈ Int(Z), for any
u ∈ Cx, u ∈ Int(CZ), so MCZ ,u = MC,u.
By Remark 6.13, there exists a connected affinoid neighborhood Z ⊆ ZG of x and a
nice cover Dx of P1,anH(x) which induce a refinement UZ of V obtained as in construction (1)
and satisfying properties (2) and (4) of Subsection 6.1. Let Ux denote the corresponding
nice cover of Cx, TUx its associated parity function, and SUx the intersection points of the
different elements of Ux.
The proof is organized in three parts: in (a) we explore some properties of the neigh-
borhoods of s ∈ SUx ; in (b) we make the descent to P1,an where the statement has already
been proven; in (c) we conclude by using pull-backs.
(a) The neighborhoods of s ∈ SUx. We will need the following:
Lemma 6.16. For s ∈ SUx , let Bs be a neighborhood of s in C. There exists a connected
affinoid neighborhood Z1 of x such that for any s ∈ SUx, if Us, Vs are the elements of Ux
containing s, and Ws,Z1 is the connected component of Us,Z1 ∩ Vs,Z1 containing s, then
Ws,Z1 ⊆ Bs. The neighborhood Z1 can be chosen such that the statement remains true
when replacing Z1 by any connected affinoid neighborhood Z2 ⊆ Z1 of x.
Proof. Let Z ⊆ Zt be a connected affinoid neighborhood of x, where Zt is as in Proposi-
tion 6.10. By Lemma 5.9, we may suppose that Bs ∩ SUx = {s} for any s ∈ SUx .
Let y ∈ SDx. By Lemma 2.20, there exists an open neighborhood Ay of y in P1,anZ ,
such that f−1Z (Ay) ⊆
⊔
s∈f−1x (y)
Bs. Let D1,D2 be the elements of Dx containing y. By
[13, Lemma I.1.2], there exists a connected affinoid neighborhood Z1 ⊆ Zt of x, such that
D1,Z1 ∩D2,Z1 = (D1 ∩D2)Z1 ⊆ Ay. Then,
f−1Z1 (D1,Z1 ∩D2,Z1) ⊆ f−1Z1 (Ay) = f−1Z (Ay) ∩ CZ1 ⊆
⊔
s∈f−1x (y)
Bs.
Let Ws,Z1, s ∈ f−1x (y), be the connected components of f−1Z1 (D1,Z1 ∩D2,Z1), where for any
s ∈ f−1x (y), s ∈ Ws,Z1 (see Proposition 6.10). Seeing as
⊔
s∈f−1x (y)
Ws,Z1 ⊆
⊔
s∈f−1x (y)
Bs
and Bs ∩ SUx = {s} for any s ∈ f−1x (y), we obtain that Ws,Z1 ⊆ Bs.
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Let Z2 ⊆ Z1 be any connected affinoid neighborhood of x. Seeing as the connected
components of f−1Z2 (D1,Z2 ∩D2,Z2) are Ws,Z2 =Ws,Z1 ∩CZ2 , s ∈ f−1x (y) (Proposition 6.10),
all of the above remains true when replacing Z1 by Z2.
We obtain the statement by applying the above to all points of SDx. 
Summary 1. Let (gs)s∈SUx ∈
∏
s∈SUx
G(MC,s). For any s ∈ SUx, there exists a neighbor-
hood Bs of s in C, such that gs ∈ G(M (Bs)). By Lemma 6.16, there exists an affinoid
neighborhood Z ⊆ Zt (with Zt as in Proposition 6.10) of x such that for any s ∈ SUx, if
Us, Vs are the elements of Ux containing s, then Ws,Z ⊆ Bs, where Ws,Z is the connected
component of Us,Z ∩Vs,Z containing s. Consequently, gs ∈ G(M (Ws,Z)). Seeing as for any
connected affinoid neighborhood Z ′ ⊆ Z, Ws,Z′ =Ws,Z∩CZ′ , the same remains true when
replacing Z by Z ′.
(b) The descent to P1,an. Let Z be as in Summary 1. The finite surjective mor-
phism fZ : CZ → P1,anZ induces a finite field extension M (CZ)/M (P1,anZ ). Set G′ =
R
M (CZ )/M (P
1,an
Z
)
(G) - the Weil restriction of scalars from M (CZ) to M (P
1,an
Z ) of G. This
is still a connected rational linear algebraic group (see [4, 7.6] or [27, Section 1]). For any
y ∈ SDx , by the universal property of R, G′(MP1,an
Z
,y
) = G(MP1,an
Z
,y
⊗
M (P1,an
Z
)
M (CZ)). By
Proposition 5.12, G′(MP1,an
Z
,y) =
∏
s∈f−1x (y)
G(MCZ ,s). Let (gs)s∈SUx ∈
∏
s∈SUx
G(MCZ ,s).
This determines uniquely an element (hy)y∈SDx ∈
∏
y∈SDx
G′(MP1,an
Z
,y).
By Theorem 4.16, there exists a connected affinoid neighborhood Z ′ ⊆ Z of x, and
(hD)D∈Dx ∈
∏
D∈Dx
G′(M (DZ′)), satisfying: for any y ∈ SDx , there exist exactly
two Dy,D
′
y ∈ Dx containing y, hy ∈ G′(M (Dy,Z′ ∩D′y,Z′)), and if TDx(Dy) = 0, then
hy = hDy · h−1D′y in G
′(M (Dy,Z′ ∩D′y,Z′)). The same expression remains true for any con-
nected affinoid neighborhood Z ′′ ⊆ Z ′ of x.
For any D ∈ Dx, let U1,Z′ , U2,Z′ , . . . , Un,Z′, be the connected components of f−1Z′ (DZ′).
The natural map M (DZ′)⊗M (P1,an
Z
) M (CZ)→
∏n
i=1 M (Ui,Z′) (obtained by pull-backs
and multiplication), induces a map
G′(M (DZ′)) = G(M (DZ′)⊗M (P1,an
Z
) M (CZ))→
n∏
i=1
G(M (Ui,Z′)).
Let the image of hD ∈ G′(M (DZ′)) by this map be the element (gU1 , gU2 , . . . , gUn) of∏n
i=1G(M (Ui,Z′)). Thus, for any UZ′ ∈ UZ′ , we have an element gU ∈ G(M (UZ′)).
(c) The decomposition. Finally, it remains to show that for any U0, U1 ∈ Ux such
that TUx(U0) = 0, and s ∈ U0 ∩ U1, if Ws,Z′ is the connected component of U0,Z′ ∩ U1,Z′
containing s, then gs = gU0 · g−1U1 in G(M (Ws,Z′)), and that the same expression remains
true when replacing Z ′ by any connected affinoid neighborhood Z ′′ ⊆ Z ′ of x.
Let y ∈ SDx. Let D1,D2 be the elements of Dx containing y. For any s ∈ f−1x (y),
let Ws,Z′ denote the connected component of f
−1
Z′ (D1,Z′ ∩ D2,Z′) containing s. There is
a natural bilinear map M (D1,Z′ ∩D2,Z′) ×M (CZ) →
∏
s∈f−1x (y)
M (Ws,Z′), (a, b) 7→ ab,
which induces an application M (D1,Z′ ∩D2,Z′)⊗M (P1,an
Z
) M (CZ)→
∏
s∈f−1x (y)
M (Ws,Z′)
(this is “compatible” with the isomorphism MP1,an
Z
,y⊗M (P1,an
Z
)M (CZ)→
∏
s∈f−1x (y)
MCZ ,s,
i.e. they are both induced by multiplication). Finally, this gives rise to a morphism
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G′(M (D1,Z′∩D2,Z′)) = G(M (D1,Z′∩D2,Z′)⊗M (P1,an
Z
)
M (CZ))→
∏
s∈f−1x (y)
G(M (Ws,Z′)),
which sends (the restriction of) hy to (the restriction of) (gs)s∈f−1x (y).
Let Ui, i = 1, 2, . . . , n, (resp. Vj, j = 1, 2, . . . ,m) be the connected compo-
nents of f−1x (D1) (resp. f
−1
x (D2)). For any i, j, set Ui ∩ Vj = {si,jα : α = 1, 2, . . . , li,j}
(if Ui ∩ Vj = ∅ for some i, j, then we take li,j = 0). Remark that
f−1x (y) = {si,jα : α = 1, . . . , li,j , i = 1, . . . , n, j = 1, . . . ,m}. For any i, j, α, letWsi,jα ,Z′ be the
connected component of Ui,Z′ ∩ Vj,Z′ containing si,jα .
For any i (resp. j), there is a restriction map M (Ui,Z′) →
∏m
j=1
∏li,j
α=1 M (Wsi,jα ,Z′)
(resp. M (Vj,Z′)→
∏n
i=1
∏li,j
α=1 M (Wsi,jα ,Z′)). This induces a restriction map
n∏
i=1
M (Ui,Z′)→
∏
i,j,α
M (W
si,jα ,Z′
)
resp. m∏
j=1
M (Vj,Z′)→
∏
i,j,α
M (W
si,jα ,Z′
)
 .
The following commutative diagram
M (D1,Z′)⊗M (P1,an
Z
)
M (CZ) M (D1,Z′ ∩D2,Z′)⊗M (P1,an
Z
)
M (CZ) M (D2,Z′)⊗M (P1,an
Z
)
M (CZ)
∏n
i=1 M (Ui,Z′)
∏
i,j,α M (Wsijα ,Z′)
∏m
j=1 M (Vj,Z′)
gives rise to the following (where λ1, λ2, λ3 are isomorphisms):
G′(M (D1,Z′)) G
′(M (D1,Z′ ∩D2,Z′)) G′(M (D2,Z′))
G(M (D1,Z′)⊗M (P1,an
Z
) M (CZ)) G(M (D1,Z′ ∩D2,Z′)⊗M (P1,an
Z
) M (CZ)) G(M (D2,Z′)⊗M (P1,an
Z
) M (CZ))
∏n
i=1G(M (Ui,Z′))
∏
i,j,αG(M (Wsijα ,Z′))
∏m
j=1G(M (Vj,Z′))
λ1 λ2 λ3
The factorization result is now a consequence of the analoguous result for (hy)y∈SDx and
(hD)D∈Ux , the relationship between TDx and TUx , and the commutativity of the diagram
above. More precisely, hy = hD1 ·h−1D2 inG′(M (D1,Z′∩D2,Z′)), and hy is sent to (gs)s∈f−1x (y),
so for any si,jα ∈ f−1x (y), gsi,jα = gUi · g
−1
Vj
in G(M (W
si,jα ,Z′
)).
Considering for any connected affinoid neighborhood Z ′′ ⊆ Z ′ of x, Ws,Z′′ =Ws,Z′ ∩CZ′′
for any s ∈ SUx, and UZ′′ = UZ′ ∩ CZ′′ for all U ∈ Ux, the same expressions remain true
when replacing Z ′ by Z ′′. 
7. The Local-Global Principles
Let k be a complete non-trivially valued ultrametric field. Throughout this entire sec-
tion, we keep working with the hypotheses of Setting 5.1, and the related notations we have
introduced (see Notation 6.1). As before, we also suppose that dimS < dimQR>0/|k×| ⊗Z Q.
Remark 7.1. Recall in particular that for COx = CO(Z0) ×O(Z0) Ox, its function field
was denoted by FOx . It was shown in Corollary 5.16 that FOx = lim−→Z M (CZ), where M
denotes the sheaf of meromorphic functions on C, and the direct limit is taken with respect
to connected affinoid neighborhoods of x in S.
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7.1. With respect to germs of meromorphic functions. We show here the relative
analogue of [26, Theorem 3.11].
Recall that Cx denotes the fiber at x of the relative proper curve C → S, and it is a
normal irreducible projective H(x)-analytic curve.
Theorem 7.2. Let H/FOx be a variety and G/FOx a connected rational linear algebraic
group acting strongly transitively over H. Then,
H(FOx) 6= ∅ ⇐⇒ H(MC,u) 6= ∅ for all u ∈ Cx.
Proof. (⇒): By Corollary 5.16, FOx = lim−→Z M (CZ), where the limit is taken over con-
nected affinoid neighborhoods Z ⊆ Z0 of x. If H(FOx) 6= ∅, there exists a connected
affinoid neighborhood Z ⊆ Z0 of x, such that H(M (CZ)) 6= ∅. Seeing as x ∈ Int(Z), we
obtain that for any u ∈ Cx, u ∈ Int(CZ), so MCZ ,u = MC,u. Consequently, there is a
restriction morphism M (CZ) →֒ MC,u for any u ∈ Cx, implying H(MC,u) 6= ∅.
(⇐): Let us now assume H(MC,u) 6= ∅ for all u ∈ Cx. This implies that for any u ∈ Cx,
there exists an open neighborhood N ′u of u in C, such that H(M (N
′
u)) 6= ∅. Let V denote
the open cover (N ′u)u∈Cx of Cx in C.
By Remark 6.13, there exists a connected affinoid neighborhood Z ⊆ ZG of x (ZG as
in Notation 6.14), and a nice cover Dx of P1,anH(x) such that they induce a refinement UZ of
V obtained as in construction (1) and satisfying properties (2) and (4) of Subsection 6.1.
Let Ux denote the corresponding nice cover of Cx, TUx its associated parity function, and
SUx the intersection points of the different elements of Ux. As UZ refines V, for any U ∈ Ux
and any connected affinoid neighborhood Z ′ ⊆ Z of x, H(M (UZ′)) 6= ∅.
For any U ∈ Ux, let us fix an element U ′ ∈ V for which UZ ⊆ U ′ for any connected
affinoid neighborhood Z ⊆ Zt ∩ ZG of x (it exists seeing as UZ refines V, and for any
Z ′ ⊆ Z ′′ ⊆ Zt that are connected affinoid neighborhoods of x, UZ′ = UZ′′ ∩CZ′).
(a) Finding good neighborhoods of s ∈ SUx . Let s ∈ SUx. Let Us, Vs be the elements
of Ux containing s. Then, s ∈ Us ∩ Vs ⊆ U ′s ∩V ′s . Let Ns ⊆ U ′s ∩ V ′s be a neighborhood of s
in CZ0 such that Ns ∩ SUx = {s} (this is possible considering Lemma 5.9).
Let us fix a connected affinoid neighborhood Z ⊆ Zt ∩ ZG of x. Remark that for
any y ∈ SDx,
⊔
s∈f−1x (y)
Ns is an open neighborhood of f
−1
x (y) in CZ0 , hence in CZ . By
[13, Lemma I.1.2], there exists a connected neighborhood Ay of y in P
1,an
Z , such that
f−1Z (Ay) ⊆
⊔
s∈f−1
Z
(y)Ns. By Lemma 2.20 (and restricting to a smaller Z if necessary), we
may assume that Ay is the Z-thickening AZ of a connected affinoid domain A of P
1,an
H(x)
containing only type 3 points in its boundary. By Corollary 2.25, we may assume that for
any connected affinoid neighborhood Z ′ ⊆ Z of x, the Z ′-thickening AZ′ of A is connected.
Let Bi,Z , i = 1, 2, . . . ,m, be the connected components of f
−1
Z (AZ). By Lemma 6.3,
for any i, Bi,Z ∩ Cx 6= ∅ and fZ(Bi,Z) = AZ , implying Bi,Z ∩ f−1x (y) 6= ∅ for all i.
By Proposition 6.6, we may assume that Bi,Z ∩ Cx is connected for all i, and for any
connected affinoid neighborhood Z ′ ⊆ Z of x, the connected components of f−1Z′ (AZ′) are
Bi,Z′ = Bi,Z ∩CZ′ , i = 1, 2, . . . , n.
Seeing as
⊔n
i=1Bi,Z ⊆
⊔
s∈f−1x (y)
Ns, for any i, there exists exactly one si ∈ f−1x (y) such
that Bi,Z ⊆ Nsi , which implies that Bi,Z ∩ f−1x (y) = {si}. As f−1x (y) ⊆
⊔n
i=1Bi,Z and
Bi,Z ∩ f−1x (y) 6= ∅, there exists a bijective correspondence between the points of f−1x (y)
and the connected components of f−1Z (AZ). For s ∈ f−1x (y), let Bs,Z be the corresponding
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connected component of f−1Z (AZ) containing s, so that Bs,Z ⊆ Ns. Since the connected
components of f−1Z′ (AZ′) are Bs,Z ∩CZ′ , s ∈ f−1x (y), the same remains true when replacing
Z by Z ′.
(b) The transitivity of the action. For s ∈ SUx , we denote by Us, Vs be the elements of Ux
containing s, and suppose TUx(Us) = 0. Then, s ∈ Bs,Z ⊆ U ′s ∩ V ′s , with Bs,Z constructed
as in part (a). Let hUs ∈ H(M (U ′s)) and hVs ∈ H(M (V ′s )). The restrictions of hUs , hVs
(which we keep denoting by hUs , hVs) to M (Bs,Z) induce elements of G(M (Bs,Z)), and
the same remains true for any connected affinoid neighborhood Z ′ ⊆ Z.
Lemma 7.3. There exists a connected affinoid neighborhood Zs ⊆ Z of x such that there
exists gs ∈ G(M (Bs,Zs)) satisfying hUs = gs · hVs in H(M (Bs,Zs)). For any connected
affinoid neighborhood Z ′ ⊆ Zs of x, hUs = gs · hVs in H(M (Bs,Z′)).
Proof. Set L = lim−→Z M (Bs,Z), where the limit is taken with respect to the connected affi-
noid neighborhoods Z ⊆ Z0 of x. As shown in Proposition 6.6, we may assume that
Bs,Z is connected for all such Z ⊆ Z0, so that M (Bs,Z) are fields. Consequently,
L is a field. The restriction morphisms M (CZ) →֒ M (Bs,Z) induce an embedding
FOx = lim−→Z M (CZ) →֒ L. Hence, G(L) acts transitively on H(L).
As hUs , hVs ∈ H(L), there exists g ∈ G(L), for which hUs = gs · hVs in H(L). Conse-
quently, there exists a connected affinoid neighborhood Zs of x, such that gs ∈ G(M (Bs,Zs))
and hUs = gs · hVs in H(M (Bs,Zs)). The same remains true for any connected affinoid
neighborhood Z ′ ⊆ Zs of x seeing as Bs,Z′ = Bs,Zs ∩ CZ′ . 
By Lemma 6.16, there exists a connected affinoid neighborhood Z1 ⊆ Z of x, such that
for any s ∈ SUx , if Ws,Z1 is the connected component of Us,Z1 ∩ Vs,Z1 containing s, then
Ws,Z1 ⊆ Bs,Z , so Ws,Z1 ⊆ Bs,Z ∩CZ1 = Bs,Z1 . Similarly, for any connected affinoid neigh-
borhood Z ′ ⊆ Z1,Ws,Z′ ⊆ Bs,Z′ . Consequently, for any s ∈ SUx , the equality hUs = gs · hVs
of Lemma 7.3 is well defined in H(M (Ws,Z′)) for any connected affinoid neighborhood
Z ′ ⊆ ⋂s∈SUx Zs ∩ Z1 of x.
(c) The patching. Let us fix a connected affinoid neighborhood Z ⊆ Zt ∩ ZG of x,
where Zt is as in Remark 6.13, and ZG as in Notation 6.14. Then, UZ is a cover of CZ ,
so {U ′ ∈ V : U ∈ Ux} is an open cover of CZ in C. For any U ′ ∈ V, let us fix an element
hU ∈ H(M (U ′)). This gives rise to an element of H(M (UZ′)) for any connected affinoid
neighborhood Z ′ ⊆ Z of x, which we will keep denoting by hU .
By part (b), there exists (gs)s∈Ux ∈
∏
s∈SUx
G(MC,s) and a connected affinoid neighbor-
hood Z2 ⊆ Z of x, such that for any s ∈ Ux, if Us, Vs are the elements of Ux containing s,
and TUx(Us) = 0, then gs ∈ G(M (Ws,Z2)), and hUs = gs · hVs in H(M (Ws,Z2)), where
Ws,Z2 is the connected component of Us,Z2∩Vs,Z2 containing s.Moreover, the same remains
true when replacing Z2 by any connected affinoid neighborhood Z
′ ⊆ Z2 of x.
By Theorem 6.15, we may assume that Z2 is such that there exists an element (gU )U∈Ux
of
∏
U∈Ux
G(M (UZ2)), such that for any non-disjoint U, V ∈ Ux with TUx(U) = 0, and any
s ∈ U ∩ V, gs = gU · g−1V in G(M (Ws,Z2)), where Ws,Z2 is the connected component of
Us,Z2 ∩ Vs,Z2 containing s. Moreover, the same remains true when replacing Z2 with any
connected affinoid neighborhood Z ′ ⊆ Z2 of x.
For any U ∈ Ux, set h′U = g−1U ·hU ∈ H(M (UZ2)). If U, V are two non-disjoint elements
of Ux, and TUx(U) = 0, for any s ∈ U ∩ V, one obtains h′V = g−1V hV = g−1U (gUg−1V )hV =
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g−1U gshV = g
−1
U hU = h
′
U in H(M (Ws,Z2)), where Ws,Z2 is the connected component of
UZ2 ∩ VZ2 containing s. Thus, h′U |UZ2∩VZ2 = h
′
V |UZ2∩VZ2
in H(M (UZ2 ∩ VZ2)).
To summarize, we have an affinoid cover UZ2 of CZ2 , and for any UZ2 ∈ UZ2 , an element
h′U ∈ H(M (UZ2)). Moreover, for any UZ2 , VZ2 ∈ UZ2 , h′U |UZ2∩VZ2 = h
′
V |UZ2∩VZ2
. Conse-
quently, there exists h ∈ H(M (CZ2)) such that h|UZ2 = h′U for any UZ2 ∈ UZ2 . Seeing as
there is an embedding M (CZ2) →֒ FOx , we obtain that H(FOx) 6= ∅. 
7.2. With respect to valuations. Recall the notations mentioned at the beginning of
this Section.
Since Ox is a field, there is an embedding Ox →֒ H(x), and it induces a valuation on Ox.
We will say that this is the valuation induced by x on Ox.
Definition 7.4. We denote by V (FOx) the set of non-trivial rank one valuations v on
FOx , such that either v|Ox is the valuation induced by x on Ox, or v|Ox is trivial. Set
V ′(FOx) = {v ∈ V (FOx) : v|Ox is the norm induced by x on Ox}. For any v ∈ V (FOx), we
denote by FOx,v the completion of FOx with respect to v.
Remark 7.5. For any non-rigid point y ∈ Cx, OCx,y is a field, so by Lemma 5.8, OC,y
is a field, and there is an embedding OC,y = MC,y →֒ H(y). We endow MC,y with the
valuation induced from H(y).
For any rigid point y ∈ Cx, OCx,y is a dvr, so by Lemma 5.8, OC,y is a dvr. We endow
MC,y with the corresponding discrete valuation.
Proposition 7.6. There exists a surjective map val : Cx → V (FOx), y 7→ vy, such
that: if y ∈ Cx is not rigid, then vy|Ox induces the norm determined by x on Ox, and
FOx,vy = M̂C,y; if y ∈ Cx is rigid, then vy is discrete, vy|Ox is trivial, and FOx,vy →֒ M̂C,y.
Let Cx,nrig denote the set of non-rigid points on Cx. The restriction
val|Cx,nrig : Cx,nrig → V ′(FOx) is a bijection.
Proof. The construction of the map val: Let y ∈ Cx be a non-rigid point. Then,
OCx,y is a field, and so is OC,y. Consequently, M̂C,y = H(y), so for any connected affinoid
neighborhood Z of x, M̂ (CZ) = M̂C,y, where the completion of M (CZ) is taken with
respect to the norm induced by the embedding M (CZ) →֒ H(y). Considering FOx =
lim−→Z M (CZ) →֒ MC,y, and as M̂ (CZ) = M̂C,y for any connected affinoid neighborhood
Z ⊆ Z0 of x, we obtain that FOx,vy = M̂C,y. The fact that vy|Ox is the norm determined
by x on Ox is a direct consequence of the fact that y ∈ Cx.
Let y ∈ Cx be a rigid point. Then, OCx,y is a discrete valuation ring, and by Lemma 5.8,
so is OC,y. As π(y) = x, this induces a morphism of local rings Ox → OC,y. Furthermore,
since Ox is a field, Ox →֒ O×C,y. As seen above, there is an embedding FOx →֒ MC,y. Let us
endow MC,y with the discrete valuation arising from the dvr OC,y. This induces a discrete
valuation vy in FOx . That vy|Ox is trivial is immediate from the embedding Ox →֒ O×C,y.
Clearly, this gives rise to an embedding FOx,vy →֒ M̂C,y.
The map val|Cx,nrig: It remains to show that the restriction val|Cx,nrig : Cx,nrig → V ′(FOx)
is bijective. Let v ∈ V ′(FOx). Then, sinceOx →֒ FOx , there is an embeddingH(x) →֒ FOx,v.
This implies that there is a morphism FOx ⊗Ox H(x)→ FOx,v. Let Calgx denote the normal
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irreducible projective algebraic curve over H(x) whose Berkovich analytification is Cx. Its
function field is M (Cx) by [2, Proposition 3.6.2].
Let x′ denote the image of x via the morphism Z0 → Spec O(Z0), where Z0
is as in Setting 5.1. Using Notation 5.4, by the proof of [1, Proposition 2.6.2],
Cx = (CO(Z0),κ(x′) ×κ(x′) H(x))an, so Calgx = CO(Z0),κ(x′) ×κ(x′) H(x). Seeing as Ox is a
field, we have an embedding κ(x′) →֒ Ox, so Calgx = COx ×Ox H(x). This means that its
function field is M (Cx) = FOx ⊗Ox H(x).
Consequently, there are embeddings FOx →֒ M (Cx) →֒ FOx,v, implying M̂ (Cx)v =
FOx,v, where M̂ (Cx)
v is the completion of M (Cx) with respect to v. By [26, Proposi-
tion 3.15], there exists a unique (implying both injectivity and surjectivity of val|Cx,nrig)
non-rigid point y ∈ Cx such that M̂C,y = H(y) = M̂Cx,y = FOx,v. Clearly, v = val(y).

Corollary 7.7. With the notation of Theorem 7.2, if char k = 0 or H is smooth, then:
H(FOx) 6= ∅ ⇐⇒ H(FOx,v) 6= ∅ for all v ∈ V (FOx).
Proof. (⇒): Seeing as FOx embeds in FOx,v for all v ∈ V (FOx), this direction is immediate.
(⇐): Remark that FOx is perfect if and only if char k = 0. Suppose H(FOx,v) 6= ∅ for
all v ∈ V (FOx). By Proposition 7.6, for any y ∈ Cx, there exists v ∈ V (FOx), such that
FOx,v ⊆ M̂C,y. Hence, H(M̂C,y) 6= ∅ for all y ∈ Cx. If y is a non-rigid point of Cx, then
OC,y = MC,y is a Henselian field by [1, Theorem 2.3.3]. If y is rigid point, then OC,y is
a dvr that is Henselian, so by [1, Proposition 2.4.3], MC,y = Frac OC,y is Henselian. By
[26, Lemma 3.16], H(MC,y) 6= ∅ for all y ∈ Cx. Finally, by Theorem 7.2, this implies that
H(FOx) 6= ∅. 
7.3. Summary of results. Recall that (k, | · |) denotes a complete non-trivially valued
ultrametric field. As usual, we denote by M the sheaf of meromorphic functions.
Let us summarize the main results we have shown:
Theorem 7.8. Let S,C be good k-analytic spaces such that S is normal. Suppose dimS <
R>0/|k×| ⊗Z Q. Suppose there exists a surjective morphism π : C → S that makes C a
proper flat relative analytic curve. Let x ∈ S be such that Ox is a field. Set Cx = π−1(x).
Assume there exists a connected affinoid neighboorhood Z0 of x such that all the fibers
of π on Z0 are normal irreducible projective analytic curves. Suppose that CZ0 := π
−1(Z0)
is normal, and CZ0 → Z0 is algebraic, i.e. the analytification of an algebraic morphism
CO(Z0) → Spec O(Z0). Set COx = CO(Z0)×O(Z0)Ox. Let FOx be the function field of COx.
For any connected affinoid neighborhood Z ⊆ Z0 of x, let us denote by CZ the analytic
space C ×S Z. Then, FOx = lim−→Z M (CZ).
Let G/FOx be a connected rational linear algebraic group acting strongly transitively on
a variety H/FOx . The following local-global principles hold:
• H(FOx) 6= ∅ ⇐⇒ H(MC,u) 6= ∅ for all u ∈ Cx;
• if char k = 0 or H is smooth,
H(FOx) 6= ∅ ⇐⇒ H(FOx,v) 6= ∅ for all v ∈ V (FOx),
where V (FOx) is given as in Definition 7.4.
The theorem above tells us that there is a local-global principle in the neighborhood
of certain fibers of relative proper analytic curves. More generally, we have shown that
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patching is possible in the neighborhood of said fibers. Note that the statement of The-
orem 7.8 is a local-global principle over the germs of meromorphic functions of a fixed
fiber.
Considering Example 5.1 of Setting 5.1, we also obtain the following theorem, which is
a generalization of [26, Corollary 3.18].
Theorem 7.9. Let S be a good normal k-analytic space such that dimS < R>0/|k×|⊗ZQ.
Let x ∈ S be such that Ox is a field. Let COx be a smooth geometrically irreducible
projective algebraic curve over Ox. Let FOx denote the function field of COx .
Let G/FOx be a connected rational linear algebraic group acting strongly transitively on
a variety H/FOx . Then, if char k = 0 or H is smooth:
H(FOx) 6= ∅ ⇐⇒ H(FOx,v) 6= ∅ for all v ∈ V (FOx),
where V (FOx) is given as in Definition 7.4.
Remark 7.10. Just as in [26], if char k 6= 2, the two theorems above can be applied to
quadratic forms.
8. Examples of fields Ox
To illustrate on which types of fields our local-global principles can be applied, we
calculate a few examples of local rings Ox that are fields. To do this, the key is to find a
“good” basis of neighborhoods of the point x.
We denote by (k, | · |) a complete ultrametric field such that dimQR>0/|k×| ⊗Z Q =∞
(this condition is sufficient to guarantee the existence of type 3 points on the fiber of x).
In all of the following examples, x is chosen such that Ox is a field.
Example 1. Suppose S =M(k), where M( · ) denotes the Berkovich spectrum. Then,
if S = {x}, we obtain that Ox = k, so a special case of Theorem 7.2 is [26, Theorem 3.10].
Example 2. Let ηT,r ∈ A1,ank be a type 3 point, meaning r 6∈
√|k×|. We can deduce from
[9, 3.4.19.3], that the family of sets Lr1,r2 := {y ∈ A1,ank : r1 6 |T |y 6 r2}, 0 < r1 < r < r2,
forms a basis of neighborhoods of ηT,r in A
1,an
k . Considering O(Lr1,r2) = {
∑
n∈Z anT
n :
an ∈ k, limn→+∞ |an|rn2 = 0, limn→−∞ |an|rn1 = 0}, we obtain that
Ox =
{∑
n∈Z
anT
n : an ∈ k,∃r1, r2 ∈ R>0, s.t. r1 < r < r2, lim
n→+∞
|an|rn2 = 0, limn→−∞ |an|r
n
1 = 0
}
The norm that x induces on Ox is the following: |
∑
n∈Z anT
n|x = maxn∈Z |an|rn.
Notation 8.1. For α ∈ k and r ∈ R>0, let us denote by Bk(α, r) the closed disc in k
centered at a and of radius r. Also, for P ∈ k[T ] irreducible, we denote Dk(P, r) := {y ∈
A1,ank : |P |y 6 r} (resp. D◦k(P, r) := {y ∈ A1,ank : |P |y < r}) the closed (resp. open)
virtual disc centered at ηP,0 and of radius r. In particular, if there exists α ∈ k such that
P (T ) = T − α, we will simply write Dk(α, r) (resp. D◦k(α, r)). When there is no risk of
ambiguity, we will forget the index k.
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Example 3. Suppose k is algebraically closed. Let x = ηT−α,r ∈ A1,ank be a type 2
point, meaning r ∈ |k×|. By [9, 3.4.19.2] that x has a basis of neighborhoods of the form
AR,αi,ri,I := D(α,R)\
⊔
i∈I D
◦(αi, ri), where I is a finite set, 0 < ri < r for all i ∈ I, R > r,
αi ∈ B(α, r), and for any i, j ∈ I, i 6= j, we have |αi − αj| = r. The subset AR,αi,ri,I is an
affinoid domain in A1,ank . By [12, Proposition 2.2.6],
O(AR,αi,ri,I) =
{∑
n>0
∑
i∈I
an,i
(T − αi)n +
∑
n>0
an(T − α)n :
an,i, an ∈ k, lim
n→+∞
|an,i|r−ni = 0, i ∈ I, limn→+∞ |an|R
n = 0
}
.
Consequently, f ∈ Ox if and only if there exist a finite set I ⊆ N, positive real numbers
R, ri, i ∈ I, such that ri < r < R, and elements αi ∈ B(α, r), such that |αi − αj| = r for
any i, j ∈ I, i 6= j, satisfying f ∈ O(AR,αi,ri,I). The norm induced by x is∣∣∣∣∣∑
n>0
∑
i∈I
an,i
(T − αi)n +
∑
n>0
an(T − α)n
∣∣∣∣∣
x
= max
n>0,i∈I
(|a0|, |an,i|r−n, |an|rn).
Example 4. Suppose k is algebraically closed. Let x ∈ A1,ank be a type 4 point, meaning
it is determined by a strictly decreasing family of closed discs D := (B(ai, ri))i∈N in k such
that
⋂
i∈NB(ai, ri) = ∅. Then, for any Q(T ) ∈ k[T ], |Q|x = infi |Q|ηai,ri . Let us remark
that for any i ∈ N, x ∈ D(ai, ri). Moreover, x ∈ D◦(ai, ri). To see the last part, assume,
by contradiction, that there exists j ∈ N such that |T − aj |x = rj. Then, for any i > j,
max(|ai−aj|, ri) = |T−aj|ηai,ri > rj , which is impossible seeing as D is strictly decreasing.
By [9, 3.4.19.1], the elements of D ′ := (D(ai, r)i))i∈N form a basis of neighborhoods
of x. Finally, for any f ∈ Ox, there exists i′ ∈ N such that f ∈ O(D(ai′ , ri′)), meaning
f =
∑
n∈N bn(T − ai′)n, where bn ∈ k for all n, and limn→+∞ |bn|rni′ = 0. Then, for any
i > i′, f ∈ O(D(ai, ri)). Finally, the norm induced by x is |f |x = inf i>i′ |f |ηai,ri .
Example 5. Let us fix an algebraic closure k of k. Let x ∈ A1,ank be a non-rigid type 1
point. This means that there exists an element α ∈ k̂\k, such that the image of ηα,0 with
respect to the open surjective morphism ϕ : A1,an
k̂
→ A1,ank is x. There exists a sequence
(αi)i∈N in k such that limi→+∞ αi = α. Set ri = |α − αi|. Then, in k̂, the point ηα,0
is determined by the strictly decreasing family of closed discs (B
k̂
(αi, ri))i∈N, meaning
for any Q ∈ k̂[T ], |Q|ηα,0 = inf i |Q|ηαi,ri . As in Example 4, by [9, 3.4.19.1], the family
(D
k̂
(αi, ri))i∈N forms a family of neighborhoods of ηα,0 in A
1,an
k̂
.
Seeing as ϕ is an open morphism, (ϕ(D
k̂
(αi, ri)))i∈N forms a basis of neighborhoods of
the point x in A1,ank . For any i, let Pi ∈ Qp[T ] denote the minimal polynomial of αi over k.
Then, ϕ(D
k̂
(αi, ri)) = Dk(Pi, si), where si =
∏
Pi(β)=0
max(|αi − β|, ri).
Finally, for any f ∈ Ox, there exists if ∈ N, such that f ∈ O(Dk(Pif , sif )). As
seen in Lemma 3.8, O(Dk(Pif , sif )) is isomorphic to O(Dk(0, sif ))[S]/(Pif (S)− T ), where
O(Dk(0, sif )) = {
∑
n∈N bnT
n : bn ∈ k, limn→+∞ |bn|snif = 0}.
Remark that for any i > if , f ∈ O(Dk(Pi, si)). The norm induced by x on Ox is given
as follows: |f |x = infi>if |f |ηPi,si .
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Example 6. Let S, T denote the coordinates of A2,ank , and ϕ : A
2,an
k → A1,ank the projection
to A1,ank with coordinate T. Let s, t ∈ R>0 be such that t 6∈
√|k×| and s 6∈ √|H(ηT,t)×|.
Let x ∈ A2,ank denote a point such that |T |x = t, |S|x = s. Then, x ∈ ϕ−1(ηT,t), and
considering the condition on s, x is a type 3 point on the fiber of ηT,t. In particular, x is
the only point of A2,ank that satisfies |T |x = t, |S|x = s.
By Lemma 2.20 and Example 2, a basis of neighborhoods of x is given by {y ∈ A1,ank :
t1 6 |T |y 6 t2, s1 6 |S|y 6 s2}, where 0 < t1 < t < t2, 0 < s1 < s < s2. Consequently,
Ox =
{ ∑
m,n∈Z
am,nT
mSn : am,n ∈ k,∃t1, t2, s1, s2 ∈ R>0, s.t. t1 < t < t2, s1 < s < s2,
lim
m+n→+∞
|am,n|tm2 sn2 = 0, limm+n→−∞ |am,n|t
m
1 s
n
1 = 0
}
.
The norm on Ox is given by: |
∑
m,n∈Z am,nT
mSn|x = maxm,n∈Z |am,n|tmsn.
By iterating the above, we can calculate the local ring of any point x ∈ Al,ank , l ∈ N,
satisfying similar properties.
Appendices
Appendix I: The sheaf of meromorphic functions. As in the complex setting, a
sheaf of meromorphic functions can be defined satisfying similar properties. Moreover, its
definition resembles heavily that of the sheaf of meromorphic functions for schemes (in-
cluding the subtleties of the latter, see [23]). See [25, 7.1.1] for a treatment of meromorphic
functions in the algebraic setting.
Let k denote a complete ultrametric field.
Definition 8.2. Let X be a good k-analytic space. Let SX be the presheaf of functions
on X, which associates to any analytic domain U the set of analytic functions on U whose
restriction to any affinoid domain in it is not a zero-divisor. Let M− be the presheaf on
X that associates to any analytic domain U the ring SX(U)−1OX(U). The sheafification
MX of the presheaf M− is said to be the sheaf of meromorphic functions on X.
It is immediate form the definition that for any analytic domain U of X, SX(U) contains
no zero-divisors of OX(U).
Proposition 8.3. Let X be a good k-analytic space. Let U be an analytic domain of X.
Then,
(1) SX(U) = {f ∈ OX(U) : f is a non-zero-divisor in OU,x for all x ∈ U}.
(2) SX(U) = {f ∈ OX(U) : f is a non-zero-divisor in OU (G) for any open subset G of U}.
Proof. (1) By a direct application of the definition, the elements of SX(U) are non-zero-
divisors on OU,x for all x ∈ U.
Let f ∈ OX(U) be such that f is a non-zero-divisor in OU,x for all x ∈ U. This means
that OU,x → OU,x, a 7→ f · a, is an injective map for x ∈ U.
Let V be any affinoid domain in U. By [8, 4.1.11], for any x ∈ V, the morphism OU,x →
OV,x is flat. Consequently, the map OV,x → OV,x, b 7→ f ·b, is injective, or equivalently, f is
a non-zero-divisor in OV,x. Suppose there exists c ∈ OU (V ) such that f ·c = 0. Then, c = 0
in OV,x for all x ∈ V, implying c = 0 in OU (V ). As a consequence, f is a non-zero-divisor
in OU (V ). We have shown that f ∈ SX(U), concluding the proof of the first part of the
statement.
Finally, (2) is a direct consequence of (1). 
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Lemma 8.4. Let X be a good k-analytic space. Let U be an affinoid domain in X. Then,
SX(U) is the set of non-zero divisors of OX(U).
Proof. By definition, the elements of SX(U) are not zero-divisors in OX(U).
Let f be an element of AU := OX(U) that is a non-zero-divisor, i.e. such that the map
AU → AU , a 7→ f · a, is injective. Let V ⊆ U be any affinoid domain. Set AV := OX(V ).
Then, by [2, Proposition 2.2.4(ii)], the restriction map AU → AV is flat. Consequently,
the map AV → AV , b 7→ f · b, remains injective, meaning f is not a zero divisor in AV .
This implies that f ∈ SX(U), proving the statement. 
The proof of the following statement resembles the proof of its algebraic analogue.
Corollary 8.5. Let X be a good k-analytic space. Then, for any x ∈ X, SX,x is the set
of elements of OX,x that are non-zero-divisors.
Proof. Let x ∈ X. Clearly, the elements of SX,x are not zero divisors in OX,x.
Let f ∈ OX,x be a non-zero-divisor. By restricting to an affinoid neighborhood of x
if necessary, we may assume, without loss of generality, that X is an affinoid space and
f ∈ OX(X). Set A = OX(X). Set I = {a ∈ A : f · a = 0}. This is an ideal of A, and gives
rise to the following short exact sequence
0→ I → A→ A,
where A → A is given by a 7→ f · a. Seeing as f is a non-zero-divisor in OX,x, we obtain
that IOX,x = 0.
The ring A is an affinoid algebra, and hence Noetherian (cf. [2, Proposition 2.1.3]). Con-
sequently, I is finitely generated. Let a1, a2, . . . , an ∈ A be such that I = (a1, a2, . . . , an).
By the above, the germs ai,x ∈ OX,x of ai at x are zero for all i ∈ {1, 2, . . . , n}. Conse-
quently, there exists an affinoid neighborhood V of x in X such that ai|V = 0 for all i,
implying IOX(V ) = 0.
Set AV := OX(V ). By [2, Proposition 2.2.4(ii)], the restriction morphism A → AV is
flat, so the short exact sequence above induces the following short exact sequence:
0→ I ⊗A AV → AV → AV ,
where AV → AV is given by b 7→ f|V · b. Seeing as AV is a flat A-module, I ⊗A AV
is isomorphic to IAV = 0. Consequently, multiplication by f|V is injective in AV , or
equivalently f|V is a non-zero-divisor in AV . By Lemma 8.4, this implies that f|V ∈ SX(V ),
and finally that f ∈ SX,x. 
By Corollary 8.5, if X is a good k-analytic space, then for any x ∈ X, MX,x is the
total ring of fractions of OX,x. In particular, if OX,x is a domain, then MX,x = Frac OX,x.
When there is no risk of confusion, we will simply denote O, resp. M , for the sheaf of
analytic, resp. meromorphic functions on X. We recall (see [26, Lemma 1.2] for a proof):
Lemma 8.6. Let X be an integral k-affinoid space. Then, M (X) = Frac O(X).
We now show that the meromorphic functions of the analytification of a proper scheme
defines over an affinoid algebra are algebraic. It is a non-trivial result for which GAGA-
type theorems (cf. [24], [31, Annexe A]) are crucial. The arguments to prove the following
result were given in a Mathoverflow thread (see [28]). In the case of curves, this is shown
in [2, Prop. 3.6.2].
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Let us first mention some brief reminders on the notion of depth. Let R be a ring, I an
ideal of R, and M a finitely generated R-module. An M -regular sequence of length d over
I is a sequence r1, r2, . . . , rd ∈ I such that ri is not a zero divisor in M/(r1, . . . , ri−1)M
for i = 1, 2, . . . , d. The depth of M over I, denoted depthR(I,M) in [5, Section 1], is
• ∞ if IM =M,
• the supremum of the length of M -regular sequences over I, otherwise.
In what follows, when M = R, we will denote depthR(I,R) by depthIR. Remark that
depthIR > 0 if and only if I contains a non-zero divisor of R.
Theorem 8.7. Let k be a complete ultrametric field. Let A be a k-affinoid algebra. Let X
be a proper scheme over Spec A. Let Xan/M(A) denote the Berkovich analytification of X.
Then, MXan(X
an) = MX(X), where MXan (resp. MX) denotes the sheaf of meromorphic
functions on Xan (resp. X).
When there is no risk of ambiguity and the ambient space is clear from context, we will
simply write M for the sheaf of meromorphic functions.
Proof. As in Definition 8.2, let SXan denote the presheaf of analytic functions on Xan,
which associates to any analytic domain U the set of analytic functions on U whose
restriction to any affinoid domain in it is not a zero divisor. By Corollary 8.5, for any
x ∈ Xan, SXan,x is the set of non-zero-divisors of OXan,x.
Let I be a coherent ideal sheaf on Xan that locally on Xan contains a section of SXan .
This means that for any x ∈ Xan, SXan,x∩Ix 6= ∅. Let s ∈ SXan,x∩Ix. Then, s is a non-zero
divisor in OXan,x, which implies depthIxOXan,x > 0. Suppose, on the other hand, thatI is a coherent ideal sheaf on Xan such that depthIxOXan,x > 0 for all x ∈ Xan. Then,
there exists at least one element s ∈ Ix which is a non-zero-divisor in OXan,x, implying
s ∈ SXan,x. To summarize, a coherent ideal sheaf I on Xan contains locally on Xan a
section of SXan if and only if depthIx(OXan,x) > 0 for all x ∈ Xan.
Let us show that for any coherent ideal sheaf I on Xan containing locally on Xan a sec-
tion of SXan , there is an embedding HomXan(I,OXan) ⊆ MXan(Xan), where HomXan(I,OXan)
denotes the global sections onXan of the hom sheaf H om(I,OXan). Let ϕ ∈ HomXan(I,OXan).
For any x ∈ Xan, ϕ induces a morphism ϕx : Ix → OXan,x. Let sx ∈ SXan,x ∩ Ix,
and set ax = ϕx(sx). There exists a neighborhood Ux of x, such that sx ∈ I(Ux) ∩
SXan(Ux), ax ∈ OXan(Ux), and ϕ(Ux)(sx) = ax. Set fx = axsx ∈ SXan(Ux)−1OXan(Ux) ⊆
MXan(Ux) (the presheaf S−1XanOXan is separated, so S−1XanOXan ⊆ MXan).
Let Uy, Uz be any non-disjoint elements of the cover (Ux)x∈Xan ofX
an. Then, considering
ϕ is a morphism of sheaves of OXan -modules, ϕ(Uy ∩ Uz)(sy · sz) = sy · az = ay · sz in
OXan(Uy∩Uz). Consequently, fy|Uy∩Uz = fz|Uy∩Uz in MXan(Uy∩Uz), implying there exists
f ∈ MXan(Xan) such that f|Ux = fx in MXan(Ux) for all x ∈ Xan.
We associate to ϕ the meromorphic function f. Remark that if f = 0, then ax = 0 for
all x. This implies that for any α ∈ Ix, ϕx(sx · α) = sx · ϕx(α) = ax · ϕx(α) = 0, which,
taking into account sx ∈ SXan,x a non-zero-divisor, means that ϕx(α) = 0. Consequently,
ϕx = 0 for all x ∈ Xan, so ϕ = 0. Thus, the map ψI : HomXan(I,OXan) → MXan(Xan)
we have constructed is an embedding.
Remark that the set of coherent ideal sheaves on Xan containing locally on Xan a
section of SXan forms a directed set with respect to reverse inclusion (i.e. if I,J satisfy
these properties, then so does I · J ⊆ I,J ). Thus, by the paragraph above, there is
an embedding lim−→I HomXan(I,OXan) →֒ MXan(X
an), where the direct limit is taken with
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respect to the same kind of coherent ideal sheaves I as above. Let us show that this
embedding is an isomorphism.
For any f ∈ MXan(Xan), define the ideal sheaf Df as follows: for any analytic domain
U of Xan, set Df (U) = {s ∈ O(U) : s · f ∈ OXan(U) ⊆ MXan(U)}. This is a coherent
ideal sheaf on Xan. Since MXan,x = S−1Xan,xOXan,x for any x ∈ Xan, there exist sx ∈ SXan,x
and ax ∈ OXan,x such that fx = axsx in MXan,x. Considering Df,x = {s ∈ OXan,x : s · fx ∈OXan,x}, we obtain that sx ∈ Df,x, so Df contains locally on Xan a section of SXan .
To f ∈ MXan(Xan) we associate the morphism ϕf : Df → OXan which corresponds to
multiplication by f (i.e. for any open subset U of Xan, Df (U) → OXan(U), s 7→ f · s).
Clearly, ψDf (ϕf ) = f, implying the embedding lim−→I HomXan(I,OXan) →֒ MXan(X
an) is
surjective, so an isomorphism.
Let SX denote the presheaf on X through which MX is defined (see [25, Section 7.1.1]).
Remark that since A is Noetherian ([2, Proposition 2.1.3]), the scheme X is locally Noe-
therian. Under this assumption, for any x ∈ X, SX,x is the set of all non-zero-divisors
of OX,x (see [25, 7.1.1, Lemma 1.12(c)]). Taking this into account, all the reasoning
above does not make use of the fact that Xan is an analytic space, and can be applied
mutatis mutandis to the scheme X and its sheaf of meromorphic functions MX . Thus,
MX(X) ∼= lim−→J HomX(J ,OX), where the direct limit is taken with respect to coherent
ideal sheaves J on X, for which depthJX,xOX,x > 0 for all x ∈ X.
Consequently, to show the statement, we need to show that lim−→J HomX(J ,OX) =
lim−→I HomXan(I,OXan), where the direct limits are taken as above.
By [31, Annexe A] (which was proven in [24] in the case of rigid geometry), there is an
equivalence of categories between the coherent sheaves on X and those on Xan. Let us
show that this induces an equivalence of categories between the coherent ideal sheaves onX
and those on Xan. To see this, we only need to show that if F is a coherent sheaf on X such
that Fan is an ideal sheaf on Xan, then F is an ideal sheaf on X. By [31, A.1.3], we have a
sheaf isomorphism H om(F ,O)an ∼= H om(Fan,OXan), so H om(F ,O)an has a non-zero
global section ι corresponding to the injection Fan ⊆ OXan . By [31, The´ore`me A.1(i)],
H om(F ,O)an(Xan) ∼= H om(F ,O)(X). Let ι′ ∈ H om(F ,O)(X) denote the element
corresponding to ι. Then, the analytification of ι′ : F → OX is the morphism ι : Fan →֒
OXan . By flatness ofXan → X, we obtain that (ker ι′)an = ker ι′an = ker ι, so (ker ι′)an = 0,
implying ker ι′ = 0. Consequently, there exists an embedding F →֒ OX , implying F is an
ideal sheaf on X.
If to a coherent ideal sheaf J on X we associate the coherent ideal sheaf J an on Xan,
then as seen above HomX(J ,OX) ∼= HomXan(J an,OXan).
Let us also show that a coherent ideal sheaf J on X satisfies depthJxOX,x > 0 for all
x ∈ X if and only if depthJ any OXan,y > 0 for all y ∈ Xan. To see this, recall that by [1,
Proposition 2.6.2], the morphism φ : Xan → X is surjective and for any y ∈ Xan, the
induced morphism of local rings OX,x → OXan,y is faithfully flat, where x := φ(y). By [5,
1.3, Proposition 6], depthJxOX,x = depthJxOXan,yOXan,y ⊗OX,x OX,x. At the same time,
seeing as the morphism OX,x → OXan,y is flat, J any = Jx ⊗OX,x OXan,y = JxOXan,y, so
depthJxOX,x = depthJ any OXan,y.
From the above, lim−→J HomX(J ,OX) = lim−→I HomXan(I,OXan), where the direct limits
are taken with respect to coherent ideal sheaves J on X (resp. I on Xan), for which
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depthJxOX,x > 0 for all x ∈ X (resp. depthIxOXan,x > 0 for all x ∈ Xan). Finally, this
implies that MX(X) = MXan(X
an). 
As an immediate consequence of the theorem above, we obtain that for any integral
k-affinoid space Z, M (P1,anZ ) = M (Z)(T ).
Appendix II: Some results on analytic curves.
Lemma 8.8. Let C be a normal irreducible projective k-analytic curve. Let U be a con-
nected affinoid domain of C such that its boundary contains only type 3 points. Then, for
any S ⊆ ∂U, U\S is connected.
Proof. Suppose that C is generically quasi-smooth. Since ∂S contains only type 3 points,
all of the points of S are quasi-smooth in C.
Let x, y ∈ Int U. Since U is connected, there exists an arc [x, y] ⊆ U connecting x
and y. Let z ∈ S. We aim to show that z 6∈ [x, y], implying [x, y] ⊆ U\S, and thus the
connectedness of U\S.
By [9, The´ore`me 4.5.4], there exists an affinoid neighborhood V of z in U such that it is
a closed virtual annulus, and its Berkovich boundary is ∂B(V ) = {z, u} for some u ∈ U.We
may assume that x, y 6∈ V. Since V is an affinoid domain in U, by [1, Proposition 1.5.5],
the topological boundary ∂UV of V in U is a subset of ∂B(V ) = {z, u}. Since V is a
neighborhood of z, ∂UV = {u}.
Suppose z ∈ [x, y]. Then, we could decompose [x, y] = [x, z] ∪ [z, y]. Since x, y 6∈ V ,
and z ∈ V, the sets [x, z] ∩ ∂UV, [z, y] ∩ ∂UV are non-empty, thus implying u is contained
in both [x, z] and [z, y], which contradicts the injectivity of [x, y]. Consequently, U\S is
connected.
Let us get back to the general case. Let Calg denote the algebraization of C (i.e. the
normal irreducible projective algebraic curve over k whose analytification is C). Since it
is normal, there exists a finite surjective morphism Calg → P1k. This induces a finite field
extension k(T ) →֒ k(Can) = M (C) of their function fields. Let F denote the separable
closure of k(T ) in k(C). Then, there exists an irreducible normal algebraic curve X over k
such that k(X) = F. Seeing as k(T ) →֒ k(C) is separable, the induced morphism X → P1k
is generically e´tale, soX is generically smooth. On the other hand, the finite field extension
k(C)/F is purely inseparable, implying the corresponding finite morphism Calg → X is a
homeomorphism.
Finally, the analytification Xan is a normal irreducible projective k-analytic curve that is
generically quasi-smooth, and there is a finite morphism f : C → Xan that is a homeomor-
phism. By [9, Proposition 4.2.14], f(U) is a connected proper closed analytic domain of
Xan. By [9, The´ore`me 6.1.3], f(U) is an affinoid domain of Xan. Clearly, ∂f(U) = f(∂U).
Let S ⊆ ∂U, and set S′ = f(S). As shown above, f(U)\S′ is connected. Consequently,
U\S is connected. 
Corollary 8.9. Let C be a normal irreducible k-analytic curve. Let U be an affinoid
domain in C containing only type 3 points in its boundary. If Int(U) 6= ∅, then (Int U)c
is an affinoid domain in C containing only type 3 points in its boundary.
Proof. Seeing as U is an affinoid domain, it has a finite number of connected components,
and by [2, Corollary 2.2.7(i)], they are all affinoid domains in C. Furthermore, each of the
connected components of U contains only type 3 points in its boundary. Consequently, by
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Lemma 8.8, Int(U) has only finitely many connected components. Thus, by [9, Proposi-
tion 4.2.14], (Int U)c is a closed proper analytic domain of C. By [9, The´ore`me 6.1.3], it
is an affinoid domain in C. 
Proposition 8.10. Let C be a compact k-analytic curve. For any x, y ∈ C, there exist
only finitely many arcs in C connecting x and y.
Proof. By [9, The´ore`me 3.5.1], C is a real graph. By [9, 1.3.13], for any z ∈ C, there
exists an open neighborhood Uz of z such that: (1) Uz is uniquely arcwise-connected; (2)
the closure Uz of Uz in C is uniquely arcwise-connected; (3) the boundary ∂Uz is finite,
implying in particular ∂Uz = ∂Uz. Seeing as C is compact, the finite open cover {Uz}z∈C
admits a finite subcover U := {U1, U2, . . . , Un}. Set S :=
⋃n
i=1 ∂Ui. This is a finite subset
of C.
Let x, y be any two points of C. Let γ : [0, 1] → C be any arc in C connecting x and
y. Set Sγ := S ∩ γ([0, 1])\{x, y}. It is a finite (possibly empty) subset of C. For any
α ∈ Sγ , there exists a unique a ∈ [0, 1] such that γ(a) = α. This gives rise to an ordering
of the points of Sγ . Set Sγ = {α1, α2, . . . , αm} such that the order of the points is the
following: α1 < α2 < · · · < αm (meaning γ−1(α1) < γ−1(α2) < · · · < γ−1(αm)). To the
arc γ we associate the finite sequence γ := (α1, α2, . . . , αm) of points of Sγ . Set α0 = x,
and αm+1 = y.
For any i ∈ {0, 1, . . . ,m + 1}, set γi := γ([γ−1(αi), γ−1(αi+1)]). This is an arc in C
connecting αi and αi+1. By construction, for any i, γi ∩ S ⊆ {αi, αi+1}. Remark that
γ([0, 1]) =
⋃m+1
i=0 γi.
Let us show that for any i ∈ {0, 1, . . . ,m}, there exists a unique arc [αi, αi+1]0 in C
connecting αi and αi+1 such that [αi, αi+1]0 ∩ S ⊆ {αi, αi+1}. Let [αi, αi+1] be any such
arc (the existence is guaranteed by the paragraphs above). Let j ∈ {1, 2, . . . , n} be such
that [αi, αi+1] ∩ Uj 6= ∅. Let z ∈ [αi, αi+1] ∩ Uj ; since [αi, αi+1] ∩ Uj is open in [αi, αi+1],
we may choose z such that z 6∈ {αi, αi+1}. Let us denote by [αi, z], resp. [z, αi+1] the
arc in C induced by [αi, αi+1] connecting αi and z, resp. z and αi+1. Clearly, [αi, αi+1] =
[αi, z] ∪ [z, αi].
Suppose there exists u ∈ [αi, αi+1]\Uj . Again, as [αi, αi+1]\Uj is open in [αi, αi+1], we
may assume that u 6∈ {αi, αi+1}. Without loss of generality, let us suppose that u ∈ [αi, z].
Let [αi, u], resp. [u, z], be the induced arcs connecting αi and u, resp. u and z. Seeing as
z ∈ Uj and u 6∈ Uj , [z, u]∩∂Uj 6= ∅. At the same time, ∅ 6= [z, u]∩∂Uj ⊆ [αi, αi+1]∩∂Uj ⊆
[αi, αi+1] ∩ S ⊆ {αi, αi+1}, which contradicts the injectivity of [αi, αi+1].
Consequently, [αi, αi+1] ⊆ Uj . Seeing as Uj is uniquely arcwise-connected, we obtain
that the arc [αi, αi+1] in C connecting αi and αi+1, and satisfying the property [αi, αi+1]∩
S ⊆ {αi, αi+1}, is unique. Thus, γi = [αi, αi+1], and the arc γ is uniquely determined by
its associated ordered sequence γ.
Seeing as S is finite, the set of all finite sequences (βl)l over S such that βl′ 6= βl′′
whenever l′ 6= l′′, is also finite. Consequently, the set of arcs in C connecting x and y is
finite. 
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