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Abstract
One difficulty that arises in abstract argument systems is that many natural questions regarding argument acceptability are, in
general, computationally intractable having been classified as complete for classes such as NP, co-NP, and Πp2 . In consequence, a
number of researchers have considered methods for specialising the structure of such systems so as to identify classes for which
efficient decision processes exist. In this paper the effect of a number of graph-theoretic restrictions is considered: k-partite systems
(k  2) in which the set of arguments may be partitioned into k sets each of which is conflict-free; systems in which the numbers
of attacks originating from and made upon any argument are bounded; planar systems; and, finally, those of k-bounded treewidth.
For the class of bipartite graphs, it is shown that determining the acceptability status of a specific argument can be accomplished in
polynomial-time under both credulous and sceptical semantics. In addition we establish the existence of polynomial time methods
for systems having bounded treewidth when deciding the following: whether a given (set of) arguments is credulously accepted; if
the system has a non-empty preferred extension; has a stable extension; is coherent; has at least one sceptically accepted argument.
In contrast to these positive results, however, deciding whether an arbitrary set of arguments is “collectively acceptable” remains
NP-complete in bipartite systems. Furthermore for both planar and bounded degree systems the principal decision problems are as
hard as the unrestricted cases. In deriving these latter results we introduce various concepts of “simulating” a general argument
system by a restricted class so allowing any argument system to be translated to one which has both bounded degree and is planar.
Finally, for the development of basic argument systems to so-called “value-based frameworks”, we present results indicating that
decision problems known to be intractable in their most general form remain so even under quite severe graph-theoretic restrictions.
In particular the problem of deciding “subjective acceptability” continues to be NP-complete even when the underlying graph is a
binary tree.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Since their introduction in the seminal work of Dung [23] abstract argument systems have proven to be a valuable
paradigm with which to formalise divers semantics defining argument “acceptability”. In these a key component is the
concept of an “attack” relationship wherein the incompatibility of two arguments—p and q , say—may be expressed
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structure of the individual arguments concerned so that the properties of the overall argument system, e.g. which of
its arguments may be defended against any attack and which are indefensible, depend solely on the attack relationship
rather than properties of individual argument schemata. Among other applications, this abstract view of argumentation
has proven to be a powerful and flexible approach to modelling reasoning in a variety of non-classical logics, e.g. [15,
20,23].
We present the formal definitions underpinning argument systems in Section 2, including two of the widely-studied
admissibility semantics—preferred and stable—introduced in [23]: at this point we simply observe that these describe
differing conditions which a maximal set of mutually compatible arguments, S, must satisfy in order to be admissible
within some argument system comprising arguments X with attack relationship A⊂X ×X .
Despite the descriptive power offered by abstract argument systems one significant problem is the apparent in-
tractability of many natural questions concerning acceptability under all but the most elementary semantics: such
intractability classifications encompassing NP-completeness and co-NP-completeness results of Dimopoulos and Tor-
res [21] and the Πp2 -completeness classifications presented in Dunne and Bench-Capon [27]. Motivated, at least to
some degree, by these negative results a number of researchers have considered mechanisms by which argument sys-
tems may be specialised or enriched so that the resulting structures admit efficient decision procedures. Two main
strategies are evident: the first, and the principal focus of the present paper, has been to identify purely graph-theoretic
conditions leading to tractable methods for those cases within which these are satisfied; the second, which itself may
be coupled with graph-theoretic restrictions, is to consider additional structural aspects in developing the basic argu-
ment and attack relationship form. Under the first category, [23] already identifies directed acyclic graphs (DAGs) as a
suitable class, while recent work of Coste-Marquis et al. [17] has shown that symmetric argument systems—those in
which p attacks q if and only if q attacks p—also form a tractable class. Graph-theoretic considerations also feature
significantly in work of Baroni et al. [5,6].
Probably the two most important exemplars of the second approach are the Preference based argumentation frame-
works of Amgoud and Cayrol [1] and Value based argumentation frameworks introduced by Bench-Capon [9]. While
the supporting motivation for both formalisms is, perhaps, more concerned with providing interpretations and reso-
lution of issues arising from the presence of multiple maximal admissible sets which are mutually inconsistent, both
approaches start with an arbitrary argument system, 〈X ,A〉, and reduce it to an acyclic system, 〈X ,B〉 in which
B ⊆A this reduction being determined via some additional relationship R: the main distinction between [1] and [9]
being the exact manner in which R is defined.
In this paper some further classes of graph-theoretic restrictions are considered: k-partite directed graphs, bounded
degree systems, planar argument systems, and those with k-bounded treewidth. In the first class, for which the case
k = 2 is of particular interest, the argument set X may be partitioned into k pairwise disjoint subsets—〈X1, . . . ,Xk〉
such that every attack in A involves arguments belonging to different sets in this partition: the special case, k = 2,
defines the class of bipartite directed graphs. The bounded degree class limits the number of attacks on (the argument’s
in-degree) and by (its out-degree) any x ∈ X , i.e. |{y: 〈y, x〉 ∈ A}| and |{y: 〈x, y〉 ∈ A}| are bounded by given
values (p, q): again the special case p = q = 2 is of particular interest. The concept of treewidth, introduced in
work of Robertson and Seymour, e.g. [37], has proven to be a useful aid in developing efficient methods for many
computationally hard problems, e.g. via very general approaches such as those of Arnborg et al. [3], Courcelle [18,19],
even in the case of problems which are not directly graph-theoretic in nature, e.g. Gottlob et al. [32].
In the remainder of this paper formal background and definitions are given in Section 2 together with the decision
questions considered. Section 3 describes two important systems from [21,27] that feature in a number of subsequent
hardness proofs, while Sections 4 and 5 present results concerning, respectively, k-partite and bounded degree directed
graphs. Planarity is discussed in Section 6 and properties of bounded treewidth systems are given in Section 7. The
range of results proved indicate that for many of these restrictions it is possible to obtain efficient decision processes:
both credulous and sceptical acceptability of individual arguments may be determined in polynomial time within
bipartite systems. In the case of systems with bounded treewidth, similar positive results for a number of properties
are derivable using a number of deep results originally obtained in [18,19] and developed in [3]. It turns out, however,
that for the development of standard argument systems into value-based frameworks we do not obtain more efficient
mechanisms simply by limiting the graph structure: in Section 8 we show that two basic decision problems in this
model remain hard even when the underlying graph structure is a binary tree. Conclusions and developments are
discussed in Section 9.
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The following concepts were introduced in Dung [23].
Definition 1. An argument system is a pair H = 〈X ,A〉, in which X is a finite set of arguments and A⊂ X × X is
the attack relationship for H. A pair 〈x, y〉 ∈A is referred to as ‘y is attacked by x’ or ‘x attacks y’. For S ⊆ X , the





y: 〈x, y〉 ∈A}
The convention of excluding “self-attacking” arguments, also observed in [17], is assumed, i.e. for all x ∈X , 〈x, x〉 /∈
A. For R, S subsets of arguments in the system H(X ,A), we say that
(a) s ∈ S is attacked by R if there is some r ∈R such that 〈r, s〉 ∈A, i.e.
attacks(R, s)≡def ∃r ∈R s.t.〈r, s〉 ∈A
(b) x ∈X is acceptable with respect to S if for every y ∈X that attacks x there is some z ∈ S that attacks y, i.e.
acceptable(x, S)≡def ∀y ∈X 〈y, x〉 ∈A⇒ attacks(S, y)
(c) S is conflict-free if no argument in S is attacked by any other argument in S,
cf (S)≡def ∀y ∈ S ¬attacks(S, y)
(d) A conflict-free set S is admissible if every y ∈ S is acceptable w.r.t S. That is,
adm(S)≡def cf (S)∧
(∀y ∈ S acceptable(y, S))
(e) S is a preferred extension if it is a maximal (with respect to ⊆) admissible set.
pref (S)≡def adm(S)∧
(∀T ⊆X S ⊂ T ⇒ ¬adm(T ))
(f) S is a stable extension if S is conflict free and every y /∈ S is attacked by S.
stable(S)≡def cf (S)∧
(∀x ∈X (x /∈ S)⇒ attacks(S, x))
(g) H is coherent if every preferred extension in H is also a stable extension.
coherent
(H(X ,A))≡def ∀S ⊆X pref (S)⇒ stable(S)
Following the terminology of [17], H(X ,A) is symmetric if for every pair of arguments x, y in X it holds that
〈x, y〉 ∈A if and only if 〈y, x〉 ∈A.
An argument x is credulously accepted if there is some preferred extension containing it; x is sceptically accepted
if it is a member of every preferred extension.
Combining the ideas of credulous and sceptical with preferred and stable, provides a number of differing formal-
isations for the concept of a set of arguments being acceptable: these are sometimes referred to as the credulous
preferred/stable semantics and sceptical preferred/stable semantics. Unless we explicitly state otherwise we will usu-
ally be considering the preferred variant of these.
We make one further assumption regarding the graph-theoretic structure of argument systems: as an undirected
graph, H(X ,A) is connected. In informal terms, this states that systems do not consist of two or more “isolated”
graphs.1
The concepts of credulous and sceptical acceptance motivate a number of decision problems, summarised in Ta-
ble 1, that have been considered in [21,27].
1 With a single exception—that of Corollary 2—all of our results hold without this assumption.
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Decision problems in finite argument systems
Problem Instance Question Complexity
(a) CA H(X ,A), x ∈X Is x credulously accepted? NP-complete
(b) CAS H(X ,A), x ∈X Is x in any stable extension? NP-complete
(c) PREF-EXT H(X ,A) DoesH have a non-empty preferred extension? NP-complete
(d) STAB-EXT H(X ,A) DoesH have any stable extension? NP-complete
(e) SAS H(X ,A), x ∈X Is x in every stable extension? CO-NP–complete
(f) SA H(X ,A), x ∈X Is x sceptically accepted? Πp2 -complete
(g) COHERENT H(X ,A) Is the systemH coherent? Πp2 -complete
These problems (a–d) are NP-complete,2 while (e) is CO-NP-complete follows from results of [21]. Problems (f)
and (g) were shown to be Πp2 -complete in [27].
These questions are formulated in terms of single arguments, it will be useful to consider analogous concepts with
respect to sets. Thus CA{} denotes the decision problem whose instances are an argument system 〈X ,A〉 together
with a subset S of X : the instance being accepted if there is a preferred extension T for which S ⊆ T . Similarly, SA{}
accepts instances for which S is a subset of every preferred extension.
In contrast, we have the following more positive results.
Fact 2.
(a) Every argument system H has at least one preferred extension (Dung [23]).
(b) If H(X ,A) is a DAG then H has a unique preferred extension. This is also a stable extension and may be found
in time linear in |X | + |A| (Dung [23]).
(c) If H(X ,A) is symmetric then CA, SA, CA{}, and SA{} are all polynomial-time decidable. Furthermore H is
coherent (Coste-Marquis et al. [17]).
(d) If H(X ,A) contains no odd-length simple directed cycles, then H is coherent (Dunne and Bench-Capon [27]).
(e) If H(X ,A) is coherent then SA(H, x) can be decided in co-NP.
Fact 2(e) is an easy consequence of the sceptical acceptance methods described in work of Vreeswijk and
Prakken [40].
While Fact 2(a) ensures the existence of a preferred extension—a property that is not guaranteed to be the case
for stable extensions—it is possible that the empty set of arguments (which is always admissible) is the unique such
extension. Noting Table 1(c), whether a given argument system H(X ,A) has a non-empty preferred extension is
unlikely to be efficiently decidable in general.
3. The argument systemsHΦ and GΦ and their properties
A number of our subsequent hardness proofs regarding various graph-theoretic restrictions are obtained by trans-
forming argument systems used in earlier reductions of [21,27] in classifying the decision problems CA and SA. In
order to avoid repetition it will be useful formally to introduce the two systems used in these contexts. Noting that
both systems take as their starting point some CNF formula Φ , we denote these subsequently by HΦ and GΦ .
3.1. The system HΦ
The form we describe is virtually identical to that first presented by Dimopoulos and Torres [21, Theorem 5.1,
p. 227] where it is used to establish NP-hardness of CA via a reduction from 3-SAT.
Given a CNF formula Φ(Zn) =∧mj=1 Cj with each Cj a disjunction of literals from {z1, . . . , zn,¬z1, . . . ,¬zn},
the argument system, HΦ(X ,A) has
2 An earlier, unpublished, NP-completeness proof for (d) is attributed to Chvatal in [31, GT57, p. 204]. We note also the result of Fraenkel [30]
mentioned in Section 6.
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X = {Φ,C1, . . . ,Cm} ∪ {zi,¬zi : 1 i  n}
A= {〈Cj ,Φ〉: 1 j m}∪ {〈zi,¬zi〉, 〈¬zi, zi〉: 1 i  n}
∪ {〈zi,Cj 〉: zi occurs in Cj}∪ {〈¬zi,Cj 〉: ¬zi occurs in Cj}
Fig. 1 illustrates HΦ for the CNF Φ(z1, z2, z3, z4)= (z1 ∨ z2 ∨ z3)(¬z2 ∨ ¬z3 ∨ ¬z4)(¬z1 ∨ z2 ∨ z4).
Fact 3. (See Dimopoulos and Torres [21].) Let Φ(Zn) be an instance of 3-SAT, i.e. a 3-CNF formula. Then Φ(Zn) is
satisfiable if and only if CA(HΦ(X ,A),Φ).
3.2. The system GΦ
The proof that SA is Πp2 -complete from [27] uses a reduction from QSATΠ2 instances of which may, without loss
of generality, be restricted to 3-CNF formulae,3 Φ(Yn,Zn), accepted if ∀αY ∃βZΦ(αY ,βZ), i.e. for every instantiation
of the propositional variables Yn (αY ) there is some instantiation of Zn (βZ) for which 〈αY ,βZ〉 satisfies Φ .
The system GΦ(W,B) is formed from the system HΦ(X ,A), i.e. X ⊂W and A⊂ B, so that
W = {Φ,C1, . . . ,Cm} ∪ {yi,¬yi, zi,¬zi : 1 i  n} ∪ {b1, b2, b3}
B = {〈Cj ,Φ〉: 1 j m}
∪ {〈yi,¬yi〉, 〈¬yi, yi〉, 〈zi,¬zi〉, 〈¬zi, zi〉: 1 i  n}
∪ {〈yi,Cj 〉: yi occurs in Cj}∪ {〈¬yi,Cj 〉: ¬yi occurs in Cj}
∪ {〈zi,Cj 〉: zi occurs in Cj}∪ {〈¬zi,Cj 〉: ¬zi occurs in Cj}
∪ {〈Φ,b1〉, 〈Φ,b2〉, 〈Φ,b3〉, 〈b1, b2〉, 〈b2, b3〉, 〈b3, b1〉}
∪ {〈b1, zi〉, 〈b1,¬zi〉: 1 i  n}
The resulting system is shown in Fig. 2.
Fact 4. (See Dunne and Bench-Capon [27].)
(a) Φ(Yn,Zn) is accepted as an instance of QSATΠ2 if and only if SA(GΦ,Φ).
(b) Φ(Yn,Zn) is accepted as an instance of QSATΠ2 if and only if GΦ is coherent.
3 The proof in [27], in fact presents a more general translation from arbitrary propositional formulae over the logical basis {∧,∨,¬}. Exploiting
such translations is a significant motivating device underlying Theorem 12 and, in particular, accounts for the original context of Fig. 8.
706 P.E. Dunne / Artificial Intelligence 171 (2007) 701–729Fig. 2. The argument system GΦ .
Table 2












(i) COHERENT(3) Πp2 -complete
4. k-partite argument systems
In this section4 we consider the effect on problem complexity of restricting systems to be k-partite. Our results are
summarised in Table 2.
Definition 5. An argument system H(X ,A) is k-partite if there is a partition of X into k sets 〈X1, . . . ,Xk〉 such that
∀〈y, z〉 ∈A y ∈Xi ⇒ z /∈Xi
The term bipartite will be used for the case k = 2. It should be noted that, since there is no insistence that each of the
partition members be non-empty, any k-partite system is, trivially, also a (k + t)-partite system for every t  0. We
use the notation Γ (k) for the set of all k-partite argument systems.
The notations CA(k), SA(k), CA(k){} , and SA
(k)
{} will be used to distinguish the various avatars of the decision problems
of interest when instances are required to be k-partite argument systems. Similarly we use COHERENT(k) to denote
the problem of deciding whether a k-partite argument system is coherent. In instances of these problems it is assumed
that H(X ,A) is presented using an appropriate partition of X into k disjoint sets 〈X1, . . . ,Xk〉.5
4 The results presented in Theorems 6, 7, and 8 first appeared in a preliminary version of this paper in [26].
5 Without this, problems arise when checking if an arbitrary argument system, H, is k-partite: for k  3 the corresponding decision question is
NP-complete.
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2: repeat
3: i := i + 1
4: Yi :=Yi−1 \ {y ∈Yi−1: ∃z ∈Z: 〈z, y〉 ∈Ai−1 and |{y ∈Yi−1: 〈y, z〉 ∈Ai−1}| = 0}
5: Ai :=Ai−1 \ {〈y, z〉: y /∈Yi \Yi−1}
6: until Yi =Yi−1
7: return Yi
Algorithm 1. Credulous acceptance in bipartite systems.
We first deal with the case of bipartite argument systems (k = 2). For other values of k it is noted that the classifi-
cations are largely straightforward consequences of the graph-theoretic constructions described in Section 3.6 Notice
that it is straightforward to deal with the claim made in Table 2(h): a bipartite argument system cannot have any odd-
length cycles, and thus coherence is ensured via Fact 2(d). In contrast to undirected graph structures, the absence of
odd-length directed cycles, while necessary, is not a sufficient condition for an argument system to be bipartite; sym-
metric systems, however, are bipartite systems if and only if the associated undirected graph contains no odd-length
cycles. We note that if we consider the class of systems OCF such that H ∈ OCF if H has no odd-length cycles—
bipartite systems being a strict subset of OCF—then CA restricted to instances in OCF remains NP-complete; while SA,
for such instances, is CO-NP-complete: the former is immediate from the system HΦ of Section 3.1 since HΦ ∈ OCF;
the latter is easily derived by introducing an additional argument Ψ into HΦ whose sole attacker is Φ . The resulting
system is in OCF and is such that Ψ is sceptically accepted if and only if Φ(Zn) is unsatisfiable. Membership in CO-NP
follows since it suffices to check that Ψ belongs to every stable extension.
The main idea underlying Algorithm 1 in proving Theorem 6 is as follows: in a bipartite argument system,
B(Y,Z,A) attackers of an argument y ∈ Y can only be arguments z ∈ Z , and defences to such attacks must, them-
selves, also be arguments in Y . It follows, therefore, that those arguments of Y that are attacked by members of Z
upon which no counterattack exists cannot be admissible. Moreover, attacks on Z furnished by such arguments play
no useful function (as counterattacks) and may be eliminated from A, a process that can lead to further arguments
in Z becoming unattacked. By iterating the process of removing indefensible arguments in Y and their associated
attacks on Z , this algorithm identifies an admissible subset of Y .
Theorem 6.
(a) CA(2) is polynomial-time decidable.
(b) SA(2) is polynomial-time decidable.
Proof. For (a), given a bipartite argument system, B(Y,Z,A) and x ∈ Y ∪ Z , without loss of generality assume
that x ∈ Y . Consider the subset, S of Y that is formed by Algorithm 1.
We claim that CA(2)(B, x) holds if and only if x ∈ S.
Suppose first that x ∈ S ⊆ Y . Since B(Y,Z,A) is a bipartite argument system it follows that S is conflict-free.
Now consider any argument z ∈ Z that attacks S: it must be the case that there is some y ∈ S that counterattacks z
for otherwise at least one argument would have been removed from S at Step 4. In total, S is conflict-free and every
argument in S is acceptable with respect to S, i.e. S is an admissible set containing x which is, hence, credulously
accepted.
On the other hand, suppose that x is credulously accepted. Let S be the subset of Y returned and suppose for
the sake of contradiction that x /∈ S: then there must be some iteration of the algorithm during which x ∈ Yi−1 but
x /∈ Yi . In order for this to occur, we must have a sequence of arguments 〈z0, z1, . . . , zi〉 in Z with the property that
|{y ∈ Yj : 〈y, zj 〉 ∈ Aj }| = 0 with 〈zi, x〉 ∈ Ai . Now any argument y′ of Y attacked by z0 cannot be credulously
accepted since there is no counterattack on z0 available. It follows that the attacks 〈y′, z〉 provided by such arguments
cannot play an effective role in defending another argument and thus can be removed. Continuing in this way, it
follows that no argument y′′ that is attacked by z1 is credulously accepted: the only attackers of z1 are arguments of
6 It is noted, however, that some extension of the basic construction in Section 3.2 is needed for the results of Table 2(g) and (i).
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a conclusion which contradicts the assumption that x was credulously accepted.
The preceding analysis establishes the algorithm’s correctness. The proof of (a) is completed by noting that it
runs in polynomial-time: there are at most |Y| iterations of the main loop each taking only polynomially many (in
|Y ∪Z| + |A|) steps.
Part (b) follows from (a), Table 2(h) and the observation of [40] that, in coherent systems, an argument is sceptically
accepted if and only if none of its attackers are credulously accepted. 
Examining the structure of Algorithm 1 allows the following characterisation of the set of preferred extensions in
bipartite systems.
Corollary 1. Given a bipartite argument system B(Y,Z,A) let SY and SZ be the subsets of Y and Z returned by
Algorithm 1. Let T ⊆ Y ∪Z and for TY (resp. TZ ) denote T ∩ Y (resp. T ∩Z). Then T is a preferred extension of
B(Y,Z,A) if and only if
TY ⊆ SY and N+(TY )=Z \ TZ
TZ ⊆ SZ and N+(TZ )= Y \ TY
Proof. Suppose that T is a preferred extension of B(Y,Z,A). It is certainly the case that TY ⊆ SY and TZ ⊆ SZ :
each argument in TY is credulously accepted and, from Theorem 6(a), y ∈ Y is so accepted if and only if y ∈ SY .
Furthermore, since T must also be a stable extension any argument not belonging to TY (resp. TZ ) must be attacked
by an argument in TZ (resp. TY ), i.e. N+(TY ) =Z \ TZ and N+(TZ ) = Y \ TY . We deduce that if T is a preferred
extension of B(Y,Z,A) then it has the form required.
Conversely suppose that T satisfies TY ⊆ SY , TZ ⊆ SZ , N+(TY ) = Z \ TZ , and N+(TZ ) = Y \ TY . We claim
that T is a preferred extension. Certainly T is conflict-free: TZ and TY are conflict-free and it cannot be the case that
〈y, z〉 ∈A or 〈z, y〉 ∈A for any y ∈ TY and z ∈ TZ : this would contradict N+(TY ) =Z \ TZ or N+(TZ )= Y \ TZ .
That T must be a stable (and hence preferred) extension now follows by observing that any x /∈ T either is a member
of Y (and thus is attacked by some z ∈ TZ ) or a member of Z (and so attacked by some y ∈ TY ). 
Turning to the problems CA{} and SA{}, [17] note that in many cases decision problems involving sets are “no hard-
er” than the related questions formulated for specific arguments, e.g. for unrestricted argument systems, symmetric
argument systems and DAGs, the upper bounds for CA{} and SA{} are identical to the corresponding upper bounds for
CA and SA. In this light, the next result may appear somewhat surprising: although, as has just been shown, CA(2) is
polynomial-time decidable, CA(2){} is likely to be noticeably harder.
Theorem 7.
(a) CA(2){} is NP-complete, even for sets containing exactly two arguments.
(b) SA(2){} is polynomial-time decidable.
Proof. For (a), that CA(2){} ∈ NP is easily demonstrated via the non-deterministic algorithm that guesses a subset T ,
checks S ⊆ T and that T is admissible.
To show that CA(2){} is NP-hard we use a reduction from the problem Monotone 3-CNF Satisfiability (MCS) [31,
p. 259], instances of which comprise a 3-CNF formula over a set of propositional variables {x1, . . . , xn},






(yi,1 ∨ yi,2 ∨ yi,3)
and each clause, Ci , is defined using exactly three positive literals or exactly three negated literals, e.g. (x1 ∨ x2 ∨
x3)∧ (¬x1 ∨ ¬x2 ∨ ¬x4) would define a valid instance of MCS, however (x1 ∨ ¬x2 ∨ x3) would not. An instance Φ
of MCS is accepted if and only if there is an instantiation, α ∈ 〈,⊥〉n under which Φ(α)= .
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literals occur and {D¬1 , . . . ,D¬s } those in which only negated literals are used. Consider the bipartite argument system
BMCS(Y,Z,A) whose arguments we denote by
Y = {Φ¬,C+1 , . . . ,C+r ,¬x1, . . . ,¬xn}
Z = {Φ+,D¬1 , . . . ,D¬s , x1, . . . , xn}
and whose attack set A contains
{〈xj ,¬xj 〉, 〈¬xj , xj 〉: 1 j  n}
∪ {〈C+i ,Φ+〉: 1 i  r}∪ {〈D¬i ,Φ¬〉: 1 i  s}
∪ {〈¬xj ,D¬i 〉: ¬xj occurs in D¬i }
∪ {〈xj ,C+i 〉: xj occurs in C+i }
The instance of CA(2){} is completed by setting S = {Φ+,Φ¬}.
Suppose that there is some preferred extension, T , of BMCS for which {Φ+,Φ¬} ⊆ T , i.e. that 〈BMCS, S〉 defines
a positive instance of CA(2){} . Then, for each C
+
i some argument xj with 〈xj ,C+i 〉 ∈ A must be in T (otherwise the
attack 〈C+i ,Φ+〉 is undefended); similarly for each D¬i some argument ¬xk with 〈¬xk,D¬i 〉 ∈ A must be in T . It
cannot be the case, however, that both xj and ¬xj are in T . We can, thus, construct a satisfying instantiation of Φ via
xj :=  if xj ∈ T , and xj := ⊥ if ¬xj ∈ T .
On the other hand suppose the instance Φ of MCS is satisfiable, using some instantiation α. In this case the set
{Φ+,Φ¬} ∪ {x+j : xj =  under α} ∪ {x¬j : xj = ⊥ under α}
is easily seen to be admissible, so that 〈BMCS, {Φ+,Φ¬}〉 defines a positive instance of CA(2){} .
Part (b) follows easily from Theorem 6(b) since a set of arguments S is sceptically accepted if and only if each of
its constituent members is sceptically accepted. 
The remaining cases in Table 2 are considered in the following theorem.
Theorem 8.
(a) ∀k  3, CA(k) is NP-complete.
(b) ∀k  3, SA(k) and COHERENT(k) are Πp2 -complete.
Proof. The membership proofs are identical to those that hold for the unrestricted versions of each problem. For
(a), NP-hardness follows by observing that the argument system HΦ given in Section 3.1 is 3-partite: using three
colours—{R,B,G} say—HΦ may be vertex 3-coloured by assigning R to {Φ,z1, . . . , zn}; B to {¬z1, . . . ,¬zn} and
G to {C1, . . . ,Cm}. The proof of (b) requires techniques introduced in Section 5 applied to the construction GΦ of
Section 3.2: details are given in Appendix A. 
5. Bounded degree systems
In contrast to many of the results of Section 4, the restriction considered in this section7 does not lead to improved
algorithmic methods. Our principal interest is in introducing the concept of a given class of argument systems being
capable of “representing” another class. This is of interest for the following reason. Suppose that Π and Θ are prop-
erties of argument systems (where the formal definition of “property” will be clarified subsequently). Furthermore,
suppose that any system with property Θ can be “represented” (in a sense to be made precise) by another system with
property Π . Assuming such a representation can be constructed efficiently, we would be able to exploit algorithmic
7 The presentation here is a revised and expanded treatment of ideas originally outlined in [26].
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form GH (with property Π ) and use an algorithm operating on this to decide the question posed of H. In a more
precise sense, we have the formalism presented below.
Definition 9. A property, Π of finite argument systems is a (typically infinite) subset of all possible finite argument
systems. We say H has property Π if H ∈Π .
The argument system H(X ,A) is simulated by the argument system G(X ∪ Y,B) with respect to credulous ad-
missibility (denoted G ∼ca H) if
∀S ⊆X CA{}
(G(X ∪Y,B), S)⇔ CA{}(H(X ,A), S)
Similarly H is simulated by G w.r.t. sceptical admissibility (G ∼sa H) if
∀S ⊆X SA{}
(G(X ∪Y,B), S)⇔ SA{}(H(X ,A), S)
For α ∈ {CA, SA}, a property, Π α-represents a property Θ if for everyH(X ,A) ∈Θ there is some G(X ∪Y,B) ∈Π
such that G ∼α H. We say that Π polynomially α-represents Θ if there is some constant k such that, for every
H(X ,A) ∈ Θ there is some G(X ∪Y,B) ∈ Π such that |X ∪Y| |X |k and G ∼α H. Finally we say that a property
is (polynomially) α-universal if it (polynomially) α-represents all argument systems.
It will be useful also to view as “polynomially α-universal” those properties that α-represent all but finitely many
argument systems.
The class of argument systems considered in this section are those defined by the property, Δ(p,q) introduced
below,
Definition 10. An argument system H(X ,A) has (p, q)-bounded degree if
∀x ∈X ∣∣{y ∈X : 〈y, x〉 ∈A}∣∣ p and ∣∣{y ∈X : 〈x, y〉 ∈A}∣∣ q
The notation Δ(p,q) will be used for the set of all (p, q)-bounded degree systems.
Our main result in this section is
Theorem 11.
(a) Δ(2,2) is polynomially CA-universal.
(b) Δ(2,2) is polynomially SA-universal.
Proof. We prove part (a) only. An identical construction serves for part (b) with the analysis needed for the conditions
of simulation w.r.t. sceptical admissibility proceeding in a similar style to the case of credulous admissibility.
Let H(X ,A) be any finite argument system. Suppose H /∈Δ(2,2). Consider any x ∈X for which{
y: 〈y, x〉 ∈A}= {y1, y2, . . . , yk} and k  3
Consider the system G(k−1)x (X ∪ {z1, z2},B) formed by introducing new arguments z1 and z2 with
B =A \ {〈yi, x〉: 2 i  k}∪ {〈z1, x〉, 〈z2, z1〉}∪ {〈yi, z2〉: 2 i  k}
i.e. formed by replacing the attacks on x in Fig. 3 with the system in Fig. 4.
We claim that G(k−1)x (X ∪ {z1, z2},B)∼ca H(X ,A).
Consider any T ⊆X ∪{z1, z2} defining an admissible set in G(k−1)x and let S = T \{z1, z2}. To see that S is conflict-
free it suffices to observe that the only way in which T can be conflict-free and S fail to be so is if {x, yi} ⊆ T for
some 2 i  k: but in this case, since z1 attacks x and the only counterattack on z1 is z2, x ∈ T forces z2 ∈ T from
which yi /∈ T , for every 1 i  k. To see that S also defends itself against any attack if T does so, first suppose that
x ∈ T . In this case, not only must some attacker of y1 be in T (and thus the same attacker is in S) but also since z2 ∈ T
to defend the attack on x by z1, we require that for each attack 〈yi, z2〉, T must contain some attacker of yi : again all
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Fig. 4. Reducing k attacks to k − 1 attacks.
of these attacks will be members of S. If, on the other hand, x /∈ T , without loss of generality suppose that 〈x,p〉 ∈A
and that p ∈ T . Then either y1 ∈ T (and thus also in S) or z1 ∈ T . The second of these, however, requires that at least
one of {y2, . . . , yk} is in T to counterattack z2. It follows that if x /∈ S and attacks p ∈ S then {y1, . . . , yk} ∩ S = ∅.
In the reverse direction, suppose that S ⊆X is admissible inH. If x ∈ S then S∪{z2} is an admissible set of G(k−1)x .
If x /∈ S either S is also an admissible set of G(k−1)x (if y1 ∈ S or x does not attack any argument of S) or S ∪ {z1} is
such a set (whenever S ∩ {y2, . . . , yk} = ∅). Thus, G(k−1)x (X ∪ {z1, z2},B)∼ca H(X ,A).
Noting that the construction does change the number of attacks on arguments other than x, a similar procedure can
be applied to any remaining argument attacked by at least three arguments. A near identical construction (in which
the direction of attacks is reversed) serves when dealing with those arguments that attack more than two others. 
Recalling from Definition 5 that Γ (k) is the set of all k-partite argument systems we obtain
Corollary 2. The property Γ (4) ∩Δ(2,2) is polynomially CA-universal and polynomially SA-universal.
Proof. Viewed as undirected graphs, via Brooks’ Theorem ([11, Thm 6, Ch. 15, p. 337]), with a single exception,8
every argument system in Δ(2,2) is vertex 4-colourable. It follows that these are 4-partite. 
Corollary 3. Let Q(2,2) denote either of the decision problems {CA, SA} restricted to argument systems with the prop-
erty Δ(2,2).
(a) CA(2,2) is NP-complete.
(b) SA(2,2) is Πp2 -complete.
Proof. Apply the construction of Theorem 11 to the systems HΦ and GΦ presented in Section 3. 
8 It is because of this case—the complete graph on 5 vertices—that the “connectivity” assumption mentioned following Definition 1 is needed:
without it there are infinitely many (2,2)-bounded systems which are not vertex 4-colourable.
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6. Planar argument systems
We recall that a graph G(V,E) is planar if it can be drawn (in the plane) in such a way that no two edges of the
graph cross each other. Thus, the complete graph on four vertices is planar, e.g. Fig. 5, whilst the complete graph on
five vertices is non-planar.
Several graph-theoretic decision problems whose general versions are NP-hard are known to admit polynomial
time algorithms when instances must be planar graphs. Examples include not only questions that are immediately
resolvable from established properties of planar graphs, e.g. vertex 4-colouring and maximal clique, but also for
questions where it is far from obvious that planarity assists in developing efficient algorithms, e.g. the problem of
determining whether a graph has a bipartite subgraph containing at least some specified number of edges, [31, GT25,
p. 196]. For problems whose complexity status is still open, most notably that of deciding if two given graphs are
isomorphic, linear time methods have been found for planar graphs, e.g. [33]. Planarity, however, does not help in the
construction of efficient decision procedures for the problems of Table 1. The reductions employed to prove this make
use of a device which is of some independent interest: in terms of the formalism introduced in the preceding section
this allows us to argue that planarity is a polynomially CA-universal property.
Prior to presenting our main analyses we make two observations: firstly, from work of Fraenkel [30], it is known that
STAB-EXT restricted to planar instances is NP-complete. This result, however, does not allow us to deduce anything
concerning the complexity of credulous or sceptical acceptance: in particular, the planar systems constructed when
addressing CA are guaranteed to have stable extensions so the existence problem STAB-EXT is trivial for such cases.
As a second point we observe that using the (NP-complete) decision problem PLANAR-3-SAT, whose instances are
3-CNF formulae having planar clause incidence graphs,9 it is not too difficult to show that CA{}(H, S) is NP-complete
when H is required to be a planar graph.10 We do not consider the proof of this result in any further detail, simply
noting that it is subsumed by our proof that CA(H, x) is NP-complete with H restricted to planar graphs.
For Q any of the decision problems of Table 1, we let QP denote the variant in which the argument system forming
part of the instance is planar.
Theorem 12. CAP is NP-complete.
Proof. It suffices to prove that CAP is NP-hard, for which purpose we use a reduction from 3-SAT. Given Φ(Zn) we
first form the system HΦ(X ,A) of Section 3.1 and recall that Φ(Zn) is satisfiable if and only if CA(HΦ,Φ) holds.
The argument system HΦ , however, will not in general be planar, e.g. in Fig. 1 there are eleven distinct points
where edges cross and thus HΦ must be modified to obtain a planar graph, HPΦ , whilst retaining the property that the
argument Φ is credulously accepted if and only if Φ(Zn) is satisfiable.
9 The clause incidence graph of a CNF Φ(x1, . . . , xn) =
∧m
j=1 Cj , is the bipartite graph with vertex sets {x1, . . . , xn} and {C1, . . . ,Cm} and
edges {xi ,Cj } for each case when ¬xi occurs in Cj or xi occurs in Cj .
10 For readers familiar with the relevant graph-theoretic concepts, the instance of CA{} is formed using a planar embedding of the clause incidence
graph of Φ—an instance of PLANAR-3-SAT—augmenting it with arguments {φ1, φ2, . . . , φr } one for each face of the embedding in which a clause
of Φ occurs. These arguments are then attacked by the individual clauses within the relevant face. Following some minor adjustments to represent
the presence of negated literals in clauses, we can then show that the set {φ1, . . . , φr } is credulously accepted if and only if Φ is satisfiable.
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and 〈r, s〉, replace the “crossing point” by an argument which attacks q and s and is attacked by p and r . If the
chosen realisation of HΦ contains r crossings we denote these new arguments Xc = {x1, x2, . . . , xr}. We note that
r = O(|A|2) so the translation is polynomial time computable. Fig. 6 illustrates the outcome of this translation when
applied to the argument system of Fig. 1 after replacing the eleven crossings.
Of course this new system will no longer have the same admissibility properties of the one it replaces: in particular
it is not guaranteed to be the case that an admissible set containing Φ can be built if and only if Φ(Zn) is satisfiable. For
example, for the system shown in Fig. 6, the set {Φ,z1, z2, z3, z4, x3, x8, x9} is admissible, however, the corresponding
instantiation of 〈z1, z2, z3, z4〉 by zi :=  gives Φ(,,,) ≡ ⊥. In order to restore the desired behaviour we
systematically replace each new argument introduced with a planar argument system.
The typical environment in this case is shown in Fig. 7(a). We have arguments (z and y) that (in HΦ ) attacked
arguments q and p: the attacks 〈z, q〉 and 〈y,p〉 crossing in the drawing of HΦ and the crossing point replaced by an
argument (x) so that the attacks present are now 〈z, x〉, 〈y, x〉, 〈x,p〉, and 〈x, q〉. In Fig. 7(b), x in turn is replaced by
a planar system linking arguments z and y with new arguments yb and zd with yb attacking p and zd attacking q . In
order to ensure this replacing system operates correctly it must have the property that in any preferred extension, S,
of the resulting system it holds: z ∈ S if and only if zd ∈ S and y ∈ S if and only if yb ∈ S.
Fig. 6. HΦ after crossings replaced by new arguments xi .
Fig. 7. Crossing edges in HΦ and their replacement.
11 It is not necessary to consider the case of three of more edges having a common crossing point: any graph may be drawn in such a way that this
case does not arise.
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T :=Xc; k := 1
while k  r do
if ∃x ∈ T : x is attacked by two literals then
λ(x) := k; T := T \ {x}
else if ∃x ∈ T : x is attacked by a literal and x′ ∈Xc \ T then
λ(x) := k; T := T \ {x}
else
Choose any x ∈ T with both attackers of x in Xc \ T
λ(x) := k; T := T \ {x}
end if
k := k + 1
end while
Algorithm 2. Ordering of arguments in Xc .
Before describing the exact design of the replacing system, however, we specify the order in which the Xc are
replaced. We say that the argument y of HΦ is a literal if y ∈ {zi,¬zi1  i  n} and now observe that the set
of arguments, Xc may be ordered using the labelling approach presented in Algorithm 2 to assign a unique num-
ber λ(x) to each x ∈ Xc with 1  λ(x)  r . For the example of Fig. 6 an ordering produced by this algorithm is
〈x1, x5, x11, x6, x8, x3, x2, x4, x7, x10, x9〉.
The construction of the planar system HPΦ is completed by replacing the arguments x ∈ Xc in order of increasing
value of their label λ(x) with a copy of the planar crossover gadget given in Fig. 8.12 We denote by W the arguments
of HPΦ (noting that X ⊆W and Xc ∩W = ∅); and its attacks by B (observing that each of the attacks 〈Cj ,Φ〉 ∈A is
also in B).
The resulting system,HPΦ , is planar: it remains to show that Φ is credulously accepted inHPΦ if and only if Φ(Zn)
is satisfiable. In HΦ , S is a preferred extension containing Φ if and only if S = {Φ,y1, y2, . . . , yn} with yi ∈ {zi,¬zi}
defining an instantiation satisfying Φ(Zn), i.e. zi =  if yi = zi and zi = ⊥ if yi = ¬zi , it therefore is sufficient
to prove for the crossover gadget of Fig. 8 that whenever S is a preferred extension of HPΦ , z ∈ S ⇔ zd ∈ S and
y ∈ S ⇔ yb ∈ S. We need only consider the first of these as an identical proof covers the second. To simplify the
analysis, it is useful to note that HΦ and HPΦ are both coherent: the only cycles are those of length two formed by
the n pairs {zi,¬zi}, i.e. HΦ and HPΦ contain no odd length cycles and coherence follows from Fact 2(d). Given this,
every preferred extension, S, of HPΦ is also a stable extension so that any q /∈ S must be attacked by some p ∈ S.
Consider any preferred extension S ⊆W of HPΦ and an occurrence of the crossover gadget which, without loss
of generality, we take as labelled in Fig. 8. Suppose z ∈ S and consider the two possibilities y ∈ S and y /∈ S. The
first of these, gives a4 ∈ S: each of {a1, a2, a3} is attacked by {y, z}, however a4 is only attacked by {a2, a3} and so
(from stability) must be in S. From {y, z, a4} ⊆ S it follows that {b1, b2, b3, d1, d2, d3} ∩ S = ∅ and thence, again via
stability, {yb, zd} ⊂ S since no attackers of these can belong to S. For the second possibility, y /∈ S, some attacker of y
(y′ say) must belong to S and we deduce that {z, y′, a3} ⊆ S and a4 /∈ S. In this case, however, it must hold that d1 ∈ S
(this is only attacked by a4 and y) and thence zd ∈ S (since neither of its attackers—d2 and d3 can belong to S). In
summary if z ∈ S then zd ∈ S regardless of the status of y.
On the other hand suppose that z /∈ S so that some attacker of z, z′ is in S. Again we have the two possibilities
y ∈ S and y /∈ S. In the former case, {z′, y, a2} ⊆ S and {a4, d1, d3} ∩ S = ∅. From this we must have d2 ∈ S (since
its only attackers are d1 and a4) from which it follows that zd /∈ S as required. Finally in the second case with y /∈ S,
some attacker y′ of y is in S. From {y, z} ∩ S = ∅ we deduce that {y′, z′, a1, a4} ⊆ S (y and z are the only attackers
of a1), and thence {d1, d2} ∩ S = ∅. In this case, however, it must hold that d3 ∈ S as its only attackers are y and d1:
in consequence zd /∈ S as required. In total we have that z /∈ S implies zd /∈ S, completing the proof that the crossover
gadget has the desired behaviour.
It is now easy to see that Φ is credulously accepted in the planar system HPΦ if and only if Φ(Zn) is satisfiable. If{y1, . . . , yn} is a set of literals defining a satisfying instantiation of Φ(Zn) then each clause Cj must contain a literal
12 Readers familiar with research literature on planar realisations of Boolean networks may recognise that the structure of Fig. 8 derives from that
of the planar crossover formed from twelve binary ¬∧-elements, cf. [35] and [25, Ch. 6, pp. 404–405].
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from this set. Choosing the argument zi in W if yi = zi and the argument ¬zi otherwise, we can build an admissible
subset S ofW which attacks each argument Cj (either the literal itself or that propagated via the crossover gadget that
replaced 〈x,Cj 〉), so that Φ can be added to S in forming a preferred extension. On the other hand if Φ is credulously
accepted then from a preferred extension containing Φ and the attacks on each Cj in S we identify a set of literals
that will satisfy Φ(Zn).
We deduce that CAP is NP-complete as claimed. 
In the analysis demonstrating that the crossover gadget of Fig. 8 operated correctly, we relied on the fact that the
system in which it was used was coherent and that thus for any given preferred extension, S, arguments q /∈ S could
be assumed to be attacked by some argument p ∈ S. We cannot, however, rely on this assumption in attempting to
translate arbitrary non-planar argument systems to planar schemes, and thus it is unclear whether directly replacing
crossing points using the crossover gadget would produce a system with similar admissibility properties. It turns out,
however, that it is possible to transform any argument system,H, into a planar system,HP in such a way that questions
regarding credulous admissibility of arguments in H may be posed of corresponding arguments in HP. In order to do
this a rather more indirect construction is needed.
Theorem 13. Planarity is polynomially CA-universal.
Proof. Let H(X ,A) be any finite argument system with X = {x1, x2, . . . , xn}. Consider the propositional formula








xk : 〈xk,xi 〉∈A
xk
)
With this system α = 〈a1, . . . , an〉 is a satisfying instantiation of ΨH if and only if the subset S(α) of X chosen via
xi ∈ S ⇔ ai =  is an admissible set in H.
The formula ΨH is in CNF and so we can define another argument system—FHΨ simply by using the construction
of Section 3.1. Furthermore we can now apply the planarization method of Theorem 12 (FHΨ is coherent irrespective of
whetherH is so). LetFH,PΨ be the resulting planar argument system. Now although it is not the case thatFH,PΨ ∼ca H-
every subset of {x1, x2, . . . , xn} describes an admissible set in FH,PΨ —it is easily modified to a systemHH,PΨ which is
planar and satisfies HH,PΨ ∼ca H. To achieve this, we add a new argument, u, to the set of arguments forming FH,PΨ
together with attacks {〈Ψ,u〉} ∪ {〈u,xi〉, 〈u,¬xi〉: 1 i  n}.
Notice that a planar realisation of HH,PΨ is straightforward to construct from the planar realisation of FH,PΨ . Now
let Y consist of the arguments {¬xi : 1 i  n} together with {u,Ψ }, the arguments representing clauses of ΨH and
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with copies of the schema in Fig. 8.
We claim that HH,PΨ ∼ca H. Consider any admissible subset T of X ∪ Y , the arguments of HH,PΨ . To see that
S = T \Y is an admissible set in H, notice that
(Ψ /∈ T ) and (T is admissible) ⇔ (T = ∅)
since the argument u attacks each y in {xi,¬xi : 1 i  n} and is only attacked by Ψ , so it is no longer the case that
every non-empty subset of {x1, x2, . . . , xn} describes an admissible set inHH,PΨ (as happened with FH,PΨ ). So without
loss of generality we may assume Ψ ∈ T . Now the definition of ΨH(Xn) and the properties of FHΨ ensure that since
the instantiation xi =  if xi ∈ T , xi = ⊥ if xi /∈ T satisfies ΨH the set {xi : xi ∈ T } is an admissible subset in H:
this, set however, is exactly the set of arguments in S = T \Y .
Similarly, if S ⊆ X is admissible in H, it may be extended to an admissible set in HH,PΨ by adding the ar-
guments {Ψ }, {¬xi : xi /∈ S} and those from the crossover elements whose inclusion is forced by the subset of
{xi,¬xi : 1 i  n} corresponding to the satisfying instantiation of ΨH(Xn). 
Corollary 4. PREF-EXTP is NP-complete.
Proof. Immediate by noting that HPΦ modified by the addition of the argument u as described in the proof of Theo-
rem 13, has a non-empty preferred extension if and only CA(H PΦ,Φ). 
Corollary 5. Let P(p,q),k be the class of planar argument systems in the set Δ(p,q) ∩ Γ (k). The property P(2,2),4 is
polynomially CA-universal.
Proof. From Theorem 13 planarity is polynomially CA-universal. The transformation described in Theorem 11 pre-
serves planarity, thus the result follows by combining Theorem 13, Theorem 11 and Corollary 3. 
In fact, analysing the structure of HH,PΨ from the proof of Theorem 13 we obtain a stronger result,
Corollary 6. The property P(3) satisfied by 3-partite planar argument systems is polynomially CA-universal.
Proof. GivenH(X ,A) form the planar system HH,PΨ of Theorem 13. It is straightforward to show that this system is
vertex 3-colourable and hence 3-partite. 
Finally, parallelling the result of Theorem 12 we have,
Theorem 14.
(a) SAP is Πp2 -complete.
(b) COHERENTP is Πp2 -complete.
Proof. Exactly as the reduction from QSATΠ2 outlined in Section 3.2, however, with the CNF instance Φ(Yn,Zn)
implemented as the argument system HPΦ instead of HΦ . 
7. Bounded treewidth
Treewidth, which may be informally understood as a measure of the extent to which a graph differs from a tree, is
known to provide a significant aid in developing efficient algorithmic approaches, particularly in the case of graphs
whose treewidth may be bounded by a constant value k. A useful survey of results concerning graphs with bounded
treewidth is presented in [14]. With some minor differences, we follow the treatment given in Arnborg et al. [3] for
the definition of treewidth in Definition 15 and for the description of the language of monadic second order logic. The
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second of these admits the use of powerful general tools for synthesising efficient decision algorithms for an extensive
range of NP-hard graph problems when the graphs in question have bounded treewidth.
Definition 15. A tree decomposition of a directed graph H(X,A) is a pair 〈T ,S〉, where T (V,F ) is a tree and
S = {S1, S2, . . . , Sr} is a family of subsets of X with r = |V | for which
(a) ⋃ri=1 Si =X.
(b) For all 〈x, y〉 ∈A there is at least one13 Si ∈ S for which {x, y} ⊆ Si .
(c) For each x ∈ X, the subgraph of T (V,F ) induced by the set Vx = {Vi : x ∈ Si} is connected, i.e. a subtree of
T (V,F ).
The width of a tree decomposition 〈T ,S〉 of H(X,A) is maxSi∈S |Si |−1; the treewidth of H(X,A)—denote tw(H)—
is the minimum width over all tree decompositions of H .
Notice that if H(X ,A) is itself a tree, then tw(H) = 1: simply choose the system of subsets S = {S1, . . . , Sr}
with r = |A| so that for each 〈xi, xj 〉 ∈ A there is a set Sk = {xi, xj } ∈ S. The edges, F , in the tree decomposition
〈T (V,F ),S〉, are those pairs {Vi,Vj } for which Si ∩ Sj = ∅. An example of H(X ,A) for which tw(H) = 2 and an
associated tree decomposition is given in Fig. 9.
We denote by W(k) the class of all argument systemsH(X ,A) whose treewidth is at most k. We note that although
given 〈H(X ,A), k〉 deciding if H ∈ W(k) is NP-complete from [4], for constant k there are polynomial-time algo-
rithms: O(nk+2) methods were first presented in [2], while linear time methods are given in [13]. Both return a width
k decomposition, if one exists, although it should be noted that the O(n) method of [13] involves a significant constant
factor (dependent on k) in the O(n) analysis.
Consider structures of the form 〈X ,A〉 where X = {x1, . . . , xn} is a finite set of arguments and A ⊂ X × X an
attack relation. The language, L, of monadic second-order logic (MSOL) for this class of structures contains the
standard propositional connectives—∧, ∨, →, ↔, ¬—individual variable symbols—x, y, z etc.—predicates, and
quantifiers (∃, ∀). In addition, and distinguishing it from first-order logic, L contains set variable symbols, U , V , W ,
etc., the set membership symbol (∈) and allows quantification over set variables.
We note that the scheme presented in [3] is rather more elaborated. The corresponding structure would be
〈D,X ,A,hd, tl〉 where X and A are unary predicates on elements of the set D, i.e. X (d) holds if and only if d is an
13 [3, Definition 3.1, p. 314] requires exactly one, however, the distinction is not significant.
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icates defined so that hd(b, c) if b is an attack whose source is the argument c; similarly tl(b, c) holds whenever b is an
attack directed at the argument c: thus 〈x, y〉 ∈A would be realised as X (x)∧X (y)∧ ∃dA(d)∧ hd(d, x)∧ tl(d, y).
For reasons of clarity we eschew this level of precision. We note that, where we write, e.g. ∃U ⊆ XP(U) (for some
predicate P ), within the formal style of [3], this could be expressed by ∃U(∀uu ∈ U → X (u)) ∧ P(U); similarly
∀U ⊆XP(U) is equivalent to ∀U(∀uu ∈U →X (u))→ P(U).
Now given a well-formed MSOL sentence Φ(X ,A) typically some argument systems, H, will satisfy14 Φ and
others fail to do so, i.e. such sentences provide a mechanism for specifying properties of finite argument systems.
Formally we say an argument system property, Π , is MSOL-definable if there is a well-formed MSOL sentence,
Φ(X ,A) such that
∀H(X ,A)H ∈Π ⇔Φ |=H
For example, the property of an argument system being bipartite, H(X ,A) ∈ Γ (2), is MSOL-definable as shown by
the sentence,
BI(X ,A)= ∃U ∃V ∀x(x ∈U ∨ x ∈ V )∧ (¬(x ∈U)∨ ¬(x ∈ V ))∧ (∀y(〈x, y〉 ∈A)→ (x ∈U ↔ y ∈ V ))
That is the system 〈X ,A〉 is bipartite whenever there are two sets (U and V ) such that: every x belongs to at least
one of these (x ∈ U or x ∈ V ); no x belongs to both; and should 〈x, y〉 be an attack in A, exactly one of x and y is
in U . Thus, the system with X = {x1, x2, x3} and A= {〈x1, x2〉, 〈x2, x3〉, 〈x3, x1〉} fails to satisfy BI(X ,A) whereas
with A′ = {〈x1, x2〉, 〈x2, x3〉, 〈x2, x1〉} BI(X ,A′) is satisfied (choose U = {x1, x3} and V = {x2}).
Although not all graph-theoretic properties are MSOL-definable, for those which are—irrespective of the compu-
tational complexity for instances in general—the following result of Courcelle [18,19] is of significance respecting
decision methods for MSOL-definable properties restricted to graphs with treewidth k.
Fact 16. (Courcelle’s Theorem, see [18,19] also [3].) Let K be a class of graphs for which ∀G ∈ Ktw(G)  k for
some constant k ∈ N and Π be any MSOL-definable property. Given G ∈K and a width k tree decomposition of G,
G ∈Π is decidable in linear time.
Recall that W(k) is the class of finite argument systemsH(X ,A) for which a tree decomposition of width k exists.
Theorem 17. For all constant k ∈ N, given H(X ,A) ∈ W(k) together with a width k tree decomposition of H(X ,A)




(d) There is at least one sceptically accepted argument in H.
Proof. Given Fact 16 it suffices to give MSOL sentences expressing each of these properties.
(a) PREF-EXT(X ,A)
∃U ⊆X (U = ∅)∧ ADM(X ,A,U)
where ADM(X ,A,U) is the predicate
∀x ∈X ∀y ∈X 〈x, y〉 ∈A→ (¬(x ∈U)∨ ¬(y ∈U))∧ (y ∈U → (∃z(z ∈U)∧ 〈z, x〉 ∈A))
Note that we use the abbreviated form U = ∅ rather than the more involved ∃u ∈ X (u ∈ U). Thus, the given
expression represents the property of 〈X ,A〉 having a non-empty preferred extension via the conditions that there
is some non-empty subset (U ) of X which is admissible, i.e. U is conflict-free and for any argument x /∈ U
attacking an argument y ∈U , there is some z ∈U that counterattacks x.
14 The satisfaction relation Φ |=H is defined in the usual inductive style via the structure of the MSOL sentence Φ .
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∃U ⊆XADM(X ,A,U)∧ ∀x ∈X¬(x ∈U)→ (∃z ∈U 〈z, x〉 ∈A)
That is, 〈X ,A〉 has a stable extension if there is a subset U of X which is admissible and attacks any argument
not contained in it.
(c) COHERENT(X ,A)
∀U ⊆XPREF(X ,A,U)→ STABLE(X ,A,U)
where STABLE(X ,A,U) is the predicate,
ADM(X ,A,U)∧ ∀x ∈X¬(x ∈U)→ (∃z ∈U 〈z, x〉 ∈A)
and PREF(X ,A,U) the predicate
ADM(X ,A,U)∧ MAXIMAL(X ,A,U)
with MAXIMAL(X ,A,U) defined as,
∀W ⊆X ∀Z ⊆X ((Z =U ∪W)∧ ADM(X ,A,Z))→ (W ⊆U)
Again we use abbreviated forms Z =U ∪W and W ⊆U noting,
Z =U ∪W ≡ ∀x ∈X (x ∈ Z)↔ (x ∈U ∨ x ∈W)
W ⊆U ≡ ∀x ∈X (x ∈W)→ (x ∈U)
In total this expression captures the concept of coherence via: any subset of X which is a preferred extension is
also stable. A subset, U , being a preferred extension if it is both admissible and maximal, i.e. for every W for
which U ∪W is admissible it holds that W is a subset of U .
(d) There is at least one sceptically accepted argument in H(X ,A).
∃x ∈X∀U ⊆XPREF(X ,A,U)→ (x ∈U) 
Although Theorem 17 establishes the existence of efficient algorithms for decision problems whose complexities
in general are NP and Πp2 -complete, it does not aid with problems concerning the properties of specific arguments
within a given system, e.g. CA(H, x). Suppose, however, we define D(H) as
max
x∈X
∣∣{y: 〈y, x〉 ∈A or 〈x, y〉 ∈A}∣∣
That is, in standard graph-theoretic terminology, D(H) is the maximum degree—number of attacks made on and
by—taken over all arguments x ofH. We can obtain algorithms whose run-time is O(f (q)nc) for CA{}(H, S): here f
is some fixed function f : N → N, n= |X |, c is a constant (independent ofH) and q is the parameter tw(H)×D(H),
that is, in terms of the framework of fixed-parameter complexity pioneered by Downey and Fellows [22], CA{}(H, S)
is fixed-parameter tractable (FPT) with respect to the parameter q .
In order to prove this we exploit results from Gottlob et al. [32] in which a parameter with to respect which CNF-SAT
is FPT was presented.
Definition 18. Let Φ(Zn) be a CNF formula with clause set {C1,C2, . . . ,Cm}. The primal graph of Φ , denoted
PΦ(Zn,E), is the (undirected) graph with vertices labelled by the propositional variables defining Φ , and whose edge
set, E, is,{{zi, zj }: zi and zj occur as variables in some clause C of Φ}
Fact 19. (See Gottlob et al. [32].) CNF-SAT is FPT w.r.t. the parameter tw(PΦ).
There have, subsequently, been a number of FPT approaches to CNF-SAT—notably work discussed in Szeider
[38]—that consider alternative graph-theoretic representations of CNF formulae. In principle by adopting approaches
related to the methods we now describe in Theorem 20 these too would lead to (potentially, improved) FPT methods
for CA.
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xk : 〈xk,xi 〉∈A
xk
)
Notice that PHΨ (Xn,E) contains the undirected form of H(X ,A) as a subgraph by virtue of the clause set∧
〈xi ,xj 〉∈A(¬xi ∨ ¬xj ). The additional edges of PHΨ are those arising from the clauses (¬xj ∨
∨
xk : 〈xk,xi 〉∈A xk).
The edges, E〈xi ,xj 〉 in E contributed by this clause associated with the attack 〈xi, xj 〉 being
E〈xi ,xj 〉 =
{{xj , xk}: 〈xi, xj 〉 ∈A and 〈xk, xi〉 ∈A}∪ {{xk, xl}: 〈xk, xi〉 ∈A and 〈xl, xi〉 ∈A}
For each xi ∈X define the set of edges Xi by
Xi =
{{yj , zk}: 〈yj , xi〉 ∈A and 〈xi, zk〉 ∈A}
∪ {{yj , yk}: 〈yj , xi〉 ∈A and 〈yk, xi〉 ∈A}
∪ {{zj , zk}: 〈xi, zj 〉 ∈A and 〈xi, zk〉 ∈A}
Then if H(X,A) is the undirected form of H(X ,A) then not only is H(X,A) a subgraph of PHΨ (Xn,E), but





From these it observations it follows that tw(H)  tw(PHΨ )  tw(H aug) and thus bounding the width of a tree-
decomposition of H aug gives an upper bound on the treewidth of the primal graph PHΨ (Xn,E) of ΨH(Xn).
Let 〈T ,S〉 be a width r tree decomposition of H(X ,A), with S = {S1, S2, . . . , Sm}, Si ⊆ X and T (V,F ) the tree
structure linking the family of sets indexed by V = {V1, . . . , Vm}. Form the family of sets Y = {Y1, Y2, . . . , Ym} via




y, z: 〈y, x〉 ∈A or 〈x, z〉 ∈A}
With this, 〈T ,Y 〉 is a tree decomposition of H aug(X,F aug). Furthermore, its width is at most (D(H) + 1)(tw(H) +
1)− 1: each Si contains at most tw(H)+ 1 members, each of which can contribute at most D(H) new elements to Si





 tw(H)+D(H)(tw(H)+ 1)= (D(H)+ 1)(tw(H)+ 1)− 1
Thus, given an instance 〈H, S〉 of CA{} and a width r tree decomposition of H, we may now apply the methods







via a tree decomposition of PΦ having width at most (D(H)+ 1)(r + 1)− 1. 
8. Value-based argument frameworks
To conclude we consider the effect that restricting the underlying graph structure has with respect to value-based
argument systems. We recall the following definitions from Bench-Capon [9].
Definition 21. A value-based argumentation framework (VAF), is defined by a triple 〈H(X ,A),V, η〉, whereH(X ,A)
is an argument system, V = {v1, v2, . . . , vk} a set of k values, and η :X → V a mapping that associates a value
η(x) ∈ V with each argument x ∈X .
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Decision problems in value-based argument frameworks
Problem Instance Question
Subjective Acceptance (SBA) 〈〈X ,A〉,V, η〉; x ∈X ∃α: x ∈ P(〈〈X ,A〉,V, η〉, α)?
Objective Acceptance (OBA) 〈〈X ,A〉,V, η〉; x ∈X ∀α: x ∈ P(〈〈X ,A〉,V, η〉, α)?
An audience for a VAF 〈〈X ,A〉,V, η〉, is a binary relationR⊂ V ×V whose (irreflexive) transitive closure,R∗, is
asymmetric, i.e. at most one of 〈v, v′〉, 〈v′, v〉 are members ofR∗ for any distinct v, v′ ∈ V . We say that vi is preferred
to vj in the audience R, denoted vi R vj , if 〈vi, vj 〉 ∈R∗. We say that α is a specific audience if α yields a total
ordering of V .
Using VAFs, ideas analogous to those introduced in Definition 1 by relativising the concept of “attack” using that
of successful attack with respect to an audience. Thus,
Definition 22. Let 〈〈X ,A〉,V, η〉 be a VAF and R an audience. For arguments x, y in X , x is a successful attack on y
(or x defeats y) with respect to the audience R if: 〈x, y〉 ∈A and it is not the case that η(y)R η(x).
Replacing “attack” by “successful attack w.r.t. the audience R”, in Definition 1(b)–(f) yields definitions of
“conflict-free”, “admissible set” etc. relating to value-based systems, e.g. S is conflict—free w.r.t. to the audience
R if for each x, y in S it is not the case that x successfully attacks y w.r.t.R. It may be noted that a conflict-free set in
this sense is not necessarily a conflict-free set in the sense of Definition 1(c): for x and y in S we may have 〈x, y〉 ∈A,
provided that η(y)R η(x), i.e. the value promoted by y is preferred to that promoted by x for the audience R.
Bench-Capon [9] proves that every specific audience, α, induces a unique preferred extension within its underlying
VAF: we use P(〈〈X ,A〉,V, η〉, α) to denote this extension. Analogous to the concepts of credulous and sceptical
acceptance, in VAFs the ideas of subjective and objective acceptance arise,
Regarding these questions, [10,29] show the former to be NP-complete and the latter co-NP-complete. Our main
result in this section is that, unlike the case of standard argument systems, even within very limited graph classes, both
of these problems remain computationally hard.15 Formally we have,
Theorem 23. Let SBA(T ) and OBA(T ) be the decision problems of Table 3 with instances restricted to those for which
the graph-structure 〈X ,A〉 is a tree.
(a) SBA(T ) is NP-complete.
(b) OBA(T ) is co-NP-complete.
Proof. Membership in NP (for SBA(T )) and co-NP (for OBA(T )) follows from membership in these classes for the
general versions.
For part (a), to show that SBA(T ) is NP-hard we use a reduction from 3-SAT. It will be convenient (although is not
essential to the proof) to restrict instances, Φ(Zn) =∧mj=1 Cj , to those in which no variable z of Zn occurs in more
than 3 clauses.16 Notice that given this restriction, without loss of generality, we may assume that for each variable z
the literal ¬z occurs in exactly one clause of Φ; the literal z in at most two (and at least one) clause of Φ .
For each variable zi of Φ let the values f (i), s(i), and n(i) be
f (i)= min{j : zi occurs in Cj }
s(i)= max{j : zi occurs in Cj }
n(i)= j : ¬zi occurs in Cj
Should zi occur exactly once in positive form then f (i)= s(i).
15 Theorem 23 subsumes the result presented in [26, Theorem 4, p. 93] where it was proven that SBA(2) is NP-complete, i.e. when the underlying
system is bipartite.
16 See, e.g. [36, Proposition 9.3] for one proof that this variant of 3-SAT remains NP-hard.
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Its argument set X comprises (at most) 6n+m+ 1 arguments,






i : 1 i  n
}∪ {¬z1i ,¬z2i ,¬z3i : 1 i  n}
(If zi occurs exactly once in positive form then neither z2i nor ¬z2i occur in X .)
The set of attacks, A, is formed by
A= {〈Cj ,Φ〉: 1 j m}
∪ {〈¬z1i , z1i 〉, 〈¬z2i , z2i 〉: 1 i  n}
∪ {〈z3i ,¬z3i 〉: 1 i  n}
∪ {〈z1i ,Cf (i)〉, 〈z2i ,Cs(i)〉: 1 i  n}
∪ {〈¬z3i ,Cn(i)〉: 1 i  n}
The value set, VΦ of the instance contains 2n+ 1 members,
VΦ = {c} ∪ {posi ,negi : 1 i  n}




c if x ∈ {Φ,C1, . . . ,Cm}
posi if x ∈ {z1i , z2i , z3i }
negi if x ∈ {¬z1i ,¬z2i ,¬z3i }
The construction for the CNF formula Φ(z1, z2, z3, z4) defined by
(z1 ∨ z2 ∨ z3)(¬z2 ∨ ¬z3 ∨ ¬z4)(¬z1 ∨ z2 ∨ z4)
is illustrated in Fig. 10.
It is easy to see that TΦ(X ,A) is a tree. To complete the instance of SBA(T ) we set the argument x to be Φ .
We now claim that (〈TΦ(X ,A),VΦ,η〉,Φ) is accepted as an instance of SBA(T ) if and only if Φ(Zn) is satisfi-
able.
Suppose that Φ(Zn) is satisfied by some instantiation a = 〈a1, a2, . . . , an〉 of Zn. Consider any specific audience
α for which
posi α negi if ai = 
negi α posi if ai = ⊥
posi α c ∀1 i  n
negi α c ∀1 i  n
Consider the subset S(a) of X chosen as
{Φ} ∪ {z1i , z2i : ai = }∪ {¬z3i : ai = ⊥}
We claim that S(a) is admissible with respect to the audience α. The only attacks on Φ are from the arguments Cj ,
however, since a satisfies Φ , each clause has at least one true literal with this instantiation: thus Cj is successfully
attacked by one of {z1i , z2i } whenever ai =  and j ∈ {f (i), s(i)}; similarly Cj is successfully attacked by ¬z3i when-
ever ai = ⊥ and j = n(i). Furthermore the attacks on {z1i , z2i : ai = } by {¬z1i ,¬z2i } are not successful on account of
the value ordering posi α negi . In the same way, the attack on ¬z3i by z3i fails whenever ai = ⊥ since negi α posi .
We deduce that S(a) is admissible and thus Φ subjectively accepted if Φ(Zn) is satisfiable.
On the other hand suppose Φ is subjectively accepted and let α be a specific audience with S ⊆ X an admissible
set w.r.t. α that contains Φ . Noting that η(Φ)= η(Cj )= c for each Cj it follows that S ∩ {C1, . . . ,Cm} = ∅ and, thus,
each Cj must be successfully attacked by some yi w.r.t. α, with the (unique) attack on this yi , i.e. ¬zk if yi = zk , z3i i i
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if yi = ¬z3i failing to succeed. Now let {y1, y2, . . . , ym} be the set of arguments for which yj successfully attacks Cj
w.r.t. α and construct the (partial) instantiation 〈a1, . . . , an〉 of Zn with





}∩ {y1, . . . , ym} = ∅
ai = ⊥ if ¬z3i ∈ {y1, . . . , ym}
It now suffices to observe that this instantiation is well-defined. If both ¬z3i and zki occur in {y1, . . . , ym}, from the
fact that α is a specific audience either posi α negi or negi α posi : in the former case, ¬z3i is successfully attacked
by z3i (and, hence, could not belong to S); in the latter zki is successfully attacked by ¬zki and, again could not belong
to S. We deduce that the partial instantiation 〈a1, . . . , an〉 is well-defined and satisfies Φ(Zn).
In total, Φ is subjectively accepted in the system 〈TΦ(X ,A),VΦ,η〉 if and only if Φ(Zn) is satisfiable.
Part (b) uses a similar reduction from UNSAT restricted to 3-CNF instances of the same form as part (a). Given
〈TΦ(X ,A),VΦ,η〉 as described earlier the instance of OBA(T ) is formed by adding one additional argument, Φ ′, to X
whose sole attacker is the argument Φ and with η(Φ ′)= c. In this construction Φ ′ is acceptable w.r.t. to every specific
audience if and only if Φ is not subjectively acceptable. Using an identical argument to (a), the latter holds if and only
if Φ(Zn) is unsatisfiable. 
Corollary 7. SBA(T ) is NP-complete and OBA(T ) is co-NP-complete even if instances are restricted to binary trees.
Proof. Apply the translation of Theorem 11 to the trees constructed in the proof of Theorem 23, assigning the value
c to each new argument introduced. This translation and value allocation affects neither the subjective acceptability
of Φ nor the objective acceptability of Φ ′. With the exception of the root (i.e. the arguments Φ and Φ ′ respectively),
each argument in the trees so formed attacks exactly one other argument. Similarly, with the exception of the leaf
arguments which have no attackers and Φ ′ (which has exactly one attacker), each argument is attacked by exactly two
others. 
One feature of the reduction in Theorem 23 (as, indeed, of the reduction for general VAFs given in [10,29]) is
that the number of values (2n + 1) is of the same order as the number of arguments in the system: in the reduction
4n+m+ 1 |X | 6n+m+ 1, however, given the restrictions on Φ it is easily seen that 2n/3m n and hence,
|V| =Θ(|X |). Our final result indicates that even insisting that |V| = o(|X |) does not lead to tractable cases.
Theorem 24. Let SBA(T ,) be the decision problem SBA(T ) in which instances are restricted to those in which
|V| |X | . ∀ > 0 SBA(T ,) is NP-complete.
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choose K ∈ N as K = −1. An instance of SBA(T ,) is formed by taking r = |X |K−1 copies of TΦ–{T1, T2,
. . . , Tr}. Letting φi denote the argument forming the root of Ti , the instance is completed by adding one further
argument, Φ() with η(Φ()) = c and attacks 〈φi,Φ()〉 for each 1 i  r . Recalling that φi is objectively accepted
if and only if Φ is unsatisfiable it is easily seen that Φ() is subjectively accepted if and only if Φ is satisfiable. The
number of values in the constructed instance is |VΦ | = O(|X |), however, the number of arguments is |X |K and this
is now a valid instance of SBA(T ,). 
9. Conclusions and development
In this paper we have considered how the complexity of a number of important decision questions in both standard
and value-based argument systems is affected under various graph-theoretic restrictions: the system being k-partite;
each argument being attacked by and attacking some maximum number of arguments; planar systems; and systems
with bounded treewidth.
Overall the picture apparent regarding the efficacy of graph-theoretic restrictions in admitting efficient algorithmic
methods is somewhat mixed. For quite general classes—planar and bounded degree systems—the complexity of de-
cision questions remains unchanged from that of the unrestricted case. In contrast, for more limited classes, to the
known examples of DAGs and symmetric frameworks can now be added bipartite systems and those with k-bounded
treewidth. The nature of what characterises “efficient restrictions” from those which offer no gains may seem rather ar-
bitrary, e.g. bipartite systems are tractable however 3-partite systems are not. A partial explanation of such phenomena
is offered by our notions of “polynomial universality”. Thus, although, for example, planarity is not a property of every
finite argument system, by virtue of Theorem 13 there is no loss of generality (with respect to credulous acceptance is-
sues) in assuming planarity since any system is transformable to a related planar system. Notwithstanding the fact that
such translations, in general, do not simplify decision processes, there are potential applications exploiting polynomi-
ally universal properties in representing argument systems. For example, consider multiagent environments dedicated
to maintaining information about admissible and preferred sets within a dynamically evolving system, knowledge
concerning which is distributed over distinct agents. In earlier work, Baroni et al. [6] have shown the graph-theoretic
concept of strongly connected component (SCC) decompositions provides a useful mechanism with which to approach
this environment. One can envisage complementing such techniques by exploiting 4-partiteness and/or planarity as
universal properties: the former suggests a natural partition of arguments over four agents with the set maintained by
each being conflict-free and questions about a specific argument, p say, requiring local resolution via the (at most two)
agents allocated its attackers; similar methods, using properties of planar graphs, e.g. the separator results of Lipton
and Tarjan [34], may also offer useful mechanisms. Such treatments are the subject of current work.
We conclude by raising a select number of interesting open issues.
Potentially the most interesting suite of issues arises from the results on bounded treewidth decision problems
given in Theorems 17 and 20. Although following the algorithm synthesis template of, for example [3], produces
a linear time algorithm via some MSOL sentence and width k tree decomposition, such algorithms are likely to be
rather opaque with the linear time method concealing large constant factors that increase rapidly with the treewidth
bound.17 Given such eventualities it is tempting to view the algorithms guaranteed by Courcelle’s Theorem as “proof
of concept”, i.e. that efficient algorithms exist in principle, rather than as viable solutions in themselves. This interpre-
tation then raises the question of forming practical algorithmic methods. Thus suppose one limits attention to systems
of treewidth 2 or 3, relying on the nature of argument systems as might arise in real settings to be of this form. Rather
than synthesising methods indirectly via Courcelle’s Theorem, one could attempt to develop practical direct methods.
There are several promising indications that this is a realistic objective: the precise characterisation of those graphs
having treewidth 2, e.g. [14, Theorem 42, p. 22]; and the dynamic programming templates discussed in [12]. A similar
issue arises with respect to the methods discussed for determining credulous acceptability in Theorem 20. Although
arguably of a less extreme nature, the algorithm for deciding CA(H, x) in the case tw(H)= r and D(H)= d is rather
17 While the comparison is rather unfair the relationship between the property captured by a complex MSOL expression and the width k algorithm
synthesised is analogous to that of a high-level programming language description and the binary machine code resulting from its compilation. In
addition, we recall that (relative to the full formal description of [3]) the sentences given in the proof of Theorem 17 require further development in
order to eliminate constructs such as U = ∅, V ⊆W , etc. prior to applying the algorithm construction process.
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solutions, i.e not via CNF-SAT formulations, for systems with small treewidth, e.g. tw(H) 3.
A final group of problems regarding bounded treewidth systems concerns combining dialogue game methods, e.g.
the TPI-disputes studied in [28,40], or the reasoning schema presented in [24], using both the graph-theoretic form
of H and a width k tree decomposition of H. Among the reasons why treewidth decompositions may provide useful
representations for both of these approaches are the following. The pathological examples for which exponential
length TPI-disputes result constructed in [28], cannot occur in width k systems: the mechanism used to form such
cases is via the translation of “provably hard” unsatisfiable CNF instances19: such instances, however, necessarily
have primal graphs with large treewidth. Regarding the application to the dialogue structure promoted in [24], we
observe that one standard design approach for efficient algorithms based on tree decompositions, discussed in [12],
is to construct solutions working from the leaves of the tree decomposition building towards its root: such techniques
mirror the reasoning methods discussed in [24].
The results presented in Section 8 indicate that efficient methods for the central decision questions—SBA and
OBA—are unlikely to come about through simply limiting the underlying directed graph form: binary tree structures
being the most basic non-trivial graph class.20 While Theorem 23 and Corollary 7 seem to offer rather pessimistic
prospects for the possibility of developing tractable variants of SBA, these are in some respect unsurprising: a critical
distinction between the nature of decision problems in VAFs and in standard argument systems concerns the search
space examined.
For SBA this is the set of all specific audiences, i.e. the k! total orderings of V ; in decision problems such as CA, this
space is the set of all subsets of X , Searching over orderings of structures within combinatorial objects (as opposed to
subsets) is known to give rise to decision questions which often remain hard even in restricted instances,21 a notable
example being the bandwidth minimisation problem [31, GT40, p. 200]: this, as with SBA, is NP-hard even when
restricted to binary trees.
It might, therefore, be argued that in order to identify non-trivial tractable variants of SBA, not only is it needed to
restrict the underlying argument graph but also to restrict how the value set V and mapping η :X → V interact with it.
While V defines a parameter w.r.t which SBA is FPT—the procedure described in [9] giving a bound O(k!|A|) via the
brute-force approach of testing each specific audience in turn—an open question is whether alternative approaches
can succeed. One aspect of the hardness proofs in Theorem 23 and those of [26,29] is that there is a single value (c)
associated with “many” arguments, i.e. |η−1(c)| =Θ(|X |), and a large number of values (posi , negi ) associated with
only a few (at most 3 in the proof of Theorem 23) arguments. This suggests two possible approaches with which to
consider alternative restrictions of SBA instances,
(R1) by bounding the minimum and maximum number of occurrences of any given value v ∈ V
(R2) by bounding the number of occurrences of attacks 〈x, y〉 in which η(x)= η(y).
Theorem 24 and the trivial observation that at least one value must be common to |X |/|V| arguments limit, how-
ever, the possible range of interest in trying to exploit R1: if |V| = o(|X |), e.g. the case considered in Theorem 24,
then some value is shared by ω(1) arguments. In trying to limit the number of occurrences of any value to be a
constant—thereby forcing |V| =Θ(|X |)—another difficulty arises. Thus, suppose SBA(V,k) is the decision problem
SBA restricted to instances for which ∀v ∈ V|η−1(v)|  k, i.e. at most k arguments share a common value, v ∈ V .
Similarly, SBA(T ),(V,k) is this problem with instances additionally restricted to trees.
18 In addition, the methods of [32] require a further translation from CNF to a CSP problem in order to use an algorithm of Yannakakis [41].
19 The notion of “hardness” is that of proof length within certain weak (but complete) propositional proof systems, see e.g. Cook and Reckhow
[16], Beame and Pitassi [7], and Urquhart [39] for technical background. In [28] the TPI formalism is shown equivalent (in the sense of [16]) to the
CUT-free Gentzen calculus.
20 One could limit structures further to, e.g. systems H, with D(H) 2. In this case, retaining the connectivity assumption, one has only paths
and simple cyclic structures: both cases are completely characterised in the original presentations of Bench-Capon [8,9].
21 The problem of deciding if an n-vertex graph has a hamiltonian cycle may appear to be an exception to this generalisation, however, one can
sensibly treat the search space in this instance, not as all possible vertex orderings (n!), but rather as n element subsets of the edges: such viewpoints
are exploited in efficient algorithms for testing hamiltonicity of graphs with small treewidth by progressively building “partial solutions” defining
paths between vertex subsets.
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Proof. The proof uses the binary tree structure of Corollary 7, with a modification of the definition of V and the
associated mapping η. Details are presented in Appendix B. 
The problem, SBA(V,1) on the other hand is trivial: any argument, x, is subjectively accepted in such instances
simply by choosing an audience in which η(x) is the most preferred value. Between the extremes of this case and that
of Theorem 25, we conjecture that SBA(V,2) is polynomial time decidable. Regarding the approach suggested by R2,
suppose we define the following parameter on VAFs:
σ
(〈H(X ,A),V, η〉)= ∣∣{〈x, y〉 ∈A: η(x)= η(y)}∣∣
Thus, σ(〈H,V, η〉) is the number of attacks in A involving arguments with the same value. We offer as a final
conjecture the claim that SBA is FPT with respect to the parameter σ(〈H,V, η〉). This, again, forms the subject of
current work.
Appendix A. Further properties of GΦ
In this appendix we present the proof of the result stated in Theorem 8(b).
Proof of Theorem 8(b). Recall that this asserts SA(k) and COHERENT(k) are Πp2 -complete for k-partite systems
with k  3.
It suffices to construct a 3-partite argument system G(3)Φ from the system GΦ of Section 3.2. Noting that Φ is
sceptically accepted in the latter system if and only if Φ(Yn,Zn) is accepted as an instance of QSATΠ2 , G(3)Φ is designed
to preserve this property. In order to form G(3)Φ the subsystem of four arguments {Φ,b1, b2, b3} in GΦ is replaced by
the system of Fig. 11.
From the properties of GΦ , it is still the case that for every satisfying instantiation of the CNF Φ(Yn,Zn) there is a
preferred extension of G(3)Φ containing Φ . Such preferred extensions additionally contain the argument p2. It follows
easily from this that SA(G(3)Φ ,Φ) holds if and only if Φ(Yn,Zn) is a positive instance of QSATΠ2 . We further observe
that the system G(3)Φ is coherent if and only if Φ is sceptically accepted. To complete the proof it remains to show that
G(3)Φ is 3-partite. We can construct a three colouring of G(3)Φ by assigning colour R to {Φ,y1, . . . , yn, z1, . . . , zn}; colour
B to {¬y1, . . . ,¬yn,¬z1, . . . ,¬zn} and G to {C1, . . . ,Cm}. This leaves the arguments {b1, b2, b3.p1.p2} uncoloured,
however, the 3-colouring is completed using G for {p1, b1}; B for {b2,p2}; and R for {b3}. 
Fig. 11. Local modification of the argument system GΦ .
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Appendix B. Proof of Theorem 25
Recall that Theorem 25 asserts SBA(T ),(V3) is NP-complete even when instances are restricted to binary trees.
Given an instance, Φ(Zn) of 3-SAT as in the proof of Theorem 23, i.e. in which every variable occurs in at most
three distinct clauses22 of Φ , consider the instance of SBA(T )—〈TΦ(X ,A),VΦ,η〉 constructed. In this instance each
of the values v ∈ {posi ,negi : 1 i  n} has |η−1(v)| 3. Renaming the value c to v1, we have |η−1(v1)| =m+ 1—
the argument Φ and the m arguments representing clauses. Introduce a new value v2 together with arguments a1,1 and
a1,2 and replace the sub-tree formed by {Φ,C1,C2, . . . ,Cm} with the structure of Fig. 12.
In the resulting tree there are now 3 occurrences of the value v1 and m occurrences of the new value v2. Applying
the same replacement method to the sub-tree with root a1,2 and introducing a further new value v3, TΦ will be modified
to a tree, T (3)Φ with additional arguments
{aj,1, aj,2: 1 j m− 2}
New attacks,
{〈a1,1,Φ〉, 〈Cm,am−2,2〉}∪ {〈aj,1, aj−1,2〉: 2 j m− 2}
∪ {〈aj,2, aj,1〉: 1 j m− 2}∪ {〈Cj , aj−1,2〉: 2 j m− 1}
and value set
V(3) = VΦ ∪ {v1, v2, . . . , vm−1}




v1 if q ∈ {Φ,C1, a1,1}
vj if q ∈ {aj,1, aj−1,2,Cj } and 2 j m− 2
vm−1 if q ∈ {am−2,2,Cm−1,Cm}
This now satisfies |η−1(v)| 3 for every value in V(3).
The final stage is to replace the sub-trees rooted at each clause argument Cj using binary trees. The typical replace-
ment is shown in Fig. 13.
In forming this final (binary) tree 2m new arguments are introduced, {bj,1, bj,2: 1 j m} and a further m values
{wj : 1 j m}. The mapping η being extended for these new arguments via η(bj,1)= η(bj,2)=wj .
We now claim that Φ is subjectively accepted in the resulting binary tree if and only if Φ(Zn) is satisfiable.
22 In contrast to Theorem 23 in which this assumption is made for cosmetic purposes of presentational ease, in the current proof this variant of
3-SAT is needed in order to ensure appropriately few occurrences of the values posi and negi .
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Suppose first that Φ(Zn) is satisfied using an instantiation a = 〈a1, . . . , an〉. Consider any specific audience, α in
which
posi α negi if ai = 
negi α posi if ai = ⊥
posi α vj ∀1 i  n,1 j m− 1
negi α vj ∀1 i  n,1 j m− 1
posi α wj ∀1 i  n,1 j m
negi α wj ∀1 i  n,1 j m
wj α vj ∀1 j m− 1 and wm α vm−1
vj α vj−1 ∀2 j m− 1
Since a satisfies Φ(Zn) each clause Cj has at least one literal, assigned the value : if the corresponding literal in
T
(3)
Φ is the (unique) literal attacking the clause Cj then this attack is successful; otherwise the corresponding literal
(successfully) attacks bj,2 so that bj,1 successfully attacks Cj . It follows that in the unique preferred extension, P(α)
induced by α, we have P(α) ∩ {C1, . . . ,Cm} = ∅. From this, and the ordering vj α vj−1 we deduce that the attack
by aj,2 on aj,1 succeeds for each 1 j m− 2, i.e. {a1,2, . . . , am−2,2} ⊂ P(α) and hence Φ ∈ P(α) as claimed.
On the other hand suppose the audience α is such that Φ ∈ P(α). From the same reasoning as that in the proof of
Theorem 23 we can construct an instantiation, a = 〈a1, . . . , an〉 of Zn via ai =  if and only if posi α negi . Now
since Φ ∈ P(α) an easy argument establishes aj,1 /∈ P(α) and aj,2 ∈ P(α) for every 1 j m− 2. To complete the
proof it suffices to show that this instantiation must satisfy Φ(Zn). Suppose, to the contrary, that Φ(a)= ⊥ and let Cj
be any clause that it is falsified by a. Consider the corresponding argument, Cj within T (3)Φ . It cannot be the case that
Cj = C1: for in that case the attack by C1 on Φ succeeds, contradicting the assumption that Φ ∈ P(α). The alternative,
however, is that Cj attacks some argument aj−1,2 or am−2,2 for Cj = Cm. Again Cj falsified by a contradicts the
property aj,2 ∈ P(α) which holds of any preferred extension with respect to α containing Φ . Thus, every clause of
Φ(Zn) must be satisfied by a and it follows that from a specific audience under which Φ is subjectively accepted we
can construct a satisfying instantiation of Φ(Zn).
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