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ABSTRACT
We present the temperature and polarization angular power spectra of the CMB measured by the
Atacama Cosmology Telescope (ACT) from 5400 deg2 of the 2013–2016 survey, which covers >15000
deg2 at 98 and 150 GHz. For this analysis we adopt a blinding strategy to help avoid confirmation
bias and, related to this, show numerous checks for systematic error done before unblinding. Using the
likelihood for the cosmological analysis we constrain secondary sources of anisotropy and foreground
emission, and derive a “CMB-only” spectrum that extends to ` = 4000. At large angular scales,
foreground emission at 150 GHz is ∼1% of TT and EE within our selected regions and consistent
with that found by Planck. Using the same likelihood, we obtain the cosmological parameters for
ΛCDM for the ACT data alone with a prior on the optical depth of τ = 0.065 ± 0.015. ΛCDM is a
good fit. The best-fit model has a reduced χ2 of 1.07 (PTE = 0.07) with H0 = 67.9± 1.5 km/s/Mpc.
We show that the lensing BB signal is consistent with ΛCDM and limit the celestial EB polarization
angle to ψP = −0.07◦ ± 0.09◦. We directly cross correlate ACT with Planck and observe generally
good agreement but with some discrepancies in TE. All data on which this analysis is based will be
publicly released.
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42 Université Paris-Saclay, CNRS, Institut d’astrophysique
spatiale, 91405, Orsay, France.
43 Kavli Institute for Cosmological Physics, University of
Chicago, 5640 S. Ellis Ave., Chicago, IL 60637, USA
44 Enrico Fermi Institute, University of Chicago, Chicago, IL
60637, USA
45 National Center for Supercomputing Applications (NCSA),
University of Illinois at Urbana-Champaign, 1205 W. Clark St.,
Urbana, IL, USA, 61801
46 Department of Astronomy, University of Illinois at Urbana-
Champaign, W. Green Street, Urbana, IL, USA, 61801
47 Department of Physics, University of Milano - Bicocca, Pi-
azza della Scienza, 3 - 20126, Milano (MI), Italy
48 Department of Physics and Astronomy, Haverford College,
Haverford, PA, USA 19041
49 Institute of Astronomy, Madingley Road, Cambridge CB3
0HA, UK
50 Kavli Institute for Particle Astrophysics and Cosmology,
382 Via Pueblo Mall Stanford, CA 94305-4060, USA
51 Department of Physics, California Institute of Technology,
Pasadena, California 91125, USA
52 Physics Department, McGill University, Montreal, QC H3A
0G4, Canada
53 Instituto de F́ısica, Pontificia Universidad Católica de Val-
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1. INTRODUCTION
The Atacama Cosmology Telescope (ACT), described
in Fowler et al. (2007) and Thornton et al. (2016), ob-
serves the mm-wave sky from northern Chile with ar-
cminute resolution. Its primary goal is to make maps
of the CMB temperature anisotropy and polarization at
angular scales and sensitivities that complement those of
the WMAP and Planck satellites. This paper and a com-
panion paper, Aiola et al. (2020) (hereafter A20), present
results from ACT’s 2013–2016 nighttime sky maps.
The six-parameter ΛCDM standard model of cosmol-
ogy is now well established, yet there remain “tensions”
both within the CMB sector (e.g., Bennett et al. 2014;
Addison et al. 2016; Henning et al. 2018) and between
the CMB and other data sets, most notably with mea-
surements of H0 at z<∼1 [e.g., Riess et al. (2019); Wong
et al. (2019); Shajib et al. (2019), although not signifi-
cantly with Freedman et al. (2019). See also e.g., Knox &
Millea (2019)]. Here and in A20 we present a significant
step toward addressing the tensions with a new precise
measurement with much of the weight of the parameter
determination coming from the CMB’s polarization and
its correlation with temperature as opposed to its tem-
perature anisotropy. Any residual experimental system-
atic errors in the ACT data set, apart from an overall
calibration factor, are independent of those in WMAP
and Planck. Thus the data set, on its own and in com-
bination with WMAP (or Planck at ` < 800), provides
an important independent assessment of the standard
model.
This paper covers the power spectra from the 2013–
2016 nighttime sky maps, covariance matrices for the
spectra, data consistency and null checks, the level of
foreground emission in the maps, the likelihood for de-
termining the cosmological parameters, the ACT-only
ΛCDM cosmological parameters, and finally the coadded
foreground-cleaned CMB power spectra. A20 describes
the data selection, maps, and presents more extensive
constraints on the cosmological parameters derived from
the spectra and likelihood presented here in combination
with WMAP and Planck.
This paper and A20 are part of ACT’s fourth data re-
lease, DR4. Previous releases1 are DR1, which covered
a southern region (centered on RA = 60◦ dec = −52.7◦)
in 2008 at 148 GHz (e.g., Dünner et al. 2013; Dunk-
ley et al. 2011); DR2, which covered the south and the
“SDSS Stripe 82” equatorial region in 2008–2010, and
added 217 GHz and 277 GHz data (e.g., Das et al. 2011;
Sievers et al. 2013; Gralla et al. 2020); and DR3, which
covered a number of regions on the equator in 2013–14
at 150 GHz (e.g., Louis et al. 2017), hereafter L17, and
Naess et al. (2014)). DR4 includes DR3 as a subset.
Both DR1 and DR2 used data from the unpolarized mil-
limeter bolometric array camera (MBAC) (Swetz et al.
2011) while DR3 and DR4 are based on ACTPol, a po-
larization sensitive bolometric receiver (Thornton et al.
2016).
The methods for analyzing CMB data are now quite
mature. Nevertheless, the analysis presented here entails
a considerable jump in complexity over what we have re-
ported in the past. The data comprise a heterogeneous
1 All data are released through NASA’s LAMBDA site.
https://lambda.gsfc.nasa.gov/product/act/
set of observations from eleven regions of the sky with
different sizes and depths. Some of the regions are ob-
served over multiple years under different configurations
of the receiver and at different elevations. Over 11 TB
of raw data are projected into >∼ 2×108 map pixels using
a maximum-likelihood mapmaking approach. Roughly
80% of the maps for DR4 are reduced to two sets of ten
power spectra that enter the likelihood along with an ac-
counting for systematic errors, foreground emission, and
the correlations between spectra.
We begin in Section 2 with an overview of changes in
the analysis since DR3. These are expanded on through-
out the rest of the paper. In Section 3, we briefly describe
the instrument. Sections 4 and 5 describe the observa-
tions and data selection for the cosmological analysis.
The covariance matrix and computation of the coadded
CMB power spectra are outlined in Section 6. In Sec-
tion 7 we present the calibration, instrument polarization
angle, and mapmaking transfer function. Following that
we consider checks for different types of systematic error
in Sections 8, 9, and 10. In Section 11 we assess the level
of diffuse Galactic foreground emission in the maps after
which, in Section 12, we present the likelihood function
calculation and results on the cosmological, secondary
foreground, and “nuisance” parameters. We expand on
these and other results in Section 13 and conclude in
Section 14.
2. CHANGES IN THE ANALYSIS SINCE DR3
We have made significant improvements in analysis
methodology and algorithms since the last ACT data
release. Although this analysis builds on that in L17,
almost all the software has been rewritten. In spite of
these significant changes, the new spectra are consistent
with those in L172 but with more data the error bars
are now typically 2.3 times smaller. Updates to the data
selection and mapmaking are discussed in A20. We list
complementary improvements below.
2.1. Blinding
For DR4 we adopted a blinding strategy to help shield
us from confirmation bias on the cosmological param-
eters, especially H0. Before “opening the box” we (a)
required that the maps and spectra pass a series of null
and consistency tests described later in this paper; (b)
did not compare to cosmological models of the data; (c)
compared the EB3 spectrum to null only after applying
all known instrumental effects that could rotate the po-
larization angle; (d) assessed the dust and synchrotron
contamination through cross-correlation with the Planck
353 GHz and WMAP K-band maps to establish expec-
tations for foreground contamination; (e) selected the
2 This statement is based on the χ2 of the simple difference
between spectra using L17 and its uncertainties as the “data” and
this spectrum as the “model.” We have not yet done a map-level
comparison although Figure 14 compares cosmological parameters
between L17 and this paper.
3 We use the notation “XY” to refer to power spectra of the form
DXY` = `(` + 1)C
XY
` /2π where X and Y denote T , E, or B, the
temperature, E-mode, and B-mode spectra respectively; and C` is
the angular power spectrum for spherical harmonic index `. For E
and B modes we use the conventions in Kamionkowski et al. (1997);
Zaldarriaga & Seljak (1997). Where it is necessary to indicate an
average over a band of `s we use Cb.
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range 350.5 ≤ ` ≤ 7525.5;4 and (f) computed only pa-
rameter differences from different partitions of the data
with the parameter likelihood, for example we computed
the parameters for 98 GHz minus the parameters for
150 GHz spectra, etc. After following this sequence, and
running a full set of simulations for the power spectrum
and likelihood, we extracted the cosmological parameters
and compared the spectra to the best-fit model. One of
the benefits of the blinding strategy was that it imposed
discipline on assessing potential systematic errors before
looking at the results. Nevertheless, the post-unblinding
analysis resulted in an additional cut of the TT power
spectrum below ` < 600, as we discuss in Section 10, and
a reassessment of the temperature to polarization leakage
as discuss in A20 and below.
2.2. Improved planet mapping, beam modeling, and
window functions
The pipeline for mapping the planets is new, resulting
in cleaner maps for assessing the beam profiles. Sea-
son average radial profiles, shown in Section 3, extend to
roughly −40 dB of the peak or 40 dBi (35 dBi) at 98 GHz
(150 GHz). The primary improvement comes from how
the atmospheric contribution to the planet map is as-
sessed and subtracted. Multiple atmospheric eigenmodes
are fitted to data in a region that does not contain the
planet, in contrast to fitting a single common mode as
previously done, and then subtracted from the region
containing the planet. In addition, we now inverse vari-
ance weight the detectors.
Our improved beam mapping resulted in a more de-
tailed understanding of the temperature to polarization
leakage than given in L17. For ` < 4000 as much as
0.2% of the temperature signal can leak into the polar-
ization, and cause non-celestial correlation. The effect is
described in A20 and below.
The pipeline for producing the beam window functions
has been substantially rewritten and enhanced in multi-
ple ways but is still based on Hasselfield et al. (2013).
Our modeling now includes a scattering term from the
primary reflector surface deformations.
2.3. New power spectrum code and covariance matrix
Our power spectrum code (see Section 6) is based on
the curved sky as opposed to the flat sky, the spatial
window functions are now customized and not neces-
sarily rectangular, cross-linking is assessed, the source
mask is apodized, and the mapmaking transfer function
is accounted for, whereas in L17 it was negligibly dif-
ferent from unity.5 The maps are calibrated to Planck
using 600 < ` < 1800 in contrast to L17 which used
350 < ` < 2000 for one array (PA2, see Section 3) fol-
lowed by calibrating the second array (PA1) to it.
The covariance matrix includes noise simulations for
the diagonal, pseudo-diagonal,6 and “diagonal-plus-one”
terms, as well as analytic terms for the lensing, super-
4 We report band centers. The band boundaries depend on `
and range from ` = 326 to ` = 7925. See Table 18.
5 There are four different transfer functions due to: the mapmak-
ing pipeline software (here and in Section 7.3), the Fourier-space
filtering (Section 6.6), the beam window function (A20), and the
pixel window function.
6 These are the diagonal terms in sub blocks of the matrix.
sample lensing variance, and Poisson point sources (see
Section 6.4).
3. THE INSTRUMENT
ACT is a 6 m off-axis aplanatic Gregorian telescope
that scans in azimuth as the sky drifts through the field
of view. There have been three generations of receivers,
MBAC (Swetz et al. 2011) which observed at 150, 220,
and 277 GHz, ACT’s first polarization-sensitive receiver,
ACTPol [Thornton et al. (2016), see also Appendix D
for updated band centers] which observed at 98 GHz and
150 GHz, and the Advanced ACTPol (AdvACT) receiver
(Henderson et al. 2016a; Ho et al. 2017; Choi et al. 2018;
Li et al. 2018) which is currently configured with detector
arrays at 30, 40, 97, 149, and 225 GHz. This paper
presents results from ACTPol.
The instrument characteristics are summarized in Ta-
ble 1. There are three separate polarized arrays (PAs) of
NIST-fabricated feedhorn-coupled MoCu TES detectors
(Grace et al. 2014; Datta et al. 2014; Ho et al. 2016),
PA1, PA2, PA3, each in an “optics tube” with its own
set of filters and lenses. All operate near 100 mK. PA3,
added in the 2015 season (s15), is dichroic, which means
it simultaneously measures 98 and 150 GHz polarizations
at the output of one feed horn. In the analysis we account
for changes in calibration, pointing, time constants, and
beamwidth over time. As such, the table reports typical
characteristics.
One of the most challenging aspects of characteriz-
ing the instrument is quantifying the optical response
or “beam.” At the precision of the current generation of
experiments, unaccounted for solid angle near the main
beam can have a noticeable effect on the shape of the
beam window function. Our primary source for measur-
ing the beam is Uranus. Its effective antenna tempera-
ture is 120–180 mK depending on the orbital parameters
(Weiland et al. 2011; Hasselfield et al. 2013; Planck Col-
lab. Int. LII et al. 2017). Saturn is also useful but, due
to its brightness of 3–6 K (antenna temperature), it has
the potential to saturate detectors depending on their
saturation powers.7
Figure 1 shows the beam profiles for 98 and 150 GHz
from the combination of multiple measurements of
Uranus. The maps are made from data within θp = 45
′
of Uranus. The data from 12′ < θp < 45
′ are used to
solve for the contribution from atmospheric fluctuations
inside 12′ and subtract it. One unavoidable consequence
of subtracting the atmospheric contribution is that the
profiles have an unknown offset. Two other contributions
to the profile near 12′ are the diffraction from the image
of the cold stop on the primary, which falls as 1/θ3, and
the scattering from the irregular primary surface. All
three terms enter the beam model and thus the window
function as described in A20.
We routinely measure the primary reflector shape with
targets at the corners of the 71 panels that compose it.
Our model shows that the surface roughness derived from
these targets is 1.5 times the average surface deviation.
Our measurements show that the full surface is well de-
7 Detector non-linearity possibly contributed to the ∼ 7% dis-
crepancy between the Planck measurement of Saturn’s temperature
and ACT’s DR2 measurement (Planck Collab. Int. LII et al. 2017;




Observing season s13 s14 s15 s16
PA1 (149.6 GHz)a · · ·
Array sensitivityb (µKs1/2) 15 23 23
Median time const. (f3dB)
c (ms, Hz) 2.1 (76) 3.9 (41) 5.4 (29) · · ·
Main beam solid angled (nsr) 202 199 197
θFWHM
e (arcmin) 1.35 1.35 1.35
Aspect ratiof 1.04 1.03 1.04
PA2 (149.9 GHz)a · · ·
Array sensitivity (µKs1/2) 13 16 16
Median time const. (f3dB) (ms, Hz) 1.9 (84) 2.3 (69) 1.7 (94)
Main beam solid angle (nsr) 183 188 185
θFWHM (arcmin) 1.32 1.33 1.33
Aspect ratio 1.01 1.03 1.02
PA3 (97.9 GHz)a · · · · · ·
Array sensitivity (µKs1/2) 14 14
Median time const. (f3dB) (ms, Hz) 1.1 (140) 0.98 (160)
Main beam solid angle (nsr) 504 476
θFWHM (arcmin) 2.06 2.06
Aspect ratio 1.18 1.12
PA3 (147.6 GHz)a · · · · · ·
Array sensitivity (µKs1/2) 20 20
Median time const. (f3dB) (ms, Hz) 1.2 (130) 1.1 (140)
Main beam solid angle (nsr) 270 238
θFWHM (arcmin) 1.49 1.46
Aspect ratio 1.08 1.08
Notes: a) The effective frequencies are for a CMB source. The uncertainty is 2.4 GHz as discussed in Appendix D. The total
number of detectors, regardless of whether they are operating or dark, is 1024 for each of PA1, PA2, and PA3. Each feedhorn
in PA1 and PA2 couples to two detectors while each in PA3 couples to four detectors. b) All sensitivities are NET on the sky
relative to the CMB for a precipitable water vapor (PWV) of Wv = 1 mm. They are derived from the time series during a
planet calibration, and rounded to the nearest µK. In a given year the sensitivities may be combined in inverse quadrature. For
example, the net sensitivity on the sky in 2015 was 8.6µKs1/2. For comparison, the combined measured white noise levels for
the Planck satellite HFI instrument in the 100 and 143 GHz bands is 40 and 17.3 µKs1/2 relative to the CMB, or 15.9 µKs1/2
with frequencies combined (Planck Collab. VII et al. 2016). These arrays were replaced by the even more sensitive AdvACT’s
PA4, PA5, and PA6 for observations in 2017/18/19. c) The time constants, τ , depend on loading and base temperature. We
report them for 0.5 < Wv < 1 mm. For nominal observations 1 Hz corresponds roughly to ` = 400, thus f3dB = 35 Hz maps
to ` = 14000. d) “Instantaneous” solid angles rounded to the nearest nsr. These are increased by jitter in the pointing. e)
Full width at half maximum. f) The aspect ratio is defined as the ratio of the maximum to minimum θFWHM as measured in
perpendicular directions.
scribed by an rms fluctuation level of 20µm with a cor-
relation length of 28 cm. The gain from such a sur-
face is given by Equation 8 in Ruze (1966)8 and shown
in Figure 1 for 98 and 150 GHz. The scattered beam
has roughly 1.5% the solid angle of the main beam at
150 GHz and thus extrapolating the main beam profile
with 1/θ3 underestimates the main beam solid angle, ΩB .
As shown in L17, there are polarized sidelobes of the
main beam produced by elements in the optics tubes at
150 GHz. These ghosts are located roughly 15′ from the
optical axis at roughly the noise level shown in Figure 1
(they are clearly seen in maps made with Saturn) and
accounted for in the mapmaking as described in A20.
The beams for PA3 are 10–20% elliptical as shown in
Table 1. The beam scale of roughly 2′ corresponds to
` = 10800/θ ≈ 5000, with θ in arcminutes, which is well
above the cosmological signal. In addition, the observing
strategy partially rotationally averages the beam further
reducing the effect of its intrinsic ellipticity. Our model-
8 The equation has a typo. Inside the summation, the variance
should be raised to the nth power and not simply squared. The
correlation length, c, is defined through the correlation function for
deviations from the ideal surface in the perpendicular direction,
C(r) =
∑
i,j z(~ri)z(~rj)/N = (rms)
2 exp(−r2/c2) where ~r is the
position on the surface, r = |~ri − ~rj |, z is the deviation, and the
sum is over N measurement pairs on the surface for some ∆r.
Fig. 1.— The average 98 GHz (cyan) and 150 GHz (black)
beam profiles in “gain above isotropic” (4π/ΩB). The forward
gains are 74.5 and 78.4 dBi respectively. The two dashed
curves on the bottom show the scattering beam due to the
surface roughness. For reference, the blue dash-dot line, offset
for clarity, shows the slope of a 1/θ3 profile. Negative values
due to noise fluctuations are not plotted.
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ing shows that the effect results in an additive bias for
TE and TB that is approximately constant over our mul-
tipole range with an amplitude that is no more than 0.2
sigma away from zero. Any residual ellipticity will have a
negligible effect on the cosmology presented in DR4 and
in this release we make no corrections for it. Based on
the galactic center temperature and the level of our beam
sidelobes, we also find the stray light from the galaxy to
be negligible in the frequency bands and angular scales of
interest. Upcoming publications will consider the beam
analysis at more depth.
4. OBSERVATIONS
The DR4 observations span four years and cover
roughly half of the sky with three different detector ar-
rays and observing strategies.9 While data were taken
throughout the day, in this paper we present only the
nighttime data which we define to be between 2300 and
1100 UTC.10 The heterogeneity of the set requires signif-
icant bookkeeping but carries with it built-in cross checks
for depth, scan length, scan elevation, pointing repeata-
bility, and detector characteristics.
A typical night of observations begins by pointing to
the selected azimuth and elevation. We then measure
the current-voltage characteristics (an IV curve) of all
detectors to determine their transition profiles and select
the bias for groups of 32 to 96 detectors. Followup IV
curves are taken roughly every two hours.
Over the span of observations for DR4, the trend has
been to cover more and more sky as the instrument sensi-
tivity improves and as we learn how to observe and map
large areas. Observations took place between Sept. 11
and Dec. 14 in 2013 (s13, 94d (94 days)) covering “Deep
1” (D1), “Deep 5” (D5), “Deep 6” (D6); between Aug.
20 and Dec. 31 in 2014 (s14, 133d) covering “Deep 56”
(D56) which encompasses D5 and D6; between Apr. 21
2015 and Feb. 1 2016 (s15, 286d11) covering in addition
to D56, “Deep 8” (D8), and an area that overlaps part of
the Baryon Oscillation Spectroscopic Survey (BOSS[BN],
Albareti et al. (2017)); and lastly between May 24 and
Dec 27 in 2016 (s16, 217d) covering nearly half the sky
in what has become the nominal scan pattern for ACT
since fielding the new AdvACT (AA) arrays. The AA re-
gion is divided into seven subregions or spatial windows,
w0 through w6, to optimize the power spectrum analy-
sis. The observations are summarized in Table 2 and the
overall footprint is shown in Figure 2.
5. DATA SELECTED FOR COSMOLOGICAL ANALYSIS
Before turning to the analysis, we present the different
observing regions, describe the suite of power spectra
that are computed, and give the dimensions of the basic
covariance matrices. The maps used in power spectra in
DR4 are from BN, D1, D5, D6, D56, D8, and w0, w1,
w2, w3, w4, w5, w6 of the AA region. For the cosmo-
logical analysis we omit D8 due to its poor cross-linking
9 This section has significant overlap with a similar one in A20
and is provided here for continuity.
10 Daytime data constitutes roughly ∼45% of the total (2013–
2016) data volume and will be analyzed separately. Chilean time,
CLT, is UTC-4 but daylight savings time leads to departures from
this. In May, for example, 2300 in the UK is 1800 local at the
telescope.
11 In both 2014 and 2015, we also observed D5 and D6 when
circumstances permitted.
(Section 6.2.2), omit w2 because it failed a null test, and
omit w6 due to insufficient noise modeling. However,
these regions are still useful for galaxy cluster and point
source studies. Regions D5 and D6 are part of D56; we
treat them separately in part of the analysis although we
coadd them with the parent region for the final product.
Thus, there are eight distinct regions in the cosmolog-
ical analysis. Although w0 and w1 overlap with D56,
they are larger and shallower so the correlations can be
ignored.
Our power spectra are computed in 59 bands with cen-
ters spanning from ` = 21 to ` = 7525.5 as described in
the next section. Our cosmological analysis is based on
the n`,c = 52 bands from ` = 350.5 to ` = 7525.5 in the
TE and EE spectra, and from ` = 600.5 to ` = 7525.5 for
TT as discussed in Section 10. Here, the subscript “c” is
for “cosmology.” The lower bound was selected as part
of the blinding procedure motivated in part by a k-space
cutoff in the maps corresponding to ` ≈ 90, which is due
to the Fourier-space transfer function as described in Sec-
tion 6.6, and in part by our experience in L17 where the
lower bound was ` = 500 for TT and ` = 350 for TE/EE.
There is evidence that in polarization the ACT maps are
well converged to ` ∼ 100 (Li et al. 2020) so we show in
our compilation plot, but do not use, preliminary data
in EE for ` < 350. The maximum ` is determined by
the signal-to-noise ratio. We process TB, EB, and BB
along with the rest of the spectra. The first two provide
built-in null checks of the spectra. With BB we show
consistency with the lensing signal.
Table 3 lists all the spectra for DR4. As an example of
the different combinations of spectra, consider the D56
region. It was observed in s14 with PA1 and PA2 and
then again in s15 with PA1, PA2, and PA3. Accounting
for different seasons and different arrays there is 1(1)
TT(TE) spectrum at 98 GHz, 5(10) at 98×150 GHz,
and 15(25) at 150 GHz. We keep 98×150 GHz and
150×98 GHz separate for TE and TB but combine them
for EB. For the full data set, there are a total of 570
spectra because NTT = NEE = NBB = NEB and
NTE = NTB where N is the number of spectra. Of
the total, the subset used for the cosmological analysis
includes 228 separate power spectra as broken out in the
table.
The spectra for cosmology from each of the eight sep-
arate regions are coadded over array and season into ten
groups consisting of 98 , 98×150 , and 150 GHz for TT
and EE and 98 , 98×150 , 150×98 , and 150 GHz for TE.
This coaddition, or projection, is done using the full co-
variance matrix for each region.
The covariance matrix for one spectrum is n`,c × n`,c,
and so for a single frequency for TT, TE, and EE it is
156×156. However, TE has double the number of spectra
when it is made from two different frequencies because
E98T150 is different from E150T98. Thus, for the three fre-
quency combinations the matrix is 3×156+n`,c = 520 =
10n`,c on a side. In summary, there are eight indepen-
dent 10n`,c×10n`,c matrices (D56+D5+D6, D1, BN, w0,
w1, w3, w4, w5). To make the shape of the D1 covari-
ance matrix match the others, its diagonal elements in
the 98 GHz sector are filled with large numbers, because
D1 is observed only at 150 GHz. The correlations be-
tween non-overlapping regions can be ignored. As noted
















Fig. 2.— The cumulative ACT DR4 coverage shown in equatorial coordinates for observations between 2013–2016. The background is
the Planck 353 GHz intensity map. The x-axis (y-axis) shows the RA (dec.) coordinates in degrees. The color scale indicates the depth of
the map. The noise levels are reported in Table 2. Regions w2, w6, and D8 are not part of the cosmological analysis.
TABLE 2
Summary of Nighttime Observations
s13 s14 s15 s16
Regiona D1/D5/D6 D56 D56/D8/BN AA
Area b (deg2) 66/64/61 565 565/197/1837 11920
Area PS (deg2) 23/20/20 340 340/120/1400 3600
Noise threshold c 0.23/0.3/0.3 0.2 0.2/0.04/0.08 · · ·
Cross-linking threshold d 0.96/0.72/0.72 0.8 0.8/0.99/0.9 · · ·
PA1 (150 GHz)e
Noise levelf (µK-arcmin) 15/12/9 27 27/35/67 · · ·
PA2 (150 GHz) · · ·
Noise level (µK-arcmin) 19 18/18/35 47–80
PA3 (98 GHz) · · · · · ·
Noise level (µK-arcmin) 17/20/33 60–100
PA3 (148 GHz) · · · · · ·
Noise level (µK-arcmin) 27/29/49 86–168
Notes: a) The regions are shown in Figure 2. Table 10 gives the scanning parameters. b) The top line gives the area assuming
uniform weighting out to the edge of the spatial apodization. This corresponds to the visual impression. The area denoted “PS”
is that used for power spectrum estimation after following the procedure in Section 6.2.2. c) The noise threshold for selecting
the spatial window as described in Section 6.2.2. For example, for D1 the 23% highest noise pixels are dropped. There are
no thresholds for AA, because the regions were hand picked by visually examining the noise and cross-linking maps. d) The
cross-linking upper bound for selecting the spatial window as described in Section 6.2.2. Uniform cross-linking corresponds to
an index of zero and no cross-linking corresponds to unity. e) In s16, PA4, a dichroic array measuring at 150 and 220 GHz
(Henderson et al. 2016b; Ho et al. 2017), replaced PA1 but data from it are not part of DR4. f) These noise levels are based
on the “white noise” or ` > 3000 region of the power spectra (see Figure 20). A20 reports noise levels based on the noise maps,
which weight the data differently, and include regions that may be excluded by the noise and cross-linking thresholds imposed
here. Table values differ slightly from those in L17 due to improved selection criteria. For AA we give the range of noise levels
in the six regions (spatial windows) we analyzed along with the total area of the six regions.
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TABLE 3
Summary of Nighttime Spectra for DR4 at 98 , 98×150 and 150 GHz
Region TT/TE Spectra NTT NTE
98 GHz
D56 s15-3 1 1
D8 s15-3 1 1
BN s15-3 1 1
AA s16-3-w0, s16-3-w1, s16-3-w2, s16-3-w3, s16-3-w4, s16-3-w5 6 6
Total cosmo 7 7
Total 9 9
98× 150 GHz
D56 s14-1-150×s15-3-98, s14-2-150×s15-3-98, s15-3-98×s15-1-150,
s15-3-98×s15-2-150, s15-3-98×s15-3-150 5 10
D8 Same as for BN 3 6
BN s15-3-98×1-150, s15-3-98×2-150, s15-3-98×3-150 3 6
AAa s16-3-98×2-150-w0, s16-3-98×3-150-w0, s16-3-98×2-150-w1, s16-3-98×3-150-w1,
s16-3-98×2-150-w2, s16-3-98×3-150-w2, s16-3-98×3-150-w3, s16-3-98×2-150-w3,
s16-3-98×2-150-w4, s16-3-98×3-150-w4, s16-3-98×2-150-w5, s16-3-98×3-150-w5 12 24
Total cosmo 18 36
Total 23 46
150 GHz
D1 s13-1 1 1
D5 s13-1 1 1
D6 s13-1 1 1
D56 s14-1, s14-1×s14-2, s14-1×s15-1, s14-1×s15-2, s14-1×s15-3, s14-2,
s14-2×s14-1, s14-2×s15-2, s14-2×s15-3, s15-1, s15-1×s15-2, s15-1×s15-3,
s15-2, s15-2×s15-3, s15-3 15 25
D8 Same as for BN 6 9
BN s15-1, s15-1×s15-2, s15-1×s15-3, s15-2, s15-2×s15-3, s15-3 6 9
AAa s16-2-w0, s16-2-w1, s16-2-w2, s16-2-w3, s16-2-w4, s16-2-w5,
s16-3-w0, s16-3-w0×s16-2-w0, s16-3-w1, s16-3-w1×s16-2-w1,
s16-3-w2, s16-3-w2×s16-2-w2, s16-3-w3, s16-3-w3×s16-2-w3, s16-3-w4,
s16-3-w4×s16-2-w4, s16-3-w5, s16-3-w5×s16-2-w5 18 24
Total cosmo 39 57
Total 49 70
Total cosmo 64 100
Total 80 125
To save space we use a slimmed notation of (season)-(array number)-(frequency). For spectra within the same region and year
we use, for example, s13-1 to denote s13-1×s13-1. For the AA region there are six independent spatial windows that are
denoted as (season)-(array number)-(window). The total number of spectra used for the cosmological analysis is
NTT +NEE +NTE = 228. a) Of the 18/24 150 GHz TT/TE spectra in AA, 15/20 are part of the cosmology data set; of the
12/24 for 98×150 GHz spectra, there are 10/20. For all entries, NTT = NEE = NBB = NEB and NTE = NTB . The entries in
gray are part of DR4 but not part of the cosmological analysis.
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to the overlap of w0 and w1 with D56+D5+D6.
For the likelihood analysis, D56+D5+D6 is combined
with D1 for the “deep” regions and BN, w0, w1, w3,
w4, and w5 are combined for the “wide” regions. Each
subset consists of 10n`,c coadded spectra and their as-
sociated 10n`,c × 10n`,c covariance matrix. These are
the inputs for the likelihood. The separation into two
groups is driven by the different detection thresholds for
point sources as described in Section 13. For plotting and
presenting the CMB spectrum, we coadd spectra from
98 and 150 GHz as described in the next section.
6. THE POWER SPECTRUM PIPELINE
Here we outline the steps used to compute the power
spectra from the maps, their covariance matrices, the
band power window functions, and the transfer function
from Fourier-space filtering.
6.1. Enumeration of the spectra
For each set (season/region/array) of maps, the data
are split temporally to have nd = 4 maps each for I, Q,
and U Stokes parameters. This is done so that we only
compute cross-spectra and thus avoid noise bias.12 For
the AA region, due to its shallow depth, nd = 2. In the
same season, regions observed by different arrays have
the same temporal intervals for the data splits. We com-
pute the cross power spectrum of each pair of the data-
split maps, but perform the averaging differently depend-
ing on the array and season. Specifically, a single-array
power spectrum at one frequency in one season is com-
puted from the unweighted average of the nd(nd − 1)/2
cross data-split power spectra. For different arrays in one
season, we only exclude the cross spectrum between the
data split maps of the same temporal period and aver-
age the n2d−nd cross data-split spectra. For spectra from
different seasons, we average all n2d cross data-split spec-
tra. The spectra resulting from these different averages
for different combinations are named in Table 3.
6.2. Angular power spectrum estimation
The power spectrum code13 uses the now-standard
curved sky pseudo-C` approach to account for the in-
complete and nonuniform coverage of the sky and beam
smoothing (Hivon et al. 2002; Kogut et al. 2003; Brown
et al. 2005). It was tested against the power spectrum
estimator code used in L17 in the flat sky limit, against
a suite of simulations, and against the publicly available
Simons Observatory curved sky power spectrum pipeline
PSpipe.14 The different codes are in excellent agree-
ment, and the remaining difference between the curved
sky codes is < 0.01σ.
The power spectrum estimation is intimately tied to
the mapping projection. The maps from previous ACT
data releases were made in the cylindrical equal-area
(CEA) projection, which changes resolution in latitude
as a function of distance from the equator. Since the
12 If two maps with the same noise are cross-correlated, the
resulting power spectrum contains the noise power. Cross spectra
avoid this bias.
13 The pipeline for computing the spectra was originally written
for Choi & Page (2015). Its accuracy was confirmed by comparing
it to an independent code from Kendrick Smith.
14 Available through Github at PSpipe.
AdvACT survey covers a large range in declination,
−61◦ < δ < 21◦, the CEA projection would require over-
sampling near the equator. We have thus adopted the
plate carrée (CAR) pixelization. Although it is a rectan-
gular projection and equi-spaced in latitude, it is not an
equal-area projection. In each latitude ring, pixels are
equi-spaced in longitude such that there are the same
number of pixels per ring. This means that the physical
distance between pixel centers for rings near the equa-
tor is greater than that for rings away from the equator,
thus Fourier transforming the map and simply binning
the Fourier modes at the same `, as in the usual flat-sky
approximation, would result in a bias. However, comput-
ing the spherical harmonic transforms (SHTs) with the
Clenshaw-Curtis quadrature in the libsharp library,
our baseline procedure, gives an unbiased estimate of the
SHT at any declination (Reinecke & Seljebotn 2013).
6.2.1. Masking the maps
Different foreground components in both intensity and
polarization enter at different angular scales. At large an-
gular scales, we apply the Planck “100 GHz cosmology
mask” to mask regions containing large Galactic fore-
grounds (Planck Collab. I et al. 2018) and then fit for
residuals as described in Section 13. At smaller angu-
lar scales, bright point sources dominate. We coadd
150 GHz maps in the deep regions (D56, D1, and D8)
and find point sources with a 5σ flux greater than 15
mJy in intensity (A20). These are then masked both
in the intensity and polarization maps at 5′ (8′) radius
and apodized beyond the mask edge with a sine function
that extends over 10′ (15′) at each source position for the
150 (98 ) GHz maps. For the shallower and wider regions,
AA and BN, we do the same but with a flux cut of 100
mJy (A20). As explained in A20, there are roughly 400
extended sources over the full region that are identified
with external catalogs that are also masked. However,
we do not mask Sunyaev-Zel’dovich (SZ) clusters (Sun-
yaev & Zeldovich 1972) and instead include them in our
foreground model (Appendix D).
6.2.2. Cross-linking and the spatial window function
We select regions with good noise properties as fol-
lows. ACT’s constant elevation scan trajectories project
into the maps as almost straight lines. When the same
region is observed at different elevations or while setting
as opposed to rising, scan lines are rotated with respect
to the original direction and the target region is said to
be cross-linked.
In general, the better the cross-linking the better our
map solutions reflect the true sky. One way to under-
stand this is that the noise in the scanning direction of
a single TOD, a roughly 10 min stretch of time-ordered
data, is large and localized in 2D Fourier space. Obser-
vations at multiple cross-linking angles improve the ro-
tational symmetry of the noise in the Fourier plane, with
the improvement related to the amount of cross-linking.
We account for the degree of cross-linking in the simu-
lations as described in Section 6.3.2 and in the spatial
window as described next.
To parametrize the degree of cross-linking in a region,
we make “cross-linking maps” by summing up the num-
ber of observations at each pixel by representing the pro-
jected scan angle as a polarization angle. For example,
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scans that project to horizontal (e.g., RA) or vertical di-
rections (e.g., dec) on the sky result in a +Q× or −Q×
cross-linking map. Stokes I× in this case corresponds to
the usual hit-count map. We then compute the level of




×/I×, where P× = 1
means no cross-linking (just one scan direction). We set
thresholds to select regions with a minimum amount of
cross-linking for each region. For instance, a threshold
< 0.7 for D56 retains most of the regions observed with
two orthogonal scans. For D8, which is located in a
particular declination where sky rotation does not al-
low orthogonal scans, we investigated a threshold of 0.99
but eventually dropped the region from the cosmological
analysis due to its poor cross-linking. We set the same
threshold for the cross-linking maps from all seasons and
arrays for each region, set all pixels below (above) the
threshold to be 1 (0), then multiply the maps together.
The cross-linking thresholds are given in Table 2.
The second step in determining the boundary is to
threshold the noise maps in percentile to exclude the
noisiest regions. The thresholds are also given in Ta-
ble 2. Finally we take the common boundary mask for
each region, apodize over ∼ 1◦ around the edge with a
sine function, then multiply the corresponding inverse
variance map to get the spatial window function. The
procedure is shown graphically in Figure 3. This process
ensures the maps of a given region from different sea-
sons and arrays are each weighted with the corresponding
inverse variance weights while sharing the same overall
boundary.15
6.2.3. Ground pickup and the Fourier-space mask
ACT scans horizontally at different azimuths at differ-
ent times of the day and year. The contamination from
the ground is projected as constant declination stripes
in the sky maps. In Das et al. (2011) and L17, Fourier
modes with |`x| < 90 and |`y| < 50 were masked to re-
move this ground contamination in the data. An exact
mode coupling matrix was computed accounting for this
Fourier mask in the flat-sky power spectrum estimator
code used in L17. Because the ground contamination
is projected horizontally on the equatorial coordinates
(in RA direction), we continue to mask these contam-
inated modes in Fourier space, the space in which the
modes stay localized. Then we estimate the power spec-
tra of the filtered maps with the curved-sky code, then
correct for the loss of power due to filtering with a one-
dimensional transfer function determined with simula-
tions as described in Section 6.6.
6.3. Simulations
We use simulations to compute some elements of the
covariance matrix, find the probabilities for the consis-
tency checks and null tests, assess the transfer function
from the Fourier space filtering, determine the uncertain-
ties on foreground parameters and B-modes, and test
the likelihood. The simulated maps include three com-
ponents: the CMB, foreground emission, and noise as
we detail below. As part of DR4, we provide code that
15 The maps of a given region from different seasons and arrays
start with slightly different boundaries due to the small pointing
offsets between arrays on the telescope.
Fig. 3.— Graphical depiction of obtaining the spatial window
function for the D6 region. The top panel shows the cross-linking
map; the middle panel shows the normalized inverse noise variance
of the coverage; and the bottom panel shows the spatial window
function. The color scales are from 0 to 1 shown in blue to red.
After applying the cross-linking threshold to the top map and the
noise threshold to the middle map, they are multiplied together
to obtain the bottom map. The source mask and Planck Galactic
mask, not shown, are also applied. See Figure 2 for the size and lo-
cation of the region. The outline of the bottom map represents the
“Area” in Table 2, whereas “Area PS” corresponds to the effective
area after inverse noise variance weighting.
generates the simulations used for this work and related
papers on, for example, component separation (Mad-
havacheril et al. 2019) and lensing (Darwish et al. 2020;
Han et al. 2020).
6.3.1. CMB and foreground emission
We generate 500 CMB Gaussian realizations of the full
sky based on Planck’s best fit model (Planck Collab. VI
et al. 2018).16
These simulations are then lensed by a Gaussian re-
alization of the lensing field (Naess & Louis 2013) with
the following algorithm. Each pixel in the lensed map
is given by the value of an unlensed Gaussian map at
a position deflected by the local value of the gradient
of the lensing potential. This deflected position will in
general not correspond to a pixel center in the unlensed
map, so interpolation is needed. We do this by generat-
ing the unlensed map on a CAR grid at twice the target
16 We use Ωbh
2 = 0.02219, Ωch2 = 0.1203, h = 0.6702, optical
depth τ = 0.066, amplitude of scalar perturbations As = 2.151 ×
10−9, and scalar spectral index of ns = 0.9625. We take k0 = 0.05
Mpc−1 as the pivot scale and the total mass of neutrinos of 0.06
eV.
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resolution, and then interpolating to the deflected po-
sitions using bicubic spline interpolation. We also take
into account the small change in Q/U caused by parallel
transport of the polarization vectors along these short
displacements. The lensing operation is performed at 1′
resolution and agrees with theory to better than 1% up
to ` = 5000.
The aberration due to our motion with respect to the
CMB is accounted for in the data power spectra before
entering the likelihood (the simulations are not aber-
rated). This treatment is not exact because aberration
distorts the maps in a way that does not translate simply
to a power spectrum, but it is sufficient for the current
level of sensitivity. Figure 14 in L17 shows that the effect
is ∼1% in amplitude in EE. We also correct a factor of
approximately two in a subdominant component of the
aberration correction in L17.17
Foreground emission from extragalactic sources is sim-
ulated with Gaussian random fields on the full sky as
well. This means that the amplitudes are drawn from a
Gaussian distribution around the expectation. In gen-
eral, foreground emission is non-Gaussian but the Gaus-
sian approximation is sufficient for our needs. The sim-
ulation package includes components from radio galax-
ies, thermal SZ clusters, and dusty, star-forming galaxies
with power spectra given by models from Dunkley et al.
(2013). The simulations are done for 98 and 150 GHz ac-
counting for the covariance between frequencies. Diffuse
components of the foregrounds, such as from Galactic
dust, synchrotron, and anomalous microwave emission,
are not included in the simulations.
For both the CMB and foreground emission, we extract
the given sky region (e.g., D56, BN, etc.) from the beam-
convolved full-sky simulation and then convolve by the
appropriate pixel window function.
6.3.2. Noise
We define “noise” to be any source of power in the
maps that is not nulled when subtracting splits of the
data. In DR4, the noise properties vary considerably be-
tween regions. Understanding and being able to simulate
this is essential for interpreting the significance of the re-
sults. To this end, we build an empirical noise model
from splits of the data in a way analogous to how the
spatial window was determined (Section 6.2.2).
The ACT maps are diverse in depth, area, cross-
linking, and detector properties (Table 1). There are
multiple characteristics of the noise that we would like
to capture in simulations: (a) it has a strong 1/f char-
acter due to the atmosphere; (b) its white noise level (at
least) is inhomogeneous in real space because some areas
are observed more often than others; (c) it is anisotropic
in 2D Fourier space due to detector correlations, sky cur-
vature, and especially, imperfect cross-linking (see Sec-
tion 6.2.2); (d) its 2D Fourier space properties are in-
homogeneous in real space (see Appendix B) due to the
scan strategy; and (e) it exhibits correlations between
Stokes I, Q, and U , and between 98 and 150 GHz. In
the case of the dichroic array PA3, there are correlations
between the 98 and 150 GHz channels as large as 40% at
17 Equation 8 of Aghanim et al. (2014) shows the frequency
dependent part of the boosting. In L17 bν = 1 as opposed to the
correct bν = 2.04 for 150 GHz.
low and intermediate multipoles due to the common at-
mosphere. This correlation is captured in the simulations
as described below. Correlation coefficients of ∼10% at
` = 500 are seen between the PA1 and PA2 arrays in the
BN and D8 regions, but we do not include these in the
simulations.
The noise simulations are done in 2D Fourier space.
For the power spectrum analysis, we simulate 28 maps
individually (for regions D1, D5, D6, D56, BN, w0, w1,
w3, w4 and w5 for each array/frequency/season, as tab-
ulated in Table 1). To generate them efficiently, we make
two approximations. The first is that the real-space inho-
mogeneity of the 2D noise spectrum (point d above) can
be ignored within a simulated map. (The sub-regions in
AA were chosen with this criterion in mind.) The second
is that each noise map can be modeled as a realization of
a Gaussian random field (with an anisotropic 2D Fourier
power spectrum) modulated in amplitude by a function
of sky position (to account for point (b) above). These
approximations do not affect the mean estimate of the
CMB and foreground band powers, but they do affect
the covariance estimates. The approximations are valid
in the deep regions within the spatial windows defined
in Section 6.2.2 but are not fully descriptive of the wide
regions, especially in the AA region. Nevertheless, based
on the consistency checks described in Section 8 we find
them sufficient for the present analysis.
With the above two approximations, we simulate the
noise for each combination of array, frequency and season
in Table 1. Our prescription, described in more detail in
Appendix B, allows us to capture the large range of noise
properties including the large correlations described in
(e) above. The end product of the simulation pipeline is
a set of 500 simulated maps, each of which has a com-
mon CMB plus foreground realization for all regions but
the noise characteristics appropriate for each individual
region.
6.4. Covariance matrix
There are three levels of covariance matrices in the
analysis. At the first level, the individual cross spectra
in a given region form the elements. For D56, this matrix
has 21 TT terms, 36 TE terms, and 21 EE terms for the
combined 98 , 98×150 , and 150 GHz entries in Table 3.
Thus the full matrix is 78 × n`,c by 78 × n`,c. At the
next level, this is reduced to one 10n`,c × 10n`,c matrix
for each of the eight regions, by coadding over seasons
and arrays. 18 It is at this stage that the window func-
tion (A20) and calibration uncertainties are added to the
covariance matrix. Lastly, these matrices are combined
into two 10n`,c × 10n`,c matrices, one each for the 15
mJy and 100 mJy source cut as described above. We
next describe the constituents of the full covariance ma-
trix and how we use simulations to arrive at the form
that enters the likelihood. While the description focuses
on the TT/TE/EE matrix, we use a similar construction
for TB/EB/BB.
We use the basic form of the covariance as outlined in,
for example, Louis et al. (2013) but update it to account
for advances in quantifying the lensing. There are six
different types of components:
18 D5 and D6 are at first separate from D56 but then combined
with it to make eight regions. See Section 5.
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1) The diagonal elements19 are primarily instrument
noise and cosmic variance. For TT, for example, the















where b stands for a bin in `, νb is the number of modes
or (2` + 1)∆`bf
skytb, and Nb is the noise in the band.
The last term, tb, is the transfer function due to the
mapping process and Fourier-space filter. The first term
on the right in Equation 1 is the cosmic variance. The
superscript X denotes T , E, or B.
For cross spectra, which we use exclusively in our anal-

















where nd is the number of splits of the data and N
XX
b
is the noise in each split. For expressions of the form
(∆CXYb )
2 and a derivation of the above see Louis et al.
(2019). Signal plus noise simulations are used to get
accurate estimations of ∆CXXb and ∆C
XY
b .
2) The “pseudo-diagonal” terms come from correla-
tions between CXXb and C
Y Y
b , for example, and are dom-
inated by sample variance for the power spectra in the
same region coming from different array combinations.
These are found with simulations and checked analyti-
cally.
3) The “diagonal-plus-one” terms are the correlations
between CXXb and C
XX
b±1 . These depend on filtering,
masking, and the spatial window. We determine these
from the simulation as well. We do not account for the
off-diagonal terms on the pseudo-diagonals or the CXXb
to CXXb±2 correlations. These latter terms are <3% for
D56 and <0.5% for BN.
4) There are off-diagonal correlations from lensing that
arise from a single lensing L-mode fluctuation inside a
region (Benoit-Lévy et al. 2012; Peloton et al. 2017) si-



















where L is a lensing mode, φ is the deflection field, Ω is
the effective area of the region, and Ub` is the band power
window function described in Section 6.5. These terms
are computed analytically as in Motloch & Hu (2017).
5) As pointed out by Manzotti et al. (2014) and Mot-
loch & Hu (2019), there is a lensing super-sample vari-
ance, which arises from the variation of the mean con-















19 For the covariance matrix, Σ, we use the notation (∆Cb)
2 for
the diagonal elements and Covbb′ for the off-diagonal elements.
where σ2κ is the variance of the convergence field, κ =
−∇2φ/2, in the survey footprint. These are computed
analytically.
6) For sources in the Poisson regime (i.e., neglecting
clustering), the power spectra and trispectra are given in

















where g2(ν) is a factor to convert from Jy/Sr to µK rel-
ative to the CMB (see Appendix D). The first of these
terms is included in the simulations but the second is
added analytically. The band power covariances for the








where Ω is the effective area of the region (e.g., Komatsu
& Seljak (2002)).
In the first reduction step between the three levels of
covariance matrices, all elements of the full-region co-
variance matrix (e.g., 4056×4056 for D56) except for the
diagonal and pseudo-diagonal terms are zeroed out and
the groups of spectra, say 15 TT spectra at 150 GHz for




where CXY is the vector that includes, say, 4056 ele-
ments for D56, Σ is the covariance matrix with all but
the diagonals and pseudo-diagonals zeroed out, P is the
projection matrix populated with 1s and 0s, and CXYca is
the coadded (ca) vector of power spectra.
This same procedure is repeated for 500 simulations
each with a different signal and noise. From the dis-
tribution of the simulations, we compute the diago-
nal, pseudo-diagonal, and diagonal-plus-one terms of the
10n`,c × 10n`,c matrix Σca, the coadded covariance ma-
trix for CXYca . Our approach is to use simulations where
a robust estimate can be obtained and to use analytic
expressions elsewhere. A typical diagonal-plus-one term
has a correlation value of −0.05 for the wide regions and
−0.1 for the deep regions. Then for each region we add
calibration and beam covariance matrices to Σca, com-
puted with Gaussian errors in calibration to Planck (Sec-
tion 7.1) and the beam errors from Uranus measurements
respectively (A20, L17, Das et al. (2011)).
In the second reduction step, after checking the data
consistency as described in Section 8, we use the ten
separate covariance matrices and Equation 8 to inverse
variance weight and coadd all power spectra from the
different regions into a single deep and single wide power
spectrum with their associated covariance matrices.
6.5. Band power window function
The band power window functions are used to bin the
theory power spectra to compare to the data. They de-
pend on the mode coupling matrix and `-space binning
scheme and are slightly different for each region. Band
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power window functions are coadded using the power
spectrum covariance matrix, which takes into account the
weight variations among different regions. This coadded
band power window function is used in the likelihood.
6.6. Fourier-space filter transfer function
We estimate this transfer function by comparing the
power spectra of the simulated maps before and after ap-
plying the Fourier-space filter. In principle, a full transfer
matrix describing the possible bin-to-bin power transfer
is needed. We test the necessity of this level of complex-
ity by examining the consistency between the transfer
functions estimated with two differently shaped spectra,
ΛCDM TT and EE power spectra, and find that a sim-
ple 1D implementation is sufficient for our needs. We
also count the number of modes removed by our filter
in the 2D Fourier plane to check the transfer function
analytically.
In addition to directly acting on the TT, TE, and EE
spectra, Fourier-space filtering of the Stokes Q and U
maps can lead to mixing of the E and B modes.20 We
characterize this with a transfer matrix for each ` given
by,  T̃~̀Ẽ~̀
B̃~̀








where ~̀ denotes a 2D `, X~̀ is the 2D Fourier transform
of the T , E, or B map, X̃~̀ is the 2D Fourier transform
of the respective filtered map, t~̀ is the 2D filter for tem-
perature, d~̀ is the 2D filter for polarization, and o~̀ is the
2D mixing kernel for polarization. The resulting binned


















































where C̃b (Cb) denotes the (un)filtered map power spec-
tra, and t2b and d
2
b represent the 1D binned transfer func-
tion, and o2b is the E-B mixing term. We find that the
diagonal element of the EE/BB matrix d2b is consistent
with t2b from the TT transfer function within 1% shown
in Figure 4. The mixing term o2b is estimated to be < 1%
at ` ≥ 200 (and < 0.1% for ` ≥ 600). This small mixing
correction was necessary for only the sensitivity levels
achieved in D56.
In summary, the effects of this transfer function are
well understood. The transfer function for the TT and
EE power spectra are consistent with each other to <1%,
both are consistent with the analytic estimate of the
transfer function to <1%, and for ` > 300 the trans-
20 We note this differs from the usual E-B mixing due to incom-
plete sky coverage in the pseudo-C` approach, which is analytically
corrected with the mode coupling matrix.
Fig. 4.— A comparison of the modeled Fourier-Space filter trans-
fer function to simulations. Using signal-only CMB maps of the
D56 region, we compute the power spectra before and after apply-
ing the Fourier space filter (cutting |`x| < 90 and |`y | < 50). The
binned transfer function for TT, and the EE/BB transfer matrix
elements at each ` bin are computed using Equation 9, shown in
all three panels. Note that the bottom two panels show an ex-
panded view of the ` < 1000 region in the top panel. The analytic
estimate of the transfer function is shown in gray solid line. The
model describes the simulations to within 0.5% for ` > 300. The
bottom panel shows the EE/BB mixing term, which is < 0.15%
for ` > 350. This mixing correction was necessary only for the
sensitivity levels achieved in D56.
fer functions estimated from simulations are consistent
with the analytic estimate to < 0.5%.
7. TEMPERATURE CALIBRATION, POLARIZATION
ANGLE, AND MAPPING TRANSFER FUNCTION
There are four general areas of systematic error that
would not be uncovered in the internal consistency and
null tests described in Sections 8 and 9 below. They
are the overall calibration, the instrumental polarization
angle, the mapping transfer functions, and the beam win-
dow functions. The first three of these are described in
the following and the last is addressed in A20.
7.1. Calibration
Before combining spectra, we calibrate them for each
region/array/season to the Planck temperature maps,
weighted by the ACT spatial window (Section 6.2.2),
over the range 600 < ` < 1800 at 98 GHz and 150 GHz.
There is no separate calibration for TE or EE.
We calibrate through cross correlation as described
in Hajian et al. (2011) and Louis et al. (2014). In
keeping with the blinding protocol, we do not plot any
ACT×Planck power spectra while calibrating. As a
check for possible systematic errors we compare the cal-
ibration in two ranges, 600 < ` < 1200 (low) and
1200 < ` < 1800 (high). The weighted mean of the
low and high calibrations, for the power spectrum, agrees
within 0.007 with the overall calibration. The ratio of the
high/low calibrations for all spectra used for cosmology
is 0.992 at 150 GHz in the sense that relative to Planck
there is slightly less power at ∼ 1σ significance in the low
` range. The same ratio is 1.002 at 98 GHz. The overall
calibration error for the full data set is 1% in the power
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spectrum. We note that this value is only for the CMB
and does not apply to foregrounds or compact sources.
7.2. Polarization angle
A critical calibration parameter is the polarization an-
gle ψP , which describes the rotation in Stokes parameter
space of the polarization signal in the maps relative to the
sky. It is determined with a combination of metrology,
modeling, and planet observations.21 The alignment of
optical elements with respect to the detector wafers and
the cryostat position relative to the primary and sec-
ondary reflectors can introduce a source of rotation of
the entire detector array when projected onto the sky.
In addition, the orientation of the orthogonal pick-up
antennas in each detector and in relation to all other de-
tectors within an optics tube must be considered while
constraining ψP . In the wafer fabrication process, this
orientation is held to < 0.001◦. These combined effects
may be characterized by a single angle. However, be-
cause the optical elements can rotate the polarization,
this constraint alone cannot determine the polarization
angle. Our model of the full optical system, reflectors
plus lenses, shows that the polarization angle rotates con-
tinuously across an array by up to ∼ 1.7◦ near the edge
of the focal plane as one moves away from the primary
optical axis of the telescope (Koopman et al. 2016). We
incorporate this effect in our model for the polarization
angle.
Observation of planets and bright sources determine
the pointing angles of the detectors to an accuracy of
θpoint ∼ 4′′ for the ∼ 20 sources (including planets)
with S/N> 600. The constraint on the array orienta-
tion limits the contribution to the polarization angle to
2θpoint/φFOV = 0.1
◦, where φFOV ≈ 1◦ is the field of
view of the array and θpoint is the maximum rotation
at its periphery. The optical model plus the measure-
ments of the pointing set the polarization angle for each
detector.
After we accept the solution for ψP , we compute ψP
based on the EB cross-spectra (e.g., Keating et al. 2013).
In the absence of parity violating physics such as that
produced by axion and magnetic fields in the primordial
perturbations or during the propagation of CMB photons
from the CMB last scattering, the EB spectrum should
be null. After accounting for aberration, we compute ψP
for each array and season. Although there is a distribu-
tion, with the largest outlier 2.2σ away from zero, there
are no clear trends. The reduced χ2 for 28 different mea-
surements is 1.07. Restricting the data set to eight repre-
sentative values that sample all four seasons, χ2/ν = 0.8.
Given that the cryostat was removed, worked on, re-
placed, and repositioned each season, this suggests that
the determination of ψP is robust. A weighted mean
of all 150 GHz (98 GHz) measurements, shown in Fig-
ure 5, gives ψP = −0.07◦ ± 0.09◦ (−0.11◦ ± 0.15◦), with
χ2/dof = 1.20 (0.68). Although one can determine the
instrumental ψP by nulling the EB signal (Keating et al.
2013), we make no such correction.22
Because we do not use EB to set the polarization angle,
21 We report polarization angles that follow the IAU convention
(Hamaker & Bregman 1996) by computing ψP = (1/2)arg(Q−iU).




/125 where σψP is in degrees (Abitbol et al. 2016;
Fig. 5.— The EB null angle ψP is shown for all
fields/seasons/arrays of data. The weighted mean of 150 GHz (98
GHz) angles is −0.07◦±0.09◦ (−0.11◦±0.15◦), and χ2/dof = 1.20
(0.68).
ψP = −0.07◦ ± 0.09◦ may be interpreted as a limit on
Chern-Simons models as a source of cosmic birefringence
(Carroll et al. 1990). For example, if the cosmic birefrin-
gence is generated by the uniform misalignment of the
ultra-light axions (e.g., Marsh 2016) then the ψP con-
straint on the polarization angle leads to a constraint of
φigaγ = (−2.5±3.2)×10−3, where φi is a field value of the
axion field before the axion starts to oscillate, and gaγ is
the coupling. Our constraint on the isotropic cosmic bire-
fringence improves on results obtained in previous works
(e.g., Mei et al. 2015; Zhai et al. 2020). Relatedly, follow-
ing Sigl & Trivedi (2018), our 2σ limit of |ψP | < 0.25◦
may be interpreted as a limit on the axion-like particle
coupling constant of gaγ < 0.4 × 10−15 (GeV)−1 for an
axion mass of ma = 3× 10−26eV.
An independent determination by Namikawa et al.
(2020) gives ψP = 0.12
◦ ± 0.06◦. The difference is due
to using only s14 and s15 for D56, noise debiasing of the
polarization spectra, simplified treatment of covariances
without beam effects, and analyzing 200 < ` < 2048.
When the technique used in this paper is limited to
this subset of data, we find ψP = 0.095
◦ ± 0.087◦
(for 98 +150 GHz), consistent with the Namikawa et al.
(2020) result (using their opposite sign convention).
We note that the ACT analysis in Namikawa et al.
(2020) focused on a constraint on the anisotropic bire-
fringence power spectrum, in contrast to the constraints
on isotropic birefringence discussed here. Based on SPT
data, Bianchini et al. (2020) also measure the anisotropic
cosmic birefringence power spectrum, extending the re-
sults in Namikawa et al. (2020), and derive a similar up-
per limit on a scale-invariant anisotropic birefringence
spectrum.
7.3. Mapping transfer function
Nati et al. 2017; Minami et al. 2019). Our results suggest it may
be possible to achieve rbias < 0.001 through a combination of
modeling and pointing, combined with cross correlation of large
and small aperture instruments (Li et al. 2020).
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One of the attractive features of maximum likelihood
mapmaking is that it produces unbiased maps. In other
words, the power spectrum of an unbiased map should
not need to be corrected for the mapping process. How-
ever, we add one operation to our mapmaking that does
slightly bias the power spectrum. As described in A20,
maximum-likelihood ground template maps are made in
azimuth-elevation coordinates, and deprojected from the
TODs. This deprojection removes the strongest ground
signals and results in a flat transfer function of >∼ 0.997
for most regions at 350 < ` < 8000 (and smaller at
` < 350, which we do not consider in this analysis).
Smaller regions (D1, D5, and D6), which contribute small
weight in the total statistics of the coadded spectra,
have a more complex shape with a dip to ∼ 0.98 near
` = 4000.23 Each spectrum is divided by the appropri-
ate transfer function. The uncertainties on the transfer
functions were investigated with simulations and found
to be negligible (< 0.02σ).
8. INTERNAL CONSISTENCY CHECKS
With multiple seasons of observations made with mul-
tiple arrays, there are many possible pair-wise combina-
tions of data that may be tested for consistency. There
are three broad classes of checks as discussed, for ex-
ample, in Louis et al. (2019). One entails consistency
between two maps, a second between the power spectra
of the two maps and a third between the power spectrum
of one map and its cross spectrum with the other. We
consider only the first two of these. In general, when
there is a measurable signal in the maps, the consistency
between maps is the most stringent test to pass. How-
ever, depending on the systematic effect, for example a
multiplicative bias, the power spectrum null can be more
stringent. Thus we present both.
The power spectrum of the difference, or “null,” be-





b − 2ĈABb . (10)
where Ĉb = Cb+Nb is the measured quantity for example
for an auto spectrum, Cb is the underlying power spec-
trum, and Nb is the noise. For this to be a true map-level
null power spectrum, the same spatial window function
needs to be used in estimating each of the power spectra
on the right hand side. We have constructed our spa-
tial windows, as described in Section 6.2.2, to be roughly
the same for the different seasons/arrays for one region
even though it required cutting otherwise good data. As
a result, the same spatial window functions and maps
that are used for the consistency tests are used for the
cosmological analysis.
The general case for the covariance matrix of ĈA−Bb is
worked out in Das et al. (2011) and Louis et al. (2019).
When assessing the covariance, we work directly with
power spectra after the nd splits, described in the intro-
duction of Section 6, have been combined. In the limit
that CAAb and C
BB
b cancel in Equation 10, in other words
that the underlying spectra and spatial windows match,
and that the noise in each of the nd splits is the same,
the variance for the power spectrum of the null map for
23 A more efficient ground deprojection transfer function, which
is deferred to future analyses, can be done in 2D Fourier space.




















where NAA is the noise in one of the nd splits that goes
into determining the spectrum of map A and likewise
NBB for map B.
In contrast, the variance for the difference between
power spectra is given by





















Here again we have assumed that the power spectra of






In practice, as opposed to computing Equation 11 di-
rectly, we compute the null power spectrum covariance
with the covariance matrix Σ from Equation 8 and a pro-
jection matrix with elements of the form P = (1, 1,−2).
Similarly, for the power spectrum difference we use P =
(1,−1).24 This formalism provides a general and com-
pact way to compute the multiple different combinations
of elements of the covariance matrix that enter the consis-
tency tests. Also, using the full covariance matrix, it can
be generalized to consistency checks between power spec-
tra of non-overlapping regions as the null power spectrum
error bars then contain the representative signal variance.
Lastly, we correct for the different levels of point source
contamination when comparing the deep and wide re-
gions.
Once the null spectrum is found, either from individual
spectra or combinations of spectra, we compute χ2 of the
n`,c bins. Figure 6 shows the distribution of this χ
2 for
the 438 difference spectra (the sum of the degrees of free-
dom in column 3 of Table 11 divided by n`,c) compared
to the distribution of nulls with 500 simulations for each.
Additional comparisons of the data and inter-patch tests
are shown in Appendix C. In summary, the spectra nulls
within each region and the spectra nulls between regions
are consistent with the nulls of simulations for both types
of tests.
In a third form of consistency check we compute χ2
for each ` bin for the combination of 98 , 98×150 , and
150 GHz spectra (where available) from all of D56, BN,
D8, and AA. Each of these regions has more than one
spectrum so we can subtract the mean spectrum and ex-
amine the distribution around it. Because we remove
the mean, residual foreground emission will be removed
to some degree. This test is done using only the di-
agonal elements of the covariance matrix, although the
cosmic variance and noise terms are appropriately sepa-
rated, thus it is less rigorous than the others. For AA, we
24 These projections are appropriate for TT and EE. The form
for TE for the map spectra difference is (1, 1,−1,−1).
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Fig. 6.— Summary of pair-wise consistency checks for all combi-
nations of spectra from D5, D6, D56, D8, BN, and AA. D1 has one
spectrum so differences cannot be formed. The top panel shows
the map-level differences and the bottom panel shows the power
spectrum differences. The expectation is χ2 = n`,c, the number
of ` bins. The probability to exceed (PTE), the probability of
obtaining a higher χ2 than the measurement, is computed with
the simulations. The histogram integrals are normalized to unity.
Some of the elements of this are shown in Figure 26.
combine spectra from the five different windows into one
spectrum per frequency combination. We also include
D8 in this test. Then for one ` bin in TT, there are 20
D56, 9 BN, 9 D8, and 15 AA spectra. With 9 degrees of
freedom per ` bin the expectation is χ2 = 44. A similar
treatment for TE gives χ2 = 71. In the last step, we sum
over the ` bins in each spectra and find a reduced χ2 of
1.03, 0.94, 1.03, 0.86, 0.96, 1.13 for TT, TE, EE, TB, EB,
and BB respectively. This shows that the distributions
about the means are well behaved when many spectra
are averaged together. The power of this test is that one
checks for consistency with uncertainties of comparable
size to those used in the cosmological analysis.
9. NULL TESTS
We use null tests to target particular systematic ef-
fects. Specifically, we check that when the data are split
roughly in half based on fast versus slow time constant,
high versus low scan elevation, or high versus low precip-
itable water vapor (PWV), the two splits are consistent.
Performing the null tests requires making new maps.
We follow the same procedure as for the primary sci-
ence maps (A20). In each of the three tests, the data
are split at the TOD level to maximize the systematic
in question while giving roughly equal statistical weight
to each subset. From the “null maps” we compute the
power spectrum of the difference. The error bars for
these spectra are estimated analytically because gener-
ating simulations for all the null tests is computationally
prohibitive.
9.1. Time constants
The time response of each detector is limited by its
electrothermal properties and in the low-inductance limit
can be modeled as a one-pole filter with time constant
τ = 1/2πf3dB (Irwin & Hilton 2005). The finite response
time results in a small shift in the measured position of a
point on the sky, depending on the scan direction. If not
properly corrected, they can lead to a low-pass filtering
TABLE 4
Summary of the Time Constant Null Tests
Array Frequency χ2/ν (PTE)
PA1 150 GHz 1285/1248 (0.23)
PA2 150 GHz 595/624 (0.79)
PA3 98 GHz 291/312 (0.80)
150 GHz 294/312 (0.76)
For each array we report χ2/dof (PTE, probability to exceed).
Fig. 7.— Left: Histogram of χ2 from all 162 τ , PWV, and
elevation null tests is shown along with the expected distribution
if the null tests were uncorrelated, although the correlations will
have a negligible effect on this plot. The expectation is χ2 = n`,c
corresponding to the number of ` bins. Right: Distribution of the
probability to exceed for each measure of χ2 on the left based on
n`,c degrees of freedom.
of the data. The time constant null maps are designed
to assess this effect.
We split the data so that “low” corresponds to τ below
the median value in Table 1 and “high” is above. The re-
sults of the test are given in Table 4 and Figure 7. There
is good consistency between the low and high detector
time-constant data.
9.2. Elevation of observations
Maps made from scans at low and high elevations (α,
see Table 10) will have different levels of ground and at-
mosphere contamination. The elevation split is designed
to search for this contamination.
The elevation at which we split is computed separately
for each region and varies between α = 37◦ and α = 55◦.
In the BN and D8 regions it is not possible to split the
TODs into a high-elevation and a low-elevation group
while maintaining enough coverage and cross-linking to
make a proper map of each. In these cases we make a
map with 80% of the high-elevation data and 20% of the
low-elevation data and compare this to a map with the
percentages reversed. These ratios were chosen to ensure
the resulting maps are sufficiently cross-linked and to
ensure that the maps still allow us to test the effect of
scans at different elevations.
The results of this null test are reported in Table 5 and
shown in Figure 7. We see no evidence of an elevation-
dependent effect.
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Fig. 8.— Noise for different PWV splits for D56. Solid orange
and yellow (dashed purple and blue) curves show the noise power
spectra from data split into observations during high and low PWV
respectively, keeping the small (large) angular scale noise similar
in the two splits.
9.3. PWV
The atmosphere emits and absorbs at ACT frequen-
cies, in large part due to the excitation of the vibra-
tional and rotational modes of water molecules. Thus,
the PWV is correlated with the level of optical loading
on the detectors and to the level of atmospheric fluctua-
tions. Both the increased loading and fluctuations could
bias our maps. The low versus high PWV null test is
designed to assess this possibility.
The median PWV is Wv = 0.88 mm with quartile
breaks at 0.63 mm and 1.36 mm. The PWV at which
we split is different for each season and region. For D56
in s14, for example, TODs with Wv < 0.80 mm are “low”
and those with Wv > 0.80 mm are “high.” The dividing
line ranges from Wv = 0.51 mm to Wv = 0.85 mm. In
general, the TODs for null tests are split so that both
subsets have similar noise levels, but for PWV splits
there is an additional challenge.
The noise spectra for the high-PWV and low-PWV
splits are noticeably different. The ` ≤ 4000 noise is due
to the atmosphere and ` ≥ 4000 noise is instrumental.
So when the TODs are split such that the high-` tails
of the noise curves agree, as in Figure 8, the high-PWV
split has more low-` noise. Similarly, when the TODs
are split such that the low-` part of the curves agree, the
high-` parts do not. A few cases were tested and both
PWV splits described above passed our null test. For the
remaining tests the TODs were simply all split so that
the high-` tails of noise curves would agree.
We had one failure of this null test in the BN region
at 98 GHz for ` < 600. We are still investigating the
source of this failure but as a precaution, we eliminated
the 98 GHz data for ` < 600 from the cosmological anal-
ysis. This was done before unblinding. After accounting
for this failure we see no evidence of a PWV-dependent
effect. The results of this null test are reported in Table 5
and Figure 7.
10. ADDITIONAL SYSTEMATIC CHECKS
As with any complex analysis, multiple decisions and
checks of the data are made along the way. At a high
level, all maps are visually inspected. Features that can-
not be linked to ground pickup or regions of high noise
are investigated. For example, an anomalous gain or
time constant of a single detector in a single TOD is
TABLE 5
Summary of Elevation and PWV null tests
Region PWV χ2/ν (PTE) Elevation χ2/ν (PTE)
D5 - 341/312 (0.12)
D6 - 289/312 (0.82)
D56 1152/1248 (0.98) 1822/1872 (0.79)
BN 1035/936 (0.013) 1138/1248 (0.988)
We report χ2/dof (PTE, probability to exceed) for the regions
as shown. These values obtain after removing the 98 GHz
data that did not pass the null test.
often visible in the maps. As another example, to iden-
tify contamination from beam side-lobes a different set
of sky maps were made in Moon centered coordinates.
Bright regions in these maps were identified, projected
back into time-ordered form and subsequently flagged as
cut (A20). Maps and spectra were made for data with the
turn-around regions at the end of a scan excised. There
was no effect and thus these segments were retained. A
comprehensive assessment of these and other map-based
investigations is given in A20.
For the spectra, we made “waterfall plots” to look
for outliers. To be specific, each row in the plot dis-
played pixels representing the n`,c elements of χ
2
w,` =
(d` − d̄`)2/σ2` where the d` are one of the spectra in Ta-
ble 3, d̄` is the average spectrum of the region, and σ
2
` is
the uncertainty at each ` after excluding cosmic variance.
Although different cut levels on χ2w,` were investigated,
in the end no cut was made. All the spectra for this
analysis come directly from the procedure in Section 6
with no additional cuts.
10.1. Unblinding
All the tests described in the preceding sections were
done before unblinding. After “opening the box” to com-
pare to models, we noticed a lack in power in TT for
` < 600 relative to the WMAP and Planck data. De-
spite the large number of tests we did, we are still not
certain of the source. We suspect it may be linked to our
handling of the large low-` noise from the atmosphere
but have not yet found a definitive mechanism for such
an effect. It is clear that the power at much lower ` is
suppressed as shown in Li et al. (2020). As we show be-
low, our cosmological results are broadly insensitive to
using ` > 600, or ` > 350. However, as the TT spec-
trum for ` < 600 has been measured independently and
with high accuracy by WMAP and Planck, for ACT we
use TT at ` > 600 for our nominal data set. Since we
do not know the source of the suppression, we use the
pre-unblinding range for TE and EE, namely ` > 350.
In addition, we found some features in the TE resid-
uals that became more apparent when combining ACT
with WMAP in the parameter fits. This led to an assess-
ment of potential sources of systematic error in ACT’s
TE spectrum. As a result we added a correction to the
temperature to polarization leakage caused by the polar-
ized sidelobes (L17) and a correction for the main beam
temperature to polarization leakage (Section 2.2). Both
effects are described in more detail in A20. Neither ef-
fect was significant enough to fully ameliorate the tension
between ACT’s TE and the ACT plus WMAP best fit
model examined in A20. However, the corrections did
reduce the residuals for ACT TE to ΛCDM (see Sec-
18
tion 12.3).
11. DIFFUSE GALACTIC FOREGROUND EMISSION
For all of our maps, we first apply the Planck cosmol-
ogy mask. In the remaining area, the diffuse Galactic
foreground emission is on the order of 1% the CMB in
power for TT, TE and EE. This is one reason we pass
the consistency tests between 98 and 150 GHz without
accounting for it. For BB the dust emission is compa-
rable to the lensing signal in some multipole ranges in
some regions and so more care is required. In this sec-
tion we compute the level of Galactic foreground emis-
sion using the Planck 353 GHz, and WMAP K-band (at
22.4 GHz) maps as templates for dust and synchrotron
emission. We fit the components separately. Since syn-
chrotron emission is below our detection threshold we
do not consider the correlations between the two com-
ponents. In the next section we use results from the fit
as priors in the cosmological likelihood. In all cases, our
treatment of the foregrounds in regards to their effects on
the cosmological parameters is done in the power spectra.
As part of this analysis we do not produce foreground-
subtracted data products. However, Madhavacheril et al.
(2019) do produce component-separated maps but those
were not part of this analysis.
In CMB temperature units, the power spectrum in our
frequency range from diffuse Galactic sources is modeled
as the CMB plus two foreground components:
D` = DCMB` +Ddust`,ν +Dsync.`,ν . (13)
We model the dust power spectrum as
Ddust`,ν = adust(`/500)αd+2Fdν g1(ν)2, (14)
where adust is the dust power in antenna temperature
units, αd is−2.42/−2.54 for EE/BB polarization (Planck
Collab. XI et al. 2018a), −2.4 for TE, and −2.6 for
TT (Planck Collab. V et al. 2019). The antenna to
CMB temperature conversion factor is g1(ν),
25 and Fdν








with βd = 1.5, Td = 19.6 K, and ν353 = 364.2 GHz. The
effective frequency was found iteratively using the Planck
color corrections (Planck Collab. IX et al. 2014; Choi &
Page 2015). We report all results for dust emission scaled
to 150 GHz.
Similarly, we model the synchrotron spectrum as
Dsync`,ν = async(`/500)αs+2(ν/ν22)2βsg1(ν)2, (16)
where async is the synchroton power in antenna temper-
ature units, αs is approximated as −2.8 for EE/BB po-
larization (Planck Collab. XI et al. 2018b) and −2.7 for
TE and TT. We use ν22 = 22.4 GHz and βs = −2.7 to be
conservative. Although αs is different for TT and EE,
the effect is negligible for our purposes.
We compute TT, TE, EE, BB auto- and cross-
frequency power spectra with ACT, Planck, and WMAP.
For dust we use D150` , D150×353` , and D353` , and for syn-
chrotron we use D22` , D22×98` , and D98` . The maps are
25 g1(ν) = (x2ex/(ex − 1)2)−1 with x = hν/kBTCMB.
weighted with the ACT spatial window functions (Sec-
tion 6.2.2) to compute D150` and D150×353` and with the
Planck spatial window functions to compute D353` (simi-
larly for power spectra with WMAP).
For the uncertainties of the Planck and WMAP fore-
ground emission, we analytically estimate the covariance
matrices (diagonal and pseudo-diagonal elements) but
correct the effective number of modes with factors de-
rived from comparing ACT simulation error bars to ana-
lytic error bars. The simulations are typically 1.1 to 1.3
higher near ` = 300 dropping to unity by ` = 2000. Thus
we multiply the Planck and WMAP error bars by these
factors.
Because Planck’s 353 GHz map contains emission from
both diffuse dust in our galaxy and from the cosmic in-
frared background (CIB), fitting for the dust model in
Equation 14 alone is not sufficient. In order to extract
only the Galactic term, we fit to the above plus
aCIBFCIBν g1(ν)2 (17)
where FCIBν is a template based on the third and fourth
terms on the right hand side of Equation D6, that sums
the clustered and Poisson CIB components. An esti-
mate of three coefficients associated with those terms,
Ad, Ac and βc, is needed to get the relative weight be-
tween the CIB clustered and Poisson components and
to re-scale the template between frequencies. These val-
ues are found with an initial run of the multi-frequency
likelihood code (described in the next section) with no
priors imposed on the level of Galactic dust, that is, with
freely varying dust amplitudes. The free dust parameter
has no impact on the CIB estimates from the full like-
lihood because much of the support for the CIB model
comes from ` > 2000. The value of adust in the Galac-
tic fit, on the other hand, is sensitive to the choice of
the CIB model because the CIB and dust are degenerate
for 600 < ` < 3000 for constraining the total dust-like
emission.
To evaluate the dust power, we form the map difference
power spectrum to remove DCMB` . In the limit that the
maps contain only the CMB, Galactic dust, and the CIB,
and that the Galactic and CIB emission are uncorrelated,
the spectrum of the residual in the map difference is given
by:
DA` +DB` − 2DA×B` = adust(`/500)αd+2 (18)
×
(












where A is ACT’s 150 GHz map B is Planck’s 353 GHz
map. We then solve for adust and aCIB with a linear least
squares fit taking the left hand side of the expression as
the data and the right side as the model. The uncer-
tainty is found with multiple simulations drawn from the
analytic covariance matrix. The associated covariance
matrix and details are given in Appendix D. Although
our fitted values for aCIB are consistent with those found
by Planck, we do not use them in the cosmological anal-
ysis.
The solution for adust depends on region as shown in
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TABLE 6
Dust power at 150 GHz in (µK)2
Region Window TT TE EE BB CIB
AA w0 39.7± 0.8 1.4± 0.1 0.5± 0.0 0.3± 0.0 10.1± 0.4
AA w1 17.4± 1.2 0.2± 0.1 0.2± 0.1 0.1± 0.1 6.3± 0.7
AA w2 2.8± 0.8 0.1± 0.1 0.1± 0.0 0.0± 0.0 8.1± 0.5
AA w3 3.0± 0.8 0.1± 0.1 0.1± 0.0 0.0± 0.0 8.4± 0.5
AA w4 6.9± 2.2 0.2± 0.2 0.1± 0.1 0.1± 0.1 7.9± 1.3
AA w5 4.5± 3.4 0.1± 0.3 0.1± 0.1 0.1± 0.1 10.0± 1.9
BN 4.5± 0.3 0.3± 0.1 0.1± 0.0 0.1± 0.0 8.5± 0.2
D56 2.8± 0.5 0.1± 0.1 0.0± 0.1 0.0± 0.1 8.8± 0.5
D8 −0.2± 0.6 0.0± 0.1 0.1± 0.1 0.1± 0.1 8.8± 0.6
deep 2.8± 0.5 0.1± 0.1 0.0± 0.1 −0.0± 0.1 8.8± 0.5
wide 8.8± 0.3 0.4± 0.0 0.1± 0.0 0.1± 0.0 8.5± 0.2
The level of dust and CIB emission in the D` spectrum. The entries correspond to adustFd150g1(150)2 and aCIBFCIB150 g21(150) in
the right-most column. All adust (aCIB) values are relative to the CMB and for a pivot scale of ` = 500 (3000). The errors are
statistical only, do not include systematic uncertainty, and are rounded to the nearest tenth. Regions D1, D5, and D6 are too
small for a robust fit thus “deep” matches D56.
Fig. 9.— The diffuse dust emission at 150 GHz for the deep
(top, 15 mJy source cut) and wide (bottom, 100 mJy source cut)
Galactic dust levels with the statistical 1σ error band in yellow and
ΛCDM theory spectra in blue. For TE, the theory spectrum was
multiplied by 0.01. The falling (rising) solid line in green (pink) in
the TT panel is the Galactic dust (CIB).
Table 6. For use in the likelihood, we also fit for the
net amount of dust in the deep and wide regions. These
are plotted in Figure 9. To check the results we can
also simply scale the Planck 353 GHz spectra to ACT
frequencies after accounting for the CMB. In all cases
the extrapolated results are consistent with the fits.
Fig. 10.— The composition of the 353 GHz power spectrum
from Planck. After subtracting the CMB power, one is left with a
combination of Galactic dust and CIB. The (falling) dash-dot lines
show the dust spectra in the wide (100 mJy threshold) and deep
(15 mJy threshold) regions. The (rising) dashed lines similarly
show the CIB spectra. The solid lines show the total. Because
of the shape of the dust and CIB spectra in this region, the two
components can play off each other to combine for the same total.
For our template, adust and aCIB have a correlation coefficient of
−0.9 for 350 < ` < 2000. A different CIB template can also fit
if the dust level is adjusted accordingly. However, the agreement
of the Lenz et al. (2019) CIB model with the CIB level we deduce
independently from the wide and deep regions lends confidence to
our determination of adust.
As a check of the method, we compare to the Lenz
et al. (2019) CIB power spectrum. In contrast to our
model, theirs was fitted for 70 < ` < 1500. To clean
Galactic contamination from the Planck maps they used
HI4PI neutral hydrogen maps (HI4PI Collaboration et al.
2016) in the low dust regions. Although we cannot com-
pare their HI derived dust levels to ours, because they
depend on region, we can compare the deduced isotropic
CIB component. The result is shown in Figure 10. It is
reassuring that the fitted level for the CIB in both deep
and wide regions is similar even though the dust levels
are quite different. An approximation of the systematic
error in adust is the difference between the Lenz et al.
(2019) spectrum and our fitted level for the template at
` = 500, or roughly 20%.
One of the limitations of the current treatment of fore-
ground emission is that we characterize the level of dust
emission in the wide region with a single parameter. As
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Table 6 shows, there is a large variation in dust ampli-
tude for w0 to w5. Future analyses will address a more
spatially fine-grained model.
The solution for async is similar but with the model
given by

























In this case, all fits are consistent with zero as shown in
Appendix D. If instead of fitting we simply extrapolate
the WMAP spectrum for our region, there are indications
that at 98 GHz there may be a contribution in BN in TT
at a third or less the dust level at 150 GHz.
For both the Galactic dust and synchrotron emission,
our model should be interpreted as a baseline upon which
future investigations will improve. For example, we do
not yet include a possible CO contribution. And, as
noted, we quantify all the emission from deep and wide
regions with one number each. The primary change in
cosmological parameters between including a Galactic
dust correction or not is an upward shift of Neff by about
0.5σ (see A20). We would expect future potential shifts
from improvements on the Galactic model to be less than
this.
12. PARAMETER LIKELIHOOD
Following the methodology described in Dunkley et al.
(2013), we use the set of 10 coadded TT/TE/EE spec-
tra, described in Sections 5 and 6, and their covariance
matrices to build a multi-frequency Gaussian likelihood
that models known millimeter-wave emission present in
the data:
−2lnL = (Cthb − Cdatab )TΣ−1(Cthb′ − Cdatab′ ) , (20)




b is the binned theoretical model
including CMB, Galactic and extragalactic foreground
emission (FG), Cdatab is the data vector and Σ the band
power covariance matrix described in Section 6.4. The
deep and wide regions are then combined at the likeli-
hood level,
−2lnLACT = −2lnLACT,deep − 2lnLACT,wide. (21)
As baseline we consider 600.5 ≤ ` ≤ 7525.5 for all TT
spectra and 350.5 ≤ ` ≤ 7525.5 for all TE/EE spectra.
This results in 47 ` bins in each TT spectrum and 52
in the TE/EE spectra. For some aspects of the analy-
sis, noted below, we include data from MBAC in DR2
by adding −2 lnLMBAC to the likelihood. Its 217 GHz
channel is helpful in constraining foreground emission.
12.1. Foreground model for TT, TE, and EE
In temperature the foreground model is the same as
in Dunkley et al. (2013). A similar model is used to fit
the Planck power spectra (Planck Collab. V et al. 2019).
The equation for the model is given in Appendix D and
includes:
1) The thermal and kinetic Sunyaev-Zel’dovich effects
(Sunyaev & Zeldovich 1972). These are characterized
with amplitude parameters AtSZ and AkSZ that scale the
template spectrum (Battaglia et al. (2012) for tSZ and
Battaglia et al. (2010) for kSZ) to ` = 3000 at 150 GHz.
2) Both Poisson and clustered terms for the CIB. These
are parametrized with an amplitude parameter, Ad, that
scales a shot noise spectrum for the Poisson term; a
separate amplitude parameter, Ac, that scales a hybrid
template (Planck CIB + `0.8; see Appendix D) for the
clustered component; and a third parameter, βc, that
scales the frequency spectrum. Because of the small CIB
clustered contribution at ACT frequencies we impose a
Gaussian prior on Ac of 4.9± 0.9 from ACT MBAC con-
straints (Dunkley et al. 2013). In fits that involve LMBAC
we remove this prior.
3) A cross-correlation signal arising from tSZ and the
clustered CIB, scaled with a correlation parameter, ξ
(Addison et al. 2012a).
4) Different levels of power from unresolved radio
sources for the deep and wide regions as characterized
by As,d and As,w respectively. Both are referenced to
` = 3000 at 150 GHz. Similarly to Dunkley et al. (2013)
we impose a Gaussian prior on these amplitudes. For
the deep region, As,d = 3.1 ± 0.4 as in previous ACT
analyses because it has the same 15 mJ flux cut. For the
wide region, As,w = 22.5 ± 3.0 based on a prediction of
the residual level for a 100 mJ flux cut and a similar 15%
uncertainty. In practice the prior on As,w has no effect
because the data constrain the parameter better than the
prior.
5) Diffuse Galactic emission. For thermal dust we use
the assessment in Section 11 to impose a prior on the
amplitude at ` = 500 at 150 GHz separately in both
the wide and deep regions, ATTdust,d and A
TT
dust,w, scal-
ing a power law template (C` ∝ `−0.6). We found that
Galactic synchrotron emission is negligible in our regions
and therefore it is not included in the baseline likelihood
model.
For polarization we include:
6) Poisson sources in both TE and EE with a free am-
plitude at ` = 3000 at 150 GHz, ATEps and A
EE
ps . We




7) Diffuse polarized Galactic dust emission. We vary
the amplitude of thermal dust emission, with Gaussian
priors, at ` = 500 at 150 GHz in each of deep and wide







lowing Planck, the dust emission is modeled as a power
law C` ∝ `−0.4. As for temperature, we find negligible
levels of synchrotron emission in both regions.
All these components have color corrections as shown
in Appendix D and use updated effective frequencies for
the ACTPol receiver.
12.2. Polarization efficiencies
While an overall calibration is applied to the spectra
before coadding them into the wide and deep regions, and
the uncertainty is propagated to the covariance matrix,
polarization efficiencies are left as free parameters in the


























The i and j subscripts denote different spectra, the d
superscript denotes data and m denotes the model lead-
ing to the expectation that yP < 1. The yP parameters
are varied with uniform prior between 0.9 and 1.1.
To summarize the preceding two sections, there are
eighteen active foreground and nuisance parameters





















The main beam leakage and residual leakage from the
polarized sidelobes terms (see A20) are included in the




j =TiEj + TiTjγj (26)
EiE
′
j =EiEj + TiEjγi + TjEiγj + TiTjγiγj . (27)
The γ factors encode the computed leakage and its `
dependence. At 98 GHz, the maximum of γ98 = 0.038; at
150 GHz, |γ150| < 0.0035. In the baseline case, the γ fac-
tors are fixed to their nominal amplitudes because their
uncertainties have already been incorporated in the data
covariance matrix. We fit two scaling factors (one for
98 GHz and one for 150 GHz) multiplying the nominal
values for the gamma factors and find that the data sup-
port the baseline model (the scaling factors are unity).
The main impact of these leakage corrections, as opposed
to no leakage correction (γ = 0), is to reduce the TE
residuals to ΛCDM. The residuals are reduced to dif-
ferent degrees depending on the region and ` range. For
the deep region, where the effect is most pronounced, the
leakage at 150 GHz is larger than at 98 GHz whereas the
reverse is true for the wide region.
12.4. Validation on simulations
We validate the full power spectrum and likelihood
pipeline on a suite of 100 CMB plus foreground simu-
lations following the prescription in Section 6.3. As done
for the data, we combine at the likelihood level 100 sim-
ulations for the deep region and 100 for the wide region.
We run cosmological estimates from the simulations us-
ing the public CosmoMC package (Lewis & Bridle 2002)
and consider the basic six ΛCDM cosmological param-
eters: Ωbh
2, Ωch
2, θ, τ , As and ns, with a pivot scale
k0 = 0.05 Mpc
−1, and fix the total mass of neutrino par-
ticles to 0.06 eV. We also vary all foreground parameters
in various combinations. We recover unbiased results for
all parameters and in particular the cosmological param-
eters are all within 0.2σ of the input value. To guarantee
statistically unbiased results for the simulations, we var-
ied all parameters in symmetric ranges, even allowing
amplitudes that for physical reasons must be positive
(e.g., the amplitude of the term for Poisson sources) to
take negative values. These unphysical values were not
included when fitting the data.
TABLE 7



















As,d 3.1± 0.4 3.74± 0.24
As,w 22.56± 0.33
ATTdust,d 2.79± 0.45 2.79± 0.44
ATTdust,w 8.77± 0.30 8.70± 0.30
ATEdust,d >0, 0.11± 0.10 <0.27
ATEdust,w 0.36± 0.04 0.355± 0.040
AEEdust,d >0, 0.04± 0.08 <0.17
AEEdust,w 0.13± 0.03 0.130± 0.030




Uncertainties are 68% confidence level or 95% upper/lower
limits. Ranges of variation and priors are also reported. The
TT ` < 600 data have been cut for the above.
12.5. Inputs to the likelihood
Figure 11 shows the raw 98 and 150 GHz spectra that
are inputs for the likelihood. A number of features are
evident. a) There is a power deficit in TT compared to
the best-fitting model for ` < 600 especially in the wide
region. b) The agreement between 98 GHz and 150 GHz
is clear. c) The Poisson point-source tail has a higher am-
plitude in the wide region. d) The error bars are smaller
at high ` in the deep region when compared to the wide
region, but at low ` the error bars for the wide region
are comparatively smaller. The latter is due to cosmic
variance.
12.6. Likelihood results
The multi-frequency likelihood has two primary appli-
cations: we use it directly in joint cosmological and fore-
ground/nuisance parameters fits as done for the simula-
tions, or we use it to derive and separate the CMB-only
power spectrum and the foreground levels as in Dunkley
et al. (2013). These two approaches lead to consistent
cosmological results.
12.6.1. ACTPol joint ΛCDM and foreground fit
Our baseline results for standard ΛCDM and eighteen
foreground and nuisance parameters are shown in Ta-
ble 7. Because we do not measure the polarization at
low ` we adopt a prior of τ = 0.065 ± 0.015. It encom-
passes expectations from Planck (Planck Collab. V et al.
2019) and WMAP (Weiland et al. 2018) as noted in Na-
tale et al. (2020). An interpretation of the results is given
in A20.
The fit has a χ2 = 1061 (500 for deep and 560 for
wide, rounded to the first digit) for 1010 band powers.
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Fig. 11.— The deep (top) and wide (bottom) spectra used in the likelihood. The gray line is the best fit ΛCDM plus foreground model
for ACT only. The 98×150 GHz spectra are omitted for clarity. The full coadd of these spectra plus the frequency cross spectra is given
in Table 18.
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Fig. 12.— Best-fit ΛCDM χ2 from the data (blue), 100 simula-
tions (dark red) and the expected Gaussian PDF from 995 degrees
of freedom (computed from 1010 data points, 24 varied parame-
ters and 9 priors). To include the impact of marginalizing over a
dust prior in simulations having no dust levels, we impose the same
prior width as for the data but center the prior on zero for all dust
parameters. The simulations do not include leakage corrections in
the modeling. The height of the blue lines is normalized to the dis-
tribution of the analytic prediction at the χ2 for the data. Different
shades of blue show the χ2 contribution coming from the data like-
lihood only (light blue) or when also including the term coming
from the priors (dark blue). The comparison between the simple
analytic Gaussian distribution and the data/simulations highlights
the complexity of our covariance matrix which includes multiple
non-Gaussian terms. The PTE for the best fit model against sim-
ulations is higher than the 0.07 quoted for the analytic expression
and in either case the best fit is well within expectations for ΛCDM.
Accounting for the 24 parameters and nine priors results
in 995 degrees of freedom, corresponding to a reduced
χ2 = 1.07 and PTE of 0.07. When the total χ2 is broken
down by spectrum, we find χ2 = 311 for TT (148 for
deep and 163 for wide), χ2 = 402 for TE (201 for deep
and 201 for wide), and χ2 = 322 for EE (126 for deep
and 196 for wide). To put these contributions in context,
there are 282 TT, 416 TE, and 312 EE band powers. The
χ2 for deep and wide regions may be added because the
regions are uncorrelated and separate in the likelihood.
In contrast, the χ2 for the separate spectra (TT, TE, and
EE) are combined with a covariance matrix and therefore
the total is not the sum of the individual χ2s. Consid-
ering only ` < 2000 for this fit we find χ2 = 639 (313
for deep and 326 for wide, 630 total band powers), sug-
gesting that part of the source of the ∆χ2 = 60 between
deep and wide in the full fit is due to foreground and
secondary source modeling (see also Section 12.6.3).
Given the structure of our covariance matrix, a better
assessment of the goodness of the fit comes from com-
paring the result with simulations as shown in Figure 12.
The agreement with ΛCDM is well within expectations.
Residuals for the deep and wide spectra with respect to
this best-fit model are shown in Figure 13. Figure 14 also
shows good agreement between the basic ΛCDM param-
eters from L17 and this work. The ΛCDM model con-
tinues to describe the ACT data.
We ran a number of tests of robustness on our cosmo-




























Fig. 13.— Residuals between the ACTPol deep (blue) and wide
(purple) data and the best-fit ΛCDM plus foreground model. The
panels span: TT 98×98 , 98×150 , 150×150 (top), TE 98×98 ,
98×150 , 150×98 , 150×150 (middle), and EE 98×98 , 98×150 ,
150×150 (bottom). Bins 1, 53, 105, and 157 corresponds to ` =
350.5, and bins 52, 104, 156, and 208 to ` = 7525.5. The χ2
values are for the joint deep plus wide ΛCDM best-fit, for which
χ2 = 1061, but broken down by region. For each region we fit
505 band powers with 16 common cosmological and foreground
parameters and 8 separate foreground parameters thus we do not
compute separate degrees of freedom for each region. As described
in Section 12.6.1, when broken down by spectrum type, χ2 = 312
for TT only, χ2 = 402 for TT only, and χ2 = 322 for EE only.
below. When we compare results from a subset of data
to the baseline results we also report the expected statis-
tical shift following the procedure of Gratton & Challinor
(2019). The tests are:
1) We explore variations in cosmological parameters for
different choices of minimum starting multipole in TT,
or TT/TE or TT/TE/EE.
2) We compare the cosmological parameters deduced
from TT, TE, and EE separately.
3) We compare parameters from 98 GHz-only and
150 GHz-only to results from the combination of both.
4) We compare parameters separately from the deep
and wide regions.
We conclude that our results are robust against all of
these different selections of subsets of the data.
Of particular note are the results on H0. As discussed
above, the primary motivation for the blinding was to
avoid bias on its value. However, it turns out to be
one of the more robustly determined parameters. When
keeping the original 350.5 ≤ ` ≤ 7525.5 range for TT,
H0 = 66.2± 1.4 km/s/Mpc. After selecting the baseline
range for TT of 600.5 ≤ ` ≤ 7525.5, H0 = 67.6 ± 1.5
km/s/Mpc; without correcting for the temperature to
polarization leakage, H0 = 67.4 ± 1.5 km/s/Mpc; when
including MBAC data (see next subsection and A20)
H0 = 67.9 ± 1.5 km/s/Mpc. The robustness to H0
is due to our measurement of the amplitudes of the
TT/TE/EE acoustic peaks as discussed in A20. In sum-
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Fig. 14.— Constraints on the basic ΛCDM parameters as ob-
tained in this work and the previous results reported in Louis et al.
(2017). We note that the difference in amplitude and optical depth
are due to the different τ prior used in the two analyses.
mary, the value for H0 for ACT alone is consistent with
Planck’s CMB-based measurement and inconsistent with
the z < 1 SH0ES Cepheids/supernovae based measure-
ment (Riess et al. 2019) at > 3σ.
In the ACT-only analysis, the best fit ns is somewhat
higher than expectations from WMAP and Planck and
the best fit Ωbh
2 is somewhat lower. As demonstrated
in A20, this appears in part due to the lack of low-`
information in ACT. We also found, as shown in A20,
that changing the amplitude of TE alone moves one up
(higher TE, higher ns) and down (lower TE, lower ns)
the Ωbh
2 − ns degeneracy line. However, at this point
we have no reason to believe our reported TE spectrum
is inaccurate.
12.6.2. CMB-only TT,TE,EE power spectra
For the second application of the multi-frequency likeli-
hood, we implement the Gibbs sampling technique intro-
duced in Dunkley et al. (2013) to extract the CMB-only
power present in the data and generate a foreground-
marginalized spectrum and covariance matrix. We ex-
tend the formalism to also marginalize over the leakage
corrections26 during the extraction so that no leakage
treatment is needed when using the CMB-only products.
To improve the estimation of the CMB part, we add in-
tensity power spectra estimated at both 150 and 220 GHz
by the previous ACT receiver, MBAC (Swetz et al. 2011;
Dünner et al. 2013). The spectra are shown in Figure 16.
The compressed Gaussian likelihood using the DR4
spectra and covariance obtained here is used in A20 for
our extended cosmological analysis.27 Because we ig-
nore correlations between the new DR4 spectra and the
MBAC spectra in the CMB extraction, we do not retain
the MBAC CMB component for cosmological analysis,
i.e., we only use MBAC to better constrain the high-
frequency foreground emission as shown in the next sub-
section and this in turn improves the DR4 CMB spec-
tra extraction. This indirect contribution from com-
bining with MBAC spectra impacts some cosmologi-
cal results, with tighter constraints obtained on beyond
ΛCDM parameters (see A20) than from the no-MBAC
multi-frequency likelihood. The CMB-only TT, TE, and
EE only spectra are given in Table 18.
12.6.3. Foreground levels
Results on the foreground parameters are shown in
Figure 17. We report constraints from three implemen-
tations of the likelihood: the full multi-frequency run
in a ΛCDM fit without MBAC (the baseline in this pa-
per); a run for extracting the CMB-only spectrum with
MBAC and DR4; and a run for ΛCDM from ACT MBAC
only (Dunkley et al. 2013). We find good agreement be-
tween the DR4 and ACT’s MBAC measurements of these
components.
We tested some assumptions of the foreground model
by, for example, choosing different effective frequencies,
using scale-dependent color corrections that take into ac-
count the full bandpass information (Madhavacheril et al.
2019), varying parameters in broader ranges, and impos-
ing different dust priors. None of these had an impact
on the cosmological results. We note that this is the
minimal foreground model we need to fit our data, and
we report the constraints on foreground parameters for
this baseline case. However, a more thorough analysis is
needed to fully interpret the foreground results; for ex-
26 We modify the Gibbs sampling process by first expanding the
matrix mapping the CMB vector into the multi-frequency data to
include the mixing introduced by the leakage and then correcting
the full foreground and CMB realization with the leakage terms
when comparing with the measurements.
27 The full multi-frequency likelihood, actpolfull dr4, and







































































































































































Fig. 15.— Tests of robustness on the cosmological results: the ACTPol full dataset (black baseline results) is compared to constraints
































Fig. 16.— CMB-only band powers obtained after marginalizing
over foreground emission plotted with the ACT DR4 ΛCDM best
fit theory.
ample the limit on the kSZ amplitude depends strongly
on the assumptions made about CIB.
Figure 18 shows that there is some difference between
the deep- and wide-only parameters. In particular the
wide region shows a preference for a high βc, which scales
the CIB’s frequency spectrum, that is ruled out by the
addition of the 220 GHz MBAC data. One source of the
discrepancy may be that we characterized the foreground
emission in the wide region with a single parameter even
though there is a lot of spatial variation within the region
TABLE 8
Summary of the χ2 for various frequency combinations of
null spectra for TB and EB.
TB (χ2, PTE) EB (χ2, PTE)
98 GHz 68.5 (0.06) 53.9 (0.40)
98× 150 GHz 44.0 (0.78) 74.4 (0.02)
150× 98 GHz 58.7 (0.24) · · ·
150 GHz 45.1 (0.74) 57.0 (0.30)
Combined 60.3 (0.20) 68.4 (0.06)
σD` , ` = 500.5 2.4 (µK)
2 0.16 (µK)2
σD` , ` = 2000.5 1.3 (µK)
2 0.42 (µK)2
σD` , ` = 4125.5 0.50 (µK)
2 0.52 (µK)2
The probability to exceed (PTE) is computed from χ2 with
n`,c degrees of freedom. We give the uncertainties at three
values of `. The first two have ∆` = 50; the third has ∆` =
400. These may be compared to the TE and EE uncertainties
in Table 18.
(see Section 11). We note though that the high βc has no
impact on the cosmology; the wide-only results with TT
spectra cut at `max = 2000 give the same cosmological
parameters.
13. ADDITIONAL RESULTS
13.1. TB, EB, and lensing B-modes
In ΛCDM, there should be no signal in the TB and EB
spectra. We test this by coadding all the spectra first by
frequency and then by combining frequencies. For each
we compute the χ2 for the null hypothesis for the n`,c
elements of the spectrum. These are reported in Table 8.
We did not subtract dust emission because at the levels
found above it is not a significant contaminant for this
test. To perform the coaddition and determine the χ2,
the full covariance matrix was used. We conclude there
is no significant signal in either the TB or EB spectra,
consistent with ΛCDM.
Zaldarriaga & Seljak (1998) showed that the gravita-
tional lensing of an E-mode signal produces lensing B-
modes. Initial observations of the effect have been re-
ported (e.g., Hanson et al. 2013; Polarbear Collaboration
et al. 2014; Ade et al. 2015). Given the current level of
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Fig. 17.— A posteriori distributions of the foreground parameters using the full multi-frequency likelihood in a ΛCDM fit (this paper),
when extracting the CMB-only spectrum with MBAC and DR4, and for ΛCDM from ACT MBAC only. More analysis is needed than




` `min `max DBB (µK)2
475 300 650 0.090± 0.043
825.5 651 1000 0.029± 0.057
1200.5 1001 1400 0.094± 0.073
2100.5 1401 2800 −0.113± 0.092
3400.5 2801 4000 −0.30± 0.24
sensitivity, visualizing the effect requires both coadding
the spectra and combining ` bins. Before combining the
wide and deep regions, we subtract contamination from
the dust B-modes (including error propagation) shown
in Figure 9 in the wide region. After subtraction, we use
the covariance matrix to combine the resulting spectrum
into the five bins given in Table 9. These are plotted in
Figures 19 and 25. We simulated the leakage of E-modes
into B-modes due to the unevenly weighted and cut po-
larization maps (Bunn et al. 2003) and found the effect
negligible for our coverage and statistical weight.
To assess the lensing signal, we parameterize the
ΛCDM prediction with a single scaling parameter, aBlens.
We then compute the likelihood of aBlens given our
data. We find that for 300 < ` < 1400, aBlens =
0.79 ± 0.38, where aBlens = 1 corresponds to ΛCDM.
If the upper range is extended to 2800 or 4000 then
aBlens = 0.60± 0.36. Thus, the data are consistent with
ΛCDM but the test is not powerful. In L17 we reported
aBlens = 2.03 ± 1.01. Even though we have added much
more data and reduced the uncertainty on the spectrum
by a factor of 2.8, the combination of noise fluctuations
and the new analysis techniques have resulted in a mea-
surement of similar significance.
13.2. Noise power spectra
The 98 and 150 GHz TT/EE noise power spectra for
D56 are shown in Figure 20. Atmospheric fluctuation
power is much lower at 98 GHz as seen by its low ` be-
havior. We also note the improvement of the noise in
the 1000 < ` < 2500 regime relative to the noise level of
the same data set analyzed in L17. This improvement
results from optimization of the mapmaking pipeline as
described in A20. In particular, Fourier transforms with
the gaps in the TODs simply filled with lines were previ-
ously causing excess power in the estimation of the noise
covariance matrix in the maximum likelihood mapmak-
ing method. These gaps are now better handled with
interpolations based on uncut samples and the knowl-
edge of detector correlations prior to the estimation of
the noise model, leading to a suppression of this excess
noise.
Because atmospheric emission is largely unpolarized,
the polarization noise spectra do not have the ` < 1500
upturn the temperature spectra have. This is indepen-
dent of frequency unlike in temperature, where 98 GHz
has a lower ` upturn than does 150 GHz. Preliminary
studies indicate the bath temperature fluctuations cou-
pled with differences in conductances for detectors of or-
thogonal polarization can lead to an excess low-` noise
power in polarization.
Lastly, there is a noise correlation measured between
the two frequency channels for the dichroic array (PA3)
because the detectors for the two frequency channels
share the antenna in each pixel. Hence the same at-
mosphere fluctuation will be seen by both. We measure
the correlation in temperature but not in polarization.
This correlation in temperature was included in generat-
ing noise simulations in Section 6.3.2.
The noise power spectra show the Nb term in Equa-
tion 1. The error bar that enters the power spectrum also
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Fig. 18.— The foreground parameters for the deep and wide
regions separately and combined.
has the cosmic variance term and accounts for the num-
ber of modes as in Equation 1. Figure 21 compares the
power spectrum error bars from WMAP, Planck, SPT
and ACT. The curves give an indication of how different
data sets complement each other.
13.3. Direct comparison to Planck
Planck overlaps all ACT regions and has sufficiently
low noise that a direct map-level comparison provides
an important check for systematic error in both mea-
surements. After unblinding and correcting for the TE
leakage (Section 10), ACT TT, TE, EE power spectra
are compared to the ACT×Planck (AP), Planck×Planck
Fig. 19.— The lensing B-mode spectrum. The parameter aBlens
scales the amplitude of the theory curve in blue. The values from
before foreground subtraction are shown in gray.
Fig. 20.— The TT (top) and EE (bottom) noise power spec-
trum of different arrays are shown for s15/D56 in solid lines. The
white noise levels are shown in dashed lines. The TT 1/` spectrum
is dominated by atmospheric fluctuations at ` < 1500, which is
smaller at 98 GHz (PA3) than at 150 GHz. PA2 is the most sensi-
tive array, shown by the overall white noise level. Below this noise
level, there is a small noise correlation seen in TT between 98 and
150 GHz channels for the dichroic array (PA3). This correlation is
not significant in polarization.
(PP), and, for TE, the Planck×ACT (PA) spectra in the
same region. We use spatial window functions with ACT
(Planck) inverse noise variance maps (Section 6.2.2) to
compute the AA and AP (PP) spectra. We limit the
comparison to D56 and BN because they constitute the
majority of the DR4 sensitivity.
To assess the comparison we use simulations. For
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Fig. 21.— The power spectrum error bars from this work, Planck
Collab. V et al. (2019), Reichardt et al. (2020) (SPT 150 GHz TT
` > 2000), Henning et al. (2018) (SPT 150 GHz TT/TE/EE), and
Bennett et al. (2013) (WMAP). The dots show the ` bin center.
The curves should not be overinterpreted: the error bar can be
reduced by combining ` bins. Also, we show only 150 GHz for
SPT whereas others show the best CMB spectrum. The bumps
in the curves show where the measurements are cosmic-variance
limited.
the signal, we use the same simulations for Planck and
ACT (Section 6.3.1). For the Planck noise, we download
FFP1028 simulations, rotate them to equatorial coor-
dinates, and project them into the ACT CAR pixeliza-
tion. The uncertainties on the ACT and Planck null
power spectra are computed from the dispersion of the
null power spectra of the simulations. Because we have
300 Planck simulations we use 300 ACT simulations to
match them.
We multiply the Planck polarization maps by 0.9829
to account for polarization efficiency fitted in the Planck
likelihood (Planck Collab. VI et al. 2018) but we do not
yet include the Planck leakage beam for these regions.
Also, we use only the diagonal terms of Planck’s covari-
ance matrix. To ensure a similar comparison to ACT,
we use only the diagonal uncertainties for ACT as well.
Lastly, we do not include a detailed accounting of fore-
ground emission. For these reasons, this analysis should
be viewed as a first pass that will improve with further
investigation.
Figure 22 shows the comparison for TT (top triplet)
and EE (lower triplet). The top panel in the TT triplet
shows the three spectra for BN. The middle panel shows
the same for D56. The low AA values in the first few
bins show why ` = 600 was chosen as the first bin of
the TT spectrum (see also TT panel in Figure 11 and
Section 10.1). The bottom panel shows the weighted
sum of the difference between AA and AP for the BN
and D56 spectra. Because there is reduced sample vari-
ance in this difference, the statistical noise may be exam-
28 At http://pla.esac.esa.int/ 300 simulations are avail-
able for each of half-mission 1 and 2.
Fig. 22.— A comparison of the ACT (AA), ACT×Planck (AP),
and Planck (PP) spectra in the BN and D56 regions for the TT and
EE spectra. These spectra include sample variance. Both bottom
panels show the weighted sum of AA−AP of BN and D56 along
with the χ2 to the null spectrum for the 25 ` bins for TT and the
30 ` bins for EE. For TT, the first 5 bins (shown in faint color)
are not part of the cosmological analysis. By construction these
spectra minimize sample variance.
ined. The χ2 to the difference spectrum is computed for
600 ≤ ` ≤ 1800. This test shows the consistency between
ACT and Planck well below the sample variance limit,
as can be assessed by comparing the error bars to those
in Table 18. At the current maturity of the analysis, the
TT spectra are not straightforward to compare because
Planck’s point source mask and cut level are different
than ACT’s. Table 15 in Appendix E shows more con-
sistency checks. While there are a number of low PTE
values, we find the overall agreement acceptable.
The bottom triplet of panels in Figure 22 show a sim-
ilar set of spectra but for EE. It is clear that ACT is
more sensitive than Planck in these regions but the sim-
ilarity between AA and AP is promising. Here the χ2
to the null spectrum is computed for 350 ≤ ` ≤ 1800.
Again, Table 15 in Appendix E shows more consistency
checks. In EE, there is good agreement between ACT
and Planck.
Table 15 also shows the consistency with ΛCDM as
assessed with χ2 for the best fit ACT-only model (Sec-
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Fig. 23.— The TE spectra for the BN and D56 regions in the
top two panels along with the weighted sum of AA−AP of BN and
D56 in the bottom. Sample variance is included in the top two
but is minimized by construction in the bottom panel. The figure
highlights the failure of a null test. Table 17 shows that of the 72
similar null tests, just three had larger χ2. However, Table 17 also
shows that AA is internally consistent, Table 15 shows that AA is
in good agreement with ΛCDM, and even for Planck alone there is
considerable spread in the first two bins.
tion 12.6.1) and the Planck model (Planck Collab. VI
et al. 2018). There is generally good agreement with the
ΛCDM model in light of the caveats about TT.
Table 16 shows the differences between various spectral
combinations within BN and D56 for different frequency
combinations for EE. For Planck we use only the 143 GHz
maps. The χ2 are computed for 350 ≤ ` ≤ 1800 using the
diagonal elements of the covariance matrix. The PTEs
are shown graphically in Figure 24. Again we conclude
that the ACT and Planck agree well.
For TE there are a number of complicating factors.
Both ACT and Planck have temperature to polarization
leakage. ACT’s is partially corrected in the mapmaking
pipeline and part in the spectrum analysis. Planck’s is
corrected for the full sky average, and we do not have
local corrections for our regions. Figure 23 shows the
AP, PA, AA and PP spectra, where the first entry is T
and the second is E. The tightest constraints come from
AA and PA. The difference spectrum on the bottom is
computed as in Figure 22 but with AP and PA averaged
together. Although the χ2 is uncomfortably high, the
scatter occurs throughout the spectrum. For example,
even if the first two points are removed χ2 = 46.0/28
with a PTE = 0.017. We investigate the consistency
between spectra further in Table 17 and show the re-
sults graphically in Figure 24. We conclude that the
ACT TE spectra are consistent with each other, as we
would expect from Section 8, and that the cross spec-
tra with Planck are reasonably consistent but there are
notable failures, for example 150×150 − P×150 in D56
and P×150− 98×150 in BN, that warrant further inves-
tigation with a more detailed analysis involving Planck
experts. The inconsistency with Planck in TE may be
related to the difference in the preferred ΛCDM model
but this requires an analysis beyond the scope of this
paper.
14. DISCUSSION AND CONCLUSIONS
Fig. 24.— The EE and TE distributions of the PTE from Ta-
ble 16 and Table 17. The notation “PPAA” means entries with
Planck×Planck from the column heading and ACT×ACT from
the row heading. The overlap of blue and tan is purple.
We have presented a new CMB data set with signif-
icant cosmological constraining power. The data have
passed a large number of systematic and null tests of dif-
ferent kinds. The analysis was “blind,” a process that
brought with it a considerable time investment. We fol-
lowed the protocol laid out in June 2017 until we opened
the box in February 2020. After unblinding, the primary
departure from our protocol was changing the minimum
spherical harmonic for TT from ` = 350.5 to ` = 600.5.
One of our primary results, a new determination of H0,
is insensitive to this choice. We also reassessed our tem-
perature to polarization leakage but again this did not
have a large effect on the cosmological parameters. Three
aspects of the analysis, the foreground characterization
in the wide region, the TE comparison to Planck, and
` < 600 deficit in TT spectra require more investigation.
However, resolving these open questions is expected to
have only a minor impact on the results presented here.
ACT’s agreement with the six-parameter ΛCDM
model is comfortably within expectations as shown in
Figure 12. A20 compares the parameter values to those
from WMAP and Planck and investigates how the pa-
rameter values depend on the addition of, say, WMAP or
a prior on the first peak amplitude, which ACT does not
yet measure. There is some tension between the CMB-
only cosmological parameters derived from different mea-
surements. This could be indicative of as yet unidentified
low-level systematic errors. We note, though, that ACT’s
constraining power comes from TE and EE at ` > 1000
which are produced by different physics than is TT, the
dominant source of information for WMAP and Planck.
Thus the tensions possibly may be suggestive of a missing
component of the model.
These results bode well for future measurements from
Chile, from which half the sky can be observed. ACT has
over four times the data presented here in the process of
analysis. ACT is now observing from 30–220 GHz in five
frequency bands and annually observes and maps about
40% of the sky. In the not too distant future the Simons
Observatory’s Large Aperture Telescope will have more
than six times the number of ACT’s detectors. This will
be complemented by an array of Small Aperture Tele-
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scopes that target primordial B-modes. In addition, the
CLASS (e.g., Xu et al. 2020) and Polarbear/Simons Ar-
ray experiments (e.g., Aguilar Faúndez et al. 2019) are
taking data at the same site. Figure 25 gives a snapshot
of the field. It is remarkable that to describe all of these
data just six cosmological parameters suffice.
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Summary of scanning parameters
Season Region Elev, α Az speed Turn around Scan duration Scan length
deg deg/sec s s deg az
s13 D1/D5/D6 35◦ 1.5 0.9 30.6 21.6◦
60◦ 1.5 0.9 39.7 28.4◦
s14 D56 50◦ 1.5 0.9 33.6 23.84◦
D56 60◦ 1.5 0.9 54.5 39.5◦
s15 D56 50◦ 1.5 0.9 36.0 25.62◦
D56 60◦ 1.5 0.9 57.1 41.5◦
BN 32.5◦ 1.5 0.9 49.5 35.76◦
BN 35◦ 1.5 0.9 51.9 37.53◦
BN 37.5◦ 1.5 0.9 55.8 40.5◦
D8 35◦ 1.5 0.9 29.4 20.7◦
D8 48.5◦ 1.5 0.9 38.8 27.74◦
s16 wide 01h n 40◦ 1.5 0.9 87.8 64.5◦
wide 01h n 45◦ 1.5 0.9 106.5 78.52◦
wide 01h n 47.5◦ 1.5 0.9 126.6 93.62◦
wide 01h s 40◦ 1.5 0.9 73.8 54.0◦
wide 01h s 45◦ 1.5 0.9 81.0 59.4◦
wide 01h s 47.5◦ 1.5 0.9 87.0 63.92◦
wide 12h n 40.0◦ 1.5 0.9 61.1 44.5◦
wide 12h n 45◦ 1.5 0.9 79.1 57.96◦
wide 12h n 47.5◦ 1.5 0.9 93.5 68.78◦
The elevation angles are targets for the average position of the full array. Depending on the the number of optics tubes present,
the telescope bore site, as opposed to the array centroid, is offset from the values above. The scan approximates a triangular
wave in azimuth versus time. The scan duration is the period of the waveform. The scan length is the peak-to-peak amplitude
of the waveform. De Bernardis et al. (2016) discuss the scan strategy optimization. In s13 several intermediate elevations were
also used. In s16 the AA region was scanned at different elevations and scan lengths as denoted by “wide x x.”
B. NOISE PRESCRIPTION
Section 6.3.2 gives an overview of the noise simulations. In the approximation described there, a noise model is built
for each combination of season, patch and array. Each combination jointly models an n-component map where n = 3
for the I, Q, U components of any combination where the array is monochroic (PA1 and PA2) and where n = 6 for
the I1, Q1, U1, I2, Q2, U2 components of combinations with the dichroic PA3 array (with the index 1 corresponding
to the 150 GHz channel and the index 2 corresponding to the 98 GHz channel). Correlations between arrays (e.g.,
between PA1 and PA2 in the same season and region) are negligible and ignored in this model. The noise model we
use for our simulations consists of a Gaussian random field with some power spectrum that is subsequently modulated
in real space by the inhomogeneous survey coverage in a given region of interest. The inhomogeneity is assumed to be
that dictated by the inverse white noise variance h(n) in each pixel; proportional to the number of observation hits
in each pixel at sky location n, this quantity represents the inverse variance in the small-scale (high multipole) limit.
We simulate the noise maps as follows:
1. For each component indexed by 1 ≤ a ≤ n, subtract the coadd map ca(n) from each split sai (n) indexed by
1 ≤ i ≤ k (this removes all signal including CMB and foregrounds, but also any common systematic like ground
pickup) where k is the number of splits (k = 2 for AA and k = 4 for all other regions.)












where hai (n) is the inverse variance in each pixel.
2. We use the above signal-nulled maps dai (n) to get an estimate of the noise power in the maps. We can build this
noise model empirically from the data by calculating the power spectrum after standardizing the high-multipole
behavior by multiplying the null map by its effective inverse standard deviation map. The resulting map will
be homogeneous and on small scales have white noise with unit variance. To this end, we multiply each of the
above maps by an edge-tapered mask mt(n) that selects the well-crosslinked region used in the power spectrum
analysis, and by a standardizing weight map wi(n):






where the standardizing weight map is given by
wai (n) =
1√
1/hai (n)− 1/hac (n)
,




i (n). The above weight map corresponds to the inverse standard deviation map of the
signal-nulled map dai (n). Since the resulting map is now homogeneous, we may simply calculate its power
spectrum, generate realizations consistent with the power spectrum and subsequently divide out the weight map,
as described next.
3. We calculate the 2D FFT of each of the above





where ` denotes 2D Fourier pixels.
4. Next we build the 2D Fourier space power spectra for the noise model of the coadd map in each direction by






i (`)/k/(k − 1)/w2,
where w2 = 〈mt(n)2〉 accounts for the loss in power due to the analysis mask and the k − 1 factor converts the
noise power of the difference maps to a noise power estimate of the coadd map under the assumption of uniform
splits.
5. The power spectrum P ab(`) we obtained above is a noisy estimate of the true underlying covariance matrix
Cab(`). We can obtain the latter by averaging or smoothing the power spectrum. We smooth the noise power
estimate P ab(`) by treating it as a 2D image. This “image” is smoothed by applying a low-pass filter that
removes high-frequency modes in the Fourier transform of the 2D noise power spectrum. We choose the low-pass
filter so that the 2D noise power is effectively block-averaged in blocks of of size ∆`×∆`, thus downgrading the
power spectrum “image”. We choose ∆` = 200 for all regions, except for BN and AA, where we use ∆` = 100.
This procedure smooths the 2D Fourier power while preserving anisotropy. For auto-spectra and cross-spectra
between intensity components (but not for cross-spectra involving polarization), before smoothing, the 2D power
is whitened by fitting (in ` > 500) and dividing out a fit to the functional form [( `knee` )
−α + 1]w2 where w
is the white noise floor determined at large `. In addition, since auto-spectra are non-negative, we perform
our smoothing in log-space and apply a correction for the fact that the smoothing is done in log-space. Since
the number of modes available is low for small angular wave-number magnitude `, for ` < 300 we replace the
above smoothed power with an isotropic fit of the whitened power to the functional form Ae−`0/` +B, with the
whitening factor subsequently multiplied back in.
6. Gaussian random fields with a power spectrum Cab(`) can be obtained from the matrix
√
Cab(`). We calculate√
Cab(`) by diagonalization, i.e. by raising each of its eigenvalues to 0.5. We save this matrix as steps 1–6 do
not require repeating for new realizations of the noise.
7. For each requested simulation, random numbers are generated for each Fourier pixel by sampling the normal
distribution with unit variance. When multiplied with
√
Cab(`), this returns the FFT of an n-component map
ra(`) with the desired covariance across the components.
8. The Fourier map ra is then inverse Fourier transformed resulting in a homogeneous map. This is subsequently
divided by the standardizing weight map wai (n) for each split (which re-introduces inhomogeneity), and scaled
by the square root of the number of splits to obtain a noise simulation of each split of the data:




C. ADDITIONAL CONSISTENCY CHECKS AND SYSTEMATIC ERROR SUMMARY
Table 11 shows results from the suite of the consistency checks. For the “Intra-patch” tests, say for D56, there are
five measurements at 150 GHz for TT: s14-PA1, s14-PA2, and s15-PA1,2,3 as shown in Table 2. From these five, there
are ten differences, each with n`,c bins for a total of ν = 10n`,c. For each measurement there are 500 noise simulations
(Section 6.3.2) from which the PTE is determined. Since there is only one spectrum for D1 it is not part of these
consistency checks. For all spectra except TT, both 98 and 150 GHz are used leading to the larger number of degrees
of freedom for them. Because of the Poisson tail, checks were done only with the 150 GHz TT spectra because there
is only a single 98 GHz TT spectrum per region.
A revealing way to assess the consistency is with histograms as shown in Figure 26. Again using D56 as an example
(the two top rightmost plots) there are 85 difference spectra in total, 10 for TT as described above and 15 for TE, EE,
TB, EB, and BB. Each has 500 simulations for a total of 42500. Based on the number of bins, we expect χ2 = n`,c,
the central value of the histogram.
TABLE 11
Intra-patch (left) and Inter-patch (right) consistency tests
Patch Spectrum χ2
(A−B)2/ν
a PTE b χ2
(AA−BB)/ν PTE Patch Spectrum χ
2
(AA−BB)/ν PTE
D5 TT 730/780 0.97 893/780 0.20 D5−D1 TT 47/52 0.72
TE 1170/1092 0.35 1228/1092 0.20 TE 64/52 0.17
EE 1082/1092 0.79 1074/1092 0.79 EE 77/52 0.03
BB 1133/1092 0.34 1068/1092 0.79 BB 44/52 0.81
EB 1065/1092 0.78 1054/1092 0.79 EB 38/52 0.94
TB 1087/1092 0.71 1019/1092 0.87 TB 52/52 0.56
D6 TT 912/780 0.05 747/780 0.74 D6−D1 TT 44/52 0.80
TE 1134/1092 0.40 1171/1092 0.28 TE 43/52 0.82
EE 1053/1092 0.78 1073/1092 0.64 EE 53/52 0.48
BB 1142/1092 0.09 1361/1092 0.00 BB 59/52 0.32
EB 1092/1092 0.40 1105/1092 0.43 EB 45/52 0.75
TB 1197/1092 0.06 1273/1092 0.04 TB 35/52 0.97
D56 TT 496/520 0.72 512/520 0.41 D6−D5 TT 62/52 0.21
TE 740/780 0.77 748/780 0.63 TE 43/52 0.81
EE 767/780 0.58 766/780 0.47 EE 78/52 0.02
BB 840/780 0.05 769/780 0.54 BB 44/52 0.82
EB 736/780 0.71 651/780 0.97 EB 40/52 0.93
TB 770/780 0.48 836/780 0.17 TB 60/52 0.31
D8 TT 121/156 0.96 125/156 0.90 D8−D56 TT 190/156 0.04
TE 320/312 0.36 288/312 0.74 TE 184/208 0.88
EE 260/312 0.95 258/312 0.91 EE 153/156 0.54
BB 250/312 0.99 293/312 0.69 BB 148/156 0.66
EB 272/312 0.91 271/312 0.86 EB 135/156 0.87
TB 298/312 0.64 238/312 0.98 TB 168/208 0.98
BN TT 144/156 0.69 147/156 0.54 BN−D56 TT 177/156 0.12
TE 311/312 0.47 336/312 0.21 TE 204/208 0.55
EE 309/312 0.50 298/312 0.55 EE 155/156 0.50
BB 334/312 0.22 292/312 0.71 BB 169/156 0.22
EB 359/312 0.07 350/312 0.15 EB 182/156 0.07
TB 331/312 0.23 339/312 0.22 TB 234/208 0.10
AA TT 248/260 0.71 250/260 0.63 BN−D8 TT 175/156 0.14
w01345 TE 754/780 0.73 676/780 0.98 TE 189/208 0.83
EE 681/780 0.99 728/780 0.85 EE 182/156 0.09
BB 768/780 0.60 825/780 0.18 BB 139/156 0.82
EB 696/780 0.98 697/780 0.96 EB 164/156 0.33
TB 757/780 0.72 718/780 0.90 TB 205/208 0.57
Notes: a) The number of degrees of freedom. b) Probability to exceed computed by comparing to simulations.
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Fig. 26.— Consistency checks for D5, D6, and D56 on the top two rows and D8, BN, and AA on the bottom two rows. The histogram
integrals are normalized to unity. The PTE for the data is assessed with the simulations.
For the “Inter-patch” tests, the number of degrees of freedom were determined with similar considerations to the
above. The χ2s of all inter-patch comparisons were computed and are shown in Figure 27 of which Table 11 gives a
sampling.
Fig. 27.— Summary of pair-wise consistency checks for inter-patch comparisons for [D56, D8, BN, and AA] and [D1, D5, D6]. We keep
the set [D1, D5, D6] separate as these are spectra at 150 GHz only. The expectation is χ2 = n`,c, the number of ` bins. The PTE is
computed with the simulations. The histogram integrals are normalized to unity. Some of the elements of this are shown in Table 11.
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TABLE 12
Systematic errors not captured by internal consistency tests
Effect Estimation method Level Reference
Calibration Cross correlation with Planck 143 GHz maps 1% Section 7.1
Beam leakage Planet maps < 0.35% Sections 3 & 12.3
Polarization angle Raytracing, pointing, EB null angle < −0.25◦ Section 7.2
Mapmaker transfer function Simulations < 0.02σ Section 7.3
Detector time constant Data split null test To noise limit Section 9.1
Ground contamination Data split null test To noise limit Section 9.2
PWV Data split null test To noise limit Section 9.3
Galactic foregrounds Cross correlation with Planck and WMAP To noise limit (after subtraction) Section 11
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D. FOREGROUND MODELING
The foreground modeling is done separately for the diffuse Galactic components (Section 11) and secondary
anisotropies (Section 12.1). However, the results from fitting the Galactic components are input to the likelihood
which determines the levels of secondary anisotropies. Below we give additional details on how these contributions are
determined.
Diffuse Galactic components
We minimize χ2 for the fit between maps A and B (e.g., ACT and Planck) in ` space using Equations 18 and D2.








We restrict the sum over ` to 600.5 ≤ ` ≤ 2825.5 for TT and 350.5 ≤ ` ≤ 2825.5 for TE/EE/BB. At high `, TT is
dominated by extragalactic foregrounds that contaminate the fit.
The diagonal elements of the covariance matrix for are given by
(∆DA−B` )2 =
〈(



































































































The effective number of modes in each bin νb is related to that in Equation 1, although here “f
sky” is given by
f skyw22/w4, where f
sky is the ratio of the number of the nonzero pixels to the total number of pixels for full sky, and
wi is the ith moment of the mask.
To compute the uncertainty, we examine the distribution of fit results to simulations. In particular, we generate
1000 Gaussian spectra from the analytic covariance matrix, which includes pseudo-diagonal elements for correlations
across different spectra. These uncertainties on the fit are reported in Table 6.
For incorporating the diffuse emission into the likelihood, we coadd the fitted power law spectra with the ACT
covariance matrix for “deep” 15 mJy region (D56; D1, D5, D6 are small and do not add information) and the “wide”
100 mJy region (BN, AA). These results are also reported in Table 6 and shown in Figure 9.
We perform similar fits for Galactic synchrotron emission using WMAP’s K-band. One challenge is that K-band’s
beam window function cuts off at ` ∼ 200 (for which its beam window function b2` < 0.2), where the ACT spectra in
this analysis begin. With ACT’s baseline 2D Fourier-space filter, most of the low ` power is filtered out, hence for
the synchrotron fit we do not Fourier-space filter the maps. Then, because the maps are unfiltered, we do not include
ACT×ACT spectra and use only D22` −D22×98` to estimate async. To compute D22` , we use the WMAP weight maps and
point source masks, and additionally use the ACT weight maps and point source masks to compute D22×98` . The mean
in each region is subtracted before computing the power spectrum and the fit range is restricted to 150.5 ≤ ` ≤ 300.5.
The synchrotron power law index varies over the sky and is steeper in polarization than in temperature (e.g., Choi
& Page 2015). To obtain a conservatively high estimate of synchrotron contamination, we use βs = −2.7. Table 13
gives the fit results for async in CMB temperature units at 98 GHz. There is no measurable synchrotron emission in
any of the ACT regions.
Another approach to determining the level of synchrotron contamination is to compute its spectrum in K-band and
then to simply scale it. Figure 10 in Planck Collab. XI et al. (2018b) indicates that the contribution will be negligible.
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TABLE 13
Diffuse synchrotron emission by region
Region Window TT EE BB
AA w0 17.6± 89 0.01± 0.13 0.01± 0.03
AA w1 7.6± 98 −0.01± 0.13 0.04± 0.07
AA w2 17.5± 81 0.01± 0.26 0.00± 0.07
AA w3 20.0± 99 0.01± 0.49 0.00± 0.18
AA w4 22.2± 106 0.02± 0.33 0.01± 0.06
AA w5 −2.8± 443 0.02± 0.81 0.06± 0.13
BN 1.7± 25 0.04± 0.06 0.00± 0.02
D56 −0.6± 51 0.02± 0.13 −0.01± 0.06
D8 −2.9± 99 0.79± 9.22 −0.05± 1.45
deep −0.5± 42 0.02± 0.10 −0.01± 0.05
wide 8.4± 30.4 0.03± 0.05 0.00± 0.02
The synchrotron power level in the D` spectrum. All values are relative to the CMB and for a pivot scale of ` = 500 and
frequency of 98 GHz.
Effective frequencies
As with fitting to any broad-band signal with an intrinsically broad-band instrument, some care must be taken with
determining the effective representative frequency, νeff , for each sky component. Although the current uncertainties on
the passbands due to systematic errors in the measurements are σνeff = 2.4 GHz, the relative uncertainties are smaller.
Also, we expect the passband uncertainties to decrease with our increasing knowledge of the instrument. Table 14
gives the effective frequencies for each component in this analysis, all of which are treated as beam-filling sources
of emission. The CMB blackbody effective frequencies are determined following the weighted-centroid approach of




dν S(ν)f(ν) = g2(νeff)
∫
dν g−12 (ν)f(ν) , (D4)
where S(ν) is the component SED in specific intensity units, f(ν) is the measured passband transmission, and
g2(ν) = (∂Bν(T )/∂T )
−1|TCMB = (2k3BT 2CMBx4ex/[hc(ex − 1)]2)−1 with x = hν/kBTCMB converts flux to thermody-
namic temperature. The effective frequencies are computed separately for each passband. For the passbands centered
near 150 GHz, the power spectra from all channels are coadded in the analysis, with separate weights for the deep
and wide regions considered in the likelihood. We apply the appropriate covariance matrices to a generalization of
Equation D4 to compute weighted effective frequencies after the coaddition. These weights are slightly different for the
deep and wide regions, as denoted by the “d” and “w” subscripts in Table 14. We confirm that any scale dependence
in the effective frequencies arising from the scale dependence of the coaddition weights is negligible (< 0.1% variation
over the multipole range used in the likelihood).
TABLE 14
Effective frequencies [GHz]
CMB tSZ CIB dust radio sync
νeff,d 97.9 98.4 98.8 98.6 95.8 95.5
νeff,w 97.9 98.4 98.8 98.6 95.8 95.5
νeff,d 149.7 150.1 151.2 151.1 147.2 147.1
νeff,w 149.5 149.9 150.9 150.8 147.1 147.0
The assumed SED parameters for the different broad-band sources are: CIB follows a modified blackbody SED with βc = 2.1
and effective dust temperature Tc = 9.6 K; Galactic dust follows a modified blackbody SED with βg = 1.5 and dust temperature
Td = 19.6 K as in Equation 15; radio sources follow a power-law SED in specific intensity units with index βs = −0.5; and
synchrotron emission follows a power-law SED in specific intensity units with index β = −1.
Likelihood foreground model
In temperature the CMB plus foreground model in the likelihood is given by Dth,ij` = DCMB` +D
sec,ij

















where the terms for the model of the secondary anisotropy are thermal SZ effect, kinetic SZ effect, cosmic infrared
background (CIB) Poission term, cosmic infrared background clustered term, the tSZ-CIB correlated term, the radio
source term, and the diffuse Galactic foreground term respectively, with i and j denoting different frequencies. These
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where f(ν) = x coth(x/2) − 4 with x = hν/kBTCMB, µ(ν, β) = νβBν(Td−eff)g2(ν) with Td−eff = 9.7 K for CIB and
Td−eff = 19.6 K for Galactic dust, and f
′(νij) = f(νi)µ(νj , βc) + f(νj)µ(νi, βc). The templates, DtSZ0,` , DkSZ0,` , DtSZ−CIB0,` ,
DCIBc0,` are normalized to unity at ` = 3000 as shown in Dunkley et al. (2013). We take ν0 = 150 GHz as the reference
frequency, we fix αss = −0.5 for the radio sources, and βp = βc for the CIB dust index (Addison et al. 2012b). The
CIB term is a hybrid of Planck and Addison et al. (2012b) as discussed on page 19 of Planck Collab. XIII et al. (2016).
It follows the Planck model below ` = 3000 and scales as `0.8 for ` > 3000. The subscript “d or w” denotes the deep
or wide regions. When the diffuse Galactic foregrounds are part of the fit we use the parameters given in Section 11
as priors on the dust amplitudes.























As with temperature we impose priors on the dust amplitudes in TE/EE as measured in Section 11. The fit of point
sources in polarization is described in Section 12.1.
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E. TABLES FOR THE COMPARISON TO PLANCK
This Appendix contains the tables that support the discussion on the consistency with Planck in Section 13.3.
TABLE 15
Difference spectra and comparisons to ΛCDM
BN D56 BN−D56
ACT ΛCDM Planck ΛCDM ACT ΛCDM Planck ΛCDM
TT
AA 0.133 (32.9) 0.104 (34.2) 0.028 (40.1) 0.022 (41.1) 0.057 (39.3)
AP 0.292 (28.4) 0.375 (26.6) 0.009 (44.6) 0.009 (44.6) 0.043 (40.5)
AA−AP 0.020 (42.9) 0.197 (31.4) -
TE
AA 0.875 (21.4) 0.725 (25.0) 0.611 (27.2) 0.443 (30.4) 0.133 (39.0)
AP 0.678 (26.0) 0.702 (25.5) 0.013 (49.9) 0.011 (50.7) 0.043 (46.5)
PA 0.054 (43.4) 0.098 (40.4) 0.902 (20.5) 0.881 (21.2) 0.477 (30.1)
PP 0.061 (42.8) 0.137 (38.5) 0.021 (47.7) 0.014 (49.4) 0.010 (47.6)
AA−AP 0.160 (37.0) 0.100 (41.7) -
AA−PA 0.387 (32.1) 0.000 (64.2) -
EE
AA 0.067 ( 42.4) 0.006 (52.9) 0.896 (20.7) (41.8) 0.080 0.440 (31.2)
AP 0.482 (29.7) 0.447 (30.4) 0.249 (34.8) (38.5) 0.137 0.283 (34.1)
PP 0.465 (30.0) 0.498 (29.4) 0.393 (31.5) (31.2) 0.404 0.517 (29.2)
AA−AP 0.663 (26.2) 0.080 (41.2) -
The comparison TT, TE, EE to the best fit ACT and Planck ΛCDM models in the BN and D56 regions. For TT there are 25
degrees of freedom and for TE and EE there are 30. For each we report PTE (χ2). Here “A” corresponds to ACT’s 150 GHz
map, and “P” to the Planck 143 GHz map. While the comparisons to ΛCDM have, by necessity, sample variance, the difference
between spectra within a region have minimal sample variance by construction. The rightmost column reports the difference
between, for example, the ACT TT spectrum in the BN and D56 regions and includes sample variance.
TABLE 16
Comparison between ACT and Planck EE spectra within regions
D56 EE 98×98 98×P 98×150 P×P P×150 150×150
98×98 -
98×P 0.380 (31.1) -
98×150 0.427 (30.4) 0.290 (34.0) -
P×P 0.623 (27.2) 0.517 (29.7) 0.523 (29.4) -
P×150 0.283 (34.2) 0.083 (42.1) 0.137 (38.9) 0.613 (27.9) -
150×150 0.343 (32.0) 0.183 (37.0) 0.657 (26.1) 0.520 (29.8) 0.080 (41.2) -
BN EE 98×98 98×P 98×150 P×P P×150 150×150
98×98 -
98×P 0.753 (24.3) -
98×150 0.177 (35.9) 0.367 (32.2) -
P×P 0.857 (21.5) 0.660 (26.8) 0.607 (27.6) -
P×150 0.330 (33.3) 0.240 (35.1) 0.103 (40.2) 0.593 (27.2) -
150×150 0.150 (37.4) 0.493 (29.5) 0.233 (35.6) 0.597 (27.4) 0.663 (26.2) -
Each entry shows the PTE (χ2) for the difference between the cross spectrum on the top row and the one in the column. Here
“98” corresponds to ACT’s 98 GHz map, “150” to the 150 GHz map, and “P” to the Planck 143 GHz map. The number of
degrees of freedom for all differences is 30. The PTEs are shown graphically in Figure 24.
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TABLE 17
Comparison between ACT and Planck TE spectra within regions
D56 TE 98×98 98×P 98×150 P×98 P×P P×150 150×98 150×P 150×150
98×98 -
98×P 0.103 (40.4) -
98×150 0.750 (24.4) 0.080 (42.0) -
P×98 0.010 (52.6) 0.130 (39.8) 0.413 (31.3) -
P×P 0.033 (46.8) 0.037 (47.2) 0.043 (45.7) 0.033 (45.9) -
P×150 0.437 (31.3) 0.080 (41.5) 0.380 (32.2) 0.107 (39.5) 0.067 (44.6) -
150×98 0.300 (33.6) 0.103 (40.1) 0.307 (34.1) 0.017 (48.8) 0.027 (47.9) 0.017 (46.5) -
150×P 0.043 (43.4) 0.437 (30.2) 0.030 (47.4) 0.063 (42.8) 0.163 (38.2) 0.030 (46.7) 0.080 (42.1) -
150×150 0.827 (22.3) 0.160 (38.2) 0.263 (34.4) 0.467 (30.2) 0.057 (45.1) 0.000 (64.2) 0.620 (27.2) 0.100 (41.7) -
BN TE 98×98 98×P 98×150 P×98 P×P P×150 150×98 150×P 150×150
98×98 -
98×P 0.847 (22.3) -
98×150 0.693 (26.0) 0.633 (26.8) -
P×98 0.003 (64.1) 0.853 (21.9) 0.683 (25.2) -
P×P 0.537 (28.8) 0.517 (28.3) 0.247 (34.6) 0.823 (22.9) -
P×150 0.070 (42.7) 0.437 (30.0) 0.000 (66.3) 0.520 (28.2) 0.420 (31.1) -
150×98 0.623 (26.9) 0.380 (31.4) 0.360 (31.7) 0.263 (34.4) 0.220 (35.0) 0.120 (39.5) -
150×P 0.820 (22.6) 0.097 (41.2) 0.577 (28.0) 0.877 (21.6) 0.237 (35.2) 0.313 (33.1) 0.287 (33.6) -
150×150 0.467 (30.1) 0.557 (27.8) 0.050 (43.5) 0.567 (28.1) 0.117 (38.5) 0.387 (32.1) 0.423 (30.9) 0.160 (37.0) -
Each entry shows the PTE (χ2) for the difference between the cross spectrum on the top row and the one in the column.
Here “98” corresponds to ACT’s 98 GHz map, “150” to the 150 GHz map, and “P” to the Planck 143 GHz map. All χ2 are
computed for 350 ≤ ` ≤ 1800 (30 degrees of freedom) using the diagonal elements of the covariance matrix. The PTEs are
shown graphically in Figure 24.
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F. COMPOSITE CMB SPECTRA
TABLE 18
CMB only and Coadded TT, TE, and EE spectra











(µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2 (µK)2
350.5 50 83.5 7.4 18.1 0.8 2057.0 126.1 86.9 6.5 17.5 0.7
400.5 50 −8.7 6.2 23.2 0.8 1641.5 90.2 −7.0 5.6 22.1 0.8
450.5 50 −74.8 6.0 17.5 0.7 1828.6 80.3 −69.7 4.9 16.4 0.6
500.5 50 −53.8 5.2 8.5 0.4 2197.5 82.9 −52.0 4.0 8.2 0.4
550.5 50 2.5 5.2 8.3 0.5 2573.7 76.4 2.3 3.9 8.0 0.4
600.5 50 2239.9 62.4 29.4 4.6 19.0 0.7 2245.1 62.0 30.4 4.4 17.9 0.7
650.5 50 1865.7 50.1 −27.8 4.9 32.4 1.0 1876.6 50.0 −26.0 4.8 30.1 0.9
700.5 50 1869.9 47.4 −99.9 5.2 39.1 1.1 1847.1 47.2 −94.8 5.0 36.5 1.0
750.5 50 2260.8 51.1 −138.2 4.8 29.2 0.9 2232.6 51.0 −130.3 4.7 27.2 0.8
800.5 50 2471.4 52.6 −91.5 4.2 16.5 0.6 2424.5 52.4 −86.6 4.0 15.4 0.6
850.5 50 2405.1 49.9 3.3 3.9 13.0 0.6 2344.0 49.9 2.5 3.7 12.0 0.6
900.5 50 1891.7 39.7 57.5 4.0 25.4 0.8 1856.1 39.6 53.6 3.8 23.3 0.8
950.5 50 1330.7 29.8 38.5 3.8 39.7 1.1 1302.9 29.8 36.1 3.7 36.3 1.0
1000.5 50 1099.7 23.6 −29.2 3.7 43.3 1.2 1074.3 23.6 −27.1 3.6 39.6 1.1
1050.5 50 1091.0 23.9 −72.9 3.5 32.0 1.0 1060.8 23.9 −68.0 3.4 29.1 1.0
1100.5 50 1224.2 23.7 −73.4 3.1 19.6 0.8 1184.8 23.6 −69.3 3.0 18.1 0.7
1150.5 50 1229.7 23.3 −26.8 2.9 13.3 0.6 1189.2 23.3 −25.5 2.8 12.1 0.6
1200.5 50 1027.0 20.3 4.4 2.9 17.2 0.8 989.8 20.3 3.9 2.8 15.6 0.7
1250.5 50 841.9 17.1 −3.9 2.9 27.2 0.9 814.5 17.1 −3.6 2.8 24.5 0.9
1300.5 50 725.5 15.0 −37.8 2.7 31.2 1.0 702.0 15.0 −34.3 2.6 28.0 1.0
1350.5 50 772.4 14.9 −59.5 2.7 26.5 0.9 741.1 14.9 −54.5 2.6 24.0 0.9
1400.5 50 828.6 15.1 −57.0 2.6 17.8 0.8 795.1 15.1 −51.3 2.5 16.4 0.7
1450.5 50 817.2 14.3 −28.7 2.3 12.1 0.7 781.9 14.3 −26.3 2.3 11.1 0.7
1500.5 50 689.8 13.2 −0.3 2.3 12.8 0.7 665.2 13.2 −0.4 2.2 11.8 0.7
1550.5 50 530.7 11.1 5.2 2.1 17.9 0.8 512.7 11.1 4.8 2.1 16.3 0.8
1600.5 50 444.6 9.2 −10.4 2.1 20.5 0.9 434.6 9.2 −9.6 2.0 18.7 0.9
1650.5 50 394.2 8.6 −27.0 2.1 19.1 0.9 388.2 8.6 −24.7 2.0 17.2 0.8
1700.5 50 398.8 8.3 −31.4 1.9 13.8 0.8 388.4 8.3 −28.3 1.9 12.7 0.8
1750.5 50 395.0 8.3 −21.3 1.8 9.2 0.7 383.5 8.3 −19.4 1.7 8.7 0.7
1800.5 50 356.0 7.9 −10.8 1.7 8.1 0.7 351.5 7.9 −10.0 1.7 7.5 0.6
1850.5 50 314.7 7.0 −3.9 1.7 9.5 0.7 314.5 7.0 −3.4 1.6 8.8 0.7
1900.5 50 256.8 6.1 −12.0 1.6 12.6 0.8 259.3 6.1 −11.1 1.5 11.6 0.7
1950.5 50 250.9 6.0 −20.6 1.6 10.5 0.8 256.6 5.9 −18.8 1.5 9.6 0.8
2000.5 50 230.2 5.7 −17.7 1.5 8.2 0.8 236.5 5.7 −15.5 1.5 7.4 0.7
2075.5 100 218.8 3.8 −11.7 1.0 5.9 0.5 226.1 3.8 −10.4 1.0 5.6 0.5
2175.5 100 158.6 3.2 −3.4 0.9 4.9 0.5 170.9 3.1 −3.1 0.9 4.5 0.5
2275.5 100 117.5 2.7 −8.2 0.9 5.8 0.5 134.6 2.6 −7.6 0.8 5.3 0.5
2375.5 100 108.6 2.5 −7.7 0.8 3.5 0.5 126.4 2.4 −7.2 0.8 3.3 0.5
2475.5 100 85.8 2.3 −3.4 0.8 2.6 0.5 105.9 2.2 −3.3 0.8 2.4 0.5
2625.5 200 63.6 1.4 −3.9 0.5 2.0 0.4 85.6 1.3 −3.6 0.5 1.9 0.4
2825.5 200 41.2 1.2 −1.2 0.5 2.1 0.5 66.8 1.1 −1.1 0.5 2.0 0.4
3025.5 200 24.8 1.1 −2.1 0.5 0.4 0.5 51.9 1.0 −2.0 0.5 0.4 0.5
3325.5 400 13.3 0.8 0.0 0.4 −0.8 0.4 42.8 0.7 −0.4 0.4 −0.6 0.4
3725.5 400 4.0 0.8 −0.7 0.4 −0.2 0.6 37.4 0.7 −0.8 0.4 0.2 0.6
4125.5 400 0.6 0.8 0.2 0.5 −0.2 0.8 38.3 0.7 0.4 0.5 −0.5 0.7
4525.5 400 42.2 0.9 −0.0 0.6 0.6 0.9
4925.5 400 47.5 1.0 1.0 0.7 0.5 1.2
5325.5 400 54.6 1.2 0.5 0.9 −2.3 1.5
5725.5 400 57.8 1.5 −1.6 1.2 0.3 1.9
6125.5 400 65.8 1.8 −2.2 1.4 −1.6 2.5
6725.5 800 74.4 1.7 −3.0 1.4 −1.8 2.5
7525.5 800 92.2 2.6 3.0 2.3 3.2 3.9
The ` column refers to the band center and ∆` is the bin width. For example, the first bin is 326≤ ` ≤375, and the second bin
is 376≤ ` ≤425. The next three columns are the “CMB only” spectra from the likelihood. These may be used for cosmological
analyses directly. The right three columns are the fully coadded cosmological data (the inputs to the likelihood) that combine
frequencies and combine deep and wide. They are shown for comparison to the CMB only spectra. Although they were combined
using the full covariance matrix, no foreground emission was subtracted. For example, the coadded TT spectrum has different
levels of extragalactic source contributions for each of the six spectra (including the cross spectra) that comprise the coadd as
shown in Figure 11.
