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Resumo
Esta dissertac¸a˜o tem como objetivo a investigac¸a˜o de estimadores de paraˆmetros de equac¸o˜es
diferenciais estoca´sticas que servem usualmente para modelar o comportamento dinaˆmico
linear ou quasi linear de estruturas. Para ale´m da obtenc¸a˜o de estimadores, pretende-se
estudar as suas propriedades.
A dissertac¸a˜o esta´ dividida em 3 partes. Na Parte I abordamos o problema da estimac¸a˜o da
matriz de deriva de um modelo linear estoca´stico homoge´neo de dimensa˜o 2n com coeficientes
constantes, observado em tempo cont´ınuo e sendo a matriz de difusa˜o singular. A matriz
de deriva e´ uma matriz por blocos figurando nos blocos superiores, n × n, a matriz nula
e a matriz identidade e, nos blocos inferiores, n × n, as matrizes M−1K e M−1C, sendo
M a matriz de massa invert´ıvel, K a matriz de rigidez e C a matriz de amortecimento.
Descrevemos o estimador de ma´xima verosimilhanc¸a da matriz de deriva e apresentamos
uma demonstrac¸a˜o da sua propriedade da distribuic¸a˜o assinto´tica normal com recurso a
te´cnicas da Transformada de Laplace. Estudamos tambe´m a convergeˆncia da matriz de
covariaˆncia deste estimador e explicitamos a matriz de Informac¸a˜o de Fisher num caso em
que se verifica uma condic¸a˜o de comutatividade da multiplicac¸a˜o de matrizes do modelo. Este
estudo e´ acompanhado de simulac¸o˜es que ilustram e complementam os resultados teo´ricos
obtidos.
Na Parte II tratamos o problema de estimac¸a˜o da matriz de deriva de dimensa˜o 2 do mesmo
modelo no caso em que ocorre uma mudanc¸a de regime nesta matriz. Esta mudanc¸a de
regime acontece quando, num dado instante (conhecido ou desconhecido), o coeficiente de
rigidez muda de um determinado valor k1 > 0 para k2 > 0 o que nos conduz a um modelo
linear por troc¸os. Considerando as observac¸o˜es em tempo discreto, descrevemos uma forma
de obter estimativas de ma´xima verosimilhanc¸a dos paraˆmetros k1, k2 e c (paraˆmetro de
amortecimento) do modelo estoca´stico antes e depois da mudanc¸a de regime. No caso em
que a mudanc¸a de regime ocorre num instante desconhecido, este passa a ser outro dos
paraˆmetros a estimar. Mostramos tambe´m como realizar um teste de hipo´teses para a
detec¸a˜o de mudanc¸a de regime, no caso em que se desconhece se efetivamente esta ocorreu.
Apresentamos estudos baseados em simulac¸o˜es que ilustram o procedimento e nos permitem
analisar a influeˆncia dos paraˆmetros no desempenho dos testes e probabilidades de erro do
teste.
Na Parte III, analisamos o problema da estimac¸a˜o da matriz de deriva do modelo de
dimensa˜o 2 considerando um movimento browniano fraciona´rio com paraˆmetro de Hurst
H ∈ (1/2, 1). Obtivemos o estimador de ma´xima verosimilhanc¸a dos paraˆmetros de rigidez e
de amortecimento apo´s transformac¸a˜o, assim como algumas das suas propriedades. O estudo
e´ acompanhado da ana´lise da matriz de covariaˆncia assinto´tica e sa˜o apresentadas simulac¸o˜es
com o objetivo de ilustrar o comportamento do estimador obtido.
Palavras-chave: Processo de Ornstein-Uhlenbeck n-dimensional, EDE linear, modelo linear
estoca´stico por troc¸os, infereˆncia sobre EDEs, estimac¸a˜o de paraˆmetros de EDEs, teste de
hipo´teses do tipo ”change-point”para EDEs.
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Abstract
The work presented in this thesis aims to contribute to the investigation of parameter
estimators of multidimensional stochastic differential equations that usually model the linear
or quasi-linear dynamic behavior of structures. In addition we intend to study the estimators’
properties.
The work consists of 3 parts. In Part I we address the problem of estimating the drift
matrix of a linear stochastic homogeneous model of dimension 2n with constant coefficients
and a singular diffusion matrix which is observed in continuous time. The drift matrix can
be described by blocks as having in the n × n upper blocks a null and a identity matrices
and the matrices M−1K and M−1C in the n × n lower blocks, M being the invertible
mass matrix, K the stiffness matrix and C the damping matrix. We describe the maximum
likelihood estimator of the drift matrix and we present a proof of its local asymptotic normal
distribution property that uses Laplace Transform techniques. We also study the convergence
of the covariance matrix of the estimator and we explicitly compute the Fisher’s Information
matrix in case a condition on the commutativity in the multiplication of the matrices involved
in the model is verified. We also perform simulations that illustrate and complement the
theoretical results.
In Part II we analyze the estimation problem of the drift matrix of the two-dimensional
model in case there is a regime change in this matrix. This regime change occurs when,
at a given time (that can be known or unknown), the stiffness coefficient changes from a
value k1 > 0 to a value k2 > 0 corresponding to having a piece-wise linear model. Assuming
that discrete time observations are available, we describe a way of obtaining the maximum
likelihood estimates of the parameters k1, k2 and c (the damping parameter) of the stochastic
model before and after the regime change. In the particular case where the regime switches at
an unknown time instant, the change point is another parameter to be estimated. We show
also how to perform an hypothesis test to detect if the regime change actually occurred.
We present simulation studies that illustrate the procedure and that allow us to analyze
the influence of the parameters values in the test performance and to estimate the errors
probabilities of the test.
In Part III, we analyze the problem of estimating the drift matrix of the two-dimensional
model perturbed by a fractional brownian motion with Hurst parameter H ∈ (1/2, 1). We
obtain the maximum likelihood estimator of the stiffness and damping parameters after a
transformation, as well as some of estimators’ properties. This study is followed by the
analysis of the asymptotic covariance matrix. Simulations are also carried out in order to
illustrate the asymptotic behavior of the estimator.
Key-words: n-dimensional Ornstein-Uhlenbeck process, linear SDE, piece-wise linear sto-
chastic model, statistical inference for SDEs, parameters estimation for SDEs, ”change point”
hypothesis test for SDEs
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Cap´ıtulo 0
Introduc¸a˜o
O trabalho aqui apresentado tem como objetivo a investigac¸a˜o de estimadores de paraˆmetros
de equac¸o˜es diferenciais estoca´sticas que servem usualmente de modelo para o comporta-
mento de estruturas com comportamento dinaˆmico linear ou quasi linear, mais propriamente
linear por troc¸os, como e´ geralmente o caso das estruturas sujeitas a deteriorac¸a˜o. Para
ale´m da obtenc¸a˜o de estimadores pretende-se, naturalmente, estudar as propriedades desses
estimadores.
A pra´tica da engenharia conduz, em certas situac¸o˜es, a problemas que podem ser formulados
recorrendo a modelos de equac¸o˜es diferenciais estoca´sticas, como e´ o caso do estudo do
comportamento de estruturas sujeitas a ac¸o˜es aleato´rias (veja-se por exemplo, [27], [37],
[90]). Neste contexto apresenta-se pertinente a estimac¸a˜o de paraˆmetros nessas equac¸o˜es,
com particularidades que na˜o aparecem eventualmente noutras a´reas de aplicac¸a˜o, e que
requerem pesquisa de ı´ndole teo´rica. De facto, muitos sistemas mecaˆnicos e estruturais da
vida real respondem dinamicamente a cargas aleato´rias, que podem, por exemplo, ser cargas
ambientais (tais como a forc¸a do vento, as ondas, ou os terramotos) bem como operacionais
(devidas a tra´fego ou peo˜es). A t´ıtulo ilustrativo, podemos destacar vibrac¸o˜es em edif´ıcios
devido ao vento turbulento, vibrac¸o˜es em pontes devido ao tra´fego ou a ac¸a˜o de ondas na
superf´ıcie de navios, que conduzem a problemas de infereˆncia estat´ıstica. A necessidade de
compreender a resposta da estrutura e o aparecimento de problemas envolvendo os diferentes
comportamentos desta (monitorizac¸a˜o da estrutura) tanto podem surgir na fase da sua con-
cepc¸a˜o como depois da sua construc¸a˜o. Estas informac¸o˜es revelam-se particularmente u´teis
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para a avaliac¸a˜o de danos estruturais e falhas. Este e´, de facto, um tema proeminentemente
atual (ver por exemplo [12]). Algumas estruturas de engenharia que sa˜o monitorizadas sa˜o
representadas na figura seguinte (Figura 1):
Ponte Pedro e Inês, Coimbra Ponte do Infante, Porto
Viaduto de Millau, França Estádio de Braga
Figura 1: Exemplos de estruturas monitorizadas
A modelac¸a˜o de estruturas e´ muitas vezes realizada de acordo com princ´ıpios da mecaˆnica
estrutural, considerando-se que esse modelo tem paraˆmetros desconhecidos, que devem ser
estimados com base nas observac¸o˜es da resposta da estrutura quando sujeita a ac¸o˜es de
ı´ndole aleato´ria. Considerando uma estrutura cujo modelo tem um ou mais paraˆmetros
desconhecidos, e e´ comum haver va´rios paraˆmetros desconhecidos, o nosso objetivo e´, como
anteriormente referido, obter e investigar estimadores para esses paraˆmetros assim como as
suas propriedades.
Um modelo mecaˆnico estrutural elementar de dimensa˜o 2 sujeito a ac¸o˜es aleato´rias e´ descrito
por (cf. [27]):
m
··
x+ c
·
x+ kx = f (t) ,
onde x corresponde ao vetor dos deslocamentos, f(t) a` forc¸a externa aleato´ria, m a` massa, c
ao coeficiente de amortecimento e k ao coeficiente de rigidez, com k,m, c > 0. Considerando
3x1 como sendo o deslocamento da estrutura e x2 a velocidade do movimento, isto e´,
 x1 = xx2 = ·x
tem-se que: 

·
x1 = x2
m
·
x2 + cx2 + kx1 = f (t)
.
Assim, na forma de Itoˆ, o modelo mecaˆnico estrutural de dimensa˜o 2 sujeito a ac¸o˜es aleato´rias
e´ descrito do seguinte modo:
d

 X1,t
X2,t

 =

 0 1
− km − cm



 X1,t
X2,t

 dt+

 0 0
0 σ



 dW1,t
dW2,t

 ,
ou seja, temos o modelo linear estoca´stico de dimensa˜o 2:
dXt = AXtdt+B
1
2dWt, (1)
onde
A =

 0 1
− km − cm

 e B 12 =

 0 0
0 σ

 .
Os valores pro´prios da matriz A sa˜o complexos com parte real negativa e X0 e´ um vetor
de R2 que admitiremos como sendo conhecido. O paraˆmetro σ representa o desvio padra˜o
da perturbac¸a˜o aleato´ria a que a estrutura esta´ sujeita (σ > 0). Os processos {Wi,t}, com
i = 1, 2, correspondem a movimentos brownianos (processos de Wiener, fraciona´rios ou
outros) convenientemente descritos num espac¸o de probabilidade (Ω,F , {Ft}t, P ).
Uma extensa˜o natural do modelo (1) e´ o modelo linear estoca´stico de dimensa˜o 2n:
dXt = AXtdt+B
1
2dWt, (2)
onde
A =

 0 Id
−M−1K −M−1C

 e B 12 =

 0 0
0 Σ
1
2

 ,
Σ
1
2 , M , K e C sa˜o matrizes reais, quadradas de ordem n, sendo Σ uma matriz definida
positiva eM uma matriz invert´ıvel, dita matriz de massa na terminologia das estruturas. As
matrizes K e C sa˜o as matrizes de rigidez e amortecimento, respetivamente. Do ponto de
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vista das aplicac¸o˜es, o modelo em dimensa˜o 2n apresenta um maior interesse pra´tico, dada
a complexidade de estruturas que representa, contendo n no´s.
A utilizac¸a˜o do modelo (2) num outro aˆmbito de aplicac¸a˜o, o dos circuitos ele´tricos, pode ser
consultado em [2]. De facto, o modelo que surge em alguns problemas de circuitos ele´tricos
e´ matematicamente semelhante ao da mecaˆnica estrutural, embora tendo obviamente di-
ferente interpretac¸a˜o. Nesta dissertac¸a˜o, por questo˜es de clareza e simplicidade opta´mos
frequentemente por usar a terminologia da mecaˆnica estrutural (matrizes de massa, matrizes
de rigidez e matrizes de amortecimento) que nos e´ mais familiar do que a terminologia dos
circuitos ele´tricos.
O processo estoca´stico que resulta do modelo dinaˆmico estoca´stico linear com coeficientes
constantes (modelo (2)) e´ um processo de difusa˜o habitualmente designado na literatura
por processo de Ornstein-Uhlenbeck (cf [2], por exemplo) e foi objeto de investigac¸a˜o por
diversos autores, devido essencialmente a` sua capacidade para modelar feno´menos f´ısicos,
apesar da sua simplicidade. Trabalhos como [3], [4] e [5] analisam o problema de estimac¸a˜o
de paraˆmetros do processo de Ornstein-Uhlenbeck atrave´s da construc¸a˜o da func¸a˜o de
verosimilhanc¸a. Apesar destes autores se situarem em cena´rios que apresentam importantes
restric¸o˜es, revelam-se particularmente u´teis pelas metodologias que desenvolveram. De facto,
o me´todo de ma´xima verosimilhanc¸a tem sido sugerido na literatura para resolver este tipo
de problemas de estimac¸a˜o de paraˆmetros. Neste sentido, a revisa˜o da metodologia de
determinac¸a˜o da derivada de Radon-Nikodym para a construc¸a˜o da func¸a˜o de verosimilhanc¸a
assume particular importaˆncia na obtenc¸a˜o dos estimadores. Esta te´cnica de construc¸a˜o da
func¸a˜o de verosimilhanc¸a esta´ documentada por exemplo em [2], [10] e [67]. No entanto
somente em [2] e [67] e´ contemplado o caso da derivada de Radon-Nikodym num contexto
mais geral duma matriz de deriva degenerada, que corresponde ao caso que nos interessa
diretamente nesta tese (modelo (2)). Esta te´cnica permite, utilizando pseudo-inversas da
matriz B, construir os estimadores em contextos muito gerais. No entanto, no que se
refere a` deduc¸a˜o das propriedades dos estimadores os resultados teo´ricos apresentados em
[2] restringem-se ao caso na˜o degenerado. Ainda no que diz respeito a esta metodologia sa˜o
igualmente de salientar os trabalhos [25], [61], [63], [82] (onde a matriz B e´ considerada uma
matriz definida positiva) e o trabalho [47] (onde a matriz de difusa˜o e´ singular mas o modelo
em estudo na˜o e´ o modelo estoca´stico linear com coeficientes constantes que nos propomos
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Grande parte da literatura dedicada a` estimac¸a˜o de paraˆmetros de processos de difusa˜o
aborda apenas as difuso˜es unidimensionais (ver, por exemplo, [4] ou [19]). A investigac¸a˜o no
aˆmbito da estimac¸a˜o de paraˆmetros de processos de difusa˜o no caso multidimensional e das
propriedades dos estimadores e´ bastante mais recente. Neste contexto, podemos salientar os
resultados obtidos em [2], [9], [50] e [66] respeitantes a` estimac¸a˜o de paraˆmetros de processo
de difusa˜o no caso multidimensional e a`s propriedades dos estimadores obtidos.
E´ sabido que, no estudo do problema da estimac¸a˜o dos paraˆmetros A e B do modelo
(2), considerando observac¸o˜es em tempo cont´ınuo, a estimac¸a˜o da matriz B recorrendo a`
Fo´rmula de Itoˆ na˜o oferece dificuldade. Por conseguinte, apenas a estimac¸a˜o da matriz A
constitui um problema que merece investigac¸a˜o. O estudo da estimac¸a˜o da matriz B apenas
se torna interessante no caso em que as observac¸o˜es ocorrem em tempo discreto (veja-se por
exemplo [29]), o que na˜o corresponde ao nosso ponto de partida nesta tese. Outros trabalhos
publicados sobre a estimac¸a˜o de paraˆmetros em modelos em tempo cont´ınuo traduzidos por
equac¸o˜es diferenciais estoca´sticas, utilizam abordagens distintas, optando por discretiza´-los,
aproximando-os por processos em tempo discreto, ou seja, por se´ries temporais ([8]). Essa
discretizac¸a˜o pode ser feita pelos esquemas habituais, estoca´sticos, existentes na literatura
(ver por exemplo [59]).
Uma vez investigado o problema de estimac¸a˜o nos modelos lineares estamos em condic¸o˜es
de fazer uma incursa˜o pelos modelos quasi lineares, mais propriamente tratando modelos
lineares por troc¸os. Vamos investigar o problema de estimac¸a˜o da matriz de deriva, A,
do modelo (1), sujeito a observac¸o˜es em tempo discreto quando, apo´s um certo per´ıodo de
tempo, ocorre uma mudanc¸a de regime nesta matriz e por consequeˆncia na dinaˆmica do
processo. Referimos que, em engenharia, reveste-se de particular importaˆncia a identificac¸a˜o
de alterac¸o˜es no paraˆmetro de rigidez da matriz de deriva, em particular uma diminuic¸a˜o
do paraˆmetro de rigidez, o que representa a existeˆncia de um dano estrutural. Encontramos
exemplos de modelos com mudanc¸a de regime noutras a´reas como a matema´tica financeira
ou a biologia, considerando a possibilidade de ocorrerem va´rias mudanc¸as de regime no
intervalo de tempo considerado (ver [31] e [48]). No entanto, no caso da engenharia,
esta possibilidade de haver va´rias mudanc¸a de regime na˜o faz muito sentido, pois, uma
vez ocorrida a mudanc¸a de regime, a estrutura encontra-se danificada. Mais uma vez
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o me´todo da ma´xima verosimilhanc¸a e´ usado para estimar os paraˆmetros (de rigidez e
de amortecimento) que constituem a matriz de deriva A, antes e depois da mudanc¸a de
regime ocorrer. Usamos as probabilidades de transic¸a˜o condicionadas dos estados para
construir a func¸a˜o de verosimilhanc¸a. No entanto, devido a` complexidade da func¸a˜o de
verosimilhanc¸a o estimador de ma´xima verosimilhanc¸a dos paraˆmetros e´ obtido apenas por
otimizac¸a˜o nume´rica desta func¸a˜o. Por este motivo, opta´mos por abordar este problema
considerando, numa primeira etapa, as observac¸o˜es do processo em tempo cont´ınuo. A
func¸a˜o de verosimilhanc¸a e´ constru´ıda usando a derivada de Radon-Nikodym como no
caso do modelo linear, com as necessa´rias adaptac¸o˜es. Esta abordagem permite explicitar
o estimador de ma´xima verosimilhanc¸a dos paraˆmetros e obtem-se uma aproximac¸a˜o ao
estimador de ma´xima verosimilhanc¸a em tempo discreto discretizando este estimador. Uma
abordagem semelhante ja´ foi antes utilizada noutro contexto (ver [21] e [93]). Devido a`s
vantagens com que nos depara´mos ao comparar as duas abordagens tambe´m utiliza´mos esta
u´ltima abordagem quando considera´mos que o instante em que ocorre a mudanc¸a de regime
e´ desconhecido e mostramos como aplicar o me´todo da ma´xima verosimilhanc¸a neste caso,
pois o instante de mudanc¸a de regime passa a ser um dos paraˆmetros a estimar.
Em modelos em que ha´ suspeita de ocorreˆncia de mudanc¸a de regime, o estudo da estimac¸a˜o
dos paraˆmetros destes modelos deve ser precedido da realizac¸a˜o de um teste de hipo´teses
para detec¸a˜o da mudanc¸a de regime e, por este motivo, o problema de realizac¸a˜o do re-
ferido teste de hipo´teses e´ abordado nesta dissertac¸a˜o. Podemos ver em [11], [28] e [61]
uma revisa˜o e actualizac¸a˜o dos resultados existentes relativos a testes de hipo´teses do tipo
”change point”. No entanto, estamos particularmente interessados na te´cnica usada em
[32] para a construc¸a˜o de um teste de hipo´teses para a detec¸a˜o de mudanc¸a de regime em
modelos autoregressivos em tempo discreto e na adaptac¸a˜o que foi feita desta te´cnica em
[34] a modelos observados em tempo cont´ınuo mas com EDEs revers´ıveis para uma me´dia
perio´dica. O conteu´do dessas obras inspira a abordagem que adota´mos no nosso problema
em concreto, pois, conforme referimos, uma abordagem em tempo cont´ınuo envolvendo uma
discretizac¸a˜o mais tardia do procedimento e´ pass´ıvel de fornecer bons resultados, permitindo
uma noto´ria reduc¸a˜o do esforc¸o computacional. Sendo assim, vamos seguir a mesma ideia
na construc¸a˜o de um teste de hipo´teses para a ocorreˆncia de mudanc¸a de regime, mantendo
o problema inicialmente como se se baseasse em observac¸o˜es em tempo cont´ınuo para obter
a estat´ıstica de teste e so´ depois entramos na fase de discretizac¸a˜o. A estat´ıstica de teste
7e´ obtida atrave´s da raza˜o das verosimilhanc¸as e prova-se que o supremo da estat´ıstica de
teste converge em distribuic¸a˜o para uma ponte browniana bidimensional. Alguns autores,
como por exemplo [34], sa˜o de opinia˜o que a obtenc¸a˜o da convergeˆncia da estat´ıstica de
teste para a distribuic¸a˜o de uma ponte browniana bidimensional e´ insuficiente para a sua
utilizac¸a˜o em termos pra´ticos, porque consideram ser necessa´rio, nesse caso, simular a
referida ponte browniana para determinar os valores cr´ıticos do teste. No entanto, na˜o
partilhamos dessa opinia˜o. Encontramos diversos autores (ver [40], [45], [46] e [51], por
exemplo) que se dedicaram a estudar me´todos nume´ricos para o ca´lculo da distribuic¸a˜o
das pontes brownianas e construiram tabelas para a referida distribuic¸a˜o suficientemente
precisas para nos permitirem aplicar o teste. Apresentamos um exemplo de aplicac¸a˜o do
teste de hipo´teses referido acima e ilustramos o procedimento a ser seguido num estudo com
base em simulac¸o˜es.
Por u´ltimo tratamos o problema de estimac¸a˜o da matriz de deriva, A, do modelo (1)
com base em observac¸o˜es de {Xt} em tempo cont´ınuo, num intervalo [0, T ], agora com o
processo de Wiener {Wt} substitu´ıdo por um movimento browniano fraciona´rio (MBF) de
dimensa˜o 2, WHt =

 WH1,t
WH2,t

, onde {WH1,t} e {WH2,t} sa˜o movimentos brownianos fraciona´rios
indepedentes com o mesmo paraˆmetro de Hurst, H, com H ∈ (1/2, 1). Este modelo
que consideramos estende o modelo (1) bidimensional. Modelos em que interveˆm ru´ıdos
fraciona´rios ainda na˜o sa˜o muito usados em engenharia. No entanto, muitos problemas,
em engenharia, fazem intervir processos com memo´ria, e, por este motivo, o estudo do
problema de estimac¸a˜o dos paraˆmetros de modelos lineares perturbados por movimentos
brownianos fraciona´rios (MBF) tem potencial de aplicac¸a˜o em diversas a´reas da engenharia
(ver [14], [39] e [70]). Para este novo modelo na˜o e´ poss´ıvel aplicar diretamente as te´cnicas
de infereˆncia estat´ıstica a que recorremos no modelo (1), visto que movimentos brownianos
fraciona´rios na˜o sa˜o martingalas. Por este mesmo motivo, a teoria cla´ssica da integrac¸a˜o
estoca´stica na˜o pode ser aplicada, pelo menos diretamente, sendo esta a principal dificuldade
em lidar com este modelo. No entanto, vamos conseguir aplicar o me´todo da ma´xima
verosimilhanc¸a para obter o EMV do paraˆmetro de rigidez e do paraˆmetro de amortecimento
que constituem a matriz de deriva, A. De facto, vamos mostrar que uma transformac¸a˜o
adequada deste modelo, recorrendo a` chamada martingala fundamental introduzida em [79],
permite usar o Teorema de Girsanov usual para construir a derivada de Radon-Nikodym.
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Por consequeˆncia conseguimos obter a expressa˜o da func¸a˜o de verosimilhanc¸a associada ao
problema de estimac¸a˜o de paraˆmetros. Vamos seguir o percurso sugerido nos trabalhos [54],
[58] e [79] na resoluc¸a˜o do problema de estimac¸a˜o dos paraˆmetros do modelo.
No trabalho que seguidamente se apresenta decidimos, por opc¸a˜o, na˜o apresentar um cap´ıtulo
de resultados teo´ricos gerais, ja´ conhecidos e necessa´rios para o trabalho desenvolvido.
Limitar-nos-emos a relembrar que, para ser poss´ıvel atingir os objetivos centrais desta
dissertac¸a˜o, sa˜o particularmente importantes a teoria das equac¸o˜es diferenciais estoca´sticas,
as propriedades dos processos estoca´sticos envolvidos nos modelos em estudo (vejam-se os
resultados apresentados em [7], [49], [86]), bem como a teoria da infereˆncia estat´ıstica para
processos estoca´sticos aplicada na pesquisa dos estimadores dos paraˆmetros das equac¸o˜es
diferenciais estoca´sticas ([10], [61], [67], [82]). Nas teorias referidas anteriormente revelam-se
fundamentais alguns resultados da teoria de martingalas a utilizar no ca´lculo estoca´stico e
alguns procedimentos gene´ricos e te´cnicas de estimac¸a˜o de paraˆmetros de equac¸o˜es diferen-
ciais estoca´sticas. No que respeita a` estacionaridade e ergodicidade dos processos de difusa˜o,
sa˜o particularmente u´teis os resultados apresentados em [7], [49] e [82].
Nesta linha de pensamento, esta dissertac¸a˜o esta´ dividida em treˆs partes e um cap´ıtulo final
de concluso˜es. A Parte I e´ composta por dois cap´ıtulos (Cap´ıtulos 1 e 2) e e´ dedicada ao
problema de estimac¸a˜o da matriz de deriva A do modelo (2) considerando as observac¸o˜es
em tempo cont´ınuo. Obtemos o EMV da matriz de deriva A e conseguimos demonstrar a
propriedade LAN do EMV (Cap´ıtulo 1), o que representa um contributo original, uma vez
que a literatura existente impunha restric¸o˜es a` matriz de difusa˜o, B, mas tambe´m pela te´cnica
utilizada na sua demonstrac¸a˜o com recurso a Transformadas de Laplace. O resultado teo´rico
obtido e´ reforc¸ado com o estudo com base em simulac¸o˜es que e´ realizado. Exploramos em que
casos e´ poss´ıvel explicitar a matriz de Informac¸a˜o de Fisher e mostramos que, se os blocos
inferiores da matriz de deriva A do modelo (2) (isto e´, as matrizesM−1K eM−1C, ondeM ,
K e C representando, respetivamente, as matrizes de massa, rigidez e amortecimento da EDE
que traduz o modelo mecaˆnico) e a matriz Σ verificarem a propriedade de comutatividade
da multiplicac¸a˜o, enta˜o uma expressa˜o expl´ıcita da matriz de covariaˆncia do EMV pode ser
deduzida facilmente. Tambe´m abordamos a questa˜o da estimac¸a˜o da matriz de deriva, A,
do modelo (2), em casos em que este modelo apresenta certas particularidades (Cap´ıtulo 2),
como por exemplo, as matrizes A e B
1
2 serem sime´tricas e/ou diagonais, particularidades
9estas que levam a diferenc¸as noto´rias no problema de estimac¸a˜o. No caso em que as matrizes
A e B
1
2 do modelo (2) sa˜o diagonais conseguimos demonstrar a propriedade LAN do EMV.
No caso em que a matrizK e´ diagonal e a matriz C e´ sime´trica, no modelo (2) em dimensa˜o 4,
obtemos o EMV deK e C e realizamos um estudo com base em simulac¸o˜es numa tentativa de
analisar o seu comportamento assinto´tico, mas na˜o estabelecemos teoricamente a propriedade
LAN do estimador.
A Parte II e´ composta por dois cap´ıtulos (Cap´ıtulos 3 e 4) e e´ dedicada ao problema de
estimac¸a˜o da matriz de deriva, A, do modelo (1), sujeito a observac¸o˜es em tempo discreto,
quando ocorre uma mudanc¸a de regime nesta matriz e, por consequeˆncia, na dinaˆmica do
processo. Assumimos que, num dado instante (que pode ser conhecido ou desconhecido), o
modelo passa de um regime para o outro. Esta mudanc¸a ocorre na matriz de deriva que
caracteriza o modelo, conforme se especifica a seguir: o modelo e´ representado pela equac¸a˜o
diferencial estoca´stica (1), onde {Wt} e´ um processo de Wiener bidimensional e At e B 12 sa˜o
matrizes quadradas 2× 2; a matriz de deriva At e a matriz de difusa˜o B sa˜o as matrizes
At =

 0 1
−ktm − cm

 e B =

 0 0
0 σ2

 , (3)
onde kt e´ o coeficiente de rigidez, c > 0 e´ o coeficiente de amortecimento do modelo e
σ > 0 e´ o desvio-padra˜o da pertubac¸a˜o; a mudanc¸a de regime ocorre quando, num dado
instante (que pode ser conhecido ou desconhecido), o coeficiente de rigidez kt passa de
um determinado valor k1 para outro valor k2, sendo k1, k2 > 0. A EDE (1) – (3) modela
o movimento vibrato´rio de estruturas sujeitas a ac¸o˜es aleato´rias em que ha´ mudanc¸a de
regime do comportamento dinaˆmico da estrutura. Em particular, descreve o cena´rio de uma
estrutura que sofreu uma diminuic¸a˜o de rigidez apo´s um determinado per´ıodo de tempo
de utilizac¸a˜o. Considerando as observac¸o˜es em tempo discreto, descrevemos como obter
estimativas de ma´xima verosimilhanc¸a dos paraˆmetros k1, k2 e c do modelo estoca´stico, antes
e depois da mudanc¸a de regime. No caso em que a mudanc¸a de regime ocorre num instante
desconhecido, este tambe´m passa a ser um dos paraˆmetros a estimar. Neste caso, para
ale´m de estabelecermos procedimentos para obter as estimativas de ma´xima verosimilhanc¸a
dos paraˆmetros k1, k2, c, obtemos ainda as estimativas do instante de mudanc¸a de regime.
Para as situac¸o˜es em que se desconhece se efetivamente ocorreu uma mudanc¸a de regime no
modelo em estudo, construimos um teste de hipo´teses para a detec¸a˜o de mudanc¸a de regime.
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Para isso obtemos uma representac¸a˜o expl´ıcita da estat´ıstica de teste e a sua distribuic¸a˜o
assinto´tica. Apresentamos, na dissertac¸a˜o, um estudo com base em simulac¸o˜es para ilustrar
o procedimento de teste e analisamos os resultados obtidos. O nosso contributo mais
importante nesta Parte II reside na abordagem original realizada ao problema de estimac¸a˜o
que permitiu obter o EMV dos paraˆmetros desconhecidos e uma sua aproximac¸a˜o com boa
precisa˜o e custos computacionais na˜o muito elevados, bem como, na abordagem seguida na
construc¸a˜o do teste de hipo´teses, que permitiu adaptar um teste algo semelhante existente
na literatura para modelos em dimensa˜o 1 (ver [34]), sendo de salientar que o modelo em
estudo nesta tese e´ um modelo estoca´stico de dimensa˜o 2 com 4 paraˆmetros desconhecidos.
A Parte III e´ composta por apenas um cap´ıtulo (Cap´ıtulo 5) e e´ dedicada ao problema da
estimac¸a˜o da matriz A, matriz de deriva, do modelo (1) considerando as observac¸o˜es em
tempo cont´ınuo, mas agora com o processo de Wiener {Wt} substitu´ıdo por um movimento
browniano fraciona´rio (MBF) de dimensa˜o 2 com componentes independentes. O modelo
que consideramos nesta Parte III estende o modelo de dimensa˜o 2 apresentado na Parte I
desta dissertac¸a˜o. A forma que adota´mos para tratar o problema de estimac¸a˜o em modelos
lineares perturbados por MBF passa por realizar uma transformac¸a˜o do movimento brow-
niano fraciona´rio, visto que movimentos brownianos fraciona´rios na˜o sa˜o martingalas. A
referida transformac¸a˜o permite obter um modelo equivalente em termos estat´ısticos sobre o
qual e´ aplica´vel o ca´lculo estoca´stico de Itoˆ. Conseguimos explicitar a nova func¸a˜o de log-
verosimilhanc¸a e obter o EMV depois de descrito o modelo transformado. Para ale´m disso,
mostramos a centricidade do estimador. Tambe´m obtemos uma representac¸a˜o da matriz
de covariaˆncia do processo transformado que mostramos depender de func¸o˜es de Bessel
matriciais do tipo 1, suscet´ıvel de ser usada no futuro na determinac¸a˜o da Transformada
de Laplace constru´ıda com base nas observac¸o˜es do processo para, a` semelhanc¸a do Cap´ıtulo
1, conseguir estabelecer a propriedade LAN. Implementa´mos o EMV em R e realiza´mos
um estudo com base em simulac¸o˜es com o objetivo de analisar o seu comportamento em
func¸a˜o do tempo e do paraˆmetro de Hurst. Constata´mos fazer sentido que o EMV verifique
a propriedade LAN no exemplo de aplicac¸a˜o estudado e, portanto, fazer sentido a conjetura
da propriedade LAN ser extensiva aos modelos lineares da forma (2) com ru´ıdos modelados
por MBF. Este Cap´ıtulo 5 e´ um contributo original para a investigac¸a˜o do problema da
estimac¸a˜o de paraˆmetros em modelos lineares estoca´sticos multidimensionais com movimento
browniano fraciona´rio, observados em tempo cont´ınuo, e representa o ponto de partida do
11
trabalho futuro resultante desta tese.
E´ importante salientar que o trabalho computacional de programac¸a˜o e de simulac¸o˜es sub-
jacente a`s investigac¸o˜es desenvolvidas foi realizado pelos intervenientes nesta dissertac¸a˜o. O
software utilizado corresponde ao programa R em simultaˆneo com o projeto ”yuima”desenvol-
vido para infereˆncia e simulac¸a˜o de equac¸o˜es diferenciais estoca´sticas.
A dissertac¸a˜o termina com um cap´ıtulo (Cap´ıtulo 6) contendo as principais concluso˜es e os
comenta´rios finais sugeridos pelo trabalho que realiza´mos indicando novas perspetivas de
ana´lise.
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Parte I
Modelos estoca´sticos com
comportamento dinaˆmico linear
13

15
A Parte I desta tese de Doutoramento e´ constitu´ıda pelos Cap´ıtulos 1 e 2.
No Cap´ıtulo 1 vamos abordar o problema da estimac¸a˜o da matriz de deriva, A, de um
processo de Ornstein-Uhlenbeck (OU) de dimensa˜o 2n definido pela equac¸a˜o diferencial
estoca´stica
dXt = AXtdt+B
1
2dWt, (4)
onde {Wt} e´ um processo de Wiener 2n-dimensional e A e B 12 sa˜o matrizes quadradas de
ordem 2n, sendo B = B
1
2B
1
2
∗
uma matriz singular e A uma matriz com todos os valores
pro´prios complexos de parte real negativa com uma determinada forma que especificaremos
mais tarde. Os grandes objetivos deste cap´ıtulo sa˜o a obtenc¸a˜o do estimador de ma´xima
verosimilhanc¸a (EMV) e a obtenc¸a˜o da propriedade da distribuic¸a˜o assinto´tica normal (LAN)
do EMV que, devido a` singularidade da matriz de difusa˜o, B, apresenta dificuldades que
ainda na˜o se encontram resolvidas na literatura. A demonstrac¸a˜o original da propriedade
LAN do EMV e´ realizada utilizando te´cnicas da Transformada de Laplace como em [23],
constituindo o Teorema o principal resultado teo´rico deste cap´ıtulo.
No Cap´ıtulo 2 tambe´m e´ abordada a questa˜o da estimac¸a˜o da matriz de deriva, A, do modelo
(4), mas em casos em que este modelo apresenta certas particularidades, como por exemplo,
as matrizes A e B
1
2 serem sime´tricas e/ou diagonais, particularidades estas que levam a
diferenc¸as noto´rias no problema de estimac¸a˜o. Por este motivo esse estudo e´ apresentado
num cap´ıtulo distinto.
O Cap´ıtulo 1 desta dissertac¸a˜o teve a imprescind´ıvel colaborac¸a˜o da Professora Doutora
Marina Kleptsyna do Laboratoire Manceau de Mathe´matiques, Universite´ du Maine, France,
a quem agradecemos o valioso contributo na te´cnica com recurso a Transformadas de Laplace
utilizada na demonstrac¸a˜o da propriedade LAN do EMV.
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Cap´ıtulo 1
Modelo linear estoca´stico
1.1 Introduc¸a˜o
Muitos sistemas mecaˆnicos e estruturais sa˜o sujeitos a ac¸o˜es externas de cara´ter aleato´rio.
A incerteza que recai sobre o comportamento destes sistemas tem, por um lado, de ter em
conta com respostas dinaˆmicas a ac¸o˜es de cara´ter aleato´rio e, por outro, tem de ter em conta
com a incerteza nos valores de paraˆmetros do sistema como a massa, a rigidez, etc. Sistemas
com as caracter´ısticas descritas podem ser modelados por equac¸o˜es diferenciais estoca´sticas,
embora essa na˜o seja a forma habitualmente encontrada na literatura como ponto de partida
para tratar os problemas decorrentes da investigac¸a˜o do comportamento destas estruturas
e da pra´tica da engenharia a elas ligada. Nesse contexto surgem problemas de estimac¸a˜o
de paraˆmetros de equac¸o˜es diferenciais estoca´sticas (ver [68] e [80]). Tambe´m se incluem
nesta classe de modelos estoca´sticos circuitos ele´tricos e sistemas de gerac¸a˜o de energia,
nomeadamente de energia eo´lica. O processo de Ornstein-Uhlenbeck (OU) de dimensa˜o 2n
aparece em engenharia como sendo o modelo de base para sistemas mecaˆnicos ou ele´tricos
sujeitos a vibrac¸o˜es aleato´rias, revestindo-se assim de particular importaˆncia a estimac¸a˜o
estat´ıstica dos seus paraˆmetros (ver [81]). Trata-se de um processo estoca´stico que satisfaz
a equac¸a˜o diferencial estoca´stica
dXt = AXtdt+B
1
2dWt, (1.1)
onde {Wt} e´ um processo de Wiener 2n-dimensional e A e B 12 sa˜o matrizes quadradas de
ordem 2n tal que B
1
2B
1
2
∗
= B e´ semi definida positiva. Este trabalho tem por objetivo o
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estudo do problema da estimac¸a˜o estat´ıstica do paraˆmetro A, matriz de deriva, do modelo
(1.1) admitindo que o processo {Xt} e´ observado em tempo cont´ınuo. Em tempo cont´ınuo,
facilmente se verifica, recorrendo a` Fo´rmula de Itoˆ, que a estimac¸a˜o da matriz de difusa˜o, B,
na˜o oferece dificuldade. Por esta raza˜o, apenas a estimac¸a˜o da matriz de deriva A constitui
um problema que tem merecido a atenc¸a˜o dos investigadores. Uma revisa˜o da literatura
incidindo sobre resultados obtidos no problema de estimac¸a˜o da matriz A e, em especial, das
condic¸o˜es impostas para a obtenc¸a˜o do estimador de ma´xima verosimilhanc¸a e a verificac¸a˜o
das suas propriedades, mostra que o caso particular em que se tem
A =

 0 Id
−M−1K −M−1C

 e B 12 =

 0 0
0 Σ
1
2

 , (1.2)
na˜o fica coberto pela grande parte dos resultados teo´ricos conhecidos (ver por exemplo [2]).
No entanto a equac¸a˜o (1.1) – (1.2) serve de modelo por exemplo para o movimento vibrato´rio
de estruturas sujeitas a ac¸o˜es aleato´rias como ja´ tivemos ocasia˜o de explicitar anteriormente,
levando a que o modelo (1.1) nestas condic¸o˜es se revista de interesse pra´tico. A principal
dificuldade do problema de estimac¸a˜o reside no facto de a matriz de difusa˜o B ser uma
matriz singular, uma vez que a teoria que podemos considerar cla´ssica neste tema (cf. [2],
[3], [4], [5], [10], [82] e [83]) requer precisamente que a matriz B seja na˜o singular. O modelo
geral multidimensional OU e o problema de estimac¸a˜o dos seus paraˆmetros sa˜o estudados
em detalhe em [2] e [82]. Os resultados que foram obtidos nestes dois trabalhos, para o
estimador de ma´xima verosimilhanc¸a (EMV) da matriz de deriva, exigem a invertibilidade
da matriz de difusa˜o, como e´ o caso do Teorema sobre a distribuic¸a˜o assinto´tica normal do
EMV. O EMV da matriz de deriva para o modelo geral multidimensional OU sem a restric¸a˜o
da invertibilidade da matriz de difusa˜o foi proposto e explorado em [60]. Nesse artigo
sa˜o investigadas propriedades da Transformada de Laplace do EMV e os seus momentos.
Propriedades como centricidade e consisteˆncia do EMV constituem resultados conhecidos da
literatura (veja-se [9] e [65]), uma vez que em [9] foram estudados em detalhe para o caso
multidimensional considerando todas as possibilidades para os valores pro´prios da matriz de
deriva e em [65] este estudo foi realizado para o modelo de dimensa˜o 2. No que respeita
a` propriedade da distribuic¸a˜o assinto´tica normal do EMV, a investigac¸a˜o na˜o se encontra
conclu´ıda desde os trabalhos de [2], [61] e [82], onde se exige simultaˆneamente condic¸o˜es de
regularidade e convergeˆncia do processo {Xt} em estudo ou a ergodicidade do processo. No
caso do processo ser ergo´dico, o EMV e´ assintoticamente normal com taxa de convergeˆncia
1.1. INTRODUC¸A˜O 19
√
T (ver [66]). Recentemente, em [65], ficou provada a consisteˆncia forte do EMV e em [66]
ficou estabelecida a propriedade LAN/LAMN do EMV assim como a taxa de convergeˆncia do
estimador, quer no caso em que o processo {Xt} e´ ergo´dico, quer no caso em que o processo
{Xt} na˜o e´ ergo´dico, para uma classe de EDEs de dimensa˜o 2 com coeficientes constantes
englobando os processos OU. No entanto, para problemas com modelos de dimensa˜o superior,
o problema de estimac¸a˜o continua em aberto e por essa raza˜o e´ tratado na Parte I desta tese.
Como referido antes, na Parte I desta tese estudamos as propriedades assinto´ticas do EMV
para os paraˆmetros da matriz de deriva de um processo OU de dimensa˜o 2n para o qual a
matriz de difusa˜o e´ singular. Podemos portanto considerar que este problema corresponde
a uma extensa˜o do problema exposto em [66] para dimensa˜o superior, no caso ergo´dico.
Este problema esta´ tambe´m relacionado com uma parte do artigo [20], em que e´ estudada
a estimac¸a˜o de paraˆmetros em modelos CAR(p) e e´ provada a propriedade LAN do EMV
dos paraˆmetros do modelo. O problema que e´ abordado nesse artigo e´ coincidente com o
investigado nesta dissertac¸a˜o apenas no caso do modelo de dimensa˜o 2. Apresentamos nesta
tese uma demonstrac¸a˜o alternativa para a propriedade LAN, aplicando o resultado obtido
em [43][Teorema I.10.1] para analisar as propriedades assinto´ticas do EMV que permite
explicitar os paraˆmetros assinto´ticos. A prova que apresentamos da propriedade LAN do
EMV e´ baseada na Transformada de Laplace de uma martingala, MT , que constru´ımos a
partir das observac¸o˜es do processo como sugerido em [23] e na capacidade de representar a
diferenc¸a entre o EMV e o verdadeiro valor do paraˆmetro como uma transformac¸a˜o linear
dum processo da forma θˆT−θ =< MT >−1 ·MT . Como corola´rio, conclu´ımos que a matriz de
covariaˆncia assinto´tica do estimador dos paraˆmetros do oscilador harmo´nico estoca´stico linear
com n graus de liberdade e´ diagonal por blocos se as perturbac¸o˜es ao qual esta´ sujeito sa˜o
processos independentes. Mais ainda, e´ poss´ıvel escrever a matriz de covariaˆncia assinto´tica
explicitamente nos casos em que esta verifica uma propriedade comutativa da multiplicac¸a˜o
de matrizes. Apresentamos um estudo com base em simulac¸o˜es para ilustrar a propriedade
assinto´tica do estimador. Os resultados computacionais que obtemos sa˜o ilustrativos dos
resultados teo´ricos que deduzimos.
O cap´ıtulo esta´ organizado da seguinte maneira. Na secc¸a˜o seguinte (Secc¸a˜o 1.2), descre-
vemos o problema de estimac¸a˜o. Na Secc¸a˜o 1.3 apresentamos o EMV. Na Secc¸a˜o 1.4 a
propriedade LAN e´ demonstrada com recurso a te´cnicas da Transformada de Laplace, sendo
este o principal resultado teo´rico deste cap´ıtulo. Na Secc¸a˜o 1.5 exploramos casos em que
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e´ poss´ıvel explicitar a matriz de Informac¸a˜o de Fisher. Na u´ltima secc¸a˜o deste Cap´ıtulo
(Secc¸a˜o 1.6) realizamos um estudo com base em simulac¸o˜es para reforc¸ar os resultados
teo´ricos obtidos e colher alguns detalhes.
1.2 Descric¸a˜o do problema
Seja (Ω,F , {Ft}t, P ), um espac¸o de probabilidade filtrado. Consideremos a EDE
dXt = AXtdt+B
1
2dWt , (1.3)
onde {Xt} representa um processo em R2n e {Wt} e´ um processo de Wiener com valores em
R
2n. As matrizes A e B
1
2 sa˜o definidas por:
A =

 0 Id
−M−1K −M−1C

 e B 12 =

 0 0
0 Σ
1
2

 , (1.4)
sendo Σ uma matriz real definida positiva de dimensa˜o n × n. As matrizes M , K e C sa˜o
matrizes reais de dimensa˜o n × n, sendo a matriz M invert´ıvel. Supomos que os valores
pro´prios da matriz A sa˜o complexos com parte real negativa sendo os processos {Wi,t}, com
i = 1, ..., 2n processos de Wiener independentes no espac¸o de probabilidade (Ω,F , P ).
Consideremos ainda a condic¸a˜o inicial X0 = x0, com x0 um vetor conhecido em R
2n.
Assumimos que a matriz M e´ conhecida e as matrizes K e C desconhecidas. Admite-se
que o processo {Xt} e´ observado no intervalo [0, T ] , sem perda de generalidade.
Consideramos portanto o problema de estimar as matrizes K e C do modelo (1.3) – (1.4), o
mesmo e´ dizer que o nosso problema consiste em estimar a matriz de deriva, A, no instante
T , o que e´ equivalente a estimar o vetor coluna θ = (θi) ∈ Rn(2n)×1, que representa a
concatenac¸a˜o das n linhas inferiores da matriz A, linha por linha, com base nas observac¸o˜es
do processo {Xt}, em tempo cont´ınuo, no intervalo [0, T ].
No que respeita a` estimac¸a˜o da matriz Σ, como referido na introduc¸a˜o, em tempo cont´ınuo,
uma estimativa pode ser calculada em qualquer intervalo de tempo finito com probabilidade
um. Por este motivo, sem perda de generalidade, consideramos a matriz Σ conhecida, nesta
tese.
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Note-se que, de facto, podemos escolher como representac¸a˜o alternativa do processo {Xt} a
equac¸a˜o
dXt = AXtdt+

 0
Σ
1
2

 dWt ,
em que {Wt} e´ um processo de Wiener com valores em Rn. No entanto, preferimos a
representac¸a˜o (1.3) – (1.4), de modo a evidenciar a singularidade da matriz B e da´ı a exclusa˜o
deste modelo da teoria geral.
1.3 Estimador de ma´xima verosimilhanc¸a
O EMV de A ou de θ, como preferirmos, obte´m-se, como e´ natural, maximizando a func¸a˜o
de log-verosimilhanc¸a, que e´, no caso das EDEs, constru´ıda a` custa da derivada de Radon-
Nikodym da medida gerada pelo processo {Xt} com respeito a` medida de Wiener (cf. [10]
refereˆncia a esta teoria geral).
Por uma questa˜o de simplicidade e de clareza na exposic¸a˜o vamos comec¸ar por apresentar o
EMV para o modelo de dimensa˜o 2, o que corresponde a ter o caso n = 1.
1.3.1 O caso n = 1
Neste caso, o modelo (1.3) tem como matriz de deriva e matriz de difusa˜o, respetivamente,
as seguintes matrizes:
A =

 0 1
− k
m
− c
m

 (1.5)
e
B
1
2 =

 0 0
0 σ

 . (1.6)
Na terminologia da mecaˆnica das vibrac¸o˜es e da dinaˆmica estrutural, m representa a massa
(m > 0), k o coeficiente de rigidez (k > 0) , c o coeficiente de amortecimento (c > 0) e σ o
desvio padra˜o da perturbac¸a˜o (σ > 0).
A func¸a˜o de verosimilhanc¸a e´ constru´ıda usando a derivada de Radon-Nikodym dPXdPW (ver
[10]), sendo o EMV de θ obtido por maximizac¸a˜o da func¸a˜o de log-verosimilhanc¸a. Por
outras palavras, a derivada de Radon-Nikodym e´ usada para obter os estimadores de ma´xima
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verosimilhanc¸a dos coeficientes de rigidez e amortecimento da equac¸a˜o diferencial estoca´stica
(1.3) em dimensa˜o 2, com A e B
1
2 definidas em (1.5) e (1.6). Ora, essa derivada faz intervir
a inversa da matriz B = B
1
2B
1
2
∗ =

 0 0
0 σ2

 . Devido a` particularidade de B ser uma
matriz degenerada, sera´ usada uma pseudo-inversa de B, mais especificamente, a inversa
generalizada de Moore-Penrose que tem a importante propriedade de ser u´nica. O mesmo e´
dizer que, a pseudo-inversa da matriz B e´ a matriz B+ =

 0 0
0
1
σ2

 (ver [89], Teorema 5.6).
A derivada de Radon-Nikodym da medida gerada pelo processo {Xt}, soluc¸a˜o da equac¸a˜o
diferencial estoca´stica (1.3) em dimensa˜o 2 com A e B
1
2 definidas por (1.5) e (1.6) com
respeito a` medida de Wiener e´ dada por (ver [2], Teorema 2):
dPX
dPW
(Xt) = exp

tr

B+A
T∫
0
XtdX
∗
t −
1
2
A∗B+A
T∫
0
XtX
∗
t dt



 . (1.7)
A proposic¸a˜o seguinte estabelece a expressa˜o do EMV, que daqui se deduz.
Proposic¸a˜o 1.3.1 O estimador de ma´xima verosimilhanc¸a para θ =

 − km
− cm

 e´
θˆT =


−
∧
k
m
−
∧
c
m

 =

 T∫
0
XtX
∗
t dt


−1 T∫
0
XtdX2,t .
Demonstrac¸a˜o
Atendendo a` expressa˜o (1.7), a func¸a˜o de log-verosimilhanc¸a L(k, c) = ln
dPX
dPW
(Xt) e´ dada
por:
L(k, c) = − k
mσ2
T∫
0
X1,tdX2,t − c
mσ2
T∫
0
X2,tdX2,t
− 1
2m2σ2

k2
T∫
0
X21,tdt+ 2ck
T∫
0
X1,tX2,tdt+ c
2
T∫
0
X22,tdt

 .
Determinar o estimador de ma´xima verosimilhanc¸a de θ equivale, como e´ bem conhecido, a
resolver o sistema: 

∂L
∂k
= 0
∂L
∂c
= 0
.
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Neste caso, trata-se do sistema:

− 1
mσ2
T∫
0
X1,tdX2,t − k
m2σ2
T∫
0
X21,tdt−
c
m2σ2
T∫
0
X1,tX2,tdt = 0
− 1
mσ2
T∫
0
X2,tdX2,t − k
m2σ2
T∫
0
X1,tX2,tdt− c
m2σ2
T∫
0
X22,tdt = 0
⇐⇒


m
T∫
0
X1,tdX2,t + k
T∫
0
X21,tdt+ c
T∫
0
X1,tX2,tdt = 0
m
T∫
0
X2,tdX2,t + k
T∫
0
X1,tX2,tdt+ c
T∫
0
X22,tdt = 0
.
Na forma matricial, podemos escrever

T∫
0
X21,tdt
T∫
0
X1,tX2,tdt
T∫
0
X1,tX2,tdt
T∫
0
X22,tdt




k
m
c
m

+


T∫
0
X1,tdX2,t
T∫
0
X2,tdX2,t


=

 0
0

 .
Obte´m-se o estimador de ma´xima verosimilhanc¸a:


−
∧
k
m
−
∧
c
m

 =


T∫
0
X21,tdt
T∫
0
X1,tX2,tdt
T∫
0
X1,tX2,tdt
T∫
0
X22,tdt


−1 

T∫
0
X1,tdX2,t
T∫
0
X2,tdX2,t


=

 T∫
0
XtX
∗
t dt


−1 T∫
0
XtdX2,t
o que conclui a demonstrac¸a˜o. 
Apo´s esta breve exposic¸a˜o respeitante ao modelo (1.3) – (1.4) em dimensa˜o 2, poderemos
mais facilmente compreender o estudo deste modelo em dimensa˜o 2n. Comec¸aremos pela
deduc¸a˜o do EMV de θ e o principal objetivo sera´ a demonstrac¸a˜o da propriedade LAN para
o EMV.
1.3.2 O caso n ≥ 2
Como referido, o EMV associado ao modelo (1.3) – (1.4) pode ser obtido, como usualmente,
por maximizac¸a˜o da func¸a˜o de log-verosimilhanc¸a, a que chamaremos L(θ) (ver [10]), onde
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L(θ) = ln
dPX
dPW
(Xt). Tem-se enta˜o:
L(θ) = tr

B+A
T∫
0
XtdX
∗
t −
1
2
A∗B+A
T∫
0
XtX
∗
t dt

 .
Repetindo um racioc´ınio ana´logo ao realizado na Proposic¸a˜o 1.3.1, obtemos o EMV associado
ao modelo (1.3) – (1.4) resolvendo o sistema:


∂L
∂k1
= 0
...
∂L
∂kn
= 0
∂L
∂c1
= 0
...
∂L
∂cn
= 0
.
Como alternativa, para evitar todos os ca´lculos que da´ı adveˆm, podemos aplicar o resultado
obtido em [60] ao modelo (1.3) – (1.4) e obtemos o EMV de A dado por:
Aˆ =

 0 Id
Aˆn:2n

 ,
com
Aˆn:2n =
(∫ T
0
Xtd(Xn+1,tXn+2,t · · · X2n,t)
)∗
·
(∫ T
0
XtX
∗
t dt
)−1
,
onde An:2n representa a submatriz das n u´ltimas linhas de A contendo os paraˆmetros
desconhecidos. Fazendo uso da a´lgebra de matrizes, verificamos que o EMV de θ e´ dado
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por:
θˆT = Diag
((∫ T
0
XtX
∗
t dt
)−1
n blocos
)


∫ T
0
XtdXn+1,t∫ T
0
XtdXn+2,t
...∫ T
0
XtdX2n,t


=
(
Idn×n ⊗
(∫ T
0
XtX
∗
t dt
)−1)
·


∫ T
0
XtdXn+1,t∫ T
0
XtdXn+2,t
...∫ T
0
XtdX2n,t


(1.8)
Centricidade, consisteˆncia e eficieˆncia de θˆT
A partir de (1.3) podemos escrever que∫ T
0
Xtd [Xn+1,tXn+2,t · · · X2n,t] =
(∫ T
0
XtX
∗
t dt
)
A∗n:2n
+
(∫ T
0
Xt d [Wn+1,tWn+2,t · · · W2n,t]
)
Σ
1
2
∗
,
isto e´

∫ T
0
XtdXn+1,t∫ T
0
XtdXn+2,t
...∫ T
0
XtdX2n,t


=
(
Idn×n ⊗
∫ T
0
XtX
∗
t dt
)
θ +
(
Σ
1
2 ⊗ Id2n×2n
)
·


∫ T
0
XtdWn+1,t∫ T
0
XtdWn+2,t
...∫ T
0
XtdW2n,t


.
Assim, usando a expressa˜o (1.8), depois de alguma manipulac¸a˜o alge´brica, obtemos a igual-
dade:
θˆT − θ = Idn×n ⊗
(∫ T
0
XtX
∗
t dt
)−1
·
(
Σ
1
2 ⊗ Id2n×2n
)
·


∫ T
0
XtdWn+1,t∫ T
0
XtdWn+2,t
...∫ T
0
XtdW2n,t


, (1.9)
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isto e´
Aˆn:2n −An:2n = Σ 12
(∫ T
0
Xt d(Wn+1,tWn+2,t · · · W2n,t)
)∗
·
(∫ T
0
XtX
∗
t dt
)−1
.
A partir de qualquer destas igualdades, e´ imediato verificar que o estimador θˆT e´ centrado,
aplicando as propriedades dos integrais de Itoˆ. A consisteˆncia e a eficieˆncia de θˆT na˜o
fazem intervir a na˜o invertibilidade da matriz B, pelo que adveˆm da teoria geral e podemos
considerar que esta˜o demonstradas em [9]. No entanto, a obtenc¸a˜o da normalidade assinto´tica
do EMV na˜o e´ imediata, devido a` singularidade da matriz de difusa˜o, B. Por esta raza˜o, o
modelo (1.3) – (1.4) fica logo exclu´ıdo na aplicac¸a˜o de resultados e te´cnicas explorados em
[2] (ver [Teorema 4.6.2]) e [83], que se basearam em condic¸o˜es de regularidade desta matriz.
Uma poss´ıvel abordagem a` investigac¸a˜o da normalidade assinto´tica do estimador dado em
(1.8), diferente das exploradas em [2] e [83], e´ apresentada na secc¸a˜o seguinte.
Obviamente, no que respeita a` estimac¸a˜o das matrizes K e C, propriamente ditas, uma
transformac¸a˜o linear e´ responsa´vel pela obtenc¸a˜o dos resultados da estimac¸a˜o destas matrizes
a partir dos resultados obtidos para θˆT :
[Kˆ Cˆ] = −M(vec−1(θˆ))∗ ,
onde vec−1 representa a operac¸a˜o de construc¸a˜o de uma matriz de tamanho apropriado, a
partir de um vetor, coluna a coluna.
1.4 Propriedade LAN do EMV
A propriedade LAN do estimador θˆT dado por (1.8) pode ser obtida usando a Transformada
de Laplace de uma martingala que constru´ımos a partir das observac¸o˜es do processo, seguindo
o mesmo tipo de abordagem exposto em [23]. Por outras palavras, reportamo-nos ao uso das
condic¸o˜es de Ibragimov–Khasminskii’s no nosso contexto em particular, que asseguram que a
propriedade LAN se verifica (ver [43]). De facto, em [23] demonstra-se que, se a Transformada
de Laplace de uma martingala que constru´ımos a partir das observac¸o˜es do processo (que
especificaremos mais adiante no texto), se comporta assintoticamente como a exponencial da
matriz de Informac¸a˜o de Fisher, enta˜o as condic¸o˜es de Ibragimov–Khasminskii’s verificam-
se. Essas condic¸o˜es, por sua vez, garantem a normalidade assinto´tica local do estimador
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(Propriedade LAN). O principal resultado desta secc¸a˜o estabelece essa mesma convergeˆncia
em lei e e´ o seguinte:
Teorema 1.4.1 O EMV definido por (1.8) e´ tal que:
√
T (θˆT − θ) −→L N
(
0,Σ⊗ I−1 (A)) ,
quando T → +∞, onde I(A) e´ soluc¸a˜o da equac¸a˜o de Lyapunov
AI + IA∗ +B = 0 . (1.10)
De modo a provar este teorema, temos de provar primeiro que a seguinte propriedade se
verifica para o processo {Xt}.
Daqui para a frente, para simplificar a escrita, usaremos a notac¸a˜o p = 2n.
Proposic¸a˜o 1.4.1 O processo {Xt} e´ tal que:
∀α ∈ Rp, lim
T→+∞
E
[
exp
(
− 1
2T
∫ T
0
α∗XtX∗t αdt
)]
= exp
(
−1
2
α∗I(A)α
)
,
onde a matriz I(A) e´ a u´nica soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) .
De modo a provar esta propriedade vamos recorrer a dois lemas que estabelecem resultados
auxiliares.
Lema 1.4.1 Verifica-se a seguinte convergeˆncia:
∀α ∈ Rp, lim
T→+∞
E
[
exp
(
− 1
2T
∫ T
0
α∗XtX∗t αdt
)]
= exp

−1
2
p∑
j=1
λ′j(0)

 ,
onde λ′j(0) designa a derivada com respeito a µ de λj (µ) em µ = 0, sendo λj um qualquer
valor pro´prio de Λµ tal que ℜe(λj (µ)) > 0 com Λµ =

 −A B
µαα∗ A∗

 .
Note-se que, para pequenos valores de µ, o espetro de Λµ conte´m a parte λj (µ) tal que
ℜe(λj (µ)) > 0 e a parte λi (µ) tal que ℜe(λi (µ)) < 0, aproximadamente sp (Λ0) = {−λj(A)}∪
{λj(A)}, pelo que nos interessaremos pela matriz Λµ com µ = 1T e pela sua convergeˆncia
quando T → +∞.
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Demonstrac¸a˜o do Lema 1.4.1
Seguindo o mesmo tipo de abordagem usada em [55] definimos a Transformada de Laplace:
LT (µ,X) = E
[
exp
(
−µ
2
∫ T
0
α∗XtX∗t αdt
)]
.
Recorrendo a argumentos ideˆnticos aos usados em [23] (ver Secc¸a˜o 3), podemos escrever que:
LT (µ,X) = exp
(
− 1
2µ
tr(A)
)
(detΨ1(T, µ))
− 1
2 , (1.11)
onde [Ψ1 Ψ2] e´ a soluc¸a˜o de

[ ·
Ψ1
·
Ψ2
]
=
[
Ψ1 Ψ2
]
Λµ[
Ψ1(0) Ψ2(0)
]
= [Id 0]
,
com
Λµ = Λ0 + µH , Λ0 =

 −A B
0 A∗

 e H =

 0 0
αα∗ 0

 .
Isto significa que podemos escrever a seguinte decomposic¸a˜o:
Ψ1(T, µ) = [Id 0]GµD(eTλk(µ))G−1µ

 Id
0


sendo Gµ assintoticamente triangular superior por blocos e D(·) uma matriz diagonal de
dimensa˜o 2p×2p. Descrevendo mais detalhadamente esta decomposic¸a˜o, temos que a matriz
D e´ da forma
D =

 D1 0
0 D2

 ,
sendo D1 = D(e
Tλj(µ)) tal que ℜe(λj (µ)) > 0 e D2 = D(eTλi(µ)) tal que ℜe(λi (µ)) < 0.
Desta decomposic¸a˜o conclui-se que
Ψ1(T, µ) = C1D1C2 + C3D2C4 ,
sendo as matrizes C1, C2, C3 e C4, resultantes da pro´pria decomposic¸a˜o, ou seja, dos ca´lculos
matriciais, na˜o sendo relevante, para o que se segue, serem determinadas e interessando
apenas as suas propriedades. Usando propriedades alge´bricas do determinante temos que
detΨ1(T, µ) = det (C1D1C2) det
(
Id+ (C1D1C2)
−1 (C3D2C4)
)
.
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Por outro lado, tr(A) =
∑p
i=1 λi(0) =
∑p
j=1 (−λj(0)) , para os valores pro´prios λj tais que
ℜe(λj (0)) > 0.
Logo, usando (1.11), vem que:
LT (µ,X) = exp

− 1
2µ
p∑
j=1
−λj(0)

(det (C1D1C2) det(Id+ (C1D1C2)−1 (C3D2C4)))− 12
= exp

 1
2µ
p∑
j=1
λj(0)

 exp

− 1
2µ
p∑
j=1
λj(µ)

(det(Id+ (C1D1C2)−1 (C3D2C4)))− 12
= exp

− 1
2µ
p∑
j=1
(λj(µ)− λj(0))

(det(Id+ (C1D1C2)−1 (C3D2C4)))− 12
e, usando a expansa˜o de Taylor para os valores pro´prios λj(µ) de Λµ tais que ℜe(λj (µ)) > 0:
λj(µ) = λj(0) + µλ
′
j(0) + o(µ
2)
quando µ =
1
T
, obtemos que
lim
T→+∞
LT (X) = exp

−1
2
p∑
j=1
λ′j(0)

 (1 + o(1)) ,
ficando conclu´ıda a demonstrac¸a˜o. 
Lema 1.4.2 Usando a notac¸a˜o do Lema 1.4.1 verifica-se a seguinte igualdade:
p∑
j=1
λ′j(0) = α∗I(A)α ,
onde a matriz I(A) e´ a u´nica soluc¸a˜o de (1.10).
Demonstrac¸a˜o do Lema 1.4.2
Definimos
P (λ, µ) = det (Λ0 + µH − λId) .
Aplicando o Teorema da Func¸a˜o Impl´ıcita a` equac¸a˜o caracter´ıstica de Λµ, i.e. P (λ, µ) = 0,
podemos facilmente calcular a derivada de λ com respeito a µ em 0:
λ′µ(0) = −
P ′µ(λ, 0)
P ′λ(λ, 0)
, (1.12)
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sendo
P ′µ(λ, 0) = det (Λ0 − λId) tr((Λ0 − λId)−1H) ,
P ′λ(λ, 0) = − det (Λ0 − λId) tr((Λ0 − λId)−1) .
Atendendo a`s propriedades das inversas de matrizes triangulares por blocos e depois de
alguma a´lgebra obtemos que
tr((Λ0 − λId)−1H) = α∗Ξα ,
onde Ξ = (A+ λId)−1B (A∗ − λId)−1 .
Podemos aplicar (1.12) a` derivada λ′j do valor pro´prio λj com respeito a µ no ponto µ = 0
e obtemos que:
∑
j: λj(0)∈Sp(−A)
λ′j(0) = α
∗ ∑
j: λj∈Sp(−A)
Ξ(λj) det (Λ0 − λjId)
det (Λ0 − λjId) tr (Λ0 − λjId)−1
α .
De modo a completar a prova temos de verificar que a matriz
I(A) =
∑
j: λj∈Sp(−A)
Ξ(λj) det (Λ0 − λjId)
det (Λ0 − λjId) tr (Λ0 − λjId)−1
(1.13)
satisfaz a equac¸a˜o de Lyapunov (1.10).
Ora, isto e´ verdade, visto que Ξ se pode decompor da seguinte forma:
Ξ = −
∑
k≥0
(A+ λjId)
−1B
(A∗)k
λk+1j
,
com
(A+ λjId)
−1 = GD
(
1
λi(0) + λj
)
G−1 ,
para alguma matriz ortogonal G.
Por outro lado
det(Λ0 − λjId) =
2p∏
k=1
(λk(0)− λj)
e
tr(Λ0 − λjId)−1 =
2p∑
m=1
1
λm(0)− λj .
Logo
(A+ λjId)
−1 det(Λ0 − λjId) = GD
(
1
λi(0) + λj
)
G−1
2p∏
k=1
(λk(0)− λj)
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e
det(Λ0 − λjId)tr(Λ0 − λjId)−1 =
2p∑
m=1
∏
k 6=m
(λk(0)− λj) .
Assim
(A+ λjId)
−1 det (Λ0 − λjId)
det (Λ0 − λjId) tr (Λ0 − λjId)−1
= GD¯G−1 ,
para alguma matriz diagonal D¯ cujos elementos da diagonal sa˜o
1
λi(0) + λj
2p∏
k=1
(λk(0)− λj)
2p∑
m=1
∏
k 6=m
(λk(0)− λj)
.
Note-se que os elementos da diagonal descritos na expressa˜o acima sa˜o iguais a 1 se i = j
e sa˜o iguais a 0 no caso contra´rio, logo a expressa˜o (1.13) simplifica-se, o que nos leva a
reescrever I(A) na forma:
I(A) =
∑
k≥0
GD
((
− 1
λi(0)
)k+1)
G−1B (A∗)k =
∑
k≥0
(−1)k+1A−(k+1)B (A∗)k .
Voltando a` equac¸a˜o de Lyapunov (1.10) e recorrendo a` a´lgebra elementar das operac¸o˜es
com matrizes sobre a expressa˜o acima mostra-se facilmente que esta matriz I(A) satisfaz a
equac¸a˜o (1.10).

Demonstrac¸a˜o da Proposic¸a˜o 1.4.1
A Proposic¸a˜o 1.4.1 resulta imediatamente de juntar os Lemas 1.4.1 e 1.4.2.

Finalmente voltamos ao Teorema 1.4.1 e a` sua demonstrac¸a˜o.
Demonstrac¸a˜o do Teorema 1.4.1
De acordo com [23], que se aplica tambe´m neste contexto, a Proposic¸a˜o 1.4.1 implica que as
condic¸o˜es de Ibragimov–Khasminskii’s (ver [43][Teorema I.10.1]) se verificam para cada um
dos n troc¸os de dimensa˜o p do vetor θ. Estas condic¸o˜es sa˜o suficientes para assegurar que a
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propriedade LAN e´ verificada para cada um dos n troc¸os, isto e´, definindo θi como sendo o
i-e´simo troc¸o de θ (num total de n troc¸os de dimensa˜o p), temos, para as martingalas
Mi,· =
∫ ·
0
XtdWn+i,t , i = 1, 2, · · · , n
que
√
T < Mi,T >
−1 Mi,T =
√
T
(∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtdWn+i,t −→L N
(
0, I−1 (A)) ,
quando T → +∞, onde I(A) e´ a soluc¸a˜o da equac¸a˜o de Lyapunov (1.10). Como, usando
(1.9), vem que:
√
T (θˆT − θT ) =
(
Σ
1
2 ⊗ Id2n×2n
)
·
√
T


< M1,T >
−1 M1,T
< M2,T >
−1 M2,T
...
< Mn,T >
−1 Mn,T


,
deduz-se que:
√
T (θˆT − θ) −→L N (0, Q) ,
com
Q =
(
Σ
1
2 ⊗ Id2n×2n
)
· (Idn×n ⊗ I−1(A)) · (Σ 12 ∗ ⊗ Id2n×2n) = Σ⊗ I−1(A) .

Com a demonstrac¸a˜o da propriedade LAN do EMV de θ conclu´ıda, estamos agora interes-
sados em analisar a matriz de covariaˆncia assinto´tica do EMV, tentando ver em que casos e´
poss´ıvel fornecer explicitamente esta matriz.
1.5 Ca´lculo da matriz de Informac¸a˜o de Fisher
Da equac¸a˜o de Lyapunov (1.10) podemos facilmente deduzir propriedades e, em alguns casos,
a forma expl´ıcita da matriz de Informac¸a˜o de Fisher e da sua inversa, a matriz de covariaˆncia
assinto´tica do EMV. Em [6] e, mais recentemente em [20], encontramos um estudo do caso
n = 1. A generalizac¸a˜o apresentada em [20] para modelos de dimensa˜o superior na˜o inclui
o modelo investigado neste trabalho, dado por (1.3) – (1.4), pelo que apresentamos a nossa
investigac¸a˜o sobre esta questa˜o nos para´grafos seguintes. Estuda´mos quer o caso n = 1 quer
o caso n ≥ 2.
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1.5.1 O caso n = 1
Neste caso e´ fa´cil calcular a matriz de covariaˆncia assinto´tica do EMV.
Recordamos que as matrizes A e B
1
2 , no caso n = 1 sa˜o (ver (1.5) e (1.6)):
A =

 0 1
− km − cm

 e B 12 =

 0 0
0 σ

 ,
com m, k e c > 0.
Para n = 1, vimos que o estimador em (1.8) pode ser escrito numa forma mais simples,
conforme e´ apresentado na Proposic¸a˜o 1.3.1:
θˆT =
(∫ T
0
XtX
∗
t dt
)−1
·
∫ T
0
Xt dX2,t .
Resolvendo a equac¸a˜o (1.10) com as matrizes A e B = B
1
2B
1
2
∗
anteriores, podemos calcular
a matriz de Informac¸a˜o de Fisher, I(A), que e´ uma matriz 2× 2:
I(A) =


σ2m2
2kc
0
0
σ2m
2c

 .
Logo
√
T (θˆT − θ) −→L N (0, Q) ,
com Q =


2kc
m2
0
0
2c
m

 . Em [6] tambe´m foi deduzido um resultado equivalente sobre esta
matriz de covariaˆncia assinto´tica, mas no contexto de um processo auto-regressivo de ordem
1 com σ = 1. Tambe´m sa˜o de salientar os resultados obtidos para esta matriz num contexto
mais geral (contemplando todas as possibilidades para os valores pro´prios da matriz A)
apresentadas em [66] (ver [Teorema 3.2]).
1.5.2 O caso n ≥ 2
Neste caso tambe´m na˜o e´ dif´ıcil calcular explicitamente a matriz de covariaˆncia assinto´tica
do EMV, desde que os produtos das matrizes M−1K, M−1C e Σ, duas a duas, sejam
comutativos. Para alcanc¸ar o resultado pretendido operamos os termos da equac¸a˜o de
34 CAPI´TULO 1. MODELO LINEAR ESTOCA´STICO
Lyapunov (1.10) por blocos de dimensa˜o n× n:
 0 I
−M−1K −M−1C



 I1 I2
I∗2 I4

+

 I1 I2
I∗2 I4



 0 (−M−1K)∗
I (−M−1C)∗

+

 0 0
0 Σ

 = 0 ,
onde I1, I2 e I4 sa˜o os blocos de dimensa˜o n × n da matriz sime´trica I(A). Encontramos
assim o seguinte sistema:

I∗2 + I2 = 0
I4 − I1(M−1K)∗ − I2(M−1C)∗ = 0
−M−1KI1 −M−1CI∗2 + I4 = 0
−M−1KI2 −M−1CI4 − I∗2 (M−1K)∗ − I4(M−1C)∗ = −Σ
.
Se as treˆs matrizesM−1K,M−1C e Σ verificarem a comutatividade da multiplicac¸a˜o, duas a
duas, podemos facilmente resolver este sistema e encontrar a soluc¸a˜o da equac¸a˜o de Lyapunov
(1.10) que e´ a seguinte matriz diagonal por blocos:
I(A) =

 12(M−1K)−1(M−1C)−1Σ 0
0 12(M
−1C)−1Σ

 . (1.14)
Uma vez que assumimos que todos os valores pro´prios da matriz A teˆm partes reais negativas,
esta e´ a u´nica soluc¸a˜o da equac¸a˜o de Lyapunov, logo a matriz de Informac¸a˜o de Fisher e´:
Σ−1 ⊗ I(A) .
Note-se que, se, para ale´m da comutatividade, Σ e´ uma matriz diagonal, enta˜o a matriz de
Informac¸a˜o de Fisher assinto´tica e a sua inversa sa˜o matrizes diagonais por blocos, o que, so´
por si, e´ um resultado interessante.
Corola´rio 1.5.1 Se Σ e´ uma matriz diagonal e
(
M−1K
) (
M−1C
)
=
(
M−1C
) (
M−1K
)
enta˜o a matriz de Informac¸a˜o de Fisher assinto´tica e´ uma matriz diagonal por blocos.
1.6 Aplicac¸o˜es
Nesta secc¸a˜o apresentamos exemplos de processos estoca´sticos de Ornstein-Uhlenbeck de
dimensa˜o 2 e 4 que seguem o modelo (1.3) – (1.4) em estudo. Para todos os exemplos
gera´mos 200 trajeto´rias a partir desse modelo, no intervalo de tempo [0, 2000 s]. Calcula´mos
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as estimativas dos paraˆmetros dadas por (1.8) considerando diferentes intervalos de tempo,
[0, T ] , com T = 200 s, 500 s, 1000 s, 2000 s, de modo a analisarmos o comportamento das
estimativas conforme T → +∞. Em termos computacionais, usamos a seguinte discretizac¸a˜o
dos integrais definidos em (1.8) conforme e´ comum em estudos de simulac¸a˜o:
•
∫ j∆t
i∆t
X2r,tdt
∼=
j−1∑
l=i
∆tX2r,tl , r = 1, · · · , 2n
•
∫ j∆t
i∆t
Xr,tdXs,t ∼=
j−1∑
l=i
Xr,tl
(
Xs,tl −Xs,tl−1
)
, r = 1, · · · , 2n, s = n+ 1, · · · , 2n, r 6= s
•
∫ j∆t
i∆t
Xs,tdXs,t ∼= 1
2
j−1∑
l=i
(
X2s,tl −X2s,tl−1 − σ∆t
)
, s = n+ 1, · · · , 2n
•
∫ j∆t
i∆t
Xr,tXs,tdt ∼=
j−1∑
l=i
∆tXr,tlXs,tl , r, s = 1, · · · , 2n.
1.6.1 Caso n = 1
Estudamos 3 exemplos. No Exemplo 1 consideramos um cena´rio que e´ frequentemente
encontrado em engenharia de estruturas (ver [27]). O Exemplo 2 e´ semelhante ao estudado
em [87], mas assumindo que as observac¸o˜es sa˜o realizadas em tempo cont´ınuo. O Exemplo
3 pretende mostrar a qualidade das estimativas e o comportamento do estimador (1.8) para
diferentes valores de σ.
Antes de apresentarmos os estudos realizados vamos fazer uma descric¸a˜o de alguns dos
gra´ficos que vamos mostrar, nomeadamente das regio˜es de confianc¸a dos paraˆmetros. As
regio˜es de confianc¸a que apresentamos foram constru´ıdas usando a func¸a˜o ”ellipse”do soft-
ware R, esta func¸a˜o gene´rica retorna uma elipse ou outro contorno da respetiva regia˜o de
confianc¸a para 2 paraˆmetros com um n´ıvel de confianc¸a de 95% com base no me´todo descrito
em [73].
Exemplo 1 Consideramos o modelo (1.3) – (1.4) com k = 35.2 kN/m, c = 0.57 kNs/m,
m = 0.933 ton, σ = 1, ∆t = 1 s.
As figuras 1.1 a 1.3 mostram os resultados de usar o estimador (1.8) sobre as trajeto´rias
simuladas para diferentes valores de T . As tabelas 1.1 e 1.2 sumariam estes resultados.
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T 200 500 1000 2000
me´dia (kˆ) / desv. pad. (kˆ) 35.21/0.405 35.22/0.273 35.22/0.189 35.21/0.142
me´dia (cˆ) / desv. pad. (cˆ) 0.556/0.070 0.565/0.050 0.559/0.032 0.569/0.023
Tabela 1.1: Valor me´dio e desvio padra˜o obtidos a partir das estimativas dos paraˆmetros k
e c, para diferentes valores de T (Exemplo 1).
T 200 500 1000 2000
valor − p para kˆ 0.5336 0.4966 0.6691 0.9900
valor − p para cˆ 0.7447 0.4825 0.8844 0.9447
Tabela 1.2: Resultados do teste de normalidade de Kolmogorov-Smirnov aplicado a`s
estimativas dos paraˆmetros k e c obtidas para diferentes valores de T, para testar a
distribuic¸a˜o assinto´tica marginal conforme estabelecida no Teorema 1.4.1 (Exemplo 1).
O coeficiente de correlac¸a˜o de Pearson entre kˆ e cˆ com base nos valores obtidos na simulac¸a˜o
e´ -0.0723 para T = 2000 s. O teste a` significaˆncia do coeficiente de correlac¸a˜o na˜o apresenta
evideˆncias para rejeic¸a˜o da hipo´tese de na˜o correlac¸a˜o entre kˆ e cˆ para um n´ıvel de signi-
ficaˆncia de 1%. Os valores de prova para os diferentes valores de T constam na Tabela 1.3.
T 200 500 1000 2000
valor − p 0.3101 0.3878 0.4895 0.8627
Tabela 1.3: Resultados do teste de na˜o correlac¸a˜o para kˆ e cˆ (Exemplo 1).
A Figura 1.1 mostra as regio˜es de confianc¸a para kˆ e cˆ obtidas para diferentes valores de T
obtidas usando o software R. Podemos observar como as estimativas dos paraˆmetros k e c
va˜o ficando cada vez mais concentradas perto dos verdadeiros valores de k e c, conforme T
aumenta. Na˜o e´ de estranhar, atendendo a que a variabilidade das estimativas, de acordo
com o Teorema 1.4.1, converge quando T → +∞ e, quando T aumenta, a variabilidade
das estimativas devera´ diminuir. As Figuras 1.2 e 1.3 mostram-nos os histogramas de kˆ e cˆ
obtidos para diferentes valores de T e as curvas a ponteado representam a curva gaussiana
obtida a partir do Teorema 1.4.1 enquanto que as curvas a cheio representam o ajustamento
1.6. APLICAC¸O˜ES 37
de uma curva gaussiana aos dados.
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Figura 1.1: Regio˜es de confianc¸a para kˆ e cˆ obtidas para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. O ponto me´dio e´ indicado pelo
c´ırculo a azul e o c´ırculo a vermelho indica o verdadeiro valor dos paraˆmetros.
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Figura 1.2: Histogramas para kˆ obtidos para diferentes valores de T (Exemplo 1): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a ponteado representa a curva
gaussiana obtida a partir do Teorema 1.4.1 enquanto que a linha a cheio representa o
ajustamento de uma curva gaussiana aos dados.
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Figura 1.3: Histogramas para cˆ obtidos para diferentes valores de T (Exemplo 1): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a ponteado representa a curva
gaussiana obtida a partir do Teorema 1.4.1 enquanto que a linha a cheio representa o
ajustamento de uma curva gaussiana aos dados.
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A curva gaussiana a ponteado exibida nas Figuras 1.2 e 1.3, assim como os valores de
prova do teste de Kolmogorov-Smirnov que constam na Tabela 1.2, usam os valores dos
paraˆmetros da distribuic¸a˜o marginal obtida a partir do Teorema 1.4.1. Como podemos ver,
as estimativas dos paraˆmetros k e c apresentam um enviesamento considera´vel enquanto o
tempo T na˜o e´ suficientemente grande, embora o enviesamento quase desaparec¸a no tempo.
Para valores de T muito elevados podemos dizer que os paraˆmetros do modelo podem ser
estimados com bastante precisa˜o (ver Tabela 1.1) e as distribuic¸o˜es marginais assinto´ticas do
estimador na˜o apresentam evideˆncias conducentes a` rejeic¸a˜o da hipo´tese de gausseanidade
com os paraˆmetros dados pelo Teorema 1.4.1 (ver Figuras 1.2 e 1.3 e Tabela 1.2).
Exemplo 2 Consideramos o modelo (1.3) – (1.4) com k = 4 kN/m, c = 0.5 kNs/m,
m = 1 ton, σ = 1, ∆t = 1 s.
Este mesmo exemplo foi considerado em [87], embora com observac¸o˜es em tempo discreto,
pelo que faremos uso dele para permitir um estudo comparativo com os resultados publicados
nesse artigo.
Os resultados da aplicac¸a˜o do estimador (1.8) esta˜o representados nas figuras 1.4 a 1.6 e nas
tabelas 1.4 e 1.5.
T 200 500 1000 2000
me´dia (kˆ) / desv. pad. (kˆ) 3.997/0.148 4.001/0.087 3.999/0.061 3.999/0.044
me´dia (cˆ) / desv. pad. (cˆ) 0.509/0.072 0.497/0.043 0.495/0.032 0.495/0.023
Tabela 1.4: Valor me´dio e desvio padra˜o calculados a partir de estimativas dos paraˆmetros
k e c, obtidos para diferentes valores de T (Exemplo 2).
Tal como no exemplo anterior, a Figura 1.4 mostra as regio˜es de confianc¸a para kˆ e cˆ obtidas
para diferentes valores de T . Podemos observar como as estimativas dos paraˆmetros k e c
va˜o ficando cada vez mais concentradas perto dos verdadeiros valores de k e c conforme T
aumenta.
As Figuras 1.5 e 1.6 mostram-nos os histogramas de kˆ e cˆ obtidos para diferentes valores
de T e as curvas a ponteado representam a curva gaussiana obtida a partir do Teorema
1.4.1 enquanto que as curvas a cheio representam o ajustamento de uma curva gaussiana aos
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Figura 1.4: Regio˜es de confianc¸a para kˆ e cˆ obtidas para diferentes valores de T (Exemplo
2): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. O ponto me´dio e´ indicado pelo
c´ırculo a azul e o c´ırculo a vermelho indica o verdadeiro valor dos paraˆmetros.
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Figura 1.5: Histogramas para kˆ obtidos para diferentes valores de T (Exemplo 2): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a ponteado representa a curva
Gaussiana obtida a partir do Teorema 1.4.1 enquanto que a linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 1.6: Histogramas para cˆ obtidos para diferentes valores de T (Exemplo 2): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a ponteado representa a curva
Gaussiana obtida a partir do Teorema 1.4.1 enquanto que a linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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T 200 500 1000 2000
valor − p para kˆ 0.8500 0.8732 0.9002 0.9398
valor − p para cˆ 0.3724 0.6371 0.7979 0.8730
Tabela 1.5: Resultados do teste de normalidade de Kolmogorov-Smirnov aplicado a`s
estimativas dos paraˆmetros k e c obtidas para diferentes valores de T, para testar a
distribuic¸a˜o assinto´tica estabelecida no Teorema 1.4.1 (Exemplo 2).
Mais uma vez, o teste a` significaˆncia do coeficiente de correlac¸a˜o de Pearson para T = 2000 s
na˜o apresenta evideˆncias para rejeic¸a˜o da hipo´tese de na˜o correlac¸a˜o entre kˆ e cˆ para um
n´ıvel de significaˆncia de 1% (valor − p = 0.7885).
A` semelhanc¸a do exemplo anterior, deparamo-nos com estimativas dos paraˆmetros k e c que
apresentam um enviesamento considera´vel enquanto o tempo T na˜o e´ suficientemente grande,
embora o enviesamento quase desaparec¸a no tempo (ver Figuras 1.5 e 1.6) e, para valores
de T muito elevados, podemos dizer que os paraˆmetros do modelo podem ser estimados
com bastante precisa˜o (ver tambe´m Tabela 1.4), na˜o sendo de rejeitar a gaussianidade do
estimador com os paraˆmetros dados pelo Teorema 1.4.1 (ver Tabela 1.5). Salientamos que
obtivemos um menor enviesamento nas estimativas dos paraˆmetros comparativamente a [87],
mas no caso em que se consideram as observac¸o˜es em tempo cont´ınuo.
Exemplo 3 Neste u´ltimo exemplo, retomamos os paraˆmetros do Exemplo 1, ou seja,
k = 35.2 kN/m, c = 0.57 kNs/m e m = 0.933 ton, ∆t = 1 s mas vamos alterar o valor de
σ, considerando diferentes valores para σ.
Nas Tabelas 1.6 e 1.7 esta˜o representadas as me´dias das estimativas dos paraˆmetros k e c,
obtidas para diferentes valores de T e de σ.
T 200 500 1000 2000
σ = 5 35.26 35.25 35.24 35.23
σ = 10 35.22 35.23 35.21 35.22
σ = 20 35.23 35.24 35.23 35.25
Tabela 1.6: Valor me´dio das estimativas do paraˆmetro k obtido para diferentes valores de T
e de σ (Exemplo 3).
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T 200 500 1000 2000
σ = 5 0.565 0.557 0.556 0.558
σ = 10 0.557 0.556 0.556 0.567
σ = 20 0.566 0.561 0.558 0.559
Tabela 1.7: Valor me´dio das estimativas do paraˆmetro c obtido para diferentes valores de T
e de σ (Exemplo 3).
No sentido de ilustrar o comportamento do estimador (1.8) ao longo do tempo, para diferentes
valores de σ, nas figuras seguintes (Figuras 1.7 a 1.10) representamos as curvas de me´dias
das estimativas dos paraˆmetros k e c, obtido para diferentes valores de σ (Figuras 1.7 e 1.8),
bem como os respetivos erros quadra´ticos me´dios (Figuras 1.9 e 1.10). Nessas figuras, as
curvas respeitantes a σ = 5 esta˜o representadas a preto, a vermelho as curvas respeitantes a
σ = 10 e a azul as curvas respeitantes a σ = 20.
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Figura 1.7: Curvas me´dias das estimativas do paraˆmetro k obtida para diferentes valores de
σ (Exemplo 3).
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Figura 1.8: Curvas me´dias das estimativas do paraˆmetro c obtidas para diferentes valores de
σ (Exemplo 3).
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Figura 1.9: RMSE das estimativas do paraˆmetro k obtidas para diferentes valores de σ
(Exemplo 3).
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Figura 1.10: RMSE das estimativas do paraˆmetro c obtidas para diferentes valores de σ
(Exemplo 3).
Podemos constatar das Tabelas 1.6 e 1.7 que o enviesamento das estimativas dos paraˆmetros
k e c e´ baixo mesmo para valores elevados de σ e melhora conforme o T aumenta, como
ja´ tinhamos constatado em exemplos anteriores. As figuras 1.7 a 1.10 permitem constatar
que o erro quadra´tico me´dio do estimador (1.8) decai rapidamente quando T aumenta, logo
para algumas centenas de segundos, mesmo para modelos com elevado ru´ıdo, ou seja, para
valores elevados de σ.
1.6.2 Caso n = 2
Consideramos dois exemplos apresentados em [69][Cap. 2, p. 63]. Estes exemplos diferem
entre si nas matrizes M e C e teˆm a particularidade de estar associados a problemas de
vibrac¸a˜o de estruturas com comportamentos bastante distintos em termos de modos de
vibrac¸a˜o. Para ambos os exemplos (Exemplos 4 e 5) temos K =

 100 0
0 100

 e Σ = I. As
unidades sa˜o: (kN/m) para K, (ton) para M e (kNs/m) para C.
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Para ambos os exemplos calculamos a matriz de Informac¸a˜o de Fisher, a qual, apo´s inversa˜o,
nos servira´ para estabelecermos uma comparac¸a˜o com as variaˆncias obtidas nas simulac¸o˜es.
Os resultados obtidos nas simulac¸o˜es esta˜o sumariados nas Tabelas 1.8 e 1.9.
Exemplo 4 Consideramos
M =

 1.25 0.25
0.25 1.25

 e C =

 0.3275 −0.0725
−0.0725 0.3275

 .
A soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) e´ (ver Secc¸a˜o 1.5):
I(A) =


0.0283 0.0158
0.0158 0.0283
O
O
2.0956 0.8456
0.8456 2.0956


e a matriz de Informac¸a˜o de Fisher de θ e´:
Σ−1 ⊗ I(A) =


0.0283 0.0158 0 0
0.0158 0.0283 0 0
0 0 2.0956 0.8456
0 0 0.8456 2.0956
O
O
0.0283 0.0158 0 0
0.0158 0.0283 0 0
0 0 2.0956 0.8456
0 0 0.8456 2.0956


.
A matriz de covariaˆncia assinto´tica de θˆ e´:

51.334 −28.667 0 0
−28.667 51.334 0 0
0 0 0.570 −0.230
0 0 −0.230 0.570
O
O
51.334 −28.667 0 0
−28.667 51.334 0 0
0 0 0.570 −0.230
0 0 −0.230 0.570


.
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T 200 500 1000 2000
me´dia (kˆ11)/ desv. pad. (kˆ11) 100.61/2.49 100.11/1.24 100.04/0.86 100.05/0.57
me´dia (kˆ12)/ desv. pad. (kˆ12) -0.32/2.40 -0.11/1.28 -0.05/0.83 -0.05/0.55
me´dia (kˆ21)/ desv. pad. (kˆ21) -0.37/2.46 -0.14/1.28 -0.11/0.86 -0.06/0.55
me´dia (kˆ22)/ desv. pad. (kˆ22) 100.84/2.91 100.19/1.29 100.16/0.86 100.09/0.58
me´dia (cˆ11)/ desv. pad. (cˆ11) 0.4861/0.499 0.3899/0.323 0.3223/0.152 0.2958/0.103
me´dia (cˆ12)/ desv. pad. (cˆ12) -0.0900/0.976 -0.1651/0.518 -0.1001/0.291 -0.0809/0.206
me´dia (cˆ21)/ desv. pad. (cˆ21) 0.0088/1.010 0.0211/0.486 -0.0323/0.294 -0.0600/0.213
me´dia (cˆ22)/ desv. pad. (cˆ22) 0.4207/0.539 0.2844/0.291 0.2973/0.153 0.2912/0.106
Tabela 1.8: Valores me´dios e desvios padra˜o calculados para as estimativas dos paraˆmetros
das matrizes K e C, obtidos para diferentes valores de T (Exemplo 4).
Note-se que as estimativas deK e C obtidas apresentam, em me´dia, valores que se aproximam
dos verdadeiros valores desses paraˆmetros, apresentando desvios que sa˜o compat´ıveis com a
distribuic¸a˜o assinto´tica obtida no Teorema 1.4.1 e referida na Secc¸a˜o 1.5.2.
Exemplo 5 Consideramos
M =

 1.0125 0.0125
0.0125 1.0125

 e C =

 0.303 −0.098
−0.098 0.303

 .
A soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) e´:
I(A) =


0.0190 0.0066
0.0066 0.0190
O
O
1.8734 0.6266
0.6266 1.8734


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e a matriz de Informac¸a˜o de Fisher de θ e´:
Σ−1 ⊗ I(A) =


0.0190 0.0066 0 0
0.0066 0.0190 0 0
0 0 1.8734 0.6266
0 0 0.6266 1.8734
O
O
0.0190 0.0066 0 0
0.0066 0.0190 0 0
0 0 1.8734 0.6266
0 0 0.6266 1.8734


.
A matriz de covariaˆncia assinto´tica de θˆ e´:


59.612 −20.587 0 0
−20.587 59.612 0 0
0 0 0.601 −0.201
0 0 −0.201 0.601
O
O
59.612 −20.587 0 0
−20.587 59.612 0 0
0 0 0.601 −0.201
0 0 −0.201 0.601


.
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T 200 500 1000 2000
me´dia (kˆ11)/ desv. pad. (kˆ11) 121.51/37.58 105.80/8.8 102.91/4.67 101.70/2.49
me´dia (kˆ12)/ desv. pad. (kˆ12) -0.93/3.27 -0.17/1.28 -0.13/0.82 -0.04/0.54
me´dia (kˆ21)/ desv. pad. (kˆ21) -0.17/3.45 -0.19/1.18 -0.10/0.77 -0.05/0.48
me´dia (kˆ22)/ desv. pad. (kˆ22) 121.16/37.88 106.01/8.63 102.98/4.43 101.77/2.41
me´dia (cˆ11)/ desv. pad. (cˆ11) 0.664/3.36 0.259/1.37 0.275/1.02 0.294/0.75
me´dia (cˆ12)/ desv. pad. (cˆ12) 0.453/8.81 0.061/3.04 -0.032/2.06 -0.147/1.53
me´dia (cˆ21)/ desv. pad. (cˆ21) -0.785/7.35 -0.229/3.09 -0.144/2.03 -0.045/1.48
me´dia (cˆ22)/ desv. pad. (cˆ22) 0.422/3.35 0.447/1.37 0.334/1.02 0.260/0.76
Tabela 1.9: Valores me´dios e desvios padra˜o calculados para as estimativas dos paraˆmetros
das matrizes K e C, obtidas para diferentes valores de T (Exemplo 5).
Tal como no Exemplo 4, as estimativas de K e C obtidas apresentam valores me´dios que
se aproximam dos verdadeiros valores desses paraˆmetros, apresentando desvios que sa˜o
compat´ıveis com a distribuic¸a˜o assinto´tica obtida no Teorema 1.4.1 e referida na Secc¸a˜o
1.5.2.
De acordo com [69], em termos do erro de estimac¸a˜o, as matrizes no Exemplo 4 deveriam ser
mais fa´ceis de estimar do que as do Exemplo 5, porque estas u´ltimas teˆm a particularidade
de exibirem modos de vibrac¸a˜o pro´ximos enquanto que os modos de vibrac¸a˜o do Exemplo 4
sa˜o modos bem separados. O nosso estudo de simulac¸a˜o mostrou estar de acordo com estas
considerac¸o˜es de ı´ndole pra´tica.
1.7 Concluso˜es
Apesar do modelo de dimensa˜o 2n investigado neste trabalho na˜o satisfazer a restric¸a˜o
usualmente imposta na literatura sobre a invertibilidade da matriz de difusa˜o, a propriedade
LAN continua a poder ser demonstrada para o EMV dos paraˆmetros da matriz de deriva.
A demonstrac¸a˜o da propriedade LAN que apresenta´mos e´ baseada na Transformada de
Laplace de uma martingala constru´ıda sobre as observac¸o˜es do processo. Verifica´mos que
se os blocos inferiores da matriz de deriva (isto e´, as matrizes M−1K e M−1C, onde M ,
K e C representam, respetivamente, as matrizes de massa, rigidez e amortecimento da
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EDE que traduz o modelo mecaˆnico) e a matriz Σ satisfazem a propriedade comutativa da
multiplicac¸a˜o enta˜o uma expressa˜o expl´ıcita da matriz de covariaˆncia assinto´tica do EMV
pode ser deduzida facilmente. Para ale´m disso, conclu´ımos que se a matriz Σ e´ diagonal a
matriz de Informac¸a˜o de Fisher assinto´tica e´ diagonal por blocos. Apresenta´mos um estudo
baseado em simulac¸o˜es para exemplos de dimensa˜o 2 e 4. Os resultados das simulac¸o˜es
ilustram o comportamento assinto´tico do EMV e esta˜o de acordo com os resultados teo´ricos
obtidos.
Cap´ıtulo 2
Modelos lineares com
especificidades
No Cap´ıtulo 1 abordou-se a questa˜o da estimac¸a˜o da matriz de deriva, A, do modelo linear
estoca´stico de dimensa˜o 2n definido por (1.3) – (1.4). Mais concretamente, no contexto
da mecaˆnica, investigou-se a questa˜o da estimac¸a˜o das matrizes K (matriz de rigidez do
sistema) e C (matriz de amortecimento do sistema), que constituem a matriz de deriva A.
Neste cap´ıtulo e´ abordada a questa˜o da estimac¸a˜o da matriz de deriva, A, do modelo (1.3) –
(1.4), mas em modelos que, a` partida, apresentam certas particularidades, como por exemplo,
as matrizes K e C serem sime´tricas e/ou diagonais, o que leva a diferenc¸as considera´veis no
problema de estimac¸a˜o de paraˆmetros. Por este motivo, estes modelos sa˜o tratados num
cap´ıtulo distinto.
Comec¸amos por analisar o modelo (1.3) – (1.4) em dimensa˜o 2n com as matrizes M , K,
C e Σ
1
2 diagonais (Secc¸a˜o 2.1) e seguidamente o caso particular do modelo (1.3) – (1.4) de
dimensa˜o 4 em que as matrizes K e Σ
1
2 sa˜o diagonais e as matrizes M e C sa˜o sime´tricas
(Secc¸a˜o 2.2). Em ambos os modelos, a te´cnica utilizada para a obtenc¸a˜o do EMV segue
de muito perto a que expusemos no Cap´ıtulo 1. No primeiro caso, demonstraremos a
propriedade LAN do EMV sem recurso a` Transformada de Laplace visto, neste caso, na˜o ser
via´vel aplicar esta te´cnica, pois pretendemos estimar apenas algumas das entradas em cada
linha de cada uma das matrizes K e C e na˜o todas as entradas de cada linha destas matrizes,
assim o nu´mero de paraˆmetros a estimar ira´ depender das particularidades do modelo em
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estudo. Em alternativa, usaremos as propriedades ergo´dicas do processo {Xt} e seguiremos a
via cla´ssica para deduc¸a˜o da propriedade LAN. No segundo caso, recorreremos a um estudo
baseado em simulac¸o˜es para ilustrar a convergeˆncia do estimador para a normal (Secc¸a˜o 2.4),
mas na˜o deduziremos a propriedade LAN.
2.1 Matrizes de rigidez e de amortecimento diagonais
O modelo analisado nesta secc¸a˜o, como referido, e´ o modelo linear estoca´stico de dimensa˜o
2n definido por (1.3) – (1.4) sendo as matrizes M , K, C e Σ
1
2 diagonais. Mais precisamente,
consideramos,
(H1) M = mIdn×n e Σ
1
2 = σIdn×n em que m > 0 e σ > 0 sa˜o conhecidos e
(H2) K = diag (k1, ..., kn) e C = diag (c1, ..., cn) em que ki > 0, ∀i = 1, ..., n e ci > 0, ∀i =
1, ..., n, (n ∈ N) sa˜o paraˆmetros desconhecidos.
Tal como no Cap´ıtulo 1, pretende-se estimar os paraˆmetros k1, ..., kn e c1, ..., cn no instante
de tempo T com base nas observac¸o˜es em tempo cont´ınuo do processo {Xt}, no intervalo
de tempo [0, T ]. A soluc¸a˜o do modelo (1.3) – (1.4) e´ o denominado processo de Ornstein-
Uhlenbeck (processo gaussiano estaciona´rio) e, devido ao facto de os paraˆmetros ki e ci,
i = 1, ..., n serem positivos, sendo m > 0, e´ tambe´m um processo ergo´dico (ver [66]).
Para a determinac¸a˜o do EMV de
[
K C
]
, os passos a seguir sa˜o ana´logos aos do Cap´ıtulo
1.
• Constro´i-se a func¸a˜o de log-verosimilhanc¸a, L, que depende dos paraˆmetros k1, ..., kn
e c1, ..., cn.
• Seguidamente resolve-se o sistema de equac¸o˜es normais:

∂L
∂k1
= 0
...
∂L
∂kn
= 0
∂L
∂c1
= 0
...
∂L
∂cn
= 0
(2.1)
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para obter o estimador de ma´xima verosimilhanc¸a dos paraˆmetros desconhecidos.
A` semelhanc¸a do que vimos no Cap´ıtulo 1, a func¸a˜o de log-verosimilhanc¸a e´ a func¸a˜o
L (k1, ..., kn, c1, ..., cn) = ln
(
dPX
dPW
(Xt)
)
,
onde
dPX
dPW
(Xt) e´ dada por (1.7), sendo M , K, C e Σ
1
2 matrizes diagonais.
Resolvendo o sistema (2.1) obte´m-se o estimador de ma´xima verosimilhanc¸a, que e´ dado por:


− kˆ1
m
− cˆ1
m
...
− kˆn
m
− cˆn
m


=


∫ T
0
X21,tdt
∫ T
0
X1,tXn+1,tdt . . . 0 0∫ T
0
X1,tXn+1,tdt
∫ T
0
X2n+1,tdt . . . 0 0
. . .
0 0 . . .
∫ T
0
X2n,tdt
∫ T
0
Xn,tX2n,tdt
0 0 . . .
∫ T
0
Xn,tX2n,tdt
∫ T
0
X22n,tdt


−1
·


∫ T
0
X1,tdXn+1,t∫ T
0
Xn+1,tdXn+1,t
...∫ T
0
Xn,tdX2n,t∫ T
0
X2n,tdX2n,t


. (2.2)
O EMV de
[
K C
]
, assim como o EMV de A, e´ constru´ıdo usando propriedades da
a´lgebra matricial, a partir da expressa˜o (2.2). O EMV (2.2) e´ centrado (o que alia´s se veˆ
muito bem pela expressa˜o (2.2), usando as propriedades dos integrais de Itoˆ), consistente e
eficiente (ver [9]). Pelo facto de o modelo ser ergo´dico, e´ sabido que o EMV tem distribuic¸a˜o
assinto´tica normal (ver [66]). A questa˜o que se coloca esta´ em obter a descric¸a˜o completa
desta distribuic¸a˜o assinto´tica, ou seja, os seus momentos de ordem 2, uma vez que o estimador
e´ centrado.
Usemos a notac¸a˜o
θ2n =
[
−k1
m
− c1
m
... − kn
m
− cn
m
]∗
.
Podemos estabelecer a seguinte propriedade LAN para o EMV (2.2):
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Teorema 2.1.1 Sendo M , K, C e Σ
1
2 matrizes diagonais, verificando (H1) e (H2), o EMV
dado por (2.2) e´ tal que:
√
T (θˆ2nT − θ2n) −→L N (0, C0) ,
quando T → +∞, onde C0 e´ uma matriz diagonal de ordem 2n× 2n definida por
C0 = diag
(
2k1c1
m2
· · · 2kncn
m2
2c1
m
· · · 2cn
m
)
.
Demonstrac¸a˜o Do modelo (1.3) – (1.4) em dimensa˜o 2n, com as matrizes M , K, C e Σ
1
2
nas condic¸o˜es do Teorema, recorrendo a alguma a´lgebra de matrizes vem que:

∫ T
0
X1,tdXn+1,t∫ T
0
Xn+1,tdXn+1,t
...∫ T
0
Xn,tdX2n,t∫ T
0
X2n,tdX2n,t


=


∫ T
0
X21,tdt
∫ T
0
X1,tXn+1,tdt . . . 0 0∫ T
0
X1,tXn+1,tdt
∫ T
0
X2n+1,tdt . . . 0 0
. . .
0 0 . . .
∫ T
0
X2n,tdt
∫ T
0
Xn,tX2n,tdt
0 0 . . .
∫ T
0
Xn,tX2n,tdt
∫ T
0
X22n,tdt


·


−k1
m
−c1
m
...
−kn
m
−cn
m


+ σ


∫ T
0
X1,tdWn+1,t∫ T
0
Xn+1,tdWn+1,t
...∫ T
0
Xn,tdW2n,t∫ T
0
X2n,tdW2n,t


.
Substituindo esta igualdade na expressa˜o do estimador (2.2), obte´m-se que:
θˆ2nT − θ2n = σ


∫ T
0
X21,tdt
∫ T
0
X1,tXn+1,tdt . . . 0 0∫ T
0
X1,tXn+1,tdt
∫ T
0
X2n+1,tdt . . . 0 0
. . .
0 0 . . .
∫ T
0
X2n,tdt
∫ T
0
Xn,tX2n,tdt
0 0 . . .
∫ T
0
Xn,tX2n,tdt
∫ T
0
X22n,tdt


−1
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·


∫ T
0
X1,tdWn+1,t∫ T
0
Xn+1,tdWn+1,t
...∫ T
0
Xn,tdW2n,t∫ T
0
X2n,tdW2n,t


. (2.3)
Definindo a martingala
MT =


∫ T
0
X1,tdWn+1,t∫ T
0
Xn+1,tdWn+1,t
...∫ T
0
Xn,tdW2n,t∫ T
0
X2n,tdW2n,t


,
vem que:
θˆ2nT − θ2n = σ < MT >−1 MT . (2.4)
De (2.3) facilmente se conclui a centricidade do EMV e, aplicando as propriedades dos
integrais de Itoˆ com a decomposic¸a˜o (2.4), e´ imediato deduzir a relac¸a˜o entre a matriz de
covariaˆncia do estimador e a variac¸a˜o quadra´tica da martingala, MT :
E
[√
T
(
θˆ2nT − θ2n
)√
T
(
θˆ2nT − θ2n
)∗]
= Tσ2 < MT >
−1 E (MTM∗T ) < MT >
−1
= Tσ2 < MT >
−1= σ2 <
1
T
MT >
−1,
visto que, E (MTM
∗
T ) =< MT > (ver [43], pag. 383). Daqui se deduz que:
E
[√
T
(
θˆ2nT − θ2n
)√
T
(
θˆ2nT − θ2n
)∗] −→
T→+∞
σ2I−1 (A)
(ver [49], pag. 357), sendo a matriz, I(A), a u´nica soluc¸a˜o da equac¸a˜o de Lyapunov (1.10).
Como vimos na Secc¸a˜o 1.5.2, verificando-se a comutatividade do produto das matrizes
M−1K, M−1C e Σ duas a duas, o que e´ va´lido no caso das matrizes diagonais em estudo, a
matriz I(A) e´ a seguinte matriz diagonal por blocos:
I(A) =


1
2(M
−1K)−1(M−1C)−1Σ 0
0 12(M
−1C)−1Σ

 .
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Nas condic¸o˜es enunciadas neste Teorema, as propriedades elementares da a´lgebra de matrizes
diagonais resultam na simplificac¸a˜o:
I(A) = diag
(
m2σ2
2k1c1
· · · m
2σ2
2kncn
mσ2
2c1
· · · mσ
2
2cn
)
.
Finalmente, as propriedades da inversa de matrizes diagonais permitem concluir a demons-
trac¸a˜o.

Este resultado constitui, de certa forma, a generalizac¸a˜o mais natural do problema 2D e, em
termos do modelo de meˆcanica estrutural ou de circuitos ele´tricos, corresponde a situac¸o˜es
que surgem na pra´tica com alguma frequeˆncia.
2.2 Matriz de rigidez diagonal e matriz de amortecimento
sime´trica
Nesta secc¸a˜o, o modelo a analisar consiste no caso particular do modelo (1.3) – (1.4) com
matrizes de deriva e de difusa˜o de dimensa˜o 4, tendo, na linguagem da mecaˆnica que temos
vindo a usar, uma matriz de rigidez diagonal e matrizes de amortecimento e de massa
sime´tricas, isto e´, consideramos o seguinte modelo:
dXt =

 02×2 Id2×2
−M−1K −M−1C

Xtdt+

 02×2 02×2
02×2 Σ
1
2

 dWt (2.5)
com K =

 k 0
0 k

, sendo k > 0, C =

 c1 c2
c2 c1

, sendo c1, c2 > 0, M =

 m1 m2
m2 m1

,
sendo m1,m2 > 0 e Σ
1
2 =

 σ 0
0 σ

, sendo σ > 0. Os paraˆmetros m1,m2 sa˜o supostos
conhecidos e os paraˆmetros k, c1 e c2 sa˜o os paraˆmetros a estimar.
Com o objetivo de obter o estimador de ma´xima verosimilhanc¸a para k, c1 e c2, como e´
habitual, comec¸amos por explicitar a func¸a˜o de log-verosimilhanc¸a, usando (1.7) tal como
na secc¸a˜o anterior.
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Assim,
L (k, c1, c2) =
σ2k2(
m21 −m22
)2 [(m21 +m22)X21,t − 4m1m2X1,tX2,t + (m21 +m22)X22,t]
+
σ2k(
m21 −m22
)2 [(m21c1 − 2m1m2c2 +m22c1)X23,t+
+2
(
m2c2 − 2m1m2c1 +m21c2
)
X3,tX4,t
+
(
m21c1 − 2m1m2c2 +m22c1
)
X24,t
]
+
σ2k(
m21 −m22
)2 [((m21 +m22) c1 − 2m1m2c2)X21,t
+2
((
m21 +m
2
2
)
c2 − 2m1m2c1
)
X1,tX2,t
+
((
m21 +m
2
2
)
c1 − 2m1m2c2
)
X22,t
]
+
σ2(
m21 −m22
)2 [((m1c1 −m2c2)2 + (m1c2 −m2c1)2)X23,t
+4 (m1c1 −m2c2) (m1c2 −m2c1)X3,tX4,t
+
(
(m1c1 −m2c2)2 + (m1c2 −m2c1)2
)
X24,t
]
.
Resolvendo o sistema:


∂L
∂k
= 0
∂L
∂c1
= 0
∂L
∂c2
= 0
, (2.6)
obte´m-se o estimador de ma´xima verosimilhanc¸a


kˆ
cˆ1
cˆ2

 = F−1G, (2.7)
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onde a matriz F e´ uma matriz sime´trica de ordem 3 cujos elementos sa˜o dados por:
f11 = − 1
m21 −m22
[(
m21 +m
2
2
) ∫ T
0
(
X21,t +X
2
2,t
)
dt− 4m1m2
∫ T
0
X1,tX2,tdt
]
f12 = −
(
m21 +m
2
2
) ∫ T
0
(X1,tX3,t +X2,tX4,t) dt+ 2m1m2
∫ T
0
(X1,tX4,t +X2,tX3,t) dt
f13 = 2m1m2
∫ T
0
(X1,tX3,t +X2,tX4,t) dt−
(
m21 −m22
) ∫ T
0
(X1,tX4,t +X2,tX3,t) dt
f21 = f12
f22 = − 1
m21 −m22
[(
m21 +m
2
2
) ∫ T
0
(
X23,t +X
2
4,t
)
dt− 4m1m2
∫ T
0
X3,tX4,tdt
]
f23 = − 1
m21 −m22
[
−2m1m2
∫ T
0
(
X23,t +X
2
4,t
)
dt+ 2
(
m21 +m
2
2
) ∫ T
0
X3,tX4,tdt
]
f31 = −2
(
m21 +m
2
2
) ∫ T
0
(X1,tX4,t +X2,tX3,t) dt+ 4m1m2
∫ T
0
(X1,tX3,t +X2,tX4,t) dt
f32 = f23
f33 = f22
e G e´ uma matriz coluna de dimensa˜o 3 cujos elementos sa˜o dados por:
g1 = m1
(∫ T
0
X1,tdX3,t +
∫ T
0
X2,tdX4,t
)
−m2
(∫ T
0
X2,tdX3,t +
∫ T
0
X1,tdX4,t
)
g2 = m1
(∫ T
0
X3,tdX3,t +
∫ T
0
X4,tdX4,t
)
−m2
(∫ T
0
X4,tdX3,t +
∫ T
0
X3,tdX4,t
)
g3 = m1
(∫ T
0
X4,tdX3,t +
∫ T
0
X3,tdX4,t
)
−m2
(∫ T
0
X3,tdX3,t +
∫ T
0
X4,tdX4,t
)
.
O EMV de
[
K C
]
pode ser escrito a partir de (2.7) a` custa de ca´lculos matriciais, sendo
consistente (ver [9]) e centrado. A centricidade obte´m-se da seguinte igualdade:

 Kˆ
Cˆ

 =

 K
C

+ (∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
Xt d(W3,tW4,t)Σ
1
2
∗
M∗ ,
aplicando as propriedades dos integrais de Itoˆ. Uma vez que o processo Xt e´ ergo´dico fica
garantida a convergeˆncia para a distribuic¸a˜o gaussiana e, por isso, restar-nos-ia calcular a
matriz de covariaˆncia assinto´tica do estimador. Neste caso, ao contra´rio do que aconteceu
na secc¸a˜o anterior (Secc¸a˜o 2.1), na˜o e´ evidente como se pode usar a matriz, I(A), a u´nica
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soluc¸a˜o da equac¸a˜o de Lyapunov (1.10), visto que a matriz de covariaˆncia do EMV (2.7) e´
uma matriz quadrada de ordem 3, enquanto que a matriz I(A) e´ uma matriz quadrada de
ordem 4. Assim, para determinar a matriz de covariaˆncia do EMV dado pela expressa˜o (2.7)
e´ necessa´rio calcular a inversa da matriz quadrada de ordem 3 que aparece na expressa˜o (2.7),
matriz F , e realizar o produto das matrizes, F−1 e G, o que permitira´ explicitar o EMV de
kˆ, cˆ1 e cˆ2, obtendo uma expressa˜o para este EMV que pode ser usada para a determinac¸a˜o
da sua matriz de covariaˆncia, seguindo agora, um percurso ana´logo ao do Teorema 2.1.1.
Sa˜o ca´lculos que, em termos computacionais, teremos facilidade em implementar mas que,
em termos anal´ıticos se tornam fastidiosos.
2.3 Outros casos de matrizes diagonais e/ou sime´tricas
Terminamos a nossa ronda pelos casos especiais referindo que, no caso de estarmos a tratar
um problema semelhante ao anterior (modelo (2.5)), mas em que a matriz de rigidez, K, e´
diagonal com os elementos da diagonal eventualmente diferentes, ou seja, K =

 k1 0
0 k2

,
sendo k1, k2 > 0 paraˆmetros desconhecidos, depois de determinado o respetivo EMV de kˆ1,
kˆ2, cˆ1 e cˆ2, na˜o ter´ıamos nenhuma dificuldade em obter um teorema equivalente ao Teorema
2.1.1, visto que o processo e´ ergo´dico e e´ clara a ligac¸a˜o entre a matriz de covariaˆncia
assinto´tica do EMV e a matriz de Informac¸a˜o de Fisher. Tambe´m e´ interessante referir que,
no caso de estarmos a tratar um problema semelhante ao (2.5), mas em que a matriz de
rigidez, K, e´ sime´trica com K =

 k1 k2
k2 k1

, sendo k1, k2 > 0 paraˆmetros desconhecidos, e´
poss´ıvel aplicar a te´cnica da Transformada de Laplace, de forma semelhante ao que foi feito
no Cap´ıtulo 1, Teorema 1.4, visto, neste caso, termos uma linha da matriz A com todas
as entradas a estimar, que se repete imediatamente na linha abaixo. Torna-se, no entanto,
obviamente necessa´rio refazer a etapa de deduc¸a˜o da expressa˜o do EMV.
2.4 Aplicac¸a˜o
Na impossibilidade de apresentar um resultado teo´rico sobre a distribuic¸a˜o do EMV (2.7), na
situac¸a˜o espec´ıfica que foi descrita, vamos ilustrar, nesta secc¸a˜o, o comportamento assinto´tico
do EMV (2.7) com base em resultados obtidos em simulac¸o˜es.
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Vamos novamente considerar o Exemplo 4 do Cap´ıtulo 1 (Secc¸a˜o 1.6.2), ou seja, o modelo
(2.5), de dimensa˜o 4, com as matrizes M =

 1.25 0.25
0.25 1.25

 e Σ 12 = Id conhecidas e
admitindo agora que, sobre as matrizes K =

 100 0
0 100

 e C =

 0.3275 −0.0725
−0.0725 0.3275

 ,
com entradas desconhecidas, se conhece que K =

 k 0
0 k

 e C =

 c1 c2
c2 c1

 .
Como habitualmente simulamos 200 trajeto´rias do modelo (2.5) no intervalo [0, T ] , tomando
valores de T que podem atingir 2000 s, e admitimos que observamos o processo {Xt} conti-
nuamente nesse intervalo. O EMV (2.7) foi discretizado como no Cap´ıtulo 1, Secc¸a˜o 1.6.
A Tabela 2.1 pretende resumir os resultados obtidos na estimac¸a˜o dos paraˆmetros usando o
EMV (2.7).
T 200 500 1000 2000
me´dia (kˆ) / des. pad. (kˆ) 100.05/0.318 100.02/0.198 100.02/0.1457 100.02/0.099
me´dia (cˆ1)/ des. pad. (cˆ1) 0.2635/0.040 0.2632/0.028 0.2615/0.019 0.2614/0.015
me´dia (cˆ2)/ des. pad. (cˆ2) -0.0739/0.025 -0.0741/0.015 -0.0749/0.011 -0.0747/0.008
Tabela 2.1: Valor me´dio e desvio padra˜o calculados sobre as estimativas dos paraˆmetros k,
c1 e c2, para diferentes valores de T (Exemplo 4).
Podemos constatar que os paraˆmetros k e c2 podem ser estimados com bastante precisa˜o.
No entanto, as estimativas do paraˆmetro c1 apresentam um enviesamento considera´vel,
enviesamento este que ja´ tinha sido observado no Cap´ıtulo 1 (Exemplo 4), mas com uma
abordagem distinta visto, no Cap´ıtulo 1, ter sido usado o estimador (1.8) num contexto
diferente em termos de espac¸o de paraˆmetros a estimar.
Com o objetivo, neste caso em estudo, de reforc¸ar que os resultados nume´ricos na˜o contrariam
a conjetura da propriedade LAN, tambe´m analisa´mos os histogramas das estimativas obtidas
para k, c1 e c2 para elevados valores de T (Figuras 2.1 a 2.3), tendo representado a cheio a
distribuic¸a˜o gaussiana marginal que melhor se ajusta aos 200 valores de kˆ, cˆ1 e cˆ2 obtidos.
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Figura 2.1: Histogramas para kˆ obtidos para diferentes valores de T (Exemplo 4): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o ajustamento
de uma curva Gaussiana aos dados.
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Figura 2.2: Histogramas para cˆ1 obtidos para diferentes valores de T (Exemplo 4): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o ajustamento
de uma curva Gaussiana aos dados.
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Figura 2.3: Histogramas para cˆ2 obtidos para diferentes valores de T (Exemplo 4): (a)T =
200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o ajustamento
de uma curva Gaussiana aos dados.
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Como seria de esperar, visto o processo ser ergo´dico, os histogramas de kˆ, cˆ1 e cˆ2 apresentam
um bom ajustamento a` distribuic¸a˜o normal. Restar-nos-ia determinar os paraˆmetros desta
distribuic¸a˜o, calculando a matriz de covariaˆncia assinto´tica do EMV (2.7). Em termos de
simulac¸a˜o, para T = 2000 s, obtemos a seguinte matriz de covariaˆncia das estimativas:

9.9× 10−3 −3.3× 10−5 −7.1× 10−5
−3.3× 10−5 2.2× 10−4 4.9× 10−5
−7.1× 10−5 4.9× 10−5 6.2× 10−5

 .
2.5 Concluso˜es
Neste Cap´ıtulo foi apresentado o estudo do problema de estimac¸a˜o da matriz de deriva do
modelo (1.3) – (1.4), mas em modelos que a` partida apresentam certas particularidades, como
por exemplo, as matrizes K e C serem sime´tricas e/ou diagonais, o que leva a diferenc¸as
considera´veis na soluc¸a˜o do problema de estimac¸a˜o. Obtivemos os estimadores de ma´xima
verosimilhanc¸a nestes novos contextos e expusemos a forma de demonstrar a propriedade
LAN do EMV no caso do modelo (1.3) – (1.4) quando todas as matrizes sa˜o diagonais, sem
recurso a` Transformada de Laplace, pois, neste caso, esta te´cnica na˜o e´ via´vel. Tambe´m
foi poss´ıvel obter a expressa˜o do EMV no caso particular do modelo (1.3) – (1.4) quando
as matrizes K e C sa˜o sime´tricas, mantendo-se K uma matriz diagonal. Para este u´ltimo
caso verifica´mos, num exemplo simulado, que a distribuic¸a˜o assinto´tica normal e´ atingida
rapidamente e os paraˆmetros dessa distribuic¸a˜o revelam um baixo enviesamento e baixa
variabilidade das estimativas.
Parte II
Modelos com mudanc¸a de regime
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Problemas do tipo ”change-point”sa˜o interessantes pelos desafios probabibil´ısticos que apre-
sentam e pelas suas aplicac¸o˜es, em engenharia estes problemas revestem-se de particular
interesse ao investigar situac¸o˜es de degradac¸a˜o de uma estrutura. Na Parte II desta tese
de Doutoramento, motivados por estas questo˜es pra´ticas que nos veˆm da engenharia, vamos
considerar uma estrutura modelada inicialmente pela equac¸a˜o diferencial estoca´stica dXt =
AXtdt + B
1
2dWt, mas em que, apo´s um certo per´ıodo de tempo, ocorre uma mudanc¸a
na matriz de deriva, A, que caracteriza o modelo. O objetivo do estudo sera´ estimar os
paraˆmetros de rigidez e de amortecimento da estrutura, que interveˆm na matriz de deriva
A, estimac¸a˜o essa que sera´ necessa´rio fazer antes e depois da mudanc¸a de regime ocorrer,
com base nas observac¸o˜es do processo ao longo de um intervalo de tempo. Admitindo que
as observac¸o˜es sa˜o feitas em instantes de tempo discretos.
Antes de mais vamos abordar este problema considerando que se sabe que de facto ocorreu
uma mudanc¸a de regime embora se possa desconhecer em que instante ocorreu. Esse estudo
e´ feito no Cap´ıtulo 3. Primeiro estudamos o caso do instante em que ocorreu a mudanc¸a de
regime ser conhecido ou observado e depois o caso em que esse instante e´ desconhecido ou
na˜o observado. Neste u´ltimo caso, o instante de mudanc¸a de regime passa a ser tambe´m um
dos paraˆmetros a estimar, sendo este o caso de maior interesse pra´tico em engenharia, pela
sua maior complexidade e incerteza envolvida. Em modelos em que ha´ suspeita de ocorreˆncia
de mudanc¸a de regime e´ de extrema importaˆncia a realizac¸a˜o de um teste de hipo´teses para
detetar se efetivamente ocorreu uma mudanc¸a de regime. Para na˜o alongar demasiado a
exposic¸a˜o, o estudo do teste de hipo´teses adequado a esse problema, e´ apresentado num
cap´ıtulo distinto (Cap´ıtulo 4).
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Cap´ıtulo 3
Modelo estoca´stico com mudanc¸a
de regime
3.1 Introduc¸a˜o
Na primeira parte desta tese de Doutoramento, designada Parte I, foi apresentado o estudo
do problema da estimac¸a˜o estat´ıstica dos paraˆmetros da matriz de deriva A, do modelo
linear estoca´stico em dimensa˜o 2n, dXt = AXtdt + B
1
2 dWt, considerando as observac¸o˜es
obtidas em tempo cont´ınuo e tendo A e B determinadas propriedades. Como foi referido,
em engenharia estrutural, esta equac¸a˜o diferencial estoca´stica tem sido usada para modelar
estruturas com comportamento dinaˆmico linear sujeitas a ac¸o˜es externas de cara´ter aleato´rio.
Com base nas observac¸o˜es do processo, o Cap´ıtulo 1 incidiu sobre a estimac¸a˜o da matriz de
rigidez e da matriz de amortecimento que constituem a matriz de deriva A, ou seja, dos
paraˆmetros desconhecidos no modelo estoca´stico. Acontece que, em engenharia, e´ usual
surgirem problemas relacionados com as estruturas ao longo da sua vida, que levam a
alterac¸o˜es nos paraˆmetros da matriz de deriva que modela a estrutura. Veja-se por exemplo
[74], em que se estuda as vibrac¸o˜es caracter´ısticas de uma ponte e se mostra como alterac¸o˜es
nos paraˆmetros da matriz de deriva que modela a ponte levam a alterac¸o˜es nas suas vibrac¸o˜es
caracter´ısticas. Esse estudo refere, em particular, que um dano estrutural leva a uma reduc¸a˜o
no coeficiente de rigidez e, como tal, a uma reduc¸a˜o das frequeˆncias naturais da estrutura,
algo que e´ bem conhecido dos engenheiros. E´ de salientar a importaˆncia da monitorizac¸a˜o de
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estruturas ao longo da sua vida e desde a sua concepc¸a˜o, pois fornece informac¸a˜o relacionada
com o seu estado de conservac¸a˜o e a sua seguranc¸a.
Na segunda parte desta tese de Doutoramento, motivados por estas questo˜es pra´ticas que
nos veˆm da engenharia, vamos considerar uma estrutura modelada inicialmente pela equac¸a˜o
diferencial estoca´stica dXt = AXtdt+B
1
2dWt nas mesmas condic¸o˜es do Cap´ıtulo 1, mas em
que, apo´s um certo per´ıodo de tempo, ocorre uma mudanc¸a na matriz de deriva, A, que
caracteriza o modelo. Um modelo adequado a uma situac¸a˜o deste tipo sera´ um modelo com
mudanc¸a de regime, em dimensa˜o 2. O objetivo do estudo sera´ o de estimar os paraˆmetros
de rigidez e de amortecimento da estrutura, que esta˜o presentes na matriz de deriva A,
estimac¸a˜o essa que sera´ necessa´rio fazer antes e depois da mudanc¸a de regime ocorrer, com
base nas observac¸o˜es do processo ao longo de um intervalo de tempo, admitindo que as
observac¸o˜es sa˜o recolhidas em instantes de tempo discretos. Antes de mais, vamos abordar
este problema considerando que se sabe que de facto ocorreu uma mudanc¸a de regime. Esse
estudo e´ feito no Cap´ıtulo 3. Com este ponto de partida, primeiro estudamos o caso do
instante em que ocorreu a mudanc¸a de regime ser conhecido ou observado (Secc¸a˜o 3.3) e
depois o caso em que esse instante e´ desconhecido ou na˜o observado (Secc¸a˜o 3.5). Neste
u´ltimo caso, o instante de mudanc¸a de regime passa a ser tambe´m um dos paraˆmetros a
estimar, sendo esta situac¸a˜o a de maior interesse pra´tico em engenharia, pela sua maior
complexidade e incerteza envolvida.
Consideramos duas abordagens ao problema de estimac¸a˜o dos paraˆmetros. Com o objetivo
de estimar os paraˆmetros (de rigidez e de amortecimento) que constituem a matriz de
deriva A, antes e depois da mudanc¸a de regime ocorrer, sendo o instante de mudanc¸a de
regime conhecido ou observado, usamos as probabilidades de transic¸a˜o dos estados para
construir a func¸a˜o de verosimilhanc¸a, esta representa a primeira abordagem ao problema
de estimac¸a˜o dos paraˆmetros. No entanto, este caminho, devido a` complexidade da func¸a˜o
de verosimilhanc¸a, leva apenas a que se obtenha o estimador de ma´xima verosimilhanc¸a
dos paraˆmetros por otimizac¸a˜o nume´rica desta func¸a˜o. O esforc¸o computacional revelou-se
elevado. Por este motivo, abordou-se o mesmo problema, mas considerando numa primeira
fase as observac¸o˜es do processo em tempo cont´ınuo de modo a poder construir a func¸a˜o de
verosimilhanc¸a usando a derivada de Radon-Nikodym, e ser poss´ıvel explicitar o estimador de
ma´xima verosimilhanc¸a dos paraˆmetros, esta representa a segunda abordagem ao problema
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de estimac¸a˜o dos paraˆmetros. Seguidamente, uma aproximac¸a˜o ao estimador de ma´xima
verosimilhanc¸a em tempo discreto e´ obtida por discretizac¸a˜o do estimador de ma´xima vero-
similhanc¸a em tempo cont´ınuo. Esta abordagem, permite explicitar o estimador de ma´xima
verosimilhanc¸a para o nosso problema original, com a vantagem de ser eficiente em termos
computacionais. Abordagens deste tipo ja´ foram antes utilizadas na literatura (veja-se [21]
e [93]), embora em problemas de estimac¸a˜o diferentes do problema aqui tratado.
Devido a`s vantagens referidas acima, de abordagem ao problema recorrendo a um problema
equivalente em tempo cont´ınuo, vantagens essas que pudemos constatar num estudo com
base em simulac¸o˜es e que a pro´pria ana´lise dos estimadores permite perceber, opta´mos por
estudar o problema em que o instante de mudanc¸a de regime e´ desconhecido ou na˜o observado
pela mesma via ja´ exposta (Secc¸a˜o 3.5.2). Neste caso, mostramos, na tese, como e´ poss´ıvel
tambe´m estimar o instante de mudanc¸a de regime, para ale´m dos restantes paraˆmetros.
Foram realizados estudos com base em simulac¸o˜es com o objetivo de comparar as duas
abordagens ao problema de estimac¸a˜o e de verificar a qualidade das estimativas que se
obte´m (Secc¸a˜o 3.4). Os exemplos simulados correspondem a situac¸o˜es em que ocorre uma
dimuic¸a˜o do paraˆmetro de rigidez, simulando casos de degradac¸a˜o de uma estrutura.
Um estudo sobre problemas do tipo ”change-point”e suas aplicac¸o˜es e´ apresentado em [11].
Em [26] podemos encontrar um resumo geral do problema de detec¸a˜o de mudanc¸a de regime
e de estimac¸a˜o do ”change-point”e em [28] sa˜o discutidos teoremas limite na ana´lise destes
problemas. Da ana´lise destas obras, podemos constatar, que sempre que se tratam problemas
do tipo ”change-point”a fase de estimac¸a˜o deve ser precedida da realizac¸a˜o de um teste
de hipo´teses para detec¸a˜o de ocorreˆncia de mudanc¸a de regime, revestindo-se assim, de
particular importaˆncia o estudo da realizac¸a˜o do referido teste de hipo´teses. Este estudo e´
realizado no Cap´ıtulo 4.
3.2 Modelo com mudanc¸a regime
Neste cap´ıtulo consideramos uma estrutura simples modelada por um modelo estoca´stico
linear assumindo dois regimes distintos, ambos correspondendo a`s equac¸o˜es do oscilador
harmo´nico simples com um grau de liberdade sujeito a uma forc¸a externa aleato´ria. Mais
concretamente, ambos os regimes correspondem ao modelo estrutural sujeito a ac¸o˜es externas
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aleato´rias:
mx¨+ cx˙+ kx = f (t) , (3.1)
onde x representa o deslocamento,m representa a massa, k representa o coeficiente de rigidez,
c representa o coeficiente de amortecimento e f (t) representa a forc¸a externa aleato´ria que
assumimos poder ser representada por um processo de Wiener. Admitimos que este modelo
e´ completamente observado e as observac¸o˜es sa˜o realizadas em tempo discreto.
Seguindo as ideias que apresenta´mos na Parte I, preferimos reescrever o modelo (3.1) usando
a formulac¸a˜o de Itoˆ e a equac¸a˜o diferencial estoca´stica:
d

 X1,t
X2,t

 =

 0 1
− k
m
− c
m



 X1,t
X2,t

 dt+

 0 0
0 σ



 dW1,t
dW2,t

 (3.2)
onde {X1,t} representa o deslocamento da estrutura, {X2,t} representa a velocidade do
movimento, X0 representa a condic¸a˜o inicial assumida como sendo um vetor constante, e
{Wt} e´ um processo de Wiener estandardizado de dimensa˜o 2.
Tal como ja´ t´ınhamos adiantado nas pa´ginas anteriores, assumimos, numa primeira fase, que
a mudanc¸a de regime da estrutura ocorre num instante conhecido ou observado (Secc¸o˜es
3.3 e 3.4), e posteriormente, consideramos o caso em que a mudanc¸a de regime ocorre num
instante desconhecido ou na˜o observado (Secc¸a˜o 3.5). Em ambos os casos, a mudanc¸a de
regime traduz-se numa alterac¸a˜o de um dos paraˆmetros que figuram na matriz de deriva que
caracteriza o modelo, conforme se especifica mais abaixo.
De facto, se uma estrutura for danificada, os valores de k ou de c podem ficar significativa-
mente alterados e portanto e´ importante investigar o problema da estimac¸a˜o da matriz de
deriva, A, que pode na˜o ser constante no tempo. Torna-se por isso pertinente investigar o
problema da estimac¸a˜o dos paraˆmetros da EDE que define o processo:
dXt = AtXtdt+B
1
2dWt (3.3)
admitindo que a matriz At pode ser constru´ıda com diferentes paraˆmetros ao longo do tempo,
ou, equivalentemente, estudar o problema de estimar as frequeˆncias de vibrac¸a˜o da estrutura
antes e depois do instante de mudanc¸a de regime.
Na secc¸a˜o seguinte vamos apresentar o modelo que nos interessa estudar e rever algumas
caracter´ısticas da soluc¸a˜o da equac¸a˜o que o representa. Na Secc¸a˜o 3.3, o problema de
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estimac¸a˜o dos paraˆmetros e´ abordado seguindo duas abordagens distintas, que submetemos
a uma comparac¸a˜o. Veremos que conseguimos explicitar o EMV dos paraˆmetros seguindo
a segunda abordagem, tanto no caso do instante de mudanc¸a de regime ser conhecido ou
observado, como no caso em que o instante de mudanc¸a de regime e´ desconhecido ou na˜o
observado. Neste u´ltimo caso, o instante de mudanc¸a de regime tambe´m e´ estimado.
3.2.1 Modelo linear por troc¸os
Neste trabalho consideramos a estrutura modelada pela EDE definida por (3.3) assumindo
dois regimes. Assumimos, numa primeira fase, que a mudanc¸a de regime ocorre num instante
conhecido u e que a mudanc¸a de regime afeta a matriz de deriva que caracteriza o modelo.
Os dois regimes diferem no valor do coeficiente de rigidez que caracteriza a estrutura, isto e´,
a matriz de deriva que caracteriza o modelo (3.3) e´ definida por:
At =

 0 1
−kt
m
− c
m

 , com kt =

 k1, t ≤ uk2, t > u . (3.4)
Isto significa que, apo´s o intervalo de tempo [0, u], o coeficiente de rigidez kt muda de um
valor k1 > 0 para um valor k2 > 0. Obviamente assumimos que c,m, σ > 0. O modelo
(3.3) – (3.4) inclui o cena´rio de uma estrutura que sofreu uma diminuic¸a˜o de rigidez apo´s
um determinado per´ıodo de tempo [0, u] (veja-se [74] e [92], por exemplo).
3.2.2 Soluc¸a˜o da EDE linear por troc¸os (3.3) – (3.4)
Facilmente se obte´m que a soluc¸a˜o da EDE (3.3) – (3.4) e´ dada por:
Xt =


eA1tX0 +
∫ t
0
e−A1(t−s)B
1
2dWs, t ≤ u
eA2(t−u)Xu +
∫ t
u
e−A2(t−s)B
1
2dWs, t > u
(3.5)
onde Ai =

 0 1
−ki
m
− c
m

 , para i = 1, 2.
O processo {Xt} e´ um processo de difusa˜o na˜o homoge´neo e, em cada regime, e´ um processo
de Markov Gaussiano.
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3.3 Problema de estimac¸a˜o dos paraˆmetros
Considerando a EDE definida por (3.3) – (3.4), o objetivo e´ estimar a matriz de deriva
admitindo que os paraˆmetros m e σ sa˜o considerados conhecidos. O instante em que ocorre
a mudanc¸a de regime, u, como ja´ referimos antes, sera´ primeiramente tambe´m assumido como
sendo conhecido ou observado e so´ na Secc¸a˜o 3.5 retiraremos esta suposic¸a˜o. Sendo assim,
o nosso objetivo e´ estimar os paraˆmetros k1, k2 e c, baseando-nos nas observac¸o˜es do pro-
cesso {Xt} em tempo discreto obtidas em instantes igualmente espac¸ados, 0,∆t, 2∆t, ..., T∆t ,
realizadas no intervalo de tempo [0, T ].
Nesta secc¸a˜o descrevemos como obter as estimativas de ma´xima verosimilhanc¸a dos paraˆmetros
da EDE (3.3) – (3.4). Dito de outra forma, veremos como obter as estimativas de ma´xima
verosimilhanc¸a dos coeficientes de rigidez e amortecimento de uma estrutura antes e depois
da mudanc¸a de regime ocorrer e, como consequeˆncia, como estimar mudanc¸as nas frequeˆncias
naturais do oscilador.
Consideramos duas abordagens. A primeira abordagem usa as probabilidades de transic¸a˜o
dos estados para construir a func¸a˜o de verosimilhanc¸a (Secc¸a˜o 3.3.1). Neste caso, dada a
complexidade desta func¸a˜o, na˜o e´ poss´ıvel obter uma forma expl´ıcita para o estimador de
ma´xima verosimilhanc¸a, pelo que este e´ obtido por maximizac¸a˜o nume´rica da func¸a˜o de
verosimilhanc¸a. A segunda abordagem que usaremos (Secc¸a˜o 3.3.2) consiste em recorrer a`
derivada de Radon-Nikodym para construir a func¸a˜o de verosimilhanc¸a para um problema
de estimac¸a˜o ideˆntico ao formulado atra´s mas em que as observac¸o˜es do processo sa˜o consi-
deradas em tempo cont´ınuo, passando-se posteriormente a` discretizac¸a˜o do estimador assim
obtido, de modo a poder ser usado com observac¸o˜es em tempo discreto. Como o instante
u e´ assumido inicialmente como sendo conhecido, o estimador de ma´xima verosimilhanc¸a
considerando as observac¸o˜es em tempo cont´ınuo e´ obtido como no Cap´ıtulo 1 para o caso
particular do modelo de dimensa˜o 2 (ver Secc¸a˜o 1.3.1). O estimador de ma´xima verosimi-
lhanc¸a e´ enta˜o discretizado nos instantes que correspondem a`s observac¸o˜es. Esta segunda
abordagem segue, em trac¸os gerais, o ponto de vista exposto em [20].
3.3. PROBLEMA DE ESTIMAC¸A˜O DOS PARAˆMETROS 77
3.3.1 Abordagem 1: EMV aproximado numericamente
Conforme referido acima, esta abordagem usa as probabilidades de transic¸a˜o dos estados
para construir a func¸a˜o de verosimilhanc¸a e o estimador de ma´xima verosimilhanc¸a e´ obtido
numericamente por um procedimento computacional de maximizac¸a˜o da func¸a˜o de log-
verosimilhanc¸a. Mais concretamente, partindo das observac¸o˜es em tempo discreto, vamos
usar as probabilidades de transic¸a˜o para construir a func¸a˜o de log-verosimilhanc¸a, L, em
tempo discreto.
Sendo nu o ı´ndice da u´ltima observac¸a˜o anterior ao instante de mudanc¸a de regime, a func¸a˜o
de log-verosimilhanc¸a e´ dada por:
L(k1, k2, c) =
nu∑
k=1
ln p1
(
Xtk | Xtk−1
)
(3.6)
+ ln p3
(
Xtnu+1 | Xtnu
)
+
n∑
k=nu+2
ln p2
(
Xtk | Xtk−1
)
,
onde p1, p2 e p3 representam as probabilidades de transic¸a˜o:
• Para i = 1, 2,
ln pi
(
Xtk | Xtk−1
)
= − ln(2pi)− 1
2
ln | Ci |
−1
2
(
Xtk − eA(i)(tk−tk−1)Xtk−1
)∗
C−1i
(
Xtk − eA(i)(tk−tk−1)Xtk−1
)
, (3.7)
onde Ci =
tk∫
tk−1
eA(i)(tk−r)BeA
∗
(i)
(tk−r)dr
• Para i = 3,
ln p3
(
Xtnu+1 | Xtnu
)
= − ln(2pi)− 1
2
ln | C3 |
−1
2
(
Xtnu+1 − eA(3)(tnu+1−tnu)Xtnu
)∗
C−13
(
Xtnu+1 − eA(3)(tnu+1−tnu)Xtnu
)
,(3.8)
onde
eA(3)(tnu+1−tnu) = eA(2)(tnu+1−tnu)eA(1)(tnu−tnu−1)
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e
C3 = e
A(2)(tnu+1−tnu)
tnu∫
0
eA(1)(tnu−r)BeA
∗
(1)
(tnu−r)dreA
∗
(2)
(tnu+1−tnu)
+
tnu+1∫
tnu
eA(2)(tnu+1−r)BeA
∗
(2)
(tnu+1−r)dr.
Os estimadores de ma´xima verosimilhanc¸a dos paraˆmetros sa˜o, como e´ sabido, aqueles que
maximizam a func¸a˜o de log-verosimilhanc¸a L. Devido a` complexidade da func¸a˜o L, a
otimizac¸a˜o e´ feita numericamente, obtendo-se uma aproximac¸a˜o computacional do EMV.
Nesta tese nos exemplos que apresentamos no final do cap´ıtulo (Para´grafo 3.4.1), os valores
que maximizam a func¸a˜o de verosimilhanc¸a, ou seja as estimativas, foram obtidos usando a
rotina nlm (nonlinear minimization) do software R.
3.3.2 Abordagem 2: Discretizac¸a˜o do EMV em tempo cont´ınuo
Nesta abordagem comec¸amos por considerar o problema de estimac¸a˜o com o mesmo modelo
para o processo em estudo, mas em que as observac¸o˜es sa˜o obtidas em tempo cont´ınuo.
Neste cena´rio e´ poss´ıvel calcular os estimadores de ma´xima verosimilhanc¸a exatos para os
paraˆmetros desconhecidos. No entanto, na realidade, estamos interessados no problema
em que as observac¸o˜es sa˜o recolhidas em tempo discreto, nos instantes 0,∆t, 2∆t, ..., T∆t .
Discretizando o EMV do problema em tempo cont´ınuo nos instantes correspondendo a`s
observac¸o˜es obtidas em tempo discreto estamos a construir uma aproximac¸a˜o ao EMV para
o problema estabelecido originalmente. Uma vez que admitimos que o instante de mudanc¸a
de regime, u, e´ conhecido, o procedimento na˜o se reveste de grande dificuldade, se recorrermos
ao que foi visto no Cap´ıtulo 1 para construir o EMV em tempo cont´ınuo. Teremos depois
de recorrer a te´cnicas de discretizac¸a˜o dos integrais que obtivermos.
Comecemos pela derivada de Radon-Nikodym, que, de acordo com o Cap´ıtulo 1, e´ dada por
(ver expressa˜o (1.7)):
dPX
dPW
(Xt) = exp

tr

B+

A1
u∫
0
XtdX
∗
t +A2
T∫
u
XtdX
∗
t


−1
2

A∗1B+A1
u∫
0
XtX
∗
t dt+A
∗
2B
+A2
T∫
u
XtX
∗
t dt





 ,
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onde B+ =

 0 0
0 1
σ2

 e´ a pseudo-inversa de Moore-Penrose da matriz B.
Enta˜o a func¸a˜o de log-verosimilhanc¸a e´ dada por (ver Cap´ıtulo 1 Secc¸a˜o 1.3.1):
L(k1, k2, c) = − 1
mσ2

k1
u∫
0
X1,tdX2,t + k2
T∫
u
X1,tdX2,t + c
T∫
0
X2,tdX2,t

 (3.9)
− 1
2m2σ2

 u∫
0
(k1X1,t + cX2,t)
2 dt+
T∫
u
(k2X1,t + cX2,t)
2 dt

 .
O estimador de ma´xima verosimilhanc¸a de kt e c e´ dado por:


− kˆ1
m
− kˆ2
m
− cˆ
m


=


∫ u
0
X21,tdt 0
∫ u
0
X1,tX2,tdt
0
∫ T
u
X21,tdt
∫ T
u
X1,tX2,tdt∫ u
0
X1,tX2,tdt
∫ T
u
X1,tX2,tdt
∫ T
0
X22,tdt


−1
(3.10)
·


∫ u
0
X1,tdX2,t∫ T
u
X1,tdX2,t∫ T
0
X2,tdX2,t


,
se T > u. Note-se que, para T ≤ u, o estimador de ma´xima verosimilhanc¸a de kt e c e´
exatamente o estimador do modelo linear, como no Cap´ıtulo 1, dado por:

 −
kˆ
m
− cˆ
m

 =


∫ T
0
X21,tdt
∫ T
0
X1,tX2,tdt∫ T
0
X1,tX2,tdt
∫ T
0
X22,tdt


−1 

∫ T
0
X1,tdX2,t∫ T
0
X2,tdX2,t

 .
Se optarmos por estimar a frequeˆncia natural da estrutura, como e´ habitual fazer-se em
engenharia, o estimador e´ definido como sendo
√
kˆt
m
.
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Usamos a seguinte discretizac¸a˜o dos integrais que aparecem em (3.10):
•
∫ j∆t
i∆t
X21,tdt
∼=
j−1∑
l=i
∆tX21,tl ,
•
∫ j∆t
i∆t
X1,tdX2,t ∼=
j−1∑
l=i
Xl,tl
(
X2,tl −X2,tl−1
)
,
•
∫ j∆t
i∆t
X22,tdt
∼=
j−1∑
l=i
∆tX22,tl ,
•
∫ j∆t
i∆t
X2,tdX2,t ∼= 1
2
j−1∑
l=i
(
X22,tl −X22,tl−1 − σ∆t
)
,
•
∫ j∆t
i∆t
X1,tX2,tdt ∼=
j−1∑
l=i
∆tX1,tlX2,tl .
De (3.10) vem que:


− kˆ1
m
− kˆ2
m
− cˆ
m


∼=


nu+1∆t−1∑
l=0
∆tX21,tl 0
nu+1∆t−1∑
l=0
∆tX1,tlX2,tl
0
n∆t−1∑
l=nu+1∆t
∆tX21,tl
n∆t−1∑
l=nu+1∆t
∆tX1,tlX2,tl
nu+1∆t−1∑
l=0
∆tX1,tlX2,tl
n∆t−1∑
l=nu+1∆t
∆tX1,tlX2,tl
nu+1∆t−1∑
l=0
∆tX22,tl


−1
·


nu+1∆t−1∑
l=0
X1,tl
(
X2,tl −X2,tl−1
)
n∆t−1∑
l=nu+1∆t
X1,tl
(
X2,tl −X2,tl−1
)
1
2
n∆t−1∑
l=0
(
X22,tl −X22,tl−1 − σ∆t
)


.
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3.4 Aplicac¸o˜es
Nesta secc¸a˜o e´ realizado um estudo com base em simulac¸o˜es com o objetivo de ilustrar o
procedimento, a precisa˜o e a eficieˆncia computacional das duas abordagens apresentadas
na secc¸a˜o anterior, comparando-as tambe´m entre si quando usadas em cena´rios que se
assemelham a situac¸o˜es reais da vida de estruturas. Recorremos ao software Yuima para
simular a resposta estoca´stica do sistema. O software Yuima usa o esquema estoca´stico de
Euler com uma malha fina de 100 pontos para simular cada observac¸a˜o do processo.
Exemplo 1 Consideramos o modelo (3.3) – (3.4) com k1 = 35.2 (kN/m), k2 = 28.16 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s), u = 300 (s).
Uma amostra de 200 trajeto´rias da resposta do processo estoca´stico sa˜o simuladas e considera-
se um passo de discretizac¸a˜o ∆t = 1(s) entre observac¸o˜es.
3.4.1 Resultados obtidos na abordagem 1
Um resumo dos resultados obtidos recorrendo a` abordagem 1 (ver Secc¸a˜o 3.3.1) que diz
respeito, recorde-se, ao uso do EMV apo´s aproximac¸a˜o nume´rica do ma´ximo da func¸a˜o de
verosimilhanc¸a, sa˜o apresentados na Tabela 3.1, na qual esta˜o representadas as me´dias das
estimativas dos paraˆmetros obtidas nas 200 simulac¸o˜es, antes e depois da mudanc¸a de regime
ocorrer. Obviamente que antes da mudanc¸a de regime ocorrer, as estimativas sa˜o as mesmas
do modelo linear.
T (s) 200 400 600
kˆ1 (kN/m) 35.16 35.15 35.15
kˆ2 (kN/m) - 30.17 29.99
cˆ (kNs/m) 0.546 0.542 0.544
Tabela 3.1: (Exemplo 1) Valor me´dio calculado a partir das estimativas dos paraˆmetros kt e
c obtidos para diferentes valores de T , antes e depois da mudanc¸a de regime ocorrer.
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A Figura 3.1 conte´m os histogramas das estimativas de kt obtidas em instantes antes e depois
da mudanc¸a de regime ocorrer. Sobre estes histogramas representamos a curva gaussiana
que melhor se ajusta a essas estimativas.
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Figura 3.1: (Exemplo 1) Histogramas de kˆt para diferentes valores de T, antes e depois da
mudanc¸a de regime ocorrer, e curva gaussiana ajustada aos dados: (a)T = 200s, (b)T = 600s.
Os histogramas sugerem que o estimador de kt segue a distribuic¸a˜o normal, apesar de se
notar uma ligeira assimetria. Teste estat´ıstico de ajustamento como o teste de Shapiro-Wilk
na˜o rejeita a hipo´tese da distribuic¸a˜o do estimador de kt ser normal (p=0.693 e p=0.906, para
k1 e k2 respetivamente). Os coeficientes de variac¸a˜o das estimativas sa˜o bastantes pequenos:
1% para k1 e 2% para k2.
A Figura 3.2 conte´m os histogramas das estimativas de c obtidas em instantes antes e depois
da mudanc¸a de regime ocorrer.
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Figura 3.2: (Exemplo 1) Histogramas de cˆ para diferentes valores de T, antes e depois da
mudanc¸a de regime ocorrer, e curva gaussiana ajustada aos dados: (a)T = 200s, (b)T = 600s.
Os histogramas mostram uma ligeira assimetria da distribuic¸a˜o. No entanto, o teste es-
tat´ıstico de ajustamento mencionado na˜o rejeita a hipo´tese da distribuic¸a˜o do estimador de
c ser normal (p=0.539). O coeficiente de variac¸a˜o das estimativas obtidas e´ maior do que os
coeficientes de variac¸a˜o obtidos para k1 e k2 (cv = 6%).
A Figura 3.3 mostra as regio˜es de confianc¸a obtidas para E
[
kˆt
]
e E [cˆ] para um n´ıvel de
confianc¸a de 95% em instantes antes e depois da mudanc¸a de regime ocorrer, obtidas usando
as estimativas calculadas para kt e c.
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Figura 3.3: Regio˜es de confianc¸a para E
[
kˆt
]
e E [cˆ] para um n´ıvel de confianc¸a de 95%
para diferentes valores de T , antes e depois da mudanc¸a de regime ocorrer (Exemplo 1):
(a)T = 200s, (b)T = 600s. O ponto me´dio da nuvem e´ indicado pelo c´ırculo a azul e o
c´ırculo a vermelho indica o verdadeiro valor dos paraˆmetros.
Podemos constatar da ana´lise da Figura 3.3 que, depois da mudanc¸a de regime ocorrer, em
particular para T = 600 s, as estimativas do paraˆmetro kt ainda se encontram bastantes
afastadas do seu verdadeiro valor e, por este motivo, o verdadeiro valor dos paraˆmetros na˜o
se encontra representado, caindo fora da elipse.
3.4.2 Resultados obtidos na abordagem 2
Os resultados obtidos atrave´s da abordagem 2 sa˜o apresentados na tabela e gra´ficos seguintes
(Tabela 3.2 e Figuras 3.4 a 3.6).
A Tabela 3.2 mostra as me´dias das estimativas dos paraˆmetros obtidas antes e depois da
mudanc¸a de regime ocorrer. Tal como na abordagem anterior, antes da mudanc¸a de regime
ocorrer, as estimativas sa˜o as que correspondem a um modelo linear.
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T (s) 200 400 600
kˆ1 (kN/m) 35.35 35.24 35.24
kˆ2 (kN/m) - 28.47 28.32
cˆ (kNs/m) 0.55 0.55 0.56
Tabela 3.2: (Exemplo 1) Valor me´dio calculado a partir das estimativas dos paraˆmetros kt e
c obtidos para diferentes valores de T , antes e depois da mudanc¸a de regime ocorrer.
Da ana´lise da Tabela 3.2 facilmente se percebe que as estimativas obtidas sa˜o quase centradas
nos verdadeiros valores, quer antes quer depois da mudanc¸a de regime ocorrer.
A Figura 3.4 conte´m os histogramas das estimativas de kt em instantes antes e depois da
mudanc¸a de regime ocorrer. Aos histogramas das estimativas de k1 e k2 ajusta-se uma
distribuic¸a˜o normal (p=0.797 e p=0.687 no teste de Shapiro-Wilk, respetivamente) de notar
que as estimativas apresentam coeficientes de variac¸a˜o bastante pequenos.
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Figura 3.4: (Exemplo 1) Histogramas de kˆt para diferentes valores de T , antes e depois da
mudanc¸a de regime ocorrer, e curva gaussiana ajustada aos dados: (a)T = 200s, (b)T = 600s.
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A Figura 3.5 conte´m os histogramas das estimativas de c em instantes antes e depois da
mudanc¸a de regime ocorrer. Nota-se algum enviesamento nas estimativas, no entanto,
ainda se considera que existe um bom ajuste a` distribuic¸a˜o normal tendo por paraˆmetros o
verdadeiro valor de c (p=0.555) e o coeficiente de variac¸a˜o das estimativas e´ de 1%.
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Figura 3.5: (Exemplo 1) Histogramas de cˆ para diferentes valores de T , antes e depois da
mudanc¸a de regime ocorrer, e curva gaussiana ajustada aos dados: (a)T = 200s, (b)T = 600s.
A Figura 3.6 mostra as regio˜es de confianc¸a para E
[
kˆt
]
e E [cˆ] para um n´ıvel de confianc¸a
de 95% em instantes antes e depois da mudanc¸a de regime ocorrer. Como se pode ver,
as estimativas esta˜o bastante concentradas na elipse que representa a regia˜o de confianc¸a
e bastante pro´ximas do verdadeiro valor dos paraˆmetros, representado pelo ponto (k, c)
indicado pelo c´ırculo a vermelho.
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Figura 3.6: (Exemplo 1) Regio˜es de confianc¸a para E
[
kˆt
]
e E [cˆ] para um n´ıvel de confianc¸a
de 95% para diferentes valores de T , antes e depois da mudanc¸a de regime ocorrer: (a)T =
200s, (b)T = 600s. O ponto me´dio e´ indicado pelo c´ırculo a azul e o c´ırculo a vermelho
indica o verdadeiro valor dos paraˆmetros.
Em suma, ambas as abordagens (1 e 2) teˆm um desempenho bastante razoa´vel, no entanto
a abordagem 2 mostrou melhores resultados no que respeita a` qualidade das estimativas dos
paraˆmetros. Em termos de custos computacionais, a abordagem 1 usa aproximadamente 98
minutos por simulac¸a˜o, enquanto que a abordagem 2 usa apenas 3 minutos por simulac¸a˜o
usando um processador Intel Core i7-3632 QM 2.20 GHz. A abordagem 2 tambe´m mostrou
ser menos exigente em termos de complexidade do algoritmo de programac¸a˜o. Assim sendo
sera´ natural dar prefereˆncia a` abordagem 2 sobre a abordagem 1.
3.5 Instante de mudanc¸a de regime na˜o observado
A hipo´tese segundo a qual o instante em que a mudanc¸a de regime ocorreu, u, e´ conhecido
a priori ou observado e´ bastante restritiva na pra´tica. Comec¸a´mos por considerar o cena´rio
mais simples (Secc¸a˜o 3.3) e, como veremos mais a` frente, as abordagens anteriores podem
88 CAPI´TULO 3. MODELO ESTOCA´STICO COM MUDANC¸A DE REGIME
lidar com o facto de que o instante de tempo u possa ser desconhecido, introduzindo algumas
alterac¸o˜es que iremos explorar nesta secc¸a˜o.
3.5.1 Estimac¸a˜o do instante de mudanc¸a de regime
Nesta secc¸a˜o, assumimos que o instante no qual a mudanc¸a de regime ocorre e´ desconhecido
ou na˜o observado. Por simplicidade de apresentac¸a˜o, apenas, assumimos que a mudanc¸a de
regime ocorre num dos instantes 0,∆t, 2∆t, ..., T∆t , para os quais o processo e´ observado. Na˜o
sendo esse o caso, havera´ pequenas adaptac¸o˜es a fazer, no que se segue.
A ideia apresentada em [21] e [93] e´ a de que, aplicando o me´todo da ma´xima verosimilhanc¸a
por etapas, podemos estimar simultaneamente o instante em que ocorreu a mudanc¸a de
regime, u, bem como os coeficientes desconhecidos da matriz de deriva do modelo, no nosso
caso k1, k2 e c.
Mais precisamente, considerando a func¸a˜o de log-verosimilhanc¸a dependendo de k1, k2, c e
u, como usual, primeiro calculamos a derivada de L (k1, k2, c, u) em ordem a k1, k2 e c apenas
e resolvemos o seguinte sistema de equac¸o˜es:
∂L
∂k1
= 0,
∂L
∂k2
= 0,
∂L
∂c
= 0, (3.11)
para encontrar kˆ1 (u), kˆ2 (u), cˆ (u), isto e´, os estimadores de ma´xima verosimilhanc¸a para k1,
k2 e c, sendo estes dependentes de u. Somente depois de conclu´ıdo este passo, encontramos
a estimativa da ma´xima verosimilhanc¸a do instante de mudanc¸a de regime u, dada por:
uˆ = argmaxL
(
kˆ1 (u) , kˆ2 (u) , cˆ (u)
)
. (3.12)
As estimativas finais de ma´xima verosimilhanc¸a para k1, k2 e c, no instante de mudanc¸a de
regime, sa˜o finalmente obtidas substituindo em kˆ1 (u), kˆ2 (u), cˆ (u) o paraˆmetro u pela sua
estimativa de ma´xima verosimilhanc¸a dada por 3.12.
3.5.2 Estimadores de k1, k2, c e u
No que se segue recorremos a` segunda abordagem ao problema de estimac¸a˜o, apresentada
no Para´grafo 3.3.2. De acordo com o estudo que expusemos na Secc¸a˜o 3.5, esta abordagem
seria a mais vantajosa.
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Para u desconhecido, considere-se enta˜o a func¸a˜o de log-verosimilhanc¸a sugerida no Para´grafo
3.3.2:
L (k1, k2, c, u) = − 1
mσ2
(
k1
∫ u
0
X1,tdX2,t + k2
∫ T
u
X1,tdX2,t + c
∫ T
0
X2,tdX2,t
)
− 1
2m2σ2
(∫ u
0
(k1X1,t + cX2,t)
2 dt+
∫ T
u
(k2X1,t + cX2,t)
2 dt
)
(3.13)
O estimador de ma´xima verosimilhanc¸a para k1, k2 e c ja´ foi apresentado em (3.10) e e´
definido, para T > u, por:


− kˆ1 (u)
m
− kˆ2 (u)
m
− cˆ (u)
m


=


∫ u
0
X21,tdt 0
∫ u
0
X1,tX2,tdt
0
∫ T
u
X21,tdt
∫ T
u
X1,tX2,tdt∫ u
0
X1,tX2,tdt
∫ T
u
X1,tX2,tdt
∫ T
0
X22,tdt


−1 

∫ u
0
X1,tdX2,t∫ T
u
X1,tdX2,t∫ T
0
X2,tdX2,t


.
A discretizac¸a˜o no tempo a aplicar e´ a que foi usada no Para´grafo 3.3.2. O estimador de
ma´xima verosimilhanc¸a de u e´ (ver (3.12)):
uˆ = argmaxL
(
kˆ1 (u) , kˆ2 (u) , cˆ (u)
)
.
E´ necessa´rio recalcular as estimativas de k1, k2 e c, isto e´, obter kˆ1 (uˆ), kˆ2 (uˆ), cˆ (uˆ) como as
estimativas finais no instante de mudanc¸a de regime.
3.5.3 Aplicac¸o˜es
Nesta secc¸a˜o pretendemos mostrar os resultados obtidos atrave´s da abordagem 2 quando o
instante de mudanc¸a de regime e´ desconhecido ou na˜o observado.
Nas 200 simulac¸o˜es da resposta do processo, o instante de mudanc¸a de regime foi simulado
usando a distribuic¸a˜o uniforme no intervalo (250 s, 350 s) e o valor simulado foi mantido
ideˆntico nas 200 trajeto´rias simuladas. Novamente, simula´mos as trajeto´rias do processo
e estima´mos os paraˆmetros do modelo e o instante desconhecido de mudanc¸a de regime,
seguindo o me´todo descrito no Para´grafo 3.5.2.
Vamos apresentar nesta tese 4 exemplos (Exemplos 2 a 5) que teˆm como ponto de partida o
mesmo exemplo apresentado no in´ıcio da Secc¸a˜o 3.4 (Exemplo 1), com a diferenc¸a do instante
de mudanc¸a de regime ser desconhecido ou na˜o observado. Os treˆs u´ltimos exemplos deste
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para´grafo dedicado a aplicac¸o˜es apresentam tambe´m uma menor reduc¸a˜o no coeficiente de
rigidez, no que se refere a` mudanc¸a de regime, do que o que aconteceu no primeiro exemplo.
Os resultados obtidos nos 4 exemplos sa˜o apresentados nas tabelas e gra´ficos seguintes.
Exemplo 2 Consideramos o modelo (3.3) – (3.4) com k1 = 35.2 (kN/m), k2 = 28.16 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s), u desconhecido.
Como referido, consideramos um exemplo com os mesmos valores dos paraˆmetros que o
exemplo apresentado no in´ıcio da Secc¸a˜o 3.4. A Tabela 3.3 resume os resultados obtidos na
estimac¸a˜o, apresentando as me´dias das estimativas dos paraˆmetros quando o valor obtido na
simulac¸a˜o do instante de mudanc¸a de regime foi u = 263 s.
T (s) 600
uˆ(s) 263.45
kˆ1(KN/m) 35.17
kˆ2(KN/m) 28.24
cˆ(KN.s/m) 0.565
Tabela 3.3: Me´dias das estimativas dos paraˆmetros quando o instante de mudanc¸a de regime
e´ desconhecido (u = 263 s).
Por consequeˆncia, obtemos as seguintes me´dias para as frequeˆncias naturais estimadas:√
kˆ1
m
= 6.14 (Hz) e
√
kˆ2
m
= 5.5 (Hz).
As Figuras 3.7 a 3.13 mostram os resultados obtidos para diferentes valores de T ate´ T = 600 s
para apenas uma das 200 trajeto´rias simuladas. Constatamos que o instante de mudanc¸a
de regime, u, e´ facilmente detetado (ver Figura 3.7) e por isso na˜o e´ surpreendente que
seja estimado com bastante precisa˜o. Contudo, repare-se como a ocorreˆncia da mudanc¸a de
regime, que diz respeito ao paraˆmetro k, afeta a estimac¸a˜o do coeficiente de amortecimento c
(Figura 3.8). Na Figura 3.9 esta´ representada a func¸a˜o de log-verosimilhanc¸a para o Exemplo
2 calculada sobre uma das 200 trajeto´rias, onde, mais uma vez, pudemos detetar o instante
de mudanc¸a de regime, u, que relembramos, e´ o ponto onde e´ atingido o ma´ximo desta
func¸a˜o.
As Figuras 3.10 e 3.11 representam as curvas da me´dia das estimativas dos paraˆmetros de k
e c, respetivamente, calculadas sobre as 200 simulac¸o˜es.
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Figura 3.7: (Exemplo 2) Estimativa do coeficiente de rigidez k calculadas sobre uma
trajeto´ria ao longo do tempo T (u = 263 s).
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Figura 3.8: (Exemplo 2) Estimativa do coeficiente de amortecimento c calculadas sobre uma
trajeto´ria ao longo do tempo T (u = 263 s).
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Figura 3.9: Func¸a˜o verosimilhanc¸a para o Exemplo 2 calculada sobre uma das 200 trajeto´rias
(u = 263 s).
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Figura 3.10: (Exemplo 2) Me´dia das estimativas do coeficiente de rigidez calculadas sobre
as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 263 s).
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Figura 3.11: (Exemplo 2) Me´dia das estimativas do coeficiente de amortecimento calculadas
sobre as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 263 s).
Como esperado, as estimativas dos paraˆmetros do modelo afastam-se dos verdadeiros valores
desses paraˆmetros na vizinhanc¸a do instante desconhecido de mudanc¸a de regime, mas apenas
por um curto per´ıodo de tempo, recuperando a capacidade de estimar os paraˆmetros do
modelo com pequeno erro de estimac¸a˜o, erro esse que desaparece conforme o tempo aumenta.
As Figuras 3.12 e 3.13 mostram o RMSE (ra´ız quadrada do erro quadra´tico me´dio) das
estimativas dos paraˆmetros calculado sobre as 200 simulac¸o˜es.
Como seria de esperar, a ra´ız quadrada do erro quadra´tico me´dio (RMSE) diminui rapida-
mente aproximando-se cada vez mais de zero, mantendo-se muito pro´xima de zero ate´ ao fim
do intervalo considerado (Figuras 3.12 e 3.13).
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Figura 3.12: (Exemplo 2) RMSE das estimativas do coeficiente de rigidez (u = 263 s).
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Figura 3.13: (Exemplo 2) RMSE das estimativas do coeficiente de amortecimento (u = 263 s).
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Exemplo 3 Consideramos o modelo (3.3) – (3.4) com k1 = 35.2 (kN/m), k2 = 31.68 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s), u desconhecido.
Como Exemplo 3 considera´mos um exemplo similiar ao anterior (Exemplo 2), mas admitindo
agora uma menor reduc¸a˜o no coeficiente de rigidez, isto e´, considera´mos o exemplo anterior
alterando o valor de k2 para k2 = 31.68 (kN/m). O instante de mudanc¸a de regime simulado
foi u = 285 s. Isto significa que considera´mos um oscilador que, por algum motivo, sofreu
uma diminuic¸a˜o de 10% no coeficiente de rigidez num instante de tempo desconhecido. No
exemplo anterior a reduc¸a˜o do coeficiente de rigidez era de 20%. E´ razoa´vel esperar que
quanto menor seja a reduc¸a˜o do coeficiente de rigidez mais dif´ıcil sera´ estimar o instante de
mudanc¸a de regime.
Os resultados da estimac¸a˜o esta˜o sumariados na Tabela 3.4 e nas Figuras 3.14 e 3.15.
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Figura 3.14: (Exemplo 3) Me´dia das estimativas do coeficiente de rigidez calculadas sobre
as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 285 s).
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Figura 3.15: (Exemplo 3) Me´dia das estimativas do coeficiente de amortecimento calculadas
sobre as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 285 s).
T (s) 600
uˆ(s) 285.48
kˆ1(KN/m) 35.25
kˆ2(KN/m) 31.71
cˆ(KN.s/m) 0.563
Tabela 3.4: (Exemplo 3) Me´dias das estimativas dos paraˆmetros para T = 600 s quando o
instante de mudanc¸a de regime e´ desconhecido (u = 285 s).
Da ana´lise da Tabela 3.4 e das Figuras 3.14 e 3.15, constatamos que, apesar dos paraˆmetros
no Exemplo 3 corresponderem a um caso com uma menor reduc¸a˜o no valor do coeficiente de
rigidez comparativamente ao Exemplo 2, as estimativas dos paraˆmetros neste u´ltimo exemplo
ainda esta˜o bastante pro´ximas dos verdadeiros valores dos paraˆmetros a estimar. Quanto a`
estimac¸a˜o do instante de mudanc¸a de regime, u, esta mantem-se com uma grande precisa˜o
(desvio padra˜o de uˆ igual a 0.511).
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Exemplo 4 Consideramos o modelo (3.3) – (3.4) com k1 = 35.2 (kN/m), k2 = 33.44 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s), u desconhecido.
Como Exemplo 4 considera´mos um exemplo similiar ao Exemplo 2, mas admitindo agora
uma menor reduc¸a˜o no coeficiente de rigidez, isto e´, considera´mos o Exemplo 2 alterando
o valor de k2 para k2 = 33.44 (kN/m). O instante de mudanc¸a de regime simulado foi
u = 315 s. Isto significa que considera´mos um oscilador que, por algum motivo, sofreu uma
diminuic¸a˜o de 5% no coeficiente de rigidez num instante de tempo desconhecido. No exemplo
anterior a reduc¸a˜o do coeficiente de rigidez era de 10% e no Exemplo 2 de 20%.
Os resultados da estimac¸a˜o esta˜o sumariados na Tabela 3.5 e nas Figuras 3.16 e 3.17.
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Figura 3.16: (Exemplo 4) Me´dia das estimativas do coeficiente de rigidez calculadas sobre
as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 315 s).
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Figura 3.17: (Exemplo 4) Me´dia das estimativas do coeficiente de amortecimento calculadas
sobre as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 315 s).
T (s) 600
uˆ(s) 315.52
kˆ1(KN/m) 35.22
kˆ2(KN/m) 33.47
cˆ(KN.s/m) 0.558
Tabela 3.5: (Exemplo 4) Me´dias das estimativas dos paraˆmetros para T = 600 s quando o
instante de mudanc¸a de regime e´ desconhecido (u = 315 s).
Da ana´lise da Tabela 3.5 e das Figuras 3.16 e 3.17, constatamos que, apesar dos paraˆmetros
no Exemplo 4 corresponderem a um caso com uma menor reduc¸a˜o no valor do coeficiente
de rigidez comparativamente aos outros dois exemplos apresentados, as estimativas dos
paraˆmetros neste u´ltimo exemplo ainda esta˜o bastante pro´ximas dos verdadeiros valores
dos paraˆmetros a estimar. Quanto a` estimac¸a˜o do instante de mudanc¸a de regime, u, esta
mantem-se com uma grande precisa˜o (desvio padra˜o de uˆ igual a 0.522).
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Exemplo 5 Consideramos o modelo (3.3) – (3.4) com k1 = 35.2 (kN/m), k2 = 31.68 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s), u desconhecido.
De novo temos as condic¸o˜es do Exemplo 3 a` excepc¸a˜o de que o instante de reduc¸a˜o do
coeficiente de rigidez foi simulado como ocorrendo aos 329 s em todas as trajeto´rias.
Os resultados da estimac¸a˜o esta˜o sumariados na Tabela 3.6 e nas Figuras 3.18 e 3.19.
T (s) 600
uˆ(s) 329.54
kˆ1(KN/m) 35.24
kˆ2(KN/m) 31.71
cˆ(KN.s/m) 0.562
Tabela 3.6: (Exemplo 5) Me´dias das estimativas dos paraˆmetros quando o instante de
mudanc¸a de regime e´ desconhecido (u = 329 s).
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Figura 3.18: (Exemplo 5) Me´dia das estimativas do coeficiente de rigidez calculadas sobre
as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 329 s).
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Figura 3.19: (Exemplo 5) Me´dia das estimativas do coeficiente de amortecimento calculadas
sobre as 200 trajeto´rias simuladas do processo ao longo do tempo (u = 329 s).
Tal como no exemplo anterior, da ana´lise da Tabela 3.6 e das Figuras 3.18 e 3.19, constatamos
que as estimativas dos paraˆmetros k1, k2 e c ainda esta˜o bastante pro´ximas dos verdadeiros
valores dos paraˆmetros a estimar.
Quanto a` estimac¸a˜o do instante de mudanc¸a de regime, u, esta mantem-se com uma grande
precisa˜o (desvio padra˜o de uˆ igual a 0.509). Apesar da diferenc¸a ser subtil, comparando com
o Exemplo 3, podemos constatar que quanto mais tarde ocorrer a mudanc¸a de regime mais
afastada se encontra a estimativa do paraˆmetro de amortecimento do seu verdadeiro valor.
Essencialmente nota-se nas figuras uma alterac¸a˜o brusca nas estimativas do coeficiente de
rigidez que acompanha de muito perto a mudanc¸a de regime e uma convergeˆncia relativa-
mente suave das estimativas do coeficiente de amortecimento para o seu verdadeiro valor. O
paraˆmetro u e´ estimado com erro muito pequeno.
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3.6 Concluso˜es
Este cap´ıtulo da tese propo˜e duas abordagens que podem ser seguidas quando se quer
estimar os paraˆmetros de um modelo que se apresenta como linear por troc¸os. O mesmo
e´ dizer que investiga´mos duas abordagens para estimar as frequeˆncias naturais, de um
oscilador harmo´nico sujeito a ac¸o˜es externas aleato´rias, para o qual ocorreu uma mudanc¸a no
coeficiente de rigidez. O estudo de simulac¸a˜o que realiza´mos sobre exemplos pro´ximos da vida
real aponta as vantagens da utilizac¸a˜o da abordagem baseada na discretizac¸a˜o do estimador
correspondendo ao problema em tempo cont´ınuo, mesmo que as observac¸o˜es sejam recolhidas
em tempo discreto. Esta abordagem permite obter estimadores com menor enviesamento,
menores erros de estimac¸a˜o e menores custos computacionais. O me´todo pode lidar com
o caso do instante de mudanc¸a de regime ser desconhecido com pequenas adaptac¸o˜es que
sugerimos e explora´mos pela via da simulac¸a˜o nume´rica.
Neste cap´ıtulo tomou-se sempre como certo que ocorreu efetivamente uma mudanc¸a de
regime no coeficiente de rigidez da estrutura (podendo o instante de mudanc¸a de regime
ser conhecido ou desconhecido). No entanto, na pra´tica, nem sempre temos tantas certezas
sobre se ocorreu ou na˜o uma mudanc¸a de regime. E´ importante poder-se realizar um teste
de hipo´teses para detec¸a˜o de ocorreˆncia poss´ıvel de mudanc¸a de regime. Por este motivo, o
pro´ximo cap´ıtulo da tese (Cap´ıtulo 4) ira´ ser dedicado ao estudo de um teste de hipo´teses
para detec¸a˜o de ocorreˆncia de mudanc¸a de regime.
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Cap´ıtulo 4
Teste de mudanc¸a de regime
4.1 Introduc¸a˜o
Como referido, em engenharia, e´ frequente surgirem problemas relacionados com as estrutu-
ras que levam a alterac¸o˜es nos paraˆmetros da matriz de deriva que modela a estrutura.
Algo semelhante acontece nos circuitos ele´tricos. Em termos de modelac¸a˜o em tempo
cont´ınuo, processos de difusa˜o como o processo de Ornstein-Uhlenbeck (OU) teˆm sido,
habitualmente escolhidos para modelar o comportamento destas estruturas em que na˜o
ocorreu deteriorizac¸a˜o ou ate´ a estrutura entrar num regime de deteriorizac¸a˜o. Apesar da
sua importaˆncia nas aplicac¸o˜es, na˜o so´ em engenharia mas tambe´m noutras a´reas como a
a´rea financeira ou a biolo´gica na literatura, apenas alguns trabalhos teˆm sido dedicados a`
detec¸a˜o de mudanc¸as nos valores dos paraˆmetros destes processos de difusa˜o.
No cap´ıtulo anterior limita´mo-nos a tratar o problema de estimac¸a˜o de paraˆmetros, assu-
mindo que ocorreu uma mudanc¸a de regime do processo, devido a uma mudanc¸a na matriz de
deriva, A, que caracteriza o modelo (3.3). Na˜o pusemos em causa na˜o saber se essa mudanc¸a
teria de facto ocorrido ou na˜o. Neste cap´ıtulo pretendemos investigar o importante problema
de detetar se efetivamente ocorreu uma mudanc¸a nos valores dos paraˆmetros da matriz de
deriva A que caracteriza o modelo (3.3), num dado intervalo de tempo, quando na˜o sabemos
se essa mudanc¸a ocorreu de facto ou se os paraˆmetros da matriz A mantiveram um valor
constante em todo o intervalo considerado. Em modelos em que ha´ suspeita de ocorreˆncia
de mudanc¸a de regime e´ de extrema importaˆncia a realizac¸a˜o de um teste de hipo´teses para
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detetar se efetivamente ocorreu uma mudanc¸a de regime. Obviamente a realizac¸a˜o de um
tal teste devera´ preceder a fase de estimac¸a˜o, que se fara´ conforme vimos no Cap´ıtulo 3.
Para uma revisa˜o e actualizac¸a˜o dos resultados existentes na literatura relativos a testes de
hipo´teses de tipo ”change point”e suas aplicac¸o˜es recomendamos livros como por exemplo
[11], [26], [28] e [61], bem como os artigos [40], [45], [46], [52], [53], [64], [76] e [77]. Quando
se trata o problema de realizac¸a˜o de testes de hipo´teses de tipo ”change point”podemos
usar uma abordagem parame´trica baseada nas func¸o˜es de verosimilhanc¸a (ver [40], [45]
e [46]) ou uma abordagem na˜o parame´trica como os testes de tipo ”CUSUM”, em [64],
um teste de tipo ”CUSUM”foi usado para testar a mudanc¸a nos paraˆmetros de processos
de difusa˜o. Os trabalhos [53], [76] e [77] sa˜o uma refereˆncia teo´rica para o estudo destes
problemas de realizac¸a˜o de testes de hipo´teses de tipo ”change point”considerando processos
de difusa˜o ergo´dicos com observac¸o˜es em tempo cont´ınuo. Em [53] e [77] e´ proposto um
teste de detec¸a˜o de mudanc¸a nos valores dos paraˆmetros de deriva de um processo de difusa˜o
observado em tempo cont´ınuo, no entanto, a ideia por detra´s da construc¸a˜o do teste baseia-
se sobre uma estat´ıstica de teste (estat´ıstica de teste do tipo ”Cramer-von Mises”) que
na˜o segue a abordagem que faremos nas pa´ginas seguintes. Contrariamente aos artigos
citados anteriormente dispomos de observac¸o˜es em tempo discreto e na˜o em tempo cont´ınuo.
Salientamos o trabalho [52] onde sa˜o analisadas as estat´ısticas de teste a usar em testes de
hipo´teses de tipo ”change point”para detec¸a˜o de mudanc¸a nos paraˆmetros de processos de
difusa˜o ergo´dicos multidimensionais observados em tempo discreto.
No presente trabalho, a abordagem adotada para a construc¸a˜o do teste de hipo´teses e´
inspirada em [32], onde e´ desenvolvida uma te´cnica para a construc¸a˜o de um teste de hipo´teses
para a detec¸a˜o de mudanc¸a de regime em modelos autoregressivos em tempo discreto e,
sobretudo, na adaptac¸a˜o desse trabalho que foi feita em [34], onde essa mesma te´cnica foi
adotada em modelos observados em tempo cont´ınuo representados por EDEs revers´ıveis para
uma me´dia perio´dica. A leitura dessas obras revela ser interessante analisar a abordagem
nelas apresentada e adequar essa abordagem ao nosso problema em concreto, pois, conforme
vimos no cap´ıtulo anterior, uma abordagem em tempo cont´ınuo envolvendo uma discretizac¸a˜o
mais tardia do procedimento e´ pass´ıvel de fornecer bons resultados, permitindo uma noto´ria
reduc¸a˜o do esforc¸o computacional. Sendo assim, vamos seguir a mesma ideia na construc¸a˜o
de um teste de hipo´teses para a ocorreˆncia de mudanc¸a de regime, mantendo o problema
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inicialmente como se se baseasse em observac¸o˜es em tempo cont´ınuo para obter a estat´ıstica
de teste e so´ depois entramos na fase de discretizac¸a˜o.
A estat´ıstica de teste e´ obtida atrave´s da raza˜o das verosimilhanc¸as e prova-se que o supremo
da estat´ıstica de teste converge em distribuic¸a˜o para uma ponte browniana bidimensional.
Esse e´ o resultado teo´rico fundamental do Cap´ıtulo 4 (ver Teorema 4.3.1). Alguns autores,
como por exemplo [34], sa˜o de opinia˜o que a obtenc¸a˜o da convergeˆncia da estat´ıstica de
teste para a distribuic¸a˜o de uma ponte browniana bidimensional e´ insuficiente para a sua
utilizac¸a˜o em termos pra´ticos, porque consideram ser necessa´rio, nesse caso, simular a referida
ponte browniana para determinar os valores cr´ıticos do teste. No entanto, na˜o partilhamos
dessa opinia˜o. Encontramos diversos autores (ver [40], [45], [46] e [51], por exemplo) que se
dedicaram a estudar me´todos nume´ricos para o ca´lculo da distribuic¸a˜o das pontes brownianas
e construiram tabelas para a referida distribuic¸a˜o.
Na secc¸a˜o que se segue (Secc¸a˜o 4.2) apresentamos a formulac¸a˜o do problema de detec¸a˜o de
mudanc¸a de regime e a abordagem adotada para a sua resoluc¸a˜o. Na Secc¸a˜o 4.3 realizamos
a construc¸a˜o do teste de hipo´teses seguindo a referida abordagem.
Na u´ltima secc¸a˜o deste cap´ıtulo (Secc¸a˜o 4.4) apresentamos um exemplo de aplicac¸a˜o do teste
de hipo´teses referido acima e ilustramos o procedimento a ser seguido.
4.2 Problema de detec¸a˜o de mudanc¸a de regime
Considere-se a equac¸a˜o diferencial estoca´stica:
 dXt = AtXtdt+B
1
2dWt
X0 = x0
, (4.1)
onde At =

 0 1
−kt
m
− c
m

, com kt =

 k1, t ≤ uk2, t > u , e B
1
2 =

 0 0
0 σ

. Os paraˆmetros k1,
k2 e c sa˜o supostos desconhecidos, m e σ sa˜o conhecidos, x0 e´ conhecido e {Wt} e´ um processo
de Wiener de dimensa˜o 2. O problema de detetar se ocorreu uma mudanc¸a nos valores que
constituem as entradas da matriz de deriva At e´ investigado neste cap´ıtulo. O processo de
difusa˜o {Xt} e´ supostamente observado em tempo discreto ao longo do intervalo de tempo
[0, T ], nos instantes 0,∆t, 2∆t, ...,
T
∆t
, igualmente espac¸ados. Sendo assim, no modelo (4.1),
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o vetor dos paraˆmetros desconhecidos e´ o vetor θ = (kt, c) e estamos interessados em testar
se ocorreu uma mudanc¸a no chamado coeficiente de rigidez, kt, no intervalo de tempo [0, T ].
Sendo X1,...,Xn uma sequeˆncia de n observac¸o˜es do processo de difusa˜o {Xt} nos instantes
0,∆t, 2∆t, ..., T∆t , pretendemos testar a hipo´tese:
H0 : u = n versus H1 : u = nu+1 < n (4.2)
A hipo´tese nula afirma que na˜o ocorreu uma mudanc¸a no coeficiente de rigidez no intervalo
de tempo [0, T ], enquanto que a hipo´tese alternativa afirma que ocorreu uma mudanc¸a no
coeficiente de rigidez no instante de tempo nu+1, pertencente ao intervalo de tempo [0, T ].
Tal como no cap´ıtulo anterior (ver Para´grafo 3.3.1) nu representa o instante observado
imediatamente antes da mudanc¸a de regime ocorrer.
Como referido na introduc¸a˜o, a abordagem adotada nesta tese para resolver o problema
de testar a hipo´tese H0 contra a hipo´tese H1 e´ nova mas baseia-se nas ideias exposta em
[32], no sentido em que temos um contexto distinto mas consistindo na construc¸a˜o de um
teste de raza˜o de verosimilhanc¸as. A investigac¸a˜o que vamos apresentar incide sobre dois
aspetos: o primeiro prende-se com o facto de, adotando como estat´ıstica de teste uma raza˜o
de verosimilhanc¸as, ser necessa´rio explicitar uma expressa˜o para essa estat´ıstica de teste ou
para o seu logaritmo o que, como veremos mais a` frente, revela ter algumas dificuldades,
sobretudo de implementac¸a˜o; o segundo aspeto prende-se com a necessidade de obter a
distribuic¸a˜o assinto´tica dessa estat´ıstica de teste ou desse logaritmo quando T −→ +∞.
A raza˜o de verosimilhanc¸a, R e´ uma estat´ıstica definida por:
R = supk,c l (k, c)
supk1,k2,c,u l (k1, k2, c, u)
,
sendo l (k, c) a func¸a˜o de verosimilhanc¸a assumindo que na˜o ocorre mudanc¸a de regime e
l (k1, k2, c, u) a func¸a˜o de verosimilhanc¸a que adve´m de (3.6). Logo
R =
supk,c
n∑
k=1
p
(
Xtk | Xtk−1
)
supk1,k2,c,u

 nu∑
k=1
p1
(
Xtk | Xtk−1
)× p3 (Xtnu+1 | Xtnu)×
n∑
k=nu+2
p2
(
Xtk | Xtk−1
)
onde p e´ a densidade de probabilidade de transic¸a˜o respeitante a` soluc¸a˜o da EDE (4.1),
assumindo que na˜o ocorre mudanc¸a de regime, e p1, p2 e p3 sa˜o densidades de probabilidade
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de transic¸a˜o que se consideram quando ocorre mudanc¸a de regime e que esta˜o definidas no
Para´grafo 3.3.1 do Cap´ıtulo 3 (expresso˜es (3.7) e (3.8)).
O logaritmo de R pode escrever-se, como habitualmente, devido a`s estimativas de MV kˆ, cˆ,
kˆ1, kˆ2 e uˆ:
lnR =
n∑
k=1
ln pkˆ,cˆ
(
Xtk | Xtk−1
)
−
nu∑
k=1
ln p1|kˆ1,kˆ2,cˆ
(
Xtk | Xtk−1
)− ln p3|kˆ1,kˆ2,cˆ (Xtnu+1 | Xtnu) (4.3)
−
n∑
k=nu+2
ln p2|kˆ1,kˆ2,cˆ
(
Xtk | Xtk−1
)
,
uma vez que o supremo das func¸o˜es de verosimilhanc¸a e´ atingido na estimativa de ma´xima
verosimilhanc¸a. Para ser poss´ıvel obter uma expressa˜o para o logaritmo da raza˜o de verosi-
milhanc¸a e´ necessa´rio explicitar as probabilidades de transic¸a˜o p1, p2 e p3. Ora, como vimos
no cap´ıtulo anterior (Para´grafo 3.3.1), na pra´tica, estas expresso˜es va˜o ter de ser calculadas
numericamente sobre as observac¸o˜es, a` custa de um esforc¸o computacional muito elevado
(mais de 3 horas de processamento para uma trajeto´ria, usando um processador Intel Core
i7-3632 QM 2.20 GHz). Em suma, devido ao elevado esforc¸o computacional que envolve o
ca´lculo da expressa˜o (4.3), faz sentido procurar uma outra abordagem que permita reduzir
esse volume de ca´lculo.
Conforme vimos no cap´ıtulo anterior, uma abordagem em tempo cont´ınuo envolvendo uma
discretizac¸a˜o mais tardia do procedimento e´ pass´ıvel de fornecer bons resultados, permitindo
uma noto´ria reduc¸a˜o do esforc¸o computacional. Sendo assim, vamos seguir a mesma ideia
na construc¸a˜o de um teste de hipo´teses para a ocorreˆncia de mudanc¸a de regime, mantendo
o problema inicialmente como se se baseasse em observac¸o˜es em tempo cont´ınuo para obter
a estat´ıstica de teste e so´ depois entramos na fase de discretizac¸a˜o considerando como tendo
dispon´ıveis apenas observac¸o˜es nos instantes 0,∆t, 2∆t, ...,
T
∆t
.
Vamos seguir a linha de racioc´ınio de [34], inicialmente. E´ o que fazemos na Secc¸a˜o 4.3.
Mais precisamente, no Para´grafo 4.3.1 vamos determinar a estat´ıstica de teste; no Para´grafo
4.3.2 a sua distribuic¸a˜o; no Para´grafo 4.3.3 vamos descrever o procedimento de teste. Na
Secc¸a˜o 4.4 apresentamos exemplos que ilustram a aplicac¸a˜o do referido procedimento.
Observac¸a˜o 4.2.1 A` semelhanc¸a dos cap´ıtulos anteriores, nos ca´lculos matriciais que se
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seguem, θ, θˆ e θ0 sera˜o identificados como matrizes coluna, sendo θ =


−k1
m
−k2
m
− c
m

 e θˆ, θ0 com
o significado habitual.
4.3 Construc¸a˜o do teste de hipo´teses em tempo cont´ınuo
Tomando como ponto de partida o problema em tempo cont´ınuo, o teste de hipo´teses a
realizar e´ formulado da seguinte maneira. Pretendemos testar
H0 : kt = k1 versus H1 : kt =

 k1, t ≤ uk2, t > u (4.4)
sendo u ∈ [0, T ] um instante de mudanc¸a de regime. Como vimos no Cap´ıtulo 1 (Para´grafo
1.3.1), sob a hipo´tese nula, a func¸a˜o de verosimilhanc¸a e´ dada por:
l(k, c) = exp

− 1
mσ2

k
T∫
0
X1,tdX2,t + c
T∫
0
X2,tdX2,t

 (4.5)
− 1
2m2σ2
(∫ T
0
(kX1,t + cX2,t)
2 dt
)]
enquanto que, sob a hipo´tese alternativa, a func¸a˜o de verosimilhanc¸a e´ dada por (3.13) (ver
Cap´ıtulo 3), ou seja:
l (k1, k2, c, u) = exp
[
− 1
mσ2
(
k1
∫ u
0
X1,tdX2,t + k2
∫ T
u
X1,tdX2,t + c
∫ T
0
X2,tdX2,t
)
− 1
2m2σ2
(∫ u
0
(k1X1,t + cX2,t)
2 dt+
∫ T
u
(k2X1,t + cX2,t)
2 dt
)]
A raza˜o de verosimilhanc¸as e´ definida por R = supk,cl (k, c)
supk1,k2,c,ul (k1, k2, c, u)
.
4.3.1 Determinac¸a˜o da estat´ıstica de teste
Seguindo de perto a te´cnica adotada por [34], no que se segue, consideramos que u = sT ,
com s ∈ (0, 1) , e vamos estudar a raza˜o de log-verosimilhanc¸a em func¸a˜o de s:
ΛT (s) = −2 ln supk,cl (k, c)
supk1,k2,c,sT l (k1, k2, c, sT )
. (4.6)
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Vamos mostrar como e´ poss´ıvel obter uma representac¸a˜o expl´ıcita da estat´ıstica de teste
(4.6). Atendendo a que o supremo de cada uma das func¸o˜es na raza˜o de verosimilhanc¸as e´
atingido na estimativa de ma´xima verosimilhanc¸a temos:
ΛT (s) = − 2
[
− 1
mσ2
(
kˆ
∫ T
0
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
− 1
2m2σ2
∫ T
0
(
kˆX1,t + cˆX2,t
)2
dt
+
1
mσ2
(
kˆ1
∫ sT
0
X1,tdX2,t + kˆ2
∫ T
sT
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
(4.7)
+
1
2m2σ2
(∫ sT
0
(
kˆ1X1,t + cˆX2,t
)2
dt+
∫ T
sT
(
kˆ2X1,t + cˆX2,t
)2
dt
)]
,
onde kˆ, cˆ sa˜o as estimativas de ma´xima verosimilhanc¸a sob a hipo´tese H0 e kˆ1, kˆ2 e cˆ sa˜o
as estimativas de ma´xima verosimilhanc¸a sob a hipo´tese H1. Podemos deduzir o seguinte
resultado teo´rico sobre a estat´ıstica (ΛT (s))0≤s≤1 , que nos servira´ posteriormente para a
determinac¸a˜o da sua distribuic¸a˜o em termos assinto´ticos (Para´grafo 4.3.2).
Proposic¸a˜o 4.3.1 A estat´ıstica de teste (ΛT (s))0≤s≤1 dada por (4.6) pode ser representada,
sob a hipo´tese nula, por:
ΛT (s) = −R∗TQ−1T RT +R∗sTQ−1sTRsT + (RT −RsT )∗ (QT −QsT )−1 (RT −RsT ) ,
onde Qr =
∫ r
0
XtX
∗
t dt e Rr =
[ ∫ r
0
X1,tdW2,t
∫ r
0
X2,tdW2,t
]∗
.
Demonstrac¸a˜o
Consideremos a seguinte decomposic¸a˜o para a estat´ıstica de teste (4.7):
ΛT (s) = −2 [Λ1T + Λ2T ] (4.8)
onde
Λ1T = − 1
mσ2
(
kˆ
∫ T
0
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
− 1
2m2σ2
∫ T
0
(
kˆX1,t + cˆX2,t
)2
dt
e
Λ2T =
1
mσ2
(
kˆ1
∫ sT
0
X1,tdX2,t + kˆ2
∫ T
sT
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
+
1
2m2σ2
(∫ sT
0
(
kˆ1X1,t + cˆX2,t
)2
dt+
∫ T
sT
(
kˆ2X1,t + cˆX2,t
)2
dt
)
.
O nosso objetivo sera´ agora tratar separadamente estas duas parcelas de (4.8) e simplifica´-las.
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Sob a hipo´tese H0, Λ1T pode ser reescrita na forma matricial do seguinte modo:
Λ1T =
1
σ2
θˆ∗T,H0
∫ T
0
XtdX2,t − 1
2σ2
θˆ∗T,H0
∫ T
0
XtX
∗
t dt θˆT,H0 (4.9)
onde
θˆ∗T,H0 =
[
− kˆ
m
− cˆ
m
]
.
Esta expressa˜o pode ser simplificada. Dado que, sob a hipo´tese H0, como se mostrou no
Cap´ıtulo 1, Para´grafo 1.3.1, se tem:
θˆT,H0 =
(∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtdX2,t,
e, por outro lado, sendo θ∗0,H0 o verdadeiro valor de
θ∗H0 =
[
− k
m
− c
m
]
,
usando a equac¸a˜o diferencial estoca´stica (1.3) e considerando (1.5) – (1.6), vem que, sob H0,
∫ T
0
XtdX2,t =
∫ T
0
XtX
∗
t dt θ0,H0 + σ
∫ T
0
XtdW2,t.
Podemos reescrever a expressa˜o de Λ1T em (4.10) da seguinte forma:
Λ1T
=
1
σ2
((∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtdX2,t
)∗ ∫ T
0
XtdX2,t
− 1
2σ2
(∫ T
0
XtdX2,t
)∗(∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtX
∗
t dt
(∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtdX2,t
=
1
2σ2
(
θ∗0
∫ T
0
XtX
∗
t dt+ σ
∫ T
0
X∗t dW2,t
)(∫ T
0
XtX
∗
t dt
)−1(∫ T
0
XtX
∗
t dt θ0 + σ
∫ T
0
XtdW2,t
)
=
1
2σ2
θ∗0
∫ T
0
XtX
∗
t dt θ0 +
1
σ
θ∗0
(∫ T
0
XtdW2,t
)
+
1
2
(∫ T
0
XtdW2,t
)∗(∫ T
0
XtX
∗
t dt
)−1(∫ T
0
XtdW2,t
)
. (4.10)
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Quanto a Λ2T , podemos reescrever Λ2T na forma matricial do seguinte modo:
Λ2T = − 1
σ2
[
− kˆ1
m
− kˆ2
m
− cˆ
m
]


∫ sT
0
X1,tdX2,t
∫ T
sT
X1,tdX2,t
∫ T
0
X2,tdX2,t


+
1
2σ2
[
− kˆ1
m
− kˆ2
m
− cˆ
m
]
(4.11)
·


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt




− kˆ1
m
− kˆ2
m
− cˆ
m


.
Como vimos na cap´ıtulo anterior, o estimador de θ sob a hipo´tese H1 e´ dado pela expressa˜o
(3.10):


− kˆ1
m
− kˆ2
m
− cˆ
m


=


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt


−1 

∫ sT
0
X1,tdX2,t
∫ T
sT
X1,tdX2,t
∫ T
0
X2,tdX2,t


e, uma vez que {Xt} e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica (3.3) – (3.4) tem-se:

∫ sT
0
X1,tdX2,t
∫ T
sT
X1,tdX2,t
∫ T
0
X2,tdX2,t


=


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt




−k1
m
−k2
m
− c
m


+ σ


∫ sT
0
X1,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
0
X2,tdW2,t


.
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Utilizando estas igualdades acima na representac¸a˜o matricial de Λ2T (4.11), obte´m-se que:
Λ2T = − 1
2σ2
[ ∫ sT
0
X1,tdX2,t
∫ T
sT
X1,tdX2,t
∫ T
0
X2,tdX2,t
]
·


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt


−1 

∫ sT
0
X1,tdX2,t
∫ T
sT
X1,tdX2,t
∫ T
0
X2,tdX2,t


= − 1
2σ2
[
−k1
m
−k2
m
− c
m
]


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt


·


−k1
m
−k2
m
− c
m


− 1
σ
[
−k1
m
−k2
m
− c
m
]


∫ sT
0
X1,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
0
X2,tdW2,t


(4.12)
− 1
2
[ ∫ sT
0
X1,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
0
X2,tdW2,t
]
·


∫ sT
0
X21,tdt 0
∫ sT
0
X1,tX2,tdt
0
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
0
X22,tdt


−1 

∫ sT
0
X1,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
0
X2,tdW2,t


.
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Utilizando a propriedade da aditividade dos integrais, Λ2T pode ser reescrita do seguinte
modo:
Λ2T = − 1
2σ2
[
−k1
m
− c
m
]
∫ sT
0
X21,tdt
∫ sT
0
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ sT
0
X22,tdt




−k1
m
− c
m


− 1
2σ2
[
−k2
m
− c
m
]
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
sT
X22,tdt




−k2
m
− c
m


− 1
σ
[
−k1
m
− c
m
]
∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t

− 1σ
[
−k2
m
− c
m
]
∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t


−1
2
[ ∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t
]
·


∫ sT
0
XtX
∗
t dt 0
0
∫ T
sT
XtX
∗
t dt


−1


∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t
∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t


.
Observac¸a˜o 4.3.1 Ao aplicar a propriedade da aditividade dos integrais, e´ poss´ıvel trans-
formar todos os produtos que envolvam matrizes de ordem 3 em produtos que envolvam
matrizes de ordem 2 ou de ordem 4, conforme nos for mais conveniente na sequeˆncia de
ca´lculos. Em especial a matriz inversa que aparecia como uma matriz de ordem 3 em (3.10)
e, por consequeˆncia, em (4.12), da´ agora origem a` inversa de uma matriz de ordem 4,
diagonal por blocos.
Recorrendo a`s propriedades das inversas de matrizes diagonais por blocos rapidamente
obtemos uma matriz diagonal formada pelas inversas dos blocos, para decompor a u´ltima
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parcela de Λ2T , levando-nos a` expressa˜o:
Λ2T = − 1
2σ2
[
−k1
m
− c
m
]
∫ sT
0
X21,tdt
∫ sT
0
X1,tX2,tdt
∫ sT
0
X1,tX2,tdt
∫ sT
0
X22,tdt




−k1
m
− c
m


− 1
2σ2
[
−k2
m
− c
m
]
∫ T
sT
X21,tdt
∫ T
sT
X1,tX2,tdt
∫ T
sT
X1,tX2,tdt
∫ T
sT
X22,tdt




−k2
m
− c
m


− 1
σ
[
−k1
m
− c
m
]
∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t

− 1σ
[
−k2
m
− c
m
]
∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t


−1
2
[ ∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t
](∫ T
0
XtX
∗
t dt
)−1


∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t


−1
2
[ ∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t
](∫ T
0
XtX
∗
t dt
)−1


∫ T
sT
X1,tdW2,t
∫ T
sT
X2,tdW2,t

 .
Sob a hipo´tese nula tem-se k1 = k2 = k, e por consequeˆncia, sob H0, vem:
Λ2T = − 1
2σ2
θ∗0
∫ sT
0
XtX
∗
t dt θ0 −
1
2σ2
θ∗0
∫ T
sT
XtX
∗
t dt θ0
− 1
σ
θ∗0
(∫ sT
0
XtdW2,t
)
− 1
σ
θ∗0
(∫ T
sT
XtdW2,t
)
(4.13)
−1
2
(∫ sT
0
XtdW2,t
)∗(∫ sT
0
XtX
∗
t dt
)−1(∫ sT
0
XtdW2,t
)
−1
2
(∫ T
sT
XtdW2,t
)∗(∫ T
sT
XtX
∗
t dt
)−1(∫ T
sT
XtdW2,t
)
.
Utilizando (4.10) e esta u´ltima expressa˜o em (4.8), devido ao cancelamento de va´rias parcelas
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e a` aditividade dos integrais obte´m-se uma expressa˜o simplificada para ΛT :
ΛT (s) = −
(∫ T
0
XtdW2,t
)∗(∫ T
0
XtX
∗
t dt
)−1(∫ T
0
XtdW2,t
)
+
(∫ sT
0
XtdW2,t
)∗(∫ sT
0
XtX
∗
t dt
)−1(∫ sT
0
XtdW2,t
)
+
(∫ T
0
XtdW2,t −
∫ sT
0
XtdW2,t
)∗(∫ T
0
XtX
∗
t dt−
∫ sT
0
XtX
∗
t dt
)−1
·
(∫ T
0
XtdW2,t −
∫ sT
0
XtdW2,t
)
, (4.14)
a qual, uma vez reescrita usandoQr =
∫ r
0
XtX
∗
t dt eRr =
[ ∫ r
0
X1,tdW2,t
∫ r
0
X2,tdW2,t
]∗
,
resulta na expressa˜o que quer´ıamos demonstrar. 
A Proposic¸a˜o 4.3.1 da´-nos uma maneira alternativa de escrever a estat´ıstica de teste que nos
ajudara´ na tarefa de estudar a sua distribuic¸a˜o em termos assinto´ticos.
4.3.2 Distribuic¸a˜o da estat´ıstica de teste
A representac¸a˜o da estat´ıstica de teste apresentada na Proposic¸a˜o 4.3.1 vai permitir-nos
utilizar os resultados teo´ricos obtidos no Cap´ıtulo 1 sobre a distribuic¸a˜o assinto´tica do EMV.
Vamos agora dirigir os nossos esforc¸os para a procura da distribuic¸a˜o assinto´tica da estat´ıstica
de teste, que ficara´ estabelecida no Teorema 4.3.1, mais abaixo. Nesse sentido, comecemos
por fixar alguns detalhes necessa´rios ao desenvolvimento que se vai seguir.
No problema que estamos a tratar, e de onde partimos, consideramos que a mudanc¸a de
regime, quando ocorre, da´-se no intervalo de tempo [T1, T2], com 0 < T1 < T2 < T . Fixemos
s1 e s2, sendo 0 < s1 < s2 < 1, T1 = s1T , T2 = s2T. Este intervalo de tempo [T1, T2] conte´m
o instante de mudanc¸a de regime e garante que temos o nu´mero de observac¸o˜es necessa´rias
do processo Xt antes e depois da mudanc¸a de regime.
O teorema seguinte estabelece a convergeˆncia da estat´ıstica ΛT quando T → +∞. A sua
deduc¸a˜o e´ inspirada no Teorema 1 em [34], que foi estabelecido no contexto de equac¸o˜es
diferenciais estoca´sticas revers´ıveis para uma me´dia perio´dica. A demonstrac¸a˜o que vamos
apresentar segue passo-a-passo a demonstrac¸a˜o original que se pode ler em [34] com as
necessa´rias adaptac¸o˜es ao tipo de EDEs que esta˜o aqui em
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Teorema 4.3.1 Sob a hipo´tese nula, a estat´ıstica de teste ΛT (s) dada por (4.6) verifica,
para quaisquer valores 0 < s1 < s2 < 1, a seguinte convergeˆncia:
sups∈[s1,s2]ΛT (s) −→L sups∈[s1,s2]
‖W (s)− sW (1)‖2
s (1− s) ,
quando T → +∞, onde W e´ um movimento browniano de dimensa˜o 2.
Isto significa que a distribuic¸a˜o do supremo da estat´ıstica de teste ΛT (s) dada por (4.6)
converge para o quadrado da norma de uma ponte browniana de dimensa˜o 2. Como ja´
tivemos ocasia˜o de referir, alguns autores, como por exemplo [34], consideram que resultados
deste tipo sa˜o fra´geis em termos pra´ticos, pois, ao serem aplicados, levam a` necessidade
de simular a ponte browniana, o que representaria um problema de alguma complexi-
dade e na˜o de todo de divulgac¸a˜o corrente, a ser apoiado por software devidamente tes-
tado, etc. Na˜o partilhamos dessa opinia˜o. De facto, recentemente, va´rios autores como
por exemplo [45], [46] e [51] dedicaram-se a estudar me´todos nume´ricos eficientes para
avaliar P
[
sups1≤s≤s2
‖W (s)−sW (1)‖√
t(1−t) ≥ b
]
e publicaram tabelas com os respetivos resultados
nume´ricos. Nomeadamente, em [45], podemos encontrar a seguinte aproximac¸a˜o ao ca´lculo
de P
[
sups1≤s≤s2
‖W (s)−sW (1)‖√
t(1−t) ≥ b
]
para valores de b suficientemente grandes:
P
[
sups1≤s≤s2
‖W (s)− sW (1)‖√
t (1− t) ≥ b
]
=
b3e−
1
2
b2
√
2Γ
(
3
2
) (1
2
(
1− 3
b2
)
log
(
s2 (1− s1)
s1 (1− s2)
)
+ 2b−2 +O
(
b−2
))
.
Usaremos este resultado e as respetivas tabelas apresentadas em [45] para aproximar a
distribuic¸a˜o da estat´ıstica de teste quando tratarmos da aplicac¸a˜o do teste num exemplo, na
Secc¸a˜o 4.4.
Quanto a` demonstrac¸a˜o do Teorema 4.3.1, esta obriga-nos a estabelecer algumas proposic¸o˜es
previamente, envolvendo a convergeˆncia de algumas das parcelas que interveˆm na estat´ıstica
de teste.
Como vimos na secc¸a˜o anterior, a estat´ıstica de teste (4.6), (ΛT (s))0≤s≤1, pode ser repre-
sentada, sob a hipo´tese nula, pela decomposic¸a˜o (4.14), que e´ precisamente o que e´ dito na
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Proposic¸a˜o 4.3.1, ou seja,
ΛT (s) = −
(∫ T
0
XtdW2,t
)∗(∫ T
0
XtX
∗
t dt
)−1(∫ T
0
XtdW2,t
)
+
(∫ sT
0
XtdW2,t
)∗(∫ sT
0
XtX
∗
t dt
)−1(∫ sT
0
XtdW2,t
)
+
(∫ T
0
XtdW2,t −
∫ sT
0
XtdW2,t
)∗(∫ T
0
XtX
∗
t dt−
∫ sT
0
XtX
∗
t dt
)−1
·
(∫ T
0
XtdW2,t −
∫ sT
0
XtdW2,t
)
= − R∗TQ−1T RT +R∗sTQ−1sTRsT + (RT −RsT )∗ (QT −QsT )−1 (RT −RsT ) ,
onde Qr =
∫ r
0
XtX
∗
t dt e Rr =
[ ∫ r
0
X1,tdW2,t
∫ r
0
X2,tdW2,t
]∗
, tal como foi descrito na
Proposic¸a˜o 4.3.1.
Vamos utilizar esta decomposic¸a˜o da estat´ıstica de teste e analisar o comportamento as-
sinto´tico de cada uma das parcelas desta representac¸a˜o em termos da sua distribuic¸a˜o
assinto´tica. Nesse sentido, antes de realizar a demonstrac¸a˜o do Teorema 4.3.1, vamos estabe-
lecer os seguintes resultados auxiliares que permitem analisar o comportamento assinto´tico
parcela-a-parcela: Proposic¸a˜o 4.3.2 e Proposic¸a˜o 4.3.3.
Proposic¸a˜o 4.3.2 Sob a hipo´tese H0, tem-se as seguintes convergeˆncias:
1.
1√
T
∫ T
0
XtdW2,t −→L N (0, I (A)) ,
quando T → +∞ e
2.
1
T
∫ T
0
XtX
∗
t dt −→
T→+∞
I (A) ,
onde I(A) e´ soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) para o caso n = 1 (ver Cap´ıtulo
1, Secc¸a˜o 1.4).
Note-se que, na Proposic¸a˜o 4.3.2, no ponto 1, estamos a analisar a convergeˆncia da mar-
tingala 1√
T
RT =
1√
T
[ ∫ T
0
X1,tdW2,t
∫ T
0
X2,tdW2,t
]∗
e no ponto 2 estamos a analisar a
convergeˆncia da sua variac¸a˜o quadra´tica 1TQT =
1
T
∫ T
0
XtX
∗
t dt. Relembramos que RT e QT
aparecem nas parcelas da estat´ıstica de teste (4.6) e por este motivo estamos a realizar este
estudo.
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Demonstrac¸a˜o
Esta proposic¸a˜o decorre do Teorema 1.4.1 (ver Cap´ıtulo 1) no caso n = 1. Sena˜o vejamos.
Atendendo a que, sob a hipo´tese H0, da expressa˜o (1.9), se pode escrever, no caso em que
{Xt} e´ bidimensional:
√
T
(
θˆT − θ
)
= σ

 1
T
T∫
0
XtX
∗
t dt


−1
1√
T
T∫
0
XtdW2,t ,
o Teorema 1.4.1 estabelece a convergeˆncia:
σ

 1
T
T∫
0
XtX
∗
t dt


−1
1√
T
T∫
0
XtdW2,t −→L N
(
0, σI−1 (A)) ,
onde I(A) e´ soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) para o caso n = 1 (ver Cap´ıtulo 1,
Secc¸a˜o 1.4). Dado que 1T
∫ T
0
XtX
∗
t dt e´ a variac¸a˜o quadra´tica da martingala
1√
T
T∫
0
XtdW2,t,
tem-se que (ver [82]):
1.
1√
T
∫ T
0
XtdW2,t −→L N (0, I (A)) ,
quando T → +∞ e
2.
1
T
∫ T
0
XtX
∗
t dt −→
T→+∞
I (A) .

Podemos tambe´m deduzir a seguinte versa˜o funcional da proposic¸a˜o anterior:
Proposic¸a˜o 4.3.3 Sob a hipo´tese H0, tem-se que:
1.
1√
T
∫ sT
0
XtdW2,t −→L N (0, sI (A)) ,
quando T → +∞ e
2.
1
T
∫ sT
0
XtX
∗
t dt −→
T→+∞
sI (A) ,
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com convergeˆncia uniforme quase certa no intervalo (0, 1) , onde I(A) e´ soluc¸a˜o da equac¸a˜o
de Lyapunov (1.10) (ver Cap´ıtulo 1, Secc¸a˜o 1.4).
Mais uma vez note-se que, na Proposic¸a˜o 4.3.3, no ponto 1, estamos a analisar a convergeˆncia
da martingala 1√
T
RsT =
1√
T
[ ∫ sT
0
X1,tdW2,t
∫ sT
0
X2,tdW2,t
]∗
e no ponto 2 estamos a
analisar a convergeˆncia da sua variac¸a˜o quadra´tica 1TQsT =
1
T
∫ sT
0
XtX
∗
t dt. Relembramos
que RsT e QsT aparecem nas parcelas da estat´ıstica de teste (4.6) e por este motivo estamos
a realizar este estudo.
Demonstrac¸a˜o
1. Dado que 1√
T
RsT =
1√
T
(∫ sT
0
XtdW2,t
)
=
√
s
1√
sT
(∫ sT
0
XtdW2,t
)
e´ uma martin-
gala com respeito a` filtrac¸a˜o gerada pelo processo de Wiener {W2,t} no intervalo [0, T ],
tem-se que a matriz de covariaˆncia de 1√
T
RsT e´:
Cov(
1√
T
RsT ) = s


1
sT
∫ sT
0
E
(
X21,t
)
dt
1
sT
∫ sT
0
E (X1,tX2,t) dt
1
sT
∫ sT
0
E (X1,tX2,t) dt
1
sT
∫ sT
0
E
(
X22,t
)
dt


= s
1
sT
∫ sT
0
E (XtX
∗
t ) dt.
Para um qualquer valor de s, esta matriz converge, quando T → +∞, para sI(A) (ver
[49] pag. 357). O Teorema Limite Central para martingalas (ver [82]) garante o ponto
1 na Proposic¸a˜o.
2. A demonstrac¸a˜o do ponto 2 segue na ı´ntegra a demonstrac¸a˜o da Proposic¸a˜o 3.3 publi-
cada em [34], uma vez que, embora inserida num contexto diferente, a demonstrac¸a˜o
da Proposic¸a˜o 3.3 em [34] requer apenas a convergeˆncia estabelecida no ponto 2 da
Proposic¸a˜o 4.3.2 desta tese, sendo todos os passos a seguir ideˆnticos aos seguidos em
[34].

Demonstrac¸a˜o do Teorema 4.3.1
Estamos agora em condic¸o˜es de proceder a` demonstrac¸a˜o do Teorema 4.3.1 com a ajuda das
Proposic¸o˜es 4.3.1, 4.3.2 e 4.3.3.
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Recorrendo a` Proposic¸a˜o 4.3.1 relembramos que:
ΛT (s) = −R∗TQ−1T RT +R∗sTQ−1sTRsT + (RT −RsT )∗ (QT −QsT )∗ (RT −RsT )
Da Proposic¸a˜o 4.3.2 obtemos a convergeˆncia de 1√
T
RT e de
1
TQT :
• 1√
T
RT −→L N (0, I (A)) , quando T → +∞ e
• 1TQT −→T→+∞ I (A) ,
e da Proposic¸a˜o 4.3.3 obtemos a convergeˆncia de 1√
T
RsT e de
1
TQsT :
• 1√
T
RsT −→L N (0, sI (A)) , quando T → +∞ e
• 1TQsT −→T→+∞ sI (A) ,
onde I(A) e´ soluc¸a˜o da equac¸a˜o de Lyapunov (1.10) para o caso n = 1 (ver Cap´ıtulo 1,
Secc¸a˜o 1.4).
Uma vez que:
1. WT = I (A)−
1
2 RT e´ um movimento browniano cuja matriz de covariaˆncia converge
para Id2×2 quando T → +∞ e R∗TI (A)−1RT = ‖WT ‖2 ;
2. I (A)− 12 RsT e´ uma martingala cuja matriz de covariaˆncia converge para sId2×2 quando
T → +∞ e R∗sTI (A)−1RsT = ‖Ws‖2;
podemos escrever que:
• R∗TQ−1T RT = 1√TR∗T
(
1
TQT
)−1 1√
T
RT −→L N (0, Id) , quando T → +∞;
• R∗sTQ−1sTRsT = 1√TR∗sT
(
1
TQsT
)−1 1√
T
RsT −→L N (0, sId) , quando T → +∞;
• (RT −RsT )∗ (QT −QsT )∗ (RT −RsT ) −→L N (0, (1− s) Id) , quando T → +∞;
Aplicando o Teorema de Slutsky (ver [85]) tem-se que
ΛT (s) = −R∗TQ−1T RT +R∗sTQ−1sTRsT + (RT −RsT )∗ (QT −QsT )∗ (RT −RsT )
−→
L
−‖W1‖2 + ‖Ws‖
s
+
‖W1 −Ws‖2
1− s =
‖Ws − sW1‖2
s (1− s) ,
continuamente no intervalo [s1, s2] ⊆ [0, T ] .
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Do Teorema do Prolongamento Cont´ınuo resulta que:
sups∈[s1,s2]ΛT (s) −→L sups∈[s1,s2]
‖Ws − sW1‖2
s (1− s) ,
quando T → +∞, ficando conclu´ıda a demonstrac¸a˜o do Teorema. 
4.3.3 Descric¸a˜o do procedimento de teste
Uma vez identificada a estat´ıstica de teste e conhecida a sua distribuic¸a˜o assinto´tica, nesta
secc¸a˜o, vamos passar a descrever o procedimento do teste de hipo´teses (4.4). No para´grafo
seguinte (Para´grafo 4.4) ilustraremos a aplicac¸a˜o do referido procedimento com exemplos.
Como e´ habitual, o procedimento de implementac¸a˜o ou aplicac¸a˜o do teste de hipo´teses e´
composto pelas seguintes etapas:
1. Ca´lculo do valor da estat´ıstica de teste, para o caso concreto;
2. Ca´lculo do valor cr´ıtico para o n´ıvel de significaˆncia pretendido;
3. Aplicac¸a˜o da regra de decisa˜o do teste.
Como vimos no Para´grafo 4.3.1, a estat´ıstica de teste a usar e´ dada por (4.6), e pode ser
expressa do seguinte modo:
ΛT = − 2
[
− 1
mσ2
(
kˆ
∫ T
0
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
− 1
2m2σ2
∫ T
0
(
kˆX1,t + cˆX2,t
)2
dt
+
1
mσ2
(
kˆ1
∫ uˆ
0
X1,tdX2,t + kˆ2
∫ T
uˆ
X1,tdX2,t + cˆ
∫ T
0
X2,tdX2,t
)
(4.15)
+
1
2m2σ2
(∫ uˆ
0
(
kˆ1X1,t + cˆX2,t
)2
dt+
∫ T
uˆ
(
kˆ2X1,t + cˆX2,t
)2
dt
)]
.
Etapa 1
O ca´lculo do valor da estat´ıstica de teste num caso concreto e´ realizado, obviamente, com
base nos valores observados do processo no intervalo [0, T ] e faz intervir as estimativas de
ma´xima verosimilhanc¸a dos paraˆmetros, calculadas usando a expressa˜o (1.3.1) sob a hipo´tese
H0 e a expressa˜o (3.10) sob a hipo´tese H1. Por uma questa˜o de simplicidade, nos exemplos
de aplicac¸a˜o que se seguem, o EMV, quer sob a hipo´tese H0 quer sob a hipo´tese H1, foi
implementado no software R, sendo os integrais que aparecem nas expresso˜es envolvidas
calculados usando aproximac¸o˜es nume´ricas como vimos no Para´grafo 3.3.2.
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Etapa 2
O teste de raza˜o de verosimilhanc¸as e´ um teste de regia˜o cr´ıtica do tipo {ΛT ≥ c}. Para
um n´ıvel de significaˆncia α, escolheremos o maior valor de c tal que P (ΛT ≥ c) ≤ α sob a
hipo´tese H0. Esta etapa integra o momento em que vamos recorrer ao Teorema 4.3.1. O
valor cr´ıtico c e´ obtido usando a distribuic¸a˜o da ponte browniana, nomeadamente, usando a
Tabela 2 na pa´gina 438 em [51]. Transcrevemos abaixo alguns dos valores recolhidos dessa
tabela:
n´ıvel de significaˆncia valor cr´ıtico
α = 0.01 1.84273
α = 0.05 1.58379
α = 0.1 1.45399
Tabela 4.1: Valores cr´ıticos para diferentes n´ıveis de significaˆncia, α, do teste de hipo´teses
(4.4).
Etapa 3
Nesta u´ltima etapa aplicamos a regra de decisa˜o do teste. Como e´ habitual, num teste de
hipo´teses, vamos comparar o valor obtido para a estat´ıstica de teste ΛT sobre os dados com
o respetivo valor cr´ıtico c e verificar se o valor da estat´ıstica de teste se encontra ou na˜o na
respetiva regia˜o cr´ıtica {ΛT ≥ c}. Caso pertenc¸a a` regia˜o cr´ıtica rejeitamos a hipo´tese H0,
caso contra´rio na˜o rejeitamos a hipo´tese H0.
Como veremos, no para´grafo seguinte, a implementac¸a˜o do teste assim descrito, na˜o oferece
dificuldades e, com base em simulac¸o˜es, podemos avaliar a sua efica´cia na detec¸a˜o de mudanc¸a
de regime.
4.4 Aplicac¸o˜es
Vamos novamente considerar os modelos apresentados nos Exemplos 2, 3, 4 e 5 do Cap´ıtulo
3, Para´grafo 3.5.3 mas, para cada um destes exemplos, vamos considerar que na˜o sabemos se
houve ou na˜o mudanc¸a de regime no intervalo observado [0, 600 s] . Vamos portanto realizar
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o teste de hipo´teses para detec¸a˜o de mudanc¸a de regime. Relembramos que esta sequeˆncia
de exemplos representa uma reduc¸a˜o cada vez mais subtil do coeficiente de rigidez do modelo
(paraˆmetro k).
Exemplo 1 Consideramos o modelo (4.1) com k1 = 35.2 (kN/m), k2 = 28.16 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s). O instante de mudanc¸a de regime
simulado foi u = 263 (s) para as 200 trajeto´rias.
A Tabela 4.2 mostra o valor obtido da estat´ıstica de teste sobre uma trajeto´ria escolhida ao
acaso, e os valores cr´ıticos para diferentes n´ıveis de significaˆncia, necessa´rios para a tomada
de decisa˜o do teste.
valor da estat´ıstica de teste 323.37
valor cr´ıtico (α = 0.01) 1.84273
valor cr´ıtico (α = 0.05) 1.58379
valor cr´ıtico (α = 0.1) 1.45399
Tabela 4.2: (Exemplo 1) Valor da estat´ıstica de teste obtido sobre uma trajeto´ria e valores
cr´ıticos para diferentes n´ıveis de significaˆncia (o valor simulado foi u = 263 s).
Como o valor da estat´ıstica de teste se encontra claramente na regia˜o de rejeic¸a˜o para α =
0.01, ou superior, dada esta trajeto´ria, rejeitamos a hipo´tese H0 para qualquer dos n´ıveis de
significaˆncia e conclu´ımos portanto sobre a existeˆncia de uma mudanc¸a de regime.
A Figura 4.1 mostra o histograma dos valores obtidos para a estat´ıstica de teste nas 200
simulac¸o˜es realizadas. Apresentamos igualmente, na Figura 4.2, o histograma das estimativas
obtidas do instante de mudanc¸a de regime nas 200 trajeto´rias geradas.
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Figura 4.1: (Exemplo 1) Valores da estat´ıstica de teste para as 200 trajeto´rias geradas na
simulac¸a˜o.
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Figura 4.2: (Exemplo 1) Estimativas do instante de mudanc¸a de regime para as 200
simulac¸o˜es (o valor simulado do instante de mudanc¸a de regime foi u = 263 s).
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Podemos constatar da ana´lise da Figura 4.1 que a distribuic¸a˜o da estat´ıstica de teste e´
unimodal com uma ligeira assimetria. Podemos adiantar que, nestas 200 trajeto´rias, a decisa˜o
do teste de hipo´teses foi sempre a mesma, a de rejeic¸a˜o da hipo´tese H0.
Exemplo 2 Consideramos o modelo (4.1) com k1 = 35.2 (kN/m), k2 = 31.68 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s). O instante de mudanc¸a de regime
simulado foi u = 285 (s) para as 200 trajeto´rias geradas.
Relembramos que este exemplo representa um oscilador que, por algum motivo, sofreu uma
diminuic¸a˜o de 10% no coeficiente de rigidez num instante de tempo que na˜o foi observado,
ou seja, sofreu uma menor reduc¸a˜o no coeficiente de rigidez do que ocorreu no Exemplo 1 e,
portanto, intuitivamente, seria mais dif´ıcil de detetar se houve ou na˜o mudanc¸a de regime
do oscilador.
A Tabela 4.3 mostra o valor obtido da estat´ıstica de teste sobre uma das trajeto´rias e os
valores cr´ıticos para diferentes n´ıveis de significaˆncia.
valor da estat´ıstica de teste 64.29
valor cr´ıtico (α = 0.01) 1.84273
valor cr´ıtico (α = 0.05) 1.58379
valor cr´ıtico (α = 0.1) 1.45399
Tabela 4.3: (Exemplo 2) Valor da estat´ıstica de teste obtido sobre uma trajeto´ria e valores
cr´ıticos para diferentes n´ıveis de significaˆncia (o valor simulado do instante de mudanc¸a de
regime foi u = 285 s).
Como o valor da estat´ıstica de teste se encontra na regia˜o de rejeic¸a˜o para α = 0.01 e valores
superiores rejeitamos a hipo´tese H0 para n´ıveis de significaˆncia baixos como 1%. No entanto
e´ noto´ria a maior aproximac¸a˜o do valor da estat´ıstica de teste aos seus valores cr´ıticos.
As Figuras 4.3 e 4.4 mostram os histogramas dos valores da estat´ıstica de teste e das
estimativas do instante de mudanc¸a de regime obtidos nas 200 trajeto´rias geradas.
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Figura 4.3: (Exemplo 2) Valores da estat´ıstica de teste para as 200 trajeto´rias geradas na
simulac¸a˜o.
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Figura 4.4: (Exemplo 2) Estimativas do instante de mudanc¸a de regime para as 200
simulac¸o˜es (o valor simulado do instante de mudanc¸a de regime foi u = 285 s).
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Tal como no exemplo anterior, podemos constatar, da ana´lise da Figura 4.3, que a distri-
buic¸a˜o emp´ırica da estat´ıstica de teste e´ unimodal com uma ligeira assimetria, mas agora
com menor amplitude de variac¸a˜o. De realc¸ar que a decisa˜o do teste de hipo´teses sobre as
200 trajeto´rias na˜o foi sempre a mesma. A primeira classe do histograma representa a classe
em que os valores da estat´ıstica de teste na˜o se encontram na regia˜o de rejeic¸a˜o (i.e. sa˜o
menores que 1.843) para α = 1%.
Sobre este exemplo estima´mos a probabilidade de erro do tipo II associada ao teste de
hipo´teses (probabilidade de na˜o rejeitar a hipo´tese H0 quando ocorreu uma mudanc¸a de
regime) e encontra´mos uma probabilidade estimada de 1.5%, o que ja´ e´ um valor considera´vel.
Exemplo 3 Consideramos o modelo (4.1) com k1 = 35.2 (kN/m), k2 = 33.44 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s). O instante de mudanc¸a de regime
simulado foi u = 315 (s) para as 200 trajeto´rias geradas.
Relembramos que este exemplo representa um oscilador que, por algum motivo, sofreu uma
diminuic¸a˜o de 5% no coeficiente de rigidez num instante de tempo que na˜o foi observado,
ou seja, sofreu uma menor reduc¸a˜o no coeficiente de rigidez do que ocorreu no Exemplo 1
e no Exemplo 2. A Tabela 4.4 mostra o valor obtido da estat´ıstica de teste sobre uma das
trajeto´rias e os valores cr´ıticos para diferentes n´ıveis de significaˆncia.
valor da estat´ıstica de teste 0.135
valor cr´ıtico (α = 0.01) 1.84273
valor cr´ıtico (α = 0.05) 1.58379
valor cr´ıtico (α = 0.1) 1.45399
Tabela 4.4: (Exemplo 3) Valor da estat´ıstica de teste obtido sobre uma trajeto´ria e valores
cr´ıticos para diferentes n´ıveis de significaˆncia (o valor simulado do instante de mudanc¸a de
regime foi u = 315 s).
Como o valor da estat´ıstica de teste se encontra na regia˜o de na˜o rejeic¸a˜o para α = 0.01
e valores superiores na˜o rejeitamos a hipo´tese H0 para n´ıveis de significaˆncia de 1%, 5% e
10%. Neste exemplo, torna-se mais frequente a decisa˜o de na˜o rejeitar a hipo´tese H0 visto
que, a probabilidade de erro do tipo II associada ao teste de hipo´teses e´ estimada em 17%,
o que representa um valor significativo.
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Figura 4.5: (Exemplo 3) Valores da estat´ıstica de teste para as 200 trajeto´rias geradas na
simulac¸a˜o.
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Figura 4.6: (Exemplo 3) Estimativas do instante de mudanc¸a de regime para as 200
simulac¸o˜es (o valor simulado do instante de mudanc¸a de regime foi u = 315 s).
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As Figuras 4.5 e 4.6 mostram os histogramas dos valores da estat´ıstica de teste e das
estimativas do instante de mudanc¸a de regime obtidos nas 200 trajeto´rias geradas. Tal
como no exemplo anterior, podemos constatar, da ana´lise da Figura 4.5, que a distribuic¸a˜o
emp´ırica da estat´ıstica de teste e´ unimodal com uma ligeira assimetria. Neste exemplo torna-
se evidente o aumento significativo de valores da estat´ıstica de teste a na˜o pertencer a` regia˜o
cr´ıtica do teste e as estimativas do instante de mudanc¸a de regime apresentam uma maior
variac¸a˜o.
Exemplo 4 Consideramos o modelo (4.1) com k1 = 35.2 (kN/m), k2 = 31.68 (kN/m),
c = 0.57 (kNs/m), m = 0.933 (ton), σ = 1, T = 600 (s). O instante de mudanc¸a de regime
simulado foi u = 329 (s).
Temos uma situac¸a˜o em tudo ideˆntica ao Exemplo 2 a` excec¸a˜o do instante de mudanc¸a de
regime que foi simulado como tendo o valor u = 329 (s), ou seja, mais afastado do in´ıcio do
intervalo de observac¸a˜o.
A Tabela 4.5 mostra o valor obtido para a estat´ıstica de teste sobre uma trajeto´ria e os
valores cr´ıticos para diferentes n´ıveis de significaˆncia.
valor da estat´ıstica de teste 46.41
valor cr´ıtico (α = 0.01) 1.84273
valor cr´ıtico (α = 0.05) 1.58379
valor cr´ıtico (α = 0.1) 1.45399
Tabela 4.5: (Exemplo 4) Valor da estat´ıstica de teste obtido sobre uma trajeto´ria e valores
cr´ıticos para diferentes n´ıveis de significaˆncia (o valor simulado do instante de mudanc¸a de
regime foi u = 329 s).
Como, nesta trajeto´ria, o valor da estat´ıstica de teste se encontra na regia˜o de rejeic¸a˜o para
α = 0.01 (e valores superiores) rejeitamos a hipo´tese H0 para n´ıveis de significaˆncia baixos
como 1%.
Tal como nos exemplos anteriores, as figuras seguintes mostram os histogramas dos valores
que toma a estat´ıstica de teste e das estimativas do instante de mudanc¸a de regime nas 200
trajeto´rias geradas.
130 CAPI´TULO 4. TESTE DE MUDANC¸A DE REGIME
valores da estatística de teste
fre
qu
ên
ci
a
0 50 100
0.
00
0
0.
00
5
0.
01
0
0.
01
5
Figura 4.7: (Exemplo 4) Valores da estat´ıstica de teste para as 200 trajeto´rias geradas na
simulac¸a˜o.
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Figura 4.8: (Exemplo 4) Estimativas do instante de mudanc¸a de regime para as 200
simulac¸o˜es (o valor simulado do instante de mudanc¸a de regime foi u = 329 s).
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Tal como no exemplo anterior, podemos constatar da ana´lise da Figura 4.7 que a distribuic¸a˜o
da estat´ıstica de teste e´ unimodal com uma ligeira assimetria. Mais uma vez a decisa˜o do teste
de hipo´teses na˜o e´ sempre a mesma, tendo-nos deparado com uma percentagem considera´vel
de ”na˜o rejeic¸o˜es deH0”. Neste exemplo, a probabilidade de erro do tipo II associado ao teste
de hipo´teses e´ estimada em 2.5%. Esta probabilidade de erro e´ influenciada pela maior ou
menor reduc¸a˜o do paraˆmetro de rigidez mas tambe´m pelo instante em que ocorre a mudanc¸a
de regime.
Experimentac¸a˜o com reduc¸o˜es de 1% e 2% do coeficiente de rigidez conduz a um aumento
substancial da probabilidade de erro do tipo II associado ao teste de hipo´teses, estimada entre
10% e 20%. No entanto, esta probabilidade de erro do tipo II associado ao teste de hipo´teses
pode ser reduzida, por exemplo, aumentando o intervalo de tempo em que observamos o
processo, permitindo ter-se dispon´ıvel um maior nu´mero de observac¸o˜es antes e depois da
mudanc¸a de regime ocorrer. Na verdade, reduc¸o˜es de 1% e 2% do coeficiente de rigidez sa˜o
subtis, e por isso, mais dif´ıceis de ser detetadas. Referimos tambe´m que, em engenharia
de estruturas, as reduc¸o˜es do paraˆmetro de rigidez que levam a danos nessas estruturas
correspodem a reduc¸o˜es de 10%.
Terminamos esta secc¸a˜o referindo que o teste de hipo´teses tambe´m foi aplicado a um modelo
com os mesmos valores dos paraˆmetros a` excec¸a˜o do k2, em que na˜o ocorreu efetivamente
mudanc¸a de regime, tendo-se rejeitado a hipo´tese H0 (erradamente) em 0.8% dos casos.
Ficamos portanto com uma estimativa do erro do tipo II do teste, que, nesta experieˆncia foi
bastante baixo.
4.5 Concluso˜es
Ao longo do trabalho desenvolvido nesta dissertac¸a˜o, revelou-se pertinente dedicar um cap´ıtulo
da tese ao estudo de um teste de hipo´teses para detec¸a˜o de ocorreˆncia de mudanc¸a de regime.
Inspirados na literatura sobre o assunto, propusemos uma nova estat´ıstica de teste que e´
do tipo raza˜o de verosimilhanc¸as e deduzimos uma propriedade sobre a sua distribuic¸a˜o
assinto´tica de modo a sermos conduzidos a` obtenc¸a˜o da regia˜o cr´ıtica do teste. Mais
precisamente, mostra´mos que o supremo da estat´ıstica de teste converge para a distribuic¸a˜o
de uma ponte browniana e esta sera´ a distribuic¸a˜o limite a usar na determinac¸a˜o dos valores
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cr´ıticos do teste de hipo´teses. Alguns exemplos que ilustram o procedimento do teste
de hipo´teses permitem-nos explorar de forma emp´ırica, a efica´cia do teste na detec¸a˜o de
ocorreˆncias de mudanc¸a de regime e de ocorreˆncias de falsos alarmes.
Parte III
Modelos perturbados por
movimento browniano fraciona´rio
133

135
Na u´ltima parte desta tese de Doutoramento, Parte III, abordamos o problema de estimac¸a˜o
da matriz A, matriz de deriva do modelo em dimensa˜o 2
dXt = AXtdt+B
1
2dWHt ,
sendo
A =

 0 1
− km − cm

 e B 12 =

 0 0
0 σ

 ,
com base em observac¸o˜es de {Xt} em tempo cont´ınuo, num intervalo [0, T ] agora com o
processo de Wiener {Wt} substitu´ıdo por um movimento browniano fraciona´rio (MBF) de
dimensa˜o 2, WHt =

 WH1,t
WH2,t

, onde {WH1,t} e {WH2,t} sa˜o movimentos brownianos fraciona´rios
independentes com o mesmo paraˆmetro de Hurst, H, com H ∈ (1/2, 1). O modelo que
consideramos nesta Parte III estende o modelo de dimensa˜o 2 apresentado na Parte I desta
dissertac¸a˜o.
Esta Parte e´ constitu´ıda apenas por um cap´ıtulo, o Cap´ıtulo 5, que seguira´ um percurso
semelhante ao Cap´ıtulo 1. No entanto, a propriedade LAN do estimador na˜o sera´ aqui
demonstrada. Neste contexto, foi poss´ıvel determinar o estimador e provar resultados
interme´dios no caminho para a obtenc¸a˜o da propriedade LAN. Nestes modelos, como mos-
traremos, aparecem dificuldades acrescidas que ainda na˜o foram superadas, e nesse aspeto,
o Cap´ıtulo 5 representa o ponto de partida para um futuro trabalho que completara´ esta
investigac¸a˜o.
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Cap´ıtulo 5
Modelo linear de dimensa˜o 2
perturbado por MBF
5.1 Introduc¸a˜o
Modelos em que interveˆm ru´ıdos fraciona´rios ainda na˜o sa˜o muito usados em engenharia. No
entanto muitos problemas em engenharia fazem intervir processos com memo´ria, e, por este
motivo, o estudo do problema da estimac¸a˜o dos paraˆmetros de modelos lineares perturbados
por movimentos brownianos fraciona´rios (MBF) tem potencial de aplicac¸a˜o em diversas a´reas
da engenharia (ver [14] e [70]). Para ale´m do potencial de aplicac¸a˜o na dinaˆmica estrutural,
exemplos de aplicac¸a˜o podem ser encontrados em problemas de gerac¸a˜o de energia eo´lica
(ver [39]), para nomear um, a t´ıtulo de exemplo.
Como referido na introduc¸a˜o desta parte, o presente cap´ıtulo tem por objetivo o estudo do
problema da estimac¸a˜o dos paraˆmetros da matriz de deriva, A, do modelo
dXt = AXtdt+B
1/2dWHt , (5.1)
no caso em que, concretamente, consideramos a EDE
 dX1,t
dX2,t

 =

 0 1
− km − cm



 X1,t
X2,t

 dt+

 0 0
0 σ



 dWH1,t
dWH2,t

 (5.2)
representando um sistema oscilato´rio sujeito a uma perturbac¸a˜o externa aleato´ria e pretende-
mos estimar k e c, sendo k > 0 o coeficiente de rigidez, c > 0 o coeficiente de amortecimento
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e m > 0 a massa (suposta conhecida), e onde {WH1,t} e {WH2,t} sa˜o movimentos browni-
anos fraciona´rios (MBF) independentes com o mesmo paraˆmetro H ∈ (1/2, 1) conhecido.
Consideramos que as observac¸o˜es sa˜o realizadas em tempo cont´ınuo.
Relembramos que (ver, por exemplo, [71]), para T > 0 eH ∈ (1/2, 1),WH = (WHt , t ∈ [0, T ])
diz-se um movimento browniano fraciona´rio com paraˆmetro de Hurst H, quando {WH} e´
um processo gaussiano tal que WH0 = 0, E
[
WHt
]
= 0 e
E
[
WHs W
H
t
]
=
1
2
[
s2H + t2H − |s− t|2H
]
.
Quando H = 12 , estamos perante um processo Wt =
[
W1,t W2,t
]∗
que e´ um movimento
browniano standard e, neste caso, os resultados do estudo do problema de estimac¸a˜o de
paraˆmetros deste modelo sa˜o os obtidos na Parte I, Cap´ıtulo 1, em que conseguimos estabe-
lecer mais propriedades do que viremos a estabelecer neste cap´ıtulo. Note-se que, em tempo
cont´ınuo, o paraˆmetro H pode ser estimado sem erro (ver [44]), embora o mesmo na˜o seja
verdade em tempo discreto.
Para o modelo (5.2) na˜o e´ poss´ıvel aplicar diretamente as te´cnicas de infereˆncia estat´ıstica
a que recorremos no Cap´ıtulo 1 desta tese, visto que movimentos brownianos fraciona´rios
na˜o sa˜o martingalas. Por este mesmo motivo, a teoria cla´ssica da integrac¸a˜o estoca´stica
na˜o pode ser aplicada, pelo menos diretamente, sendo esta a principal dificuldade em lidar
com este modelo. Para ser poss´ıvel tratar estes modelos sentiu-se a necessidade de estender
o conhecimento da teoria dos integrais de Itoˆ a modelos com movimentos brownianos fra-
ciona´rios. Salientamos os trabalhos pioneiros na teoria da integrac¸a˜o estoca´stica com MBF
[33] e [35]. Em [33] a teoria da integrac¸a˜o estoca´stica e´ baseada no produto de Wick e,
em [35], o integral estoca´stico e´ definido atrave´s de um operador de divergeˆncia baseado no
ca´lculo de Malliavin. Naturalmente estes dois trabalhos representam cena´rios mais gerais do
que aquele que foi escolhido para ser seguido nesta tese. Deles retiramos propriedades gerais
da integrac¸a˜o estoca´stica com MBF.
No que se refere a teoremas de existeˆncia e unicidade de soluc¸a˜o de EDEs com MBF referimos
fundamentalmente o trabalho [71], bem como os trabalhos [18] e [84]. Usando diferentes
abordagens, estes trabalhos apresentam extenso˜es da teoria cla´ssica da integrac¸a˜o estoca´stica
quando sa˜o consideradas EDEs conduzidas por movimentos brownianos fraciona´rios.
Em modelos com equac¸o˜es adicionais, como os modelos parcialmente observados, salientamos
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os trabalhos [23], [56], [58], [62] e [72]. No nosso problema, no entanto, o modelo considera-se
completamente observado.
No que se refere a problemas de estimac¸a˜o dos paraˆmetros do processo de Ornstein-Uhlenbeck
com MBF salientamos os trabalhos [15], [41], [57], [91] e [97]. Para problemas de estimac¸a˜o
exclusivamente do paraˆmetro de deriva em EDEs com MBF salientamos os trabalhos [16] e
[24]. Trabalhos como [22], [42] e [96] dedicaram-se a` investigac¸a˜o do problema semelhante ao
de estimac¸a˜o dos paraˆmetros do processo de Ornstein-Uhlenbeck com MBF mas em tempo
discreto. Estudos que abordam aspetos espec´ıficos de ca´lculo que nos sera˜o u´teis como a
Fo´rmula de Itoˆ, sobre o ca´lculo estoca´stico ou sobre EDEs com MBF, sa˜o apresentados em
[13], [30], [38] e [94], fundamentalmente.
Na sua maioria, estes trabalhos referem-se a modelos unidimensionais, o que na˜o e´ o caso
que queremos tratar. Sa˜o excec¸a˜o os trabalhos [1], [17] e [78], referindo-se a problemas de
estimac¸a˜o de paraˆmetros em modelos multidimensionais com MBF. Todos estes trabalhos
seguem abordagens distintas mas teˆm em comum o objetivo de estender ou aplicar a teoria
cla´ssica da integrac¸a˜o estoca´stica em modelos com movimentos brownianos fraciona´rios,
desenvolvendo te´cnicas que possam ser usadas na pra´tica, por exemplo, em problemas de
estimac¸a˜o de paraˆmetros. Nesta tese opta´mos por seguir o percurso sugerido nos trabalhos
[54], [58] e [79], na resoluc¸a˜o do problema de estimac¸a˜o dos paraˆmetros do modelo (5.2).
Assim, este cap´ıtulo esta´ dividido essencialmente nos seguintes pontos:
1. Transformac¸a˜o do modelo (5.2). Vamos mostrar que uma transformac¸a˜o adequada
deste modelo, recorrendo a` chamada martingala fundamental, introduzida em [79], per-
mite usar o Teorema de Girsanov usual para construir a derivada de Radon-Nikodym.
Por consequeˆncia conseguimos obter a expressa˜o da func¸a˜o de verosimilhanc¸a associada
ao problema de estimac¸a˜o de paraˆmetros.
2. Obtenc¸a˜o do estimador de ma´xima verosimilhanc¸a e suas propriedades. Como e´
habitual, o estimador de ma´xima verosimilhanc¸a pode ser obtido resolvendo o sistema
de equac¸o˜es normais.
3. Estudo conduzido sobre simulac¸o˜es no sentido de ilustrar o comportamento do EMV.
Tendo por base estes objetivos, vamos comec¸ar por apresentar a formulac¸a˜o matema´tica do
problema de estimac¸a˜o.
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5.2 Formulac¸a˜o do problema
Consideramos {Xt} o processo governado pelo modelo (5.2) com condic¸a˜o inicial X0 = x0,
sendo x0 um vetor conhecido de R
2 e os processos {WH1,t} e {WH2,t} sa˜o movimentos brownianos
fraciona´rios (MBF) independentes com o mesmo paraˆmetro H ∈ (1/2, 1). Supomos que o
processo {Xt} e´ observado em tempo cont´ınuo no intervalo [0, T ], m > 0 e´ um paraˆmetro que
representa a massa de um oscilador, k o coeficiente de rigidez do oscilador (k > 0) , c o seu
coeficiente de amortecimento (c > 0) e σ o desvio padra˜o da perturbac¸a˜o a que o oscilador
esta´ sujeito (σ > 0). Admitimos que os paraˆmetros m e σ sa˜o conhecidos enquanto que os
paraˆmetros k e c sa˜o desconhecidos.
O objetivo e´ estimar os paraˆmetros desconhecidos k e c com base nas observac¸o˜es do processo
{Xt} no intervalo [0, T ]. Para isso recorreremos ao me´todo de ma´xima verosimilhanc¸a.
Com o objetivo de obter o EMV de
θ =
[
k c
]∗
e´ habitual usar-se como ponto de partida explicitar a func¸a˜o de verosimilhanc¸a. Para tal,
uma estrate´gia consiste em recorrer a uma transformac¸a˜o do modelo (5.2), uma vez que este
faz intervir um MBF que nos dificulta o trabalho de construc¸a˜o e de ana´lise do estimador,
enquanto que uma simples transformac¸a˜o do modelo permite geralmente contornar esta
dificuldade, como veremos na secc¸a˜o seguinte. Essa transformac¸a˜o do modelo (5.2) visara´
transformar o MBF {WHt } numa martingala, o que permitira´ criar as condic¸o˜es necessa´rias
para realizar o estudo estat´ıstico, usando um processo estritamente equivalente ao processo
{Xt}, para o qual a teoria cla´ssica da integrac¸a˜o estoca´stica possa ser aplicada.
Nas secc¸o˜es seguintes, por uma questa˜o de simplificac¸a˜o da escrita, sempre que for claro, a
dependeˆncia em t e´ omitida.
5.3 Transformac¸a˜o do modelo
A transformac¸a˜o do modelo (5.2) sera´ realizada seguindo de perto o me´todo descrito em [57].
Embora, nesse artigo, o me´todo seja aplicado a um modelo unidimensional, as ideias funda-
mentais a´ı exploradas nesse artigo podem estender-se com sucesso a modelos de dimensa˜o
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superior, com os devidos cuidados. A ideia consiste em aplicar uma transformac¸a˜o integral
ao processo {WHt } de modo a que o resultado da transformac¸a˜o passe a ser uma martingala
(ver [79]), visto que os MBF na˜o sa˜o martingalas. Com base nessa nova martingala, dita
martingala fundamental, estaremos em condic¸o˜es de escrever uma nova EDE, para um novo
processo que resulta da transformac¸a˜o de {Xt}. Chamaremos {τt} a esse novo processo e
Mt a` martingala fundamental.
Nesse sentido considere-se, para 0 < s < t ≤ T , a func¸a˜o
KH (t, s) =
s1/2−H (t− s)1/2−H
2HΓ (3/2−H) Γ (H + 1/2)
e
• wHt = λ−1H t2−2H onde λH =
2HΓ (3− 2H) Γ (H + 1/2)
Γ (3/2−H)
• MHt =
∫ t
0
KH (t, s) dW
H
s .
De acordo com [79] (ver Secc¸a˜o 3), MH e´ uma martingala gaussiana denominada martingala
fundamental, cuja variac¸a˜o quadra´tica < MH > e´ a func¸a˜o wH e a filtrac¸a˜o natural da
martingalaMH coincide com a filtrac¸a˜o natural do movimento browniano fraciona´rio {WH}.
A partir do processo {Xt} definimos o processo {Zt} dado por
Zt =
∫ t
0
KH (t, s) dXs,
que e´ a semimartingala fundamental associada a {Xt} (ver [57], no caso unidimensional).
Enta˜o tem-se:
Zt = A
∫ t
0
KH (t, s)Xsds+B
1/2MHt . (5.3)
Com o objetivo de representar {Zt} na forma integral exclusivamente a` custa da martingala
fundamental, seguimos de perto o me´todo apresentado em [57]. Aproveitando os resultados
dessa investigac¸a˜o, podemos adiantar que o processo {Zt} e´ estritamente equivalente ao
processo {Xt} e veremos que e´ apropriado para a ana´lise estat´ıstica pretendida. Note-se que
o referido trabalho [57] tem por base um modelo unidimensional e apenas um paraˆmetro a
estimar, enquanto que o trabalho que pretendemos desenvolver nesta tese tem por base um
modelo de dimensa˜o 2 e 2 paraˆmetros a estimar.
Comec¸amos por estender a Proposic¸a˜o 3.1 obtida em [57] ao nosso enquadramento bidimen-
sional, reescrevendo-a sob a seguinte forma:
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Lema 5.3.1 Seja Q (t) =
d
dwHt
∫ t
0
KH (t, s)Xsds, para 0 ≤ t ≤ T . Enta˜o
Q (t) =
λ∗H
2
(
t2H−1Zt +
∫ t
0
r2H−1dZr
)
,
onde λ∗H =
λH
2 (1−H) .
Demonstrac¸a˜o
A demonstrac¸a˜o do lema segue exatamente, passo a passo, a demontrac¸a˜o da Proposic¸a˜o 3.1
em [57], da qual e´ uma extensa˜o ao caso bidimensional. 
Precisamos agora de construir uma nova representac¸a˜o do modelo (5.2) que envolva uma
equac¸a˜o diferencial estoca´stica e o processo {Zt}, eventualmente em dimensa˜o superior a
dois, com uma forma semelhante a (5.1), em que o lugar do MBF {WHt } e´ ocupado pela
martingala fundamental MH . Para conseguir esse fim criamos um novo processo como
apresentamos na proposic¸a˜o seguinte:
Proposic¸a˜o 5.3.1 Consideremos o processo
τt =

 Zt∫ t
0 r
2H−1dZr

 .
Enta˜o
dτt = AH (t) τtdt+ bH (t) dM
H
t , (5.4)
onde AH (t) =
1
2


A t1−2HA
t2H−1A A

 e bH (t) =


B1/2
t2H−1B1/2

 .
Demonstrac¸a˜o
Usando (5.3) e a definic¸a˜o de Q (t) vem:
Zt = A
∫ t
0
Q (s) dwHs +B
1/2MHt .
Usando o Lema 5.3.1 temos:
Zt = A
∫ t
0
λ∗H
2
(
s2H−1Zs +
∫ s
0
r2H−1dZr
)
dwHs +B
1/2MHt .
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Por outro lado, uma vez que dwHs = λ
∗
H
−1s1−2Hds, conclui-se que:
Zt =
A
2
∫ t
0
(
s2H−1Zs +
∫ s
0
r2H−1dZr
)
s1−2Hds+B1/2MHt .
Tem-se enta˜o:
dτt =


A
2
(
Zt + t
1−2H ∫ t
0 r
2H−1dZr
)
dt+B1/2dMHt
A
2
(
t2H−1Zt +
∫ t
0 r
2H−1dZr
)
dt+ t2H−1B1/2dMHt


=
1
2


A t1−2HA
t2H−1A A

 τtdt+


B1/2
t2H−1B1/2

 dMHt ,
isto e´,
dτt = AH (t) τtdt+ bH (t) dM
H
t ,
onde AH (t) =
1
2


A t1−2HA
t2H−1A A

 e bH (t) =


B1/2
t2H−1B1/2

 , como quer´ıamos mostrar.

Este modelo (5.4), embora em dimensa˜o 4, tem a forma pretendida, estando escrito com
base na martingala fundamental MH . Note-se que continuamos a ter um modelo linear mas
que agora e´ na˜o homoge´neo. Estamos finalmente em condic¸o˜es de escrever, com facilidade,
uma expressa˜o para a derivada de Radon-Nikodym, que vira´ assim associada a` EDE (5.4) e
da´ı deduzir a func¸a˜o de verosimilhanc¸a das observac¸o˜es, para o processo {τt}.
5.4 Func¸a˜o de Verosimilhanc¸a
Com o objetivo de obter o EMV de θ =
[
k c
]∗
comec¸amos pelo ca´lculo da derivada de
Radon-Nikodym associada ao modelo (5.4), para da´ı deduzirmos a func¸a˜o de verosimilhanc¸a
das observac¸o˜es para θ. A derivada de Radon-Nikodym vem (ver [2]):
dPτ
dPMHt
= exp
[
tr
∫ T
0
B˜H (t)AH (t) τtdτ
∗
t −
1
2
tr
∫ T
0
A∗H (t) B˜H (t)AH (t) τtτ
∗
t dt
]
, (5.5)
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onde B˜H (t) e´ a matriz definida por
B˜H (t) = bH (t) (b
∗
H (t) bH (t))
−2 b∗H (t) . (5.6)
O mesmo e´ dizer que
B˜H (t) =
1(
1 + t2(2H−1)
)2


B+ t2H−1B+
t2H−1B+ t2(2H−1)B+

 , (5.7)
onde, tal como no Cap´ıtulo 1, B+ =

 0 0
0 1
σ2

 e´ a inversa generalizada de Moore-Penrose
de B. A matriz B˜H representa uma inversa generalizada de bHb
∗
H .
Comecemos por calcular os integrais na expressa˜o (5.5). Para isso vejamos que:
B˜H (t)AH (t) =
1
2
(
1 + t2(2H−1)
)2


B+ t2H−1B+
t2H−1B+ t2(2H−1)B+




A t1−2HA
t2H−1A A


=
1
2
(
1 + t2(2H−1)
)


B+A t1−2HB+A
t2H−1B+A B+A


=
1
2
(
1 + t2(2H−1)
)


0 0 0 0
− k
mσ2
− c
mσ2
− k
mσ2
t1−2H − c
mσ2
t1−2H
0 0 0 0
− k
mσ2
t2H−1 − c
mσ2
t2H−1 − k
mσ2
− c
2mσ2


,
donde, considerando explicitamente as diferentes componentes de τ =
[
τ1,t τ2,t τ3,t τ4,t
]∗
,
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podemos escrever que o primeiro dos integrais e´:
tr
∫ T
0
B˜H (t)AH (t) τtdτ
∗
t (5.8)
= −
∫ T
0
1
2mσ2
(
1 + t2(2H−1)
) (kτ1,t + cτ2,t + kt1−2Hτ3,t + ct1−2Hτ4,t) dτ2,t
−
∫ T
0
1
2mσ2
(
1 + t2(2H−1)
) (kt2H−1τ1,t + ct2H−1τ2,t + kτ3,t + cτ4,t) dτ4,t.
Usando ca´lculos semelhantes obtemos uma expressa˜o para o segundo integral de (5.5). De
facto, atendendo a que
A∗H (t) B˜H (t)AH (t) =
1
4
(
1 + t2(2H−1)
)
·


A∗ t2H−1A∗
t1−2HA∗ A∗




B+A t1−2HB+A
t2H−1B+A B+A


=
1
4m2σ2


k2 kc k2t1−2H kct1−2H
kc c2 kct1−2H c2t1−2H
k2t1−2H kct1−2H k2t2(1−2H) kct2(1−2H)
kct1−2H c2t1−2H kct2(1−2H) c2 t2(1−2H)


,
obtem-se:
tr
∫ T
0
A∗H (t) B˜H (t)AH (t) τtτ
∗
t dt (5.9)
=
1
4m2σ2
∫ T
0
(
k2τ21,t + 2kcτ1,tτ2,t + 2k
2t1−2Hτ1,tτ3,t + 2kct1−2Hτ1,tτ4,t + c2τ22,t + 2kct
1−2Hτ2,tτ3,t
+2c2t1−2Hτ2,tτ4,t + k2t2(1−2H)τ23,t + 2kct
2(1−2H)τ3,tτ4,t + c2t2(1−2H)τ24,t
)
dt.
Estamos agora em condic¸o˜es de escrever, usando (5.8) e (5.9), uma expressa˜o para a func¸a˜o
de log-verosimilhanc¸a, envolvendo os paraˆmetros k e c explicitamente, suscept´ıvel de ser
derivada de forma simples.
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A func¸a˜o de log-verosimilhanc¸a e´ L (k, c) = ln
dPτ
dPMH
(ver [2]). Vem:
L (k, c)
= tr
∫ T
0
B˜H (t)AH (t) τtdτ
∗
t −
1
2
tr
∫ T
0
A∗H (t) B˜H (t)AH (t) τtτ
∗
t dt
= −
∫ T
0
1
2mσ2
(
1 + t2(2H−1)
) (kτ1,t + cτ2,t + kt1−2Hτ3,t + ct1−2Hτ4,t) dτ2,t
−
∫ T
0
1
2mσ2
(
1 + t2(2H−1)
) (kt2H−1τ1,t + ct2H−1τ2,t + kτ3,t + cτ4,t) dτ4,t (5.10)
− 1
8m2σ2
∫ T
0
(
k2τ21,t + 2kcτ1,tτ2,t + 2k
2t1−2Hτ1,tτ3,t + 2kct1−2Hτ1,tτ4,t + c2τ22,t + 2kct
1−2Hτ2,tτ3,t
+2c2t1−2Hτ2,tτ4,t + k2t2(1−2H)τ23,t + 2kct
2(1−2H)τ3,tτ4,t + c2t2(1−2H)τ24,t
)
dt.
5.5 Estimador de Ma´xima Verosimilhanc¸a (EMV)
Uma vez encontrada uma expressa˜o para a func¸a˜o de log-verosimilhanc¸a L (expressa˜o (5.10)),
estamos em condic¸o˜es de determinar o EMV de θ =
[
k c
]∗
, o que pode ser feito conforme
mostramos na proposic¸a˜o seguinte.
Proposic¸a˜o 5.5.1 O EMV de θ =
[
k c
]∗
e´ dado por

 kˆ
cˆ

 = −4mD−1J, (5.11)
onde D e´ uma matriz sime´trica cujas entradas sa˜o as seguintes:
D11 = 2
∫ T
0
(
τ1,t + t
1−2Hτ3,t
)2
dt (5.12)
D12 = 2
∫ T
0
(
τ1,tτ2,t + t
1−2Hτ1,tτ4,t + t1−2Hτ2,tτ3,t + t2(1−2H)τ3,tτ4,t
)
dt (5.13)
D22 = 2
∫ T
0
(
τ2,t + t
1−2Hτ4,t
)2
dt (5.14)
D21 = D12 (5.15)
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e J e´ uma matriz coluna constru´ıda com as seguintes componentes:
J1 =
∫ T
0
τ1,t + t
1−2Hτ3,t
1 + t2(2H−1)
dτ2,t +
∫ T
0
t2H−1τ1,t + τ3,t
1 + t2(2H−1)
dτ4,t (5.16)
J2 =
∫ T
0
τ2,t + t
1−2Hτ4,t
1 + t2(2H−1)
dτ2,t +
∫ T
0
t2H−1τ2,t + τ4,t
1 + t2(2H−1)
dτ4,t . (5.17)
Demonstrac¸a˜o
A partir de (5.10), a expressa˜o do EMV obtem-se realizando apenas alguns ca´lculos elemen-
tares. Sena˜o vejamos. O EMV obtem-se, como e´ sabido, resolvendo o sistema:

 ∂L∂k
∂L
∂c

 =

 0
0

 .
Atendendo a (5.10) constatamos que o sistema pode ser decomposto da seguinte forma:
− 1
8m2σ2
D

 k
c

− 1
2mσ2
J =

 0
0

 ,
em que D e´ uma matriz sime´trica cujas entradas sa˜o as seguintes:
D11 =
∫ T
0
(
2τ21,t + 4t
1−2Hτ1,tτ3,t + 2t2(1−2H)τ23,t
)
dt
D12 = 2
∫ T
0
(
τ1,tτ2,t + t
1−2Hτ1,tτ4,t + t1−2Hτ2,tτ3,t + t2(1−2H)τ3,tτ4,t
)
dt
D22 =
∫ T
0
(
2τ22,t + 4t
1−2Hτ2,tτ4,t + 2t2(1−2H)τ24,t
)
dt
D21 = D12
e J e´ uma matriz 2× 1 com as seguintes componentes:
J1 =
∫ T
0
τ1,t + t
1−2Hτ3,t
1 + t2(2H−1)
dτ2,t +
∫ T
0
t2H−1τ1,t + τ3,t
1 + t2(2H−1)
dτ4,t
J2 =
∫ T
0
τ2,t + t
1−2Hτ4,t
1 + t2(2H−1)
dτ2,t +
∫ T
0
t2H−1τ2,t + τ4,t
1 + t2(2H−1)
dτ4,t .
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O mesmo e´ dizer que 
 kˆ
cˆ

 = −4mD−1J,
sendo a matriz D dada por (5.12) a (5.15) e J a matriz dada em (5.16) – (5.17). 
Observac¸a˜o 5.5.1 No caso particular H = 1/2, das definic¸o˜es de {Zt} e {τt}, vem que
Zt = Xt e τt =
[
Xt Xt
]∗
. Os ca´lculos anteriores reduzem-se a:
 kˆ
cˆ

 = −m(∫ T
0
XtX
∗
t dt
)−1 ∫ T
0
XtdX2,t, (5.18)
ou seja, os ca´lculos anteriores conduzem-nos ao estimador do Cap´ıtulo 1 (expressa˜o (1.3.1)),
o que seria de esperar, uma vez que, neste caso, o MBF {WH} se reduz ao movimento
browniano convencional.
Passamos agora ao estudo das propriedades do EMV, o que e´ feito nas secc¸o˜es seguintes.
5.6 Propriedades do EMV
Comecemos por determinar o enviesamento do estimador proposto (expressa˜o (5.11)).
Proposic¸a˜o 5.6.1 O EMV dado pela expressa˜o (5.11) e´ um estimador centrado.
Demonstrac¸a˜o
A matriz J, dada em (5.16) – (5.17), pode ser reescrita na forma
J =
∫ T
0
1
1 + t2(2H−1)


τ1,t + t
1−2Hτ3,t t2H−1τ1,t + τ3,t
τ2,t + t
1−2Hτ4,t t2H−1τ2,t + τ4,t



 dτ2,t
dτ4,t

 . (5.19)
Por outro lado, da equac¸a˜o diferencial estoca´stica de {τt} (equac¸a˜o (5.4)), tem-se:
 dτ2,t
dτ4,t

 = − 1
2m

 1 t1−2H
t2H−1 1



 τ1,t τ2,t
τ3,t τ4,t



 k
c

 dt+ σ

 dMH2,t
t2H−1dMH2,t

 .
Substituindo esta expressa˜o em (5.19) conclui-se, apo´s alguns ca´lculos fastidiosos, que:
J = − 1
2m
D

 k
c

+ σ


∫ T
0
(
τ1,t + t
1−2Hτ3,t
)
dMH2,t
∫ T
0
(
τ2,t + t
1−2Hτ4,t
)
dMH2,t

 .
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Usando esta igualdade na expressa˜o do EMV (5.11) tem-se que:
θˆT − θ = −4mσD−1F (5.20)
onde D e´ a matriz definida anteriormente e
F =


∫ T
0
(
τ1,t + t
1−2Hτ3,t
)
dMH2,t
∫ T
0
(
τ2,t + t
1−2Hτ4,t
)
dMH2,t

 .
De (5.20) facilmente se conclui a centricidade do estimador apresentado na Proposic¸a˜o 5.5.1
como pretend´ıamos mostrar. 
Para o estudo da consisteˆncia do EMV (5.11), bem como para a obtenc¸a˜o da propriedade
LAN, uma abordagem poss´ıvel consiste em estudar o comportamento assinto´tico da Trans-
formada de Laplace de {τt} que, por sua vez, dependera´ da matriz de covariaˆncia R (t) de
{τt}. No fundo, a ideia subjacente a` obtenc¸a˜o das propriedades do EMV e´ a de seguir o
mesmo percurso do Cap´ıtulo 1 para estudar o processo transformado {τt}. Com este fim em
vista, a secc¸a˜o seguinte e´ dedicada ao estudo da matriz de covariaˆncia, R (t) , de {τt}.
5.7 Matriz de Covariaˆncia de {τt}
Como tivemos ocasia˜o de referir, a consisteˆncia do EMV e a propriedade LAN podem ser
deduzidas do comportamento assinto´tico da Transformada de Laplace de {τt} a qual, por
sua vez, dependera´ da matriz de covariaˆncia R (t) de {τt}, estando o processo {τt} definido
pela EDE (5.4). Com esta motivac¸a˜o, comecemos por analisar a expressa˜o que governa a
matriz de covariaˆncia R (t) .
Proposic¸a˜o 5.7.1 A matriz de covariaˆncia, R (t) , do processo {τt} definido pela EDE (5.4)
e´ dada por
R (t) =
1
λ∗H
ψ−11 (t)
(∫ t
0
ψ1 (s)BH (s)ψ
∗
1 (s) ds
)
· (ψ−11 (t))∗ , (5.21)
onde ψ1 e´ soluc¸a˜o de
ψ˙1 (t) = −ψ1 (t)AH (t) , ψ1 (0) = Id,
AH (t) definida em (5.5), BH (t) =

 t
1−2HB B
B t2H−1B

 e λ∗H = λH2 (1−H) .
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Demonstrac¸a˜o
Sendo {τt} dado por (5.4), a sua matriz de covariaˆncia R (t) e´ soluc¸a˜o da equac¸a˜o de
Lyapunov (ver por exemplo [49]):

R˙ (t) = AH (t)R (t) +R (t)A
∗
H (t) +
1
λ∗H
BH (t) , t > 0
R (0) = 0
(5.22)
onde
BH (t) = t
1−2HbH (t) b∗H (t) =


t1−2HB B
B t2H−1B

 .
Ora, a matriz R (t) pode ser representada por R (t) = ψ−11 (t)ψ2 (t) onde ψ1, ψ2 sa˜o matrizes
de ordem 4 soluc¸a˜o do sistema diferencial (ver exemplos de utilizac¸a˜o desta te´cnica em [23]
e [24]): 

ψ˙1 (t) = −ψ1 (t)AH (t) , ψ1 (0) = Id
ψ˙2 (t) = ψ2 (t)AH
∗ (t) +
1
λ∗H
ψ1 (t)BH (t) , ψ2 (0) = 0
(5.23)
Como ψ1 e´ soluc¸a˜o da primeira equac¸a˜o deste sistema enta˜o
d
dt
(
ψ−11 (t)
)∗
=
(
ψ−11 (t)
)∗
AH
∗ (t) , onde
(
ψ−11 (0)
)∗
= Id. (5.24)
A soluc¸a˜o ψ2 da segunda equac¸a˜o do sistema (5.23) pode ser representada por
ψ2 (t) =
1
λ∗H
(∫ t
0
ψ1 (s)BH (s)ψ
∗
1 (s) ds
)
· (ψ−11 (t))∗ . (5.25)
Assim podemos escrever que
R (t) =
1
λ∗H
ψ−11 (t)
(∫ t
0
ψ1 (s)BH (s)ψ
∗
1 (s) ds
)
· (ψ−11 (t))∗ ,
como pretend´ıamos mostrar. 
Deste modo, podemos dizer que, para obter R (t) , basta calcular a soluc¸a˜o da primeira
equac¸a˜o do sistema (5.23). Ora, atendendo a` forma da matriz AH , sera´ conveniente repre-
sentar esta soluc¸a˜o bloco a bloco:
ψ1 =

 φ1 φ2
φ3 φ4

 , (5.26)
onde φ1, φ2, φ3, φ4 sa˜o os blocos 2 × 2 da matriz ψ1. O nosso passo seguinte sera´ estudar
estes blocos individualmente.
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Estudo dos blocos da matriz ψ1
Veremos de seguida que, mediante alguns ca´lculos, conseguimos exprimir cada um dos blocos
φi a` custa de soluc¸o˜es de equac¸o˜es de Bessel matriciais.
De facto, atendendo ao sistema (5.23) temos:

φ˙1 = −φ1A
2
− φ2A
2
t2H−1
φ˙2 = −φ1A
2
t1−2H − φ2A
2
φ˙3 = −φ3A
2
− φ4A
2
t2H−1
φ˙4 = −φ3A
2
t1−2H − φ4A
2
(5.27)
Note-se que este sistema e´ formado por equac¸o˜es matriciais acopladas duas a duas, devendo
ser manipuladas de forma conveniente para chegarmos a` soluc¸a˜o. De facto, trabalhando com
a primeira equac¸a˜o temos: (
φ˙1 + φ1
A
2
)
t1−2H = −φ2A
2
logo
d
dt
[(
φ˙1 + φ1
A
2
)
t1−2H
]
= −φ˙2A
2
.
Ora, de (5.27), vem que
φ˙1 =
(−φ1 − φ2t2H−1) A
2
,
logo
φ˙2 = t
1−2H (−φ1 − φ2t2H−1) A
2
= t1−2H φ˙1.
Por consequeˆncia,
d
dt
[(
φ˙1 + φ1
A
2
)
t1−2H
]
= −t1−2H φ˙1A
2
.
Efetuando o ca´lculo da derivada obtemos uma equac¸a˜o diferencial em φ1:(
φ¨1 + φ˙1
A
2
)
t1−2H +
(
φ˙1 + φ1
A
2
)
(1− 2H) t−2H = −t1−2H φ˙1A
2
.
Conclui-se portanto que φ1 e´ a soluc¸a˜o da seguinte equac¸a˜o diferencial de segunda ordem:

φ¨1 (t) t+ φ˙1 (t) (At+ Id (1− 2H)) + φ1 (t) A
2
(1− 2H) = 0
φ˙1 (0) = −A
2
φ1 (0) = Id
(5.28)
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Vamos agora mostrar que e´ poss´ıvel explicitar a matriz φ1 a` custa de func¸o˜es de Bessel
modificadas matriciais, como e´ explicitado no lema seguinte.
Lema 5.7.1 Sendo φ1 o bloco de ψ1 definido em (5.26) tem-se que:
φ1 (t) = e
−A
2
ttHg
(
A
2
t
)
, (5.29)
onde g e´ uma func¸a˜o que e´ soluc¸a˜o da equac¸a˜o de Bessel matricial modificada:
t2Y¨ (t) + tY˙ (t)− (t2Id+H2Id)Y (t) = 0, (5.30)
com condic¸a˜o inicial φ1 (0) = Id.
Demonstrac¸a˜o
Para uma func¸a˜o φ1 da forma (5.29) tem-se:
φ˙1 (t) = e
−A
2
t
(
−A
2
)
tHg
(
A
2
t
)
+ e−
A
2
tHtH−1g
(
A
2
t
)
+ e−
A
2
ttH g˙
(
A
2
t
)
A
2
e
φ¨1 (t) = e
−A
2
t
(
−A
2
)(
−A
2
)
tHg
(
A
2
t
)
+ e−
A
2
t
(
−A
2
)
HtH−1g
(
A
2
t
)
+e−
A
2
t
(
−A
2
)
tH g˙
(
A
2
t
)
A
2
+ e−
A
2
t
(
−A
2
)(
−A
2
)
HtH−1g
(
A
2
t
)
+e−
A
2
tH(H − 1)tH−2g
(
A
2
t
)
+ e−
A
2
tHtH−1g˙
(
A
2
t
)
A
2
+e−
A
2
t
(
−A
2
)
tH g˙
(
A
2
t
)
A
2
+ e−
A
2
tHtH−1g˙
(
A
2
t
)
A
2
+e−
A
2
ttH g¨
(
A
2
t
)(
A
2
)(
A
2
)
.
Substituindo estas expresso˜es em (5.28), vem que
g¨
(
A
2
t
)(
A
2
t
)(
A
2
t
)
+ g˙
(
A
2
t
)(
A
2
t
)
−
[
H2Id+
(
A
2
t
)(
A
2
t
)
Id
]
g
(
A
2
t
)
= 0,
ou seja, g
(
A
2 t
)
e´ soluc¸a˜o da equac¸a˜o de Bessel matricial modificada, de paraˆmetro H:
t2Y¨ (t) + tY˙ (t)− (t2Id+H2Id)Y (t) = 0,
como pretend´ıamos mostrar. 
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O bloco φ2 obtem-se simplesmente de (5.27), uma vez explicitado o bloco φ1. Quanto aos
blocos φ3 e φ4, atendendo a que o sistema (5.23) e´ formado por equac¸o˜es matriciais acopladas
duas a duas, a maneira de obter φ3 e φ4 e´ semelhante a` aqui exposta para obter φ1 e φ2.
Obviamente, para conseguir explicitar φ1 e´ necessa´rio conseguir explicitar a soluc¸a˜o da
equac¸a˜o de Bessel matricial modificada (5.30). Resta-nos explorar esta equac¸a˜o e os re-
sultados existentes na literatura visto, neste caso, na˜o ser trivial explicitar a sua soluc¸a˜o (ver
[75]).
Equac¸o˜es de Bessel (matriciais) para os blocos φ1 e φ3
Podemos encontrar na literatura diversos autores que se dedicaram ao estudo da soluc¸a˜o
da Equac¸a˜o de Bessel e das func¸o˜es de Bessel (cf. entre outros, [75], [88] e [95]), devido a`
ligac¸a˜o que estas manteˆm com certas aplicac¸o˜es. No caso que nos interessa, exploramos a
sua ligac¸a˜o com a Equac¸a˜o de Riccati (5.22).
Em [75] e´ estudada a soluc¸a˜o da Equac¸a˜o de Bessel:
t2Y¨ (t) + tY˙ (t) +
(
t2Id−G2)Y (t) = 0, (5.31)
onde Y e´ uma matriz n×m e G uma matriz n×n, ambas complexas. Pretendemos usar esses
resultados para descrever a soluc¸a˜o da equac¸a˜o (5.30) mas, para tal, algumas adaptac¸o˜es sa˜o
necessa´rias. A equac¸a˜o de Bessel (5.30) e´, na verdade, uma equac¸a˜o de Bessel modificada, o
que significa que se obte´m a` custa da equac¸a˜o (5.31) atrave´s de uma mudanc¸a de varia´vel.
Note-se que a equac¸a˜o de Bessel modificada (5.30) corresponde a um caso particular de (5.31)
que se obte´m tomando a matriz G = HId e a transformac¸a˜o t′ = it. Neste caso, as soluc¸o˜es
independentes de (5.31) sa˜o as func¸o˜es de Bessel do primeiro tipo, JG (t) e J−G (t), que, no
caso da equac¸a˜o (5.30), correspondem a`s func¸o˜es de Bessel modificadas do primeiro tipo,
IG (t) e I−G (t). Assim, a soluc¸a˜o da equac¸a˜o (5.30) e´ uma combinac¸a˜o linear das func¸o˜es de
Bessel modificadas do primeiro tipo, IG (t) e I−G (t) , dadas por (ver [75]):
IG (t) =
∑
m≥0
(−1)m
22m
Γ−1 ((m+ 1) Id) Γ−1 ((H +m+ 1) Id) t2m
(
t
2
)HId
I−G (t) =
∑
m≥0
(−1)m
22m
Γ−1 ((−H +m+ 1) Id) Γ−1 ((m+ 1) Id) t2m
(
t
2
)−HId
.
154 CAPI´TULO 5. MODELO LINEAR DE DIMENSA˜O 2 PERTURBADO POR MBF
Isto significa que:
φ1 = C1IG (t) + C2I−G (t) , (5.32)
onde C1 e C2 sa˜o matrizes quadradas de ordem 2 a ser determinadas em func¸a˜o das condic¸o˜es
iniciais. Finalmente, o bloco φ2 sera´ obtido por integrac¸a˜o atendendo a` igualdade:
φ˙2 = t
1−2H φ˙1.
O bloco φ3 e´ obtido como em (5.32) e o bloco φ4, a` semelhanc¸a de φ2, e´ obtido da igualdade
φ˙4 = t
1−2H φ˙3.
Comportamento assinto´tico dos blocos de ψ1
Uma vez que a matriz de covariaˆncia R (t) depende destes blocos φ1 a φ4 (ver Proposic¸a˜o
5.7.1 e expressa˜o (5.26)), interessa-nos investigar o seu comportamento assinto´tico, o qual
por sua vez dependera´ do comportamento das func¸o˜es de Bessel IG (t) e I−G (t) .
Em [88] e´ descrito o comportamento assinto´tico das func¸o˜es de Bessel modificadas do primeiro
tipo, IG (t) e I−G (t). No entanto, na˜o fica claro nesse trabalho como aplicar os resultados
em situac¸o˜es em que a condic¸a˜o inicial esta´ definida em t = 0, que e´ precisamente o caso que
nos interessa. E´ nossa convic¸a˜o que sera´ necessa´rio aplicar o me´todo de Frobenius (ver [95])
nestas situac¸o˜es, algo a necessitar de mais investigac¸a˜o.
Relembramos que a matriz R (t) aparece na expressa˜o da Transformada de Laplace do
processo {τt}, sendo portanto o comportamento assinto´tico da Transformada de Laplace
um reflexo do comportamento assinto´tico da matriz de covariaˆncia R (t). Como ja´ tivemos
ocasia˜o de referir anteriormente (Secc¸a˜o 5.6), conseguindo descrever o comportamento as-
sinto´tico da matriz de covariaˆncia R (t) temos um meio para o estudo da consisteˆncia do
EMV (expressa˜o (5.11)), e seguidamente para deduc¸a˜o da propriedade LAN. No entanto,
devido a`s dificuldades com que deparamos neste estudo, em resultado da intervenc¸a˜o das
func¸o˜es de Bessel matriciais, as concluso˜es na˜o sera˜o inclu´ıdas nesta dissertac¸a˜o mas sim
num trabalho futuro que dara´ seguimento a esta tese.
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5.8 Aplicac¸a˜o
Nesta secc¸a˜o vamos considerar uma aplicac¸a˜o semelhante ao Exemplo 1 apresentado no
Cap´ıtulo 1 que, relembramos, constitui um cena´rio frequentemente usado em engenharia de
estruturas, mas agora o movimento browniano e´ substitu´ıdo por um movimento browniano
fraciona´rio de acordo com o modelo (5.2), ou seja, tem-se:
Exemplo 1 k = 35.2 kN/m, c = 0.57 kNs/m, m = 0.933 ton, σ = 1.
Vamos ver como se comporta o EMV (5.11) neste problema, considerando 3 situac¸o˜es
distintas consoante o valor do paraˆmetro de Hurst, H. Considera´mos H = 0.55, H = 0.75 e
H = 0.95. A` semelhanc¸a do Cap´ıtulo 1, para cada um destes casos, gera´mos 200 trajeto´rias
a partir do modelo, (5.4), num intervalo de tempo [0, 2000 s], usando a linguagem R.
Analisamos essencialmente a distribuic¸a˜o assinto´tica do estimador, que conjeturamos ser
gaussiana, e a relac¸a˜o da qualidade das estimativas com o paraˆmetro de Hurst.
As tabelas seguintes (Tabela 5.1 e Tabela 5.2) apresentam os resultados obtidos para as
me´dias das estimativas de k e de c ao longo do tempo, para cada um dos valores do paraˆmetro
de Hurst considerado:
T (s) 200 500 1000 2000
H = 0.55 35.23 35.18 35.17 35.19
H = 0.75 35.12 35.21 35.26 35.21
H = 0.95 35.32 35.19 35.23 35.24
Tabela 5.1: Me´dia das estimativas do paraˆmetro k, obtida para diferentes valores de T e de
H
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T (s) 200 500 1000 2000
H = 0.55 0.568 0.552 0.542 0.545
H = 0.75 0.923 0.802 0.702 0.648
H = 0.95 0.663 0.611 0.588 0.581
Tabela 5.2: Me´dia das estimativas do paraˆmetro c, obtida para diferentes valores de T e de
H (Exemplo 1).
Nas figuras seguintes (Figuras 5.1 a Figura 5.4) podemos analisar a me´dia das trajeto´rias de
kˆ e de cˆ para H = 0.55, H = 0.75 e H = 0.95, bem como o erro de estimac¸a˜o dos paraˆmetros
em cada caso. Em todas estas figuras as curvas respeitantes a H = 0.55 ficam representadas
a preto, as curvas respeitantes a H = 0.75 a vermelho e as curvas respeitantes a H = 0.95 a
azul.
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Figura 5.1: Me´dia das trajeto´rias de kˆ ao longo do tempo, obtida para diferentes valores de
H (Exemplo 1).
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Figura 5.2: Me´dia das trajeto´rias de cˆ ao longo do tempo, obtida para diferentes valores de
H (Exemplo 1).
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Figura 5.3: RMSE de kˆ ao longo do tempo, para diferentes valores de H (Exemplo 1).
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Figura 5.4: RMSE de cˆ ao longo do tempo, para diferentes valores de H (Exemplo 1).
Embora a diferenc¸a na convergeˆncia para os verdadeiros valores de k e de c para diferentes
valores de H seja muito subtil, nomeadamente no caso da estimac¸a˜o de k, aparentemente
a convergeˆncia torna-se mais lenta quanto maior o valor de H, o que deve ser interpretado
atendendo a que processos MBF com paraˆmetro de Hurst elevado sa˜o processos com elevada
memo´ria (cf. [14] e [36]).
Pretendemos tambe´m averiguar se os resultados nume´ricos na˜o contradizem a conjetura da
propriedade LAN se verificar. Por este motivo, vamos analisar as estimativas de k e de c
para diferentes valores do paraˆmetro de Hurst, H, quando o tempo T se aproxima de +∞.
Nas figuras (Figuras 5.5 a 5.7) esta˜o representadas as nuvens de pontos correspondentes a`s
estimativas de (k, c) , assim como as regio˜es de confianc¸a, tendo sido usados como paraˆmetros
da gaussiana, a` falta de resultados teo´ricos, valores estimados a partir dos pontos da nuvem.
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Figura 5.5: Nuvens de pontos e regio˜es de confianc¸a para kˆ e cˆ com H = 0.55, obtidas para
diferentes valores de T (Exemplo 1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s.
O ponto me´dio e´ indicado pelo c´ırculo a azul e o c´ırculo a vermelho indica o verdadeiro valor
dos paraˆmetros.
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Figura 5.6: Nuvens de pontos e regio˜es de confianc¸a para kˆ e cˆ com H = 0.75, obtidas para
diferentes valores de T (Exemplo 1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s.
O ponto me´dio e´ indicado pelo c´ırculo a azul e o c´ırculo a vermelho indica o verdadeiro valor
dos paraˆmetros.
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Figura 5.7: Nuvens de pontos e regio˜es de confianc¸a para kˆ e cˆ com H = 0.95, obtidas para
diferentes valores de T (Exemplo 1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s.
O ponto me´dio e´ indicado pelo c´ırculo a azul e o c´ırculo a vermelho indica o verdadeiro valor
dos paraˆmetros.
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A forma el´ıtica, concentrada, das nuvens de pontos torna-se mais evidente para valores
de T mais elevados, com o ponto me´dio a aproximar-se do ponto (k, c) , correspondente
aos verdadeiros valores dos paraˆmetros. A conjetura de estarmos perante uma distribuic¸a˜o
assinto´tica gaussiana e´ fortalecida por estes resultados (valores p de 74% a 99% no teste
de Shapiro-Wilk, ver Tabelas 5.3 a 5.5). A valores de H mais elevados correspondem
aparentemente nuvens mais dilatadas. Em termos de enviezamento do estimador ja´ t´ınhamos
visto atra´s que os enviezamentos sa˜o muito ligeiros e quase desaparecem quando T e´ muito
elevado.
T 200 500 1000 2000
valor − p para kˆ 0.9216 0.9597 0.9904 0.9886
valor − p para cˆ 0.1092 0.5247 0.4598 0.7375
Tabela 5.3: Resultados do teste de normalidade de Shapiro-Wilk aplicado a`s estimativas dos
paraˆmetros k e c obtidas para diferentes valores de T e H = 0.55 (Exemplo 1).
T 200 500 1000 2000
valor − p para kˆ 0.7674 0.6044 0.7270 0.9933
valor − p para cˆ 0.5100 0.8522 0.9550 0.9283
Tabela 5.4: Resultados do teste de normalidade de Shapiro-Wilk aplicado a`s estimativas dos
paraˆmetros k e c obtidas para diferentes valores de T e H = 0.75 (Exemplo 1).
T 200 500 1000 2000
valor − p para kˆ 0.4617 0.8455 0.9894 0.9173
valor − p para cˆ 0.2796 0.8096 0.9969 0.8567
Tabela 5.5: Resultados do teste de normalidade de Shapiro-Wilk aplicado a`s estimativas dos
paraˆmetros k e c obtidas para diferentes valores de T e H = 0.95 (Exemplo 1).
Com o mesmo objetivo, de averiguar se os resultados nume´ricos na˜o contradizem a conjetura
da propriedade LAN, tambe´m analisa´mos os histogramas das estimativas obtidas para k e
c para elevados valores de T, e para cada um dos valores do paraˆmetro de Hurst, tendo
representado a cheio a distribuic¸a˜o gaussiana marginal que melhor se ajusta aos valores de
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kˆ (ou de cˆ) obtidos (Figuras 5.8 a 5.13).
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Figura 5.8: Histogramas para kˆ com H = 0.55 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 5.9: Histogramas para kˆ com H = 0.75 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 5.10: Histogramas para kˆ comH = 0.95 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 5.11: Histogramas para cˆ comH = 0.55 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 5.12: Histogramas para cˆ comH = 0.75 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
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Figura 5.13: Histogramas para cˆ comH = 0.95 obtidos para diferentes valores de T (Exemplo
1): (a)T = 200s, (b)T = 500s, (c)T = 1000s, (d)T = 2000s. A linha a cheio representa o
ajustamento de uma curva Gaussiana aos dados.
Da ana´lise dos histogramas das estimativas obtidas para k e c, para elevados valores de T,
e para cada um dos valores do paraˆmetro de Hurst (Figuras 5.8 a 5.13) podemos constatar
que os histogramas na˜o contradizem a conjetura da propriedade LAN. Para reforc¸ar esta
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conjetura, podemos novamente analisar os resultados obtidos no teste de Shapiro-Wilk para
diferentes valores de T e para cada um dos valores considerados para H nas Tabelas 5.3 a
5.5.
Em suma, como podemos constatar da ana´lise das figuras e tabelas apresentadas, faz sentido
presumir que o EMV (5.11) verifica a propriedade LAN neste exemplo de aplicac¸a˜o.
5.9 Concluso˜es
O presente cap´ıtulo teve como intuito o de tentar estender os resultados obtidos no Cap´ıtulo
1, para o modelo linear estoca´stico de dimensa˜o 2, ao caso em que se considera um movimento
browniano fraciona´rio no lugar do processo de Wiener. No entanto, a complexidade do
problema, as dificuldades que surgiram e que ainda na˜o foram superadas ditaram que
esta tentativa de extensa˜o dos resultados teo´ricos na˜o ficasse completa. A investigac¸a˜o
realizada mostrou ser adequada uma transformac¸a˜o do movimento browniano fraciona´rio,
levando a que se tratasse um modelo equivalente, em termos estat´ısticos, um modelo linear
na˜o homoge´neo em dimensa˜o 4. A matriz de covariaˆncia necessa´ria para a descric¸a˜o da
Transformada de Laplace usada para a obtenc¸a˜o da propriedade LAN revelou-se dif´ıcil de
explicitar e de conseguir uma sua expressa˜o adequada ao estudo assinto´tico. No entanto,
apesar das dificuldades, ainda foi poss´ıvel obter alguns resultados teo´ricos interessantes,
nomeadamente:
1. o EMV foi obtido depois de descrito o modelo transformado;
2. foi explicitada a respetiva func¸a˜o de log-verosimilhanc¸a;
3. a centricidade do estimador foi provada;
4. foi obtida uma representac¸a˜o da matriz de covariaˆncia do processo transformado que
depende de func¸o˜es de Bessel matriciais do tipo 1, suscet´ıvel de ser usada no futuro na
determinac¸a˜o da Transformada de Laplace;
Para ale´m disso, recorrendo ao EMV que implementa´mos em R, foi realizado um estudo
com base em simulac¸o˜es com o objetivo de analisar o seu comportamento em func¸a˜o do
tempo e do paraˆmetro de Hurst. Constata´mos fazer sentido presumir que o EMV verifica a
propriedade LAN neste exemplo de aplicac¸a˜o.
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Cap´ıtulo 6
Comenta´rios finais e concluso˜es da
dissertac¸a˜o
Os estudos apresentados nesta dissertac¸a˜o representam uma experieˆncia de alguma interdis-
ciplinaridade cient´ıfica, tendo como objetivo a investigac¸a˜o de estimadores de paraˆmetros de
equac¸o˜es diferenciais estoca´sticas que servem usualmente de modelo para o comportamento
de estruturas com comportamento dinaˆmico linear ou quasi linear, mais propriamente linear
por troc¸os, como e´ geralmente o caso das estruturas sujeitas a deteriorac¸a˜o. Para ale´m
da obtenc¸a˜o de estimadores pretendeu-se, naturalmente, estudar as propriedades desses
estimadores.
O grande objetivo da Parte I desta dissertac¸a˜o foi a obtenc¸a˜o da propriedade da distribuic¸a˜o
assinto´tica normal do estimador de ma´xima verosimilhanc¸a das matrizes de rigidez e de
amortecimento que constituem a matriz de deriva do modelo linear estoca´stico de dimensa˜o
2n descrito. Este objetivo foi atingido e uma demonstrac¸a˜o original da propriedade LAN
do EMV foi realizada utilizando uma te´cnica que aparece na literatura recente baseada na
Transformada de Laplace de uma martingala constru´ıda sobre as observac¸o˜es do processo.
Ale´m disso, tambe´m analisa´mos a matriz de covariaˆncia do EMV e mostra´mos que se obte´m
uma expressa˜o expl´ıcita da matriz de covariaˆncia do EMV se os blocos inferiores da matriz
de deriva (isto e´, as matrizes M−1K e M−1C) e a matriz Σ (u´nico bloco na˜o nulo da matriz
de difusa˜o) verificarem a propriedade de comutatividade da multiplicac¸a˜o, duas a duas.
Ale´m disso, se a matriz Σ e´ diagonal enta˜o a matriz de Informac¸a˜o de Fisher assinto´tica e a
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sua inversa sa˜o matrizes diagonais por blocos. Tambe´m aborda´mos a questa˜o da estimac¸a˜o
da matriz de deriva em casos em que o modelo tratado apresenta certas particularidades,
como por exemplo, as matrizes de deriva e de difusa˜o serem sime´tricas e/ou diagonais,
particularidades estas que levam a diferenc¸as noto´rias no problema de estimac¸a˜o. Nestes
casos, conseguimos obter o EMV nestes novos contextos e expusemos a forma de demonstrar
a propriedade LAN do EMV no caso dos modelos em que todas as matrizes sa˜o diagonais.
A demonstrac¸a˜o foi realizada sem recurso a` Transformada de Laplace pois, neste caso, esta
te´cnica na˜o pode ser usada. Em alternativa usa´mos a ergodicidade do processo e os teoremas
cla´ssicos de convergeˆncia como o Teorema do Limite Central para martingalas.
A Parte II desta dissertac¸a˜o abordou o problema de estimac¸a˜o da matriz de deriva de uma
classe de modelos com mudanc¸a de regime, em dimensa˜o 2, observados em tempo discreto.
Descrevemos um primeiro procedimento para obter as estimativas de ma´xima verosimilhanc¸a
do paraˆmetro de rigidez e do paraˆmetro de amortecimento do modelo estoca´stico antes e
depois da mudanc¸a de regime ocorrer. Devido a` complexidade da func¸a˜o de verosimilhanc¸a,
as estimativas de ma´xima verosimilhanc¸a sa˜o obtidas apenas por otimizac¸a˜o nume´rica da
func¸a˜o de verosimilhanc¸a. Por este motivo, opta´mos por abordar este problema considerando,
numa primeira fase, que observamos o modelo em tempo cont´ınuo e discretizando o estimador
numa segunda fase. Esta nova abordagem mostrou ser vantajosa. Conseguimos explicitar o
EMV dos paraˆmetros de rigidez e de amortecimento antes e depois da mudanc¸a de regime
ocorrer e uma aproximac¸a˜o ao EMV dos paraˆmetros desconhecidos, em tempo discreto, foi
obtida apo´s uma discretizac¸a˜o do EMV em tempo cont´ınuo. Verifica´mos que esta mesma
abordagem pode ser adotada quando o instante de mudanc¸a de regime e´ desconhecido. Neste
caso, mostra´mos como se pode aplicar o me´todo da ma´xima verosimilhanc¸a e conseguimos
tambe´m obter o EMV dos paraˆmetros desconhecidos. O instante de mudanc¸a de regime
passa a ser tambe´m um dos paraˆmetros a estimar. A fase de estimac¸a˜o dos paraˆmetros
desconhecidos deve ser precedida de um teste de hipo´teses para detec¸a˜o de ocorreˆncia de
mudanc¸a de regime sempre que isso se justifica e, por este motivo, tambe´m explora´mos
este tema nesta dissertac¸a˜o. Tal como no problema de estimac¸a˜o dos paraˆmetros, depois de
formulado o teste de hipo´teses em tempo discreto, passa´mos para uma formulac¸a˜o equivalente
mas em tempo cont´ınuo. Esta abordagem ao problema do teste de hipo´teses permitiu
obter uma representac¸a˜o expl´ıcita da estat´ıstica de teste, adequada para o estudo da sua
distribuic¸a˜o assinto´tica, que tambe´m foi demonstrada. Mais precisamente, mostra´mos que
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o supremo da estat´ıstica de teste converge para a distribuic¸a˜o de uma ponte browniana e
esta distribuic¸a˜o limite, conveniente, tabelada, e´ usada na determinac¸a˜o pra´tica dos valores
cr´ıticos do teste de hipo´teses. Nos exemplos que apresenta´mos e que ilustram o procedimento
do teste de hipo´teses verifica´mos a efica´cia do teste na detec¸a˜o de ocorreˆncia de mudanc¸a
de regime e na ocorreˆncia de falsos alarmes, tendo encontrado probabilidades de erro que
aumentam quando a diferenc¸a entre os paraˆmetros nos dois regimes diminui, como seria de
esperar, mas mantendo-se estas probabilidades em valores razoa´veis.
A Parte III desta dissertac¸a˜o abordou o problema de estimac¸a˜o da matriz de deriva numa
classe de modelos estoca´sticos lineares em dimensa˜o 2 mas perturbados por um movimento
browniano fraciona´rio. Para tratar o problema de estimac¸a˜o foi necessa´rio realizar uma
transformac¸a˜o do movimento browniano fraciona´rio, o que levou a que se tratasse um modelo
equivalente em termos estat´ısticos. Motivados pelos resultados obtidos com a utilizac¸a˜o da
te´cnica da Transformada de Laplace na Parte I desta dissertac¸a˜o, seguimos um percurso
ideˆntico no Cap´ıtulo 5, tendo em vista a obtenc¸a˜o da propriedade LAN do EMV. No entanto,
ao contra´rio do que e´ nossa convic¸a˜o, na˜o conseguimos obter uma representac¸a˜o do EMV a`
custa de uma martingala e da respetiva variac¸a˜o quadra´tica desta mesma martingala. Por
este motivo na˜o conseguimos ainda concluir este estudo mas, apesar das dificuldades que
surgiram ao tratar este modelo, conseguimos obter alguns resultados teo´ricos interessantes.
Conseguimos explicitar a func¸a˜o de log-verosimilhanc¸a. Conseguimos obter o EMV depois
de descrito o modelo transformado. Conseguimos demonstrar a centricidade do estimador.
Conseguimos obter uma representac¸a˜o da matriz de covariaˆncia do processo transformado
que depende de func¸o˜es de Bessel matriciais do tipo 1, suscet´ıvel de ser usada no futuro
na determinac¸a˜o da Transformada de Laplace. Para ale´m disso, recorrendo ao EMV que
implementa´mos em R, foi realizado um estudo com base em simulac¸o˜es com o objetivo
de analisar o comportamento do EMV em func¸a˜o do tempo e do paraˆmetro de Hurst H.
Constata´mos fazer sentido presumir que o EMV verifica a propriedade LAN naquele exemplo
de aplicac¸a˜o e conjeturamos, como disse´mos acima, que a propriedade sera´ va´lida na classe de
modelo estudada. Salientamos que a Parte III desta tese abordou um tema de investigac¸a˜o
recente, apenas com alguns trabalhos publicados principalmente, em modelos estoca´sticos
unidimensionais. Apesar disso, conseguimos explorar este tema e obter alguns resultados
teo´ricos originais, reservando a demonstrac¸a˜o da propriedade da distribuic¸a˜o assinto´tica
normal do EMV para um pro´ximo trabalho na continuac¸a˜o desta tese.
174 CAPI´TULO 6. COMENTA´RIOS FINAIS E CONCLUSO˜ES DA DISSERTAC¸A˜O
E´ importante salientar que, subjacente a`s investigac¸o˜es desenvolvidas, existe um exaus-
tivo trabalho computacional, de programac¸a˜o e de obtenc¸a˜o de simulac¸o˜es nume´ricas que
reforc¸am os resultados teo´ricos obtidos e exemplificam as abordagens adoptadas e os pro-
cedimentos descritos nesta dissertac¸a˜o. Estes estudos apresentaram algumas dificuldades,
tanto na implementac¸a˜o do EMV como na simulac¸a˜o das EDEs. Os resultados mostram que
e´ poss´ıvel trabalhar na pra´tica com modelos em dimenso˜es superiores a` dimensa˜o 4 com 8
paraˆmetros a estimar como foram apresentados nesta tese.
Os resultados obtidos e a investigac¸a˜o realizada na Parte I deste trabalho foi decisiva
para a abordagem realizada na Parte II e para o estudo realizado na Parte III. Muitos
obsta´culos foram superados, resultados originais foram obtidos e novas abordagens descritas,
mas tambe´m algumas questo˜es ficaram por responder, representando o ponto de partida do
trabalho futuro resultante desta dissertac¸a˜o.
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