We propose a simple asymptotic F-distributed Portmanteau test for zero autocorrelations in an otherwise dependent time series. By employing the orthonormal series variance estimator of the variance matrix of sample autocovariances, our test statistic follows an F distribution asymptotically under fixed-smoothing asymptotics. The asymptotic F theory accounts for the estimation error in the underlying variance estimator, which the asymptotic chi-squared theory ignores. Monte Carlo simulations reveal that the F approximation is much more accurate than the corresponding chi-squared approximation in finite samples. Compared with the nonstandard test proposed by Lobato (2001) , the asymptotic F test is as easy to use as the chi-squared test: There is no need to obtain critical values by simulations. Further, Monte Carlo simulations indicate that Lobato's (2001) nonstandard test tends to be heavily undersized under the null and suffers from substantial power loss under the alternatives. *
INTRODUCTION
In this study, we test the null hypothesis that a time series process is uncorrelated up to a certain order. This is a basic problem in time series analysis. There is a large body of literature on testing zero autocorrelations in a time series. These tests can be roughly categorized into time-domain autocorrelation-based and frequency-domain periodogram-based tests. The latter tests consider an infinite number of autocorrelations (see, e.g., Hong (1996) and Shao (2011) , and the references therein). They are consistent in the sense that all nonzero autocorrelations can be detected. On the other hand, the former tests conventionally focus on a finite number of autocorrelations. They can obtain optimal power in some directions that practitioners are interested in.
Among the time-domain tests, as early as the 1970s, Box and Pierce (1970) and Ljung and Box (1978) proposed the so-called Q test for a covariance stationary time series under an independent and identically distributed (i.i.d.) assumption. However, both economic theories and empirical studies have revealed that the i.i.d. assumption may be too restrictive.
For example, the market efficiency hypothesis, rational expectation models, and optimal consumption smoothing theory all imply that the relevant process is a martingale difference (MD) sequence instead of an i.i.d. sequence. Empirical studies have further found that conditional heteroskedasticity is prevalent in financial time series, which invalidates the i.i.d. assumption. Taylor (1984) , Diebold (1986) , and Lobato et al. (2001) all considered testing serial uncorrelatedness under a weaker MD assumption.
In general, when a time series process is only uncorrelated, its sample autocorrelations are not necessarily asymptotically standard normal. Instead, the asymptotic covariance matrix of the sample autocorrelations depends on the data generation process (see, e.g., Hannan and Heyde (1972) and Romano and Thombs (1996) ). In this case, Romano and Thombs (1996) and Horowitz et al. (2006) used the Q test statistic with critical values obtained by block bootstrapping procedures, such as the single moving block and the blocks-of-blocks bootstraps. However, the difficulty in choosing the block size and high computational costs limit the scope of bootstrap-based tests. Lobato, Nankervis, and Savin (2002) later proposed a modified Q test based on a nonparametric estimator of the asymptotic variance matrix of the sample autocovariances. They considered the conventional increasing-smoothing asymptotics, whereas the amount of the nonparametric smoothing is assumed to grow with the sample size, but at a slower rate.
Under this type of asymptotics, the proposed test statistic has a convenient asymptotic chisquared distribution under the null hypothesis. By invoking the consistency argument, the asymptotic chi-squared theory approximates the distribution of the nonparametric variance estimator by a degenerate distribution concentrated at the true variance matrix. Effectively, the theory completely ignores the estimation error in the variance estimator. Even with a delicate choice of the underlying smoothing parameter, the estimation error in the nonparametric variance estimator can still be substantial in finite samples. This explains why the chi-square-based test often exhibits a large size distortion in finite samples.
Recently, the literature has introduced alternative asymptotics to combat the aforementioned problem. Unlike the conventional increasing-smoothing asymptotics, the alternative asymptotics hold the amount of nonparametric smoothing to be fixed. Hence, they are also called the fixed-smoothing asymptotics. There is ample numerical evidence, along with theoretical results, on the higher accuracy of fixed-smoothing asymptotic approximations relative to conventional asymptotic approximations (see, e.g., Jansson (2004) and Sun, Phillips, and Jin (2008) for location models, and Sun (2014a, 2014b) for the generalized method of moments framework). In testing uncorrelatedness of time series, Lobato (2001) is among the first to consider alternative asymptotics. Although the asymptotic distribution of Lobato's (2001) test statistic is pivotal under the fixed-smoothing asymptotics, it is not standard, and critical values have to be tabulated by Monte Carlo simulations.
In this study, we employ the orthonormal series approach to variance estimation in the construction of a new Portmanteau test for zero autocorrelations, while allowing the time series to be otherwise serially dependent. This approach involves projecting the time series onto a sequence of orthonormal basis functions, and then taking the simple average of the outer products of the projection coefficients as the variance estimator. The number of basis functions is the smoothing parameter that underlies this orthonormal series variance estimator.
By employing the orthonormal series variance estimator of the asymptotic variance matrix of the sample autocovariances, the new Portmanteau test statistic follows an F distribution asymptotically under the fixed-smoothing asymptotics. The asymptotic F theory accounts for the estimation error in the underlying variance estimator, which the asymptotic chi-squared theory ignores. Monte Carlo simulations reveal that the F approximation is much more accurate than the corresponding chi-squared approximation in finite samples. Compared with the nonstandard test proposed by Lobato (2001) , the asymptotic F test has the same ease of use as the chi-squared test, since the critical values of the F distributions are readily available in standard programming environments and software packages. Further, Monte
Carlo simulations indicate that Lobato's (2001) test tends to be heavily undersized under the null and suffers from substantial power loss under the alternatives.
The remaining article is organized as follows. In section 2, we lay out the preliminaries.
In section 3, we propose our new Portmanteau test and establish its asymptotic properties.
In section 4, we conduct comprehensive Monte Carlo simulations, followed by an empirical application in section 5. In section 6, we conclude our study. We use the following notation throughout the paper: E(a) is the expected value of the random variable a; "⇒" indicates convergence in distribution; i = √ −1 is the imaginary unit;
and Re (·) represents the real part of a complex number.
PRELIMINARIES
Let {y t } t∈Z be a real-valued covariance stationary time series with mean µ. Define the autocovariance and autocorrelation functions:
Given the observations {y t } T t=1 , we can estimate γ (j) and ρ (j) by their sample analogues:
, j ∈ 1, . . . , T − 1, whereμ = T −1 ∑ T t=1 y t is the sample mean. As in Box and Pierce (1970) , we are interested in testing whether the first s autocorrelations or autocovariances are zero. That is, we are interested in the null
The Q test statistic in Box and Pierce (1970) and Ljung and Box (1978) takes the following form:Q
The latter is known to have better finite sample properties. Denoteγ
Under the assumption that y t ∼ iid, as well as other mild regularity conditions, it can be shown that, under H
where I s is the identity matrix of dimension s. It then follows thatQ T (s) ⇒ χ 2 s , the chisquared distribution with s degrees of freedom.
The chi-squared approximation is convenient. However, in the absence of further restrictions on the dependence structure of the time series apart from H (s) 0 , we can only expect the following:
√ Tγ
where Ω is a general nondiagonal matrix Ω = [
for
The diagonal elements of Ω can be different from γ (0) 2 . In this case, Romano and Thombs (1996) 
whereΩ is a nonparametric estimator of Ω.
..,f st ) ′ with the jth element given bỹ
In general, a nonparametric estimator of Ω takes the quadratic form of
where w h (·, ·) is a weighting function and h is the smoothing parameter indicating the amount of nonparametric smoothing. For example, we can take w h (t/T,
for a kernel function k (·), leading to the usual kernel variance estimator. The Newey and West (1987) estimator, for instance, has this form with k (·) equal to the Bartlett kernel
Notably,Ω is based on the demeaned moment processf t . Hall (2000) showed that demeaning is essential to ensure the consistency ofΩ under the local alternatives and can help improve the testing power.
By allowing the amount of nonparametric smoothing inΩ to grow with the sample size, Interestingly, Lobato (2001) proposed another test statistic:
...
In this case, Lobato (2001) showed that the asymptotic distribution ofL T (s) is still pivotal, although it is not standard. Indeed, the alternative asymptotics here belong to the fixed-b asymptotics developed by Kiefer, Vogelsang, and Bunzel (2000). The implicit variance estima-
is nothing but the Bartlett kernel estimator with the bandwidth equal to the sample size T (see also Shao (2010 Shao ( , 2015 for more recent developments of this idea in the statistics literature). Although the asymptotic approximation that Lobato (2001) obtained forL T (s) is more accurate than the chi-squared approximation, the asymptotic distribution is not standard, and the associated critical values have to be simulated. Further, the Monte Carlo simulation results in section 4 reveal that the test is substantially conservative.
MAIN RESULTS
In this study, we employ an alternative variance estimator-the orthonormal series variance
where K is the smoothing parameter for this estimator and Φ ℓ (·) satisfies the following assumption:
Assumption 1. For ℓ = 1, 2, . . . , K, the basis functions Φ ℓ (·) are continuously differentiable and orthonormal in L 2 [0, 1] and satisfy
Then, we haveΩ
after a straightforward rearrangement. Notably, demeaning is not necessary here, since
To ensure thatΩ is positive semidefinite, we assume that K ≥ s.
In The simplest and most familiar example of this estimator is the average periodogram estimator, which involves taking a simple average of the first few periodograms. More specifically,
Assuming that K is even, we can write the resulting orthonormal series variance estimator aŝ
where A * ℓ denotes the transpose and complex conjugate of A ℓ and
Note that A ℓ is the finite Fourier transform of f t . It is exceedingly fast and convenient to compute A ℓ in popular programming environments, such as Matlab and R. We will use this estimator in our simulation study.
With the orthonormal series variance estimatorΩ OS , we construct the test statistic:
Note that there is a multiplicative correction term (K − s + 1) / (Ks). When s = 1, this term is simply equal to 1. It becomes more important when s becomes larger.
Herein, we consider the fixed-smoothing asymptotics, wherein the number of basis functions K is held fixed, as the sample size increases.
Asymptotics under the null
To establish the fixed-smoothing asymptotics ofQ * T (s) under the null, we introduce the following assumption:
is a standard vector Brownian motion process.
This assumption is not primitive. A more primitive condition can be found in Lobato Under Assumptions 1 and 2, we have
The i.i.d. property in Lemma 3.1 (a) holds because η f,ℓ is normal and
The last equality follows from the orthonormality of {Φ ℓ (·) , ℓ = 1, . . . , K} on L 2 [0, 1]. Lemma 3.1 (b) holds because W f (1) and η f,ℓ are standard normals and for ℓ = 1, . . . , K,
Using the continuous mapping theorem, we now havẽ
where W (I s , K) is a Wishart random variable that is independent of W f (1) . Then, by Proposition 8.2 in Bilodeau and Brenner (1999), we have
where F c (·, ·) is a canonical F distribution. We summarize the result in the theorem below. T , we will obtain:
Our asymptotic F test is equivalent to the test using Tγ
T as the test statistic and
as the critical value. The above modified F critical value is larger than the corresponding chi-squared critical value for two reasons. First, sF α (s, K − s + 1) is larger than the corresponding chi-squared critical value, as the F distribution has a random denominator. Second, the extra multiplicative factor K/(K − s + 1) is greater than 1. This factor is larger for a larger s or a smaller K. In finite samples, the difference between the chi-squared critical value and the modified F critical value can be substantial, especially when s is large and K is small.
On the other hand, when K is large, the chi-squared critical value and the modified F critical value will become close to each other.
In practice, we can choose K to minimize the mean square error ofΩ OS . Phillips (2005) proposed such a data-driven procedure. Although it is not necessarily best suited for hypothesis testing, Monte Carlo simulations in the next section reveal that this choice of K delivers good finite sample performances for the asymptotic F test.
Asymptotics under local alternative
We consider the following local alternative:
Under this local alternative, we assume that the following functional central limit theorem (FCLT) holds:
] .
Then, by Proposition 8.2 in Bilodeau and Brenner (1999), we obtain the following theorem: 
MONTE CARLO EVIDENCE
We now examine the performance of the proposed F test in a set of Monte Carlo experiments.
The data generating processes (DGPs) used in the experiments include three MD processes and three non-MD processes. To be more precise, let η t ∼ iid N (0, 1) . The six DGPs are M1: i.i.d. normal process: {y t } is a sequence of i.i.d N (0, 1) random variables.
M2: generalized autoregressive conditional heteroskedasticity or GARCH (1,1) process:
M4: non-MD-1 (non-martingale difference) process: y t = η 2 t η t−1 . M5: nonlinear moving average (NLMA) process: y t = η t−2 η t−1 (η t−2 + η t + 1).
M6: bilinear process: y
M1-M3 are MD sequences. More specifically, the i.i.d process in M1 is a basic benchmark.
The GARCH process in M2 is empirically relevant in the financial literature. The 1-dependent process in M3 is considered by Romano and Thombs (1996) iii. For the 1-dependent process, the size patterns of these tests are similar to those in the case of the GARCH process. This is expected, since the covariance matrices of the sample autocovariances of both processes are diagonal with heterogeneous diagonal elements.
iv. For the non-MD-1 process, the empirical rejection probabilities of theQ * T (s) test are sufficiently controlled. However, those of theQ T (s) test worsen for a larger s, while those of theQ T (s) test improve for a larger s, albeit still far from the nominal size of 5%. On the other hand, theL T (s) test is heavily undersized. In some cases, its empirical rejection probabilities are quite close to 0. ii. TheL T (s) test, however, suffers from substantial power loss, even after the empirical size adjustment. In summary, theQ * T (s) test has the most accurate size among all four tests, with only a minor compromise in testing power in some cases.
APPLICATION
We use the extended Nelson and Plosser (1982) Our results show that different tests may lead to different conclusions in empirical applications. A more accurate test is preferred in practice, as it helps us reach more trustworthy conclusions.
CONCLUSION
We propose a new test to test zero serial autocorrelations in an otherwise dependent time series. By employing the orthonormal series variance estimator of the covariance matrix of the sample autocovariances, the new test follows an F distribution asymptotically under the fixed-smoothing asymptotics. Monte Carlo simulations show that this convenient F test has accurate size and highly competitive power. It would be interesting to extend this methodology to test the autocorrelations of the residuals from parametric time series models. We will pursue this nontrivial extension in future research.
