Abstract. The global and local convergence properties of a class of augmented Lagrangian methods for solving nonlinear programming problems are considered. In such methods, simple bound constraints are treated separately from more general constraints and the stopping rules for the inner minimization algorithm have this in mind. Global convergence is proved, and it is established that a potentially troublesome penalty parameter is bounded away from zero.
Here f and ei map R into R and inequalities (1.3) are considered componentwise;
we shall assume that the region B {xll <-x <-_ u} is nonempty and may be infinite. We further assume that (AS1) The functions f(x) and ci(x) are twice continuously ditterentiable for all xB. We assume that any general inequality constraints ci(x) >-0 have already been converted into equations by the introduction of slack variables (see, e.g., Fletcher (1981, p. 
8));
we wish the combinatorial side of the minimization problem to be represented purely in terms of simple bound constraints. We shall attempt to solve our problem by means of a sequential minimization of the augmented Lagrangian function 1 (1.4) (I)(x, A, S,/x)-f(x)/ 2 l\ici(x)/ SiiCi(X)
where the components Ai of the vector A are known as Lagrange multiplier estimates, where the entries sii of the diagonal matrix S are positive scaling factors, and where /z is known as the penalty parameter. Note that we do not include the simple bounds (1.3) in the augmented Lagrangian function; rather the intention is that the sequential minimization will automatically ensure that these constraints are always satisfied.
A similar situation existed for unconstrained optimization in the early 1970s. However, during the past ten years, this deficiency has been redressed primarily through the development of three important ideas. The first is the recognition that large problems normally have considerable structure and that such structure usually manifests itself as sparsity or low rank of the relevant matrices. This has lead to suitable ways of storing and approximating problem data (function, gradient, and Hessian approximations), see, for example, Griewank and Toint (1982) . The second development is the realization that, although Newton's method (or a good approximation to it) is necessary for rapid asymptotic convergence of an algorithm, in early iterations only very crude approximations to the solution of the Newton equations are needed to guarantee global convergence. In particular, the steepest descent method often makes very good initial progress towards a minimizer. This has led to a study of realistic conditions that suffice to guarantee global convergence of an algorithm and also of methods which satisfy such conditions, the truncated conjugate gradient method being a particularly successful example. This work is described, for example, by Toint (1981) , Dembo, Eisenstat, and Steihaug (1982) , and Steihaug (1983) . Third, the development of trust-region methods (see, e.g., Mor6 (1983) ) has allowed a sensible handling of negative curvature in the objective function; for large-scale problems whose second derivatives are available (contrary to popular belief, an extremely common circumstance in many problem areas), this enables meaningful steps towards the solution to be made when the Hessian matrix is indefinite. Significantly, these ideas have had an important impact on the design of algorithms not only for large problems but also for small ones (see, Toint (1988) , and Dixon, Dolan, and Price (1988) ).
One issue that is not present in unconstrained minimization, but is in evidence here, is the combinatorial problem of finding which of the variables lie at a bound at the solution (such bound constraints are said to be active). In active-set algorithms, the intention is to predict these variables and to minimize the function with respect to the remaining variables. Obviously, an incorrect prediction is undesirable, and it is then useful (indeed essential for large problems) to be able to make rapid changes in the active set to correct for wrong initial choices. Unfortunately, many existing algorithms for constrained optimization only allow very small changes in the active set at each iteration, and consequently, for large problems, there is the possibility of requiring a large number of iterations to find the solution. Fortunately, for simple bound constraints, it is easy to allow for rapid changes in the active set in the design of algorithms (see, e.g., Berksekas (1982b, pp. 76-92) , and Conn, Gould, and Toint, (1988a) ).
Our intention here is to develop a fairly general algorithm which may benefit from the above-mentioned advances. We have recently developed and tested (Conn et al. (1987) , Toint (1988a), (1988b) ) an algorithm for solving bound constrained minimization problems (problems of the form minimize (1.1) subject to (1.3)) which is appropriate in the large-scale case. Our basic idea is now to use this algorithm within an augmented Lagrangian framework, that is to use the algorithm to find an approximation to a minimizer of the augmented Lagrangian function (1.4) subject to the bounds (1.3) for a sequence of different values of S, A, and/x. The novelty comes from being able to solve the augmented Lagrangian Rockafellar (1976) , Bertsekas (1982b) , Polak and Tits (1980) , Yamashita (1982) , Bartholomew-Biggs (1987) , and Hager (1987 Schittkowski (1981) and Gill et al. (1986) which combine SQP with an augmented Lagrangian merit function. Both these methods are not pure augmented Lagrangian techniques since they perform a line search on the augmented Lagrangian as a function of both the position x and the multipliers I in contrast to the method described in this paper.) One strong disadvantage of SQP methods for large-scale problems is that, although there is a theory of how to truncate the solution process in the early iterations (see, Dembo and Tulowitzki (1984) )mas is used so successfully in the unconstrained casemit is not clear to us how to construct an efficient algorithm that conforms to this theory. We feel that solving a quadratic programming to completion at each iteration is probably too expensive a calculation for large-scale problems in the same way that solving the Newton equations exactly is considered too expensive in large-scale unconstrained minimization. We thus feel there are compelling reasons for trying to use an alternative to the SQP approach. Bertsekas (1982a) 
We note that L(x, A) is the Lagrangian function with respect to the C constraints only.
If we define first-order Lagrange multiplier estimates (2.5) X(x, , S,/)= h + Sc(x)/I, we shall make much use of the identity (2.6) Vx(X, A, S, ) g(x, h(x, , S, I)). 
In case (i) we then have (2.10)
whereas in case (ii) we have (2.11) (P(xk), V k))), (Vxk)) i"
We shall refer to an xl k) which satisfies (i) as a dominated variable; a variable which satisfies (ii) is known as a floating variable. The algorithms we are about to develop construct iterates Which force P(x(k), VxtI )(k)) to zero as k increases. The domi0ated variables are thus pushed to zero, while the floating variables are allowed to find their own level.
If, in addition, there is a convergent subsequence {xk)}, k K, with limit point x*, we wish to partition the set N {1, 2, , n} into the following four subsets which are related to the two possibilities (i) and (ii) (ii) The components of (V,k))i in the sets I and 13 converge to zero', and (iii) If a component of (V@k)i in the set 14 converges to a finite limit, then the limit is zero.
Proof (i) The result is true for variables in 12 from (2.10), for those in 13 by definition and for those in 14 as, again from (2.10), there must be a subsequence of the k K for which Xl k) converges to zero.
(ii) The result follows for iin I and 13 from (2.11).
(iii) This is true for in 14 as there must be a subsequence of the k K for which, from (2.11), (Tx((k))i converges to zero.
It will sometimes be convenient to group the variables in sets I3 and/4 together and call the resulting set (2.13) 15 13 U/4. As we see from Lemma 2.1, I5 gives variables which are zero at the solution and which may correspond to zero components of the gradient of the augmented Lagrangian function. These variables are potentially (dual) degenerate at the solution of the nonlinear programming problem.
We will let (x) denote the components of g(x) indexed by I. Similarily, (x) denotes the corresponding columns of the Jacobian matrix; indeed any matrix M refers to the columns of the generic matrix M indexed by I. In addition, we will define the least-squares Lagrange multiplier estimates (corresponding to the set 11) (2.14)
A (x) -(A(x)+) (x) at all points where the right generalized inverse (2.15) 
where the ith row of R(x) is Proof The result follows by observing that (2.14) may be rewritten as (2.17) and A(x)r(x)=O for some vector r(x). Differentiating (2.17) and eliminating the derivative of r(x) from the resulting equations gives the required result.
[3
We stress that, as stated, the Lagrange multiplier estimate (2.14) is not a directly calculable quantity as it requires an a priori knowledge of x*. It is merely introduced as an analytical device but we shall show in due course that a variant of this estimate may be calculated and used.
We are now in a position to describe more precisely the. algorithms we propose to use. IIc(x)ll _<-execute step 2. Otherwise, execute step 3.
Step 2 [Test for convergence and update Lagrange multiplier estimates]. If II(x , Vx))ll _-< ,o, and IIc(x))ll-<_ n,, stop. Otherwise, set
increment k by one and go to step 1.
Step 3 [Refluce the penalty parameter and up,ate Lagrange multiplier estimates], Set
The motivation for both algorithms is quite straightforward. Traditional augmented Lagrangian methods are known to be locally convergent if the penalty parameter is sufficiently small and if the augmented Lagrangian is approximately minimized at each stage (see, for instance, Rockafellar (1976), Bertsekas (1982b, 2.5) ). In order to ensure that the method is globally convergent, as a last resort we must drive the penalty parameter to zero and ensure that the Lagrange multiplier estimates do not behave too badly. The convergence of such a scheme is guaranteed, since in this case, the iteration is essentially that used in the quadratic penalty function method (see, for example, Gould (1989) ). We consider this further in 4. In order to try to allow the traditional multiplier iteration to take over, the test on the size of the constraints (3.2)/(3.6) is based upon the size that might be expected if the multiplier iteration is converging. This aspect is considered in 5.
The algorithms differ in their use of multiplier updates. Algorithm 1 is designed specifically for the first-order estimate (2.5); the multiplier estimates are encouraged to behave well as a consequence of the test (3.2). For large-scale computations, it is likely that first-order estimates will be used and thus Algorithm 1 is directly applicable. Algorithm 2 allows any multiplier estimate to be used. This extra freedom means that tighter control must be maintained on the acceptance of the estimates to make sure that they do not grow unacceptably fast. In this algorithm, we have in mind using any of the well-known Lagrange multiplier update formulae, including the first-order update (2.5) (used The matrix /](x*) has column rank no smaller than rn at any limit point, x*, of the sequences {x(k)} considered in this paper. Note that (AS3) excludes the possibility that 11 is empty unless there are no general where s2 is the norm of $2. Thus we obtain that Equation (4.6) is also satisfied when j=l as equations (3.4) 
and if a, 1, (4.13) A (x() **11--< a=ll x"-x*l, and (4.20) for all k >-ko, k K ).
Suppose, in addition, that c(x*)=0. Then (ii) x* is a Kuhn-Tucker point rst-order stationary point) for the problem (1.5)-(1.7), A* is the corresponding vector of Lagrange multipliers, and the sequences {,(x(k) / (k) s(k) (k))} and {A (x(k))} converge to A* for k K" (iii) The gradients Vcb(k) converge to gL(X*, A*) for k K. Proof As a consequence of (AS1) Moreover, from the identity (2.6), X7x) converges to gL(x*, A*). Furthermore, multiplying (2.5) by x ), we obtain (4.28) We note that assumption (AS5) implies (AS3). Furthermore, if J2 is empty, any point satisfying the well-known second-order sufficiency condition for a minimizer of (1.5)-(1.7) (see, e.g., Fletcher (1981, Thm. 9.3.2)) automatically satisfies (AS5) (see, e.g., Gould (1985) ). When J2 is nonempty, the connection between (AS5) and Fletcher's condition is less clear, although (AS5) is certainly implied by the stronger second-order sufficiency condition given by Luenberger (1973, pp. 234-235 r2(x(k), x*, X(k), A*) , (X}k-Af)t-I(x*)(x(g)-x*).
j=l
The boundedness and Lipschitz continuity of the Hessian matrices of f and Cs in a neighbourhood of x* along with the convergence of (k) to A* then give that (5.13) r,(x(), x*, X())II-< avl x ()-x*ll 2, rz(x("), x*, X("), A *)ll <--a8ll x("-x*ll Ilx ("-A *11
for some positive constants a7 and as. In addition, again using Taylor for some constant ag> 0. Combining (5.10) and (5.14), we obtain (517) (Ht(x*,A*) Ar(x*))(x(k)--x*) (Vx*(k)--gL(X*,A*)) (r,+r2)
where we have suppressed the arguments of rl, r2 and r3 for brevity. To proceed further, we introduce the notation that yj is the vector formed by taking the components of the vector y indexed by the set J. We may then rewrite (5.17) as
Hc(x*, A*) [IF,IF] Hc(x*,, 
AT(x*)[,:])((x(k)--X*)[,.])
A(x*),,:
Roughly, the rest of the proof proceeds by showing that thet the right-hand side of we identify the set K with the complete set of integers larger than k and the scalars (k) with the set of penalty parameters computed in steps 2 and 3 of either algorithm.
Therefore we can ensure that ) is sufficiently small so that Lemma 5.1 applies to step 1 of Algorithm 1 (or Corollary 5.2 to step 1 of Algorithm 2) and thus that there is an integer k2 and constants as, a6, and s so that (5.4)/(5.34) and (5.5) hold for all k kz. Let k3 be the smallest integer such that (5.39) (a+2) Hence, the multiplier update A (k+l) (k+l) in Algorithm 2 will always take place when k>=ko.
For iteration ko, w k= Wo(tzk) , and k= o(k))%. Then woa8(()) "+,(j+), which establishes (5.47) for i=j+ 1. Hence, step 2 of the appropriate algorithm is executed for all iterations k ko. But this implies that F is finite, which contradicts the assumption that step 3 is executed infinitely often. Hence the theorem is proved. Note that if inequality constraints ei(x)>-0 have been converted to equations by the subtraction of slack variables (i.e., rewritten as ei(x)-xn+i=O, xn+i>-_O), this statement of strict complementary slackness is equivalent to the more usual one which says that no inequality constraint shall be both active (the constraint function vanishing) and have a corresponding zero Lagrange parameter (see, e.g., Fletcher (1981, p. 
51)).
For it is easy to show that the Lagrange parameter for such a constraint is precisely the corresponding component of the gradient of the Lagrangian function. A constraint being active and having a corresponding zero Lagrange parameter is thus the same as the slack variable having the value zero, and its corresponding element in the gradient of the Lagrangian function vanishing so the latter is excluded under (AS6).
THEOREM 5.4. Suppose that the iterates X (k), k K, converge to the limit point x* with corresponding Lagrange multipliers A*, and that (AS1)-(AS3) and (AS6) hold.
Then for k sufficiently large, the set of floating variables are precisely those which lie away from their bounds at x*.
Proof From Theorem 4.4, V k) converges to gl(X*, A*) and from Lemma 2.1, the variables in the set I5 then converge to zero and the corresponding components of g(x*, A *) are zero. Hence, under (AS6), I5 is null. Therefore, each variable ultimately remains tied to one of the sets I or I for all k sufficiently large; a variable in I is, by definition, floating and converges to a value away from its bound. Conversely, a variable in 12 is dominated and converges to its bound.
As a consequence of Theorem 5.4, the least-squares multiplier estimates (2.14)
are implementable. By this we mean that if/k) and k) are the columns of A(x) and components of g(x) corresponding to the floating variables at x , respectively, the estimates (5.51) (= -((k)+)() are identical to those given by (2.14) for all k sufficiently large. The estimates (5.51), unlike (2.14), are well defined when x* is unknown.
We conclude the section by giving a rate-of-convergence result for our algorithms. For a comprehensive discussion of convergence, the reader is referred to Ortega and Rheinboldt (1970 ) has a value less than x* and the penalty parameter is reduced as step 3 is executed. The process is started with A)= A2*.
It remains to show that such a sequence can be constructed. For simplicity, we shall consider a single cycle. We will denote the sequence of generated iterates and corresponding Lagrange multiplier estimates by {x(k)} and {A (k)}, 1 -< k <-j + 1, respec- (k) tively, and will let denote the constant penalty parameter throughout the cycle. by dint of (6.13). Thus, from (6.8), (6.14), and (6.15), (.6.16) Hence, from (6.14) and (6.21)
Then (3.1) follows from (6.6), (6.8), (6.9), and (6.22). Moreover, it follows from (6.15), (6.18) , and (6.21) that x is the only possible limit point of the first j iterates of the cycle. Thus we have shown that the first j iterates in our cycle have the required properties.
We now consider case (ii where a min (/z, yl)< 1. These slightly more stringent tolerances are still acceptable in the tests (3.5) and (3.6) on the first j iterations of the next cycle because of the presence of the extra a term in equations (6.12) and (6.14).
7. Second-order conditions. It is useful to know how our algorithms behave if we impose further conditions on the iterates generated by the inner iteration. In particular, suppose that x (k) satisfies the following second-order sufficiency condition" (AS7) Suppose that X (k) satisfies (3.1)/(3.5), converges to x* for k K, and that J1 and J2 are as defined by (5.1). Then we assume that V,, a'(k)... J, u J2.J, u J2 is uniformly positive definite (that is, its smallest eigenvalue is uniformly bounded away from zero) for all k K sufficiently large.
With such a condition we have the following result. THEOREM 7.1. Under (AS1)-(AS3) and (AS7), the iterates x(k), k K, generated by either Algorithm 1 or 2 converge to an isolated local solution of (1.5)-(1.7).
Proof By definition of , for some e >0, under (AS7) as J is a subset of J U Jz. It follows from (7.1)-(7.3) that (7.4) stjH(x(k), k))j,jstj>-e.
By continuity of HL as x (k) and (k) approach their limits, this gives that T HL(X, h* > (7.5) stj )tj,jstj e for all nonzero sj satisfying (7.2), which implies that x* is an isolated local solution to (1.5)-(1.7) (see, for example, Avriel, (1976, Thm. 3.11)).
The importance of (AS7) is that the inner iteration termination test (step 1 of (k) is required to be uniformly either algorithm) might be tightened so that positive definite, for all floating variables j(k and all k sufficiently large, in addition to (3.1)/(3.5). If the strict complementary slackness condition (AS6) holds at x*, There is a weaker version of this result, proved in the same way, that if the assumption of uniform positive definiteness in (AS7) is replaced by an assumption of positive semidefiniteness, the limit point then satisfies second-order necessary conditions (Avriel (1976, Thm. 3.10)) for a minimizer. This weaker version of (AS7) is easier to ensure in practice as certain methods for solving the inner iteration subproblem, for instance, that of Conn, Gould, and Toint (1988a) , guarantee that the second derivative matrix at the limit point of a sequence of generated inner iterates will be positive semidefinite.
8. Further comments. We now briefly turn to the more general problem (1.1)-(1.3). As we indicated in our Introduction, the presence of the more general constraints (1. lXi, and in case (iii) (8.5) (P(x(), Vx()(k))) (Vx((k))i.
The xl ) which satisfy (i) or (ii) are now the dominated variables (the ones satisfying (i) are said to be dominated above and those satisfying (ii) dominated below); those which satisfy (iii) are the floating variables. As a consequence, the sets corresponding to those given in (2.12) are straightforward to define. I now contains variables that float for all k e K sufficiently large and converge to the interior of B. I2 is now the union of the two sets I2, made up of variables that are dominated above for all k e K sufficiently large, and I2,, made up of variables that are dominated below for all k e K sufficiently large. Likewise, I3 is the union of the two sets I3, made up of variables that are floating for all sufficiently large k e K but converge to their lower bounds, and I3, made up of variables that are floating for all sufficiently large ke K but converge to their upper bounds. With such definitions, we may reprove all of the results of 3-7, assumptions (AS5) and (AS6) being extended in the obvious way and Theorem 5.4 being strengthened to say that, for all k e K sufficiently large, I2 and I2 are precisely the variables that lie at their lower and upper bounds (respectively) at x*.
We have not made any statement here about how the scaling matrices S (k) should be constructed, merely that they may be used. We consider that constraint scaling is essential for any realistic algorithm and believe that it is important that the scaling can be changed (albeit not too drastically) as the computation proceeds. We defer a discussion of the issues of how to choose such scalings until we have performed significant numerical testing of our algorithms. We also note that the results given here are unaltered if the convergence tolerance (3.1)/(3.5) is replaced by (8.6) IID<)P(x<, V<)l} _-< o < for any sequence of positive diagonal matrices { D )} with uniformly bounded condition number. This is important as the method of Corm, Gould, and Toint (1988a) , which we would consider using to solve the inner iteration problem, allows for different scalings for the components of the gradients to cope with variables of differing magnitudes.
Finally, although the rules for how the convergence tolerances r/(k and to(k are updated have been made rather rigid in this paper and although the results contained here may be proved under more general updating rules, we have refrained from doing so here as the resulting conditions on the updates seemed rather complicated and are unlikely to provide more practical updates.
