In this paper we compare the numerical properties of the well-known fast O(n 2 ) Traub and Bj orck-Pereyra algorithms, which both use the special structure of a Vandermonde matrix to rapidly compute the entries of its inverse. The results of numerical experiments suggest that the Parker variant of what we shall call the Parker-Traub algorithm allows one not only fast O(n 2 ) inversion of a Vandermonde matrix, but it also gives more accuracy.
Introduction
We rst consider the numerical inversion of Vandermonde matrices, V (x) = ; where x = (x i ) n?1 i=0 2 C n :
(0.1) Such matrices are ill-conditioned GI88], Ty94], and standard numerically stable methods in general fail to compute the entries of their inverses accurately. The use of the structure of V (x) may allow one to avoid the above di culty, and to achieve high relative accuracy. In this paper we compare two well-known methods that exploit the special structure in (0. in only 5n 2 =2 ops. Clearly a Vandermonde matrix can be inverted by applying the Bj orck-Pereyra algorithm to solve n linear systems, using the columns of identity matrix for the right-hand sides. The latter O(n 3 ) scheme is no longer fast. But, for the special case of positive and monotonically ordered points 0 < x 1 < x 2 < ::: < x n ; HereV (x) ?1 stands for the inverse matrix computed by the Bj orck-Pereyra algorithm, u is the machine precision, and the operation of taking the absolute value and comparison of matrices are understood in a componentwise sense.
In Hig87] Higham used his pleasing bound (0.4) to argue that the fast O(n 2 ) Traub algorithm is inaccurate, whereas the slow O(n 3 ) Bj orck-Pereyra algorithm is the other way around. To the best of our knowledge the possibility of simultaneously fast and accurate inversion of a Vandermonde matrix was not reported anywhere. The results of our numerical experiments indicate that the algorithm, described next, satis es these requirements; thus one does not need to sacri ce the accuracy to achieve speed.
The Parker algorithm. The Traub inversion algorithm of T66] was several times
independently derived in the engineering and mathematical literature, and several variants of this algorithm can be found in P64], Wetz65], Forn66] and Kauf69]. Interestingly, the Parker algorithm of P64] di ers from the Traub algorithm only in one nonessential detail ( see, e.g., the main text below ), and hence it is also subject to the Higham's comment noted above, implying that the result of the form (0.4) may not hold for the Parker variant as well. At the same time our numerical experiments show that the small di erence between the Parker and the Traub algorithms is crucial, from the numerical point of view. Moreover, even in the situation most favorable for the Bj orck-Pereyra algorithm, viz. when (0.3) holds, the numerical performance of the Parker algorithm turned out to be not worse. In fact it is much better in the other cases, not captured by (0.3). This occurrence reminds us that just comparing error bounds alone cannot be a reliable basis for making practical recommendations.
The Parker inversion algorithm also allows one to solve a Vandermonde system (0.2) by forming a = V (x) ?1 f, and our numerical experiments indicate that this method provides a very high relative accuracy in the computed solution. This occurrence contradicts to a popular advice ( see, for example, DCrHig92] ) to avoid the use of the computed inverse in a larger computation, thus warning that many generally valid guidelines cannot be automatically carried over to the problems where structured matrices are involved.
0.4. Displacement structure. which implies that the associated polynomials are given by q k (x) = x k + a n?1 x k?1 + ::: + a n?k+1 x + a n?k :
(1.5) Equivalently, they satisfy the recurrence relations q 0 (x) = 1; q k (x) = x q k?1 (x) + a n?k (k = 1; 2; :::; n):
(1.6) From (1.1), (1.2), (1.4), and from the trivial identity P x; x] = P 0 (x);
(1 .7) we obtain what Traub called the basic orthonormality relation :
The latter relation in turn implies that the inverse of a Vandermonde matrix (0.1) is given by V ?1 (x) = 2 6 6 6 6 4 q n?1 (x 1 ) q n?1 (x 2 ) q n?1 (x n ) q n?2 (x 1 ) q n?2 (x 2 ) q n?2 (x n )
. . . . . . . . .
(1.8)
Traub exploited formula (1.8) to derive his fast algorithm for inversion of Vandermonde matrices. To describe his procedure, let us observe that (1.6) allows one to compute the entries of the rst factor in (1.8), whereas the entries P 0 (x) = q 0 n (x) of the second factor can be computed by q 0 1 (x) = a n?1 ; q 0 k (x) = q k?1 (x) + x q 0 k?1 (x) (k = 2; 3; ::::; n);
(1.9) which are obtained by di erentiation of (1.6). Thus the Traub algorithm can be summarized as follows. The Traub algorithm computes all n 2 entries of V (x) in only 6n 2 ops, which compares favorably with the complexity O(n 3 ) ops of standard ( structure-ignoring ) methods. However, as it stated, this algorithm is subject to the rapid propagation of roundo errors, and, as a matter of fact, it produces inaccurate solutions. As we shall see in Sections 5, 6, a fast algorithm described next, exhibits much better numerical properties.
The Parker algorithm
We discovered that earlier than T66], Parker described in P64] an inversion procedure, which is based on another variant of the inversion formula described below. In fact Parker outlined the following scheme. First one computes the coe cients of the master polynomial P(x) = P n i=0 a i x i , then divides it synthetically by (x ? x j ). It is easy to see that the synthetic division gives rise to the following recursion q 0;j = 1; q k;j = x j q k?1;j + a n?k :
for the coe cients of the quotient
To nally obtain the coe cients of L j (x) in (2.3), or equivalently the entries of the j-th column of V ?1 (x) in (2.2), it remains only to divide the polynomial in (2.6) by P 0 (x j ), the latter is computed via (2.4). Thus the inversion algorithm can be summarized as follows. The computational complexity 6n 2 ops of the above algorithm 1 was not counted by Parker, who however indicated that his algorithm is fast, by noting that \pencil and paper calculation of the inverse of a matrix of order six takes about twenty minutes."
A direct comparison reveals that the only di erence between the Traub and the Parker schemes is in the step 2.b, thus making clear that they are just di erent versions of the same algorithm. Interestingly, due to the importance for applications, the fast Parker-Traub algorithm was often rederived in the engineering literature, see, for example, Wertz65], Forn66] 2 , and Kauf69].
We shall demonstrate by computed examples in Sections 5, 6 that the Parker variant of inversion algorithm demonstrates in practice a very satisfactory numerical performance. However before doing so, we review another popular inversion procedure, whose numerical properties were much analyzed in the numerical analysis literature. The important problem of decoding of the widely used Reed-Solomon codes is naturally divided into two parts : (a) determining error locations ( which can be done by the well-known Berlecamp-Massey algorithm ), and then (b) computing the actual errors. The second problem is equivalent to solving a Vandermonde linear system, which can be done by the Forney algorithm ( see, e.g., Forn66], p.119 ). In fact, the Forney algorithm is yet another variant of the Parker-Traub algorithm, and again the only di erence from the other two is in the step 2.b. But the numerical performance of the Forney algorithm is not particularly important in the context of the coding theory, because all the computation is done over GF (q), so there is no roundo s. This algorithm solves one linear Vandermonde system of the form (3.1) in only 5n 2 =2 ops. Clearly it can be used for computing the entries of V (x) ?1 by solving n linear systems, using the columns of identity matrix for the right-hand sides. The latter inversion scheme is no longer fast, and it requires performing O(n 3 ) ops, thus loosing a superiority in speed over standard ( structure-ignoring ) algorithms. But it is known to provide, for special con gurations of the points fx k g, much more accurate results than standard numerically stable algorithms, as reviewed in the next section. and showed that ( for this speci c subclass ) the Bj orck-Pereyra algorithm computes the inverse matrixV (x) ?1 so that the error is as small as could possibly be expected :
Here u is the machine precision, and the comparison and the operation of taking the absolute value of a matrix, are understood in a componentwise sense. Let us now recall that the Traub and the Parker schemes are essentially the same algorithm ( the only di erence between them is in the step 2.b, see, e.g., Sections 1, 2 ). Therefore the Parker variant also involves the subtraction of like-signed numbers 3 . Thus, the Parker variant of the Parker-Traub algorithm is also subject to the above Higham's remark, saying that a result of the form (4.2) will not hold for the Parker algorithm as well. Summarizing, the arguments of Hig87] suggest that the slow O(n 3 ) Bj orck-Pereyra algorithm is accurate, whereas the the fast O(n 2 ) Parker-Traub inversion algorithm is the other way around 4 . At the same time the results of our numerical experiments, only small part of which is described in the next section, show that the Parker version ( combined with an appropriate reordering of the points fx k g ) turns out to be very reliable in practice. Thus it is possible to speed-up the computation without sacri cing the accuracy. Moreover, this occurrence reminds us that just comparing error bounds alone cannot be the basis for making reliable recommendations.
Numerical experiments with inversion
In this section we give a fairly representative numerical examples, comparing the accuracy of the following algorithms :
( 1 ) GJECP O(n 3 ) Gauss-Jordan elimination with complete pivoting.
( 2 ) B-P O(n 3 ) The Bj orck-Pereyra algorithm, applied to solving n linear systems, using the columns of identity matrix for the righthand sides. Interestingly, if the condition (4.1) holds, then each step 2.a ( since the recursions (1.6) and (2.5) coincide, this step is the same for both algorithms ) must contain such a subtraction. Indeed, in the case of (4.1), V (x) is known to be a totally positive matrix, see, e.g., GK50] . Recall that totally positive matrices are de ned as those whose all minors are positive, and hence the columns of their inverses have the sign-oscillation property. Applying this to V (x) ?1 in (1.8), one sees that we have q k (xj) q k?1 (xj) < 0, so that by (1.6) each step 2.a of both the Parker and the Traub algorithms must involve the subtraction of like-signed numbers.
5.2. Di erent orderings of the points. It is our experience and the experience of many others, that the numerical behavior of many algorithms, related to polynomial and rational interpolation problems, depends upon the ordering of interpolation points. We considered the following three orderings of x k .
Random ordering.
Monotonic ordering. The points are ordered so that x 1 < x 2 < ::: < x n . Leja ordering. The points x i were reordered so that jx 1 j = max 1 k n jx k j; 9e-06 4e-08 1e-07 9e-08 1e-07 5e-08 1e-07 10 6e+07 3e-16 3e-02 1e-01 2e-07 2e-07 2e-07 2e-07 3e-07 2e-07 20 4e+16 7e-16 1e+00 1e+00 2e-06 4e-07 5e-07 4e-07 5e-07 5e-07 30 4e+18 3e-12 1e+00 1e+00 6e-04 5e-07 6e-07 5e-07 3e-06 6e-07 40 8e+18 5e-13 1e+00 1e+00 3e-04 8e-07 7e-07 7e-07 7e-06 7e-07 50 6e+18 1e-11 1e+00 1e+00
Inf Inf Inf Inf Inf Inf
The matrix in the Example 1 becomes extremely ill-conditioned already for n = 10, so it is not surprising that the Gauss-Jordan elimination failed. Furthermore, as Table 1 shows, the Traub variant of the inversion algorithm also breaks down numerically. One sees that the nonessential di erence in step 2.b of the Traub and the Parker algorithms turns out to be crucial from the numerical point of view. More precisely, the Traub algorithm computes the values P 0 (x j ) via (1.9), which involves subtraction of the computed quantities q k?1 (x j ), and hence it is subject to the rapid propagation of roundo errors. On the other hand, step 2.b of the Parker algorithm is based on the formula (2.4), which involves subtraction of only input data, and hence the Parker algorithm provides much more accurate solutions.
Recall that since x k > 0, the Bj ork-Pereyra algorithm combined with monotonic ordering (4.1) is guaranteed to provide in Example 1 an exceptionally high accuracy, see, e.g., (4.2). At the same time, Table 1 demonstrates that even in this most favorable for the Bj orck-Pereyra algorithm situation, the accuracy of the Parker algorithm is at least not worse. In fact it is much better in the other cases, as will be see seen in the next examples. Example 2. Equidistant in (-1,1) points. 2e-08 3e-08 2e-08 3e-08 2e-08 4e-08 2e-08 10 5e+03 4e-16 9e-06 3e-06 3e-07 3e-07 5e-07 1e-07 4e-07 3e-07 20 3e+08 3e-15 4e-01 9e-05 1e-06 3e-07 4e-06 4e-06 3e-07 2e-07 30 2e+13 2e-12 1e+00 4e-03 1e-03 3e-07 4e-05 7e-05 5e-06 3e-07 40 1e+18 4e-13 1e+00 1e-02 3e-04 8e-07 8e-04 1e-03 6e-05 9e-07 50 7e+18 5e-12 1e+00 2e-01 4e-03 2e-07 1e-02 7e-03 2e-04 4e-07 60 3e+19 1e-13 1e+00 2e-01 8e-05 4e-07 8e-02 1e-01 2e-03 4e-07 Table 1 shows that if the points x k are positive, then the Parker algorithm performs equally well for all three orderings. Table 2 demonstrates that if x k are of both signs, the accuracy of the Parker algorithm breaks down with monotonic ordering. Moreover, in this case Leja ordering improves the numerical performance of both the Bj orck-Pereyra and Parker algorithms, and that the latter is the most accurate among compared algorithms. The numerical supremacy of the Parker algorithm over the Bj orck-Pereyra algorithm becomes even more appreciable in the next example. 3e-07 8e-08 8e-08 1e-07 5e-08 2e-07 6e-08 10 1e+03 6e-16 2e-06 5e-06 3e-07 1e-07 5e-07 5e-07 5e-07 1e-07 20 9e+06 3e-14 5e-02 2e-02 8e-06 2e-07 1e-05 1e-05 2e-05 3e-07 30 6e+10 3e-11 1e+00 3e-01 9e-03 3e-07 2e-04 7e-05 5e-05 3e-07 40 4e+14 2e-09 1e+00 5e-01 1e+00 4e-07 3e-03 6e-03 2e-03 3e-07 50 6e+17 4e-10 1e+00 6e-01 1e-01 6e-07 5e-02 2e-02 1e-02 6e-07 60 7e+18 9e-08 1e+00 7e-01 2e+01 6e-07 8e-01 1e+00 5e-02 6e-07 Examples 1, 2 and 3 are fairly representative, and a careful search did not reveal any case where the Bj orck-Pereyra algorithm was more accurate than the Parker algorithm, whereas the latter demonstrated, in many examples, a strong numerical superiority over the Bj orck-Pereyra algorithm.
Finally note that recently the Traub algorithm was generalized to invert Chebyshev-Vandermonde matrices in GO94a] , and what we call three-term Vandermonde matrices in CR93]. Now it is clear that both these algorithms are generalizations of the Parker rather than the Traub scheme. Favorable stability results were reported in both cases, whereas their prototype, i.e. the Traub algorithm, was generally regarded as being numerically unstable. We hope that the present paper explains this curious situation.
Numerical experiments with Vandermonde systems
The high relative accuracy shown by the Parker algorithm in Examples 1, 2, and 3 suggests solving linear system V (x) a = f by forming V (x) ?1 f. This would be useful, for example, in the case of multiple right-hand sides, but numerous sources predict a numerical breakdown, thus ruling out such a possibility. For example DCrHig92], motivated by the question of what inversion methods should be used in LAPACK, concludes with the remark : \ we wish to stress that all the analysis here pertains to matrix inversion alone. It is usually the case that when a computed inverse is used as a part of a larger computation, the stability properties are less favorable, and this is one reason why matrix inversion is generally discouraged. The paper DCrHig92] justi es this conclusion with a particular example where solving linear system L a = f by forward substitution was more accurate than when using the inversion of a triangular matrix L. 2e-05 2e-07 2e-07 2e-07 2e-07 3e-07 2e-07 10 2e+08 8e+07 2e-15 3e+00 9e-01 7e-08 2e-07 4e-07 3e-07 3e-07 2e-07 20 6e+17 4e+17 1e-15 1e+00 1e+00 4e-06 9e-07 9e-07 1e-06 4e-06 1e-06 30 6e+18 3e+27 5e-14 1e+00 1e+00 2e-04 7e-07 7e-07 7e-07 2e-05 7e-07 40 4e+18 3e+37 4e-12 1e+00 1e+00 5e-04 1e-06 2e-06 1e-06 5e-03 1e-06 45 7e+18 3e+42 4e-11 1e+00 1e+00
Inf
This is the most favorable for the Bj orck-Pereyra algorithm case of positive, monotonically ordered points x k and sign-interchanging right-hand side, and as shown in Hig87], the Bj orck-Pereyra algorithm is guaranteed to compute in this case a remarkably accurate solutionâ :
jâ ? aj 5nu jaj + O(u 2 ):
(6.1) Table 4 demonstrates that the accuracy of the Bj orck-Pereyra algorithm, combined with monotonic ordering, is indeed compatible with the remarkable bound in (6.1). But even in this most pleasing for the Bj orck-Pereyra algorithm situation, the stability properties of the Parker algorithm are not worse. In fact they are better when the points x k are of both signs, and they are either in Leja or random ordering, as illustrated by the next example. 4e-08 1e-07 4e-08 2e-07 4e-08 1e-07 2e-08 10 1e+05 8e+04 5e-16 3e-04 2e-03 2e-07 3e-07 3e-07 3e-06 8e-07 1e-07 20 4e+11 2e+11 2e-15 1e+00 1e+00 2e-06 3e-06 4e-06 1e-05 7e-07 3e-06 30 2e+17 2e+17 2e-15 1e+00 1e+00 4e-05 8e-06 7e-05 7e-04 3e-04 6e-06 40 1e+18 2e+22 4e-13 1e+00 1e+00 4e-01 2e-04 3e-03 3e-04 1e-01 2e-04 50 2e+18 4e+30 7e-12 1e+00 1e+00 7e-03 2e-06 5e-03 3e-02 9e-02 1e-06 60 7e+18 5e+37 2e-13 1e+00 1e+00 7e-05 5e-07 2e-01 3e-01 8e-02 1e-06
The above two examples demonstrate that the above conclusion of DCrHig92] ( as well as some other generally valid guidelines ) cannot not be automatically carried over to the special situations, in which structured matrices are involved.
Vandermonde-like matrices
It turns out that not just Vandermonde, but the more general class of Vandermonde-like matrices, de ned below, can be inverted in O(n 2 ) arithmetic operations. Our goal in the rest of the paper is to formulate the generalized Parker-Traub algorithm for this purpose.
7.1. The structure of the inverse of a Vandermonde matrix. Recall that the ParkerTraub algorithm is based on formula (1.8), which in view of (1.5) can be immediately rewritten as follows V ?1 (x) = 2 6 6 6 6 6 6 6 6 6 6 4 a 1 a 2 a 3 a n?1 1 a 2 a 3 a n? 
More speci cally, the Parker-Traub algorithm inverts V (x) in two basic steps :
(PT1) Compute the entries of the matrices on the right-hand side of (7.1). This is done in the steps 1 and 2.b of the Parker-Traub algorithm.
(PT2) Compute the product of a Hankel, transpose Vandermonde and a diagonal matrices on the right-hand side of (7.1). This is done in the steps 2.a and 2.c of the Parker-Traub algorithm.
Moreover, the Parker-Traub algorithm achieves a favorable complexity O(n 2 ) ops by exploiting the following properties of a Vandermonde matrix.
(A) V (x) ?1 has the special structure shown in (7.1), i.e. it is a product of a Hankel, transposed Vandermonde and diagonal matrices.
(B) The entries of the matrices on the right-hand side of (7.1) can be computed in O(n 2 ) ops.
(C) The product of the Hankel and transposed Vandermonde matrices on the right-hand side of (7.1) can be computed in O(n 2 ) ops using the recursion in (1.6).
Moreover, the Parker algorithm achieves a high relative accuracy by incorporation of Leja ordering, i.e. by exploiting next property.
(D) Partial pivoting technique can be incorporated without increasing the O(n 2 ) complexity of the algorithm.
It turns out that the above properties re ect the fact that V (x) has displacement structure.
Therefore the Parker-Traub algorithm can be extended to invert more general Vandermonde-like matrices, naturally suggested by the concept of displacement.
7.2. Displacement structure. The displacement structure theory was started by T.Kailath and his coauthors in KKM79], where it was rst applied to the study of Toeplitz matrices. They Let R be given by (7.6), then by using (7.4) we have From the latter equality the assertion of Lemma follows.
Lemmas 7.1 and 7.2 are the counterparts of the results on Toeplitz-like matrices in KKM79], which were used by T.Kailath and his coauthors to explain the form of the Gohberg-Semencul formula for inversion of Toeplitz matrices, and to obtain its generalization for the more general Toeplitz-like matrices. A similar explanation for the form of the Gohberg-Olshevsky formulas GO94a] for inverses of Chebyshev-Vandermonde matrices was given in KO95] later. In the next subsection we follow the pattern of arguments of KKM79], KO95] to explain the form of the Traub inversion formula (7.1), and to obtain its generalization for Vandermonde-like matrices, thus showing that the latter class also has the property (A).
7.4. Inversion formula for Vandermonde-like matrices. Let us rst justify that the form of (7.1) is a re ection of the displacement structure of V (x). Indeed, using (7.4) one sees A general inversion formula for Vandermonde-like matrices is given in the next statement, and it is deduced from the formulas (7.8) and (7.6) similarly. Property (B). The entries of the matrices on the right-hand side of (7.12) are obtained via solving 2 linear systems (7.13) with a Vandermonde-like coe cient matrix R. These GKKL87] , to mention just a few. The use of any of these algorithms allows one fast computing the entries of the matrices on the right-hand side of (7.12), and thus extends the property (B) to Vandermonde-like matrices. Among a variety of these possibilities a variant of the generalized Schur algorithm from GKO95] is the most attractive choice for our purposes here, for the reason, speci ed next.
Property (D). The algorithm in GKO95] exploits the fact that R satis es the displacement equation of the form (7.11) with a diagonal matrix D x , to incorporate partial pivoting technique into fast triangulazation procedure for R ( without increasing the overall complexity O(n 2 ) of the algorithm ). This allows us to remove the restriction on R to be a strongly regular matrix, required by the other algorithms, and moreover, to extend the property (D) to Vandermonde-like matrices.
Property (C). The expression on the right-hand side of (7.12) involves products of a Hankel and a Vandermonde matrix, and each such product can be computed in O(n 2 ) ops in a similar to (1.6) fashion.
These observations allows us to devise a fast O(n 2 ) algorithm for inversion of Vandermondelike matrices, formulated next. (b) Solving linear systems (7.13). This step uses the standard forward and back-substitution technique, and it requires performing O( n 2 ) ops.
G-PT2. Forming the inverse. Formula (7.12) represents R ?1 as the sum of products of a Hankel, transpose Vandermonde and diagonal matrices. These products can be computed via recursions similar to the one in (1.6). This step requires performing of O( n 2 ) ops.
Here is a more detailed formulation of the inversion procedure. (a3) Set l n;n = 1, u n;n = 1 xn P m=1 g (n) n;m b (n) m;n .
(a4) Set L = h l ij i , U = h u ij i , P = P n?1 P n?2 ::: P 1 .
(b) Solving linear systems (7.13). Solve 2 linear systems (7.13) via forward and backsubstitution.
G-PT2. Forming the inverse. 
