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Abstract. A classification of commutative integral domains consisting of ordinary differen-
tial operators with matrix coefficients is established in terms of morphisms between algebraic
curves.
1. Introduction and the main results.
The purpose of this paper is to establish a geometric classification of commutative in-
tegral domains consisting of linear ordinary differential operators with matrix coefficients.
From an integral domain of matrix ordinary differential operators we construct a morphism
between two irreducible algebraic curves and certain torsion-free sheaves on them which
are compatible with the morphism. Conversely, from a set of geometric data consisting of
an arbitrary morphism of integral curves and torsion-free sheaves on them with vanishing
cohomology groups, we construct an integral domain of matrix ordinary differential opera-
tors. These two constructions are inverse to one another. In this correspondence, arbitrary
integral curves (singular curves as well) appear.
It was G. Wallenberg who first recognized the rich mathematical structure in commuting
ordinary differential operators. Through an explicit computation he observed that the
1991 Mathematics Subject Classification. Primary 14H42, 14H60, 35Q58, 58B99, 58F07.
2)Research supported in part by NSF Grant DMS–94–04111.
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coefficients of two commuting linear ordinary differential operators of orders 2 and 3 with
scalar function coefficients are given by elliptic functions. The 1903 paper [21] thus initiated
the long history of attempts towards the classification of commutative subalgebras of the
ring of ordinary differential operators with scalar coefficients. The classification problem
was finally completed in 1990 by Mulase [13] in terms of the moduli spaces of pointed
algebraic curves and vector bundles defined on them. His results are based on the earlier
work of Schur [18], Burchnall and Chaundy [3], Gel’fand and Dickey [5], Krichever [8],
Mumford [15], Verdier [20], Sato [17] and others. Previato and Wilson [16] also made a
decisive contribution to this problem.
In 1993, Adams and Bergvelt [1] discovered a beautiful three-fold relation between
maximally commutative subalgebras of the loop algebra of gl(n,C), certain morphisms
between algebraic curves, and infinite-dimensional integrable systems generalizing the KP
equations. Their work gave a big impact to the further development of Li and Mulase
[9] in establishing a characterization of the generalized Prym varieties in terms of the
multi-component KP equations. As a byproduct, a new class of commutative algebras of
ordinary differential operators with matrix coefficients was constructed from morphisms
between algebraic curves.
In his dissertation research, Kimura [7] realized that a more general class of commu-
tative subalgebras of the loop algebra than those studied by [1] and [9] would lead to
morphisms between singular algebraic curves. A similar observation was made by Donagi
and Markman [4].
It suggests the possibility of constructing a type of Galois theory of commutative al-
gebras of differential operators. Let B be a commutative algebra of ordinary differential
operators. If we choose an element P ∈ B, then B is an extension of a subalgebra C[P ]. If
these algebras correspond to algebraic curves, then the inclusion relation should correspond
to a morphism between the curves. Do we obtain an arbitrary morphism of curves in this
way? Conversely, if we start with an arbitrary morphism of curves, can we construct a
commutative algebra of ordinary differential operators and its extension that correspond
to the original geometric situation?
We answer these question in this paper. The complexity of nilpotent elements and
zero divisors arises in the theory of differential operators with matrix coefficients. From
a geometric point of view, it is natural to consider morphisms between irreducible curves
as building blocks for more general cases. So we restrict ourselves to irreducible curves,
and deal only with integral domains of differential operators here. The general case will
be treated elsewhere.
We establish he following two theorems in this paper.
Theorem 1.1. Let f : C −→ Cd be an arbitrary morphism of degree n between reduced
irreducible algebraic curves C and Cd defined over the field C of complex numbers, and let
p ∈ Cd be a smooth point of Cd. Then for every torsion-free rank one sheaf L defined on
C such that
H0(C,L) = H1(C,L) = 0 ,
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there is an injective algebra homomorphism
jL : H
0(C \ f−1(p),OC) →֒ gl(n,D)
of the coordinate ring of C into the ring gl(n,D) of matrix ordinary differential operators,
where
D =
(
C[[x]]
) [ d
dx
]
is the algebra of differential operators with coefficients in the ring C[[x]] of formal power
series in one variable.
The next theorem gives the converse.
Theorem 1.2. Let B ⊂ gl(n,D) be a commutative integral domain consisting of matrix
differential operators. We assume that B is elliptic in the sense of Verdier, namely, B has
a monic element of positive order, say
P = In ·
(
d
dx
)r
+ lower order terms ∈ B .
Consider a C-subalgebra
Bd ⊂ B ∩ C((P
−1/r))
of B. We further impose that
(1) The subalgebra Bd has rank one, i.e., the greatest common divisor of the orders of
operators in Bd is equal to 1;
(2) B is a rank n module over Bd. (Since B is integral and hence torsion-free over
Bd, we can define its rank.)
Then there exist a degree n morphism of integral algebraic curves
f : C −→ Cd ,
a torsion-free rank one sheaf L defined over C, and a smooth point p ∈ Cd such that the
construction of Theorem 1.1 gives back to B. Moreover, the collection of the data (Bd, B, P )
satisfying the above conditions and the set of geometric data
〈
f : C → Cd,L, p, z, ψ
〉
satisfying the conditions of Theorem 1.1 are in one-to-one correspondence.
Remark 1. The ground field should be an algebraically closed field of characteristic 0. We
take it to be just the field of complex numbers.
Remark 2. If we start with a non-integral curve C and a morphism onto an integral curve
Cd with the same conditions as in Theorem 1.1, then we obtain a non-integral commutative
subalgebra of gl(n,D).
This paper is organized as follows. In Section 2, we study commutative subalgebras
of a formal loop algebra and give a method of constructing morphisms between algebraic
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curves from the data of commutative loop algebras. In Section 3, we establish the converse
direction, i.e., from a set of geometric data consisting of a morphism between integral
curves and vector bundles on them, we give a set of algebraic data which are commutative
subalgebras of a loop algebra and a point of an infinite Grassmannian. The relation between
matrix ordinary differential operators and the loop algebras is studied in Section 4. More
detailed study has been given in [9]. In Section 5 we complete the proof of Theorem 1.1.
Our theory includes the spectral curves of [2], [7], [11] as special cases. In Section 6, we
show that from each spectral curve we can construct a commutative integral domain of
matrix ordinary differential operators. The proof of Theorem 1.2 is completed in Section 7.
2. Formal loop algebras and algebraic curves.
Let C be the field of complex numbers and C[[z]] the ring of formal power series in one
variable z. The field of formal Laurent series, C((z)), is the field of fractions of C[[z]].
There is a C-vector space direct sum decomposition
C((z)) = C[z−1]⊕ z · C[[z]] .
The z-adic topology of C((z)) is introduced by defining zk ·C[[z]], k ∈ Z, as the system of
open neighborhoods of 0 ∈ C((z)). An element a ∈ C((z)) is said to have order m, which
is denoted by ord(a) = m, if a ∈ z−m · C[[z]] \ z−m+1 · C[[z]]. The negative sign indicates
that we are considering the pole order of elements of C((z)).
We fix a positive integer n throughout the paper. Let us consider the formal loop algebra
gl
(
n,C((z))
)
. There is a natural filtration
gl
(
n,C((z))
)
=
⋃
k∈Z
zk · gl
(
n,C[[z]]
)
compatible with the addition and multiplication:{
+ : zk · gl
(
n,C[[z]]
)
× zk · gl
(
n,C[[z]]
)
−→ zk · gl
(
n,C[[z]]
)
· : zk · gl
(
n,C[[z]]
)
× zℓ · gl
(
n,C[[z]]
)
−→ zk+ℓ · gl
(
n,C[[z]]
)
.
The main object of this paper is a (commutative) integral domain A ⊂ gl
(
n,C((z))
)
. We
denote
(2.1) A(k) = A ∩
(
z−k · gl
(
n,C[[z]]
))
.
Thus there is a natural filtration
A =
⋃
k∈Z
A(k)
compatible with the addition and multiplication in A. Let us choose a scalar diagonal
C-subalgebra Ad of A:
C ⊂ Ad ⊂ A ∩
(
C((z)) · In
)
.
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We identify Ad as a subalgebra of C((z)). Since Ad ⊂ A and A is integral, A is a torsion-free
module over Ad. We define
rank(Ad) = GCD{ord(a) | a ∈ Ad} .
In order to avoid the extra complexity, we assume that the commutative integral domain
A and a scalar diagonal subalgebra Ad satisfy the following conditions:
Condition 2.1.
(1) rank(Ad) = 1.
(2) As a torsion-free Ad-module, A is of rank n.
Theorem 2.2. Let (Ad, A) satisfy Condition 2.1. If A satisfies further that
A(−1) = A ∩
(
z · gl
(
n,C[[z]]
))
= 0 ,
then the pair (Ad, A) defines a morphism
f : C −→ Cd
of degree n between two reduced irreducible complete algebraic curves C and Cd.
Proof. Let A
(m)
d = Ad ∩A
(m). We note that
(2.2) dimCA
(m)
d
/
A
(m−1)
d ≤ 1 .
Since Ad is of rank 1, there are elements a and b in Ad such that GCD(ord(a), ord(b)) = 1.
Let
NAd = {ord(h) | h ∈ Ad} ⊂ N = {0, 1, 2, 3, · · ·} .
Then it is easy to show that NAd contains all integers greater than
ord(a) · ord(b)− ord(a)− ord(b) .
This fact, together with (2.2) and that NAd does not contain any negative integers, imply
that
(1) Ad is a finite module over C[a, b], and
(2) b is algebraic over C[a].
Thus Spec(Ad) is an affine algebraic curve. Following [9], [12], [13] and [15], we define a
graded algebra
gr(Ad) =
∞⊕
m=0
A
(m)
d
5
and a projective scheme
(2.3) Cd = Proj(gr(Ad)) .
Let
Ad
[
1
a
]
0
=
{
h
am
∣∣∣∣ m ≥ 0, h ∈ Ad, ord(h) ≤ m · ord(a)} ⊂ C[[z]] .
Then
Ad ∩ Ad
[
1
a
]
0
= A
(0)
d = C ,
because A
(−1)
d = 0. Therefore,
(2.4) Proj(gr(Ad)) = Spec(Ad) ∪ Spec
(
Ad
[
1
a
]
0
)
,
because a regular function on Spec(Ad) that is also regular on Spec
(
Ad
[
1
a
]
0
)
is a constant.
Thus these two affine subschemes cover the whole projective scheme Proj(gr(Ad)). Since
Spec(Ad) is an affine curve, Cd is a complete algebraic curve. As is shown in the literature
cited above, Cd is a one-point completion of Spec(Ad). The z-adic formal completion of
Ad
[
1
a
]
0
⊂ C[[z]]
is equal to C[[z]]. The fact that
A
(0)
d = Ad ∩ C[[z]] = C
shows that
(2.5) Cd = Spec(Ad) ∪ {p} ,
where p ∈ Cd is the unique nonsingular geometric point of Spec(C[[z]]). Since it is the
point of Cd defined by an equation z = 0, p is a (rational) nonsingular point of Cd. Thus
Cd is a one-point completion of Spec(Ad) by a nonsingular point.
Similarly, we define
gr(A) =
∞⊕
m=0
A(m) .
Since gr(A) is a finite-rank module over gr(Ad),
(2.6) C = Proj(gr(A))
is a complete algebraic curve, and the natural inclusion
gr(Ad) ⊂ gr(A)
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defines a surjective morphism
(2.7) f : C −→ Cd .
Since A is of rank n over Ad, the degree of the morphism f is also n. This completes the
proof.
Note that A(0) is a C-subalgebra of A. It is an integral domain, and since A(−1) = 0, it
is a subalgebra of gl(n,C). Therefore, every element of A(0) is algebraic over C, and hence
A(0) = C .
Let us define
A
[
1
a
]
0
=
{
h
am
∣∣∣∣ m ≥ 0, h ∈ A(m·ord(a))} ⊂ gl(n,C[[z]]) .
Then
A ∩ A
[
1
a
]
0
= A(0) = C .
Thus
C = Proj(gr(A)) = Spec(A) ∪ Spec
(
A
[
1
a
]
0
)
because of the same reason as in (2.4). However, this time C is neither a one-point
completion of Spec(A) nor a completion by smooth points. The z-adic formal completion
of A
[
1
a
]
0
is
A
[
1
a
]∧
0
= A
[
1
a
]
0
⊗̂
Ad[ 1a ]0
C[[z]] ,
which is a module of rank n over C[[z]] because of the second item of Condition 2.1. The
formal scheme
Spec
(
A
[
1
a
]∧
0
)
= Ĉf−1(p)
is the formal completion of C along the divisor f−1(p). In general, it is not smooth. If we
consider even a larger extension
A
[
1
a
]∧
0
⊗
C[[z]]
C((z)) ,
then it is an n-dimensional vector space over the field C((z)). We can choose a C((z))-linear
basis for the above vector space from A
[
1
a
]
0
, say X1, · · · , Xn. Then
C[[z]]
[
X1, · · · , Xn
]
⊂ A
[
1
a
]∧
0
.
7
If there is an element X ∈ A
[
1
a
]
0
such that
C[[z]][X ] = A
[
1
a
]∧
0
,
then
Ĉf−1(p) = Spec(C[[z]][X ]) = Spec
(
C[[z]][t]
(chX(t))
)
,
where chX(t) ∈ C[[z]][t] is the characteristic polynomial of X . This is the case of a
spectral curve, where the covering of Spec(C[[z]]) at infinity is defined by the characteristic
polynomial chX(t). It can well be singular, but the singularity of Ĉf−1(p) is far more
general than those appearing in the case of spectral curves.
3. The geometric data and the Grassmannian.
The geometric data we deal with in this section are the following: Let C be a reduced
irreducible algebraic curve, and
(3.1) f : C −→ Cd
an algebraic morphism of degree n onto another reduced irreducible algebraic curve Cd.
Here we assume that everything is defined over the field C. We choose, once and for all, a
smooth point p ∈ Cd and an isomorphism
(3.2) Ĉd,p
∼
−→ Spec
(
C[[z]]
)
of the formal completion Ĉd,p of Cd at the divisor p and the formal scheme Spec
(
C[[z]]
)
.
The isomorphism (3.2) amounts to give a formal coordinate z of Cd such that the equation
z = 0 defines the point p.
Let L be a torsion-free sheaf on C of rank 1, and let
F = f∗L
be its push-forward, which is a torsion-free sheaf of rank n on Cd. We choose a formal
trivialization
(3.3) ψ : F|
Ĉd,p
∼
−→ O
Ĉd,p
(−p)⊕n
of the vector bundle F|
Ĉd,p
on the formal completion. We also use the same notation ψ
for
ψ : H0(Ĉd,p,F|Ĉd,p)
∼
−→ H0(Ĉd,p,OĈd,p(−p)
⊕n) =
(
C[[z]] · z
)⊕n
.
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Because of the definition, F = f∗L is an f∗OC-module of rank 1. Thus we have an
OCd -algebra homomorphism
(3.4) f∗OC −→ EndOCd (F) .
Since L is torsion-free over OC , the homomorphism (3.4) is injective. The formal trivial-
ization ψ gives the matrix representation of
End(F) = H0(Cd, EndOCd (F)) ⊂ H
0(Ĉd,p, EndO
Ĉd,p
(F|
Ĉd,p
)) = End(F|
Ĉd,p
)
around the smooth point p:
ψ∗ ⊗ ψ : End(F|
Ĉd,p
)
∼
−→ gl
(
n,C[[z]]
)
.
In particular, the coordinate ring of the curve C admits an embedding
h : H0(C\f−1(p),OC) ∼= H
0(Cd\{p}, f∗OC) →֒ H
0(Cd\{p}, EndOCd (F)) →֒ gl
(
n,C((z))
)
into a formal loop algebra. We denote by A its image:
(3.5) A = h
(
H0(C \ f−1(p),OC)
)
⊂ gl
(
n,C((z))
)
.
Let
(3.6) W = ψ
(
H0(Cd \ {p},F)
)
⊂ C((z))⊕n ,
and
(3.7) γW : W −→
C((z))
⊕n(
C[[z]] · z
)⊕n
be the natural projection. Since ψ gives an isomorphism
H0(Ĉd,p,F|Ĉd,p)
∼=
(
C[[z]] · z
)⊕n
,
we have a canonical isomorphism
(3.8) H0(Cd,F) ∼= Ker(γW ) .
Similarly, the covering cohomology computation
H1(Cd,F) ∼=
H0(Ĉd,p \ {p},F|Ĉd,p)
H0(Cd \ {p},F) +H0(Ĉd,p,F|Ĉd,p)
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gives
(3.9) H1(Cd,F) ∼= Coker(γW ) .
For more detail of this computation, see [13]. Motivated by (3.8) and (3.9), we define the
infinite-dimensional Grassmannian by
Grn = {W ⊂ C((z))
⊕n | γW of (3.7) is Fredholm} .
We note that the Fredholm condition automatically implies that W is a closed subset of
C((z))
⊕n
with respect to the product topology of the Krull topology in C((z)). The big-
cell Gr+n is defined to be the subset of Grn consisting of points W such that γW is an
isomorphism.
Let us denote by G the collection of the geometric data
(3.10)
〈
f : C → Cd,L, p, z, ψ
〉
described above. We identify
(3.11)
〈
f ′ : C′ → C′d,L
′, p′, z′, ψ′
〉
with (3.10) if there is an isomorphism
j : Cd
∼
−→ C′d
such that (3.10) is the pull back of (3.11) via j. We have shown that a collection of
geometric data (3.10) gives rise to a collection
(3.12)
〈
i : Ad →֒ A,W
〉
of algebraic data, where A and W are as in (3.5) and (3.6), and
(3.13) Ad = h(f
∗(H0(Cd \ {p},OCd))) ⊂ A ⊂ gl
(
n,C((z))
)
.
Of course by definition Ad ⊂ C((z)), and the inclusion Ad ⊂ A is the scalar diagonal
embedding. The set of all algebraic data (3.12) is denoted by A. We call the map
(3.13) µ : G ∋
〈
f : C → Cd,L, p, z, ψ
〉
7−→
〈
i : Ad →֒ A,W
〉
∈ A
the cohomology map, because of the association (3.5) and (3.6).
From (3.8) and (3.9) we see that the image
〈
i : Ad →֒ A,W
〉
of µ has a point W of the
big-cell Grassmannian Gr+n if and only if
(3.14) H0(C,L) = H1(C,L) = 0 ,
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because
Hi(C,L) ∼= Hi(Cd,F) .
Let us denote by G+ the set of geometric data satisfying (3.14), and by A+ the set of
algebraic data such that W ∈ Gr+n . Then we have a map
µ : G+ −→ A+ .
If C is non-singular, then a general line bundle L on C of degree g(C)− 1 satisfies (3.14),
where g(C) denotes the genus of C. If C is singular, then let
r : C˜ −→ C
be the normalization of C. Choose a line bundle L˜ on C˜ with vanishing cohomology groups,
and define
L = r∗(L˜) .
Then L is a torsion-free sheaf of rank 1 on C satisfying (3.14).
4. The Grassmannian and the pseudodifferential operators.
In order to embed the coordinate ring A of an algebraic curve C into the ring of matrix
ordinary differential operators, we need the theory of matrix pseudodifferential operators.
Let us denote by
E =
(
C[[x]]
)
((∂−1))
the set of all pseudodifferential operators with coefficients in C[[x]], where ∂ = d/dx. This
is an associative algebra and has a natural filtration
E(m) =
(
C[[x]]
)
[[∂−1]] · ∂m
by the order of operators. We can identify C((z)) with the set of pseudodifferential oper-
ators with constant coefficients, where z = ∂−1:
C((z)) = C((∂−1)) ⊂ E .
There is also a canonical projection
(4.1) ρ : E −→ E/Ex ∼= C((∂−1)) = C((z)) ,
where Ex is the left-maximal ideal of E generated by x. In an explicit form, this projection
is given by
(4.2) ρ : E ∋ P =
∑
m∈Z
∂m · am(x) 7−→
∑
m∈Z
am(0)z
−m ∈ C((z)) .
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It is obvious from (4.1) that C((z)) is a left E-module. The action is given by
P · v = P · ρ(Q) = ρ(PQ) ,
where v ∈ C((z)) = E/Ex and Q ∈ E is a representative of the equivalence class such that
ρ(Q) = v. We also use the notations{
D =
(
C[[x]]
)
[∂]
E(−1) =
(
C[[x]]
)
[[∂−1]] · ∂−1 ,
which are the set of linear ordinary differential operators and the set of pseudodifferential
operators of negative order with scalar coefficients, respectively. Note that there is a
natural right
(
C[[x]]
)
-module direct sum decomposition
(4.3) E = D ⊕ E(−1) .
According to this decomposition, we write P = P+ ⊕ P−, where P ∈ E, P+ ∈ D, and
P− ∈ E(−1).
Now consider the matrix algebra gl(n,E), which is the algebra of pseudodifferential
operators with coefficients in matrix valued functions. This algebra acts on the vector
space V = C((z))
⊕n ∼=
(
E/Ex
)⊕n
from the left. It therefore induces an infinitesimal
action of gl(n,E) on the Grassmannian Grn. The decomposition (4.3) induces
V = C[z−1]⊕n ⊕
(
C[[z]] · z
)⊕n
after identifying z = ∂−1, and the base point C[z−1]⊕n of the Grassmannian Grn is the
residue class of D⊕n via the projection E⊕n −→ E⊕n
/(
Ex)⊕n. Therefore, the gl(n,D)-
action on V preserves C[z−1]⊕n. The two theorems we need are the following:
Theorem 4.1. A pseudodifferential operator P ∈ gl(n,E) with matrix coefficients is a
differential operator, i.e. P ∈ gl(n,D), if and only if
P · C[z−1]⊕n ⊂ C[z−1]⊕n .
Theorem 4.2. Let S ∈ gl(n,E) be a monic zero-th order pseudodifferential operator of
the form
(4.4) S = In +
∞∑
m=1
sm(x)∂
−m ,
where sm(x) ∈ gl
(
n,C[[x]]
)
. Then the map
σ : Σ ∋ S 7−→W = S−1 · C[z−1]⊕n ∈ Gr+n
gives a bijective correspondence between the set Σ of pseudodifferential operators of the
form (4.4) and the big-cell Gr+n of the Grassmannian.
Proofs of these theorems are given in [9].
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5. Constructing commuting differential operators from the geometric data.
Once the theory of pseudodifferential operators is established, the passage from the
geometry of curves to the ring of differential operators is straightforward. Let〈
f : C → Cd,L, p, z, ψ
〉
∈ G+
be a collection of geometric data with (3.14), and let〈
i : Ad →֒ A,W
〉
= µ
(〈
f : C → Cd,L, p, z, ψ
〉)
be the corresponding algebraic data. Then we have
W ∈ Gr+n ,
thus it corresponds to an invertible matrix pseudodifferential operator S ∈ Σ as in Theo-
rem 4.2:
(5.1) W = S−1 · C[z−1]⊕n .
Since W is an A-module, we have
(5.2) A ·W ⊂W .
The identification z = ∂−1 makes the coordinate ring A a subalgebra of pseudodifferential
operators with constant coefficients:
A ⊂ gl
(
n,C((z))
)
= gl
(
n,C((∂−1))
)
⊂ gl(n,E) .
Let
B = S ·A · S−1 ⊂ gl(n,E)
be the conjugate algebra of A in gl(n,E) by the operator S. Then from (5.1) and (5.2),
we have
(5.3)
B · C[z−1]⊕n = S ·A · S−1 · C[z−1]⊕n
= S ·A ·W
⊂ S ·W
= C[z−1]⊕n .
Therefore, from Theorem 4.1, the ring B consists of differential operators:
B ⊂ gl(n,D) .
This completes the proof of Theorem 1.1. We remark that the curve C does not have to
be irreducible for this construction.
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6. Spectral curves as an example.
The theory of spectral curves by Hitchin [6] and Beauville, Narasimhan and Ramanan [2]
provides a method of giving a collection of geometric data that satisfies all the conditions
of Theorem 1.1. We start with a smooth algebraic curve Cd and a point p of Cd. Choose
a vector bundle F on Cd of rank n and degree n · (g(Cd)− 1) such that
H0(Cd,F) = H
1(Cd,F) = 0 .
We also need a formal trivialization ψ of F as in (3.3).
Following Markman [11], let us choose a line bundleN on Cd of degree at least 2g(Cd)−2.
The original choice is the canonical line bundle, but any sufficiently positive N will do for
our purpose. Finally, we have to fix a Higgs field
φ ∈ H0(Cd,N ⊗ End(F)) .
A Higgs field can be identified with a sheaf homomorphism φ : F −→ F⊗N , which induces
a homomorphism
∧iφ :
i∧
F −→
i∧
F ⊗N i .
We call trace(∧iφ) ∈ H0(Cd, L
i) the i-th characteristic coefficient of φ. We use the notation
(6.1) ch(φ) = (trace(∧φ), trace(∧2φ), · · · , trace(∧nφ)) ∈
n⊕
i=1
H0(Cd,N
i)
to denote the characteristic coefficients of φ.
Consider the sheaf of symmetric algebras Sym(N−1) on the curve Cd generated byN
−1.
Then Spec(Sym(N−1)) is the total space |N | of the line bundle N . The i-th characteristic
coefficient si ∈ H
i(Cd,N
i) gives a homomorphism si : N
m −→ Nm+i. Let Is be the sheaf
of ideals of Sym(N−1) generated by
(6.2)
(
1− s1 + s2 − s3 + · · ·+ (−1)
nsn
)
⊗N−n .
Then the quotient Sym(N−1)/Is is a sheaf of algebras of relative dimension zero. We
define the spectral curve by
(6.3) Cs = Spec
(
Sym(N−1)/Is
)
.
In a more geometric language, the spectral curve Cs is a subvariety of |N |, where |N | is
considered to be an open algebraic surface. The projection of |N | onto Cd defines a natural
map
fs : Cs −→ Cd
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of degree n. Its fiber at q ∈ Cd is the set of solutions of the polynomial equation(
1− s1 + s2 − s3 + · · ·+ (−1)
nsn
)
⊗ yn = yn − s¯1y
n−1 + s¯2y
n−2 − · · ·+ (−1)ns¯n = 0
evaluated at q, where y ∈ N−1 is a linear coordinate of the fiber of N , and
s¯i = si ⊗ y
i ∈ N i ⊗N−i = OCd
is a regular function defined locally near q ∈ Cd. This polynomial equation is also the
characteristic equation of the homomorphism φ : N−1 −→ End(F) at q when ch(φ) = s.
Note that the homomorphism
φ : N−1 −→ End(F)
induces an algebra homomorphism
Sym(N−1) −→ End(F) .
This algebra homomorphism factors through OCs = Sym(N
−1)/Is if ch(φ) = s, which
gives a Sym(N−1)/Is-module structure in F . Since the rank of Sym(N−1)/Is over OCd is
n, F defines a line bundle over Cs, which we denote by Ls. It is clear that (fs)∗(Ls) = F .
Thus we have constructed a desired geometric data〈
fs : Cs → Cd,Ls, p, z, ψ
〉
∈ G+ .
7. From differential operators to geometry.
Let B ⊂ gl(n,D) be an integral domain that satisfies the condition of Theorem 1.2. It
is easy to show that
Lemma 7.1. There is an element S ∈ Σ such that
P = S · In · ∂
r · S−1 ,
where r is the order of P as a monic elliptic ordinary differential operator.
The operator S relates the ring of differential operators to the formal loop algebras:
A = S−1 ·B · S ⊂ gl
(
n,C((z))
)
,
where z = ∂−1. This is because every element of A commutes with In · ∂r, and hence it
has constant coefficients. Similarly, we define
Ad = S
−1 ·Bd · S ⊂ gl
(
n,C((z))
)
.
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Since Bd ⊂ C((P
−1/r)), we have
Ad ⊂ In ·C((z)) ,
i.e., it is a scalar diagonal subalgebra of A. By definition, the pair (A,Ad) satisfies Condi-
tion 2.1. Thus by Theorem 2.2, we have a degree n morphism
f : C −→ Cd ,
where Cd is a one-point completion of Spec(Ad) with a smooth point p.
We still have to construct a torsion-free rank one sheaf L on C. Note that D⊕n is a left
gl(n,D) right C[[x]] bimodule. We consider D⊕n as bimodule over B⊗C[[x]], accordingly.
Similarly, In ·D is a bimodule over Bd⊗C[[x]]. It is known [15] that this module structure
gives rise to a rank one sheaf on Cd × Spec(C[[x]]). Since D⊕n is rank n over D and B is
rank n over Bd, we conclude that B⊗C[[x]]-bimodule D⊕n defines a torsion-free rank one
sheaf on C × Spec(C[[x]]). Restricting it to C = C × {0}, we obtain a torsion-free rank
one sheaf L defined on C. The vanishing of the cohomology groups (3.14) can be proved
in a similar method developed in [9] and[13]. This completes the proof of Theorem 1.2.
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