ABSTRACT. The definitions and basic properties of Gelfand-Kirillov dimension are extended to algebras over a field which are not necessarily associative. The results are applied to the algebra of polynomial functions on an arbitrary finite dimensional algebra to obtain polynomial growth (i.e. integral G-K dimension) for these algebras. The G-K dimension of the polynomial algebra in one indeterminate is shown to be constant on the category of all finite dimensional nomial extensions of an associative algebra.
I. Introduction. The algebra of polynomial functions as an arbitrary algebra was introduced in [10] where an elegant generalization of the fundamental theorem of algebra was obtained for polynomial functions in one indeterminate over an arbitrary finite dimensional algebra. This structure was further investigated in [4] where it was shown that a certain amount of classical Galois theory over fields could be extended to arbitrary finite dimensional algebras.
As is the case in the category of commutative, associative, unital R-algebras, the algebra of polynomial functions on a nonassociative algebra is a free object in a naturally arising category of, not necessarily associative, algebras (namely the category of algebras with nomial homomorphisms [3, 11 D. In case the algebra is a commutative field, its algebra of polynomial functions on a set X agrees with the usual polynomial ring and it is well known [1] that its Gelfand Kirillov dimension (henceforth G-K dimension) is equal to the common value of the transcendence degree of the rational function field and Krull dimension. It is, therefore, natural to investigate the G-K dimension of algebras of polynomial functions. To that end, the definitions and basic properties of G-K dimension have been adapted to handle nonassociativity.
§II describes the extension of G-K dimension to nonassociative algebras. The treatment follows [1] , and the reader is referred there or to [8, , for complete proofs in the associative case.
A great deal of information regarding the structure of an algebra can be recovered from its multiplication algebra, and the structure of the algebra as a faithful left module for its multiplication algebra [5] . The G-K dimension of an algebra computed as a module for its multiplication algebra is discussed in §III.
The algebra of polynomial functions on an algebra A in a set X is described in §IV, in order to keep the exposition as self-contained as possible. Some new technical results, needed for the computation of the G-K dimensions are presented.
The structure theory of finite dimensional associative algebras carries over nicely to the algebra of polynomial functions when the base algebra is associative, allowing for a relatively easy proof of polynomial growth. The proof of the special case is included in §V since it is similar to, but less technically obscure than, the general argument. Moreover, the proof for the associative case allows for the proof, in §VII, that Dim A (x) = Dim B (x) for all nomial extensions B of the associative algebra A. Finally, the polynomial algebra of an associative algebra and its homomorphic images provide a source of infinite dimensional examples of associative algebras whose structures are strongly controlled by that of the finite dimensional base algebra.
§VI contains the proof that for arbitrary finite dimensional A and finite set X, Dim A( X) is a nll-tural number.
§VII introduces the category of algebras with nomial morphisms. It is proved there that Dim - (x) is an invariant on the category of finite dimensional nomial extensions of an associative algebra. It is conjectured that the result holds for arbitrary finite dimensional algebras.
Certain foundational results on the algebra of polynomial functions and nomial homomorphisms first appeared in [11] . Since that source may be difficult to obtain, reference is also made to [3] for further details about these results. § §II -VI were part of ~he author's dissertation written under the supervision of Professor Helmut Rohrl at the University of California, San Diego. The author wishes to thank Professor Rohrl for his guidance in that effort and for his continued invaluable assistance. The author wishes also to thank Professor Adrian Wadsworth for his careful reading of a preliminary version and his many valuable criticisms.
II. Preliminaries on G-K dimension. Let k be an infinite field. A k-algebra A is a k-vector space together with a vector space homomorphism JL: A ® k A ~ A giving the multiplication. The JL will be suppressed throughout, and JL (a ® b) will be denoted ab, except for the following convention. If ai' a 2 , .•• , an E A and f3(n) is a bracketting of n symbols, the result of multiplying a 1 , •.. , an according to f3(n) will be denoted JLp(n)(a 1 , ..• , an). If X is a set, k{ X} will denote the free nonassociative algebra on X. A k-algebra will be called finite type if it is a homomorphic image of k{ X} for some finite set X.
Given a finite type k-algebra A, a filtration of A by finite dimensional subspaces v" is constructed as follows: let V be a finite dimensional subspace of A containing a set of algebra generators. Set
f3(i) runs through all possible brackettings of i symbols}. Set Vn = Ll,;; i,;; nVi.
Clearly, A = U n ;>lv", and n ~ dv(n) = dimkv" is a monotone nondecreasing function on the natural numbers N.
The ordering on ~ = {f: N ~ N I f is nondecreasing}, given by f ~ g iff there is
an mEN with f(u) ~ g(mn) for all n, induces an equivalence relation -on ~ given by f -g iff f ~ g and g ~ f. Certain of the estimates on G-K dimension and superdimension proved in [1, paragraph 2] which carry over to arbitrary algebras can be obtained by considering the number of ways to bracket n symbols. An application of Stirling's formula yields that this number C n = (2n -l)-le n ,;-l), the nth Catalan number, is bounded by k n /(2n -1)3/2, where k is a constant independent of n. (2) w(A) ~ w(n --+ en).
PROOF. For (1) it suffices to consider A finite type. If A is finite dimensional, then for some n, v;, = V n + 1 for all i, which shows
SO that
where k is a constant independent of n. (3) follows immediately from (2) . D For associative algebras, the converse to assertion (1) is also true. In contrast is the following nonassociative algebra, generated by a single element which is infinite dimensional with G-K dimension equal to zero. Let A = k {x}, the free nonassociative algebra on the generator x, and I the ideal in A generated by
The following sequence of elements of A:
survive modulo I and in fact A/I:; EB;~okx2i, where ii denotes the image of a E A in A/I. A/I is generated by V = kx, and Thus dv(n) ~ 1 + log2n for all n, and i = 2 J , otherwise.
The bounds in (3) are sharp as the free associative, nonassociative, and Lie algebras on two or more generators all have superdimension equal to one. For example, let A be the free Lie algebra on generators x and y. V=kx+ky,
Using the Lie identities one shows that 
and Dim A ® B = Dim A + DimB. 0
The following lemma provides some information on the behavior of G-K dimension under restriction and extension of scalars. 
Clearly, A has the structure of a left vI(A)-module, and hence a Gelfand Kirillov dimension as a module for vI (A) . The definition of the G-K dimension of a module is included to make the exposition self-contained. More details can be found in [7 or 8, Chapter 5].
Let A be a finite type, associative unital k-algebra and M a finitely generated left A-module. Let V be a finite dimensional generating subspace of A and U a finite dimensional subspace of M generating M as a left A-module. Construct a filtration of M by finite dimensional subspaces U; as follows:
i~n Clearly, the function d~(n) = dimk(U n ) is monotone nondecreasing on the natural numbers, and a routine argument shows that its growth is independent of both U and V. Most of the following proposition appears in [7] . PROOF. For (1)-(4) see [7] . (1) and (5) 
IV. The algebra of polynomial functions on a nonassociative algebra. Given an arbitrary algebra A over a commutative, associative unital ring R, the algebra of formal polynomials in a set X is the solution to the following universal problem: for all R-algebras B with an R-algebra homomorphism 1/;: A --+ B and a set map </>: Full details can be found in [10] , but it should be noted that A( X)fl can be realized as R{X}UA, and thus its elements are represented as R linear combinations of formal words whose letters come from A U X, and are bracketted in a meaningful way.
Evaluation of a formal polynomial amounts to a set map e: X --+ A which, together with id: A --+ A, induces an algebra homomorphism e*: A(X)fl --+ A. A formal polynomial P is called inessential if e*(P) = 0 for all e: X --+ A. The ideal no: x~ A kere* is denoted In(A, X) and the quotient A(X)nlIn(A, X) is the algebra of polynomial functions on A in the set X, denoted A( X). When X = {x} we write A(x) in place of A( {x}).
In case R contains an infinite field, a Vandermonde determinant argument [10 or 3] shows that In(A, X) is a homogeneous ideal with respect to the grading by degree in X, so that A( X) inherits this grading. Certain formal properties of A( X) needed in the subsequent development are collected in the following proposition. Their proofs can be found in [11 or 3] . With the identifications Aa >-+ ax and P a >-+ xa, it is apparent that vH(A) can be identified with the submodule A(X)(I) of A(x) consisting of polynomial functions of degree one in the single indeterminate x.
In case A is free as an R-module, R6hrl [10] proved the following embedding theorem which allows for a convenient representation of polynomials in A( X) and brings the study of their zeros into the realm of classical algebraic geometry [10, 4] . An immediate consequence of (2.3) and (4.2) is that for A finite dimensional over a field, the growth of
It should be noted that if A is commutative, associative, unital, then A (X) ~ A[ X] the ordinary polynomial ring over A. Since G-K dimension agrees with Krull dimension [1] 
be a finite dimensional algebra over a field. Then y( A (X») = ker(A(X) ~ (A/y(A))(X)).

PROOF. Let P E y(A(X») and e: X ~ A. Since e*(m(p)) = m(e*(p)), we obtain e*(P) E y(A); hence, by (4.3), y(A(X») c ker(A(X) ~ (A/y(A))(X).
Conversely, suppose e*(P) E y(A) for all e: X ~ A. Again e*(m(p)) = rn(e*(P)) shows e*(P) E y(A). 0
In 
1) An algebra A is said to be a subdirect product of a family { Ai: i E I} of algebras provided A is isomorphic to a subalgebra of the product
Pj n i E fAi and the composition A ~ n i E fAi ~ Ai is surjective for all j E I, where Pi is the jth projection. (2) A is said to be subdirectly irreducible provided that in every representation of A as a subdirect product e: A ~ n i E fAi' Pi 0 e is an isomorphism for at least one j.
Otherwise A is said to be subdirectly reducible.
It should be noted that subdirect reducibility is equivalent to no * fll.A I = (0) since in this case, the homomorphism no * hA qf: A ~ no * hA A/lis injective, where qf: A ~ A/I is the canonical map. Thus sub direct irreducibility is equivalent to the existence of a unique nonzero minimal ideal. 
. ,e i ,).
l~il,···,il:r;;;.d
Evidently, the x~ term is nonzero. Thus k ® I is isomorphic to a direct sum of simple
is isomorphic to a direct sum of ideals, again contradicting (2). If A is simple, but not strictly simple, then A is strictly simple viewed as an algebra over its centroid Z, a proper field extensions of k. In this case,
v. Integrality theorem for associative algebras. Let A be an associative unital algebra finite dimensional over the field k. Since 
, we will assume that k is algebraically closed. Denote by J the Jacobson radical of A. Then A/J == nRi where the Ri are simple k-algebras. The Wedderburn principal theorem asserts that A has a separable sub algebra S isomorphic to niRi so that A == S Ell J. Moreover, one easily shows [3] that Is = 1 A • We identify each Ri with its image in S. 
The Wedderburn decomposition of
By ( 
Since any monomial in 
The algebra T2 i x) has the explicit representation
from which DimT2,ix) = 2 is clear. By a result of Lorenz and Small [9] , Tn ix) is not both right and left Noetherian if n> 1, since Dim Tn,ix)IJ = DimIlki[x i ] = 1 < DimTn,ix) = n. From the representation above, it is clear that Tn,k( x) is neither right nor left noetherian.
VI. The integrality theorem for general algebras. As in §V, the base field is assumed to be algebraically closed, and A is assumed to be a finite dimensional k-algebra. 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where q is the quotient homomorphism. , and the condition that algebra homomorphisms extend to the algebra of polynomial functions leads to the notion of a nomial homomorphism [11 or 3] . Given a homomorphism 1/;: A ~ B of arbitrary R-algebras and any set X, I/; together with the set map X ~ B( X) given by X ~ X induces an algebra homomorphism I/; x,n: A( X)n ~ B( X). In other words, I/; is nomial provided I/; extends to a homomorphism I/; x: A( X) ~ B( X) which agrees with I/; in degree O. (7. 2) THEOREM [11] . It is conjectured that Theorem (7.3) holds in the full generality of the category of finite dimensional, not necessarily associative, algebras with nomial homomorphisms.
