This paper deals with the study of the well-posedness of a mixed fractional problem for the wave equation defined in a bounded space domain. The fractional time derivative is described in the Caputo sense. We prove the existence and uniqueness of solution as well as its dependence on the given data. Our results develop and show the efficiency and effectiveness of the functional analysis method when we deal with fractional partial differential equations instead of the nonfractional equations which have been extensively studied by many authors during the last three decades. c 2017 All rights reserved.
Introduction
Many encountered problems in science and engineering cannot be modeled by classical partial differential equations. Fortunately, researchers could find a solution for this dilemma. They have discovered a new generation of more general differential equations, the so-called fractional differential equations. These type of equations have been successfully used in modeling many problems in fluid flow and many other different processes and systems such as physical and biological ones. This type of equations appears also in classical mechanics, quantum mechanics, nuclear physics and many other fields. See for example [4, 6-10, 16, 18, 19, 30] . Fractional calculus takes care of the study and applications of integrals as well as time and space derivatives of arbitrary fractional order. If in the ordinary wave equation, we replace the time derivative by the fractional derivative, we obtain the fractional order wave equation. A gold mine of fractional calculus and its essentials can be found in [14, 24, 30, 31] . Most of the fractional order ordinary or partial differential equations have not analytic and exact solutions, therefore many researchers have used numerical methods and techniques to solve time and space fractional initial and boundary value problems and equations. See for example [1, 2, 5, 11-13, 24, 26-28] . Our problem can be placed in the category of fractional order hyperbolic equations, it is in fact a fractional diffusion wave equation with Bessel operator. In the equation (2.1) below, the order β = 1 + α of the time derivative can be any real number in the interval [0, 2] . The interval (0,1] indicates the diffusion phenomenon, while the interval (1, 2] indicates the wave propagation phenomenon. This type of equations can model the propagation of mechanical waves in viscoelastic medium [17, 20, 21] , electromagnetic acoustic, and mechanical responses [29] .
We organize the contents of this paper in the following way: In Section 2, we give the setting of the problem and display different types of fractional derivatives needed in this paper. Section 3 is devoted to some preliminaries and some crucial tools needed in the next sections, we also reformulate the posed problem and write it in an operator form which helps establishing some a priori estimates and proving some density results. In Section 4, we prove the uniqueness of the strong solution and its dependence on the given data of the posed problem. This is done by obtaining some a priori bounds based on certain functional differential operator multipliers. In Section 5, we prove the existence of the solution of the problems (2.1), (2.2), (2.3) . That is we prove that the closure of the range of the operator L generated by the considered problem is dense in the Hilbert space Y having the norm (3.1) defined below.
Problem setting
In the rectangle Q = (0, 1) × (0, T ), T < ∞, we consider the time fractional initial boundary value problem
1)
where H(x, t), and f(x, t) are given functions that satisfy certain conditions which will be specified later on.
In our work, we better use Caputo derivative concept rather than Riemann-Liouville derivative, since the initial value of the fractional equation with Caputo derivative is the same as that of integer differential equation.
The operator C ∂ α+1 t denotes the Caputo fractional derivative of order 1 + α, with α ∈ (0, 1) defined by
where Γ (1 − α) is the well-known Gamma function.
We assume that there exists a solution belonging to the space C 2,2 (Q), the set of functions together with their partial derivatives of order 2 in x and t are continuous on Q.
The Riemann-Liouville integral of order 0 < α < 1 is defined by
For more and ample information see [10, 30] .
Our work can be considered as a further elaboration and generalization of the results obtained in [3] , where the author proved the uniqueness of solution of an initial boundary value problem for a fractional wave equation subject to some homogeneous initial and classical boundary conditions. In our case, we have proved the uniqueness as well as the existence of solution for a mixed problem with Bessel operator.
Preliminaries
The following tools are crucial for proving our results. 
where the functions a(t) and b(t) are summable and nonnegative on [0, T ]. Then
Lemma 3.1 can be generalized as follows.
Lemma 3.2 ([3]). Let a nonnegative absolutely continuous function h(t) satisfy the inequality
for almost all t ∈ [0, T ], where c 1 is positive and c 2 (t) is an integrable nonnegative function on [0, T ]. Then
where
,
are the Mittag-Leffler functions.
Lemma 3.3 ([3]). For any absolutely continuous function w(t) on the interval [0, T ], the following inequality holds
are nonnegative functions on (0, T ), F 1 (t) and F 2 (t) are integrable functions, and F 3 (t) is nondecreasing on (0, T ), then it follows from
The Cauchy ε-inequality is
where A and B are positive numbers. We need the following function spaces:
and the weighted Sobolev space W 1,0 2,µ (Q) with scalar product
We also use the weighted space on (0, 1) such as L 2 µ (0, 1) and W 1 2,µ (0, 1) whose definitions are analogous to the spaces on Q.
For establishing the existence and uniqueness of solution of the problems (2.1)-(2.3), we write it in its operator form. This allows us to obtain some energy inequalities needed for our proofs.
The solution of the problems (2.1)-(2.3) can be regarded as the solution of operator equation
with L = (L, l 1 , l 2 ), and L : B → Y is an unbounded operator with domain of definition
where B is a Banach space of the functions u endowed with the finite norm
and Y is the Hilbert space constituting of the elements W =(f, ϕ, ψ) equipped with the norm
Here L is the differential operator
Uniqueness of solution and its dependence on the given data Theorem 4.1. Assume that the function H(x, t) satisfies the conditions
where c j , j = 1, 2, 3, 4 are positive constants. Then for any u ∈ D(L), and f(x, t) ∈ C(Q ), the solution of the problems (2.1)-(2.3) verifies the inequalities
for all u ∈ D(L), where
.
Proof. For u ∈ D(L), we consider the identity
Boundary and initial conditions (2.2) and (2.3), yield
Substitution of (4.5), (4.6), (4.7) into (4.4), gives
Thanks to Lemma 3.3 in [3] which allows us to estimate the first term on the LHS of (4.8) as follows
Conditions (ii) in (4.1), Cauchy ε-inequality and combination of inequality (4.9) and equality (4.8), yield This achieves the proof of estimate (4.2). By replacing t by τ and integrating both sides of (4.10) with respect to τ from 0 to t and using condition (i) in (4.1), we obtain
If we discard the first term on the LHS in (4.11) and apply Lemma 3.1 in [15] by taking
and
Now by discarding the last term on the LHS of (4.11) and using (4.12), we get
Lemma 3.2 can now be applied, where we have
In this regard, we have the estimate
Combination of inequalities (4.11), (4.12), and (4.13) gives
(4.14) where
The inequality
Since the right-hand side of (4.15) does not depend on t, we can replace the left-hand side by its upper bound with respect to t over (0, T ) which finishes the proof of estimate (4.3) from which we deduce the uniqueness and continuous dependence of the solution of the problems (2.1)-(2.3) on the given data.
Before proceeding to the proof of the existence of the solution of the problems (2.1)-(2.3), we mention some consequences of the estimate (4.3).
We can deduce from the a priori estimate (4.3) that there exists an inverse non bounded operator
Since the range of L is a subset of Y, we construct its closure L so that the estimate (4.3) holds for the extension and that the range of L coincides with the whole space Y. In this regard, we can show that L : B → Y admits a closure as stated in the following. Proof. The proof is similar to that in [22] .
We then define the strong solution of the problems (2.1)-(2.3) as the solution of the operator equation:
and the estimate (4.3) can be extended to 
Solvability of the posed problem
To prove the existence of solution of our problems (2.1)-(2.3), we use a density argument. In fact, we demonstrate that the range R(L) of the operator L is dense in Y for every element w in the Banach space B.
We now state the results of the existence of solution of our fractional problems (2.1)-(2.3). Proof. Estimate (4.16) asserts that, if a strong solution of (2.1)-(2.3) exists, it is unique and depends continuously on the data. Corollary 4.3 says that in order to prove that problem (2.1)-(2.3) admits a strong solution for any W = (f, ϕ, ψ) ∈ Y, it suffices to show that the closure of the range of L is dense in Y. We first prove the following special case of density
then G is zero a.e in the domain Q.
Proof. Equation (5.1) implies
Let p(x, t) be a function satisfying conditions (2.2) and (2.3) and such that
we then set
Let us now consider the function
It is quite obvious that the function G(x, t) belongs to L 2 (Q).
Equations (5.3) and (5.4) lead to
Put in mind that the function p verifies the boundary and initial conditions (2.2) and (2.3), then we have
Insertion of equations (5.6), (5.7), (5.8) into (5.5), yields
(5.9) Lemma 3.3 allows us to estimate the first term on the LHS of (5.9) as follows By replacing t by τ in (5.11) and then integrating with respect to τ from 0 to t, we obtain Consequently, inequality (5.14) implies that G is zero a.e in Q.
To complete the proof of Theorem 5.1, we assume that for (Ψ, ω 1 , ω 2 ) ∈ R(L) ⊥ , we have The fact that the ranges of the trace operators l 1 and l 2 are respectively dense in the spaces W 1 2,µ (0, 1) and L 2 µ (0, 1), we conclude from (5.17) that ω 1 = 0, ω 2 = 0, and Theorem 5.1 then follows.
