Optimal design of large engineering systems modeled as nonlinear programming problems remains a challenge because increased size reduces reliability and speed of numerical optimization algorithms. Moreover, engineering tradeoffs implied by the computed numbers may not be adequately interpretable. Decomposition of the original model into smaller coordinated submodels is then desirable or even necessary. The article presents a methodology for optimal model-based decomposition of design problems, whether or not initially cast as optimization models. The overall model is represented by a hypergraph and is optimally partitioned into weakly-connected subgraphs that can satisfy partitioning constraints. The formulation is robust enough to account for computational demands and resources, and strength of interdependencies between the simulation modules contained in the model. This decomposition methodology is applied to a vehicle powertrain system design model comprising of engine, torque converter, transmission, and wheel-tire assembly, with 87 design relations and 119 design and state variables. 
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INTRODUCTION
Optimization methods have been applied with practical success to automotive vehicle powertrain components using well-developed and calibrated simulations (e.g., Tzannetakis et al., 1994) and have now become common product development tools. Difficulties arise when we start considering design of the powertrain system. In general, the size of the problem becomes too large (more than one hundred variables) to expect reliable results from numerical optimization algorithms given known model nonlinearities. Different computational modules (simulations) coupled through design and state variables must be used. Even when numerical results are successfully obtained one may not be able to readily interpret the engineering tradeoffs implied. Moreover, simulation programs are typically developed by groups within diverse functional units at different company divisions or locations and with a strong feeling of software ownership. Integration of software under a systems umbrella requires strong cooperation among these groups. These observations have motivated the present work but are not peculiar to automotive systems.
Breaking up the optimization model into smaller submodels must employ rigorous decomposition and coordination strategies (see Figure 1 and further discussion below). Besides improved coordination and communication, decomposition allows for conceptual simplification of the design, parallel computation, modularity, simpler and more efficient computational procedures, and different solution techniques for individual subsystems. Decomposition strategies in the design and optimization literature are commonly classified as object (by physical components), aspect (by knowledge domains), and sequential (by directed flow of elements or information) decomposition. Object and aspect decomposition assume a "natural" decomposition of the problem. However, drawing "boundaries" around physical components and subassemblies is very subjective, while division by specialties (knowledge domains) may be dictated by management considerations that fail to account for disciplinary coupling. Sequential decomposition presumes unidirectionality of design information flow that contradicts the cooperative behavior desirable in concurrent engineering. Finally, computational resources often dictate in practice design strategies for large systems whose simulations may require days of computation on workstations or use of massively parallel machines-a requirement difficult to address in the decomposition strategies above.
Optimal model-based decomposition (OMBD) aims at solution of large-scale design problems (with 100-10,000 variables and constraints). Model-based decomposition allows identification of weakly-connected structures implicit in the mathematical design model that can satisfy high-level design requirements such as concurrency, modularity, and robustness, as well as availability of computational resources. A functional representation of all design relations is required although the precise form of the functions is not needed for decomposition. The design model is then represented as a hypergraph and the optimal model-based decomposition problem is formulated as a hypergraph partitioning problem. The representation and formulation are robust enough to account for computational demands of the modules in the system model, the strength of their interdependencies, and the available computational resources; so constraints on the decomposition problem itself can be imposed. This approach makes use of recent advances common to such diverse areas as graph theory, VLSI design, computational mechanics, and parallel computing that are very relevant to solution of the OMBD problem and of the attendant large scale optimal design one.
How to solve already partitioned problems for increased computational efficiency and robustness has been extensively studied in operations research but not how to partition a model in the first place. A recent review can be found in Wagner (1993) and Wagner and Papalambros (1993a) . Design researchers have studied decomposition for improving coordination and information transfer across multiple disciplines (Balling and Sobieszczanski-Sobieski, 1994; Kramer et al., 1994; Kroo et al., 1994) and for streamlining the design process (Eppinger et al., 1992 (Eppinger et al., , 1994 Wang, 1993a, 1993b; Rogers, 1989; Steward, 1981) applying sequential decomposition to the design sequence.
The present work was motivated by the undirected graph representation of the optimal design problem used by Wagner and Papalambros (1993a, 1993b) . Mathematical relations and design and state variables are depicted by the vertices and edges of the graph, respectively.
Identification of "linking" or "coordinating" variables y leads to independent design subproblems that correspond to connected components in the graph when linking variables are deleted. The remaining variables in each subgraph are "local" variables x k of the corresponding subproblem k.
Heuristic acceptability criteria were used to select appropriate linking variables (resulting in a heuristic decomposition strategy). A mathematical programming coordination strategy is then used to solve the original problem as a set of smaller subproblems solved independently but coordinated by a master problem. In hierarchically partitioned problems, Figure 1 (a), the master problem is solved for the linking variables y * which are then input as parameters to the subproblems. Information on the dependence of the local variables with respect to the linking variables is fed back to the master problem. Subproblems may be recursively partitioned to generate a multilevel hierarchy. In non-hierarchical decomposition, Figure 1 (b) , bidirectional intervention between subproblems may exist and the master problem is replaced by a nonhierarchical coordination strategy.
The heuristic decomposition above can be made more rigorous by modeling the decomposition problem as a network optimization problem (Michelena and Papalambros 1994) .
Mathematical relations are modeled as processing units of a communication network and design and state variables are communication links between these units. The optimal decomposition problem is then formulated as one of finding the communication links whose failure lessens the most the network reliability. This first form of the OMBD problem has led to the hypergraphbased partitioning methodology given in the next section.
The remainder of the article offers a discussion of the hypergraph representation and formulation of the OMBD problem as a hypergraph partitioning one. Strategies for solving the latter problem and the overall methodology for large scale optimal design are then presented.
Application of the decomposition methodology to automotive powertrain systems, based on a model by Wagner (1993) , concludes the article. Further details on the decomposition method can be found in Michelena and Papalambros (1995) . Hock and Schittkowski (1981) : ,10] 8 subject to: update their values, which are then fed back to the subproblems. depends on x i . The edge-valency or cardinality of a hyperedge is equal to the number of vertices contained in the hyperedge (which is also equal to the number of nonzero entries in the corresponding column of the FDT). A hyperedge of cardinality p will be termed a p-hyperedge.
HYPERGRAPH REPRESENTATION OF A DESIGN PROBLEM
The vertex-valency or degree of a vertex is equal to the number of hyperedges containing the vertex (which is also equal to the number of nonzero entries in the corresponding row of the FDT). Figure 3 Figure 3 (b) will be excluded from the representation since they do not contribute to the connectivity of the problem model.
Fig . (1) the total weight of the hyperedges cut by P K , C(P K ), and (2) | ∑ Resulting parallel edges in G are replaced by a single edge whose weight is determined by adding the weights of the parallel edges. Several hyperedge models can be found in the circuit and graph partitioning literature, each assigning different edge weights to the cliques (see Michelena and Papalambros [1995] for a summary). Here we consider the "standard" clique model (Lengauer, 1990 ) that replaces every p-hyperedge by a clique with edge weights ω = 1 (p -1)
.
Fig. 4 Hyperedge of cardinality p = 4 and its clique model
A graph representation of a design problem may be constructed using a hyperedge model.
The OMBD problem can then be formulated as a graph partitioning problem with vertices V representing design functions and (cliques of) edges E G representing variables. In the graph partitioning formulation, an edge weight is computed by multiplying the weight defined by the hyperedge model and the weight of the associated hyperedge (which depicts strength of functionvariable dependence or amount of transferred data between simulation modules). As mentioned above, minimizing the total weight of cut hyperedges is equivalent to minimizing the total weight assigned to linking variables. However, minimization of the weight of cut edges in a graph representation results in the minimization not only of the weight of linking variables but also of the number of functions on which these variables depend.
GRAPH AND HYPERGRAPH K-PARTITIONING TECHNIQUES
Hypergraph and graph K-partitioning problems have been studied for applications where a large network or system must be partitioned into subsystems such that elements in the same subsystem are strongly interconnected, whereas elements in different subsystems are weakly interconnected. Such applications include computer logic and page partitioning (Donath 1988) , VLSI layout and packaging of circuits (Alpert and Kahng, 1993; Dunlop and Kernighan, 1985; Hagen and Kahng, 1992; Riess et al., 1994) , machine layout in manufacturing systems (Vakharia, 1986) , assignment of computations to multiple processors (Hendrickson and Leland, 1992) , and domain decomposition of finite-element or finite-volume meshes for parallel computation (Barnard and Simon, 1993; Farhat and Lesoinne, 1993; Simon, 1991) .
Both hypergraph and graph K-partitioning problems are NP-hard, even if edge and vertex weights are one, and the number of partitions is two. If the number of partitions K is fixed and there is no restriction on the size of the partitions, then the problem is solvable in polynomial
, where N is the number of vertices in the graph (Goldschmidt and Hochbaum, 1994) . However, this case has no practical application since the resulting partitions are very unbalanced.
Partitioning methods include iterative improvement and global techniques. Iterative improvement algorithms, also know as local search algorithms, make local changes to an initial partition to minimize the total weight of the edges cut, while keeping the parts balanced. These algorithms are quite robust because they can deal with graphs and hypergraphs, and arbitrary vertex and edge weights and balance criteria. However, unless they are initialized with a "good" partition, the local optimum may not be global. For global methods, the partitioning problem is formulated as an optimization problem and solved using approximation techniques. Kernighan and Lin (1970) first proposed a local search method to solve the graph bisection problem. Their algorithm (KL) starts with an initial (balanced) partition and exchanges pairs of vertices across the cut of the bisection. To reduce the risk of being trapped in a local minimum, the KL procedure determines the vertex pair whose exchange results in the largest decrease of the cutsize or in the smallest increase, if no decrease is possible. The original KL algorithm can handle edge weights. Dunlop and Kernighan (1985) extended the KL algorithm to hypergraph bisection. Fiduccia and Mattheyses (1982) proposed a bipartition algorithm based on the KL algorithm that could handle vertex and edge weights, unequal partitions, and hypergraphs. In the FiducciaMattheyses (FM) algorithm a single vertex is moved across the cut in a single move, so that the algorithm can deal with partitions of different sizes and nonuniform vertex weights. Partition balance is enforced by a bound on the partition sizes.
Iterative Improvement Methods
Variants to the KL and FM algorithms continue to appear in the graph and hypergraph partitioning literature. Krishnamurthy (1984) introduced the concept of level gains into the Fiduccia-Mattheyses heuristics to distinguish between equal-gain vertices using gains in later moves. Sanchis (1989) adapted Krishnamurthy's bipartition algorithm to solve the hypergraph K-partitioning problem. Hendrickson and Leland (1993a) have implemented an iterative improvement graph partitioning algorithm patterned after the FM algorithm but generalized in several ways: First, K-partitioning is possible. Second, the algorithms can handle an arbitrary inter-set cost metric. Third, robustness is improved by including an element of randomness.
Global Methods
Global partitioning methods start with an encoding of a problem instance, such as a graph adjacency matrix or list or a hypergraph incidence matrix, and compute an approximation to the optimal partition that can be used as input to an iterative improvement algorithm. Michelena and Papalambros (1994) have the most effect on the overall network reliability, i.e., links whose failure lessens the most the network reliability-which is taken as a measure of the hypergraph connectivity.
Simulated annealing (SA) has been used for graph partitioning by Johnson et al. (1989) and Bui et al. (1989) with mixed results. They showed that SA usually needs much more time than iterative improvement methods, specifically when used on graphs generated with a built-in geometric structure. Bui and Moon (1994) presented a hybrid genetic algorithm that combines a variation of the Fiduccia-Mattheyses algorithm with genetic space exploration to give competitive performance. Bui et al. (1987) applied network-flow techniques to graph bisection with good results for small-degree graphs.
Spectral partitioning methods identify a good approximation to a K-partition from global information about the structure of the graph extracted from a matrix spectrum. Specifically, a Kdimensional geometric representation of the graph is constructed from the K eigenvectors that correspond to the smallest eigenvalues of the graph Laplacian matrix. A drawback of these methods is that they cannot be directly applied to hypergraphs, so a hyperedge model is needed to approximate the hypergraph by a graph. The relation between the spectrum of a graph and other graph properties has been an area of active research (Barnes, 1982; Boppana, 1987; Donath and Hoffman, 1973) , but only recently spectrum-based methods has been successfully applied to graph partitioning (Alpert and Kahng, 1993; Alpert and Yao, 1995; Hagen and Kahng, 1992; Hendrickson and Leland, 1992; Pothen et al., 1990; Simon, 1991) . Michelena and Papalambros (1995) have extended formulations given by Rendl and Wolkowicz (1990) and Falkner et al. (1994) to account for weighted vertices.
In the powertrain application below, the software package Chaco (Hendrickson and Leland, 1993b ) is used to identify optimal partitions of the model. Chaco implements several methods for finding small edge separators in weighted (nodes and edges) graphs. We selected the spectral method together with a variant of the FM algorithm for global partitioning and its afterward refinement, respectively. The methods contained in Chaco are limited to equal-load partitions (i.e., the case when the load vector m equals
and recursive bi-, quadri-and octasection (so Chaco can only generate 2 i -partitions for a whole number i). A forthcoming version of Chaco is expected to generate an arbitrary number of equal-or unequal-load partitions.
A DECOMPOSITION-BASED METHODOLOGY FOR LARGE-SCALE DESIGN PROBLEMS
The proposed methodology is aimed at advancing the use of nonlinear optimization techniques in the solution of large-scale design problems. Before model decomposition is attempted, the designer must identify the context in which the design process will take place.
The design context includes: simulation capabilities, computational environment and cost, existing organizational structures and design decomposition strategies, fidelity of component models, and design objectives such as modularity, robustness, and concurrency. The design context defines decomposition parameters needed to complete the following design steps:
1. Formulate system model, identifying and characterizing system variables, constraints, design criteria, and existing simulation modules implicit in the model.
Identify constraints for model decomposition, including requirements of decomposition-by-
components, decomposition-by-disciplines, linearity and monotonicity of subsystem models, computational resources, and organizational structure of design team. otherwise, re-evaluate computational effort for functions and simulation modules, and return to (4) .
Decomposition conditions such as decomposition-by-disciplines or decomposition-bycomponents may require that groups of design constraints or variables belong to the same partition. This type of restriction for design constraints or variables can be modeled by adding to the hypergraph representation a large-weight dummy edge connecting either the corresponding vertices or the vertices contained in the corresponding edges, respectively. Load balancing is achieved when the processing time and memory space demanded by each design subproblem match the available computational resources.
The general methodology postulated above has not yet been implemented fully to an actual application. The powertrain system application described below has been limited to steps (1), (4) and (5) of the proposed methodology.
MODEL-BASED DECOMPOSITION OF A POWERTRAIN DESIGN PROBLEM
Synthesis of powertrain components into an optimal system ( Figure 5) is a difficult task. In practice, this task is completed incrementally by trial and error and is costly and time consuming.
As reliable and more accurate models become available, there is greater demand to reduce design cycle time and cost by performing system synthesis using a variety of simulation models. Most of these advances, however, are proprietary in nature. Wagner (1993) Design variables describe either geometry or a control strategy or are attributes at a specified state or integral of states. Powertrain design and state variables are summarized and assigned index numbers in 
VARIABLES DESIGN FUNCTIONS/RESPONSE SURFACES/SIMULATIONS
Fig. 6 Functional dependence table for powertrain problem
Before partitioning, the standard hyperedge model was used to generate a graph adjacency list from the FDT shown in Figure 6 . The hypergraph representation of the powertrain problem contains 87 nodes and 119 hyperedges since eight variables (with indices: 15, 46, 52, 69, 71, 73, 104 , and 127) were assumed to be constant parameters. The graph representation of the powertrain model contains 87 nodes and 560 edges.
DESIGN FUNCTIONS/RESPONSE SURFACES/SIMULATIONS
1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 8 8 8 8 8 8 8 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 impeller torque. Subproblem 2 contains all engine related design relations in addition to the fuel consumption, emissions, and anti-lug constraints, and the accessories torque and torque converter impeller torque relations. Subproblem 1 contains the remaining design relations, including the acceleration, starting gradeability and cruising velocity at grade constraints. The anti-lug (minimum torque) constraint, #64, which only depends on linking variables, may be included in a master problem in a hierarchical decomposition.
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Subproblems 2 and 4 contain all engine related design relations in addition to the fuel consumption, emissions and anti-lug constraints, and the accessories torque and torque converter impeller torque relations. Subproblem 1 contains wheel model, powertrain geometry and vehicle geometry design relations, and the acceleration, starting gradeability and cruising velocity at grade constraints. Subproblem 3 contains torque converter, transmission and powertrain geometry design relations. Constraints on the engine torque, #64, on the compression ratio, #65, on the gear ratios, #70 and #71, on the bore-to-stroke ratio, #72 and #73, and on the displacement per cylinder, #74 and #75, which only depends on the linking variables, may be included in a master problem in a hierarchical decomposition. Recursive bisection to generate a model quadrisection resulted in a decomposition with 19 linking variables instead.
Octasection using unit weights for functions and variables resulted in seven subproblems containing 11 and one subproblem containing 10 functions. The optimal partition was achieved by quadrisection followed by bisection. Partitioning time was 0.66 sec. The reordered functional dependence table is shown in Figure 11 . The (33) linking variables have indices : 3, 4, 5, 6, 8, 10, 11, 16, 17, 19, 20, 22, 26, 28, 29, 34, 47, 48, 50, 53, 58, 66, 76, 77, 78, 79, 82, 108, 109, 110, 111, 116, and 119. Subproblems 2, 4, 6, and : 3, 6, 10, 11, 16, 17, 19, 47, 50, 58, 66, 76, 77, 78, 82, 108, 110, and 116) design relations. Design relations defining torque converter turbine speed, #7, churning losses in gear box, #49, and shift strategy, #50, as well as constraints on the engine torque, #64, on the compression ratio, #65, on the gear ratios, #70 and #71, on the bore-to-stroke ratio, #72 and #73, and on the displacement per cylinder, #74 and #75, which only depends on the linking variables, may be included in a master problem in a hierarchical decomposition. Recursive bisection to generate a model octasection resulted in a decomposition with 34 linking variables instead.
Direct octasection generated a decomposition with 33 linking variables too; however, the number of cut edges in the graph representation was slightly greater than for the decomposition shown in Figure 11 .
CONCLUSIONS
The article presented a hypergraph-based methodology for decomposition of a design problem before optimization techniques are applied. Spectral graph-partitioning methods together with iterative improvement hypergraph-partitioning techniques are proposed to optimally partition a design model. The methodology was successfully applied to a powertrain design problem having 87 design relations and 119 design variables. Whereas the partitions obtained by problem bisection may appear obvious, validating an object decomposition based on engine and driveline, assignment of the seven design criteria to each partition and quadrisection and octasection of the problem are not intuitive. Partition of the engine design relations among two and four subproblems in the cases of model quadrisection and octasection, respectively, may not be evident to an experienced designer. The same observation applies to the powertrain geometry design relations for problem quadrisection and octasection, and to the vehicle geometry and transmission design relations for problem octasection.
The partitioning formulation and its solution implementation are robust enough to account for partition loads, function evaluation and simulation times, and the strength of function dependence on design variables. Thus, the optimal problem partition may be forced to meet an existing analysis and simulation environment. Finally, the proposed decomposition method can also be used to partition and organize the associated product development process by substituting design tasks and flows of design information for the design relations and variables, respectively.
A coordination scheme for the design tasks results from applying the coordination strategies depicted in Figures 1(a) and 1(b) . 
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