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We establish a necessary and suﬃcient condition for f ∈ Hp(R), g ∈ Hq(R) with
p−1 + q−1  1 to satisfy the Bedrosian identity H( f g) = f Hg, where H denotes the Hilbert
transform. As applications, we prove the Bedrosian theorem for this identity, and give
a characterization of f satisfying the identity when g is a ﬁnite linear combination of
complex sinusoids. We also show that if f is of low Fourier frequency then it is necessary
for g to have high Fourier frequency in order to satisfy the Bedrosian identity.
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1. Introduction
This study is motivated from ﬁnding the instantaneous amplitude and frequency of a signal in the time–frequency anal-
ysis (cf. [5]). Here, “instantaneous” means that the amplitude and frequency might be time-varying. In contrast, a cosine
modulation ρ0 cos(ω0t + φ0), where ρ0 > 0, ω0, φ0 are real numbers, has a constant amplitude ρ0 and a constant fre-
quency ω0, which is the derivative of the phase function t → ω0t + φ0. Suggested by this simple example, if a real signal
s ∈ L2(R) has the amplitude-phase modulation
s(t) = ρ(t) cos θ(t), t ∈ R, (1.1)
where ρ  0, θ are real functions, one is inclined to take ρ(t) and θ ′(t) as the instantaneous amplitude and frequency of
the signal s at time t , respectively. A problem with this intuitive treatment is that there always exist inﬁnitely many pairs
[ρ(t) 0, θ(t)] of real functions that satisfy (1.1) [14].
A way of giving a unique decomposition of (1.1) is through an operator T : L2(R) → L2(R) that produces a real function
when the input function is real. Speciﬁcally, starting from such an operator T , we rewrite s + iT s as
(s + iT s)(t) = γ (t)eiφ(t), t ∈ R,
where γ  0, φ are real functions. Then we see that s has the decomposition s(t) = γ (t) cosφ(t), from which the instanta-
neous amplitude and frequency of s can be deﬁned as described in the previous paragraph. With some reasonable physical
assumptions, it was shown in [22,23] that the only choice for such operators T is the Hilbert transform H . It is deﬁned for
each f ∈ Lp(R), 1 p ∞, at point x ∈ R as
(H f )(x) = p.v. 1
π
∫
R
f (y)
x− y dy := limε→0+
N→∞
1
π
∫
ε|y−x|N
f (y)
x− y dy, (1.2)
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transform is called the analytic signal method (cf. [5,14]).
The Hilbert transform of real functions need to be computed to apply the analytic signal method. Under certain condi-
tions, Bedrosian [1] simpliﬁed the computation of the Hilbert transform of a product of two functions. If f , g ∈ L2(R) satisfy
either supp fˆ ⊆ [0,∞), supp gˆ ⊆ [0,∞) or supp fˆ ⊆ [−a,a], supp gˆ ⊆ R \ [−a,a] for some positive number a, then there
holds [
H( f g)
]
(x) = f (x)(Hg)(x), a.e. x ∈ R. (1.3)
Here supp fˆ denotes the support of fˆ , the Fourier transform of f that will be introduced later in Section 2. This result is
known as the Bedrosian theorem and (1.3) is called the Bedrosian identity. It is worthwhile to point out that the Hilbert trans-
form is the only nontrivial bounded linear translation invariant operator on L2(R) that satisﬁes the Bedrosian theorem [24].
People in engineering have long been interested in the conditions for the Bedrosian identity [2,3,5,9,13,14]. In mathematics,
a necessary and suﬃcient condition for f , g ∈ L2(R) to satisfy the Bedrosian identity (1.3) was given in [25]. The work led
to the study of characterizations of the Bedrosian identity and its variations [15,17,20,27].
The study of the Bedrosian identity serves another purpose. The instantaneous frequency θ ′ is physically meaningful only
if it is nonnegative. One may hence wish to decompose a general real signal g ∈ L2(R) into a sum of functions in
M := { f ∈ L2(R): f is real, f + iH f = ρeiθ(·), ρ  0, θ ′  0}
and then apply the analytic signal method to each summand to get a sound energy-frequency-time distribution of g . The
ﬁrst step towards this is to construct a large bank of functions in M [26]. A class of phase functions θ having the property
that
H cos θ = sin θ, θ ′ > 0, (1.4)
was provided in [14,15] using ﬁnite Blaschke products [7]. Let θ be one of those phase functions. If a nonnegative ρ ∈ L2(R)
satisﬁes
H(ρ cos θ) = ρH(cos θ) (1.5)
then ρ cos θ is a new function in M. The readers are referred to [16,27] for examples of such constructions of functions
in M.
It is common for people in engineering to apply the Bedrosian theorem to conclude (1.5) (cf. [14]). However, since cos θ
is generally not square integrable, parallel theoretical results need to be established to justify such an application. This need
together with (1.3), (1.5) urges us to understand the following generalized Bedrosian identity
H( f g) = f Hg, f ∈ Hp(R), g ∈ Hq(R), (1.6)
where p,q ∈ [1,∞] satisfy
p−1 + q−1  1. (1.7)
In (1.7), we make the convention that ∞−1 = 0. The Hp functions will be deﬁned in the next section. In particular, one will
see that Hp(R) = Lp(R) for p ∈ (1,∞), and Hp(R) is a subspace of Lp(R) for p ∈ {1,∞}. The organization of the paper is
as follows. We discuss in Section 2 the deﬁnition of the Hilbert transform of a bounded function, and establish in Section 3
a characterization for (1.6). The last section is devoted to applications of this characterization. Speciﬁcally, we prove the
Bedrosian theorem for (1.6), characterize f that satisﬁes (1.6) when g is a ﬁnite linear combination of complex sinusoids,
and show that if f has low Fourier frequency then it is necessary and suﬃcient for g to have high Fourier frequency to
satisfy the Bedrosian identity (1.6).
2. The Hilbert transform of a bounded function
Our purpose of this section is to clarify the deﬁnition of the Hilbert transform of a bounded function and some basic
properties of the Hilbert transform. These are required for establishing a characterization of the Bedrosian identity (1.6) in
the next section. As one will see, most of the results to be presented in this section are generalizations of well-known ones.
We hence do not intend to claim the originality of them.
An immediate problem in considering the Bedrosian identity (1.6) is to ﬁnd an appropriate deﬁnition of the Hilbert
transform on L∞(R). It is expected that the deﬁnition should have the property that for each w ∈ R
Hew = −i sgn(w)ew , (2.1)
where ew(t) := eiwt , t ∈ R and sgn(w) takes value −1, 0 or 1 for w < 0, w = 0 or w > 0, respectively. Although the Hilbert
transform by (1.2) does satisfy (2.1), it cannot be deﬁned on the whole space L∞(R). For instance, one can verify that for
the function
f (x) :=
{
1/ log(x+ 2), x 0,
0, otherwise,
L. Yang, H. Zhang / J. Math. Anal. Appl. 345 (2008) 975–984 977the Cauchy principal value of the singular integral in (1.2) does not exist anywhere. We have to ﬁnd a different deﬁnition
of the Hilbert transform on L∞(R). Before that, let us stress that throughout the paper, if f ∈ Lp(R) for some p ∈ [1,∞)
then H f is deﬁned by (1.2). It is well known in this case that H f is deﬁned almost everywhere on R and H f ∈ Lp(R) if in
addition, p ∈ (1,∞) [4].
For p ∈ [1,∞), we denote by Hp(R) the Hardy space [19] of all the functions f ∈ Lp(R) for which H f ∈ Lp(R). It is a
Banach space endowed with the norm
‖ f ‖Hp(R) := ‖ f ‖Lp(R) + ‖H f ‖Lp(R), f ∈ Hp(R), p ∈ [1,∞). (2.2)
It is clear that for p ∈ (1,∞), f ∈ Hp(R) if and only if f ∈ Lp(R). We need characterizations of functions in H1(R). To
introduce one of those, we recall the Fourier transform fˆ of f ∈ L1(R) deﬁned as
fˆ (ξ) :=
∫
R
f (x)eξ (−x)dx, ξ ∈ R. (2.3)
Lemma 2.1. Let f ∈ L1(R). Then H f ∈ L1(R) if and only if there exists g ∈ L1(R) such that
−i sgn(·) fˆ = gˆ. (2.4)
Moreover, if (2.4) is true then H f = g.
Proof. For the necessity part, see [4, p. 324]. A proof of the suﬃciency was provided in [27]. 
The dual space of H1(R) is BMO(R), the space of locally integrable functions of bounded mean oscillation [19]. We know
that L∞(R) ⊆ BMO(R) and functions f ∈ BMO(R) satisfy that f
1+x2 ∈ L1(R). Let f ∈ BMO(R), g ∈ H1(R). If f g ∈ L1(R) then
〈 f , g〉, the application of f as a linear functional on H1(R) to g , has the representation
〈 f , g〉 =
∫
R
f (x)g(x)dx. (2.5)
We deﬁne the Hilbert transform H f of f ∈ L∞(R) as a function in BMO(R) by the equation
〈H f , g〉 = −
∫
R
f (x)(Hg)(x)dx, g ∈ H1(R). (2.6)
For the consistency of the notations, we also set H∞(R) := { f ∈ L∞(R): H f ∈ L∞(R)}. Note that this deﬁnition is different
from the classical one for which H∞(R) = L∞(R) [19].
By Lemma 2.1, if g ∈ H1(R) then gˆ(0) = 0, that is, ∫
R
g(x)dx = 0. We hence observe from (2.6) that the Hilbert transform
of f ∈ L∞(R) is unique up to an additive constant. We assume from now on that whenever we write H f for some f ∈
L∞(R), the constant has been appropriately chosen. Here are two examples of how to choose the constant. Set w ∈ R,
p ∈ (1,∞) and g ∈ H1(R). Firstly, we see by the representation (2.5) that
〈−i sgn(w)ew , g〉= −i sgn(w)
∫
R
ew(x)g(x)dx = −i sgn(w)gˆ(−w). (2.7)
An application of Lemma 2.1 yields that
−
∫
R
ew(x)(Hg)(x)dx = −(Hg)ˆ(−w) = i sgn(−w)gˆ(−w). (2.8)
By Eqs. (2.7) and (2.8), we choose Hew to satisfy (2.1) for each w ∈ R. Secondly, suppose that f ∈ L∞(R) ∩ Lp(R), f˜1 and
f˜2 are the Hilbert transform of f by (1.2) and (2.6), respectively. Then by Eq. (8.2.1) in [4, p. 316] and the arguments in [19,
p. 156], f˜1 − f˜2 is equal to a constant on each closed interval on R. It follows that f˜1 − f˜2 is constant on the whole real
line. Therefore, we choose H f to be the same as the one by (1.2) if f ∈ L∞(R) ∩ Lp(R), 1 p < ∞.
We next point out the connection of the above chosen deﬁnition of the Hilbert transform of a bounded function to two
other choices. For the sake of notation, we will brieﬂy recall some results on distributions [6,8].
Let D(R) be the space of inﬁnitely differentiable functions on R with a compact support and D′(R) the space of distri-
butions, that is, the dual of D(R). A distribution T is said to vanish on an open subset Ω ⊆ R if for each φ ∈D(R) with
suppφ ⊆ Ω , 〈T , φ〉 := T (φ) equals zero. The support of T ∈D′(R), denoted by supp T , is deﬁned to be the complement of
the largest open subset of R on which T vanishes. This deﬁnition is consistent with the ordinary one when T is a contin-
uous function. Set R+ := [0,∞) and R− := (−∞,0]. We denote by D+(R) and D−(R) the set of functions in D(R) that
are supported on R+ \ {0} and R− \ {0}, respectively. To apply the Fourier transform, we also introduce the Schwartz class
S(R) and its dual S ′(R), the space of temperate distributions. For a detailed description of these spaces, their topologies and
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the representation
〈 f , φ〉 :=
∫
R
f (x)φ(x)dx, φ ∈ S(R),
because f
1+x2 ∈ L1(R). Due to (2.5), this will cause no troubles when φ ∈ S(R) ∩H1(R). The Fourier transform of f ∈ S ′(R)
is deﬁned again as a temperate distribution by
〈 fˆ , φ〉 := 〈 f , φˆ〉, φ ∈ S(R). (2.9)
If f ∈ L1(R) then this deﬁnition gives the same transform as the one by (2.3). The inverse Fourier transform of f ∈ S ′(R) is
denoted by fˇ , which is given explicitly as 12π fˆ (−·) if f ∈ L1(R).
Let f ∈ L2(R). It is well known (cf. [4]) that
supp( f + iH f )ˆ ⊆ R+. (2.10)
Consequently, f + iH f can be extended to an analytic function on C+ := {(x, y) ∈ R2: y > 0} (see [7, p. 88]). The function
f + iH f is called an analytic signal for this reason. This suggests to deﬁne the Hilbert transform of a function f ∈ L∞(R) as
a temperate distribution g such that
supp( f + ig)ˆ ⊆ R+. (2.11)
If exists, the distribution g in (2.11) is unique up to a sum of a polynomial. We shall prove that if f ∈ L∞(R) and g = H f is
given by (2.6) then (2.11) holds true. To this end, we observe from Lemma 2.1 that if φ ∈D+(R) ∪D−(R) then φˆ ∈ H1(R).
Proposition 2.2. If f ∈ Hp(R), p ∈ [1,∞) or f ∈ L∞(R) then supp( f + iH f )ˆ⊆ R+ .
Proof. By deﬁnition, we have to show for each φ ∈D−(R) that〈
( f + iH f )ˆ, φ〉= 0. (2.12)
For this purpose, we point out that if 1 p < ∞ then for each ψ ∈ S(R) there holds (see [4, pp. 316 and 318])
〈H f ,ψ〉 = −
∫
R
f (x)(Hψ)(x)dx. (2.13)
Set φ ∈D−(R). It is calculated by Eqs. (2.9), and (2.6) for p = ∞ or (2.13) for 1 p < ∞ that〈
( f + iH f )ˆ, φ〉= 〈 f + iH f , φˆ〉 = 〈 f , φˆ − iHφˆ〉.
Since by Lemma 2.1,
(φˆ − iHφˆ)ˇ = (1+ sgn(·))φ = 0,
we obtain (2.12), thereby completing the proof. 
The second deﬁnition makes use of the harmonic representation of a distribution (see, for example, [11] and the references
therein). A harmonic representation of a distribution f is a harmonic function U on C+ such that for all φ ∈D(R)
lim
y→0
〈
U (·, y),φ〉= 〈 f , φ〉.
Suppose U is a harmonic representation of f ∈D′(R) and V is a harmonic conjugate of U on C+ . Then V is the harmonic
representation of some distribution g . This distribution g is deﬁned as the Hilbert transform of f . It is unique up to a sum
of the restriction on R of an entire function on C. We show in the next result that H f of f ∈ L∞(R) can be obtained by
harmonic representations of distributions.
Proposition 2.3. The Hilbert transform H f of a function f ∈ L∞(R) can be obtained through harmonic representations of distribu-
tions.
Proof. Set
U (x, y) :=
∫
Px,y(t) f (t)dt + 1
π
∫
f (t)
1+ t2 dt, (x, y) ∈ C+,
R R
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Px,y(t) := 1
π
(
y
(x− t)2 + y2 −
1
1+ t2
)
, t ∈ R.
It can be veriﬁed by Eq. (2.10) that the Hilbert transform of Px,y is given by
(HPx,y)(t) = −1
π
(
x− t
(x− t)2 + y2 +
t
1+ t2
)
, t ∈ R.
Deﬁne
V (x, y) :=
∫
R
−(HPx,y)(t) f (t)dt + 1
π
∫
R
f (t)
1+ t2 dt, (x, y) ∈ C+.
Functions U , V are harmonic on C+ and V is a harmonic conjugate of U (see [10, pp. 108–109]). Since Px,y, HPx,y ∈ L1(R),
we have Px,y ∈ H1(R). By Eqs. (2.6) and (2.5), there holds
V (x, y) =
∫
R
Px,y(t)(H f )(t)dt + 1
π
∫
R
f (t)
1+ t2 dt, (x, y) ∈ C+.
Finally, by the theorem in [10, p. 109], U and V are a harmonic representation of f and H f , respectively. 
3. A necessary and suﬃcient condition
We aim at establishing a characterization for the Bedrosian identity (1.6) in this section. Several observations are made
for this purpose.
Lemma 3.1. Set p ∈ [1,∞]. If f ∈ Hp(R) then H2 f = − f .
Proof. For 1 p < ∞, see [4, p. 323]. For p = ∞, we apply (2.6) twice to get for each g ∈ H1(R) that〈
H2 f , g
〉= 〈 f , H2g〉= −〈 f , g〉.
Consequently, we can choose H2 f to be equal to − f . 
Lemma 3.2. Set f ∈ Lp(R), p ∈ [1,∞]. Then supp fˆ ⊆ R+ and supp fˆ ⊆ R− are equivalent to H f = −i f and H f = i f , respectively.
Proof. Suppose f ∈ Lp(R) satisﬁes that H f = −i f . Then we have for each φ ∈D−(R) that
〈 fˆ , φ〉 = 〈 f , φˆ〉 = 1
2
(〈 f , φˆ〉 + i〈−i f , φˆ〉)= 1
2
(〈 f , φˆ〉 + i〈H f , φˆ〉). (3.1)
Note that H f = −i f implies that f ∈ Hp(R). This enables us to apply (2.13) for p ∈ [1,∞) or (2.6) for p = ∞ to get for each
φ ∈D−(R) that
〈 f , φˆ〉 + i〈H f , φˆ〉 = 〈 f , φˆ − iHφˆ〉 = 0. (3.2)
Combining (3.1) with (3.2) proves that 〈 fˆ , φ〉 = 0 for each φ ∈D−(R), that is, supp fˆ ⊆ R+ .
Conversely, suppose that we have f ∈ Lp(R) with supp fˆ ⊆ R+ . If p = 1 then it follows directly from Lemma 2.1 that
H f = −i f . Assume that p ∈ (1,∞]. By Proposition 2.2, there holds supp(H f )ˆ ⊆ R+ . Therefore, to show that H f = −i f it
suﬃces to show for each φ ∈D+(R) that〈
( f − iH f )ˆ, φ〉= 0.
The same arguments as those in the proof of Proposition 2.2 work for this purpose. 
We need one more technical lemma to be ready to characterize the Bedrosian identity (1.6). For all p,q ∈ [1,∞] satisfy-
ing (1.7), we let r be the number deﬁned by r−1 = p−1 + q−1.
Lemma 3.3. Set p,q ∈ [1,∞] with (1.7) and f ∈ Lp(R), g ∈ Lq(R). Then (supp fˆ ) ∪ (supp gˆ) ⊆ R+ and (supp fˆ ) ∪ (supp gˆ) ⊆ R−
imply supp( f g)ˆ⊆ R+ and supp( f g)ˆ⊆ R− , respectively.
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‖ f g‖Lr(R)  ‖ f ‖Lp(R)‖g‖Lq(R) (3.3)
implies that f g ∈ Lr(R). Thus, we get by (2.9) for each φ ∈ S(R) that〈
( f g)ˆ, φ〉= 〈 f g, φˆ〉 = ∫
R
g(t) f (t)φˆ(t)dt.
Choose a function ψ ∈D(R) such that ψˆ(0) = 1 and set
fn :=
∫
R
ψn(· − t) f (t)dt, n ∈ N,
where ψn(t) := nψ(nt), t ∈ R. For each n ∈ N, the function fn enjoys the property that fn ∈ C∞(R), f (k)n ∈ L∞(R) for each
nonnegative integer k. Furthermore, if p < ∞ then fn converges to f in Lp(R) as n goes to inﬁnity. This fact yields for
p < ∞ by (3.3) that fn g converges to f g in Lr(R). As a result, if p < ∞ then there holds
lim
n→∞
∫
R
g(t) fn(t)φˆ(t)dt =
∫
R
g(t) f (t)φˆ(t)dt. (3.4)
The above equality remains true for p = ∞ because in this case we have that fn ∈ L∞(R) converges almost everywhere
to f and that gφˆ ∈ L1(R).
Suppose that (supp fˆ ) ∪ (supp gˆ) ⊆ R+ . To show that supp( f g)ˆ ⊆ R+ , it is enough to show that
∫
R
g fnφˆ dt = 0 for each
n ∈ N and φ ∈D−(R). Fix φ ∈D−(R). The properties of the functions fn ensure that fnφˆ ∈ S(R), n ∈ N. Therefore, we are
allowed to apply (2.9) to obtain that∫
R
g(t) fn(t)φˆ(t)dt =
〈
gˆ, ( fnφˆ)ˇ
〉
, n ∈ N. (3.5)
A direct computation shows that
( fnφˆ)ˇ(x) =
〈
fˆ , ψˇ
(−·
n
)
φ(x+ ·)
〉
, x ∈ R.
The above equation together with φ ∈D−(R), supp fˆ ⊆ R+ implies that supp( fnφˆ)ˇ ⊆ R− \ {0}. It follows by the assumption
supp gˆ ⊆ R+ that〈
gˆ, ( fnφˆ)ˇ
〉= 0, n ∈ N. (3.6)
Combining (3.5), (3.6) proves that supp( f g)ˆ ⊆ R+ . The other case can be dealt with likewise. 
Introduce for each h ∈ Hp(R), 1 p ∞, the decomposition h = h+ + h− where
h+ := h + iHh
2
, h− := h − iHh
2
. (3.7)
Obviously, both h+ and h− remain in Hp(R).
Theorem 3.4. Let f ∈ Hp(R), g ∈ Hq(R) with (1.7). Then f , g satisfy the Bedrosian identity (1.6) if and only if
supp( f+g−)ˆ⊆ R− and supp( f−g+)ˆ⊆ R+. (3.8)
Proof. Using f = f+ + f− and g = g+ + g− , the Bedrosian identity (1.6) is rewritten as
H( f+g+ + f−g− + f+g− + f−g+) = f+Hg+ + f−Hg− + f+Hg− + f−Hg+. (3.9)
It is calculated by Lemma 3.1 that
Hg+ = −ig+, Hg− = ig−. (3.10)
The above equations lead us to the following equivalent equation of (3.9)
H( f+g+ + f−g− + f+g− + f−g+) = −i f+g+ + i f−g− + i f+g− − i f−g+. (3.11)
By Eq. (3.10) and Lemma 3.2, we have supp(g+)ˆ ⊆ R+ and supp(g−)ˆ ⊆ R− . Similarly, there holds supp( f+)ˆ ⊆ R+ and
supp( f−)ˆ ⊆ R− . An application of Lemma 3.3 then yields that
supp( f+g+)ˆ ⊆ R+, supp( f−g−)ˆ ⊆ R−. (3.12)
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imply by Lemma 3.2 that
H( f+g+) = −i f+g+, H( f−g−) = i f−g−.
Therefore, Eq. (3.11) holds if and only if
H( f+g− + f−g+) = i f+g− − i f−g+. (3.13)
If (3.8) holds true then by Lemma 3.2, (3.13) is valid. On the other hand, suppose (3.13) is true then f+g− + f−g+ ∈ Hr(R).
We are hence able to apply the Hilbert transform to both sides of Eq. (3.13) to get by Lemma 3.1 that
−( f+g− + f−g+) = iH( f+g−) − iH( f−g+). (3.14)
Combining (3.14) with (3.13) follows that
H( f+g−) = i f+g−, H( f−g+) = −i f−g+.
The above is equivalent to (3.8) by Lemma 3.2. The proof is complete. 
The idea of the above proof is due to Brown. He proved in [3] a similar necessary and suﬃcient condition for the classical
Bedrosian identity (1.3) under the assumption that f , g ∈ L2(R)∩ L∞(R). An equivalent characterization was obtained in [27]
with the sole condition that f , g ∈ L2(R).
4. Applications
Recently, the Bedrosian theorem for Lp functions has been proved in [17] using the boundary value of Hardy spaces. We
shall use Theorem 3.4 to give a different proof. Set p,q ∈ [1,∞] with (1.7).
Proposition 4.1. If f ∈ Lp(R), g ∈ Lq(R) satisfy either (supp fˆ ) ∪ (supp gˆ) ⊆ R+ or (supp fˆ ) ∪ (supp gˆ) ⊆ R− then the Bedrosian
identity (1.6) holds.
Proof. If (supp fˆ ) ∪ (supp gˆ) ⊆ R+ then by Lemma 3.2, H f = −i f and Hg = −ig . Therefore, we have that f ∈ Hp(R),
g ∈ Hq(R), and by (3.7) that f− = g− = 0. The result then follows by a trivial application of Theorem 3.4. The other case
can be proved in the same way. 
Proposition 4.2. Let f ∈ Hp(R), g ∈ Hq(R). If there exist nonnegative constants a,b such that supp fˆ ⊆ [−a,b] and supp gˆ ⊆
R \ [−b,a] then the Bedrosian identity (1.6) holds.
Proof. Since supp( f+)ˆ ⊆ R+ and there holds for each φ ∈D+(R) that〈
( f+)ˆ, φ
〉= 1
2
〈
fˆ , (φˆ − iHφˆ)ˇ〉= 1
2
〈
fˆ ,
(
1+ sgn(·))φ〉,
we have supp( f+)ˆ ⊆ [0,b]. Similarly, supp(g−)ˆ ⊆ (−∞,−b]. Now we apply the same arguments as those in the proof of
Lemma 3.3 to get that supp( f+g−)ˆ ⊆ R− . Likewise, the other condition in (3.8) can be veriﬁed. 
We next present an example from [27] to show that the conditions in the above Bedrosian theorems are unnecessary for
identity (1.6). Set
f (t) := 1
π(1+ t2) , g(t) :=
1
π
1− 2t2
4+ 5t2 + t4 , t ∈ R. (4.1)
Clearly, f ,q ∈ Lp(R) for all p ∈ [1,∞]. They satisfy the Bedrosian identity (1.6) while have the property that supp fˆ =
supp gˆ = R [27]. This example indicates that it is unnecessary for functions f , g to have low and high Fourier frequency
respectively to satisfy the Bedrosian identity (1.6). On the other hand, we shall prove that if f is of low Fourier frequency
then it is necessary for g to have high Fourier frequency to satisfy (1.6). This observation was made in [27] for f , g ∈ L2(R)
with the additional assumption that f on its support is the restriction of a real analytic function. We ﬁrst remove this
assumption by using the Titchmarsh convolution theorem (see [21] and [18, p. 71]).
Lemma 4.3. Suppose that ϕ,ψ ∈ L1[0,1] satisfy for almost every x ∈ [0,1] that
x∫
0
ϕ(x− t)ψ(t)dt = 0.
Then 0 ∈ suppϕ necessitates that ψ = 0 almost everywhere on [0,1].
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supp fˆ then supp gˆ ⊆ R \ [−b,a].
Proof. By Theorem 3.4 or Theorem 2.4 in [27], functions f , g ∈ L2(R) satisfy (1.6) if and only if∫
R+
fˆ (ξ + η)gˆ(−η)dη = 0, ξ ∈ R+, (4.2)
and ∫
R−
fˆ (ξ + η)gˆ(−η)dη = 0, ξ ∈ R−. (4.3)
Noticing the similarity between (4.2) and (4.3), we shall only prove that gˆ vanishes almost everywhere on [−b,0]. This is
clearly true if b = 0. Assume that b > 0. Then (4.2) can be rewritten as
b−ξ∫
0
fˆ (ξ + η)gˆ(−η)dη = 0, ξ ∈ [0,b].
Letting ξ = b − ξ ′ in the above equation yields that it has the following equivalent form
ξ ′∫
0
fˆ
(
b − (ξ ′ − η))gˆ(−η)dη = 0, ξ ′ ∈ [0,b].
Set ϕ := fˆ (b − ·) and ψ := gˆ(−·). We have ϕ,ψ ∈ L2[0,b], 0 ∈ suppϕ and
ξ ′∫
0
ϕ(ξ ′ − η)ψ(η)dη = 0, ξ ′ ∈ [0,b].
By Lemma 4.3, ψ = 0 almost everywhere on [0,b]. It follows that gˆ vanishes almost everywhere on [−b,0]. We hence
complete the proof. 
To get the result of Theorem 4.4 for general Hp functions, we need the notion of the convolution of two distributions [8].
For two distributions S, T ∈D′(R) with at least one of them being compactly supported, their convolution, denoted by S ∗ T ,
is again a distribution deﬁned for each φ ∈D(R) as
〈S ∗ T , φ〉 := 〈S, 〈T y, φ(· + y)〉〉,
where 〈T y, φ(· + y)〉 is a function taking value 〈T , φ(x+ ·)〉 at x ∈ R. In general, we have
supp(S ∗ T ) ⊆ supp S + supp T := {x+ y: x ∈ supp S, y ∈ supp T }. (4.4)
When both S, T are compactly supported, a deep application of the Paley–Wiener theorem yields a celebrated insight into
the support of their convolution. The most general version of the result was due to Lions [12].
Lemma 4.5. If distributions S, T ∈D′(R) are both compactly supported then there holds
minsupp(S ∗ T ) = minsupp S +minsupp T , maxsupp(S ∗ T ) = maxsupp S +maxsupp T .
We now present the main result of this paper.
Theorem 4.6. If f ∈ Hp(R) satisﬁes that supp fˆ ⊆ [−a,b] for some a,b ∈ R+ and endpoints −a,b are in supp fˆ then g ∈ Hq(R)
satisﬁes the Bedrosian identity (1.6) if and only if supp gˆ ⊆ R \ [−b,a].
Proof. The suﬃciency has been proven in Proposition 4.2. Suppose that g ∈ Hq(R) satisﬁes (1.6). To prove that supp gˆ ⊆
R\ [−b,a], it suﬃces to prove that supp(g−)ˆ ⊆ (−∞,−b] and supp(g+)ˆ ⊆ [a,∞). We shall show by contradiction the ﬁrst
inclusion. The second one can be shown similarly.
Assume that b > 0 and there exists a ∈ [0,b) such that −a is in the support of (g−)ˆ. By Theorem 3.4, there holds (3.8).
Since ( f+)ˆ is supported on [0,b], we have 2π( f+g−)ˆ = ( f+)ˆ ∗ (g−)ˆ (see, for example, [8, p. 312]). Let T := ( f+)ˆ and
S := (g−)ˆ. They have the properties that supp T ⊆ [0,b], b ∈ supp T , supp S ⊆ R− , −a ∈ supp S and
supp(T ∗ S) ⊆ R−. (4.5)
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this function, we decompose S as
S = (1− ϕ)S + ϕS. (4.6)
We have that supp((1− ϕ)S) ⊆ (−∞,−c], supp(ϕS) ⊆ [−2c,0] and −a ∈ supp(ϕS). Since
supp
(
T ∗ ((1− ϕ)S))⊆ supp T + supp((1− ϕ)S)⊆ [0,b] + (−∞,−c] ⊆ R−,
it follows from (4.5) and (4.6) that
supp
(
T ∗ (ϕS))⊆ R−. (4.7)
Recall that b ∈ supp T and −a ∈ supp(ϕS). By Lemma 4.5, there holds
max supp
(
T ∗ (ϕS)) b − a > 0,
which contradicts (4.7). The proof is complete. 
Finally, we consider the case when g is a linear combination of complex sinusoids. It was observed in [17,20] that if
f ∈ L2(R) and g = ew for some w > 0 then the Bedrosian identity (1.6) holds if and only if supp fˆ ⊆ [−w,∞). We are
going to extend this result.
Proposition 4.7. Set g :=∑nj=0 c jew j , where 0< w j < w j+1 , 0 j  n − 1, and c j ∈ C, 0 j  n satisfy that
|c0| >
n∑
j=1
|c j|. (4.8)
Then f ∈ Hp(R) satisﬁes the Bedrosian identity (1.6) if and only if
supp fˆ ⊆ [−w0,∞). (4.9)
Proof. We assume that c0 = 1. It is observed from (2.1) that g ∈ H∞(R) and g+ = g . Therefore, by Theorem 3.4, f satisﬁes
identity (1.6) if and only if
supp( f−g)ˆ ⊆ R+. (4.10)
If (4.9) holds then we have supp( f−)ˆ ⊆ [−w0,0], which implies that
supp( f−g)ˆ ⊆
n⋃
j=0
[w j − w0,w j] ⊆ R+.
On the other hand, suppose (4.10) holds. Set φ ∈D(R) with suppφ ⊆ (−∞,−w0). By condition (4.8), we have
〈
( f−)ˆ, φ
〉= 〈 f−, φˆ〉 =
〈
f−g,
φˆ
g
〉
=
〈
f−g,
φˆe−w0
1+∑nj=1 c jew j−w0
〉
.
Again, applying condition (4.8) yields that
φˆe−w0
1+∑nj=1 c jew j−w0 =
∞∑
k=0
φˆe−w0
(
−
n∑
j=1
c jew j−w0
)k
,
where the series converges in Lp
′
(R) with p′−1 + p−1 = 1. Therefore,
〈
( f−)ˆ, φ
〉= ∞∑
k=0
〈
f−g, φˆe−w0
(
−
n∑
j=1
c jew j−w0
)k〉
.
To show that 〈( f−)ˆ, φ〉 = 0, it suﬃces to show for each w ∈ R+ that 〈 f−g, φˆe−w0ew〉 = 0. Since (4.10) holds, we only need
to prove that supp(φˆe−w0ew)ˇ ⊆ R− \ {0}. This can be veriﬁed directly. We conclude that supp( f−)ˆ ⊆ [−w0,∞), which
implies (4.9). 
Corollary 4.8. Suppose w j , 0 j  n and w ′k, 0 km are two sequences of strictly increasing positive constants. Set
g :=
n∑
j=0
c jew j +
m∑
k=0
dke−w ′k ,
where complex constants c j , 0 j  n and dk, 0 k m satisfy (4.8) and |d0| >∑mk=1 |dk|. Then f ∈ Hp(R) satisﬁes the Bedrosian
identity (1.6) if and only if supp fˆ ⊆ [−w0,w ′ ].0
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(1.6) if and only if it is of low Fourier frequency. One may wonder whether it is always the case that given g ∈ Hq(R) with
high Fourier frequency, it is necessary for f ∈ Hp(R) to have low Fourier frequency to satisfy (1.6). We shall show that this
is in general not true. Let f be given as in (4.1). Its Fourier transform is given by fˆ (ξ) = e−|ξ | , ξ ∈ R. By (4.2) and (4.3),
g ∈ L2(R) satisﬁes the Bedrosian identity (1.6) if and only if∫
R+
e−η gˆ(−η)dη =
∫
R−
eη gˆ(−η)dη = 0. (4.11)
For any positive constants a and b, the set
Sa,b :=
{
ϕ ∈ S(R): supp ϕˆ ⊆ R \ [−b,a]}
is an inﬁnite dimensional subspace of L2(R). There hence exists a nontrivial g ∈ Sa,b that satisﬁes (4.11). Such a function
g has high Fourier frequency while there exists f ∈ Lp(R) for all p ∈ [1,∞] with supp fˆ = R that satisﬁes the Bedrosian
identity.
Acknowledgment
The authors would like to express their appreciation to Prof. Yuesheng Xu for introducing them to the study of the Bedrosian identity and for his initial
work on the identity.
References
[1] E. Bedrosian, A product theorem for Hilbert transforms, Proc. IEEE 51 (1963) 868–869.
[2] J.L. Brown, Analytic signals and product theorems for Hilbert transforms, IEEE Trans. Circuits Syst. CAS-21 (1974) 790–792.
[3] J.L. Brown, A Hilbert transform product theorem, Proc. IEEE 74 (1986) 520–521.
[4] P.L. Butzer, R.J. Nessel, Fourier Analysis and Approximation. Volume 1: One-dimensional Theory, Pure Appl. Math., vol. 40, Academic Press, New York,
1971.
[5] L. Cohen, Time–Frequency Analysis: Theory and Applications, Prentice Hall, Englewood Cliffs, NJ, 1995.
[6] W.F. Donoghue, Distributions and Fourier Transforms, Academic Press, New York, 1969.
[7] J.B. Garnett, Bounded Analytic Functions, Academic Press, New York, 1981.
[8] C. Gasquet, P. Witomski, Fourier Analysis and Applications, Springer-Verlag, New York, 1999.
[9] N.E. Huang, et al., The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series analysis, Proc. R. Soc.
Lond. Ser. A Math. Phys. Eng. Sci. 454 (1998) 903–995.
[10] P. Koosis, Introduction to Hp Spaces, second ed., Cambridge University Press, Cambridge, 1998.
[11] B. Li, L. Guo, Riesz transformations of distributions and a generalized Hardy space, Approx. Theory Appl. 5 (1989) 1–17.
[12] J.L. Lions, Support dans la transformation de Laplace, J. Anal. Math. 2 (1952/1953) 369–380.
[13] A.H. Nuttall, E. Bedrosian, On the quadrature approximation to the Hilbert transform of modulated signals, Proc. IEEE 54 (1966) 1458–1459.
[14] B. Picibono, On instantaneous amplitude and phase of signals, IEEE Trans. Signal Process. 45 (1997) 552–560.
[15] T. Qian, Q. Chen, L. Li, Analytic unit quadrature signals with nonlinear phase, Phys. D 203 (2005) 80–87.
[16] T. Qian, R. Wang, Y. Xu, H. Zhang, Orthonormal bases with nonlinear phases, J. Fourier Anal. Appl., submitted for publication.
[17] T. Qian, Y. Xu, D. Yan, L. Yan, B. Yu, Fourier spectrum characterization of Hardy spaces and applications, Proc. Amer. Math. Soc., in press.
[18] H. Radjavi, P. Rosenthal, Invariant Subspaces, second ed., Dover Publications, Inc., Mineola, New York, 2003.
[19] E.M. Stein, Harmonic Analysis, Princeton University Press, Princeton, NJ, 1993.
[20] L. Tan, L. Yang, D. Huang, Necessary and suﬃcient conditions for the Bedrosian identity, J. Integral Equations Appl., in press.
[21] E.C. Titchmarsh, The zeros of certain integral functions, Proc. London Math. Soc. s2-25 (1926) 283–302.
[22] D. Vakman, On the deﬁnition of concepts of amplitude, phase and instantaneous frequency of a signal, Radio Eng. Electron. Phys. 17 (1972) 754–759.
[23] D. Vakman, On the analytic signal, the Teager–Kaiser energy algorithm, and other methods for deﬁning amplitude and frequency, IEEE Trans. Signal
Process. 44 (1996) 791–797.
[24] M. Venouziou, H. Zhang, Characterizing the Hilbert transform by the Bedrosian theorem, J. Math. Anal. Appl. 338 (2008) 1477–1481.
[25] Y. Xu, D. Yan, The Bedrosian identity for the Hilbert transform of product functions, Proc. Amer. Math. Soc. 134 (2006) 2719–2728.
[26] Y. Xu, H. Zhang, Recent mathematical developments on empirical mode decomposition, Advances in Adaptive Data Analysis: Theory and Applications,
in press.
[27] B. Yu, H. Zhang, The Bedrosian identity and homogeneous semi-convolution equations, J. Integral Equations Appl., in press.
