In [18] the last three authors introduced the notion of a generalized directable automaton as a generalization of many already known types of automata. The algorithms for testing whether a finite automaton belongs to some of important subclasses of the class of generalized directable automata are studied by the authors in [20] . In this paper structural properties of finite and infinite generalized directable automata are considered, tests for membership of a finite automaton in the pseudovarieties of generalized directable and locally directable automata are given, and the least generalized directing and locally directing congruences on a finite automaton are described.
Introduction and preliminaries
Directable automata were introduced in [8] and later studied by many authors (see, for example, [16] , [15] or [6] ), whereas trapped, trap-directable (or one-trapped), uniformly locally nilpotent, uniformly locally definite, uniformly locally directable, uniformly locally trap-directable automata were introduced in [18] and, as it was proved there, they form generalized varieties of automata properly contained in the generalized variety of all generalized directable automata, also introduced in [18] . The algorithms for testing whether a finite automaton belongs to a pseudovariety of all trapped, trap-directable or locally trap-directable automata were considered by the authors in [20] . The algorithms for construction the least congruence on a finite automaton whose corresponding factor automaton belongs to the mentioned pseudovarieties were also given in [20] . More information about all these classes of automata can be found in [6] .
This paper represents a deeper study of generalized directable automata. Some structural properties of generalized directable automata and their transition semigroups were given in [18] . However, finite generalized directable automata have some special properties that are described in Section 2. Those properties give rise to an algorithm for testing whether a finite automaton is generalized directable. Since uniformly locally directable automata play an important role in characterization of generalized directable automata, and finite locally directable automata are uniformly locally directable, in Section 2 special attention is devoted to testing finite automata for local directability. Directing congruences on automata were first considered in [16] , where it was noted that every finite automaton has the least directing congruence, and an algorithm for finding this congruence was given in [15] . In Section 3 of this paper the existence of the least directing congruence on an arbitrary, not necessarily finite, generalized directable automaton is proved. It is shown that there are interesting mutual relations between the least directing, trapping and trap-directing congruences on a generalized directable automaton. Eventually, the least generalized directing congruence is characterized in Section 4. Besides that, for an irregular pseudovariety of automata P , the least L(P )-congruence is described.
Let A be any set. Then ∆ A and ∇ A denote the diagonal (identity) relation and the universal relation on A, respectively. For two binary relations α and β on A, their product is the relation α · β defined by: (a, b) ∈ α · β if and only if (a, c) ∈ α and (c, b) ∈ β, for some c ∈ A. If α · β = β · α, we say that α and β commute.
Automata considered throughout this paper will be automata without outputs in the sense of the definition from the book by F. Gécseg and I. Peák [13] . It is well known that automata without outputs, with the input alphabet X, can be considered as unary algebras of type indexed by X, so notions such as a congruence, homomorphism, generating set etc., have their usual algebraic meanings (see, for example, [7] ). The state set and the input set of an automaton are not necessarily finite. In order to simplify notations, an automaton with the state set A is also denoted by the same letter A. For any considered automaton A, its input alphabet is denoted by X, and the free monoid over X, the input monoid of A, is denoted by X * . Under the action of an input word u ∈ X * , the automaton A goes from a state a into the state denoted by au.
A state a ∈ A is called a trap of A if au = a for every word u ∈ X * . The set of all traps of A is denoted by T r(A). A state a ∈ A is reversible if for every word v ∈ X * there exists a word u ∈ X * such that avu = a, and the set of all reversible states of A, called the reversible part of A, is denoted by R(A). If it is nonempty, R(A) is a subautomaton of A. An automaton A is reversible if every its state is reversible. If for every a, b ∈ A there exists u ∈ X * such that b = au, then the automaton A is strongly connected . Equivalently, A is strongly connected if it does not have proper subautomata. On the other hand, A is connected if for every a, b ∈ A there exist u, v ∈ X * such that au = bv. The mergeability relation µ A on A is defined by (a, b) ∈ µ A if and only if au = bu, for some u ∈ X * . If (a, b) ∈ µ A , we say that a and b are mergeable. Otherwise they are nonmergeable. For a state a ∈ A, by a we denote the monogenic subautomaton of A generated by a, i.e. the subautomaton a = {au | u ∈ X * }. The least (nonempty) subautomaton of an automaton A, if it exists, is called the kernel of A, and in this case, it is the unique strongly connected subautomaton of A.
Let u ∈ X * . An automaton A is called u-trapped if au ∈ T r(A) for every a ∈ A, and in this case u is a trapping word of A. If au = bu for every a, b ∈ A, then A is u-directable, u is a directing word of A and the set of all directing words of A is denoted by DW (A). If A is u-directable and has a trap, or equivalently, if it is u-trapped and has a unique trap, then it is called u-trap-directable. Also, an automaton A is generalized u-directable if for every state a ∈ A and every word v ∈ X * holds auvu = au, and then u is a generalized directing word and the set of all generalized directing words is denoted by GDW (A). An automaton A is trapped (resp. directable, trap-directable, generalized directable) if there exists a word u ∈ X * such that A is u-trapped (resp. u-directable, u-trap-directable, generalized u-directable). It can be proved (see [22] ) that a finite automaton is directable if and only if any two its states are mergeable. For a word u ∈ X * , a state a ∈ A is a u-neck of A if bu = a, for every b ∈ A, and it is a neck of A if it is a u-neck, for some u ∈ X
* . An automaton A is strongly directable if every its state is a neck, or equivalently, if it is both strongly connected and directable.
Let B be a subautomaton of an automaton A. If θ is a congruence relation on B, then the relation R(θ) defined by R(θ) = θ ∪ ∆ A is a congruence relation on A and it is called the Rees extension of θ (up to a congruence on A). In particular, the Rees congruence B of a subautomaton B is the Rees extension R(∇ B ). The factor automaton A/ B is denoted by A/B and the automaton A is an extension of B by an automaton C (with a trap), if A/B ∼ = C.
Let A and B be automata and let H be an automaton such that there exist homomorphisms ϕ from A onto H and ψ from B onto H. Then P = {(a, b) ∈ A × B | aϕ = bψ} is a subdirect product of A and B and any automaton isomorphic to P is called a pullback product of A and B with respect to H. By a parallel composition of automata A and B we mean any automaton isomorphic to a subautomaton of their direct product A × B.
An automaton A is a direct sum of its subautomata A α , α ∈ Y , if A = α∈Y A α and A α ∩ A β = ∅, for every α, β ∈ Y such that α = β. Automata A α , α ∈ Y , are direct summands of A. They determine a partition of A called a direct sum decomposition of A, and the corresponding equivalence relation is a congruence relation on A called a direct sum congruence. By the greatest direct sum decomposition of A we mean the decomposition corresponding to the least direct sum congruence on A. An automaton A is direct sum indecomposable if the universal relation ∇ A is the only direct sum congruence on A. More on direct sum decompositions can be found in [10] . Here we quote the following theorem from [10] , which will be widely used here. Theorem 1.1 (Ćirić and Bogdanović [10] ) Every automaton can be uniquely represented as a direct sum of direct sum indecomposable automata. This decomposition is the greatest direct sum decomposition of that automaton.
In this paper special attention is devoted to finite automata. Hence we will often use the following basic result describing the structure of an arbitrary finite automaton. Theorem 1.2 (Kovačević,Ćirić, Petković and Bogdanović [17] ) Every finite automaton can be uniquely represented as an extension of a direct sum of strongly connected automata by a trap-directable automaton.
If K is a class of automata, then an automaton is a locally K-automaton if every its monogenic subautomaton belongs to K, and the class of all locally K-automata is denoted by L(K). In such a way locally directable and locally trap-directable automata are defined. Especially, if every monogenic subautomaton of an automaton A is u-directable, for some u ∈ X * , i.e. all monogenic subautomata of A are directable and have a common directing word u, then A is uniformly locally directable, u is a uniformly locally directing word of A and the set of all such words is denoted by U LDW (A). Furthermore, a uniformly locally strongly directable automaton is an automaton whose every monogenic subautomaton is strongly connected and u-directable, for a fixed u ∈ X * .
By a generalized variety of automata we mean any class of automata closed under formation of subautomata, homomorphic images, finite direct products and direct powers, whereas by a pseudovariety of automata we mean any class of finite automata closed under formation of subautomata, homomorphic images and finite direct products. Equivalently, a class of automata is a pseudovariety if and only if it is the class of all finite members of some generalized variety (see [1] ). As was proved in [18] , the classes of directable, uniformly locally directable, generalized directable, trap-directable, uniformly locally trap-directable and trapped automata are generalized varieties, and hence, finite members from these classes form pseudovarieties.
A pseudovariety of automata is here defined to be irregular if it is contained in the pseudovariety of all finite directable automata. Otherwise it is called regular . Many interesting algebraic properties of irregular and regular pseudovarieties are described in [5] and [6] . Here we cite a result from [5] that will play an important role in the further work. Theorem 1.3 (Bogdanović,Ćirić, Petković, Imreh and Steinby [4] ) If P is an arbitrary pseudovariety of automata, then L(P ) is also a pseudovariety of automata.
Moreover, if P is an irregular pseudovariety of automata and A is a finite automaton, then A ∈ L(P ) if and only if A is a direct sum of automata from P .
For undefined notions and notations we refer to [13] , [7] and [14] .
Testing for generalized and local directability
Generalized directable automata were introduced and studied by the last three authors in [18] , where they proved that a generalized directable automaton can be characterized as an extension of a uniformly locally directable automaton by a trap-directable automaton. By the next theorem we give a more precise structural characterization of these automata.
Theorem 2.1 An automaton A is generalized directable if and only if it is an extension of a uniformly locally strongly directable automaton B by a trap-directable automaton C.
In that case we have
Proof. Let A be generalized directable. Consider arbitrary a ∈ A and u ∈ GDW (A). Then auvu = au, for every v ∈ X * , whence it follows that au ∈ R(A). Now, if we set B = R(A), we have that B is a subautomaton of A, and by au ∈ B, for every a ∈ A and u ∈ GDW (A), it follows that C = A/B is a trap-directable automaton and
Let D be an arbitrary monogenic subautomaton of B. Since B is reversible, we have that D is strongly connected. Consider arbitrary a, b ∈ D and u ∈ GDW (A). Then au, b ∈ D, so auv = b, for some v ∈ X * , whence it follows that bu = auvu = au. Thus, D is directable and u ∈ DW (D), so we conclude that B is uniformly locally strongly directable and GDW (A) ⊆ U LDW (B).
Conversely, let A be represented as an extension of a uniformly locally strongly directable automaton B by a trap-directable automaton C. Consider arbitrary a ∈ A, p ∈ DW (C), q ∈ U LDW (B) and v ∈ X * , and set u = pq. Then ap, apqvp ∈ D, for some strongly directable subautomaton D of B, whence auvu = (apqvp)q = (ap)q = au, because q ∈ DW (D). Therefore, A is a generalized directable automaton and
Besides the characterization of arbitrary generalized directable automata given in Theorem 2.1, the following theorem contains other equivalents of that property on finite automata.
Theorem 2.2
The following conditions on a finite automaton A are equivalent:
(ii) every strongly connected subautomaton of A is directable; (iii) every subautomaton of A contains a directable subautomaton; (iv) (∀a ∈ A)(∃u ∈ X * )(∀v ∈ X * ) auvu = au; (v) (∀a ∈ A)(∃u ∈ X * )(∀v ∈ X * )(∃w ∈ X * ) auvw = auw.
Proof. (i)⇒(ii). This implication is an immediate consequence of Theorem 2.1. (ii)⇒(i). By Theorem 1.2,
A is an extension of an automaton B by a trap-directable automaton C, where B is a direct sum of strongly connected automata B i , i ∈ [1, n], and by the hypothesis it follows that B i is a directable automaton, for every i ∈ [1, n]. Since DW (B i ) is an ideal of X * , for each i ∈ [1, n], and the intersection of any finite family of ideals is nonempty, then there exists q ∈ n i=1 DW (B i ). According to Theorem 1.3 the automaton B is uniformly locally strongly directable, and hence, by Theorem 2.1, A is a generalized directable automaton.
(ii)⇒(iii). This is an immediate consequence of Theorem 1.2.
(iii)⇒(iv). Consider an arbitrary a ∈ A. By the hypothesis, the monogenic subautomaton a contains a directable subautomaton B, and then there exists p ∈ X * such that ap ∈ B. Let u = pq, where q ∈ DW (B), and let v ∈ X * be an arbitrary word. Then as in the proof of Theorem 2.1 we show that auvu = au. Thus, (iv) holds.
(iv)⇒(v). It is clear that for every a ∈ A there exists u ∈ X * such that auvu = au = au 2 , for every v ∈ X * .
(v)⇒(ii). Take an arbitrary strongly connected subautomaton B of A and a, b ∈ B. By the hypothesis, there exists u ∈ X * such that for every v ∈ X * there exists w ∈ X * such that auvw = auw. Then au, bu ∈ B and B is strongly connected so there exists p ∈ X * such that aup = bu, and for that p there exists q ∈ X * such that aupq = auq, so auq = buq. Therefore, we have proved that a and b are mergeable, whence it follows that B is a directable automaton.
Note that the condition (v) means that for each a ∈ A there exists u ∈ X * such that au and any state from au are mergeable, whereas the condition (iv) means that every state has, in some sense, its own generalized directing word.
The condition (ii) of Theorem 2.2 gives rise to an algorithm which tests a finite automaton A with n states and m input letters for generalized directability. The algorithm is a combination of two other algorithms. The first one is an algorithm for finding the strongly connected subautomata of a finite automaton. For that purpose we can use the algorithm given by the authors in [20] , which works in time O(mn + n 2 ), or adapt the algorithm from the paper by J. Demel, M. Demlová and V. Koubek [11] for finding the strongly connected components of a directed graph, which works in time O(mn). Immediately after an arbitrary strongly connected subautomaton is formed, it can be checked for directability, using, for example, an algorithm given by B. Imreh and M. Steinby in [15] . The total time required for checking all strongly connected subautomata for directability is bounded by O(mn 2 ). Therefore, the total working time for the whole algorithm is bounded by O(mn 2 ), which is the same bound as for the directability test given in [15] .
Recall that an automaton A is called locally directable if every its monogenic subautomaton is directable, and it is called uniformly locally directable if all its monogenic subautomata are directable and have a common directing word. In the general case, the class of uniformly directable automata is a proper subclass of the class of locally directable automata, as well as of the class of generalized directable automata. But, finite uniformly locally directable automata and finite locally directable automata form the same class, and in the second part of this section we study several properties of automata from this class and give an algorithm for testing a finite automaton for local directability.
Theorem 2.3
(i) A is locally directable; (ii) every monogenic subautomaton of A has the directable kernel; (iii) A is a direct sum of directable automata; (iv) every summand in the greatest direct sum decomposition of A has the directable kernel; (v) (∀a ∈ A)(∃u ∈ X * )(∀v ∈ X * ) avu = au.
Proof. Note first that, according to Theorem 1.2, a finite automaton is directable if and only if it has the directable kernel. This fact immediately implies the equivalences (i)⇔(ii) and (iii)⇔(iv). Since finite directable automata form a pseudovariety, the equivalence (i)⇔(iii) follows from Theorem 1.3. Finally, the claim (v) is just statement (i) written in symbols, i.e. (i)⇔(v) obviously holds.
Using the previous theorem we can give an algorithm which tests a finite automaton A with n states and m input letters for local directability. This algorithm is a combination of three simpler algorithms. The first one is for computing the summands in the greatest direct sum decomposition of A, for example an algorithm given by the authors in [20] , which works in time O(mn). Immediately after forming any of these summands, it can be checked whether this summand has a kernel, using one of two algorithms for finding the strongly connected subautomata of A mentioned before, which can be done in time O(mn) or O(mn + n 2 ). These algorithms have to be modified to check whether the considered summand has only one strongly connected subautomaton. If it is established that this summand has the kernel, this kernel can be immediately tested for directability using the mentioned algorithm from [15] . The total time needed for checking directability of all these kernels is bounded by O(mn 2 ). Therefore, the whole algorithm can be realized in time O(mn 2 ).
The least directing congruence
If K is a class of automata and A is an automaton, then a congruence relation θ on A is called a K-congruence if the related factor automaton A/θ belongs to K. According to M.Ćirić and S. Bogdanović [9, 3] , the class K is closed under homomorphic images and finite subdirect products if and only if the partially ordered set Con K (A) of all Kcongruences on A is a sublattice of the congruence lattice Con (A), for every automaton A, or equivalently, if it is a filter of Con (A), for every automaton A. Therefore, if K is a generalized variety or a pseudovariety of automata and A is a finite automaton, then Con K (A) is a finite lattice, so it has the least element which is called the least K-congruence on A.
If θ is a congruence relation on an automaton A such that A/θ is a directable automaton, then θ is called a directing congruence on A. Recall from [15] that a congruence relation θ on a finite automaton A is directing if and only if any two states a, b ∈ A are θ-mergeable, by which we mean that there exists u ∈ X * such that (au, bu) ∈ θ. Since the class of all directable automata is a generalized variety, then every finite automaton has the least directing congruence. An algorithm for finding the least directing congruence on a finite automaton was given by B. Imreh and M. Steinby in [15] . But, in various theoretical considerations it is often of interest to describe such a congruence through some logical formula, which is the main aim of this section.
Note that T. Petković and M. Steinby introduced in [19] the notion of a pair automaton of an automaton A. Here we will use a special subautomaton of this automaton defined as follows. On the set
of all pairs of nonmergeable states of A we define transitions by {a, b}x = {ax, bx},
for every x ∈ X. The transitions defined in this way are well-defined since if a pair {a, b} is nonmergeable then the pairs {ax, bx}, for all x ∈ X, are nonmergeable as well.
Then A (2) nm is an automaton which will be called the nonmergeable pair automaton of A. It plays an important role in the proof of the following theorem which characterizes the least directing congruence on a finite automaton. Theorem 3.1 Let A be an arbitrary finite automaton and let δ A be the transitive closure of the relation A defined on A by
Then δ A is the least directing congruence on A.
Proof. It is evident that A is reflexive and symmetric. Let (a, b) ∈ A and w ∈ X * . Then for each v ∈ X * there exists u ∈ X * such that {a(wv)u, b(wv)u} = {a, b}, whence {(aw)vuw, (bw)vuw} = {aw, bw}, so (aw, bw) ∈ A . Thus, A is compatible. Being the transitive closure of a reflexive, symmetric and compatible relation, δ A has the same properties and is transitive, so it is a congruence relation on A.
To prove that δ A is a directing congruence, consider arbitrary a, b ∈ A. If aw = bw for some w ∈ X * , then clearly (aw, bw) ∈ δ A , so a and b are δ A -mergeable. Suppose now that aw = bw, for every w ∈ X * . Then {a, b} is a state of the nonmergeable pair automaton A (2) nm of A, and by Theorem 1.2, there exists w ∈ X * such that {aw, bw} is a reversible state of A (2) nm . By this it follows that for each v ∈ X * there exists u ∈ X * such that {awvu, bwvu} = {aw, bw}vu = {aw, bw}, so (aw, bw) ∈ A ⊆ δ A . Therefore, a and b are δ A -mergeable, and by Lemma 5.3 of [15] we have that δ A is a directing congruence on A. It remains to prove that δ A is contained in an arbitrary directing congruence θ on A. Assume that (a, b) ∈ A . By the hypothesis and Lema 5.3 of [15] , a and b are θ-mergeable, so there exists v ∈ X * such that (av, bv) ∈ θ. On the other hand, (a, b) ∈ A implies {avu, bvu} = {a, b}, for some u ∈ X * , and by (av, bv) ∈ θ it follows (avu, bvu) ∈ θ, so we conclude that (a, b) ∈ θ. Thus, A ⊆ θ, whence δ A ⊆ θ, which was to be proved.
Let us observe that a and b are distinct states of an automaton A and for every v ∈ X * there exists u ∈ X * such that {avu, bvu} = {a, b} if and only if {a, b} is a reversible state of the nonmergeable pair automaton A (2) nm . Therefore, the previous theorem has the following equivalent formulation: Theorem 3.2 Let A be an arbitrary finite automaton and let δ A be the transitive closure of the relation A on A defined by
Note that the mentioned algorithm by B. Imreh and M. Steinby [15] , for finding the least directing congruence on a finite automaton, is based on a similar result given in terms of graphs.
By Theorem 3.1 and Theorem 1.2 the following result holds:
The least directing congruence on a finite automaton A is the Rees extension of the least directing congruence on the reversible part of A, i.e.
If A is an infinite automaton, then it does not necessarily have the least directing congruence. In the second part of this section we prove the existence of the least directing congruence on an arbitrary generalized directable automaton, even on an infinite one, and we give a characterization of this congruence different than the one given for finite automata in Theorem 3.1.
First we introduce several notions and notations. If A is an arbitrary (not necessarily finite) automaton, then to each state a ∈ A we can associate a language G(a) ⊆ X * defined as follows
The main properties of so defined languages are described by the next lemma.
Lemma 3.1 Let A be an arbitrary automaton and a ∈ A. Then G(a) = ∅ if and only if a is a strongly directable automaton.
In that case the following conditions hold:
Proof. If G(a) = ∅ then clearly a is a directable automaton. On the other hand, a is reversible, whence it follows that a is strongly connected. Thus, a is strongly directable. Conversely, let a be strongly directable. Then a is a u-neck of a , for some u ∈ X * , and then u ∈ G(a).
The assertion (a) is evident. Further, consider arbitrary u ∈ G(a) and w ∈ X * . Then avwu = a, for each v ∈ X * , so wu ∈ G(a). Thus, G(a) is a left ideal of X * . Consider also arbitrary u ∈ G(a) and w ∈ X * . Then awvu = a, whence awvuw = aw, for every v ∈ X * . Hence, uw ∈ G(aw).
Now we are ready to describe the least directing congruence on a generalized directable automaton. Theorem 3.3 Let A be an arbitrary generalized directable automaton and let υ A be the transitive closure of the relation ν A defined on A by
Then υ A is the least directing congruence on A.
Proof. The relation ν A is clearly reflexive and symmetric. Consider a, b ∈ A, a = b, such that (a, b) ∈ ν A , and an arbitrary w ∈ X * . Then there exists u ∈ G(a) ∩ G(b), and by (c) of Lemma 3.1 we have that uw ∈ G(aw) ∩ G(bw), so (aw, bw) ∈ ν A . Therefore, ν A is compatible, whence it follows that υ A is a congruence relation.
To prove that υ A is a directing congruence on A, consider an arbitrary u ∈ GDW (A) and a, b ∈ A. Then u ∈ G(au) ∩ G(bu), so (au, bu) ∈ ν A ⊆ υ A . Therefore, A/υ A is a u-directable automaton, so υ A is a directing congruence on A.
Let θ be an arbitrary directing congruence on A. Suppose that (a, b) ∈ ν A and a = b. Then there exists u ∈ G(a) ∩ G(b). On the other hand, for an arbitrary v ∈ DW (A/θ) we have that (av, bv) ∈ θ, whence (avu, bvu) ∈ θ. Now by u ∈ G(a) ∩ G(b) it follows that (a, b) = (avu, bvu) ∈ θ.
Therefore, ν A ⊆ θ, whence υ A ⊆ θ, and we have proved that υ A is the least directing congruence on A.
The previous theorem can be equivalently formulated as follows: Theorem 3.4 Let A be an arbitrary generalized directable automaton and let υ A be the transitive closure of the relation ν A on A defined by
As we see from Theorem 3.4, the condition which defines the relation ν A is stronger than the one from Theorem 3.1 that defines the relation A .
A congruence relation θ on an automaton A is called a trapping congruence if the factor automaton A/θ is a trapped automaton, and it is called a trap-directing congruence if A/θ is a trap-directable automaton.
Let A be a generalized directable automaton. Then the relation τ A defined on A by
is the least trapping congruence on A. In other words, (a, b) ∈ τ A if and only if either a = b or a and b belong to the same strongly connected subautomaton of A. Moreover, the relation ϑ A on A defined by
is the least trap-directing congruence on A. Equivalently, (a, b) ∈ ϑ A if and only if either a = b or a, b ∈ R(A), i.e. ϑ A is the Rees congruence of the subautomaton R(A) of A.
As it was proved in [20] , such defined relations are the least trapping and the least trapdirecting congruences on an arbitrary finite automaton, and almost the same proofs can be given in the case when A is a generalized directable (not necessarily finite) automaton. The next theorem describes certain relationships between the congruences υ A , τ A and ϑ A on a generalized directable automaton. Theorem 3.5 Let A be a generalized directable automaton. Then
Then a, b ∈ R(A), so by Theorem 2.1, a and b are strongly directable automata, i.e. G(a) = ∅ and G(b) = ∅. Take arbitrary u ∈ G(a) and v ∈ G(b). Then by (b) and (c) of Lemma 3.1 we have that
whence (a, av) ∈ τ A and (av, b) ∈ ν A ⊆ υ A , and similarly,
which yields (a, bu) ∈ ν A ⊆ υ A and (bu, b) ∈ τ A . Therefore, (a, b) ∈ τ A · υ A and (a, b) ∈ υ A · τ A , so we have proved the assertion of the theorem.
In the general case, the relation ν A on a generalized directable automaton A is not necessarily transitive, i.e. ν A = υ A . The next theorem gives interesting characterizations of the structure of generalized directable automata on which the relation ν A is transitive.
Theorem 3.6
The following conditions on an automaton A are equivalent:
(i) A is generalized directable and ν A is transitive; (ii) A is generalized directable and υ A ∩ τ A = ∆ A ; (iii) A is a pullback product of a directable automaton and a trapped automaton (with respect to a trap-directable automaton); (iv) A is a subdirect product of a directable automaton and a trapped automaton; (v) A is a parallel composition of a directable automaton and a trapped automaton.
Proof. (i)⇒(ii). If ν is transitive, then ν
is trivially satisfied, so we can further assume that a = b. By (a, b) ∈ τ A it follows that a, b ∈ B, for some strongly connected subautomaton B of A, and then there exists w ∈ X * such that aw = b. On the other hand, (a, b) ∈ υ A = ν A implies that there exists u ∈ X * such that avu = a and bvu = b, for each v ∈ X * . Now
(ii)⇒(iii). By the general result proved for arbitrary universal algebras by I. Fleischer in [12] it follows that an automaton A is a pullback product of automata A 1 and A 2 with respect to an automaton A 3 if and only if there exists a pair of congruences θ 1 and θ 2 on A such that θ 1 ∩ θ 2 = ∆ A , θ 1 and θ 2 commute and A/θ 1 ∼ = A 1 , A/θ 2 ∼ = A 2 and A/θ 3 ∼ = A 3 , where θ 3 = θ 1 · θ 2 = θ 2 · θ 1 . Since by Theorem 3.5 we have that υ A · τ A = τ A · υ A = ϑ A , then υ A ∩ τ A = ∆ A implies that A is a pullback product of a directable automaton A/υ A and a trapped automaton A/τ A with respect to a trap-directable automaton A/ϑ A .
(iii)⇒(iv) and (iv)⇒(v). These implications are evident. (v)⇒(i). Let A ⊆ B × C be a parallel composition of a directable automaton B and a trapped automaton C. Then B and C are generalized directable, and since generalized directable automata form a generalized variety, then A is also a generalized directable automaton. Furthermore, it can be easily verified that
whence it follows that ν A is transitive.
The least generalized and locally directing congruences
A congruence relation θ on an automaton A is called a generalized directing congruence if the factor automaton A/θ is generalized directable, and it is called a locally directing congruence if A/θ is a locally directable automaton. In this section we describe the least generalized directing and the least locally directing congruences on a finite automaton, and give algorithms for finding them.
First we prove the following theorem:
Theorem 4.1 Let a finite automaton A be represented as an extension of an automaton B by a trap-directable automaton C, where B is a direct sum of strongly connected automata
is the least generalized directing congruence on A.
Proof. It can be seen easily that γ A is a congruence relation on A. As in the proof of Theorem 2.2 we obtain that there exists p ∈ n i=1 DW (B i /δ i ). Take also arbitrary q ∈ DW (C) and v ∈ X * . Consider now any a ∈ A. Then aq ∈ B i , for some i ∈ [1, n], and for u = qp holds auvq = (aq)pvq ∈ B i , what implies
Thus, (auvu, au) ∈ γ A , for every a ∈ A, whence it follows that A/γ A is a generalized directable automaton, i.e. γ A is a generalized directing congruence on A.
To prove that γ A is the least generalized directing congruence on A, consider an arbitrary generalized directing congruence θ on A. Let ϕ be the natural homomorphism of A onto A/θ, and for any i ∈ [1, n], let ϕ i denote the restriction of ϕ on B i . Then for each i ∈ [1, n], B i ϕ i is a strongly connected subautomaton of A/θ, so by Theorem 2.2, B i ϕ i is a directable automaton. This means that ker ϕ i is a directing congruence on B i , whence δ i ⊆ ker ϕ i , and now we have that
So we have proved that γ A is the least generalized directing congruence on A.
Using the above theorem we can give an algorithm for finding the least generalized directing congruence on a finite automaton A with n states and m input letters. The algorithm consist of two parts. In the first one we compute the strongly connected subautomata of A. As we have mentioned in Section 2, we can use one of the algorithms given in [20] or [11] . They work in time O(mn + n 2 ) and O(mn), respectively. In the second part of the algorithm we compute the least directing congruence on each strongly connected subautomaton of A. Here we can use the algorithm given by B. Imreh and M. Steinby in [15] , which can be carried out in time O(mn 2 + n 3 ). Therefore, the total time for realizing the whole algorithm is bounded by O(mn 2 + n 3 ), the same as for the algorithm for computing the least directing congruence.
Before we describe the least locally directing congruence on a finite automaton, we give a more general result. Theorem 4.2 Let P be an irregular pseudovariety of automata and let a finite automaton A be represented as a direct sum of direct sum indecomposable automata
For each i ∈ [1, n] let λ P ,i denote the least P -congruence on A i . Then the relation λ P ,A defined on A by
is the least L(P )-congruence on A.
Proof. Evidently, λ P ,A is a congruence relation on A. Let ϕ be the natural homomorphism of A onto A = A/λ P ,A , and for each i ∈ [1, n] let ϕ i denotes the restriction of ϕ on A i and A i = A i ϕ i . Then for every i ∈ [1, n] we have that
so ker ϕ i = λ P ,i , and now we conclude that A i ∼ = A i /λ P ,i ∈ P , because λ P ,i is a Pcongruence on A i . On the other hand, if a ∈ A i ∩ A j , for some i, j ∈ [1, n], i = j, then a = a i ϕ i = a i ϕ and a = a j ϕ j = a j ϕ, for some a i ∈ A i and a j ∈ A j , which yields (a i , a j ) ∈ λ P ,A . But, by the definition of λ P ,A it follows that a i and a j must belong to the same A k , for some k ∈ [1, n], i.e. that i = k = j, which leads to a contradiction. Therefore, we conclude that A i ∩ A j = ∅ for i, j ∈ [1, n], i = j, so A is a direct sum of automata A i , i ∈ [1, n]. Using again Theorem 1.3 we obtain that A ∈ L(P ), and hence, λ P ,A is a L(P )-congruence on A.
To prove that λ P ,A is the least L(P )-congruence on A, consider an arbitrary L(P )-congruence θ on A. Let φ be the natural homomorphism of A onto A = A/θ, and for each i ∈ [1, n] let φ i be the restriction of φ on A i and A i = A i φ = A i φ i . We are going to prove that A i is direct sum indecomposable, for every i ∈ I. Fix i ∈ I and consider A i . It is easy to see that the inverse homomorphic image Bφ −1 i of every direct summand B of A i is a direct summand of A i , and since A i is direct sum indecomposable, we conclude that so is A i . On the other hand, θ is an L(P )-congruence on A, whence A = A/θ ∈ L(P ), and seeing that L(P ) is a pseudovariety, then we also have that A i ∈ L(P ). According to Theorem 1.3, the automaton A i can be decomposed into a direct sum of automata from P , and since A i is direct sum indecomposable, we conclude that A i ∈ P . By this and by A i = A i φ i ∼ = A i / ker φ i it follows that ker φ i is a P -congruence on A i , whence λ P ,i ⊆ ker φ i . Therefore, λ P ,i ⊆ ker φ i for every i ∈ [1, n], and hence, λ P ,A ⊆ ker φ = θ. So we have proved that λ P ,A is the least L(P )-congruence on A.
If we assume P to be the pseudovariety of all finite directable automata, then the following consequence is obtained:
Corollary 4.1 Let a finite automaton A be represented as a direct sum of direct sum indecomposable automata A i , i ∈ [1, n]. For each i ∈ [1, n] let δ i be the least directing congruence on A i . Then the relation λ A on A, defined by (a, b) ∈ λ A ⇔ (a, b) ∈ δ i for some i ∈ [1, n], is the least locally directing congruence on A.
In the case when P is assumed to be the pseudovariety of all finite trap-directable automata, Theorem 4.2 gives as a consequence Theorem 5 of [20] that characterizes the least locally trap-directing congruence on a finite automaton.
An algorithm for finding the least locally directing congruence on a finite automaton A with n states and m input letters, based on the previous results, can be also composed of two algorithms. The first one is the algorithm for finding the greatest direct sum decomposition of A, given by the authors in [20] , which can be done in time O(mn). In the second one we compute the least directing congruence on every summand of this decomposition, using the mentioned algorithm from [15] , and this takes time O(mn 2 +n 3 ). Therefore, the whole algorithm can be also realized in time O(mn 2 + n 3 ).
