Abstract-Researches in real-time scheduling often assume that the performance of a computing resource does not change over time. However, as system softwares and system architectures become increasingly complex, resource performance degradation over time becomes more evident. In this paper, we study the schedulability of a hard real-time task set on a resource which has performance degradation over time with a known pattern and use both cold and warm periodic rejuvenations as countermeasures. Such resource model is referred to as P 2 D-resource model for performance degradation and periodic rejuvenation with dual-levels. In this paper, we study (1) the formal specification of the P 2 D-resource model, (2) P 2 D-resource supply analysis, and (3) task set utilization bounds of a P 2 D-resource under Earliest Deadline First (EDF) and Rate Monotonic (RM) scheduling policies.
INTRODUCTION
SINCE the publication of the seminal paper by Liu and Layland in 1973 [1] , the problem of real-time task scheduling under different resource models has been studied intensively. However, many of the studies rely on a strong assumption that the performance of a computing resource does not change during its lifetime. Unfortunately, for many long-running real-time applications, such as data acquisition systems (DAQ) [2] , [3] , deep-space exploration programs [4] , [5] and SCADA systems for power, water and other national infrastructures [6] , [7] , the performance of computational resources decreases notably after a long and continuous execution period.
Over a 20-day period we collected the CPU and memory usage data of a monitoring software [8] deployed on Fermilab control system which has a stable application workload. As shown in Fig. 1 , both CPU and memory consumptions increase with time, which indicates that the system performance, i.e., the amount of computational power provided by the system in a unit time, keeps decreasing when the system runs continuously.
The root cause of this phenomenon is complex and not yet fully understood, but often caused by software error accumulation and memory leak which are also referred to as software aging problem [9] . Due to software aging problem, from an application's perspective, the system keeps slowing down as it continuously operates and eventually causes execution failures. As an effective countermeasure, software rejuvenation [9] , [10] techniques are introduced to recover the system performance. However, almost all types of software rejuvenation approaches have a common side-effect, i.e., when systems perform software rejuvenation, they are not available to execute applications. The trade-off between rejuvenation overhead and system performance gain has drawn large efforts from the community to optimize different system objectives, such as availability [11] , [12] , reliability [13] , [14] and capacity [15] . At the same time, studies on different rejuvenation methods, from the simplest reboot (i.e., cold rejuvenation) [10] , [16] to more complex multilevel rejuvenation [17] , [18] , [19] , and different strategies of rejuvenation, such as the mixed or fine-grained rejuvenations [17] , [20] , have also been introduced in the literature to reduce the overhead and maximize the recovery of system performance.
Through rejuvenation, systems are able to operate at a desired performance level for long period of time. However, from an application's perspective, resources with repeated rejuvenations are only periodically available to them. Moreover, due to performance degradation, even within the time interval when the resource is available, its performance keeps decreasing. These features are not considered by traditional resource models, such as the model used by Liu [1] . To capture these new properties, we introduced a resource model, the P 2 -resource, to feature resources with performance degradation and periodic rejuvenation in our earlier work [21] . We also studied the schedulability issues on a P 2 -resource with only one level (cold) of rejuvenation.
In this paper, we extend the study to a P 2 -resource model with dual-level (both cold and warm) rejuvenations, i.e., the P 2 D-resource model. Based on the new resource model, we then study the resource's worst case supply and provide both the resource supply bound and the linear supply bound. With the supply bound analyses, we further derive the task set utilization bounds to determine the schedulability of a given real-time task set under EDF or RM scheduling policies. As the new resource model was emerged from observations of real engineering systems, we believe the research results presented in this paper can benefit many long-standing hard real-time systems in practice. One example is the deep-space exploration system [4] , [5] which consists of a master resource and a back-up resource. The back-up resource remains idle until the master resource is under rejuvenation. With the schedulability analysis for a P 2 D-resource in this work, we can improve the system's utilization by scheduling more real-time tasks on both resources without causing deadline miss while using rejuvenations to combat performance degradation, or aging, problem.
The rest of the paper is organized as follows: we discuss related work in Section 2. The P 2 D-resource model is formally defined in Section 3. The resource supply bound and linear supply bound of a P 2 D-resource are studied in Section 4. The utilization bounds for a task set under the EDF and RM scheduling policies on a P 2 D-resource are presented in Section 5. We conclude our work in Section 6.
RELATED WORK
In 1973, Liu and Layland first introduced the Earliest Deadline First (EDF) and the Rate Monotonic (RM) scheduling policies for realtime systems and provided the utilization bounds for both policies [1] . Since then, the real-time scheduling problem has been extensively studied. Significant amount of work has been done in developing new scheduling algorithms under different assumptions [22] , [23] and improving utilization bounds for both EDF and RM policies on single processor [24] , multiple processors [25] and distributed system [26] , [27] under different constraints (preemptive [28] versus non-preemptive [29] ) with various task models (harmonic task set [22] , mixed-criticality task set [30] , to name a few). However, most of the existing works are based on the assumption that computing resource is always available to applications and its performance does not change (the regular resource model), as illustrated in Fig. 2a .
As technology advances, Dynamic Voltage and Frequency Scaling (DVFS) becomes available. With this ability, computing resource can on purposely lower its frequency [31] , [32] to reduce power consumption. Therefore, for a DVFS-enabled system, its resource model is no longer the regular model but becomes a continuous model with performance variations, as illustrated in Fig. 2b . The schedulability analysis based on the DVFS resource model is studied intensively by the research community [31] , [32] , [33] . In the literature, the task schedulability study under the DVFS resource model makes two major assumptions: (1) resource can be switched between different performance levels and once it is switched to one level, the performance is stabilized until the next switch takes place [32] though the time between two consecutive switches can be infinitely small, i.e., continuous frequency, and (2) the performance change via DVFS is controllable and voluntary [32] , [33] .
We can use DVFS to simulate the behavior of aging-caused performance degradation, but the DVFS model itself which only specifies either available discrete frequencies, or continuous frequencies, is not sufficient to capture the properties of resource with performance degradation and periodic rejuvenation.
If we only consider the rejuvenation overhead, then a P 2 D-resource becomes a periodic resource. The concept of the periodic resource was first introduced by Shigero et al. in 1999 [34] . Mok et al. [35] and Feng et al. [36] extended Shigero's original periodic resource model to the fixed-pattern periodic resource model as illustrated in Fig. 2c . They further provided theoretical analysis on the schedulability of a real-time task set under this model. Later, Shin et al. further extended the fixed-pattern periodic resource model to the dynamic pattern periodic resource model and provided formal analysis under both EDF and RM scheduling policies [37] , [38] . However, the work on periodic resources are based on one general assumption, i.e., when a periodic resource is available to applications, its computational capacity does not change. The periodic resource model does not capture the property of performance degradation. The P 2 -resource explicitly models both performance degradation and rejuvenation as illustrated in Fig. 2d .
Due to the unavoidable resource performance degradation, applications running on the resource will eventually fail to work if no action is taken to countermeasure the degradation. Software rejuvenation techniques are hence introduced [9] , [10] . Various rejuvenation methods and strategies with different optimization purposes have been developed in the literature [11] , [12] , [13] , [14] , [15] . Rejuvenation brings back resource performance, but also introduces downtime to applications running on the resource. To balance the tradeoffs, mixed rejuvenation techniques are developed [17] , [39] , [40] . Hong et al. studied two-level closed-loop rejuvenation techniques and proposed an approach to minimize the average rejuvenation cost [39] . Koutras et al. introduced a two-level software rejuvenation model enhanced with the concept of preventive rejuvenations at the robust state and the rejuvenation failure possibility [40] . Candea et al. introduced the Microreboot rejuvenation approach [17] which conducts rejuvenations on finegrained application components and adjusts the granularity dynamically based on the rejuvenation performance. Researchers also modeled the two-level rejuvenation with Semi-Markov processes and analyzed the optimal rejuvenation policy to maximize the system availability [41] , [42] .
In this paper, we focus on the supply bound analysis of a P 2 -resource with dual rejuvenation levels, i.e., the P 2 D-resource and the schedulability analysis of a real-time task set running on it. We believe that the P 2 D-resource model is a more generalized resource model that can be easily transformed to either the regular resource model [1] or the periodic model [38] , [43] . In the next section, we formally define the P 2 D-resource model and formulate the problems addressed by this paper.
MODELS AND PROBLEM FORMULATION

Resource Model and Assumptions
As illustrated in Fig. 2d , we model the resource by considering both performance degradation and rejuvenation time cost. Note that by resource performance, we mean the computation cycles provided by the resource to applications in a unit time.
Resource Performance Degradation Function. We use function fðtÞ to denote the resource performance at time t. We assume that fðtÞ is continuous, non-increasing and fð0Þ ¼ 1.
To simplify mathematical transformations and deviations, and focus more on analysis strategies, we assume in this paper that the resource performance function is a linear decreasing function, i.e.,
where a is a constant and 0 a < 1.
Resource Rejuvenation. We consider a rejuvenation that can fully recover the system performance as a cold rejuvenation, it often refers to system reboot [10] , [16] . Likewise, we call a rejuvenation which can only partially recover the system performance, such like application refresh or system component restart [17] , [44] , as a warm rejuvenation. For warm rejuvenations, we assume they recover p percent of the performance from their previous rejuvenation. Both types of rejuvenations are considered as atomic procedures, i.e., they cannot be interrupted.
The P 2 D-Resource Model. We model P 2 D-resource R with a sextuple RðfðtÞ; p; f c ; f w ; p; mÞ. fðtÞ is the performance degradation function. p is the time interval between the starting times of two consecutive rejuvenations. f c and f w are the cold and warm rejuvenation time costs, respectively, and all the overheads of rejuvenations, such as the status change between rejuvenation and execution, are included in the time costs. p is the percentage of performance recovered by a warm rejuvenation. m is the number of warm rejuvenations between two consecutive cold rejuvenations. The pattern of resource R repeats every ðm þ 1Þ Á p time units. We further assume that the resource performance never decreases to zero, i.e., f À1 ðp m Þ > p À f c . Fig. 3 shows an example of P 2 D-resource with m ¼ 2. Task Model. The task model considered in this paper is similar to the one defined by Liu and Layland [1] . A task set G ¼ ft 1 ; t 2 ; . . . ; t n g has n independent periodic tasks that are all released at time 0. Each task t i 2 G is a two-tuple ðP i ; e i Þ, where P i is the inter-arrival time between any two consecutive jobs of t i (also called period), and e i is the task execution time calibrated under maximum performance fð0Þ ¼ 1 of a given P 2 D-resource. All the running overheads of t i , such as the task lunching or finishing overheads, are included in e i . The utilization of the task set G is denoted as U G , where
We use H to denote the hyper-period of G and P min to denote the minimum task period of the task set G, i.e., P min ¼ min fP i j8t i 2 Gg. If P min f, a task set is not schedulable in the worst case. Hence, we assume P min > f.
Problem Formulation
To analyze the schedulability of a task set on a P 2 D-resource, we take two steps. First, we study the minimal resource supply of a P 2 D-resource in a time interval with a given length. Then, we present the sufficient utilization bounds under both EDF and RM scheduling policies for a task set on a P 2 D-resource. These two problems are formalized as follow. Problem 1. Given a P 2 D-resource R, determine its supply bound function (SBF) and linear supply bound function (LSBF).
Problem 2. Given a P 2 D-resource R and a task set G, determine the utilization bounds of task set G on R under EDF and RM scheduling policies, respectively.
To solve the first problem, we must to prove that the resource amount given by both bound functions are no more than the resource amount provided by the given P 2 D-resource in any time interval with given length. For the second problem, we must prove that any arbitrary task set is guaranteed to be schedulable if its utilization rate is no larger than the bound.
SUPPLY BOUND ANALYSIS FOR P 2 D-RESOURCE
To analyze task schedulability on P 2 D-resources, we need to determine the resource's supply bound which describes the least amount of resource that can be provided in a time interval with given length.
To do so, we first consider a simple case where each cold rejuvenation is followed by a warm rejuvenation and vice versa, i.e., m ¼ 1. We call it a P 2 D-resource with interleaving rejuvenations, or interleaving P 2 D-resource. We analyze its worst case resource supply and provide its supply bound functions. We then extend the results in two directions: 1) determine the sufficient condition for interleaving rejuvenation to be superior than cold-only rejuvenation from the schedulability perspective; and 2) generalize the supply analysis from a interleaving P 2 D-resource to a regular P 2 D-resource. Fig. 4 shows an example of R I . Similar to the analysis of P 2 -resource with only cold rejuvenation in [21] , in Lemma 1 we first determine which time interval obtains the least amount of resource for a given time length. Then, we provide the minimal supply function (MSF) of R I in Lemma 2 and the supply bound function in Lemma 3. With MSF and SBF, we derive the linear supply bound function for R i in Theorem 1. Proof. Denote the time interval that ends at the completion time point of a cold rejuvenation by I. Denote I's start and end times as S i and E i , respectively. For I's length t, we consider the following four different cases separately:
Resource Supply Bounds for
Case 1. 0 t < f c . In this case, no resource is provided in I since R I is under rejuvenation.
Case 2. f c t < p. In this case, R provides resource in time interval I. Let t ¼ f c þ where 0 < p À f c . It is clear that for any time interval of length t in a resource period, the longest time without resource supply is f c and the shortest time that always has resource supply is . Moreover, during the entire resource period, the least and consistent resource supply provided by R in intervals with length is the interval that ends at the beginning of a cold rejuvenation. This scenario is illustrated as I in Fig. 4 . Since I is also adjacent to f c , therefore the time interval with length t which ends at the completion time point of a cold rejuvenation obtains the minimal resource supply from R.
Case 3. p t < p þ f w . We prove that time interval I 1 shown in Fig. 4 has the minimal resource supply of u w among all intervals with length t.
We first consider the scenario when a time interval I i ends no later than the completion time point of a cold rejuvenation, i.e., E i 2p. If a time interval I i with length t starts during a warm rejuvenation, i.e., p À f w S i p, and ends within a cold rejuvenation, i.e., 2p À f c E i < 2p, then this interval obtain u w resource, which is equal to the resource obtained by I 1 . As f c ! f w , it is possible for an interval, such as I 2 in Fig. 4 , to start before the beginning of a warm rejuvenation and end during a cold rejuvenation, i.e., S i < p À f w and E i ! 2p À f c . In this case, the interval obtains resource more than u w . If an interval, such as I 3 illustrated in Fig. 4 , starts in ½0; p À f w Þ and end in ½p; 2p À f c Þ, it obtains resource from both u c and u w . Comparing interval I 3 and I 2 where
½fðtÞ À ð1 À pÞdt more resource, which is always larger than zero, than I 2 does, hence I 1 still obtains the minimal resource supply. Next, we consider the scenario that for a time interval I i , E i ! 2p. It is easy to see that if E i ! 4p, I i repeats the case of E i 2p in another resource period. For the case that 4p > E i ! 3p, the time interval obtains at lest u c resource which is more than u w . For the case that the 3p ! E i ! 2p, if 2p ! S i ! 2p À f c , then it is obvious that resource provided in I i is no less than I 4 where Fig. 4 , the more resource provided in I 5 than in I 4 can be calculated as
½fðtÞ À ð1 À pÞdt > 0, which indicates I 5 gains more resource than I 4 . Similar to the comparison between I 3 and I 2 , we have I 4 obtains more resource than I 1 . In either scenario, I obtains the least resource. Case 4. p þ f w t < 2p. With the similar approach used in Case 3, we can prove that time interval I 6 in Fig. 4 obtains the least resource in this case.
We have proved that in all four cases, if the time interval ends up with the beginning of a cold rejuvenation, then the resource provided in this time interval is minimal compared to all intervals with the same length. t u Lemma 2. For a P 2 D-resource with interleaving rejuvenation R I ðfðtÞ; p; f c ; f w ; p; 1Þ, its minimal supply function msf I ðtÞ (t < 2p), i.e., the minimal amount resource that can be provided in a time interval of length t, is
Proof. As Eq. (2) is a step function, we analyze its four cases separately. Based on Lemma 1, we only consider the time interval that ends at the completion time point of a cold rejuvenation, which is denoted as I. To simplify the presentation, we denote the right end of I, i.e., the completion of a cold rejuvenation, as time 0, and the left end as time t. Case 1. f c > t ! 0. I gains no resource since R I is under rejuvenation.
Case 2. p > t ! f c . We split I into two time intervals I 1 ¼ ½0; f c Þ, and I 2 ¼ ½f c ; t. As discusses in Case 1, I 1 gains no resources. For I 2 , like I in Fig. 4 where ¼ t À f c , the amount of resource it obtains is R pÀf c pÀt ½fðxÞ À 1 þ pdx. Case 3. p À f w > t ! p. We split I into I 1 ¼ ½0; pÞ and I 2 ¼ ½p; t. For I 1 , it obtains u w resource; for I 2 , it obtains no resource.
Case 4. 2p > t ! p À f w . We split I into I 1 ¼ ½0; p À f w Þ and I 2 ¼ ½p À f w ; wp. For I 1 , it obtains u w resource; for I 2 , it obtains R pÀf w 2pÀt fðxÞdx resource. t u
Based on the minimal supply function, we derive the supply bound function of a P 2 D-resource in the following lemma.
Lemma 3. For a P 2 D-resource RðfðtÞ; p; f c ; f w ; p; 1Þ with interleaving rejuvenation, its supply bound function is calculated as below:
Proof. Denote a time interval as I, and divide I into two parts: the first part (if t ! 2p) that contains several integral resource period and the second part is the remaining time interval that is shorter than 2p. For the first part, it obtains t 2p Ä Å u I amount of resource. For the second part, we only need to consider the worst case, i.e., the time interval that ends with a cold rejuvenation according to Lemma 1. In this part, the time interval obtains at least msf I ðt mod 2pÞ amount of resource.
t u
To analyze the schedulability of a task set on R I , we further calculate its linear supply bound function lsbf I ðtÞ which is the lower tangent line of the supply bound function. Obviously, the slope of lsbf I ðtÞ is u I 2p and the challenge is to calculate the tangent point. To simplify the expressions, we define the tangent point discriminant DðtÞ as follow:
Geometrically, for a linear function LðtÞ which has slope u I 2p and passes through point (T, sbf I ðT Þ), DðT Þ is the value of L À1 ð0Þ. Obviously, if ðT; sbf I ðT ÞÞ is the tangent point of lsbf I ðtÞ and sbf I ðtÞ, then 8T 0 2 R; DðT Þ ! DðT 0 Þ, which is demonstrated in Fig. 5 .
Theorem 1. For a P
2 D-resource with interleaving rejuvenation RðfðtÞ; p; f c ; f w ; p; 1Þ, its linear supply bound function lsbf I ðtÞ is calculated as below:
where
and
Proof. To prove lsbf I ðtÞ is the lower tangent line of sbf I ðtÞ, we need to prove that the following two conditions always hold:
8t : lsbfðtÞ sbfðtÞ 9t : lsbfðtÞ ¼ sbfðtÞ;
In the first step, we consider the scenario that Tp ¼ Tp 1 , which indicates DðTp 1 Þ ! DðTp 2 Þ. As sbf I ðtÞ is a step function (due to msf I ðtÞ is a step function) which contains four cases, we consider the following four cases separately:
for all n 2 N. Case 1. when 2np t < 2np þ f c . In this case sbfðtÞ ¼ nu I by definition. On the other hand, we also know that lsbfðDðTp 1 ÞÞ ¼ 0 and DðTp 1 Þ ! f c according to Eq. (4). As lsbf I ðtÞ increases monotonically with t, we further have lsbf I ðf c þ 2npÞ nu I ) lsbf I ðtÞ sbfðtÞ.
Case 2. Case 3. when ð2n þ 1Þp t < ð2n þ 1Þp þ f w . It is obvious that sbf I ðtÞ ¼ ðn þ 1Þp. Since lsbf I ðtÞ is monotonically increase with t and lsbf I ðð2n þ 1Þp þ f w Þ ðn þ 1Þp, we have sbf I ðtÞ > lsbf I ðtÞ always holds.
Case 4. when ð2n þ 1Þp þ f w t < ð2n þ 2Þp. Following the same prove approach given in Case 2, we have S 0 ðTp 1 Þ ¼ 0 and S 00 ðTp 1 Þ > 0. Plus sbf I ðTp 1 Þ ¼ lsbf I ðTp 1 Þ, we now have sbf I ðtÞ À lsbf I ðtÞ > 0 always holds. In particular, when t ¼ Tp 1 , sbf I ðtÞ ¼ lsbf I ðtÞ.
In the four scenarios, we proved that the first condition in Eq. (7) always holds. Moreover, we further proved that the second condition also holds since sbf I ðTp 1 Þ ¼ lsbf I ðTp 1 Þ.
With the same approach, we can also derive the same result from the second scenario that Tp ¼ Tp 2 .
An example of SBF and LSBF with Tp ¼ Tp 1 is shown in Fig. 6 . Based on Theorem 1, we extend this result in two directions in the following two sections: 1) provide the sufficient condition when the interleaving rejuvenation is superior than code rejuvenation, i.e., m ¼ 0; and 2) extend the result to generic mixed rejuvenations, i.e., m ! 1.
Interleaving Rejuvenation versus Cold Rejuvenation
We define the criteria that resource R 2 's schedulability is better than R 1 's when 1) all task sets that are schedulable on R 1 are also schedulable on R 2 , and 2) there exists a task set that is schedulable on R 2 but is unschedulable on R 1 .
Next, we develop a sufficient condition that a P 2 D-resource with interleaving rejuvenation is better than with only cold rejuvenation. 
where Tp ¼ maxfp À
Proof. As mentioned in [38] , the condition of schedulability guarantee of a task set is that the task set's demand bound (for EDF) or each task's resource demand plus the interferences from higher priority tasks (for RM) is always less than the supply bound in any given time interval. Therefore, to guarantee that R 2 has better schedulability, we consider the two conditions based on the linear supply bound function: 1) the longest time of R 2 that provides no resource, i.e., blackout time, is shorter than R 1 's longest blackout time. 2) the average resource providing rate of R 2 is higher than the rate of R 1 . Based on these two conditions, we derive the condition for R 2 to be better than R 1 .
Based on Eq. (5) in Theorem 2 and the definition of DðtÞ in Eq. (4), we derive the blackout time of R 1 and R 2 as DðTpÞ and maxðDðTp 1 Þ; DðTp 2 ÞÞ, respectively. Therefore, condition (1) is satisfied when DðTpÞ < maxððDðTp 1 Þ; DðTp 2 ÞÞ holds.
For the second condition, we have
2p which can be further transformed to the second condition in Eq. (9) . t u
Linear Supply Bound Function for P 2 D-Resource
To find the linear supply bound function lsbf M ðtÞ of a P 2 D-resource with cold and warm rejuvenations, we take the similar approach adopted for interleaving P 2 D-resource. First, we provide the supply bound function sbf I ðtÞ in Lemma 4, then we provide lsbf M ðtÞ in Theorem 2. To simplify the expression, we introduce the following notations for RðfðtÞ; p; f c ; f w ; p; mÞ. 
as the tangent point discriminant where sbf M ðtÞ is defined in Lemma 4.
Lemma 4. For a P 2 D-resource RðfðtÞ; p; f c ; f w ; p; mÞ, its supply bound function sbf M ðtÞ is calculated as below:
where i ¼
Proof. Similar to the proof of Lemma 2, we focus on the time interval, denoted by I, that ends at the completion time point of a cold rejuvenation. We then divide the time interval into three segments and calculate the resource separately: segment I 1 that contains integral resource periods ðn þ 1Þp; segment I 2 that contains integral rejuvenation periods p; and the remaining segment, denoted as I 3 , which is shorter than p. For I 1 , it has t P Ä Å integral resource periods, therefore it obtains t P Ä Å Á u amount of resource. For I 2 , it has i integral rejuvenation periods p, hence it contains all the available resource provided from the end of the ith warm rejuvenation to the next cold rejuvenation. On the other hand, for the time interval between the end of jth rejuvenation and the start of the ðj þ 1Þth rejuvenation, the resource amount is calculated as p j R pÀf w 0 fðtÞdt. Therefore, I 2 's total resource amount is calculated as P iÀ1 j¼0 u j . For I 3 , we take the similar method of calculating of msf I ðtÞ in Lemma 2 and calculate the amount of resource provided in this time interval, i.e., msf M ðtÞ, in Eq. (12) .
Combine these three part together, we have the sbf M ðtÞ calculated in Eq. (13) . t u Theorem 2. For a P 2 D-resource RðfðtÞ; p; f c ; f w ; p; mÞ, let
where Tp 2 fTp 1 ; . . . ; Tp mþ1 g and 8Tp x 2 fTp 1 ; . . . ; Tp mþ1 g :
Proof. With the same approach used to prove Theorem 1, we prove this theorem in technical report [45] . t u
UTILIZATION BOUND OF A P 2 D-RESOURCE UNDER EDF AND RM SCHEDULING POLICIES
With the supply bound analysis of P 2 D-resource given in Section 4, we are now able to derive the sufficient utilization bound under different scheduling policies for a real-time task set. To simplify the expression, we keep using the notations P, f i , u and u i defined in Section 4.3. 
where Tp 2 fTp 1 ; . . . ; Tp mþ1 g satisfies 8Tp x 2 fTp 1 ; . . . ; Tp mþ1 g :
Proof. Detailed proof is given in technical report [45] .
t u
It is worth noting that the presented P 2 D-resource model is more general. For instance, we can de-generalized the P 2 D-resource model to a continuous and constant resource by setting fðtÞ ¼ 1 and f ¼ 0. In this case, the utilization bound of a P 2 D-resource under EDF policy UB EDF ðG; RÞ becomes the utilization bound given by Liu and Layland [1] , i.e., UB EDF ðG; RÞ ¼ 1.
Corollary 2. Given a task set G and a P 2 D-resource Rð1; p; 0; 0; 1; 0Þ, the task utilization bound under the EDF scheduling policy is UB EDF ðG; RÞ ¼ 1.
Proof. For the given resource R, since fðtÞ ¼ 1 and f w ¼ f c ¼ 0, we have u ¼ P and msf M ðTpÞ ¼ Tp. Therefore,
In the next step, we introduce the utilization bound for RM scheduling policy.
Theorem 4. Given a P 2 D-resource RðfðtÞ; p; f c ; f w ; p; mÞ and a task set G with task number n and minimal task period P min . The utilization bound of the task set G on R under RM scheduling policy is UB RM ðG; RÞ
where a is the slope of fðtÞ, k ¼ Proof. Detailed proof is provided in technical report [45] .
The UB RM comes the RM utilization bound given in [1] for traditional continuous and constant resources.
Corollary 3. Given a task set G with n tasks and a regular P 2 D-resource Rð1; p; 0; 0; 1; 0Þ, the task set utilization bound under RM scheduling policy is UB RM ðG; RÞ ¼ nð2 1=n À 1Þ:
Proof. Since fðtÞ ¼ 1 and f c ¼ f w ¼ 0, we have
and hence UB RM ðG; RÞ ¼ nð2 1=n À 1Þ. t u
CONCLUSION AND FUTURE WORK
In this paper, we have formally defined resources with performance degradation and dual periodic rejuvenations, provided supply bound analysis of a P 2 D-resource, and derived the closed forms of utilization bounds for a task set on a P 2 D-resource with both EDF and RM scheduling policies, respectively. With these two bounds, the schedulability of a given task set can be easily determined. Comparing to the existing works on real-time scheduling where the resource is assumed to be continuous and with constant performance, we captured the system aging effect and rejuvenation cost in our resource model, therefore we believe our work is more generic and closer to the systems in reality, especially for long-running real-time embedded applications.
However, to simplify the study, we have assumed the performance degradation function of a P 2 D-resource is linear, which may not always hold. Our next step is to remove this assumption and study the P 2 D-resources with non-linear performance degradation functions and also consider to extend from dual-level rejuvenation to multiple level rejuvenation. More practical factors, such as system running overheads, and more research methods, such as empirical study, will also be taken into consideration. Meanwhile, as multi-core, multi-processor and multi-host structure are becoming the mainstream, we will also study the schedulability of a task set on multiple P 2 D-resources and design task assignment and scheduling algorithms. More complex computing systems, such like HPC-based cluster or Cloud system, and different types of resources, such as storage and network, will also be included in our future research scope.
