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DYNAMICAL RELATIVISTIC LIQUID BODIES I: CONSTRAINT PROPAGATION
TODD A. OLIYNYK
Abstract. We introduce a new wave formulation for the relativistic Euler equations with vacuum
boundary conditions that consists of a system of non-linear wave equations in divergence form with a
combination of acoustic and Dirichlet boundary conditions. We show that solutions of our new wave
formulation determine solutions of the relativistic Euler equations that satisfy the vacuum boundary
conditions provided the initial data is chosen to make a specific set of constraints vanish on the initial
hypersurface. Moreover, we prove that these constraints propagate. This article is the first step of a
two step strategy to establish the local-in-time existence and uniqueness of solutions to the relativistic
Euler equations representing dynamical liquid bodies in vacuum.
1. Introduction
Over the past two decades, a number of results that guarantee the local-in-time existence and unique-
ness of solutions to the (non-relativistic) Euler equations that represent dynamical fluid bodies in vacuum
have been established [7, 9, 10, 18, 25, 29, 30, 46, 47]. Recently, the first step towards extending these
existence results to the relativistic setting have been taken. Specifically, a priori estimates for solutions
to the relativistic Euler equations that satisfy the vacuum boundary conditions have been established
for both liquids [41] and gases [21, 24]. Unlike most initial boundary value problems where well-known
approximation schemes can be used to obtain local-in-time existence and uniqueness results from a priori
estimates, it is highly non-trivial to obtain existence from a priori estimates for dynamical fluid bodies
in vacuum, whether relativistic or not. The main reason for the difficulty is the presence of the free
fluid-matter vacuum boundary, which make it necessary to exploit much of the structure of the Euler
equations in order to derive a priori estimates. This makes the use of approximation methods problematic
since any approximate equation would have to possess all of the essential structure of the Euler equations
used to derive estimates, and to find such approximations has proved to be very difficult.
The a priori estimates from [41] were derived using a wave formulation of the Euler equations consisting
of a fully non-linear system of wave equations in divergence form together with non-linear acoustic
boundary conditions. This system of wave equations and acoustic boundary conditions were obtained by
differentiating the Lagrangian representation of the Euler equations and vacuum boundary conditions in
time and adding constraints that vanish identically on solutions. A priori estimates, without derivative
loss, were then established using an existence and uniqueness theory that was developed for linear systems
of wave equations with acoustic boundary conditions together with Sobolev-Moser type inequalities to
handle the non-linear estimates. This approach to deriving a priori estimates suggests a two step strategy
to obtain the local-in-time existence, without derivative loss, of solutions to the relativistic Euler equations
that satisfy the vacuum boundary conditions. The first step is to show that the constraints used to
derive the wave formulation propagate; that is, to show that if the constraints, when evaluated on a
solution of the wave formulation, vanish on the initial hypersurface, then they must vanish identically
everywhere on the world tube defined by support of the solution. The second step is to establish the
local-in-time existence and uniqueness of solutions to the wave formulation, which would follow from a
standard iteration argument using the linear theory and Sobolev-Moser inequalities developed in [41].
Such solutions would, by step one, then determine solutions of the relativistic Euler equation that satisfy
the vacuum boundary conditions thereby establishing the local-in-time existence of solutions representing
dynamical relativistic liquid bodies.
The main purpose of this article is to carry out the first step of the above strategy. For technical
reasons, we do not use the wave formulation from [41], but instead, we consider a related version that
differs by a choice of constraints. This new wave formulation involves an additional scalar field that solves
a wave equation with Dirichlet boundary conditions. We will not address the second step in this article.
It is carried out in the separate article [38], where we prove a local-in-time existence and uniqueness
theorem that establishes the existence of solutions corresponding to dynamical relativistic liquid bodies.
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1.1. Related and prior work. In the non-relativistic setting, a number of different approaches have
been used to establish the local-in-time existence and uniqueness of solutions to the Euler equations that
satisfy vacuum boundary conditions. Important early work was carried out by S. Wu who, in the articles
[46, 47], solved the water waves problem by establishing the local-in-time existence of solutions for an
irrotational incompressible liquid in vacuum. This work improved on the earlier results [11, 37, 49], where
existence for water waves was established under restrictions on the initial data. Wu’s results were later
generalized, using a Nash-Moser scheme combined with extensions to earlier a priori estimates derived in
[6], by H. Lindblad to allow for vorticity in [30]. This work was subsequently extended to compressible
liquids in [29].
Due to the reliance on Nash-Moser, Lindblad’s existence results involve derivative loss. By using an
approximation based on a parabolic regularization that reduces in the limit of vanishing viscosity to
the Euler equations, the authors of [9] were able to establish, without derivative loss, a local-in-time
existence result for incompressible fluid bodies, which they later generalized to compressible gaseous and
liquid bodies in [10] and [7], respectively. Existence for compressible gaseous bodies was also established
using a different approach in [25]. For other related results in the non-relativistic setting, which includes
other approaches to a priori estimates and existence on small and large time scales, see the works [1, 2,
4, 8, 16, 20, 19, 22, 23, 31, 32, 33, 34, 36, 43, 48, 50] and references cited therein.
In the relativistic setting, much less is known. For gaseous relativistic bodies, the only existence result
in the most physically interesting case where the square of the sound speed goes to zero like the distance
to the boundary that we are aware of is [40], which is applicable to 2 spacetime dimensions. However,
based on earlier work by Makino [35] in the non-relativistic setting, Rendall established the existence of
solutions to the Einstein-Euler equations representing self-gravitating gaseous bodies that are undergoing
collapse [42]. For relativistic liquids, a local-in-time existence result involving derivative loss has been
established in [44] using a symmetric hyperbolic formulation in conjunction with a Nash-Moser scheme.
We note that the use of constraints to establish the existence of solutions has a long history in Mathe-
matical Relativity with, perhaps, the most well known and important application being the proof of the
existence and geometric uniqueness of solutions to the Einstein equations, which was first established in
[12]; see also [3, 5, 15, 27, 28, 42] for related work when boundaries are present. We would also like to
add that the work presented here and in [41] was inspired by the constraint propagation approach to the
relativistic fluid body problem from [14].
1.2. Initial boundary value problem for relativistic liquid bodies. In order to define the initial
boundary value problem (IBVP) for a relativistic fluid, we first need to introduce some geometric structure
starting with a 4-dimensional manifold1 M equipped with a smooth Lorentzian metric
g = gµνdx
µdxν (1.1)
of signature (−,+,+,+). In the following, we let ∇µ denote the Levi-Civita connection of gµν and
Ω0 ⊂M be a bounded, connected2 spacelike hypersurface with smooth boundary ∂Ω0. The manifold Ω0
defines the initial hypersurface where we specify initial data for the fluid. The proper energy density ρ of
the fluid is initially non-zero on Ω0 and vanishes outside
3. The initial hypersurface Ω0 forms the “bottom”
of the world tube ΩT defined by the motion of the fluid body through spacetime, which is diffeomorphic
to the cylinder [0, T ] × Ω0. We let ΓT denote the timelike boundary of ΩT , which is diffeomorphic to
[0, T ]× ∂Ω0. By our conventions, Γ0 = ∂Ω0.
The motion of the fluid body is governed by the relativistic Euler equations given by
∇µT µν = 0 (1.2)
where
T µν = (ρ+ p)vµvν + pgµν
is the stress energy tensor, vµ is the fluid 4-velocity normalized by
gµνv
µvν = −1,
1In this article, we, for simplicity, restrict our considerations to the physical spacetime dimension of n = 4. However,
the results presented in this article are valid for all spacetime dimensions n ≥ 2.
2There is no need for Ω0 to be either connected or bounded; non-connected Ω0 correspond to multiple fluid bodies, while
non-bounded components represent unbounded fluid bodies.
3Here, by vanishing outside, we mean there exists a spacelike hypersurace Σ ⊂ M that properly contains Ω0 and ρ
vanishes in Σ \ Ω0.
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p is the pressure, and ρ, as above, is the proper energy density of the fluid. Projecting (1.2) into the
subspaces parallel and orthogonal to vµ yields the following well-known form of the relativistic Euler
equations
vµ∇µρ+ (ρ+ p)∇µvµ = 0, (1.3)
(ρ+ p)vµ∇µvν + hµν∇µp = 0, (1.4)
where
hµν = gµν + vµvν (1.5)
is the induced positive definite metric on the subspace orthogonal to vµ.
In this article, we restrict our attention to fluids with a barotropic equation of state of the form
ρ = ρ(p)
where ρ satisfies4
ρ ∈ C∞((−∞,∞), [ρ0, ρ1]), ρ(0) = ρ0, (1.6)
and
1
s21
≤ ρ′(p) ≤ 1
s20
, −∞ < p <∞, (1.7)
for some positive constants 0 < ρ0 < ρ1, and 0 < s0 < s1 < 1. Since the square of the sound speed is
given by
s2 =
1
ρ′(p)
, (1.8)
the assumption (1.7) implies that 0 < s20 ≤ s2 ≤ s21 < 1, or in other words, that the sound speed is
bounded away from zero and strictly less than the speed of light.
The boundary of the world-tube ΩT , which separates the fluid body from the vacuum region, is defined
by the vanishing of the pressure, i.e. p|ΓT = 0. By our assumption (1.6), this means that the proper
energy density does not vanish at the boundary, and hence, there is a jump in the proper energy density
across ΓT . Fluids of this type are referred to as liquids. In addition to the vanishing of the pressure, the
condition v|ΓT ∈ TΓT must be satisfied to ensure that no fluid moves across ΓT . These two conditions
form the vacuum boundary conditions satisfied by freely evolving fluid bodies. Collecting these boundary
conditions together with the evolution equations (1.3)-(1.4), the complete Initial Boundary Value Problem
(IBVP) for a relativistic liquid body is:
vµ∇µρ+ (ρ+ p)∇µvµ = 0 in ΩT , (1.9)
(ρ+ p)vµ∇µvν + hµν∇µp = 0 in ΩT , (1.10)
p = 0 in ΓT , (1.11)
nνv
ν = 0 in ΓT , (1.12)
(ρ, vµ) = (ρ˜, v˜µ) in Ω0, (1.13)
where (ρ˜, v˜µ) is the initial data, and nν is the outward pointing unit conormal to ΓT .
1.3. Overview. We fix our notation and conventions used throughout this article in Section 2 and in
Appendix A, where a number of definitions and formulas from differential geometry are collected. In
Sections 3.1 and 3.3, we define the primary fields and constraints, respectively, that will be used in
our wave formulation of the relativistic liquid body IBVP. The Eulerian representation of our wave
formulation, which includes the freedom to add constraints, is introduced in Section 3.4. We then
state and prove Theorem 4.1 in Section 4. Informally, this theorem guarantees the constraints, when
evaluated on solutions of our wave formulation, vanish in ΩT provided they vanish initially on Ω0,
i.e. they propagate, and moreover, that solutions to our wave formulation for which constraints vanish
correspond to solutions of the relativistic liquid IBVP. We then, in Section 5, make a particular choice
of the constraints that appear in the evolution equations and boundary conditions that define our wave
formulation in order to bring the total system into form that is favorable for establishing the existence
and uniqueness of solutions. In Section 6, we introduce Lagrangian coordinates and express system of
equations and boundary conditions from Section 5 in these coordinates. In the final section, Section 7, we
4In reality, we only require that the equation of state in defined on the physical domain p ≥ 0. We extend the range to
include p < 0 as a matter of convenience only.
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briefly discuss how the linear existence and uniqueness theory for systems of wave equations with acoustic
boundary conditions from [41] can be applied to the linearization of the Lagrangian representation of our
wave formulation from Section 6, and moreover, how this will be used in the article [38] to establish the
local-in-time existence and uniqueness of solutions to the relativistic liquid IBVP.
2. Preliminaries
In this section, we fix our notation and conventions that we will employ throughout this article; see
also Appendix A where we collect a number of definitions and formulas from differential geometry.
2.1. Indexing conventions. We will need to index various objects. The conventions that will employ
are as follows:
Alphabet Examples Index range Index quantities
Lowercase Greek µ, ν, γ 0, 1, 2, 3 spacetime coordinate components
Uppercase Greek Λ,Σ,Ω 1, 2, 3, spatial coordinate components
Lowercase Latin i, j, k 0, 1, 2, 3 spacetime frame components
Uppercase Latin I, J,K 1, 2, 3, spatial frame components
Lowercase Calligraphic i , j , k 0,1,2 spacetime boundary frame components
Uppercase Calligraphic I,J ,K 1,2 spatial boundary frame components
2.2. Partial derivatives. We use
∂µ =
∂
∂xµ
to denote partial derivatives with respect to the coordinates (xµ), and ∂ to denote spacetime gradients so
that ∂f = (∂µf) for scalar fields f = f(x
µ). More generally, for k ∈ Z≥0, we use ∂kf = (∂µ1∂µ2 · · · ∂µkf)
to denote the set of all partial derivatives of order k, and similarly, 6∂k to denote the collection of
derivatives of order k that are tangent to the boundary ΓT . We also let ∂
|k|f = { ∂jf | 0 ≤ j ≤ k } and
6∂|k|f = { 6∂jf | 0 ≤ j ≤ k } denote the collection of partial derivatives of order less than or equal to k.
2.3. Raising and lowering indices. We lower and raise spacetime coordinate indices without comment
using the metric gµν and its inverse g
µν , respectively, while frame indices will be lowered and raised, again
without comment, using the frame metric γij and its inverse γ
ij , respectively; see (A.3) for a definition
of the frame metric. We will have occasion to raise or lower indices using metrics other than gµν or γij .
In these situations, we will be explicit about this type of operation. For example, given a metric mµν
and a 1-form λµ, we would define the raised version using m explicitly by setting λ
µ = mµνλν .
2.4. Norms. For a spacelike 1-form λµ, we define the spacetime norm |λ|g by
|λ|g :=
√
g(λ, λ) =
√
gµνλµλν ,
while if m = mµν is a positive definite metric, then we define the m-norm of any 1-form λµ by
|λ|m :=
√
m(λ, λ) =
√
mµνλµλν .
Similar notation will also be used for inner products involving other objects carrying indices of some
type; for example, we write |T |2m = mαβmµνTαν T βµ for a (1, 1) tensor Tαβ , where (mαβ) := (mαβ)−1.
2.5. Constraint terms. To help encode the freedom to add constraints to evolution equations and
boundary conditions, we reserve upper case Fraktur letters, e.. R, S, T, possibly endowed with spacetime
indices, e.g. Rν , to denote maps that depend linearly on a set of constraints Z. More precisely, if Z is
R
N -valued, then
R(Z) = mZ
where m ∈ C0(ΩT ,MN×N ) if R(Z) is added to an evolution equation and m ∈ C0(ΓT ,MN×N ) if R(Z)
is added to a boundary condition.
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3. The Eulerian wave formulation
3.1. Primary and auxiliary fields. The primary fields for our wave formulation consist of a scalar
field ζ satisfying
ζ > 0
and a future pointing, timelike 1-form θˆ0 = θˆ0µdx
µ. We use the primary fields to define a timelike 1-form,
again future pointing, by
θ0 = ζθˆ0, (3.1)
which we complete to a coframe by introducing spacelike 1-forms
θI = θIµdx
µ.
Along with these 1-forms, we introduce a collection of scalar fields σi
k
j . The set {θI , σikj} defines the
auxiliary fields that will evolve via simple transport equations. For latter use, we introduce a number of
additional geometric fields beginning with the frame
ej = e
µ
j ∂µ
(
(eµj ) := (θ
j
µ)
−1
)
(3.2)
dual to θi. Following our notation from Appendix A, we use γij and ωi
k
j to denote the associated frame
metric and connection coefficients, respectively; see the formulas (A.3) and (A.5). Finally, we define a
future pointing, timelike vector field by
ξµ =
1
γ00
θ0µ. (3.3)
3.2. Recovering ρ and vµ. The fluid 4-velocity vµ will be shown to be recoverable from the primary
fields {ζ, θˆ0µ} by normalizing the vector field ξµ to get
vµ :=
ξµ√
−g(ξ, ξ) = −
θˆ0ν√
−g(θˆ0, θˆ0)
, (3.4)
where in obtaining the second equality we used the fact that ζ > 0 and γ00 = g(θ0, θ0) < 0. Recovering
the proper energy density is more complicated. The first step is to define the pressure as a solution
p = p(λ) of the initial value problem
p′(λ) =
1
λ
(
ρ
(
p(λ)
)
+ p(λ)
)
, λ > 0, (3.5)
p(λ0) = p0, (3.6)
where λ0 > 0 and p0 ≥ 0. To be definite, we set
p0 = 0 and λ = 1. (3.7)
From standard ODE theory, we see that p = p(λ) is smooth for λ > 0, while from the IVP (3.5)-(3.6), it
follows that p is strictly increasing, which in turn, implies the invertibility of the map R≥1 ∋ λ 7→ p(λ) ∈
R≥0. We will show that we can then use this map to recover the proper energy density from scalar field
ζ by setting λ = ζ to give ρ = ρ
(
p(ζ)
)
.
To summarize, {ρ, vµ} are determined from the primary fields {ζ, θˆ0µ} via the formulas:
ρ = ρ
(
p(ζ)
)
, (3.8)
vµ = − θˆ
0ν√
−g(θˆ0, θˆ0)
. (3.9)
3.3. Constraints. In this section, we define the constraints that will be essential for the definition of
our wave formulation of the relativistic Euler equations with vacuum boundary conditions. We separate
the constraints into bulk and boundary constraints, which are to be interpreted as being associated to ΩT
and ΓT , respectively.
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Bulk constraints:
a = ξ − e0, (3.10)
bJ = γ0J , (3.11)
ckij = σi
k
j − σjkj , (3.12)
d kj = σ0
k
j , (3.13)
eK = d θK + 12σi
K
jθ
i ∧ θj , (3.14)
F = d θ0 + 12σI0JθI ∧ θJ , (3.15)
g = δg
(
1
f(ζ)
θ0
)
, (3.16)
h = −
√
− det(γij)√
−γ00
− ζ
f(ζ)
, (3.17)
j = g(θˆ0, θˆ0) + 1 (3.18)
where f(λ) is defined by
f(λ) = −λ exp
(
−
∫ λ
1
1
ηs2(η)
dη
)
(3.19)
with the square of the sound speed given by s2(λ) =
(
ρ′(p(λ))
)−1
.
We collect together the following bulk constraints
χ =
(
aµ, bJ , ckij , d
k
j , e
K),
which, as we shall see in the proof of Theorem 4.1, satisfy simple transport equations. For latter use, we
observe from (3.1), (3.3), (3.4), (3.10) and (A.3) that
vµ =
√
−γ00ξµ =
√
−γ00eµ0 +Rµ(a) =
√
−γˆ00eµ0 +Qµ(a, ζ − 1), (3.20)
where we have set
γˆ00 = g(θˆ0, θˆ0) (3.21)
and we are using Rµ and Qµ to denote constraint terms in line with our notation set out in Section 2.5.
Boundary constraints:
k = θˆ3 − n (3.22)
where
θˆ3 =
θ3
|θ3|g (3.23)
and as in above, n is the outward pointing unit conormal to ΓT .
3.4. Eulerian IBVP. The formulation (1.9)-(1.13) of the vacuum IBVP for the relativistic Euler equa-
tions is commonly referred to as the Eulerian representation. In this representation, the matter-vacuum
boundary is free, or in other words, dynamical. This terminology is useful for distinguishing this form of
the IBVP from the Lagrangian representation where the boundary is fixed. We will continue to use the
Eulerian terminology for the wave formulation of the relativistic vacuum IBVP that we introduce in this
section since the boundary is also free. Later, in Section 6, we will consider the Lagrangian representation
where the boundary is fixed.
3.4.1. Eulerian evolution equations. Before stating the evolution equations, we first define a number of
tensors that will be used repeatedly throughout this article starting with
Wαµ = mµνaαβ[ζ∇β θˆ0ν + σI0JθIβθJν ] (3.24)
where mµν is a Riemannian metric and aαβ is a Lorentzian metric5 that are defined by
mαβ = gαβ + 2vαvβ (3.25)
5For solutions of our wave formulation that correspond to solutions of the relativistic Euler equations, the metric aαβ is
is conformal to the standard definition of the acoustic metric given by gαβ +
(
1− 1
s2
)
vαvβ .
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and
aαβ = − 1
f(ζ)
(
gαβ −
(
1− 1
s2(ζ)
)
ξαξβ
g(ξ, ξ)
)
, (3.26)
respectively. We use Wαµ to define
Eµ = ∇αWαµ −Hµ (3.27)
where
Hµ =∇αmµνaαβ
[
ζ∇β θˆ0ν + σI0JθIβθJν
]
+mµν
[
−∇αθˆ0γaαβ [ζ∇β θˆ0γ + σI0JθIβθJγ ]
θˆ0ν
g(θˆ0, θˆ0)
+ hγν
(H˘γ − aαβ∇βζ∇αθˆ0γ)
]
, (3.28)
H˘ν =− 1
f
Rµνθ
0
µ +
(
δβνC
ω
ωλa
λα − Cβωνaωα
)Fαβ , (3.29)
and
Cλαβ =
1
2a
λγ
[∇αaβγ +∇βaαγ −∇γaαβ], ((aαβ) = (aαβ)−1). (3.30)
Here, we are using Rµν to denote the Ricci tensor of the metric gµν ,
Fαβ = ∇αθ0β −∇βθ0α + σI0JθIαθJβ (3.31)
to denote the coordinate components of the 2-form F defined by (3.15), i.e. F = 12Fαβdxα ∧ dxβ , and
hαβ is as defined previously (1.5). Using the above definitions, the evolution equations for our wave
formulation are given by
∇vEµ +Rµ
(
∂|1|χ, E) = 0 in ΩT , (3.32)
∇α
(
aαβ∇βζ
)
= K in ΩT , (3.33)
Lv θ
I = 0 in ΩT , (3.34)
v(σi
k
j) = 0 in ΩT , (3.35)
where
K = −θˆ0νH˘ν −∇αθˆ0γaαβ[ζ∇β θˆ0γ + σI0JθIβθJγ ].
Remark 3.1. The term Rµ(∂|1|χ, E) in (3.32) encodes the available freedom to add multiples of Eλ and χ
and its first derivatives6 to the evolution equation ∇vEµ = 0 in ΩT . This freedom provides flexibility in
choosing the form of the equations of motion, which we will take advantage of in Section 5 to bring the
equations of motion into a form that is useful for establishing the local-in-time existence and uniqueness
of solutions. We further note that it is clear from the equations of motion (3.34)-(3.35) that we are free
to add terms proportional to Lv θ
I
ν and v(σi
k
j) and their derivatives to evolution equations (3.32)-(3.33).
3.4.2. Eulerian boundary conditions. Before stating the boundary conditions for our wave formulation,
we define
Bµ = θ3αWαµ − Lµ (3.36)
where
Lµ = (δµω − ǫΠµω)
(
hωαsαβ
γhβν∇γ θˆ0ν − hων
√
−γˆ00vαeβ1eγ2∇vνναβγ
)
− ǫ|N |gΠµν∇v∇v θˆ
0
ν
|∇vθˆ0|m
− κvµvν∇v θˆ0ν (3.37)
6There is nothing stopping us from adding higher order derivatives of χ to the evolution equation. The only thing
that would change in the analysis below is that the class of solutions that we are dealing with would have to have enough
regularity for the derivatives of χ to make sense.
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with
νναβγ =
√
|g|ǫναβγ , (3.38)
Nν = − 1√−γˆ00 νναβγvαeβ1 eγ2 , (3.39)
Nˆν =
Nν
|N |g , (3.40)
pµν = gµν − NˆµNˆν , (3.41)
Πµν = p
µ
λh
λ
ν , (3.42)
sµν
γ = νµνλωe
λ
1e
ω
2 v
γ − νµνλωvλeω2 eγ1 + νµνλωvλeω1 eγ2 (3.43)
and ǫ, κ ∈ R constants to be fixed later. With Bµ so defined, the boundary conditions are given by
∇vBµ +Qµ
(∇|1|v h , ∂|1|χ, 6∂|1|k ,B) = 0 in ΓT , (3.44)
ζ = 1 in ΓT , (3.45)
nνv
ν = 0 in ΓT . (3.46)
Remark 3.2. The term Qµ
(∇|1|v h , ∂|1|χ, 6∂|1|k ,B) in (3.44) encodes the available freedom to add multiples
of Bλ, χ h , k and their indicated derivatives7 to the boundary conditions ∇vBµ = 0 in ΓT . This freedom
provides flexibility in choosing the form of the boundary conditions, which we will take advantage of in
Section 5 to bring the boundary conditions into a form that is useful for establishing the local-in-time
existence and uniqueness of solutions. We also note that it is clear from the equations of motion (3.34)-
(3.35) and the boundary condition (3.45) that we are free to add terms proportional to Lv θ
I
ν and v(σi
k
j)
and their derivatives to the boundary conditions (3.44)-(3.45), and ζ − 1 and its derivatives tangential to
ΓT to (3.44).
3.4.3. Projections. The operators hµν and p
µ
ν define projections into the subspaces g-orthogonal to ξ
µ and
Nµ, respectively, and hence satisfy
h
µ
λh
λ
ν = h
µ
ν , h
µ
νξ
ν = 0, (3.47)
and
p
µ
λp
λ
ν = p
µ
ν , p
µ
νN
ν = 0. (3.48)
Moreover, these projections commute, that is
h
µ
λp
λ
ν = p
µ
λh
λ
ν , (3.49)
since it is clear from the definitions (3.3) and (3.39) that the vector fields Nν and ξν are g-orthogonal.
It is worthwhile noting that we can raise the lower index of hµλ using either g
νλ or mνλ since hµλv
λ = 0,
so that
hµν = mµλhνλ, (3.50)
where hµν = gνλhλν by our raising and lowering conventions. From the definition (3.42), it is then clear
by (3.47)-(3.50) that Πµν defines a projection operator satisfying
ΠµλΠ
λ
ν = δ
µ
ν , Π
µ
νN
ν = 0, Πµνξ
ν = 0 (3.51)
and
Πµν = mµλΠνλ. (3.52)
We denote the complementary projection operator by
Π˘µν = δ
µ
ν −Πµν (3.53)
and set
Π˘µν = mµλΠ˘νλ. (3.54)
7Again, there is nothing stopping us from adding higher order derivatives of χ and k to the boundary conditions.
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3.4.4. Initial conditions. In general, solutions of the IBVP problem consisting of the evolution equations
(3.32)-(3.35) and boundary conditions (3.44)-(3.46) will not correspond to solutions of the relativistic
Euler equations with vacuum boundary conditions given by (1.9)-(1.12). As we establish in Theorem 4.1
below, a solution {ζ, θˆ0µ, θIµ, σikj} of (3.32)-(3.35) and (3.44)-(3.46) will only determine a solution, via the
formulas (3.8)-(3.9), of (1.9)-(1.12) if the following conditions on the initial data are satisfied:
a = 0 in Ω0, (3.55)
bJ = 0 in Ω0, (3.56)
ckij = 0 in Ω0, (3.57)
d kj = 0 in Ω0, (3.58)
eK = 0 in Ω0, (3.59)
F = 0 in Ω0, (3.60)
g = 0 in Ω0, (3.61)
h = 0 in Ω0, (3.62)
j = 0 in Ω0 (3.63)
k = 0 in Γ0 (3.64)
dF = 0 in Ω0, (3.65)
∇vg = 0 in Ω0, (3.66)
∇vh = 0 in Ω0 (3.67)
∇v j = 0 in Ω0, (3.68)
Eµ = 0 in Ω0 (3.69)
and
Bµ = 0 in Γ0. (3.70)
Remark 3.3. The constraints on the initial data (3.55)-(3.70) do not involve any constraints on the choice
of initial data for the fluid, that is ρ and vµ or equivalently θˆ0µ and ζ, beyond the usual compatibility
conditions that arise from the IBVP for the relativistic Euler equations with vacuum boundary conditions.
The constraints that are unrelated to compatibility conditions for the physical fields involve the auxiliary
fields, which are not physical and we are free to choose as we like; see Section 4.2 of [41] for details on
how to choose the initial data for the auxiliary fields so that the above constraints are satisfied.
4. Constraint propagation
The precise relationship between solutions to the evolution equations and boundary conditions defined
in the previous section and solutions to the relativistic Euler equations with vacuum boundary conditions
is given in the following theorem. The main content of this theorem is that it guarantees that the
constraints from Section 3.3 propagate for solutions of the evolution equations and boundary conditions
defined in Sections 3.4.1 and 3.4.2 provided that the initial condition from Section 3.4.4 are satisfied.
Theorem 4.1. Suppose ǫ ≥ 0, κ ≥ 0, ζ ∈ C2(ΩT ), θˆ0µ ∈ C3(ΩT ), θJµ ∈ C2(ΩT ), σijk ∈ C1(ΩT ), there
exists constants c0, c1 > 0 such that
−g(θ0, θ0) ≥ c0 > 0 in ΩT (4.1)
and
− ie3 ∇e0θ0 ≥ c1 > 0 in ΓT , (4.2)
and the quadruple {ζ, θˆ0µ, θJµ , σikj} satisfies the initial conditions (3.55)-(3.70), the evolution equations
(3.32)-(3.35) and the boundary conditions (3.44)-(3.46). Then the constraints (3.10)-(3.18) and (3.22)
vanish in ΩT and ΓT , respectively, and the pair {ρ, vµ} determined from {θˆ0µ, ζ} via the formulas (3.8)-
(3.9) satisfy the relativistic Euler equations with vacuum boundary conditions given by (1.9)-(1.12).
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Proof. Propagation of bI in ΩT : From the definition of b
I , see (3.11), we compute
v(bI)
(3.4)
= Lv
(
1√
−γ00 iv θ
I
)
(A.6)
=
1√
−γ00 iv Lv θ
I+Lv
(
1√
−γ00
)√
−γ00bI (3.34)= Lv
(
1√
−γ00
)√
−γ00bI ,
(4.3)
which holds in ΩT . The assumption (4.1) and the boundary condition (3.46) imply that v is timelike
and tangent to the boundary ΓT , which in turn, implies that the set ΩT is invariant under the flow of v.
From this fact, the transport equation (4.3) and the initial condition (3.56), it follows via the uniqueness
of solutions to transport equations8 that
bI = γ0I = 0 in ΩT . (4.4)
Propagation of a in ΩT : Since iξ θ
I = 0 by (4.4) while iξ θ
0 = 1 is a direct consequence of the definition
(3.3), it follows immediately that
a = ξ − e0 = 0 in ΩT . (4.5)
Propagation of ckij and d
k
j in ΩT : From the definitions (3.12)-(3.13) and the evolution equation (3.35),
it is clear that the constraints ckij and d
k
j satisfy the transport equations v(c
k
ij) = 0 and v(d
k
j ) = 0 in
ΩT . Since c
k
ij and d
k
j vanish on the initial hypersurface, see (3.57)-(3.58), we conclude, again by the
uniqueness of solutions to transport equations, that
ckij = σi
k
j − σjki = 0 and d kj = σ0kj = 0 in ΩT . (4.6)
Propagation of eK in ΩT : From the definition (3.14) of e
K , we have that
Lv e
K = Lv d θ
K + 12
(
v(σi
K
j)θ
i ∧ θj + σiKj Lv θi ∧ θj + σiKjθi ∧ Lv θj
)
(by (A.7))
= Lv d θ
K + 12
(
σI
K
J Lv θ
I ∧ θJ + σIKJθI ∧ Lv θJ
)
(by (3.35) and (4.6))
= dLv θ
K + 12
(
σI
K
J Lv θ
I ∧ θJ + σIKJθI ∧ Lv θJ
)
(by (A.5))
= 0 (by (3.34))
in ΩT , and so
eK = d θK + 12σi
K
jθ
i ∧ θj = 0 in ΩT (4.7)
by the uniqueness of solutions to transport equations since eK vanishes on the initial hypersurface, see
(3.59). We note, with the help of the Cartan structure equations (A.17), that (4.7) is equivalent to
σi
K
j = ωi
K
j − ωjKj in ΩT . (4.8)
Propagation of k in ΓT : Letting Gt(xλ) = (Gµt (xλ)) denote the flow of v so that
d
dt
Gµt (xλ) = vµ(G(xλ)) and Gµ0 (xλ) = xµ,
we introduce Lagrangian coordinates (x¯µ) via
xµ = φµ(x¯) := Gµx¯0(0, x¯Λ), ∀ (x¯0, x¯Λ) ∈ [0, T ]× Ω0. (4.9)
Denoting the pull-back of v via the map φ by v¯ = φ∗v, we then have that
v¯ = ∂¯0 ⇐⇒ v¯µ = δµ0 . (4.10)
We also observe that
[0, T ]× Ω0 = φ−1(ΩT ) and [0, T ]× ∂Ω0 = φ−1(ΓT ), (4.11)
where x¯0 defines a coordinate on the interval [0, T ] and the (x¯Λ) define “spatial” coordinates on Ω0.
Without loss of generality, we may assume x¯3 is a defining coordinate for the boundary [0, T ]× ∂Ω0
so that dx¯3 is an outward pointing conormal on the boundary [0, T ]× ∂Ω0. Letting θ¯3 = φ∗θ3 denote the
pull-back of θ3 by φ, we have from the choice of initial data, see (3.64), that
θ¯3µ(0, x¯
Λ) = r(x¯Λ)δ3µ ∀ (x¯Λ) ∈ ∂Ω0 (4.12)
8Of course, this is equivalent to the uniqueness of solutions of ODEs since transport equations can be solved using the
method of characteristics.
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for some positive function r > 0. Pulling back the evolution equation (3.34) for I = 3, we see from (4.10)
and (A.9) that
Lv¯ θ¯
3
ν = 0 ⇐⇒ ∂¯0θ¯3µ = 0,
which implies by (4.12) that θ¯3µ(x¯
0, x¯Λ) = r(x¯Λ)δ3µ for all (x¯
0, x¯Λ) ∈ [0, T ]× ∂Ω0. But this shows that θ¯3
defines an outward pointing conormal to [0, T ]×∂Ω0, and hence, that θ3 is an outward pointing conormal
to ΓT and
k = θˆ3 − n = 0 in ΓT (4.13)
by (3.23).
Propagation of h in ΓT : By definition (3.2), θ
j
µ is the inverse of e
µ
j , and consequently,
θ3µ =
cof(e)µ3
det(e)
= − 1
det(e)
ǫµαβγe
α
0 e
β
1e
γ
2 , (e = (e
µ
j )),
by cofactor expansion, which is equivalent to√
|g| det(e)θ3µ = −νµαβγeα0 eβ1eγ2 (4.14)
by (3.38). Since ξ = e0 by (4.5), we can, using the boundary condition (3.45), write (4.14) as
9√
|g|det(e)θ3µ = Nµ in ΓT , (4.15)
where Nν is defined by (3.39). But, we also have that
θ3µ =
1
det(e)
(
det(e)θ3µ
)
=
√
|g|
√
− det(γkl) det(e)θ3µ (since det(γij) = det(gµν) det(e)2)
=
√
|g|
(
−ζ
√
−γ00
f
−
√
−γ00h
)
det(e)θ3µ, (4.16)
where in deriving the last equality we used (3.17). Combining (4.14) and (4.16) yields
θ3µ =
ζ
√
−γ00
f
νµαβγe
α
0 e
β
1e
γ
2 −
√
|g|
√
−γ00h det(e)θ3µ. (4.17)
Next, from (3.19) and (3.45), we have that
f = f(ζ) = −1 in ΓT . (4.18)
Using this together with (4.5), we find, after a short calculation, that
∇ξ
(
ζ
√
−γ00
f
νµαβγe
α
0 e
β
1 e
γ
2
)
= −νµαβγ
(
e
β
1e
γ
2∇ξ(
√
−γ00ξα) +
√
−γ00ξαeγ2∇e1ξβ +
√
−γ00ξαeβ1∇e2ξγ
)
−
√
−γ00ξαeβ1eγ2∇ξνµαβγ − νµαβγ
√
−γ00
(
eα0 e
γ
2 [e0, e1]
β + eα0 e1[e0, e2]
γ
)
(4.19)
in ΓT . Recalling that v
α =
√
−γ00ξα = −(−g(θˆ0, θˆ0))−1/2θˆ0α by (3.3)-(3.4), we see, with the help of
(3.1), (A.3) and the boundary condition (3.45), that applying ∇ξ to
√
−γ00ξα yields
∇ξ(
√
−γ00ξα) = − 1√−γ00hαβ∇ξ θˆ0β , (4.20)
where hαβ is as defined previously by (1.5). Then since
νµαβγ
(√−γ00ξαeγ2∇e1ξβ +√−γ00ξαeβ1∇e2ξγ) = νµαβγ(ξαeγ2∇e1(√−γ00ξβ) + ξαeβ1∇e2(√−γ00ξγ))
by the anti-symmetry in the indicies of the volume form νµαβγ , we can use (4.20) to write (4.19) as
∇ξ
(
ζ
√
−γ00
f
νµαβγe
α
0 e
β
1 e
γ
2
)
= − 1
γ00
sµβ
γhβν∇γ θˆ0ν −
√
−γ00ξαeβ1 eγ2∇ξνµαβγ
− νµαβγ
√
−γ00
(
eα0 e
γ
2 [e0, e1]
β + eα0 e1[e0, e2]
γ
)
in ΓT , (4.21)
9More explicitly, it follows from (4.14) and the formulas (3.1), (3.3), (3.10), (3.21) and (3.39) that
√
|g|det(e)θ3µ = Nµ +Qµ(a, ζ − 1),
which, in particular, implies (4.15) when a = 0 and ζ = 1.
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where sµν
γ is as defined previously by (3.43). From the identity [e0, ej]
β = − d θk(e0, ej)eβk , it then
follows, with the help of the definitions (3.13)-(3.15), that
[e0, ej]
β = −F(e0, ej)eβ0 + eK(e0, ej)eβK + 12 c0KjeβK , (4.22)
which, in turn, implies that
[e0, ej]
β = F(e0, ej)eβ0 (4.23)
via (4.6)-(4.7). Substituting (4.23) into (4.21) gives
∇ξ
(
ζ
√
−γ00
f
νµαβγe
α
0 e
β
1e
γ
2
)
= − 1
γ00
sµβ
γhβν∇γ θˆ0ν −
√
−γ00ξαeβ1eγ2∇ξνµαβγ in ΓT , (4.24)
while applying ∇ξ to (4.17), yields, with the help of (4.24),
− γ00∇ξθ3µ = sµβγhβν∇γ θˆ0ν − (−γ00)
3
2 ξαe
β
1e
γ
2∇ξνµαβγ − γ00
(∇ξ h˘ θˆ3µ + h˘∇ξ θˆ3µ) in ΓT (4.25)
where
h˘ = −
√
|g|
√
−γ00 det(e)|θ3|gh . (4.26)
To continue, we compute
θ3αa
αβ∇βθ0ν = θ3αgαβ∇βθ0ν (by (4.4))
= θ3αg
αβ
(∇βθ0ν −∇νθ0β +∇νθ0β)
= θ3αg
αβ
(Fβν − σI0JθIβθJν )−∇νθ3αgαβθ0β (by (3.15) and (4.4))
= θ3αg
αβ
(Fβν − σI0JθIβθJν )− (∇νθ3α −∇αθ3ν)gαβθ0β − gαβθ0β∇αθ3ν
= θ3αg
αβ
(Fβν − σI0JθIβθJν )− gαβθ0β∇αθ3ν − e3ναgαβ + σi3jθiνθjαgαβθ0β (by (3.14))
= θ3αg
αβFβν − θ3αaαβσI0JθIβθJν − gαβθ0β∇αθ3ν , (4.27)
where in deriving the last equality we used (4.4), (4.6) and (4.7). Rearranging (4.27), we find, by (3.1),
(3.3) and (4.25), that
θ3αg
αβFβν = θ3αaαβ
(
ζ∇β θˆ0ν +∇βζθˆ0ν + σI0JθIβθJν
)− sνβγhβω∇γ θˆ0ω
+ (−γ00) 32 ξαeβ1 eγ2∇ξνναβγ + γ00
(∇ξ h˘ θˆ3ν + h˘∇ξθˆ3ν) in ΓT .
Contracting the above expression with θ3ν = θ3µg
µν , we find, via the anti-symmetry of Fαβ and (4.4),
that
θ3ν
(
θ3αa
αβ
(
ζ∇β θˆ0ν+σI0JθIβθJν
)−sνβγhβω∇γ θˆ0ω+(−γ00) 32 ξαeβ1eγ2∇ξνναβγ)+γ00|θˆ3|g∇ξ h˘ in ΓT . (4.28)
But, by (3.39), (4.17) and (4.18), we observe that
θ3µ =
√
−γ00Nµ − h
√
|g|
√
−γ00 det(e)θ3µ, (4.29)
which we note, using the definition (3.36) and (4.4), can be used to write (4.28) as
θ3µBµ = −γ00|θˆ3|g∇ξ h˘ + ah˘ in ΓT (4.30)
for some function a ∈ C0(ΓT ).
Next, we observe, by (3.45), (4.4), (4.5), (4.6), (4.7), (4.13) and (4.26), that the boundary condition
(3.44) can be expressed as
∇ξBµ =
1∑
ℓ=0
b
µ
ℓ∇ℓξh + cµνBν in ΓT (4.31)
for some collection of functions bµℓ ∈ C0(ΓT ), ℓ = 0, 1, and cµlν ∈ C0(ΓT ). Contracting (4.31) with θ3µ, we
see, with the help of (4.30), that h satisfies
∇2ξh =
1∑
ℓ=0
dℓ∇ℓξh + eµBµ in ΓT (4.32)
for some collection of function dℓ ∈ C0(ΓT ), ℓ = 0, 1, and eµ ∈ C0(ΓT ). From the choice of initial data,
see (3.62), (3.67) and (3.70), it then follows immediately from the transport equations (4.31) and (4.32)
that
h = 0 in ΓT (4.33)
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and
Bµ = 0 in ΓT . (4.34)
Propagation of j in ΩT : Contracting (4.34) with θˆ
0
ν shows, with the help of (3.45), (4.4) and (4.13), that
the constraint j satisfies the boundary condition
|θ3|gnαaαβ∇β j = κg(θˆ0, θˆ0)∇ξ j in ΓT , (4.35)
where we note that
κg(θˆ0, θˆ0) ≤ 0 (4.36)
since κ ≥ 0 and θˆ0 is timelike.
To derive an evolution equation for j , we first observe from (4.4)-(4.7) and (3.32) that Eµ satisfies
∇vEµ + Rµ(E) = 0 in ΩT . From this equation and the initial conditions (3.69), we then deduce that
Eµ = 0 in ΩT , and hence, by (3.27), that
∇α
(
aαβ [ζ∇β θˆ0ν + σI0JθIβθJν ]
)
= hµν
(
H˘µ − aαβ∇αζ∇β θˆ0µ
)−∇αθˆ0γaαβ [ζ∇β θˆ0γ + σI0JθIβθJγ ] θˆ0ν
g(θˆ0, θˆ0)
in ΩT . Contracting this equation with θˆ
0ν while using (4.4) shows that
∇α
(
ζaαβ∇β j
)
= 0 in ΩT . (4.37)
But solutions to the IBVP defined by (3.63), (3.68), (4.35) and (4.37) are unique by (4.36) and Theorem
2.2 of [26], and therefore, we conclude that
j = g(θˆ0, θˆ0) + 1 = 0 in ΩT . (4.38)
Propagation of g in ΩT : Noting that h
µ
ν∇β θˆ0µ = ∇β θˆ0ν follows directly from (1.5) and (4.38), we can, with
the help of (3.33) and (4.38), write (4.37) as
∇α
(
aαβ[∇βθ0ν + σI0JθIβθJν ]
)
= Hµ in ΩT . (4.39)
Next, observing from (3.1) and (A.3) that (4.38) implies
ζ =
√
−γ00 in ΩT , (4.40)
we calculate
∇ν
(
1
f
θ0µ
)
= − f
′
f2
∇νζθ0µ +
1
f
∇νθ0µ
= − 1
ζf
(
1− 1
s2
)
∇νζθ0µ +
1
f
δαµ∇νθ0α (by (3.19))
= − 1
f
(
1− 1
s2
)
θ0µθ
0
β
γ00
∇νθ0α +
1
f
δαµ∇νθ0α (by (4.40))
= −aµα∇νθ0α (4.41)
where aµν is the acoustic metric defined by (3.26). From this, we see that
∇νδg
(
1
f
θ0
)
= −∇ν∇µ
(
1
f
θ0µ
)
= −∇µ∇ν
(
1
f
θ0µ
)
+
1
f
Rνµ
λµθ0λ (by (A.19))
= ∇µ
(
aµα∇νθ0α
)
+
1
f
Rν
λθ0λ (by (4.41))
= ∇µ
(
aµα∇αθ0ν + aµα
[∇νθ0α −∇αθ0ν])+ 1f Rνλθ0λ,
which, we observe, using (3.31) and (4.6), can be written as
∇νδg
(
1
f
θ0
)
= ∇α
(
aαβ
[∇βθ0ν + σI0JθIβθJν ])+ 1f Rνλθ0λ +∇α(aαβFνβ) in ΩT . (4.42)
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Using (A.20) to express the last term in (4.42) as
∇α
(
aαβFνβ
)
= −∇ˆα
(
aαβFβν
)
+
[
Cβωνa
ωα − δβνCωωλaλα
]Fαβ , (4.43)
where Cβων is defined by (3.30) and ∇ˆ is the Levi-Civita connection of the acoustic metric aαβ , we see
from (4.39), (4.42) and (4.43) that
d g − δaF = 0 in ΩT . (4.44)
Applying the codifferential δaˆ to to this expression, we see, with the help of (A.15), that g satisfies the
wave equation
δad g = 0 in ΩT . (4.45)
To complete the proof that the constraint g propagates, we need to show that g satisfies an appropriate
boundary condition. We determine the boundary condition by first noting, see (A.12), that ∗g(θ1∧θ2∧θ3)
is g-orthogonal to the co-frame fields θI . Since θ0 is orthogonal to the θI by (4.4), θ0 must be proportional
to ∗g(θ1 ∧ θ2 ∧ θ3), and so
q ∗g θ0 = θ1 ∧ θ2 ∧ θ3 in ΩT (4.46)
for some function q. To find q, we wedge the above expression with θ0 to get qθ0∧∗gθ0 = θ0∧θ1∧θ2 ∧θ3
and then use the formulas (A.11) and (A.10) to obtain q =
√
− det(γkl)
γ00 . Substituting this into (4.46)
yields ∗g
(√
− det(γkl)
γ00 θ
0
)
= θ1 ∧ θ2 ∧ θ3 which, after taking the exterior derivative, gives
d ∗g
(√− det(γkl)
γ00
θ0
)
= d θ1 ∧ θ2 ∧ θ3 − θ1 ∧ d θ2 ∧ θ3 + θ1 ∧ θ2 ∧ d θ3
= − 12σL1MθL ∧ θM ∧ θ2 ∧ θ3 + 12σL2Mθ1 ∧ θL ∧ θM ∧ θ3 − 12σL3Mθ1 ∧ θ2 ∧ θL ∧ θM
= 0,
where in deriving the last two equalities we used the relations (4.6) and (4.7) along with the fact that
θI ∧ θJ ∧ θK ∧ θL = 0 for any choice of I, J,K, L ∈ {1, 2, 3}. But this implies δg
(√
− det(γij)
γ00 θ
0
)
= 0 in
ΩT , which, in turn, implies that
g = −δg
(
h√
−γ00 θ
0
)
= −
√
−γ00∇ξh − δg
(
θ0√
−γ00
)
h in ΩT (4.47)
by (3.3), (3.16), (3.17) and (4.40). Evaluating (4.47) on the boundary ΓT yields the Dirichlet boundary
condition
g = 0 in ΓT
by (3.46) and (4.33). From the trivial initial data (3.61) and (3.66), and the uniqueness of solutions to
the wave equation (4.45) with Dirchlet boundary conditions, we deduce that
g = δg
(
1
f
θ0
)
= 0 in ΩT . (4.48)
Propagation of h in ΩT : Since −
√
−γ00∇ξh−δg
(
θˆ0√
−γ00
)
h = 0 in ΩT by (4.47) and (4.48) and h vanishes
initially, see (3.62), it follows immediately from the uniqueness of solutions to transport equations that
h = −
√
− det(γij)√
−γ00 −
ζ
f(ζ)
= 0 in ΩT . (4.49)
Propagation of F in ΩT : First, from(4.44) and (4.48), we get
δaF = 0 in ΩT , (4.50)
while we see that
Lv dF = 12 d
(
Lv(σI
0
J)θ
I ∧ θJ + σI0J Lv θI ∧ θJ + σI0JθI ∧ Lv θJ
)
= 0 in ΩT (4.51)
follows from (3.15), (3.34), (3.35), (A.5) and (A.7). Since dF vanishes initially, see (3.65), it follows
immediately from (4.51) that
dF = 0 in ΩT . (4.52)
Together (4.50) and (4.52) show that F satisfies Maxwell’s equations in ΩT .
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In order to verify that the constraint F propagates, we need to show that F satisfies an appropriate
boundary condition. To show this, we begin by noting that the equality
Nν = θ
3
ν in ΓT (4.53)
is an immediate consequence of the relations (4.29), (4.33) and (4.40), and the boundary conditions
(3.45)-(3.46).
Note: From this point until we establish the propagation of the constraint F , we will raise and lower
spacetime indices with the acoustic metric aµν . After that, we will return to our standard convention of
raising and lowering spacetime indices with the metric gµν .
From (4.4), (4.13) and (4.53), it is then clear that Πµν , see (3.42), projects onto the a-orthogonal subspace
to the span of the vector fields nµ and vµ. Next, we observe from (3.45), (4.26) and (4.33) that (4.25)
can be written as
−gαβθ3α∇βθ3µ = sµβγhβν∇γ θˆ0ν −
√
−γ00vαeβ1eγ2∇ξνµαβγ in ΓT .
From this result and (4.27), it then follows, with the help of (4.13) and (4.34), that
Πµνnαa
αβFβν = −ǫΠµν
(
∇ξ θˆ3ν +
∇ξ∇ξθ0
|∇ξθ0|m
)
in ΓT . (4.54)
Furthermore, we observe, using (4.4)-(4.5) and (A.16)-(A.18), that ∇ξθ0ν is given by
∇ξθ0ν = YKθKν − ω003θ3ν − 12ek (γ00)θk ν , (4.55)
where we have set
YK = F(e0, eK). (4.56)
Since the frame components ek
µ satisfy nµek
µ = 0 in ΓT by (4.13), the vector fields ek must be tangent to
ΓT , and consequently, ek (γ00) = 0 in ΓT by (4.4), (4.40) and the boundary condition (3.45). Substituting
this into (4.55) yields
∇ξθ0ν = YKθKν − ω003θ3ν in ΓT , (4.57)
which, in turn, implies that
− ∇ξθ
0
ν − YKθKν∣∣∇ξθ0 − YKθK∣∣m = θˆ
3
ν in ΓT (4.58)
since ω0
0
3 = − ie3∇e0θ0 > 0 in ΓT by assumption. Adding |∇ξθ0|−1m ∇ξθ0ν to both sides of (4.58), we see
that
∇ξθ0ν
|∇ξθ0|m + θˆ
3
ν =
∇ξθ0ν∣∣∇ξθ0∣∣m −
∇ξ θˆ0ν − YKθKν∣∣∇ξθˆ0 − YKθK∣∣m in ΓT .
Applying ∇ξ to this expression, we find after a short calculation that
∇ξ
( ∇ξθ0ν
|∇ξθ0|m + θˆ
3
ν
)
=
1
ǫ
aξ(YK)θ
K
ν + c
K
ν YK in ΓT
for some functions {a, cKµ } ⊂ C0(ΓT ) with a > 0 in ΓT . Using this result and (4.57), it is not difficult to
see, with the help of (4.53), that we can write (4.54) as
Πµν nˆβFβν = −Πµν
(
aξ(YK)θ
K
ν + b
K
ν YK
)
in ΓT , (4.59)
for an appropriate choice of functions {bKµ } ⊂ C0(ΓT ), where we have defined
nˆµ =
nµ
|n|a .
We then use (4.59) to express nˆµFµαaαβFνβξν on the boundary ΓT as follows:
nˆµFµαaαβFνβξν = nˆµFµα
(
Παβ + nˆαnˆβ − vαvβ)Fνβξν
= nˆµFµαΠαβFνβξν (since Fαβ = −Fβα)
= −Παβ(aξ(YK)θKα + bKαYK)Fνβξν (by (4.59))
= −Παβ(aξ(YK)θKα + bKαYK)F(e0, ej )θjβ (by (4.5) and Fαβ = −Fβα)
= −Παβ(aξ(YK)θKα + bKαYK)YJ θJβ (since Πµν θ3µ = 0). (4.60)
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We now claim that (4.60) defines the required boundary condition needed to show that the constraint
F propagates. To see this, we introduce a time function τ that foliates ΩT and choose a future pointing
timelike vector field τν such that τν∂ντ = 1 in ΩT and τ
ν nˆν = 0 in ΓT . We further define the level sets
Ω(t) = τ−1(t) ∩ ΩT ∼= {t} × Ω0 and Γ(t) = τ−1(t) ∩ ΓT ∼= {t} × ∂Ω0,
and we let
Ωt =
⋃
0≤t˜≤t
Ω(t) ∼= [0, t]× Ω0 and Γt =
⋃
0≤t˜≤t
Γ(t) ∼= [0, t]× ∂Ω0.
Since F satisfies the Maxwell’s equations in ΩT by (4.51)-(4.52), we obtain the integral identity∫
Ω(t)
τˆνTνµξ
µ + 2
∫
Γt
[
ΠJKYJ ξ(YK) + Λ
JKYJ YK
]
=
∫
Ω(0)
τνTνµξ
µ − 12
∫
Ωt
T µν Lξ aµν (4.61)
directly from Lemma B.1 and (4.60), where τˆµ = (−a(τ, τ))−1/2τµ,
Tµν = FµαFαν − 12aνµFαβFαβ
is the stress energy tensor of F , and we have set
ΠJK = θJα Π
αβθKβ and Λ
JK = ΠαβbKαθ
J
β .
It is important note that the matrix the 2-by-2 symmetric matrix ΠJK = θJα Π
αβθKβ is positive definite.
Using the Divergence Theorem, we can express the boundary integral in (4.61) as∫
Γt
[
ΠJKYJ ξ(YK) + Λ
JKYJ YK
]
=
∫
Γ(t)
(−τˆνξν)ΠJKYJ YK −
∫
Γ(0)
(−τˆνξν)ΠJKYJ YK
−
∫
Γt
(
ξ(ΠJK) + div(ξ)ΠJK − ΛJK)YJ YK. (4.62)
Noting that −τˆνξν > 0, by virtue of τˆν and ξν both being future pointing timelike vector fields, and
|F|2m . τˆνFνµξν by Lemma B.2, it is clear that the energy estimate∫
Ω(t)
|F|2m +
∫
Γ(t)
|Y |2Π .
∫
Ω0
|F|2m +
∫
Γ0
|Y |2Π +
∫
Ωt
|F|2m +
∫
Γt
|Y |2Π, 0 ≤ t ≤ T,
is a direct consequence of (4.61)-(4.62). But this implies∫
Ω(t)
|F|2m +
∫
Γ(t)
|Y |2Π .
∫
Ω0
|F|2m +
∫
Γ0
|Y |2Π, 0 ≤ t ≤ T,
by Gronwall’s inequality, and so we conclude that
F = d θ0 + 12σI0JθI ∧ θJ = 0 in ΩT , (4.63)
since F and Y vanish at t = 0 in Ω0 and Γ0, respectively, by (3.60) and (4.56). For use below, we note,
with the help of the Cartan structure equations (A.17) and (4.6), that (4.63) is equivalent to
σi
0
j = ωi
0
j − ωj0i in ΩT . (4.64)
Solution of the relativistic Euler equations: With the proof of the propagation of constraints complete,
we now turn to showing that the frame θjν determines a solution of the relativistic Euler equations. To
start, we use (4.4) and (4.40) to express (4.49) as
(
f
(
(−γ00)
− 1
2
)
(−γ00)
− 1
2
)2
= det(γIJ) in ΩT . Applying e0 to this
expression, we obtain, after a short calculation using (3.19), (4.4), (4.40) and (A.18), that
1
s2γ00
ω000 − γIJω0IJ = 0 in ΩT , (4.65)
where s2 = s2
(
(−γ00)− 12
)
, while
ω00J + ω0J0 = 0 in ΩT (4.66)
follows from applying e0 to (4.4). We also note from (4.6), (4.8) and (4.64) that
ω0jI − ωIj0 = 0 in ΩT . (4.67)
DYNAMICAL RELATIVISTIC LIQUID BODIES I: CONSTRAINT PROPAGATION 17
From (4.4) and (4.65)-(4.67), it is then clear that the equations((
3 +
1
s2
)
1
γ00
− 3γ00
)
ω000 − γIJωIJ0 − 2γ0J(ωJ00 + ω0J0) = 0,
2γI0ω000 + γ
IJ(ωJ00 + ω0J0) = 0,
hold in ΩT . Setting
Aijk =
(
3 +
1
s2
)
δi0δ
j
0δ
k
0
−γ00 + δ
i
0γ
jk + γikδj0 + γ
ijδk0 ,
a short calculation shows that the above equations can be written as
Aijkωkj0 = 0 in ΩT ,
which, in turn, are easily seen to be equivalent to
Aµν
γ∇γwµ = 0 in ΩT , (4.68)
where
wµ := eµ0 =
1
γ00
gµνθ0ν
and
Aµν
γ =
(
3 +
1
s2
)
wµwν
−g(w,w)w
γ + δγνwµ + δ
γ
µwν + w
γgµν .
From the discussion in Section II of [39] and the definition s2 = s2(ζ) and p = p(ζ) via (1.8) and
(3.5)-(3.7), respectively, we recognize (4.68) as the Frauendiener-Walton formulation of the relativistic
Euler equations, see [13, 45]. With the help of the boundary conditions (3.45)-(3.46), we deduce that
the pair {ρ, vµ} computed from θ0µ using (3.1), (3.8)-(3.9) and ζ =
√
−g(θ0, θ0) satisfy the IBVP for the
relativistic liquid body given by (1.9)-(1.13), which complete the proof of the theorem. 
Remark 4.2. Since the solutions {ζ, θˆ0µ, θJµ , σikj} from Theorem 4.1 satisfy γ0J = 0 and ωik0 = ω0ki in
ΩT and γ
00 = −1 on ΓT due to the propagation of the constraints, we observe that
− ie3∇e0θ0
(A.16)
= ω0
0
3 = −ω300 (A.18)= − 12e3(γ00) = − 12g(e3, n)∇nγ00 in ΓT ,
where we note that g(e3, n) = |θ3|−1g since n = θˆ3 in ΓT by the propagation of the constraint k . This
shows that for these solutions the assumption (4.2) from Theorem 4.1 implies the inequality
− 1
2|θ3|g∇nγ00 ≥ c1 > 0 in ΓT
is fulfilled. By Remark 2.1.(iii) of [41], this inequality is equivalent to the Taylor sign condition, which is
the condition that the pressure p of the fluid solution {ρ, vµ} determined by {ζ, θˆ0µ, θJµ , σikj} satisfies
−∇np ≥ cp > 0 in ΓT
for some positive constant cp.
Remark 4.3. From the proof of Theorem 4.1, it is clear the propagation of the constraints {a, bJ , ckij , d kj , eK , k }
depends only on the evolution equations (3.34) and (3.35) for θI and σi
k
j , respectively, and the boundary
condition (3.46).
5. Choice of constraints
With the goal of establishing the local-in-time existence of solutions to guide us, we will, in this
section, make particular choices for the constraints that appear in the evolution equations (3.32) and
boundary conditions (3.44). The reason for these particular choices will be discussed in more detail in
the following sections. Before proceeding, we introduce some notation. Given a vector field Aµ, we define
the projections
A
µ
‖ := Π
µ
ωA
ω and Aµ⊥ := Π˘
µ
ωA
ω.
Furthermore, given a tensor field Bµν , we define vector fields Biν by
Biν := θiµB
µν ,
which, using our notation above, we can write the projected components as
Biν‖ = θ
i
µΠ
µ
ωB
νω and Biν⊥ = θ
i
µΠ˘
µ
ωB
νω.
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Lemma 5.1. Suppose ǫ ∈ [0, 1). Then there exists remainder terms Rµ and Qµ such that(
1
1− ǫΠ
µ
τ + Π˘
µ
τ
)(
∇vEτ +Rτ
(
∂|1|χ, E)) = ∇α(Aαβµν∇β∇v θˆ0ν +Xαµ)− Fµ (5.1)
and(
1
1− ǫΠ
µ
τ + Π˘
µ
τ
)(
∇vBτ +Qτ
(
h , ∂|1|χ,B,Lv θ3, ζ − 1
))
= θ3α
(
Aαβµν∇β∇v θˆ0ν +Xαµ
)
− 1√|γ|
[
Sµνγ∇γ∇v θˆ0ν −
ǫ
1− ǫ |N |gΠ
µνv
(
Πλν
∇v∇vθˆ0ν
|∇vθˆ0|m
)
+Pµν
(∇v∇v θˆ0ν
|∇v θˆ0|m
)
− κ√−γˆ00 vµvν∇v∇v θˆ0ν +Gµ
]
(5.2)
where
Aαβµν = ζ
(
1
1− ǫΠ
µν + Π˘µν
)
aαβ , (5.3)
Xαµ =
(
1
1− ǫΠ
µ
ω + Π˘
µ
ω
)[
ζmωνaαβ
(
vλRλβν
σ θˆ0σ −∇βvλ∇λθˆ0ν
)
+∇v
(
ζmωνaαβ
)∇β θˆ0ν
+∇v
(
ζmωνaαβσI
0
Jθ
J
βθ
J
ν
)
+ eαi ∇vθiλWλω − eαi ∇Wi
‖
vω
]
, (5.4)
Fµ = ∇α
(
1
1− ǫΠ
µ
τ + Π˘
µ
τ
)(
∇vWατ + eαi ∇vθiωWωµ − eαi ∇Wi
‖
vτ
)
+
(
1
1− ǫΠ
µ
τ + Π˘
µ
τ
)[
∇αeαi
(∇vW iτ −∇Wi
‖
vτ
)
+∇LvWi‖e
τ
i + iei∇e0θ0∇vW iτ
−∇Wi
‖
(
iei∇e0vτ
)−Rαβγτeαi vβW iγ⊥ − (∇αΠλωWαω +ΠλωHω −∇αeαi W iλ‖
−∇Wi
‖
eλi
)∇λvτ −∇v(∇Wi
‖
eτi +∇αeαi W iτ
)
+∇vHτ
]
, (5.5)
Sµνγ =
1√
−γˆ00
hµαsαβ
γhβν , (5.6)
Pµν =
1√
−γˆ00
(
ǫ
1− ǫΠ
µ
α + ǫΠ˘
µ
σp
σ
α
)(
−v(|N |gΠαλ)+ |N |g p˜ωγ∂γvαΠλω)Πνλ, (5.7)
Gµ = Sµνγ
(
vσRσγν
λθˆ0λ −∇vθˆ0γ∇v θˆ0ν
)
+
1√
−γˆ00
∇v
(
hµα
(√−γˆ00ναβλωeλ1eω2 δi0 − ναβλωvλeω2 δi1
+ ναβλωv
λeω1 δ
i
2
)
hβν
)( 1√
−γˆ00 δ
0
i∇vθˆ0ν + δKi ∇eK θˆ0ν
)
− 1√−γˆ00∇v
(√
−γˆ00hµνvαeβ1 eγ2∇vνναβγ
)
+
(
1
1− ǫΠ
µ
τ + Π˘
µ
τ
)(
ǫ∇vΠτω
(−Sωνγ∇γ θˆ0ν + hωνvαeβ1eγ2∇vνναβγ)
− κ√−γˆ00∇v(vτvν)∇vθˆ0ν −
1√
−γˆ00 l
γhγωp˜
ωλ∇λvτ
)
, (5.8)
p˜µν = −vµvν + eµI γˇIJ eνJ , (γˇIJ ) = (γIJ )−1, (5.9)
l µ =
(
δµω − ǫΠµω
)(
hωαsαβ
γhβν∇γ θˆ0ν − hων
√
−γ00vαeβ1 eγ2∇vνναβγ
)− κvµvν∇v θˆ0ν , (5.10)
and all other quantities are as previously defined.
Proof. We begin establishing (5.2) by computing
∇vBµ = ∇vBµ⊥ + Lv Bµ‖ +∇B‖vµ
= ∇vW3µ⊥ + LvW3µ‖ −∇vLµ⊥ − Lv Lµ‖ +Qµ(Bλ)
= θ3α
(
eαi
[∇vW iµ⊥ + LvW iµ‖ ])−∇vLµ⊥ − Lv Lµ‖ +Qµ(Bλ), (5.11)
where here and below, in line with our conventions, we use Q and R to denote generic remainder terms
that may change from line to line. Observing that
eαi
[∇vW iµ⊥ + LvW iµ‖ ] = eαi [∇vW iµ −∇Wi‖vµ] = ∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi‖vµ, (5.12)
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we can write (5.11) as
∇vBµ +Qµ(B) = θ3α
(∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi
‖
vµ
)−∇vLµ⊥ − Lv Lµ‖ . (5.13)
From the definitions (3.37) and (5.10), we further observe that the last two terms of the above expression
may be expressed as
∇vLµ⊥ + Lv Lµ‖ = ∇vl µ⊥ + Lv l µ‖ − Lv
(
ǫ|N |gΠµν∇v∇v θˆ
0
ν
|∇v θˆ0|m
)
= ∇v l µ −∇l ‖vµ − Lv
(
ǫ|N |gΠµν∇v∇vθˆ
0
ν
|∇v θˆ0|m
)
.
(5.14)
Noticing that
Nα Lv(Π
αν) =
|N |g
|θ3|g θ
3
α Lv(Π
αν) +Qν(a, ζ − 1) (by (4.15))
=
|N |g
|θ3|g Lv(θ
3
αΠ
αν) +Qν(Lv θ
3, a, ζ − 1)
= Qν(Lv θ
3, ∂|1|a, ζ − 1), (by (4.15) and (3.51))
holds for any one form λµ, we can rewrite (5.14) as
∇vLµ⊥ + Lv Lµ‖ = ∇v l µ −∇l ‖vµ − pµα Lv
(
ǫ|N |gΠαν∇v∇vθˆ
0
ν
|∇v θˆ0|m
)
+Qµ(Lv θ
3, ∂|1|χ, ζ − 1).
Combining this with (5.13) and recalling the definitions (3.21) and (3.17) of γˆ00 and h , respectively, gives
∇vBµ +Qµ(h ,B, ∂|1|χ,Lv θ3, ζ − 1) =θ3α
(∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi
‖
vµ
)
− 1√−γˆ00|γ|
[
∇v l µ −∇l ‖vµ − pµα Lv
(
ǫ|N |gΠαν∇v∇vθˆ
0
ν
|∇vθˆ0|m
)]
.
(5.15)
Using the commutator formula (A.19) and the definition (3.24) of Wαµ, we further observe that ∇vWαµ
is given by
∇vWαµ = ζmµνaαβ∇β∇vθˆ0ν + ζmµνaαβ
(
vλRλβν
σ θˆ0σ −∇βvλ∇λθˆ0ν
)
+∇v
(
ζmµνaαβ
)∇β θˆ0ν +∇v(ζmµνaαβσI0JθIβθJν ). (5.16)
Next, we notice that
pµν = eµi θ
i
α(g
αβ − θˆ3αθˆ3β)θjβeνj + eµi θiα(θˆ3αθˆ3β − NˆαNˆβ)θjβeνj
= eµi
(
γ i j − γ
i3γ j3
γ33
)
eνj +Q
µν(a, ζ − 1), (5.17)
where in deriving the last equality we used (4.15). But
(γij) =
(
γi j γ3j
γi3 γ33
)−1
=

γ˜ i j +
βiβ j
α
−β
j
α
−β
i
α
1
α

 ,
where (γ˜ i j )=(γi j )
−1, βi=γˇ i jγj3 and α=γ33 − γˇ i jγi3γj3, and so
pµν = eµi γˇ
i jeνj +Q
µν(a, ζ − 1) (5.18)
by (5.17). However, since
(γi j ) =
(
γ00 0
0 γIJ
)
+Q(bI),
by (3.11) and (A.3), it is not difficult to see that we can re-express (5.18) as
pµν = p˜µν +Qµν(a, bI , ζ − 1) (5.19)
with p˜µν given by (5.9). The importance of (5.19) is that it allows us to express projected derivatives
pµν∂ν on the boundary ΓT explicitly in terms of the vector fields v
µ and eµI , which will be shown to be
tangent to the boundary ΓT in Section 6.
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Substituting (5.19) into (5.15) and multiplying the resulting expression by 11−ǫΠ
τ
µ + Π˘
τ
µ, we find, with
the help of (3.42) and (3.51), that
(
1
1− ǫΠ
τ
µ + Π˘
τ
µ
)(
∇vBµ +Qµ(h ,B, ∂|1|χ,Lv θ3, ζ − 1)
)
=
(
1
1− ǫΠ
τ
µ + Π˘
τ
µ
){
θ3α
(∇vWαµ
+ eαi ∇vθiωWωµ − eαi ∇Wi
‖
vµ
)− 1√−γˆ00|γ|
[
∇vl µ − l γhγωp˜ωλ∇λvµ
− pµαv
(
ǫ|N |gΠαλΠνλ
∇v∇v θˆ0ν
|∇vθˆ0|m
)
+ǫ|N |gpµαp˜ωγ∂γvαΠλωΠνλ
∇v∇vθˆ0ν
|∇vθˆ0|m
]}
. (5.20)
To proceed, we examine the term ∇vℓµ in more detail by first noting that
sαβ
γθiγ =
(
ναβλωe
λ
1e
ω
2
√
−γˆ00δi0 − ναβλωvλeω2 δi1 + νµνλωvλeω1 δi2
)
+Qiαβ(a, ζ − 1) (5.21)
and
sαβ
γθiγe
λ
i = s
λ
αβ +Q
γ
αβ(a) (5.22)
follow directly from (3.20), (3.43) and θiγe
λ
i = δ
λ
γ . We also observe that
[v, ei] = [
√
−γ00e0, ei] +R(∂|1|a, ∂|1|bJ) (by (3.3)-(3.4), (3.10)-(3.11))
=
1√
−γ00
(
1
2
ei(γ
00)e0 − γ00[e0, ei]
)
+R(∂|1|a, ∂|1|bJ)
=
1√
−γ00
(
g(θ0,∇eiθ0) + γ00F(e0, ei)
)
e0 +R(∂
|1|a, ∂|1|bJ , eK , cp
r
q) (by (4.22))
=
1
−γ00
(
g(θ0,∇eiθ0) + γ00
(
iei ∇e0θ0 − iξ∇eiθ0
))
v +R(∂|1|a, ∂|1|bJ , eK , cp
r
q)
= − iei∇e0θ0v +R(∂|1|χ), (5.23)
which allows us, with the help of (3.20), to write ∇[v,ei ]θˆ0ν as
∇[v,ei]θˆ0ν = −
1√
−γˆ00 e
λ
i∇vθˆ0λ∇v θˆ0ν +Qν(∂|1|χ, ζ − 1,∇vζ). (5.24)
Differentiating hωαsαβ
γhβν∇γ θˆ0ν , we obtain
∇v
(
hωαsαβ
γhβν∇γ θˆ0ν
)
= hωαsαβ
γhβνθiγ∇v∇ei θˆ0ν +∇v
(
hωαsαβ
γhβνθiγ
)∇ei θˆ0ν +Qω(∂|1|a) (by (5.22))
= hωαsαβ
γhβνθiγ
(∇ei∇vθˆ0ν +∇[v,ei ]θˆ0ν + vσei τRστνλθˆ0λ)
+∇v
(
hωαsαβ
γhβνθiγ
)∇ei θˆ0ν +Qω(∂|1|a), (5.25)
where in deriving the last equality, we used the commutator formula (A.19). It is then easy to verify
using (5.10), (5.16), (5.21), (5.22), (5.24), (5.25) and the identity
(
1
1− ǫΠ
µ
λ + Π˘
µ
λ
)(
δλω − ǫΠλω
)
=
(
1
1− ǫΠ
µ
λ + Π˘
µ
λ
)(
(1− ǫ)Πλω + Π˘λω
)(3.51)
= δµω (5.26)
that (5.20) is equivalent to (5.2).
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Turning to the bulk relation, we observe that
∇vEµ = ∇v∇α(eαi W iµ)−∇vHµ
= ∇v
(∇eiW iµ⊥ +∇eiW iµ‖ +∇αeαi W iµ)−∇vHµ,
= ∇v∇eiW iµ⊥ +∇v Lei W iµ‖ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ
= ∇v∇eiW iµ⊥ + Lv Lei W iµ‖ +∇Lei Wi‖v
µ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ
= ∇ei∇vW iµ⊥ + Lei LvW iµ‖ +∇[v,ei]W iµ⊥ +Rαβγµeαi vβW iγ⊥ + L[v,ei]W iµ‖
+∇Lei Wi‖v
µ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ
= ∇ei
(∇vW iµ⊥ + LvW iµ‖ )−∇LvWi‖eµi +∇[v,ei]W iµ⊥ + Rαβγµeαi vβW iγ⊥
+ L[v,ei]W iµ‖ +∇Lei Wi‖v
µ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ
= ∇α
(
eαi
[∇vW iµ⊥ + LvW iµ‖ ])−∇αeαi [∇vW iµ⊥ + LvW iµ‖ ]−∇LvWi‖eµi
+∇[v,ei]W iµ⊥ +Rαβγµeαi vβW iγ⊥ + L[v,ei]W iµ‖ +∇Lei Wi‖v
µ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ
(5.12)
= ∇α
(∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi
‖
vµ
)−∇αeαi [∇vW iµ⊥ + LvW iµ‖ ]−∇LvWi‖eµi
+∇[v,ei]W iµ⊥ +Rαβγµeαi vβW iγ⊥ + L[v,ei]W iµ‖ +∇Lei Wi‖v
µ +∇v
(∇Wi
‖
e
µ
i +∇αeαi W iµ
)−∇vHµ.
(5.27)
For the wave formulation to be useful for establishing the existence of solutions, the only derivative of
Wαµ that can appear outside the principal term ∇α
(∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi‖vµ) is the “time”
dervative ∇vWαµ. We therefore must further decompose the terms ∇[v,ei]W iµ⊥ , L[v,ei]W iµ‖ and ∇LeiW
iµ
‖
in (5.27). We begin with Lei W iµ‖ , which we can write as follows:
Lei W iµ‖ = ∇eiW iµ‖ −∇Wi‖e
µ
i
= ∇α
(
eαi W iµ
)−∇αeαi W iµ‖ −∇Wi‖eµi
= ∇α
(
ΠµωWαω
)−∇αeαi W iµ‖ −∇Wi‖eµi
(3.27)
= ∇αΠµωWαω + ΠµωHω −∇αeαi W iµ‖ −∇Wi‖e
µ
i +Π
µ
ωEω. (5.28)
Substituting (5.28) and (5.23) into (5.27) gives
∇vEµ+Rµ(∂|1|χ, E) = ∇α
(∇vWαµ + eαi ∇vθiωWωµ − eαi ∇Wi
‖
vµ
)−∇αeαi (∇vW iµ −∇Wi
‖
vµ
)
−∇LvWi‖e
µ
i − iei∇e0θ0∇vW iµ +∇Wi‖
(
iei∇e0vµ
)
+Rαβγ
µeαi v
βW iγ⊥
+
(∇αΠλωWαω +ΠλωHω −∇αeαi W iλ‖ −∇Wi‖eλi )∇λvµ +∇v(∇Wi‖eµi +∇αeαi W iµ)−∇vHν ,
which is easily seen to be equivalent to (5.2). 
The following corollary is then an immediate consequence of the above lemma and Theorem 4.1.
Corollary 5.2. Suppose ǫ ∈ [0, 1), κ ≥ 0, ζ ∈ C2(ΩT ), θˆ0µ ∈ C3(ΩT ), θJµ ∈ C2(ΩT ), σijk ∈ C1(ΩT ),
there exists constants c0, c1 > 0 such that
− g(θ0, θ0) ≥ c0 > 0 in ΩT and − ie3 ∇e0θ0 ≥ c1 > 0 in ΓT , (5.29)
22 T.A. OLIYNYK
and the quadruple {ζ, θˆ0µ, θJµ , σikj} satisfies the initial conditions (3.55)-(3.70) and
∇α
(
Aαβµν∇β∇vθˆ0ν +Xαµ
)
= Fµ in ΩT , (5.30)
θ3α
(
Aαβµν∇β∇v θˆ0ν +Xαν
)
=
1√
|γ|
[
Sµνγ∇γ∇vθˆ0ν −
ǫ
1− ǫ |N |gΠ
µνv
(
Πλν
∇v∇v θˆ0λ
|∇vθˆ0|m
)
+ Pµν
(∇v∇vθˆ0ν
|∇v θˆ0|m
)
− κ√
−γˆ00
vµvν∇v∇v θˆ0ν +Gµ
]
in ΓT , (5.31)
nνv
ν = 0 in ΓT , (5.32)
∇α
(
aαβ∇βζ
)
= K in ΩT , (5.33)
ζ = 1 in ΓT , (5.34)
Lv θ
I = 0 in ΩT , (5.35)
v(σi
k
j) = 0 in ΩT . (5.36)
Then the constraints (3.10)-(3.18) and (3.22) vanish in ΩT and ΓT , respectively, and the pair {ρ, vµ}
determined from {θˆ0µ, ζ} via the formulas (3.8)-(3.9) satisfy the relativistic Euler equations with vacuum
boundary conditions given by (1.9)-(1.13).
6. Lagrangian coordinates
In order for the wave formulation of the relativistic Euler equations given by (5.30)-(5.36) to be useful
for for either establishing the local-in-time existence of solutions or for constructing numerical solutions,
the dynamical matter-vacuum boundary must be fixed. We achieve this through the use of Lagrangian
coordinates
φ : [0, T ]× Ω0 −→ ΩT : (x¯λ) 7−→ (φµ(x¯λ))
that were defined previously by (4.9). In the following, we use
Jµν = ∂¯νφ
µ (6.1)
and
(Jˇµν ) = (J
µ
ν )
−1
to denote the Jacobian matrix and its inverse, respectively.
Notation 6.1. For scalars fields f defined on ΩT , we employ the notation
f = f ◦ φ
to denote the pullback of f by φ to [0, T ]× Ω0. More generally, we use this notation also to denote the
pullback tensor field components Qµ1...µrν1...νs treated as scalar fields defined on ΩT , that is
Qµ1...µr
ν1...νs
= Qµ1...µrν1...νs ◦ φ.
Using this notation, we can then write the geometric pullback of a tensor field Qµ1...µrν1...νs by φ as
Q¯µ1...µrν1...νs := (φ
∗Q)µ1...µrν1...νs = Jˇ
µ1
α1 · · · JˇµrαrJβ1ν1 · · · Jβsνs Qα1...αrβ1...βs .
Since the Lagrangian coordinates are defined via the flow of the fluid velocity v, it follows that the
components of the pullback v¯ = φ∗v are given by
v¯µ = δµ0 . (6.2)
Substituting this into the transformation law Jµν v¯
ν = vµ shows that φµ satisfies
∂¯0φ
µ = vµ
(3.9)
=
1√
−γˆ00
gµν θˆ0ν , (6.3)
where we note, see (3.21), that
γˆ00 = gµν θˆ0µθˆ
0
ν .
In the Lagrangian representation, the map φ = (φµ) is treated as an unknown and (6.3) is viewed as an
evolution equation for φ.
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Pulling back the evolution equations (5.35) and (5.36) using the map φ, we see, with the help of
formulas (6.2) and (A.9), and the naturalness property φ∗Lv = Lv¯φ
∗ of Lie derivatives, that
∂¯0θ¯
I
µ = 0 and ∂¯0σi
k
j = 0 in [0, T ]× Ω0. (6.4)
By (4.9), it is clear that φ satisfies φ(Ω0) = Ω0 from which it follows that
Jµν (0, x¯
Σ) = vµ(0, x¯Σ)δ0ν + δ
µ
Λδ
Λ
ν , ∀ (x¯Σ) ∈ Ω0,
by (6.3) while
vµ(0, x¯Σ)θIµ(0, x¯
Σ) = 0, ∀ (x¯Σ) ∈ Ω0,
follows from our choice of initial data, see (3.11) and (3.56). The above two results together with (6.3),
(6.4) and the transformation law θ¯Iµ = J
ν
µ θ˜
I
ν yield the explicit representations
θ¯Iµ(x¯
0, x¯Σ) = δΛµ θ
I
Λ(0, x¯
Σ) and σi
k
j(x¯
0, x¯Σ) = σi
k
j(0, x¯
Σ), ∀ (x¯0, x¯Σ) ∈ [0, T ]× Ω0, (6.5)
of the unique solution to the evolution equations (5.35) and (5.36). We also recall, see (4.12), that
θ¯3 = θ¯3µdx¯
µ = θ3Λ(0, x¯
Σ)dx¯Λ (6.6)
defines an outward pointing conormal to the boundary [0, T ]× ∂Ω0 by our choice of initial data.
Remark 6.2.
(i) Since (6.5) represents the unique solution of the evolution equations (5.35) and (5.36) given the
particular choice of initial data, we consider them solved and remove these equations from our
system of equations. Furthermore, from the transformation law θ¯Iµ = J
ν
µθ
I
ν and (6.5), it is clear that
we can express θIν as
θIν(x¯
0, x¯Σ) = JˇΛν (x¯
0, x¯Σ)θIΛ(0, x¯
Σ), ∀ (x¯0, x¯Σ) ∈ [0, T ]× Ω0, (6.7)
which, in particular, shows that the components θIν(x¯
0, x¯Σ) are determined completely in terms of
the initial data θIΛ(0, x¯
Σ) and the derivatives of φµ, since by definition (Jˇµν ) = (∂¯µφ
ν)−1.
(ii) The boundary condition (5.32) is automatically satisfied since θ¯3 defines an outward pointing conor-
mal to the boundary [0, T ] × ∂Ω0 and v¯µθ¯3µ = 0 follows immediately from (6.2) and (6.6). We,
therefore, consider the boundary condition (5.32) as satisfied and do not consider it further.
By definition, the frame field components e¯λj are given by
(e¯λj ) = (θ¯
j
λ)
−1 =


1
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
− θ¯
0
Σ
ˇ¯θΣJ
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
− θ¯
K
0
ˇ¯θΛK
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
ˇ¯θΛJ +
ˇ¯θΛK θ¯
K
0 θ¯
0
Σ
ˇ¯θΣJ
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0

 ,
where (ˇ¯θΛJ ) = (θ¯
J
Λ)
−1, which by (6.5), reduces to
(e¯λj ) = (θ¯
j
λ)
−1 =

 1θ¯00 −
θ¯0Ωθˇ
Ω
J (0, x¯
Σ)
θ¯00
0 θˇΛJ (0, x¯
Σ)

 , (θˇΛJ (0, x¯Σ)) = (θJΛ(0, x¯Σ)). (6.8)
Since e¯λk θ¯
3
λ = 0 by duality, and θ¯
3 is conormal to [0, T ]×∂Ω0, we have that T
(
[0, T ]×∂Ω0
)
= Span{ e¯k =
e¯λk ∂¯λ }, which, by (6.8), implies that ∂¯0 and the vector fields Z¯K defined by
Z¯K(x¯
0, x¯Σ) = θˇΛK(0, x¯
Λ)∂¯Λ (6.9)
span the tangent space to the boundary [0, T ]× ∂Ω0, that is
T
(
[0, T ]× ∂Ω0
)
= Span{ ∂¯0, ZK }. (6.10)
Appealing to transformation law θ¯0ν = J
µ
ν θ
0
µ, we see from (6.8) and (6.9) that
(e¯λK) =

−θ0ωZ¯K(φω)θ0γ ∂¯0φγ
Z¯ΛK

 ,
while
θ¯00 = θ
0
γ ∂¯0φ
γ =
g(θ0, θˆ0)√
−γˆ00
(6.11)
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follows from (6.3). Combining these two results yields
e¯K = −
√
−γˆ00θ0ωZ¯K(φω)
g(θ0, θˆ0)
∂¯0 + Z¯K, (6.12)
which, when used in conjunction with the transformation law eµK = J
µ
ν e¯
ν
K, gives
e
µ
K = e¯K(φ
µ) = −
√
−γˆ00θ0ωZ¯K(φω)
g(θ0, θˆ0)
∂¯0φ
µ + Z¯K(φ
µ). (6.13)
Since
θ0µ = θˆ
0
µ in [0, T ]× ∂Ω0 (6.14)
by (3.1) and the boundary condition (5.34), we find, after restricting (6.12) and (6.13) to the boundary,
that
e¯K =
1√
−γˆ00
∂¯0 + Z¯K (6.15)
and
e
µ
K =
1√
−γˆ00
∂¯0φ
µ + Z¯K(φ
µ) (6.16)
in [0, T ]× ∂Ω0.
Next, we consider the determinant |γ| of the frame metric evaluated in the Lagrangian coordinates.
By definition |γ| = − det(g(ei, gj)), and so pulling this back by φ gives
|γ| = − det(eµi gµνeµj ) = |g|det(J)2 det(e¯)2,
where in deriving the second equality we have used the transformation law Jµν e¯
ν
j = e
µ
j . Using this formula
in conjunction with (6.8), (6.11) and (6.14), we find that
1√
|γ|
=
det(θ¯ΛJ )
√
−γˆ00
det(J)
√
|g|
in [0, T ]× ∂Ω0, (6.17)
where the coframe components θ¯ΛJ are given by (6.5).
Letting η = ηµνdx
µdxν , where (ηµν ) = diag(−1, 1, 1, 1), denote the Minkowsi metric, we recall the
following transformation formula for the divergence of a vector field Y = Y µ∂µ:
|η¯|− 12 ∂¯µ
(|η¯| 12 Y¯ µ) = |η|− 12 ∂µ(|η| 12 Y µ).
Since |η| = − det(ηµν) = 1, |η¯| = − det(Jαµ ηαβJβν ) = det(J)2, and Y¯ µ = JˇµνY ν , the above formula can be
written as
det(J)−1∂¯µ
(
det(J)JˇµνY
ν
)
= ∂µY
µ.
Using this along with the transformation law ∂µ = Jˇ
ν
µ∂¯ν for partial derivatives and the formula (6.17),
it is not difficult to see that the remaining equations (5.30)-(5.31) and (5.33)-(5.34), when expressed in
Lagrangian coordinates, become:
∂¯α
(
A
αβµν ∂¯βψν + X
αµ
)
= Fµ in [0, T ]× Ω0, (6.18)
θ¯3α
(
A
αβµν ∂¯βψν + X
αµ
)
= S µνγ ∂¯γψν + Q
µν ∂¯0(Π
λ
νΨλ) + P
µνΨν + G
µ in [0, T ]× ∂Ω0, (6.19)
∂¯α(M
αβ ∂¯βζ) = K in [0, T ]× Ω0, (6.20)
ζ = 1 in [0, T ]× ∂Ω0, (6.21)
∂¯0φ
µ =
1√
−γˆ00
gµν θˆ0ν in [0, T ]× Ω0, (6.22)
∂¯0θˆ
0
ν = ψν + v
λΓγλν θˆ
0
γ in [0, T ]× Ω0, (6.23)
∂¯0ψν = |ψ|mΨν + vλΓγλνψγ in [0, T ]× Ω0, (6.24)
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where we have defined
A
αβµν = det(J)
√
|g|JˇασAσγµν Jˇβγ , (6.25)
X
αµ = det(J)
√
|g|(Xαµ −AσγµνΓλγνψλ), (6.26)
F
µ = det(J)
√
|g|(Fµ − Γµαλ[Aαβλν(Jˇγβ∂¯γψν − Γσβνψσ)+Xαµ]), (6.27)
S
µνγ = det(θ¯ΛJ )
√
−γˆ00SµνλJˇγλ, (6.28)
Q
µν = − ǫ
1− ǫ det(θ¯
Λ
J )
√
−γˆ00|N |gΠµν , (6.29)
P
µν = det(θ¯ΛJ )
(√−γˆ00Pµν − κ|ψ|mvµvν), (6.30)
G
µ = det(θ¯ΛJ )
√
−γˆ00(Gµ − SµνγΓλγνψλ), (6.31)
M
αβ = det(J)
√
|g|Jˇασaσγ Jˇβγ (6.32)
K = det(J)
√
|g|K, (6.33)
and we are using the notation |g| = − det(g
αβ
) for the Lagrangian representation of the metric determi-
nant and |X |2g = gαβXαXβ , with Xµ spacelike, and |Y |2m = mαβYαYβ for the Lagrangian representations
of the inner-products.
The systems (6.18)-(6.24) along with the relations (6.5) defines the Lagarangian representation of the
system (5.30)-(5.36). The unknowns to solve for are {φµ, ζ, θˆ0ν , ψν ,Ψν}. All other quantities in the system
can be computed in terms of these fields and the time-independent frame fields θ¯Iµ and functions σi
k
j
defined by (6.5). In particular, the Lagrangian representation of the metric and metric related quantities,
i.e. Christoffel symbols and curvature, are to be viewed as functions of φµ. To see this, we observe that
if gαβ(x
λ) are the components of the Lorentzian metric, in the Eulerian representation, with associated
Christoffel symbols Γγαβ(x
λ) and Curvature tensor Rαβγ
σ(xλ), then in the Lagrangian representation, we
have that
gαβ(x¯
µ) = gαβ(φ
λ(x¯µ)), Γγαβ(x¯
µ) = Γγαβ(φ
λ(x¯µ)) and Rαβγ
σ(x¯µ) = Rαβγ
σ(φλ(x¯µ)).
Moreover, the Lagrangian representation of the components of any covariant derivative can be reduced
to partial derivatives with respect to the Lagrangian coordinates using computations like the following:
∇γYν(x¯µ) = Jˇγµ(x¯µ)∂¯λY µ(x¯µ)− Γλγν(x¯µ)Y λ(x¯µ).
Remark 6.3.
(i) The evolution equations (6.23) and (6.24) for θˆ0ν and ψν are easily seen to be equivalent to
ψν = ∇v θˆ0ν and Ψν = ∇v∇v θˆ
0
ν
|∇v θˆ0|m
. So, even though we treat ψν and Ψν as independent variables,
they are, by the choice of evolution equations, just labels for the derivatives ∇v θˆ0ν and ∇v∇v θˆ
0
ν
|∇v θˆ0|m
,
respectively. We take this point of view because it turns out to be convenient for establishing
the local-in-time existence of solutions via energy methods; see the following section for further
discussion.
(ii) It is an immediate consequence of the above remark and Corollary 5.2 that solutions of {φµ, ζ, θˆ0ν , ψν ,Ψν}
of (6.18)-(6.24) for which the initial conditions (3.55)-(3.70) and the Lagrangian version of (5.29)
are satisfied determine solutions of the relativistic Euler equations with vacuum boundary con-
ditions.
(iii) From the formulas (3.43), (5.6) and (6.28) that define S µνγ and the fact that the vector fields
{v¯ = ∂¯0, e¯K = e¯µK∂¯µ} and 1-form θ¯3 = θ¯3µdx¯µ are tangent, see (6.10) and (6.15), and conormal to
the boundary [0, T ]× ∂Ω0, respectively, it follows that S µνγ satisfies the following two crucial
properties:
S
µνγ θ¯3γ = 0 in [0, T ]× ∂Ω0 (6.34)
and
S
µνγ = −S νµγ in [0, T ]× Ω0. (6.35)
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Note that (6.34) is equivalent to the statement that the operator S µνγ ∂¯γ involves only derivatives
that are tangential to the boundary [0, T ]× ∂Ω0.
The importance of (6.34) and (6.35) is that they allow us to write the evolution equation (6.18)
and boundary condition (6.19) as
∂¯α
(
B
αβµν ∂¯βψν + X
αµ
)
= Fµ + ∂¯α
(
2
|θ¯3|2m¯
S
µν[αm¯β]λθ¯3λ
)
∂¯βψ in [0, T ]× Ω0, (6.36)
θ¯3α
(
B
αβµν ∂¯βψν + X
αµ
)
= Qµν ∂¯0(Π
λ
νΨλ) + P
µνΨν + G
µ in [0, T ]× ∂Ω0, (6.37)
where
B
αβµν = A αβµν +
2
|θ¯3|2m¯
S
µν[αm¯β]λθ¯3λ. (6.38)
This form of the equations is crucial for establishing energy estimates, see [41]. However, this
form is not enough by itself to derive energy estimates, the following coercive type of elliptic
estimate must also hold: there exists positive constants c0, c1 such that
〈∂¯Λuµ|BΛΣµν (x¯0)∂¯Σuν〉L2(Ω0) ≥ c0‖u‖2H1(Ω0) − c1‖u‖2L2(Ω0) (6.39)
for all x¯0 ∈ [0, T ] and u = (uµ) ∈ H1(Ω0). That Bαβµν , defined by (6.38), satisfies this coercive
estimate for ǫ ∈ (0, 1) follows from a slight variation of Lemma 8.3 from [41].
(iv) From the formulas (3.4), (3.21), (3.25), (1.5)-(3.43), (3.52)-(3.54), (5.6)-(5.10), (6.1), (6.28)-(6.31),
(6.2)-(6.3), and (6.15)-(6.16), it is not difficult to verify, with the help of the evolution equa-
tions (6.22) that the boundary the coefficients and source terms {S µνγ ,Qµν ,Pµν , ∂¯|1|0 Πλν ,G µ}
that appear on the right hand side of the boundary condition (6.19) involve only the fields
{6 ∂¯|1|φµ, 6 ∂¯|1|θˆ0µ}, where in line with our previous notation, we are using 6 ∂¯ to denote derivatives
tangential to the boundary [0, T ]× ∂Ω0.
7. Remarks on local-in-time existence and uniqueness
In this section, we briefly remark on the properties of the system (6.18)-(6.24) that will allow us to use
the existence results and energy estimates for systems of wave equations with variable coefficients from
the articles [26, 41] to prove the local-in-time existence and uniqueness of solutions to (6.18)-(6.24); the
complete existence proof will be presented in the separate article [38]. The first step in the existence proof
from [38] uses a contraction mapping argument that effectively reduces the problem of establishing local-
in-time existence of solutions to the non-linear system to that of establishing the existence of solutions
to the linear system with variable coefficients that arises from “freezing” the non-principal coefficients of
(6.18)-(6.24). Since this step is standard, we will not discuss it further here.
This leaves us to discuss the existence problem for solutions to the corresponding variable coefficient
linear system. With this in mind, we recall that linear wave equations with variable coefficients of the form
that come from freezing the coefficients of (6.20) and enforcing a Dirichlet boundary condition, see (6.21),
have already been thoroughly analyzed in [26]. We are therefore left to consider the remaining evolution
equations from the system (6.18)-(6.24). Freezing the coefficients of (6.18)-(6.19) and (6.22)-(6.24) yields
the variable coefficient linear system
∂¯α
(
A
αβ ∂¯βψ + X
α
)
= F in [0, T ]× Ω0, (7.1)
θ¯3α
(
A
αβ ∂¯βψ + X
α
)
= S γ ∂¯γψ + Q∂¯0(ΠΨ) + PΨ+ G in [0, T ]× ∂Ω0, (7.2)
∂¯0φ = αθˆ
0 in [0, T ]× Ω0, (7.3)
∂¯0θˆ
0 = ψ + βθˆ0 in [0, T ]× Ω0, (7.4)
∂¯0ψ = λΨ + βψ in [0, T ]× Ω0, (7.5)
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where we are now employing matrix notation10 and have set
A
αβ = (A αβµν), S γ = (S µνγ), Q = (Qµν), α = (αµν), β = (βµν ),
P = (Pµν), Π = (Πµν ), X
α = (X αµ), F = (Fµ), G = (G µ),
λ = |ψ|m, φ = (φµ), ψ = (ψµ), θˆ0 = (θˆ0µ), and Ψ = (Ψν).
Here, {φ, ψ, θˆ0,Ψ} denote the unknown variable fields to be determined while the coefficients
{λ,A αβ ,S γ ,Q,P, α, β,Π,F ,G ,X } (7.6)
are computed in terms of the frozen fields, which we will also denote by {φ, ψ, θˆ0,Ψ}. This should lead
to no confusion since the interpretation of the fields {φ, ψ, θˆ0,Ψ} as being variable or frozen will be clear
from context, that is whether or not they appear in one of the coefficients (7.6). Additionally, we assume
that λ satisfies11
λ ≥ cλ > 0 in [0, T ]× Ω0
for some positive constant cλ and we assume, as previously, that ǫ ∈ [0, 1) and κ ≥ 0.
7.1. The modified system. Our strategy to obtain the existences of solutions with energy estimates
for systems of the form (7.1)-(7.5) is to use the linear existence theory for systems of wave equations with
acoustic boundary conditions that was developed in Section 7 of [41]. However, at the moment, the system
(7.1)-(7.5) is not in the required form to apply this theory. So instead, we will consider a modified system
and obtain solutions to that system first, and subsequently show these solutions determine solutions
to the original system (7.1)-(7.5). As will be clear from Proposition 7.4 below, the modified system is
obtained by performing an orthogonal transformation Ψ 7→ EΨ followed by differentiating the evolution
equation (7.1) and boundary conditions (7.2) in time, i.e. with respect to x¯0.
In order to define the modified system, we first introduced an orthogonal transformation E via the
following orthonormal change of basis. Letting
v = (vν) and Nˆ = (Nˆν)
denote frozen versions of the Lagrangian representation of the vector fields vν and Nˆν , respectively, it
follow directly from the definitions (3.4), (3.25) and (3.40) that
m(v, v) = m(Nˆ , Nˆ) = 1 and m(Nˆ , v) = 0 (7.7)
where mαβ is the inverse of the frozen version of the Lagrangian representation of the positive definite
metric mαβ defined by (3.25) and we are using the notation m(X,Y ) = mαβX
αY β. Setting
E
µ
0 = v
µ and Eµ3 = Nˆ
µ, (7.8)
we can use the Gram-Schmidt algorithm to complete {Eµ0 , Eµ3 } to an orthonormal basis {Eµ0 , Eµ1 , Eµ2 , Eµ3 }
with respect to m, that is
m(Ei, Ej) = mαβE
α
i E
β
j = δij .
Next, we let {Θ0µ,Θ1µ,Θ2µ,Θ3µ} denote the dual basis, which satisfies
ΘiµE
µ
j = δ
i
j (7.9)
and
m(Θi,Θj) = mαβΘiαΘ
j
β = δ
ij . (7.10)
10Here, we are using the following conventions for matrix notation: if L = (Lµν), M = (Mνµ ) and N = (N
ν
µ ) are matrices
and Y = (Yµ) and X = (Xµ) are vectors, then the various matrix products are defined as follows:
LY = (LµνYν), MY = (M
ν
µYν), LM = (L
µνMλν ) and MN = (M
ν
µN
λ
ν ).
With these conventions, we have that
M trL = (MλµL
µν), M trX = (MνµX
µ) and M trNtr = (MνµN
µ
λ ).
11The assumption λ = |ψ|m > 0 is equivalent to |∇vθˆ0|m > 0. As discussed in Remark 4.2 of [41], |∇v θˆ0|m is
automatically bounded away from 0 on the vacuum boundary [0, T ]× ∂Ω0 due to the Taylor sign condition being satisfied.
Thus, |∇vθˆ0|m is bounded away from zero in a neighborhood of [0, T ]×∂Ω0. Away from the boundary, we can, via the finite
propagation speed, obtain solutions to the relativistic Euler equations using the theory of symmetric hyperbolic systems,
and so, it is enough to consider the problem in a neighborhood of the boundary. Consequently, we lose no generality by
assuming |∇vθˆ0|m > 0 on [0, T ]× Ω0.
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We then define the matrices
E = (Eµi ) and Θ = (Θ
i
µ),
which, by (7.9), are inverses of each other, that is
ΘE = 1I, (7.11)
where 1I is the 4× 4 identity matrix.
Remark 7.1. It follows from the Gram-Schmidt process that E and Θ can be viewed as matrix valued
maps that depend analytically on the vectors v and Nˆ . This allows us to write
E = E(v, Nˆ) and Θ = Θ(v, Nˆ)
for some maps E(X,Y ) and Θ(X,Y ) that are analytic in their arguments.
In the following, we will use the definitions:
m = (mαβ), Π = (Πµν ), Π˘ = (Π˘
µ
ν ), p = (p
µ
ν ) and v ⊗ v = (vµvν).
We further note that
(Πµν) = mΠ and (Π˘µν) = m Π˘ (7.12)
by (3.52) and (3.54).
Lemma 7.2. The following relations hold:
ΘtrmΘ = 1I , (7.13)
EΠΘ = P, (7.14)
EΠ˘Θ = P˘, (7.15)
EpΠ˘Θ = P0, (7.16)
and
Θtrv ⊗ vΘ = P0 (7.17)
where
P =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 , P˘ =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 and P0 =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 . (7.18)
Proof. First, we note that (7.13) is easily seen to be equivalent to (7.10). Next, from the definitions (3.4),
(3.25) and (3.40), it is clear that
vµ = −mµνvν and Nˆµ = mµνNˆν ,
from which the relations
Θ0µ = −vµ and Θ3µ = Nˆµ (7.19)
follow by (7.7)-(7.9). Using (7.8) and (7.19), we see from (3.41)-(3.42) and (3.53) that we can write the
projection operators pµν , Π
µ
ν and Π˘
µ
ν as
pµν = δ
µ
ν − Eµ3Θ3ν , (7.20)
Πµν = δ
µ
ν − Eµ0Θ0ν − Eµ3Θ3ν (7.21)
and
Π˘µν = E
µ
0Θ
0
ν + E
µ
1Θ
1
ν , (7.22)
respectively. We then get
EΠΘ = (Eµi Π
ν
µΘ
j
ν)
(7.9)
= (δij − δi0δ0j − δi3δ3j )
from (7.21), which establishes (7.14). Formulas (7.15) and (7.16) follow from (7.20) and (7.22) via a
similar calculation. To complete the proof, we observe that
Θtrv ⊗ vΘ = (ΘiµvµvνΘjν)
(7.8)
= (ΘiµE
µ
0E
ν
0Θ
j
ν)
(7.9)
= (δi0δ
j
0),
which establishes the final formula (7.17). 
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Lemma 7.3. The following relations hold:
ΘtrQΘ = qP, (7.23)
ΘtrPΘ =
ǫ
1− ǫPP∗P+ ǫP0P∗P+ κpP0, (7.24)
where q, p and P∗ are computed in terms of the frozen fields by the formulas
q = − ǫ
1− ǫ det(θ¯
Λ
J )
√
−γˆ00|N |g, (7.25)
p = − det(θ¯ΛJ )|ψ|m, (7.26)
and
P∗ = det(θ¯
Λ
J )
(
Θωµ
([−∂¯0(|N |gΠµν)+ |N |g p˜ωγ Jˇαγ ∂¯αvµΠνω]Θδν), (7.27)
respectively.
Proof. From the definition (6.29) of Qµν and (7.12), we see that
Q = qmΠ,
where q is defined as above by (7.25). Multiplying this expression of the left and right by Θtr and Θ,
respectively, we find, with the help of (7.11) and (7.13)-(7.14), that
ΘtrQΘ = qΘtrmΘEΠΘ = qP,
which establishes the first formula (7.23). To establish the second formula (7.24), we first observe from
(5.7), (6.30) and (7.11) that
P =
(
ǫ
1− ǫΠ
tr + ǫ(pΠ˘)tr
)
EtrP∗EΠ+ κpv ⊗ v.
Multiplying this expression of the left and right by Θtr and Θ, respectively, we get
ΘtrPΘ =
ǫ
1− ǫΘ
trΠtrEtrP∗EΠΘ+ ǫΘ
tr(pΠ˘)trEtrP∗EΠΘ+ κpΘ
trv ⊗ vΘ
=
ǫ
1− ǫPP∗P+ ǫP0P∗P+ κpP0,
where in deriving this expression we used (7.14) and (7.16)-(7.17), and the proof is complete. 
With the preliminaries out of the way, we are now ready to define the modified system as follows:
∂¯α
(
ΘtrA αβΘ∂¯βΨ˜ + Y
α
)
= H in [0, T ]× Ω0, (7.28)
θ¯3α
(
ΘtrA αβΘ∂¯βΨ˜ + Y
α
)
= ΘtrS γΘ∂¯γΨ˜ + qP∂¯
2
0Ψ˜ + R∂¯0Ψ+ I in [0, T ]× ∂Ω0, (7.29)
∂¯0φ = αθˆ
0 in [0, T ]× Ω0, (7.30)
∂¯0θˆ
0 = ψ + βθˆ0 in [0, T ]× Ω0, (7.31)
∂¯0ψ = λΘΨ˜ + βψ in [0, T ]× Ω0, (7.32)
where {φ, θˆ0, ψ, Ψ˜} are the unknowns and
Y
α = ΘtrA αβΘ
(
(−λ∂¯βEΘ+ ∂¯βλ)Ψ˜ + E∂¯β(βψ)
)
+ ∂¯0(Θ
tr
A
αβ)∂¯βψ + ∂¯0(Θ
tr
X
α), (7.33)
H = ∂¯0
(
ΘtrF + ∂¯αΘ
tr(A αβ ∂¯βψ + X
α)
)
, (7.34)
R = ∂¯0qP+ P(qE∂¯0Θ)P+
ǫ
1− ǫPP∗P+ ǫP0P∗P+ κpP0, (7.35)
I = ΘtrS γΘ
(
(−λ∂¯γEΘ+ ∂¯γλ)Ψ˜ + E∂¯γ(βψ)
)
+ ∂¯0(Θ
tr
S
γ)∂¯γψ
+ ∂¯0
(
P(qE∂¯0Θ)P+Θ
tr
PΘ
)
Ψ˜ + ∂¯0(Θ
tr
G ) (7.36)
with q, p and P∗ as defined above by (7.25), (7.26) and (7.27), respectively.
The relationship between solutions of (7.28)-(7.32) and (7.1)-(7.5) is clarified in the following propo-
sition. In particular, we give the precise conditions on the initial data for solutions of (7.28)-(7.32) that
are needed to generate solutions to (7.1)-(7.5).
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Proposition 7.4. Suppose {φ, θˆ0, ψ, Ψ˜} is a classical solution to (7.28)-(7.32) and let Ψ = ΘΨ˜. Then
I = Θtr[∂¯α(A αβ ∂¯βψ + X α)−F ]
and
J = Θtr[θ¯3α(A αβ ∂¯βψ + X α)−S γ ∂¯γψ −Q∂¯0(ΠΨ)−PΨ− G ]
satisfy ∂¯0I = 0 and ∂¯0J = 0 in [0, T ]× Ω0 and [0, T ]× ∂Ω0, respectively. In particular, if {φ, θˆ0, ψ, Ψ˜}
satisfies I|x¯0=0 = 0 and J |x¯0=0 initially, then I and J vanish everywhere in [0, T ]×Ω0 and [0, T ]×∂Ω0,
respectively, and {φ, θˆ0, ψ,Ψ = ΘΨ˜} defines a solution of (7.1)-(7.5).
Proof. Writing I as
I = ∂¯α
(
ΘtrA αβ ∂¯βψ +Θ
tr
X
α
)− (F + ∂¯αΘtr(A αβ ∂¯βψ + X α))
and then differentiating with respect to x¯0 gives
∂¯0I = ∂¯α
(
ΘtrA αβ ∂¯β ∂¯0ψ + ∂¯0(Θ
tr
A
αβ)∂¯βψ + ∂¯0(Θ
tr
X
α)
)− ∂¯0(F + ∂¯αΘtr(A αβ ∂¯βψ + X α)). (7.37)
Using the evolution equation (7.32) to replace ∂¯0ψ with λΘΨ˜+ βψ in (7.37), we see, with the help of the
identity
E∂¯βΘ = −∂¯βEΘ (7.38)
that follows from differentiating (7.11), that we can write (7.37) as
∂¯0I = ∂¯α
(
ΘtrA αβ ∂¯βΨ˜ + Y
α)−H,
where Y α and H are as defined above by (7.33) and (7.34), respectively. But the right hand side of this
expression vanishes by virtue of the evolution equation (7.28) showing that ∂¯0I = 0 in [0, T ]× Ω0.
Next, differentiating J with respect to x¯0, we find, with the help of Lemmas (7.2) and (7.3) and the
time independence of θ¯3α, i.e. ∂¯0θ¯
3
α = 0, that
∂¯0J = θ¯3α
(
ΘtrA αβ ∂¯β ∂¯0ψ + ∂¯0(Θ
tr
A
αβ)∂¯βψ + ∂¯0(Θ
tr
X
α)
)− [ΘtrS γ ∂¯γ ∂¯0ψ
+ ∂¯0(Θ
tr
S
γ)∂¯γψ + ∂¯0
(
qPE∂¯0(ΘPΨ˜)
)
+ ∂¯0
(
ΘtrPΘΨ˜
)
+ ∂¯0(Θ
tr
G )
]
. (7.39)
Using again the evolution equation (7.32) to replace ∂¯0ψ with λΘΨ˜ + βψ in (7.39), a straightforward
calculation using Lemma 7.3 and the identity (7.38) shows that
∂¯0J = θ¯3α
(
ΘtrA αβΘ∂¯βΨ˜ + Y
α
)−ΘtrS γΘ∂¯γΨ˜− qP∂¯20Ψ˜−R∂¯0Ψ−I ,
which in turn, implies via the evolution equation (7.29) that ∂¯0J = 0 in [0, T ]× ∂Ω0. 
In light of the above proposition, establishing the existence of solutions to the original linear system
(7.1)-(7.5) now becomes the problem of establishing the existence of solutions to the modified system
(7.28)-(7.32). Although we will not consider this in detail here, we remark that the existence of solutions
to (7.28)-(7.32) is a direct consequence of the following: (a) Theorem 7.16 from [41], (b) the coercive
estimates (6.39), which as discussed above follow from a slight modification of Lemma 8.3 from [41], and
(c) the following lemma, which guarantees that the matrices qP and R satisfy a condition needed to
apply Theorem 7.16 from [41].
Lemma 7.5. Suppose ǫ ∈ (0, 1), s ∈ R, and q ≤ −cq < 0, p ≤ −cp < 0 and |∂¯0q|+‖qE∂¯0Θ‖op+‖P∗‖op ≤
c∗ in [0, T ]× ∂Ω0 for some positive constants cq, cp and c∗, and let
κ =
1
2cp
and C =
(
|s|+ 5
2
+
ǫ
1− ǫ
)
c∗
cq
.
Then12
R + s∂¯0(qP) + CqP ≤ 0 in [0, T ]× ∂Ω0.
12Here, we are using the following matrix notation: given vectors X,Y ∈ R4, we let (X|Y ) = XtrY and |X| =
√
(X|X)
denote the Euclidean inner-product and norm, respectively. We also use the notation ‖A‖op = supX∈R4\{0}
|AX|
|X|
for the
operator norm of a matrixA ∈ M4×4, and given two matrices A,B ∈ M4×4, we writeA ≤ B if and only if (X|AX) ≤ (X|BX)
for all X ∈ R4.
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Proof. From the definition (7.35) of R and the assumptions q ≤ −cq < 0 and p ≤ −cp < 0, we see for
X ∈ R4, {C, κ} ⊂ R≥0, ǫ ∈ (0, 1) and s ∈ R that
(X |RX) + s(X |∂¯0(qP)X) + C(X |qPX) = (Cq + (s+ 1)∂¯0q)|PX |2 + (PX |qE∂¯0ΘPX)
+
ǫ
1− ǫ(PX |P∗PX) + ǫ(P0X |P∗PX) + κp|P0X |
2
from which the inequality
(X |RX) + s(X |∂¯0(qP)X) + C(X |qPX) ≤
(
−Ccq +
(
|s|+ 2 + ǫ
1− ǫ
)
c∗
)
|PX |2 + c∗|P0||PX | − κcp|P0X |2
≤
(
−Ccq +
(
|s|+ 5
2
+
ǫ
1− ǫ
)
c∗
)
|PX |2 +
(
−κcp + 1
2
)
|P0X |2
follows from the Cauchy-Schwarz inequality and the inequalities q ≤ −cq < 0, p ≤ −cp < 0 and
|∂¯0q|+ ‖qE∂¯0Θ‖op+ ‖P∗‖op ≤ c∗. Choosing κ = 12cp and C =
(
|s|+ 52 + ǫ1−ǫ
)
c∗
cq
then yields the desired
inequality (X |RX) + s(X |∂¯0(qP)X) + C(X |qPX) ≤ 0. 
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Appendix A. Differential geometry formulas
In this appendix, we collect together some useful formulas from differential geometry that will be used
throughout this article. In the following, we let
g = gµνdx
µdxν
denote a smooth Lorentzian metric on a four dimensional manifold M , and we use ∇ to denote the
Levi-Civita connection of this metric. We also use the indexing conventions from Section 2.1. Given a
local frame
ej = e
µ
j ∂µ (A.1)
on M , we denote the dual frame by
θj = θjµdx
µ
(
(θjµ) := (e
µ
j )
−1
)
, (A.2)
and use the notation
γij = g(ei, ej) = gµνe
µ
i e
ν
j and γ
ij = g(θi, θj) = gµνθiµθ
j
ν (A.3)
for the frame metric and its inverse, respectively.
A.1. Lie and exterior derivatives. Given vector fields X,Y , a scalar field f , a q-form α, and a p-form
β, the following identities hold:
LX α = iX dα+ d iX α, (A.4)
d LX α = LX dα, (A.5)
iY LX α = LX iY α+ i[Y,X] α, (A.6)
LX(α ∧ β) = (LX α) ∧ β + α ∧ LX β (A.7)
and
LfX α = f LX α+ d f ∧ iX α. (A.8)
Expressing a α locally as
α =
1
q!
αµ1µ2...µqdx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµq ,
the exterior derivative of α can be computed using the formula
(dα)µ1µ2...µq+1 = (q + 1)∂[µ1αµ2µ3...µq+1] = (q + 1)∇[µ1αµ2µ3...µq+1 ].
Furthermore, given the local expression
X = Xµ∂µ,
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the Lie derivative LX of α can be computed using
(LX α)µ1µ2...µq = X
ν∂ναµ1µ2...µq +ανµ2...µq∂µ1X
ν +αµ1νµ3...µq∂µ2X
ν + · · ·+αµ1µ2...µq−1ν∂µqXν . (A.9)
For functions, we employ the alternate notation
X(f) = LX(f) = X
µ∂µf
for the Lie derivative, and more generally, we use this notation locally on coordinate components of
tensors, e.g. X(Y ν) = Xµ∂µY
ν .
A.2. Volume form. We use ν to denote the volume form of the metric g, which is given locally by
ν =
1
4!
νµαβγdx
µ ∧ dxα ∧ dxβ ∧ dxγ ,
where the components are computed using
νµαβγ =
√
|g|ǫµαβγ .
Here, ǫναβγ denotes the completely anti-symmetric symbol and we employ the standard notation
|g| = − det(gµν)
for the negative of the determinant of the metric gµν . The volume form is also given locally in terms of
the coframe by
ν =
√
|γ|θ0 ∧ θ1 ∧ θ2 ∧ θ3, (A.10)
where
|γ| = − det(γkl).
A.3. Hodge star operator. The Hodge star operator ∗g associated to g satisfies
α ∧ ∗gβ = g(α, β)ν (A.11)
for any 1-forms α, β, where ν, as above, is the volume form of g. From (A.10), (A.11) and the identity
∗g ∗g α = (−1)q(4−q)+1α
for q-forms, we obtain
g(θj , ∗(θ1 ∧ θ2 ∧ θ3))νg = θj ∧ θ1 ∧ θ2 ∧ θ3,
from which it follows that
g(θI , ∗(θ1 ∧ θ2 ∧ θ3)) = 0, I ∈ {1, 2, 3}. (A.12)
A.4. Codifferential. The codifferential δg associated to g is given by the formula
δgα = (−1)4(q−1) ∗g d ∗gα (A.13)
when acting on q-forms, and it can be computed locally via the formula
(δgα)µ2...µq = −∇µ1αµ1µ2...µq = −
1√
|g|∂ν
(√|g|gνµ1αµ1µ2...µq). (A.14)
The codifferential satisfies the identity
δ2g = 0. (A.15)
A.5. Cartan structure equations. The connection coefficients ωi
k
j of the metric g with respect to the
frame (A.1) are defined by
∇eiej = ωikjek,
or equivalently
∇eiθk = −ωikjθj . (A.16)
Defining the connection one forms ωkj by
ωkj = ωi
k
jθ
i,
the Cartan structure equations are given by
d θi = −ωij ∧ θj , (A.17)
d γij = ωij + ωji, (A.18)
where
ωij = γikω
k
j .
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A.6. Curvature. We use
∇µ∇νλγ −∇ν∇µλγ = Rµνγσλσ, (A.19)
to define the curvature tensor Rµνγ
σ of the metric g, and we define the Ricci tensor Rµγ by
Rµγ = Rµνγ
ν .
A.7. Covariant derivatives and changes of metrics. Letting ∇ˆ denote the Levi-Civita connection
of another Lorentian metric
gˆ = gˆµνdx
µdxν
on M, the covariant derivatives with respect to the metrics g and gˆ are related via the formula
∇ˆγT µ1...µrν1...νs = ∇γT µ1...µrν1...νs +Cµ1γλT λµ2...µrν1...νs +· · ·+CµrγλT µ1...µr−1λν1...νs −Cλγν1T µ1...µrλν2...νs−· · ·−CλγνsT
µ1...µr
ν1...νs−1λ
(A.20)
where
Cλαβ =
1
2 gˆ
λγ
[∇αgˆβγ +∇β gˆαγ −∇γ gˆαβ].
Appendix B. Maxwell’s equations
As in the introduction, let Ω0 ⊂ M be a bounded, connected spacelike hypersurface with smooth
boundary ∂Ω0, and ΩT be a timelike cylinder diffeomorphic to [0, T ] × Ω0. We use ΓT to denote the
timelike boundary of ΩT , which is diffeomorphic to [0, T ] × ∂Ω0, and note that Γ0 = ∂Ω0. We denote
the outward unit conormal to ΓT by n = nνdx
ν , which we arbitrarily extend to all of M, and we let
ΩT ∼= {T } × Ω0 and ΓT = ∂ΩT ∼= {T } × ∂Ω0 denote the “top” of the spacetime cylinder and its
boundary, respectively. We further assume that τ = τµ∂µ and ξ = ξ
µ∂µ are timelike, future pointing C
1
vector fields on ΩT that satisfy τ(x), ξ(x) ∈ TxΓT for all x ∈ ΓT , τ is normal to Ω0 and ΩT , and τ is unit
length.
Maxwell’s equations on the world tube ΩT are given by
δgF = 0 in ΩT , (B.1)
dF = 0 in ΩT , (B.2)
where F = 12Fµνdxµ ∧ dxν is the electromagnetic tensor. We recall that the stress-energy tensor T µν of
the electromagnetic field is defined by
T µν = 2FµαFνα − 12gµνFαβFαβ . (B.3)
For solutions to Maxwell’s equations, T µν satisfies
∇µT µν = 0 in ΩT . (B.4)
Integrating this expression over ΩT leads to the following well-known integral relation, which will be
needed in the proof of Theorem 4.1.
Lemma B.1. Suppose F ∈ C1(ΩT ) solves (B.1)-(B.2). Then∫
ΩT
τµT
µνξν =
∫
Ω0
τµT
µνξν + 2
∫
ΓT
nµFµαFναξν − 1
2
∫
ΩT
T µν Lξ gµν .
Proof. Since any solution F ∈ C1(ΩT ) of (B.1)-(B.2) satisfies (B.4) in ΩT , we have that
∇µ(T µνξν) = T µν∇µξν = 1
2
T µν Lξ gµν in ΩT .
Integrating this expression over ΩT , we find using the Divergence Theorem that∫
ΩT
τµT
µνξν −
∫
Ω0
τµT
µνξν − 2
∫
ΓT
nµFµαFναξν = −1
2
∫
ΩT
T µν Lξ gµν ,
where in deriving this we have used the fact that nµξ
µ = 0 in ΓT .

In the proof of Theorem 4.1, we will also need the inequality from the following lemma, which is used in
literature to show that the electromagnetic stress-energy tensor satisfies the Dominant Energy Condition.
Before stating the lemma, we first denote the unit-normalized version of ξµ by vµ = (−g(ξ, ξ))−1/2ξµ and
we let hµν = gµν + vµvν denote the induced positive definite metric on the subspace g-orthogonal to v
µ.
We also define a positive definite metric by mµν = gµν + 2vµvν .
34 T.A. OLIYNYK
Lemma B.2. There exists a constant c > 0, independent of F , such that
vµT
µντν ≥ c|F|2m in ΩT .
Proof. Starting from the standard decomposition, see [17, Ch. 13],
Fµν = 2v[µEν] − νµναβvαBβ , (B.5)
of the electromagnetic tensor in terms of the electric and magnetic fields relative to vµ, which are defined
by
Eµ = Fµνv
ν and Bµ =
1
2
νµναβv
νFαβ , (B.6)
respectively, a straightforward calculation, see [17, Ch. 15], shows that FµνFµν = 2(BµB
µ − EµEµ).
Using
Eµv
µ = Bµv
µ = 0, (B.7)
we can then write FµνFµν as F
µνFµν = 2(|B|2m − |E|2m). From this and (B.7), it is then not difficult to
verify that
|F |2m = mαβmµνFαµFβν = 2(|B|2m + |E|2m). (B.8)
Next, we recall that the energy density relative to vµ is given by, see [17, Ch. 15], the formula
vµT
µνvν = |E|2m + |B|2m. (B.9)
Using this, we compute
vµT
µντν = (−τλvλ)vµT µντν + vµT µνhλντλ
= (−τλvλ)
(|E|2m + |B|2m)+ 2EαFαβhβλτλ (by (B.3), (B.6) & (B.9))
= (−τλvλ)
(|E|2m + |B|2m)− 2EµBννµναhαλτλ, (B.10)
where νµνα = νµναβv
β and in deriving the last equality we used (B.5). This result together with the
inequality
|EµBννµναhαλτλ| ≤ |E|h|B|h|τ |h = |E|m|B|m|τ |h ≤
1
2
(|E|2m + |B|2m)|τ |h
implies
vµT
µντν ≥ ((−τλvλ)− |τ |h)(|E|2m + |B|2m)
(B.8)
=
((−τλvλ)− |τ |h)
2
|F |2m. (B.11)
Furthermore, since vµ and τµ are both future pointing and timelike by assumption, we have that vµτ
µ > 0
and τµτ
µ = |τ |2h − (−vµτµ)2 < 0, from which it follows that (−τλvλ) − |τ |h ≥ c > 0 in ΩT for some
positive constant c. The proof now follows from this inequality and (B.11). 
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