History matching is commonly performed in reservoir simulations to calibrate model parameters and to improve prediction accuracy. History matching problems often have non-unique solutions, i.e., there exist different combinations of parameter values that all yield the simulation results matching the measurements. In such a situation, finding a single solution matching the observations does not guarantee a correct prediction for future production. Alternatively, a more reliable prediction should be made with an uncertainty quantification based on all different possible scenarios of the model parameters. Bayesian theorem provides a theoretical foundation to represent different solutions and to quantify the uncertainty with the posterior probability density function (PDF). Lacking an analytical expression, the posterior PDF are often shown with a sample of realizations, each representing a possible scenario. This paper presents a novel sampling algorithm aiming to deal with two commonly encountered difficulties in the sampling process. First, a typical sampling method requires intensive model evaluations and hence may cause unaffordable computational burden. To alleviate this burden, our algorithm uses a Gaussian process (GP)-based surrogate as an approximation of the computationally expensive reservoir model to speed up the sampling process. The GP surrogate is adaptively refined locally such that the necessary approximation accuracy is achieved with a minimum level of computational cost. Secondly, when the dependent relationship between observation variables and input parameters is nonlinear, the posterior PDF could be in a complex form, such as multimodal, which is difficult to sample from. To tackle this difficulty, a Gaussian mixture model (GMM) is used as the proposal PDF to explore the parameter space. The GMM is flexible to approximate different distributions and is particularly efficient when the posterior is multimodal. The developed approach is tested with an illustrative history matching problem and shows its capability in handling the abovementioned issues. Multimodal posterior of the testing problem is captured and are used to give a reliable production prediction with uncertainty quantification. The new algorithm reveals a great improvement in terms of computational efficiency comparing previously studied approaches for the sample problem.
Introduction
History matching is commonly performed in reservoir simulations to calibrate model parameters and to improve prediction accuracy. A major issue in many history matching problems is the existence of non-unique solutions, i.e., different combinations of model parameters (model input) that all yield a simulation result (model output) that matches observed production history. In such a situation, finding a single solution matching the observations does not guarantee a correct prediction for future production (Carter et al., 2006) . Alternatively, a more reliable prediction should be made with an uncertainty quantification based on all different possible scenarios of the model parameters.
A history matching problem with non-unique solutions may be solved within a probabilistic framework (Kaipio and Somersalo, 2006; Oliver et al., 2008; Li 2014) . Following the Bayes' rule, different possible solutions are described with a probability density function (PDF), known as the posterior PDF given the observed production history. Usually, the analytical expression of the posterior PDF is not tractable. Instead, the posterior PDF may be represented with a sample of realizations, each showing a possible scenario, generated using a sampling approach.
Sampling from the posterior PDF could be challenging. A typical sampling approach requires a thorough exploration of the parameter space, which involves repetitive trial model simulations at different proposed parameter points. Usually, only a tiny portion of the proposed points would hit the target posterior PDF. As a result, a sample that well represents the posterior PDF can only be achieved at the cost of an extremely large number of model simulations. Moreover, for those history matching problems in which the input-output relationship is strongly nonlinear, the posterior PDF could be in a complex shape, such as multimodal, which is particularly difficult to capture.
In this paper, we present a new sampling algorithm aiming to relieve the computational burden of model simulations in the sampling process. Two essential techniques are implemented in this algorithm. First, we use a Gaussian mixture model (GMM) as the proposal distribution to explore the parameter space. The GMM distribution is easy to sample from and also flexible enough to approximate PDFs with complex shapes. If we can find a GMM proposal that closely covers the posterior PDF, the proposed points would have a high probability of hitting the target, and hence the posterior PDF can be captured with relatively small number of proposals. The second key technique in the algorithm is a Gaussian process (GP)-based surrogate model. Whenever a model evaluation is required in the sampling process, the GP surrogate may be used as a computationally inexpensive alternative to the more costly reservoir model. Note that building a surrogate that accurately approximates the original model may be a challenging task itself (Zubarev, 2009) , and inaccurate approximation causes an extra error in the estimation of the posterior PDF. Fortunately, for a Bayesian inversion problem, the surrogate does not have to be globally accurate. In fact, we mainly care about the surrogate accuracy at the regions close to the posterior PDF, because this is where we would like to propose the sample points and run simulations. Two advantages of using a GP surrogate are 1) it provides a convenient estimation of the approximation error, and 2) it can be refined locally where necessary. These features allows for an adaptive construction of the GP surrogate for the specific inverse problem being studied.
In practice, finding a GMM proposal and a GP surrogate that are suitable for the posterior PDF in a specific problem is not trivial, because the posterior PDF itself is unknown. In our algorithm this difficulty is addressed through a series of iterative surrogate refinement and re-sampling loops, which are shown in Fig. 1 . Initially, having no information about where the target posterior is, we start with a GMM proposal and a GP surrogate that are built according to the prior PDF (i.e., the PDF represents all possible parameter values before history matching). The sample obtained with such proposal and surrogate may not accurately reveal the target posterior PDF. But this sample outlines the regions where the posterior PDF potentially distributes, and hence could be used to decide where to refine the surrogate and to build a GMM proposal closer to the target. With the refined surrogate and a new GMM proposal, the algorithm proceeds to generate a new sample. This iteration is implemented until the surrogate is accurate enough at all sample points.
The rest of the paper is organized as follow. First, we state the problem of history matching and uncertainty quantification within a Bayesian inversion framework. Next, we present the main adaptive sampling algorithm, which is then illustrated with an example. Finally, the paper is summarized with concluding discussions.
Bayesian framework for history matching and uncertainty quantification
Bayesian inversion. Without loss of generality, a reservoir model can be expressed as = ( ), where ∈ ℝ ! ! is the input vector containing ! uncertain model parameters that need to be estimated. d is the output vector that contains the simulated production data which are to be checked against observed production history. (•) is the mapping from input to output and can be evaluated at a specific parameter point m by running a simulation of the reservoir model. In a history matching problem, we estimate the value of model input m from the observation of model output d. This forms an inverse problem that can be formulated with Bayes' rule:
where | * is the posterior PDF that describes all possible combinations of parameter values that are consistent with the observation of the output d * . Bayes' rule states that the posterior PDF is proportional to the product of two terms: the prior PDF ( ), which represents our knowledge about the model parameter before observing any production data, and the likelihood ( * | ), which reveals the new information gained from the observation * . In an inverse problem, the prior PDF ( ) is given as known, whereas the likelihood needs to be calculated based on the relationship between m and * . In our paper, we consider the following two situations when calculating the likelihood. First, consider the situation when the model • is accurate. The observed output value may differ from the model prediction (with correct input value) due to an observation error: * = + ! . Assuming the observation error follows a PDF !~! ! (•), we have the likelihood in the following form:
More generally, consider the situation when the model does not perfectly represent the input-output dependent relationship.
For instance, suppose we use a surrogate model ( ) to replace the original accurate model in the sampling process for saving computational cost. However, if one simply replaces with ( ) in Eq. (2), the estimation of the parameters may be biased due to in accurate surrogate approximation. For example, a proposed parameter point that matches * through but not through ( ) may be mistakenly excluded from the sample. This implies that Eq. (2) needs to be modified to reflect the effect of surrogate error. Assume ( ) differs from by an approximation error ! , which also contributes to the discrepancy between the observed and the simulated results:
denote the PDF of the total error = ! + ! , the likelihood calculated with is then expressed as
Note that, usually, or has no explicit analytical expression. As a result, the posterior PDF cannot be analytically derived. Instead, we may represent the posterior PDF with a sample of realizations generated with a sampling method such as importance sampling.
Importance sampling. Using importance sampling approach, a sample of points from the posterior PDF | * is generated in two steps: proposal and correction. In the first step, a sample of points
proposal PDF , which may be different from the target | * but takes some simple form that is easy to sample from. In the second step, each proposed point is associated with a weight so the sample correctly represents the target PDF
The weights are normalized such that they sum to 1. Furthermore, we may obtain an equally weighted sample (!) , … , (! ! ) by sampling among the proposed points such that probability of the i th point (!) being chosen as ! ! is equal to ! , for , = 1, … , ! . With this sample, the posterior PDF may be approximated as
From Eq. (4), we see that the computation of the weights involves repetitive evaluations of the likelihood function * | , and hence the model ( ), at the proposed points. This procedure could easily exhaust the available computational resource. Another difficulty is the selection of the proposal distribution . Ideally, the proposal should be as close to the target posterior PDF as possible. However, for a history matching problem (inverse problem in general), the target itself is unknown. When the proposal PDF is significantly different from the posterior PDF, most of the proposed points would not hit the target and then end up with nearly zero weights, which results in a poor representation of the posterior PDF. To address these challenges, we present a new adaptive sampling approach in the following section.
A surrogate-based adaptive sampling approach Basic idea. As illustrated in Fig., 1 , the sampling algorithm consists of a series of iterative importance sampling loops. To speed up the sampling process in each loop, a GP surrogate is used to replace the computationally demanding original model and. In other words, we sample from the posterior PDF defined via the modified likelihood (Eq. (3)) instead of the true likelihood (Eq. (2)). This modified posterior PDF may deviate the true posterior due to the surrogate error. So, after a sample is obtained, we examine the surrogate error at the sampled points and decide whether the surrogate model is accurate enough. If not, the algorithm implements a surrogate refinement and proceeds to the next sampling loop. As the surrogate diminishes in this iteration, we finally achieve the sample of the true posterior PDF.
The second technique to improve sampling efficiency is to select a proposal PDF that is close to the target posterior. Note that the target posterior PDFs in two consecutive loops are similar to each other (their difference is caused only by the surrogate refinement), so the sample points obtained in previous loop provide a hint of where to propose new sample points in current loop. Specifically, our algorithm fits a GMM from the sample points obtained in previous loop and use it as the proposal in current loop.
The two key techniques, GP-based surrogate and GMM proposal, are explained in the following subsections.
Gaussian process based surrogate model. The methods of using GPs to approximate deterministic computer models were developed in many different studies (Sacks et al., 1989; Currin et al., 1991; Kennedy and O'Hagan, 2001) . A GP surrogate model may be understood via an analogy to Kriging interpolation used in geostatistics. Kriging interpolation estimates a geological property, e.g., permeability ( ), which varies with the spatial coordinates in the 3-dimensional physical space. Similarly, a GP surrogate approximates the output value of a computer model ( ) that varies with the input parameter defined in the ! -dimensional parameter space.
Here we briefly review the basic idea of GP surrogate. Without knowing the exact model response of ( ), we assume it resembles a realization of a Gaussian stochastic process ~( • , (•,•)), which is characterized by its mean function • and covariance function (•,•). The mean and covariance functions are estimated, e.g., using the maximum likelihood criterion (Jones et al., 1998) , from the model evaluations of ( ) at a set of parameter points, called "base points":
To make a better approximation of ( ), we make it interpolate the true model response at the base points via statistical conditioning. The conditional process |! is still Gaussian, and its mean and variance at a specific parameter point m are given by
and
respectively. Here ! is a 1 by ! vector where the i th element is ( , ! ! ). !! is a ! by ! matrix where the element on the i th row and the j th column is ( ! ! , ! ! ). and ( ) are two ! by 1 vectors that contain the model response of • and the unconditional mean • , evaluated at the ! base points, respectively.
The conditional process may be used as a surrogate model that helps to calculate an approximate likelihood (Eq. 3) for Bayesian inversion. Specifically, the conditional mean (5) serves as an approximation of the true model response, = |! , whereas the conditional variance (6) provides an estimation of the approximation error,
The approximation error can be recused simply be adding more base points, although a significant amounts of computational cost may be needed for the model evaluations at the base points. Fortunately, for a Bayesian inversion problem, the surrogate does not have to be globally accurate. We mainly care about the surrogate accuracy at the regions close to the posterior PDF, because this is where we would like to generate the sample points. To achieve the necessary accuracy with a minimum level of computational cost, the algorithm adds the base points in an adaptive manner. The initial surrogate may be built with a relatively small number of base points. In each of the following loops, a new base point is selected from one of the sample points obtained in previous loop where the surrogate error exceeds a threshold.
Gaussian mixture proposal. Before each re-sampling step, the algorithm seeks a proposal distribution. To obtain a proposal distribution that is close to the target, we use a GMM distribution fitted from the sample points obtained from the previous sampling loop.
A GMM distribution is defined as the superposition of different multivariate Gaussian PDFs:
where ! and ! are the mean and covariance of the k th Gaussian component, respectively. ! , which sum to 1, are the mixing probabilities of each component. A sample point from the GMM distribution (7) may be generated in two steps. First, randomly select a Gaussian component according to probabilities ! , and then sample a point from the selected Gaussian component ( | ! , ! ).
To find a GMM distribution that closely fits the sample points obtained in previous loop, we adopt the idea of hierarchical clustering (Duda et al., 2001; Hamerly and Elkan, 2003) . The advantage of hierarchical clustering is that it automatically determines K, the number of Gaussian components that need to be included in the GMM distribution. Starting with = 1, the sample points are first partitioned into two clusters with k-means clustering method. We then implement a test to determine if the two clusters are well separated (Duda et al., 2001) . If so, we accept the partition and make = 2. Next, the same "partition-test" procedure is repeated for each cluster until no more partitioning is needed. After dividing the sample into K clusters, we fit K Gaussian distributions for each of the clusters. ! and ! are chosen to be the sample mean and sample covariance of the k th cluster, respectively. Finally, the mixing probabilities are determined by ! = ! / ! , where ! is the number of points contained in the k th cluster.
Illustrative example
We test our algorithm on the history matching problem known as I-C Fault model (Tavassoli et al., 2004) . Because of a strongly nonlinear input-output relationship, this problem has a complicated multimodal posterior PDF that is difficult to capture (Carter et al., 2006) . In previous studies (Christie et al., 2006; Mohamed et al., 2012) , Machine learning algorithms including Genetic Algorithms, Artificial Neural Network and population MCMC were used to assist the exploration of the parameter space, however, thousands of model simulations were still needed to achieve a satisfying sample from the posterior PDF.
As shown in Fig. 2 , the I-C Fault model represents the 2-D vertical cross section of an oil reservoir that is 1000 ft wide and 60 ft thick, and consists of six layers of alternating high-and low-permeable sand. A vertical fault in the middle divides the reservoir into two parts. Oil is recovered from the reservoir by water flooding. An injection well injects water into the reservoir from the left boundary, whereas a production well produces fluids at the right boundary. Both wells are completed on all layers and are operated at constant pressures. The upper and lower boundaries are no-flow boundaries.
The model has three input parameters, which are associated with independent and uniform prior uncertainties: the fault throw ℎ ∈ [0,60] ft, the permeability of the good-quality sand ! ∈ [100,200] md, and the permeability of the poor-quality sand
For each parameter point sampled from the 3-dimensional parameter space, the corresponding production history, i.e., the time series of oil production rate and water cut, can be simulated from the model. Fig. 3 shows the simulated production histories based on a sample of input parameter points drawn from the prior PDF. It is seen from the figure that the variations of the input parameters result in a large uncertainty in the simulation results. To reduce this uncertainty, we calibrate the input parameters to the observations of the "synthetic true" production history, which is generated from the simulation based on a reference parameter point (ℎ * = 10.4 ft, ! * = 131.6 md, ! * = 1.3 md). Specifically, the observations data used are oil production rate and water cut recorded every month in the first three years of production.
We solve this history matching problem within the Bayesian inversion framework using the adaptive importance sampling algorithm presented in this paper. The algorithm starts by building an initial GP surrogate with 40 initial base points selected from the prior distribution using Latin hyper-cube sampling. To illustrate the surrogate model, we evaluate the surrogate output (production history) at 3 randomly selected parameter points (Fig. 4) . For each parameter point, the GP surrogate reports not only an approximate output, but also an estimation of the approximation error. We see that the confidence intervals reported by the surrogate enclose the true model responses at all 3 points. The initial sample obtained with this surrogate is shown in Fig. 5 . This sample is not an accurate representation of the true posterior PDF but serves a starting point for the following re-sampling loops.
A final sample is obtained after 45 refinement and re-sampling loops (Fig. 6) . We see the reference parameter point is captured by the sample. This sample distributes within a much smaller region comparing with the initial sample (Fig. 5) , however, the parametric uncertainty is not completely eliminated. Especially, the possible value of the fault throw could be as low as 2 ft and as high as 45 ft. In the last loop, the algorithm fits the sample points into a GMM distribution with 3 Gaussian components, which reveals the multimodal shape of the posterior PDF. Fig. 7 shows the simulation results based on the parameter points from the final sample. It is seen that all the simulations and the observations are in good agreement.
The objective of history matching is to predict future production using the calibrated model. With the multiple solutions obtained with our algorithm, we are able to make predictions with uncertainty quantification. One of the most important quantities of interest in reservoir simulation is the cumulative oil production. We predict this quantity for the next 7 years after the observed history. Two sets of simulations are run with the sample points before and after the history matching, respectively (Fig. 8) . From the figure, we see that matching the production history significantly improves the accuracy of prediction. Furthermore, the calibrated simulations are reliable in the near future, with little prediction uncertainty. Nevertheless, as the simulation time moves forward, the uncertainty in prediction gradually increases, showing that a single simulation matching the first three years of production history does not necessarily provide a reliable prediction over a longtime period.
Conclusions and discussions
In this paper, we present an efficient adaptive sampling algorithm for history matching and uncertainty quantification problems. The main contribution of this algorithm is its capability of sampling from complex, multimodal posterior distributions while keeping the number of expensive model evaluations as small as possible. This is achieved by the implementation of two key techniques. 1) A GP-based surrogate to the original model is constructed through adaptive local refinements to facilitate the sampling from the posterior. 2) A GMM distribution that approximates the target posterior is used as the proposal distribution for better sampling efficiency.
The algorithm is tested with a nonlinear history matching problem, the I-C Fault model. In the testing example, the algorithm successfully captures the complex multimodal posterior PDF of model parameters and is able to predict the future production with uncertainty quantification. In this example, the computational cost of the sampling algorithm is mainly spent on the model simulations at the base points for GP surrogate construction. A total number of 85 model simulations are required for the initial surrogate construction and the following refinements. This number shows a significant efficiency improvement comparing with previously studied approaches.
Finally, we would like to point out that no approach is universally optimal for all history matching and uncertainty quantification problems. The approach used for a specific problem should always be selected by considering its strengths and limitations. The main strength of the algorithm presented in this paper is in handling nonlinear models and complex nonGaussian posteriors, however, the method also has a weakness in handling models with a large number of uncertain parameters. This is mainly because the construction of the GP surrogate in high-dimensional parameter space becomes increasingly difficult. Other approaches such as ensemble Kalman filter could be better alternatives for high-dimensional problems, though they are usually limited to approximately Gaussian posteriors. (Carter et al., 2006) , distances are measured in ft. 
