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Chapter 1: Financial Markets
1.1 Some Preliminary Definitions
Definition 1.1. Let sample space Ω be a non-empty set of possible outcomes. Let F
be a σ−algebra defined on Ω consisting of the events to be modeled. Let probability
measure P : F 7→ [0, 1] be such that P (Ω) = 1 and that P (A ∪ B) = P (A) + P (B)
when A ∩B = ∅. Then we call (Ω,F , P ) a probability space.
Definition 1.2. A set T is totally ordered under ≤ if the following statements hold
for all a, b, c ∈ T :
• Antisymmetry: If a ≤ b and b ≤ a then a = b.
• Transitivity: If a ≤ b and b ≤ c then a ≤ c.
• Totality: a ≤ b or b ≤ a.
Definition 1.3. Let (Ω,F , P ) be a probability space. Let T be a totally ordered
set. Let (S,S) be a measurable space. Then a stochastic process X is a collection
{Xt : Xt ∈ S, t ∈ T} of S−valued random variables on Ω indexed by the totally or-
dered set T .
Definition 1.4. We call the stochastic process {Xt} Markovian if the probability
distribution of Xt+∆t for all positive ∆t depends only on the current value of Xt and
not on any Xs, s < t.
Definition 1.5. Let (Ω,F , P ) be a probability space. Let f : Ω 7→ R be a function
such that f(x) ≥ 0 and that the relationship P (A) = ∫
A
f(x)dx holds for all A ∈ F .
We call f a probability density function or pdf.
Definition 1.6. Let f(x) be a pdf, and let F (x) =
∫ x
−∞ f(x)dx. Then we call F a
cumulative distribution function or cdf.
2Definition 1.7. Let F (x) be a cdf. We call S(x) = 1− F (x) a survival function.
Definition 1.8. Let f(x) be a pdf and S(x) the associated survival function. Then,
we call h(x) = f(x)/S(x) a hazard function.
Definition 1.9. Let X be a random variable with pdf f defined over a probability
space (Ω,F , P ). Then the expectation of X is defined as E(X) = ∫
Ω
xf(x)dx. The
nth moment of X is defined as the expectation of Xn. The mean (µ) is defined to be
the first moment of X. The variance (σ2) is defined to be E[(X − µ)2].
1.2 Early Analysis
Financial markets are fundamentally discrete stochastic processes defined by trans-
actions between two parties - a buyer and a seller. The first models of financial
market price dynamics were developed independently first by Bachelier [4] and then
by Osborne [30]. Their models assumed that the price changes from transaction to
transaction were independent identically distributed (iid) with finite variance. Thus,
the central limit theorem applied, leading to the conclusion that price changes at all
time intervals would have a normal or Gaussian distribution [16]. Early attempts to
validate the Bachelier-Osborne model noted that the price changes are leptokurtic
(too many values at the mean and the tails) [22, 29] but did not challenge the Gaus-
sian hypothesis. Indeed, one researcher [22] dropped some of the observations rather
than invalidate the model.
Mandelbrot [25] was the first to question the Gaussian hypothesis. He proposed
that a class of stable Pareto distributions was a better model for the distribution of
financial market price changes. Pareto distributions are a class of distributions where
the survival function (see Definition 1.5 above) is characterized by a power function
in the independent variable. Some of these distributions have the property that their
3variance is infinite, making the central limit theorem inapplicable. Mandelbrot con-
tinued to assume that price changes from period-to-period were independent, making
the use of a stable distribution desirable. He looked at the price changes for cotton
and saw that the sample second moments varied erratically instead of having any
limiting value (as would be expected for a finite variance). One explanation Man-
delbrot offered for the observed price distribution was to speculate that the variance
was time-correlated in the sense that large price changes tended to follow large price
changes and small price changes tended to follow small price changes.
An extensive study of the Dow Jones Industrial stocks by Fama [16] for the time
period from the end of 1957 to September 26, 1962 confirmed that stock prices were
also better modeled by a Pareto distribution with an exponent slightly less than two
rather than by a normal distribution (which is equivalent to a Pareto distribution
with an exponent of two). He left open the question of whether a Pareto distribution
was the best fit or whether a different “fat-tailed” distribution (even one with finite
variance) might be better. From his study of the time correlation of variance, he
concluded that such a correlation was either extremely slight or non-existent - a
conclusion he regarded as tentative. He did show some evidence that large changes
tend to follow large changes and small changes tend to follow small changes in price.
Further studies have found evidence for good fits for stock market returns with
a variety of distributions including Student’s t [6, 8], Weibull [15], exponential [21,
12, 15], and power law [15]. The preponderance of studies since Fama have focused
on fat-tailed distributions with a finite variance. All these studies have confirmed
Mandelbrot’s assertion that the distribution of stock price changes does not follow a
normal distribution and that the stochastic process is non-Markovian.
41.3 Data Analysis Approaches
Statistical approaches to the modeling of financial markets has been common among
economists. The particular methods include linear time series analysis techniques
such as the use of autocorrelation functions, autoregressive models, moving averages,
and combined models such as ARMA (auto regressive moving average) models (see
Chapter 2 of Tsay [37] for a summary).
Of particular interest to economists is volatility (an economics term for what is
generally termed variance in other fields). In many statistical applications a ho-
moscedastic (constant variance/volatility) is assumed. Over the years, economists
have developed a number of models that allow for varying volatility. These include
ARCH (autoregressive conditional heteroscedastic) model [14], GARCH (generalized
ARCH) model [7], and CHARMA (conditional heteroscedastic autoregressive moving-
average) model [36]. Most recently a jump diffusion model that attempts to separate
stock price movements into a Markov diffusion process coupled with a price jump
process has been proposed [2]. A good summary of older approaches may be found
in Chapter 3 of Tsay [37].
1.4 Physical Approaches
Physicists have generally taken mechanistic approaches to the analysis of financial
markets - applying models from the physical sciences to the financial markets. At-
tempts to model the distribution of stock prices include the use of Maxwell-Boltzmann
statistics [12], Tsallis nonextensive entropy statistics [3, 11, 20, 24, 27, 32, 35], and
various forms of entropy analysis [1, 31, 5]. Recently, a two-part model incorporat-
ing Gaussian intraday price movements with day-to-day variance following an inverse
gamma distribution has been proposed [18]. The amount of work done by physicists
5in the area of economic modeling is so large that physicists recognize the area as a
field of its own titled “Econophysics”.
Chapter 2: Chemical Kinetics
2.1 Reaction Diagrams and Reaction Kinetics
2.1.1 Chemical Viewpoint
Here we present a brief overview of chemical kinetics (for further details, see for
example [23]).
Chemists use reaction diagrams to describe the kinetics of chemical reactions.
Reaction diagrams plot reaction coordinate versus energy to describe the course of
the reaction (See Figure 2.1). The reaction coordinate is an abstract coordinate
representing progress of the reaction to completion. For example, chemists might
envision it as representing a certain spacial or conformational orientation of reactants
in a reaction.
Consider a simple chemical reaction involving only one reactant (D) and one
product (I) as depicted in Figure 2.1. (Remark: We choose D and I to represent
reactant and product because, in our application to finance, D corresponds to a
”decreasing” state while I corresponds to an ”increasing” state). During every time
interval dt, a fixed fraction of the reactant D mounts the activation energy barrier
Reaction coordinate
E
n
er
gy
∆ED
I
EID
EDI
Figure 2.1: Reaction Diagram
7and is consumed to produce the product I. Thus reactant is converted to product at
a fixed rate kDI . Looked at from the view of a hazard function, the reactant obeys a
constant hazard rate for conversion to product. This yields the relationship
k = −d log Y (t)
dt
(2.1)
where k is the reaction rate and Y (t) is the amount of reactant (D) remaining at time
t. The differential equation gives the solution
Y (t) = Y (0)e−kt, t ≥ 0 (2.2)
where Y (0) is the amount of reactant at the start time. For a Markovian process the
rate parameter k has no time dependence. The rate parameter k relates to the energy
of activation EDI by the Arrhenius equation
k = e−EDI/kBT (2.3)
where kB is the Boltzmann constant and T is temperature.
In general, chemical reactions are reversible with
D
kDI [D]−−−−−−−−−−−→←−−−−−−−−−−
kID[I]
I (2.4)
where [D] represents the amount of D and [I] represents the amount of I. In such
a case, the system equilibrates at relative amounts of D and I determined by the
difference in energy ∆E between the two entities. The entity with the lower ground
state energy is preferred. In our Figure 2.1 we would expect [D] < [I].
82.1.2 Statistical Viewpoint
From a statistical point of view, if we take Y (0) = 1 in Equation 2.2, we find that
Y (t) is the survival function that describes the probability that a reactant molecule
in state D will still be in in state D after a period of time ∆t. Letting f(t) represent
the pdf, it follows that
f(t) = [F (t)]′ = [1− Y (t)]′ = [1− e−kt]′ = ke−kt, t ≥ 0 (2.5)
which is the pdf for an exponential distribution f(t|k). We note that this describes
the chemical reaction as a Markovian process.
2.2 Modeling Financial Prices
In order to apply a kinetics approach to common stock trading histories, we construct
a model that places each stock trading record into one of two states. With two states
of approximately equal likelihood we model the transition between states in both
directions.
2.2.1 Trading Record
We define our raw data structure:
Definition 2.1. A trading record describes the behavior of a financial instrument
(stock or market index) over a defined period of time. It contains the following fields
describing trading in the instrument during the time period:
• Open - price of the first trade in the time period.
• Close - price of the last trade in the time period.
• High - highest price traded during the time period.
9• Low - lowest price traded during the time period.
• Volume - number shares traded during the time period.
• Timestamp - date and time of the time period.
• Adjusted close - closing price adjusted for stock splits, dividends, etc.
Due to stock splits, dividends, reorganizations, spinoffs, and other events affecting
the number of outstanding shares of a stock, one share of stock on the date of the
trading record might represent multiple shares of stock on today’s market. Typically
the market reacts to such events by adjusting the price accordingly on the day the
event occurs. So, for example, the price of a stock will be half the price from the
previous day on the day that a two for one stock split takes place. The adjusted close
reflects how the equivalent of one share in today’s market would be priced on the
indicated day.
In our subsequent data analysis we deal with trading records over three distinct
time periods. Daily trading records summarize the behavior of the instrument over
one day’s trading period defined as the period of time during which the primary
market for the stock is open. Currently the primary market is open on Monday
through Friday from 9:30 AM to 4:00 PM Eastern time excluding holidays. Weekly
trading records summarize the behavior of a financial instrument over one trading
week’s trading period beginning on the day specified in the record. Monthly trading
records summarize the behavior of a financial instrument over a calendar month.
2.2.2 Trading Record States
From the trading record, we define a number of binary state models based on various
fields within the record.
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Definition 2.2. Let X be a space of trading records. Let {Xi}ni=0 be a stochastic
process on X. Let S be the two member state space {I,D}. Let x.f denote field f
in trading record x. Define yf : X ×X 7→ S for field f in the trading record as
yf (x1, x2) =

I, x1.f ≤ x2.f
D, x1.f > x2.f
(2.6)
Then Yf : {xi}ni=0 → {si}ni=1 defined by si = yf (xi−1, xi) maps {xi}ni=0, a stochastic
process on X, to {si}ni=1, a stochastic process on S. When a trading record pair
〈xi−1, xi〉 maps onto I, we refer to the second record as being in an increasing state.
When the pair maps onto D, we refer to the second record as being in a decreasing
state. In effect, we let the direction of the time derivative for the field define the state
of the record.
This two-state model of stock trading records can be analyzed from a kinetics
perspective. In the data analysis chapter (Chapter 4), we evaluate two such models.
The first model we base on the adjusted closing price of a stock, and the second we
base on the trading volume.
Chapter 3: Methodology
3.1 Tools
For the numerical analysis of the stock pricing data, we use a custom developed C++
program based on open-source tools and libraries. The data input section is designed
to read the raw data files obtainable from Yahoo (see Section 3.2). The reporting
section of the program is designed to create files directly usable by plotting programs
and directly includable in this document as tables.
For program development we use the Code::Blocks development environment [9]
version 10.05 with the MinGW development tools [28], the C++ standard libraries
included with every C++ compiler, and the boost C++ library [33] version 1.52. For
support in tracking down memory access problems, we use Dr. Memory [26]. For
program documentation we use Doxygen [38] version 1.8.1.1. For the graphing of
data we use gnuplot [19] version 4.6.
To ensure the the reliability of our results, we employ extensive regression testing
using the cppunit library [34] version 1.12. Regression testing is a type of software
testing used to uncover software bugs in existing portions of the code base when
changes or enhancements are made. We use the method of rerunning a set of standard
previously completed tests. When new functionality is added to the code base, we
augment the test suite with new tests. For complex sections of code, we prepare a set
of tests analyzing a small set of representative data. We use a spreadsheet program to
analyze the data separately from the custom code and design the test cases to compare
the separately calculated results with those obtained from the custom program.
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3.2 Data Preparation
The Yahoo financial web site [17] provides Open, High, Low, Close, and Adjusted
Close prices as well as Volume for a wide range of stocks and stock market indices.
This data is freely available and is downloadable for daily, weekly, and monthly time
periods as text files with comma separated fields (a so-called CSV file). Weekly
records are dated with the first trading day of the week (typically Monday). Monthly
records are dated with the first trading date of the calendar month. This thesis
analyzes Yahoo trading records for daily, weekly, and monthly periods of time.
For the adjusted closing state, we modify Definition 2.2 to make allowance for
the fact that the adjusted closing prices are only provided to two decimal places, a
precision that effectively loses valuable state information.
Definition 3.1. Let X be a space of trading records. Let {xi}ni=0 be a stochastic
process on X. Let S be the two member space {I,D}. Let x.c denote the closing price
field and x.a denote the adjusted closing price field in record x. Define yc : X
2 7→ S
for field f in the trading record as
yc(x1, x2) =

I, (x1.a < x2.a) or (x1.a = x2.a and x1.c ≤ x2.c)
D, (x1.a > x2.a) or (x1.a = x2.a and x1.c > x2.c)
(3.1)
Then Yi : {xi}ni=0 → {si}ni=1 defined by si = yc(xi−1, xi) maps {xi}ni=0, a stochastic
process on X, to {si}ni=1, a stochastic process on S.
This modification allows us to use the stock split data embedded in the adjusted
price without losing the precision of the actual closing price.
We illustrate this data preparation step with some daily data for Boeing (BA) in
Table 3.1. For clarity, we only include the relevant fields from the trading record for
13
Closing Price Volume
Date Raw Adjusted State Data State
1/10/1962 49.75 0.23 − 352200 −
1/11/1962 50.25 0.23 I 692400 I
1/12/1962 51.63 0.24 I 972000 I
1/15/1962 50.63 0.23 D 625400 D
1/16/1962 50.25 0.23 D 376400 D
Table 3.1: Example State Calculations
each day.
3.2.1 Choice of Data
In order to generate sufficiently large data sets, we select seventeen stocks for which
Yahoo has data going back to at least the beginning of 1970. In addition, we select
the S&P-500 stock index. We include data through December 2012. In addition to
the individual stocks and index, we combine all the state data for all the stocks and
the index together into one grand data set. Table 3.2 summarizes the selected stocks
and the data range processed.
For the selected stocks, we choose three sets of data to analyze: daily, weekly, and
monthly. In each case, we download the selected data from the Yahoo financial site
as a CSV file - one file for each time period for each stock.
3.2.2 Survival Rates
We begin our data analysis by creating a sequence of trading records for a given stock
and a given time period (daily, weekly, or monthly) by reading in the raw data from
the appropriate Yahoo data file. Then, we convert the sequence of trading records
into a sequence of trading states of the desired type. Next, we break the sequence of
trading states into subsequences of consecutive states where the trading state does
14
Symbol Stock Starting Date
BA Boeing January 2, 1962
CAT Caterpillar January 2, 1962
CVX Chevron January 2, 1970
DD DuPont January 2, 1962
DIS Disney January 2, 1962
GE General Electric January 2, 1962
HON Honeywell January 2, 1970
HPQ Hewlett-Packard January 2, 1962
IBM IBM January 2, 1962
JNJ Johnson and Johnson January 2, 1962
KO Coca Cola January 2, 1962
MCD McDonald’s January 2, 1970
MMM 3M Corp January 2, 1970
MRK Merck January 2, 1970
PG Procter and Gamble January 2, 1970
SPX S&P-500 Index January 3, 1950
UTX United Technologies January 2, 1970
XOM Exxon-Mobil January 2, 1970
(All) All stocks January 3, 1950
Table 3.2: Stocks Selected for Analysis
not change. We group the subsequences into two separate groups - one for increasing
states I and one for decreasing states D. For each subsequence, we then calculate the
survival period as one less than the number of items in the subsequence. For each
grouping, we create a histogram with bins at consecutive integer values of ∆t starting
at zero and extending as needed to accommodate survival data. The ∆t for each bin
represents the number of discrete time periods a state has survived unchanged.
Figure 3.1 illustrates the process with a small representative trading state se-
quence. In panel b) in the upper right quadrant we illustrate a trading record as
represented on a standard bar graph. The length of the line represents the trading
range for the time period while a short line to the left represents the opening price
and a short line to the right represents the closing price. The bar is colored green
if the closing price is greater than the previous closing price and red if the closing
15
a) Trading Records (Candlestick)
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Figure 3.1: Example Survival Calculations
price is less than the previous closing price. In panel a) we represent thirteen trading
records in bar graph format. Panel c) shows the corresponding states for the records
while panel d) presents the surviving populations at time offsets t as a histogram.
3.3 Regression Analysis
3.3.1 Choice of Distribution
With a two-state model with transitions in hand, we analyze the state transitions
both from a decreasing state to an increasing state and from an increasing state to
a decreasing state. We could naively analyze the state transitions assuming that the
probability of a state change over a time interval follows an exponential distribu-
tion. As noted previously, this assumes we are dealing with a Markovian process.
Since many previous studies have found non-Markovian characteristics in stock price
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movements, we choose to analyze the data with a methodology that can detect such
non-Markovian behavior. Fitting the data to a Weibull distribution provides that
capability.
The Weibull distribution [13] is characterized by two positive constants termed
the shape parameter k and the scale parameter λ. We denote a particular Weibull
distribution as W (k, λ). The pdf f(t|k, λ) is defined by
f(t|k, λ) =

k
λ
(
t
λ
)k−1
exp
[
−
(
t
λ
)k]
, t > 0
0 t ≤ 0
(3.2)
with cdf F (t|k, λ) defined by
F (t|k, λ) =

1− exp
[
−
(
t
λ
)k]
, t > 0
0, t ≤ 0
(3.3)
and survival function S(t|k, λ) defined by
S(t|k, λ) =

exp
[
−
(
t
λ
)k]
, t > 0
1, t ≤ 0
(3.4)
and hazard function h(t|k, λ) defined by
h(t|k, λ) =

k
λ
(
t
λ
)k−1
, t > 0
0 t ≤ 0
(3.5)
The exponential distribution is the special case of the Weibull distribution where
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k = 1; that is where the distribution is of the form W (1, λ). When k 6= 1 we observe
non-Markovian behavior in the associated stochastic process.
We graph the statistical functions for representative Weibull distributions in Fig-
ure 3.2. In the left-hand set of graphs, we vary the k parameter. From them we
readily see that the value of k sets the overall shape of the Weibull distribution.
When k is one, the hazard function is constant (exponential distribution). When k is
less than one, the hazard function starts off large and decreases over time. When k
is greater than one, the hazard function starts off small and increases over time. We
also observe a relationship among k, λ and t. When λ is held constant, all survival
functions intersect at t = λ. Prior to that point k values greater than one lead to
survival rates higher than the exponential and after that point to survival rates lower
than the exponential. For k values less than one, the relationships reverse. Therefore,
given two populations whose survival rates obey Weibull distributions, the one with
a lower k value has a lower survival rate for t < λ and a higher survival rate for t > λ.
From the right set of graphs in Figure 3.2 we observe how the λ parameter scales
the various statistical functions. The smaller the value of λ the faster the initial
population decline we observe.
3.3.2 Weibull Parameter Fitting
Normally, when fitting experimental data to a probability distribution function, one
prefers to use direct calculation methods such as maximum likelihood estimators
(MLEs). Indeed MLEs exist for the Weibull distribution [10]. However, our exper-
imental data is highly binned, making such approaches complex. Instead, we use a
quantile based approach with linear least squares fitting to fit the data to the exper-
imentally observed survival function Ŝ(t|k, λ).
Given t > 0, we take the natural logarithm twice to get
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Figure 3.2: Weibull Distribution Statistical Functions
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log {− log [S(t|k, λ)]} = log
(
− log
{
exp
[(−t
λ
)k]})
(3.6)
= log
[
−
(
− t
λ
)k]
(3.7)
= k log t− k log λ. (3.8)
Therefore a linear regression of log t versus log(− log[Ŝ(t|k, λ)]), where Ŝ(t|k, λ) is
an experimentally observed survival function Ŝ(t|k, λ), gives us a slope of k and an
intercept of k log λ (see Figure 3.3). We estimate Ŝ(t|k, λ) by calculating it from the
observed state lifetimes.
log t
lo
g
[−
lo
g
(Ŝ
(t
))
]
k log λ
log[
− log(
Ŝ(t)
)] =
k lo
g t− k
log λ
Figure 3.3: Survival Function Regression
Definition 3.2. Let {xi}ni=1 be an observed set of independent random variables
with a common cdf F (x). The empirical distribution function Fˆ (x) is defined by the
equation
F̂ (x) =
1
n
n∑
i=1
1{x|xi<x}(x) (3.9)
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where 1 is the indicator function. Using the relationship S(x) = 1− F (x), we define
the empirical survival function directly from the sample as
Ŝ(x) =
1
n
n∑
i=1
1{x|x≤xi}(x) (3.10)
This is equivalent to the fraction of population that has a lifetime of at least x.
Additionally, we determine the relative fraction of decreasing and increasing states
in the original sequence of states. From this fraction we use the survival function to
derive λ, assuming the distribution is exponential. For example, in the case of the
decreasing state with fraction xD,
xD = S(1|1, λD) = exp
[
−
(
1
λD
)1]
(3.11)
log xD = − 1
λD
or λD = − 1
log xD
(3.12)
Thus the equivalent exponential distribution for the decreasing state is W (1,− 1
log xD
)
while the equivalent distribution for the increasing state is W (1,− 1
log(1−xD)).
3.3.3 Confidence Limits
Since we are performing a regression on a survival function, the normal assumptions
regarding the independence of the various values in the linear regression do not hold.
This impacts the calculation of confidence intervals for k and λ. We elect to calculate
confidence intervals in the normal way for a linear regression using the standard
error of the slope and intercept together with the appropriate Student’s t value for
the degree of confidence desired. We then use a Monte Carlo technique to estimate
the actual confidence intervals we obtain. To estimate the k confidence interval, we
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use the slope standard error term since the slope gives k directly. Estimating the
λ confidence interval is more involved. Using the intercept standard error term, we
calculate a confidence interval for the intercept S0. Using the relationship that the
intercept is −k log λ, we calculate λ = exp(−k/S0). We calculate four values of λ by
using the high and low limit values on S0 and k. The minimum and maximum of
these four values give us the confidence interval for λ.
We select a series of k and λ values and n observations consistent with the results
we obtain in our data analysis. For each set of k, λ, and n, we create ten thousand
data sets consisting of n randomly generated values from the distribution W (k, λ).
We analyze each data set using our methodology and calculate confidence intervals
for k and λ based on the Student’s t values for 95% and 99% confidence intervals.
For each of k and λ, we then determine the percentage of the ten thousand data sets
for which the parameter is in the confidence interval. We present the results of this
analysis in Table 3.3
As we examine the table of results, we first notice the Monte Carol results for
λ are not far from the nominal confidence level. For the 95% nominal level, we get
a Monte Carlo confidence level of about 90%, and for the 99% level, we get around
97%. The results for k are not as good. For the nominal 95% confidence intervals, the
Monte Carlo simulation yields a confidence level around 70%. For the 99% nominal
level, we have approximately a 90% confidence level. In our data analysis, we use the
99% nominal intervals and report them as 90% for k and 97% for λ.
3.4 Autocorrelation Function
As a supplement to the Weibull distribution analysis, we also calculate the autocor-
relation function to look for non-Markovian behavior in our sequence of states. The
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Parameters 95% 99%
k λ n k λ k λ
1.00 1.0000 100 0.855 0.862 0.954 0.961
1.00 1.0000 125 0.853 0.863 0.954 0.965
1.00 1.0000 700 0.806 0.914 0.939 0.979
1.00 1.0000 3000 0.799 0.953 0.938 0.990
1.00 1.0000 3000 0.800 0.957 0.936 0.991
1.00 1.0000 3000 0.802 0.951 0.941 0.991
1.00 1.0000 3000 0.795 0.951 0.933 0.992
1.00 1.4427 100 0.772 0.898 0.910 0.975
1.00 1.4427 125 0.765 0.905 0.906 0.974
1.00 1.4427 700 0.707 0.947 0.867 0.985
1.00 1.4427 3000 0.689 0.978 0.853 0.996
1.05 1.3000 100 0.817 0.904 0.938 0.976
1.05 1.3000 125 0.809 0.908 0.937 0.977
1.05 1.3000 700 0.769 0.948 0.910 0.989
1.05 1.3000 3000 0.727 0.978 0.897 0.997
1.05 1.3000 100 0.817 0.909 0.936 0.979
1.05 1.3000 125 0.809 0.911 0.938 0.980
1.05 1.3000 700 0.764 0.951 0.909 0.990
1.05 1.3000 3000 0.729 0.978 0.898 0.997
1.20 1.4000 100 0.838 0.941 0.953 0.986
1.20 1.4000 125 0.836 0.942 0.951 0.987
1.20 1.4000 700 0.801 0.965 0.936 0.994
1.20 1.4000 3000 0.811 0.987 0.953 0.998
1.20 1.4800 100 0.827 0.941 0.945 0.990
1.20 1.4800 125 0.817 0.943 0.943 0.988
1.20 1.4800 700 0.790 0.970 0.933 0.993
1.20 1.4800 3000 0.767 0.989 0.921 0.998
Table 3.3: Monte Carlo Analysis of Confidence Intervals
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definition of the autocorrelation function is based on the definition of the correlation
coefficient between two random variables X and Y .
Definition 3.3. Let X and Y be two random variables with means µx and µy.
Assume that the variance exists for both random variables. Then the correlation
coefficient between the two random variables is defined as
ρx,y =
Cov(X, Y )√
Var(X)Var(Y )
=
E [(X − µx)(Y − µy)]√
E(X − µx)2E(Y − µy)2
(3.13)
The correlation coefficient has the properties that −1 ≤ ρx,y ≤ 1. Two random
variables are deemed uncorrelated if ρx,y = 0.
Definition 3.4. The sample correlation coefficient ρ̂x,y for two random samples
{xi}ni=1 and {yi}ni=1 is defined as
ρ̂x,y =
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2
∑n
i=1(yi − y)2
(3.14)
where x is the sample mean for {xi} and y is the sample mean for {yi}.
Definition 3.5. Let X be a random variable with mean µx. Let {xt}nt=1 be a data
set on X. The autocorrelation function at offset `, denoted by ρ`, is defined as
ρ` =
Cov(xt, xt−`)√
Var(xt)Var(xt−`)
=
Cov(xt, xt−`)
Var(xt)
(3.15)
Definition 3.6. The sample autocorrelation function at offset ` for a random sample
{xt}nt=1 is defined by
ρ̂` =
∑n
t=l(xt − x)(xt−` − x)∑n
t=1(xt − x)2
(3.16)
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where x is the sample mean. For a sequence {xt}nt=1 with finite variance,
lim
n→∞
ρ̂` − 0√
1
n
→ N(0, 1) (3.17)
implying that ρ̂` is approximately normal with mean zero and variance 1/n.
Chapter 4: Data Analysis Results
4.1 Closing Price States
We analyze the closing price states for the stocks listed in Table 3.2 for time periods
of daily, weekly, and monthly. Figures 4.1 and 4.2 display the results graphically by
stock symbol with error bars displaying the confidence interval at the 90% confidence
level for k values and at the 97% confidence level for λ values (see discussion about
confidence intervals in Section 3.3.3). For the results presented numerically see Tables
A.4, A.5, and A.6 in Appendix A.
From the top graph in Figure 4.1, we immediately see that for the daily data every
single stock gives a Weibull k estimate greater than one for both the increasing and
the decreasing state data. Indeed, the estimates seem to cluster around an estimate of
1.05. Especially noteworthy is that the combination of state changes for all the stocks
and the index have estimates consistent with the individual stock/index estimates.
Main Observation 1. The state transitions for both the increasing (I) and the
decreasing (D) states are non-Markovian. From our results, we see that the shape
parameter k is greater than one. We see a combination short term bias for a state
to remain unchanged coupled with a long-term bias toward transition. We will have
more to say about this bias after we look at the λ parameter.
In Figure 4.2 we present a graphical summary of the regression results for the scale
parameter λ. We show also the expected results if the distributions were exponential
using large-dashed green lines for the increasing state and small-dashed red lines for
the decreasing state. For the increasing state cases we see estimates of λ consistently
in the 1.6 to 1.7 range which is above the values expected if the distributions were
exponential. Likewise, the estimates for the decreasing state cases cluster around 1.4
26
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 1.4
 1.5
BA CA
T
CV
X DD DIS GE HO
N
HP
Q IBM JN
J KO MC
D
MM
M
MR
K PG UT
X
XO
M SPX (Al
l)
Daily
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 1.4
 1.5
BA CA
T
CV
X DD DIS GE HO
N
HP
Q IBM JN
J KO MC
D
MM
M
MR
K PG UT
X
XO
M SPX (Al
l)
Weekly
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 1.4
 1.5
BA CA
T
CV
X DD DIS GE HO
N
HP
Q IBM JN
J KO MC
D
MM
M
MR
K PG UT
X
XO
M SPX (Al
l)
Monthly
For each symbol the red points and error bars (left) represent results for the De-
creasing state transitioning to Increasing. The green points and error bars (right)
represent results for the Increasing state transitioning to Decreasing.
Figure 4.1: Weibull Shape Parameter (k) By Stock - Close
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For each symbol, the red points and error bars (left) represent results for the De-
creasing state transitioning to Increasing. The green points and error bars (right)
represent results for the Increasing state transitioning to Decreasing. The green
large dashed line and red small dashed line show expected values of λ based on the
fraction of increasing and decreasing states for each stock.
Figure 4.2: Weibull Scale Parameter (λ) By Stock - Close
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Figure 4.3: Daily Close k by λ Graphs With Error Bars
again with the individual stock estimates above what would be expected if the distri-
butions were exponential. Per our earlier discussion in Section 3.3.1, this scales the
survival function for the Weibull distribution W (k, λ) higher than for the equivalent
exponential distribution W (1, λ).
Figure 4.3 graphs the k and λ parameters of all the individual stocks in k-λ
parameter space with the increasing state estimates on the left and decreasing state
estimates on the right. The points are plotted with 90% confidence level error bars
for k and 97% confidence level error bars for λ. Looking first at the left graph for
the increasing state, we note that the points are highly clustered near k = 1.04 and
λ = 1.68 with very heavy overlap of the confidence intervals. From this, we conclude
that we have the same mechanism driving the individual stock price state changes
for each stock in the increasing state. For the decreasing state (right-hand graph
in Figure 4.3), the points appear even more highly clustered around k = 1.05 and
λ = 1.4. Again, for the same reasons we conclude the same mechanism drives stock
price state changes for all stocks in the decreasing state. For both the increasing
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Figure 4.4: Daily Closing Price Empirical Functions
and decreasing states, we see that investor trading patterns as reflected in the closing
prices are consistent from stock to stock as well as for the S&P-500 index.
We use the regression results for all stocks to obtain two empirical Weibull distri-
butions. We obtain WI(1.055, 1.694) for the closing price in an increasing state and
WD(1.063, 1.413) for the closing price in a decreasing state. In Figure 4.4 we plot
both the survival (top graph) and hazard (bottom graph) functions against their cor-
responding exponential versions (based on λ calculated from the population fractions
(See Table A.4 for the values of λ used). We note that all the empirical functions
only slightly deviate from what would be expected from Markovian processes. That
deviation, however, indicates that a small momentum effect is present for one day
after a state change. The effect is short-lived since by the second day the effect has
disappeared (increasing state) or even reversed (decreasing state). Indeed, by the
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third day the effect has reversed for both states, becoming a small anti-momentum
effect.
Main Observation 2. State changes for daily closing prices exhibit a one-day
momentum effect. This effect disappears on the second day and becomes an anti-
momentum effect for subsequent days.
Does this small momentum effect justify the phenomenon of short-term momen-
tum trading in the financial markets by day traders? It is hard to say. We do note
that the population distribution and the empirical Weibull distribution predict that
for the first trading day following a change in state from decreasing to increasing
the state is more than likely going to remain increasing (56% versus 44%). With
the proper trading strategy a trader could possibly exploit this observation. The
transition to a decreasing state from an increasing state does not provide the same
trading possibility because the chance of a state change on the first day following the
transition is about fifty percent.
As can be seen from the second and third graphs in Figures 4.1 and 4.2, the results
for weekly and monthly closing price states are not as clear cut. Our results suffer
from a relative lack of data points since the weekly data contains about one fifth the
number of data points and the monthly data about one twentieth or so. However, we
do note one thing.
Main Observation 3. For the monthly data, the combination of all data gives results
that are consistent with an exponential distribution at the 90% confidence level. This
is consistent with observations that over longer periods of time stock returns approach
a normal distribution.
Next, we investigate the autocorrelation functions for the stocks at the various
time intervals (see Figure 4.5). These daily autocorrelation functions confirm what
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The graphs display the first four entries of the autocorrelation for each stock. The
red bar represents the 95% confidence interval. From top to bottom, the graphs
display daily, weekly, and monthly autocorrelation functions.
Figure 4.5: Autocorrelation Function Summary - Closing Prices
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we have surmised from the Weibull regressions. For the daily time period, almost all
the stocks exhibit positive correlation for one day followed in most cases by negative
correlation in days two and three. This provides more evidence for a small short-term
momentum effect in stock prices following the first day of a change in state.
4.2 Volume States
We analyze the volume states for the stocks listed in Table 3.2 for time periods of daily,
weekly, and monthly. Figures 4.6 and 4.7 display the results for the daily Weibull k
parameter and λ graphically with error bars showing the confidence intervals at the
90% confidence level for the k parameter and 97% confidence level for the λ parameter
(see discussion about confidence intervals in Section 3.3.3). Tables B.4 through B.6
in Appendix B present the results numerically.
From the top graph in Figure 4.6, we see that for the daily data the Weibull
k estimates are significantly above one with most estimates (including the combined
data) residing around 1.2 to 1.25. Again the combined data has an estimate consistent
with the individual stock values.
Figure 4.7 graphs the λ values obtained from the linear regression. In all cases
the λ estimates are significantly less than the values expected from the relative pop-
ulations of increasing versus decreasing states. Again this deviates from the results
expected for a Markovian process.
Figure 4.8 graphs the k and λ parameters for the volume states of all the individual
stocks against each other in k-λ parameter space. with the increasing state estimates
on the left and decreasing state estimates on the right. First we note that one point
appears to stand alone in the upper right of each of the graphs. This point in both
graphs corresponds to the results for the S&P-500 index. The separation is especially
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For each symbol the red points and error bars (left) represent results for the De-
creasing state transitioning to Increasing. The green points and error bars (right)
represent results for the Increasing state transitioning to Decreasing.
Figure 4.6: Weibull Shape Parameter (k) By Stock - Volume
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For each symbol, the red points and error bars (left) represent results for the De-
creasing state transitioning to Increasing. The green points and error bars (right)
represent results for the Increasing state transitioning to Decreasing. The green
large dashed line and red small dashed line show expected values of λ based on the
fraction of increasing and decreasing states for each stock.
Figure 4.7: Weibull Scale Parameter (λ) By Stock - Volume
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Figure 4.8: Daily Volume k by λ Graphs With Error Bars
noteworthy for the increasing state. For each state the separation is toward the value
of λ expected for a coin toss (λ = 1.4427). For the individual stocks, we note that
for each state the estimates are again highly clustered. From this, along with the
fact that the combined data clusters well with the individual stock data, we conclude
that, as for the closing price states, we have basically the same mechanism driving all
the individual stock volumes in both the increasing and decreasing state. However,
for the S&P-500 index, we see an averaging effect ameliorating the scaling factor.
From the regression analysis, we obtain WI(1.249, 1.139) and WD(1.204, 1.179)
as the empirical Weibull distributions for the combined daily volume data for all
stocks. In Figure 4.9, we plot the corresponding empirical survival (top) and hazard
(bottom) functions. The impact of the shape parameter k is readily visible as the
empirical survival functions both track significantly below the survival functions for
the equivalent exponential distributions. With the hazard functions we see signifi-
cantly greater chance for a state change to happen beginning with the first day and
increasing thereafter.
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Figure 4.9: Daily Volume Empirical Functions
The autocorrelation functions (see top graph in Figure 4.10) all exhibit very strong
negative correlations for a lag of one day with the effect continuing to the second day.
Main Observation 4. All of our analytical tools show the volume state exhibiting
non-Markovian behavior. Indeed, they exhibit even more deviation from a random
process than the closing state transitions. We find that the volume sequences exhibit
strong negative autocorrelation. It appears very difficult for the market to maintain
a steadily increasing or steadily decreasing volume.
Our weekly and monthly analysis of the volume state transitions suffers from the
high k estimates in the Weibull distribution. Especially in the monthly data, these
estimates result in a relative scarcity of data at higher values of ∆t. Despite these
problems, we see in the second and third graphs in Figure 4.6 that the k estimate for
the weekly and monthly data continue to cluster around the 1.2 to 1.25. Thus, we
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The graphs display the first four entries of the autocorrelation for each stock. The
red bar represents the 95% confidence interval. From top to bottom, the graphs
display daily, weekly, and monthly autocorrelation functions.
Figure 4.10: Autocorrelation Function Summary - Volume
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see some indication that the volume state transitions are scale invariant. However,
we also find that the k by λ scatter plots for weekly and monthly data (See Figure
B.2) are less coherent. This is an indication that the stochastic processes behind
different individual stocks may differ when viewed from a longer time frame. Whereas
the monthly closing price state regression results are consistent with an exponential
process, the same is not true for the volume state transitions. The volume processes
remain highly non-Markovian even at the month level.
When looked at over the longer term, the autocorrelation functions for the volume
states exhibit many interesting features (see Figure 4.10). First, the high negative
correlation at a lag of one time period carries over into weekly and monthly data.
This is further evidence of scale invariance in the volume state transitions. However,
we also find some significant differences in the autocorrelation functions for individual
stocks.
Companies report earnings on a quarterly cycle as required by law. Often these
reported earnings surprise the analysts following the company. When this happens,
the trading volume for the stock spikes accompanied often by spikes (downward or
upward) in the stock price. In keeping with this earnings cycle, the autocorrelation
functions exhibit very striking weekly and monthly autocorrelation patterns (see Fig-
ures B.6 through B.11 in Appendix B for a complete set of graphs). All the stocks
possess a statistically significant positive autocorrelation at the fifty-two week point.
A number also show positive autocorrelation at the thirteen week point. Particularly
striking are the monthly autocorrelation functions for HPQ and IBM (second and
fourth graphs in Figure 4.11). These show a three-month alternating pattern with
two months of negative correlation followed by a month of positive correlation. This
pattern has held for decades as shown by the pattern holding for one hundred months
plus in the referenced graphs. We suspect that the volume patterns in these stocks
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Figure 4.11: Earnings-Driven Volume Autocorrelations
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Figure 4.12: S&P-500 Daily Volume Autocorrelations
are dictated by their earnings cycles.
Main Observation 5. The volume patterns we observe show that earnings an-
nouncements tend to drive volume state change correlations over the long term.
Monthly volume patterns are not the same for all stocks.
The one year earnings cycle shows up in the S&P-500 index weekly and monthly
data as well (fifth and sixth graphs in Figure 4.11). In fact, the monthly autocorrela-
tion function exhibits significant positive autocorrelation at the 12 month, 36 month,
60 month, and 72 month intervals. The peak at sixty months is particularly strong.
We suspect this captures some long term cycle in reported earnings versus expected
earnings associated with the business cycle.
The daily autocorrelation function for the S&P-500 stock index (Figure 4.12)
exhibits a highly significant five-day positive correlation corresponding to the five-day
trading week. In order to investigate whether the introduction of weekly index options
on the S&-P-500 index on June 4, 2010, had any effect on this autocorrelation, we
calculate the autocorrelation function on two-year subsets of data, each set containing
about five hundred daily trading records (see Figure 4.13). From the diagram, we see
that the weekly autocorrelation cycle begins to decay in the June 2008 to June 2010
time frame, before the introduction of options. At present, we have no explanation
for this change in behavior of the daily volume autocorrelation function.
41
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2000 - June 4, 2002
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2002 - June 4, 2004
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2004 - June 4, 2006
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2006 - June 4, 2008
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2008 - June 4, 2010
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
SPX Daily Volume June 4, 2010 - June 4, 2012
Figure 4.13: S&P-500 Weekly Volume Autocorrelations over 2 Year Periods
Chapter 5: Summary
We have shown that modeling financial data using a kinetics model produces useful
results. Using daily closing states we have shown that the kinetics model implies
that that slight momentum effect exists for the first day or two following a change in
state from increasing closing price to decreasing closing price and vice versa. In the
case of a change from a decreasing state to an increasing state, this momentum effect
reinforces the better than 50/50 chance that the next day’s state will also be increas-
ing, lending support to arguments in favor of the practice of short-term momentum
trading. We have shown through the clustering of the regression parameters of the
Weibull distribution that similar stochastic processes underlie all the stocks studied
in this paper. Finally, we show evidence that the process is not significantly different
from a Markovian process when data is viewed over monthly time intervals.
We have shown that volume states exhibit strong negative short term autocor-
relations. Both the Weibull analysis and the autocorrelation analysis capture this
effect. The dynamics driving market volume are apparently not able to sustain
steadily increasing or decreasing volume. The volume model provides evidence for
non-Markovian processes at all levels of data analysis (daily, weekly, monthly).
Our volume model is able to capture elements of the business cycle. The weekly
and monthly autocorrelation functions captured the quarterly earnings report cy-
cle as well as some indications of longer-term business cycles. Two of our selected
stocks demonstrated highly significant three-month volume cycles associated with the
quarterly earnings report cycle.
Appendix A: Detailed Closing Price Results
Here we present detailed tables and figures from our analysis of closing prices. We
present tables detailing the survival statistics found for both the increasing and the
decreasing states (Tables A.1, A.2, and A.3).
We follow the histogram data with tables listing the k and λ parameters for each
stock together with their confidence intervals at the 90% and 97% confidence levels
respectively (see the discussion of confidence intervals in Section 3.3.3). We also
present the fraction of the population existing in the state as the “Fraction” column.
The last column is a calculation of the value that λ would assume if the process
followed an exponential distribution. It is calculated as −1/ ln(fraction). A separate
table is provided for each of the daily (Table A.4), weekly (Table A.5), and monthly
(Table A.6) data sets.
Following the tables, we provide one figure (Figure A.1) illustrating graphically
the linear regression performed to determine the k and λ parameters of the Weibull
distribution. Next are the Weibull k by λ plots for weekly and monthly closing prices
(Figure A.2).
Finally, we provide the daily autocorrelation functions for closing price in Figures
A.3 through A.5.
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.528 1.0825 1.0561 1.1090 1.7016 1.6182 1.7938 1.5651
CAT 0.537 1.0068 0.9873 1.0263 1.7455 1.6643 1.8341 1.6104
CVX 0.546 1.0409 0.9871 1.0947 1.7409 1.5551 1.9731 1.6502
DD 0.520 1.0097 0.9791 1.0402 1.5708 1.4697 1.6860 1.5314
DIS 0.530 1.1170 1.0527 1.1813 1.7457 1.5471 1.9991 1.5749
GE 0.532 1.0740 1.0418 1.1062 1.6625 1.5570 1.7823 1.5829
HON 0.538 1.0211 0.9906 1.0515 1.6803 1.5739 1.8012 1.6108
HPQ 0.529 1.0382 1.0059 1.0704 1.6677 1.5548 1.7970 1.5698
IBM 0.518 1.0521 1.0209 1.0832 1.5647 1.4725 1.6689 1.5197
JNJ 0.526 1.0695 1.0305 1.1084 1.6707 1.5434 1.8193 1.5586
KO 0.541 1.0014 0.9844 1.0183 1.6663 1.6029 1.7345 1.6259
MCD 0.539 1.0250 0.9941 1.0559 1.6728 1.5593 1.8024 1.6162
MMM 0.528 1.0369 1.0000 1.0739 1.6126 1.4939 1.7506 1.5663
MRK 0.528 1.0429 1.0229 1.0628 1.6859 1.6135 1.7646 1.5650
PG 0.534 1.0113 0.9738 1.0488 1.6131 1.4824 1.7668 1.5953
UTX 0.533 1.0386 0.9944 1.0829 1.6727 1.5253 1.8496 1.5875
XOM 0.547 1.0443 1.0214 1.0671 1.6833 1.6013 1.7736 1.6589
SPX 0.536 1.0495 1.0066 1.0924 1.8240 1.6587 2.0221 1.6043
(All) 0.533 1.0554 1.0345 1.0763 1.6935 1.6121 1.7825 1.5872
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.472 1.0482 1.0277 1.0686 1.4363 1.3839 1.4929 1.3325
CAT 0.463 1.0403 1.0063 1.0744 1.4393 1.3464 1.5455 1.2971
CVX 0.454 1.0771 1.0290 1.1252 1.3676 1.2667 1.4871 1.2680
DD 0.480 1.0332 1.0140 1.0524 1.4113 1.3586 1.4680 1.3606
DIS 0.470 1.0574 1.0312 1.0836 1.4570 1.3897 1.5311 1.3246
GE 0.468 1.0171 0.9897 1.0446 1.3496 1.2818 1.4251 1.3183
HON 0.462 1.0688 1.0228 1.1148 1.3846 1.2802 1.5082 1.2968
HPQ 0.471 1.1150 1.0396 1.1904 1.4522 1.2914 1.6611 1.3287
IBM 0.482 1.0771 1.0376 1.1167 1.4215 1.3235 1.5350 1.3707
JNJ 0.474 1.0175 0.9862 1.0488 1.4058 1.3242 1.4980 1.3378
KO 0.459 1.0420 1.0024 1.0815 1.3456 1.2566 1.4487 1.2855
MCD 0.461 1.0882 1.0427 1.1336 1.3867 1.2898 1.5003 1.2928
MMM 0.472 1.0501 1.0135 1.0866 1.3852 1.2956 1.4882 1.3315
MRK 0.472 1.0759 1.0377 1.1140 1.4553 1.3657 1.5580 1.3326
PG 0.466 1.0560 1.0374 1.0747 1.3636 1.3196 1.4107 1.3086
UTX 0.467 1.0252 0.9914 1.0591 1.3791 1.2979 1.4715 1.3147
XOM 0.453 1.0456 1.0091 1.0821 1.2846 1.2079 1.3724 1.2619
SPX 0.464 1.0479 1.0316 1.0642 1.4894 1.4413 1.5406 1.3017
(All) 0.467 1.0630 1.0493 1.0767 1.4126 1.3732 1.4543 1.3149
Table A.4: Weibull Parameters - Daily Close Regression
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.539 0.9467 0.9178 0.9756 1.5226 1.4282 1.6298 1.6185
CAT 0.533 1.0741 0.9982 1.1499 1.5273 1.3471 1.7651 1.5896
CVX 0.547 1.1354 1.0691 1.2016 1.5984 1.4357 1.8035 1.6555
DD 0.523 0.9914 0.9465 1.0363 1.4648 1.3456 1.6074 1.5425
DIS 0.530 0.9720 0.9172 1.0268 1.4982 1.3549 1.6767 1.5737
GE 0.522 1.0409 0.9578 1.1241 1.5235 1.3143 1.8117 1.5374
HON 0.535 0.9843 0.9335 1.0351 1.4863 1.3492 1.6547 1.5966
HPQ 0.529 0.9946 0.9619 1.0272 1.5084 1.4253 1.6025 1.5684
IBM 0.531 0.9680 0.9061 1.0300 1.5804 1.3911 1.8270 1.5808
JNJ 0.541 0.9471 0.9033 0.9909 1.5092 1.3822 1.6619 1.6289
KO 0.536 1.0541 1.0311 1.0772 1.4985 1.4363 1.5663 1.6040
MCD 0.544 1.0124 0.9715 1.0533 1.5981 1.4712 1.7481 1.6421
MMM 0.539 0.9596 0.9079 1.0114 1.4147 1.2821 1.5786 1.6181
MRK 0.528 1.0326 0.9907 1.0746 1.5242 1.4099 1.6588 1.5672
PG 0.539 0.9600 0.9229 0.9970 1.4887 1.3834 1.6115 1.6159
UTX 0.553 0.9904 0.9467 1.0342 1.6805 1.5380 1.8513 1.6895
XOM 0.554 0.9632 0.9189 1.0076 1.4869 1.3632 1.6355 1.6941
SPX 0.565 1.0146 0.9677 1.0615 1.7703 1.6039 1.9727 1.7506
(All) 0.538 1.0105 0.9934 1.0276 1.5496 1.4910 1.6127 1.6141
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.461 1.0560 0.8961 1.2159 1.2830 1.0530 1.6772 1.2910
CAT 0.467 1.1103 0.9828 1.2378 1.2823 1.1145 1.5301 1.3130
CVX 0.453 1.1068 0.8009 1.4128 1.2161 0.9117 1.8839 1.2643
DD 0.477 1.0316 0.9082 1.1550 1.2993 1.0911 1.6223 1.3512
DIS 0.470 1.0723 0.9152 1.2294 1.3356 1.1164 1.6993 1.3256
GE 0.478 1.0867 1.0189 1.1545 1.3892 1.2659 1.5434 1.3555
HON 0.465 0.9937 0.8544 1.1330 1.2152 1.0021 1.5693 1.3076
HPQ 0.471 1.0325 0.9175 1.1475 1.2900 1.0958 1.5820 1.3298
IBM 0.469 1.0970 1.0324 1.1616 1.4166 1.2796 1.5884 1.3200
JNJ 0.459 0.9762 0.9151 1.0373 1.2037 1.0913 1.3452 1.2833
KO 0.464 1.0035 0.9612 1.0458 1.1783 1.1073 1.2607 1.3020
MCD 0.456 1.0738 0.9763 1.1712 1.2860 1.1234 1.5125 1.2738
MMM 0.461 1.1132 1.0794 1.1470 1.2164 1.1704 1.2673 1.2914
MRK 0.472 1.0032 0.9301 1.0763 1.2744 1.1420 1.4469 1.3308
PG 0.461 1.0917 0.9051 1.2783 1.2643 1.0176 1.7178 1.2930
UTX 0.447 0.9156 0.8821 0.9490 1.1726 1.1067 1.2478 1.2410
XOM 0.446 1.1254 1.0473 1.2034 1.1587 1.0678 1.2728 1.2379
SPX 0.435 1.0255 0.9358 1.1153 1.2259 1.0798 1.4261 1.2019
(All) 0.462 1.0732 1.0424 1.1041 1.2780 1.2116 1.3522 1.2943
Table A.5: Weibull Parameters - Weekly Close Regression
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.556 1.0279 0.9387 1.1172 1.7288 1.4703 2.0964 1.7060
CAT 0.560 1.0714 0.9906 1.1522 1.8048 1.5860 2.0976 1.7233
CVX 0.577 1.0469 0.9764 1.1174 1.5215 1.3587 1.7318 1.8167
DD 0.542 1.0336 0.9718 1.0953 1.6381 1.4657 1.8569 1.6314
DIS 0.589 1.0956 0.9393 1.2519 2.0443 1.5991 2.8361 1.8904
GE 0.534 1.0398 0.8863 1.1932 1.6733 1.3127 2.3201 1.5919
HON 0.577 1.0554 0.8939 1.2169 1.8898 1.4270 2.7699 1.8167
HPQ 0.537 1.0588 0.9451 1.1726 1.7237 1.4312 2.1711 1.6075
IBM 0.553 1.0378 0.7452 1.3303 1.7942 1.2351 3.4942 1.6890
JNJ 0.571 1.0810 1.0206 1.1415 1.8564 1.6705 2.0888 1.7838
KO 0.586 0.9670 0.8986 1.0353 1.7932 1.5758 2.0812 1.8707
MCD 0.596 1.0939 1.0008 1.1870 2.1461 1.7998 2.6441 1.9330
MMM 0.584 1.1041 0.9773 1.2309 1.8157 1.4823 2.3442 1.8620
MRK 0.573 0.9471 0.8819 1.0123 1.7567 1.5401 2.0432 1.7947
PG 0.553 1.1515 1.0812 1.2218 1.8705 1.6672 2.1303 1.6901
UTX 0.577 0.9227 0.7731 1.0722 1.8162 1.3595 2.7142 1.8167
XOM 0.584 1.0897 0.9576 1.2218 1.8857 1.5178 2.4873 1.8620
SPX 0.592 0.9596 0.8683 1.0509 1.9693 1.6191 2.4960 1.9078
(All) 0.569 1.0090 0.9919 1.0261 1.8000 1.7254 1.8806 1.7736
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.444 0.9309 0.6458 1.2159 1.1959 0.7917 2.1157 1.2300
CAT 0.440 1.0454 0.9110 1.1799 1.2859 1.1007 1.5729 1.2189
CVX 0.423 1.1079 0.5779 1.6380 0.9862 0.4074 2.3271 1.1632
DD 0.458 0.8919 0.7216 1.0622 1.2047 0.8877 1.7853 1.2815
DIS 0.411 1.0693 0.8351 1.3036 1.2406 0.9644 1.8011 1.1240
GE 0.466 1.0363 0.9715 1.1012 1.4135 1.2866 1.5725 1.3113
HON 0.423 1.1602 0.7318 1.5886 1.2787 0.8468 2.5746 1.1632
HPQ 0.463 1.0796 0.9747 1.1845 1.4433 1.2505 1.7180 1.2993
IBM 0.447 1.2315 0.6072 1.8558 1.3456 0.6875 4.8478 1.2413
JNJ 0.429 1.0005 0.8657 1.1354 1.1690 0.9855 1.4559 1.1820
KO 0.414 0.9362 0.6306 1.2417 1.0847 0.7121 1.7877 1.1342
MCD 0.404 1.3276 0.8237 1.8315 1.3408 0.8973 2.8682 1.1030
MMM 0.416 1.1846 0.6221 1.7471 1.1674 0.5688 3.1698 1.1387
MRK 0.427 1.1842 1.1436 1.2248 1.3243 1.2644 1.3915 1.1757
PG 0.447 1.1715 1.0215 1.3216 1.3657 1.1617 1.6837 1.2406
UTX 0.423 1.1806 1.1653 1.1958 1.3274 1.3039 1.3519 1.1632
XOM 0.416 0.8572 0.7120 1.0025 1.0123 0.8086 1.2736 1.1387
SPX 0.408 0.9346 0.8170 1.0523 1.1271 0.9575 1.3732 1.1153
(All) 0.431 1.0455 1.0060 1.0850 1.2343 1.1606 1.3190 1.1881
Table A.6: Weibull Parameters - Monthly Close Regression
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Figure A.1: Closing State Durations - All Stocks
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Figure A.2: Weibull k by λ Graphs for Weekly and Monthly Close
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Figure A.3: Daily Closing Price Autocorrelation Function (Part 1)
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Figure A.4: Daily Closing Price Autocorrelation Function (Part 2)
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Figure A.5: Daily Closing Price Autocorrelation Function (Part 3)
Appendix B: Detailed Volume Results
Here we present detailed tables and figures from our analysis of trading volume. We
present tables detailing the survival statistics found for both the increasing and the
decreasing states (Tables B.1, B.2, and B.3).
We follow the histogram data with tables B.4 through B.6 listing the k and λ
parameters for each stock together with their confidence intervals at the 90% and
97% confidence levels respectively. For a complete description of this table, see the
description under appendix on closing price results (Appendix A).
Following the tables, we provide one figure illustrating graphically the linear re-
gression performed to determine the k and λ parameters of the Weibull distribution
(Figure B.1). We then provide k by λ plots for the weekly and monthly data (Figure
B.2).
We end the section with a complete list of the volume autocorrelation functions
over daily, weekly, and monthly time periods as graphs in Figures B.3 through B.11.
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.485 1.2463 1.2020 1.2907 1.1260 1.0742 1.1843 1.3826
CAT 0.490 1.2971 1.1151 1.4790 1.1244 0.9557 1.3745 1.4005
CVX 0.489 1.2205 1.1714 1.2696 1.0956 1.0402 1.1591 1.3987
DD 0.491 1.2460 1.1141 1.3779 1.1121 1.0052 1.2602 1.4054
DIS 0.492 1.2466 1.1501 1.3431 1.1317 1.0252 1.2702 1.4090
GE 0.496 1.2623 1.1999 1.3247 1.1327 1.0686 1.2081 1.4248
HON 0.490 1.2200 1.1527 1.2873 1.1137 1.0448 1.1960 1.4028
HPQ 0.495 1.2460 1.1548 1.3371 1.1487 1.0447 1.2821 1.4201
IBM 0.486 1.2606 1.1930 1.3281 1.1598 1.0801 1.2555 1.3847
JNJ 0.487 1.2682 1.1523 1.3840 1.1202 1.0108 1.2673 1.3899
KO 0.494 1.1839 1.1537 1.2140 1.0957 1.0597 1.1348 1.4182
MCD 0.491 1.2488 1.2281 1.2694 1.1233 1.0986 1.1495 1.4042
MMM 0.490 1.2298 1.1891 1.2705 1.1097 1.0625 1.1624 1.4020
MRK 0.490 1.1005 0.9781 1.2229 1.0599 0.8872 1.2848 1.4031
PG 0.494 1.2119 1.1563 1.2675 1.0953 1.0326 1.1684 1.4165
UTX 0.489 1.1826 1.1228 1.2424 1.0772 1.0106 1.1560 1.3961
XOM 0.497 1.2638 1.2060 1.3215 1.1588 1.0900 1.2392 1.4290
SPX 0.505 1.3118 1.2742 1.3493 1.3530 1.2914 1.4215 1.4639
(All) 0.492 1.2489 1.2154 1.2824 1.1391 1.0921 1.1907 1.4093
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.515 1.2224 1.1936 1.2511 1.2267 1.1862 1.2705 1.5063
CAT 0.510 1.2884 1.2076 1.3691 1.1943 1.0977 1.3142 1.4865
CVX 0.511 1.2643 1.2000 1.3287 1.1915 1.1119 1.2862 1.4885
DD 0.509 1.2181 1.1728 1.2633 1.1689 1.1115 1.2341 1.4813
DIS 0.508 1.1565 1.1081 1.2049 1.1611 1.0923 1.2409 1.4774
GE 0.504 1.1190 1.0095 1.2284 1.0931 0.9402 1.2958 1.4608
HON 0.510 1.2163 1.1733 1.2592 1.1864 1.1302 1.2499 1.4841
HPQ 0.505 1.1940 1.1583 1.2297 1.1711 1.1201 1.2277 1.4658
IBM 0.514 1.2195 1.1827 1.2564 1.2523 1.1992 1.3112 1.5039
JNJ 0.513 1.2211 1.1564 1.2859 1.1946 1.1049 1.3030 1.4982
KO 0.506 1.1428 1.0753 1.2102 1.1197 1.0307 1.2292 1.4678
MCD 0.509 1.2720 1.1991 1.3449 1.2000 1.1102 1.3094 1.4825
MMM 0.510 1.2724 1.2175 1.3273 1.1989 1.1298 1.2790 1.4849
MRK 0.510 1.1782 1.1605 1.1960 1.1807 1.1541 1.2088 1.4837
PG 0.506 1.2699 1.1530 1.3868 1.1570 1.0405 1.3147 1.4695
UTX 0.511 1.2214 1.1829 1.2599 1.1774 1.1275 1.2329 1.4913
XOM 0.503 1.1695 1.0581 1.2808 1.1387 0.9991 1.3338 1.4566
SPX 0.495 1.2886 1.2502 1.3270 1.3045 1.2441 1.3718 1.4219
(All) 0.508 1.2035 1.1804 1.2265 1.1784 1.1405 1.2192 1.4771
Table B.4: Weibull Parameters - Daily Volume Regression
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.477 1.2058 1.1157 1.2958 1.0271 0.9409 1.1261 1.3512
CAT 0.476 1.1392 1.0296 1.2488 0.9994 0.9032 1.1057 1.3454
CVX 0.494 1.2900 1.0066 1.5734 1.1208 0.8460 1.5836 1.4179
DD 0.487 1.1759 1.1546 1.1972 1.0822 1.0595 1.1063 1.3907
DIS 0.481 1.1775 1.0911 1.2639 1.0650 0.9800 1.1690 1.3671
GE 0.482 1.2092 1.0565 1.3619 1.1062 0.9556 1.3185 1.3715
HON 0.487 1.2250 1.1127 1.3372 1.0674 0.9763 1.1825 1.3910
HPQ 0.488 1.2440 1.0503 1.4377 1.1147 0.9261 1.3966 1.3922
IBM 0.497 1.1503 1.0437 1.2568 1.1511 1.0229 1.3270 1.4318
JNJ 0.488 1.3062 1.0244 1.5880 1.1600 0.8895 1.6416 1.3946
KO 0.491 1.1938 1.0793 1.3083 1.0600 0.9477 1.2003 1.4043
MCD 0.485 1.2407 1.0662 1.4153 1.1278 0.9846 1.3438 1.3805
MMM 0.493 1.0065 0.8779 1.1350 0.9781 0.7974 1.1920 1.4143
MRK 0.486 1.1431 1.0608 1.2254 1.1089 1.0124 1.2320 1.3857
PG 0.492 1.0785 0.9878 1.1692 1.0237 0.9144 1.1509 1.4089
UTX 0.489 1.3585 0.7783 1.9387 1.1021 0.5836 2.4058 1.3964
XOM 0.491 1.1075 1.0481 1.1669 1.0756 1.0055 1.1595 1.4053
SPX 0.491 1.1765 1.1017 1.2513 1.1498 1.0668 1.2519 1.4066
(All) 0.487 1.2025 1.1695 1.2355 1.0951 1.0531 1.1412 1.3913
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.523 1.3071 1.1684 1.4457 1.2257 1.0803 1.4331 1.5425
CAT 0.524 1.2042 1.0631 1.3453 1.1973 1.0454 1.4216 1.5494
CVX 0.506 1.3259 1.2683 1.3834 1.1920 1.1375 1.2544 1.4680
DD 0.513 1.3075 1.1537 1.4612 1.2178 1.0609 1.4501 1.4972
DIS 0.519 1.2248 1.0607 1.3889 1.2166 1.0423 1.4899 1.5238
GE 0.518 1.2943 1.1872 1.4014 1.2618 1.1385 1.4248 1.5188
HON 0.513 1.2428 1.0998 1.3858 1.1643 1.0217 1.3725 1.4969
HPQ 0.512 1.2814 1.0615 1.5012 1.2170 1.0046 1.5963 1.4956
IBM 0.503 1.2740 1.0621 1.4858 1.2204 1.0121 1.5858 1.4537
JNJ 0.512 1.2569 1.0652 1.4486 1.2363 1.0374 1.5694 1.4930
KO 0.509 1.1946 0.9549 1.4344 1.1266 0.9145 1.4734 1.4825
MCD 0.515 1.1351 1.0585 1.2117 1.2027 1.1079 1.3211 1.5086
MMM 0.507 1.2506 1.1629 1.3383 1.1513 1.0605 1.2655 1.4718
MRK 0.514 1.2691 1.0122 1.5260 1.2585 1.0038 1.7698 1.5027
PG 0.508 1.1684 1.0459 1.2908 1.1166 0.9929 1.2886 1.4776
UTX 0.511 1.2045 1.0349 1.3742 1.1373 0.9677 1.3942 1.4911
XOM 0.509 1.1682 1.0873 1.2490 1.1730 1.0706 1.3028 1.4814
SPX 0.509 1.1308 0.9933 1.2684 1.1964 1.0243 1.4587 1.4801
(All) 0.513 1.2736 1.1462 1.4009 1.2126 1.0633 1.4237 1.4966
Table B.5: Weibull Parameters - Weekly Volume Regression
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Increasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.483 1.2901 1.0877 1.4926 1.1498 0.9889 1.4084 1.3734
CAT 0.501 1.3246 1.2353 1.4139 1.1615 1.0836 1.2577 1.4461
CVX 0.495 1.1314 1.0020 1.2607 1.1664 1.0415 1.3450 1.4227
DD 0.494 1.3929 1.1534 1.6323 1.2349 1.0416 1.5715 1.4191
DIS 0.498 0.9685 0.8977 1.0393 1.0054 0.9332 1.0840 1.4325
GE 0.509 1.1572 0.7815 1.5329 1.1622 0.7914 1.9724 1.4808
HON 0.493 1.0350 0.5131 1.5568 1.1213 0.4795 3.3101 1.4148
HPQ 0.496 1.5405 0.5085 2.5726 1.1655 0.3471 7.2878 1.4258
IBM 0.498 1.6666 0.0177 3.3154 1.1558 0.0000 ******** 1.4364
JNJ 0.487 1.2691 1.0093 1.5289 1.1666 0.9505 1.5500 1.3914
KO 0.494 1.2642 1.2268 1.3016 1.0723 1.0414 1.1062 1.4191
MCD 0.485 1.3312 0.8045 1.8580 1.1100 0.7273 1.9421 1.3837
MMM 0.466 1.1633 0.9248 1.4017 1.0438 0.8699 1.2806 1.3097
MRK 0.507 1.2176 1.0870 1.3482 1.2642 1.1094 1.4864 1.4714
PG 0.487 1.0223 0.7714 1.2732 0.9917 0.6885 1.4207 1.3914
UTX 0.480 1.0643 0.6176 1.5111 1.0148 0.5159 2.0390 1.3610
XOM 0.513 1.1923 0.8806 1.5041 1.1983 0.8613 1.8949 1.4965
SPX 0.514 1.1323 1.0480 1.2166 1.3883 1.2444 1.5765 1.5022
(All) 0.495 1.1571 1.0806 1.2335 1.1287 1.0288 1.2546 1.4221
Decreasing State k (90%) λ (97%) λ from
Symbol Fraction Value Low High Value Low High fraction
BA 0.517 1.0679 0.8260 1.3099 1.1945 0.8720 1.8161 1.5166
CAT 0.499 1.2927 1.1586 1.4269 1.1337 1.0246 1.2840 1.4393
CVX 0.505 1.3281 0.0131 2.6432 1.2776 0.0000 ******** 1.4631
DD 0.506 1.1900 1.1293 1.2507 1.2179 1.1519 1.2954 1.4668
DIS 0.502 1.1143 0.9928 1.2357 1.0907 0.9620 1.2632 1.4530
GE 0.491 1.1287 0.7858 1.4716 1.0922 0.8182 1.5745 1.4058
HON 0.507 1.2693 0.6561 1.8824 1.2457 0.6297 3.7161 1.4714
HPQ 0.504 1.2232 0.7692 1.6771 1.1314 0.6308 2.3475 1.4599
IBM 0.502 1.5908 1.4931 1.6885 1.1374 1.0811 1.2048 1.4490
JNJ 0.513 1.2165 0.9964 1.4365 1.2569 1.0233 1.6906 1.4965
KO 0.506 1.2775 1.1602 1.3948 1.1332 1.0528 1.2381 1.4668
MCD 0.515 1.3336 0.9148 1.7525 1.1858 0.8298 1.9806 1.5050
MMM 0.534 1.2224 1.0272 1.4176 1.2957 1.0725 1.6818 1.5939
MRK 0.493 1.3990 0.2224 2.5757 1.2842 0.0912 255.2630 1.4148
PG 0.513 1.1407 0.9891 1.2923 1.1521 0.9926 1.3964 1.4965
UTX 0.520 1.1204 0.8243 1.4165 1.1955 0.8545 1.9018 1.5310
XOM 0.487 1.0852 0.9465 1.2238 1.0645 0.9126 1.2646 1.3914
SPX 0.486 1.1404 0.5295 1.7512 1.2627 0.5524 4.9431 1.3863
(All) 0.505 1.2034 1.1498 1.2571 1.1794 1.1044 1.2671 1.4637
Table B.6: Weibull Parameters - Monthly Volume Regression
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Figure B.1: Volume State Durations - All Stocks
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Figure B.2: Weibull k by λ Graphs for Weekly and Monthly Volume
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Figure B.3: Daily Volume Autocorrelation Function (Part 1)
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Figure B.4: Daily Volume Autocorrelation Function (Part 2)
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Figure B.5: Daily Volume Autocorrelation Function (Part 3)
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Figure B.6: Weekly Volume Autocorrelation Function (Part 1)
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Figure B.7: Weekly Volume Autocorrelation Function (Part 2)
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Figure B.8: Weekly Volume Autocorrelation Function (Part 3)
70
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
BA Monthly Volume
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
CAT Monthly Volume
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
CVX Monthly Volume
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
DD Monthly Volume
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
DIS Monthly Volume
-0.2
-0.1
 0
 0.1
 0.2
 0  10  20  30  40  50  60  70  80  90  100
GE Monthly Volume
Figure B.9: Monthly Volume Autocorrelation Function (Part 1)
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Figure B.10: Monthly Volume Autocorrelation Function (Part 2)
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Figure B.11: Monthly Volume Autocorrelation Function (Part 3)
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