0 2π and that the first modulus of continuity of F can be estimated by the first moduli and majorants in f. In the present paper, we extend his results to moduli of arbitrary order.
Introduction
Let D be a closed convex polygon with vertices a 1 
The indexing of Λ is chosen such that ( ) λ m m∈N is nondecreasing. The coefficients κ λ f m ( ) are called Leont'ev coefficients. Many results on these series are due to Leont'ev [1] . Lewin and Ljubarskii showed in [2] that, for p = 2, the family é ( Λ ) forms a Riesz basis of E 2 ( D ) , and, hence, series (1) converges unconditionally in norm. In [3] , Sedletskii proved that, for arbitrary 1 < p < ∞ , the Dirichlet series (1) converges in norm since é ( Λ ) forms a Schauder basis in E p ( D ) . To estimate the rate of convergence of these series, Mel'nik studied the relation between Leont'ev coefficients and Fourier coefficients, since, for the latter, many results on approximation and rate of convergence of the Fourier series are well known (see, e.g., [4] ). He showed that, under certain conditions, the Leont'ev coeffi- 
Mel'nik's Results
In [5] and [6] , Mel'nik considered the relation of the Leont'ev coefficients of
for the first moduli of continuity. His first step was the reduction of the integral in (2) to a Fourier transform:
This result was extended in [6] using the first moduli of continuity. Consider the parametrization z :
where
The function δ 1 ( , ) f h p is continuous, nonincreasing, and vanishing as h → 0 +.
The proof can be deduced as a special case of Sec. 4.2. Mel'nik used his results in [6] to prove direct approximation theorems for the first moduli. As we will see in Sec. 3, Theorem 1 can also be proved for moduli of arbitrary order.
Extension to Moduli of Arbitrary Order
To extend Theorem 1, we have to define moduli of smoothness of order k for functions f ∈ E p ( D ) . This can be done by using the best approximation by algebraic polynomials.
Let f ∈ E p ( ∂ D ) and let I ⊂ ∂ D be an arc. For k ∈ N 0 , the equation
defines the algebraic best approximation on the arc I. Here, the infimum is taken over all algebraic polynomials P k of degree at most k . The modulus of order k is defined as follows:
where h / 2 ≤ I j ≤ h . The k th metrical modulus of smoothness of the function f is defined as follows:
Here, the supremum is taken over all such partitions. One can show that these moduli are equivalent to usual moduli of smoothness defined on finite intervals [7] . We can formulate Theorem 1 for the k th moduli.
The k th modulus of F j can be estimated as follows:
is continuous and nonincreasing for 0 < h < 2 π / h and satisfies the relation
This result enables us to transform the Leont'ev coefficients (2) in the Dirichlet series (1) into the Fourier coefficients of certain functions F. Since Theorem 2 provides information on the regularity of F, classical Bernstein theorems can be applied to the corresponding Fourier series. This can be used to prove new results on the rate of approximation of the Dirichlet series (1) .
The term δ k p f h ( , ) cannot be omitted from the theorem, as the following example shows: Let p = 2 and
For the Leont'ev coefficients, we have
We know from Lemma 1 that
( ) since the approximation with the partial series
Thus, the term δ k f h ( , ) 2 is necessary in (3) (see also [6] ).
Proof of Theorem 2
4.1. Preliminaries. Let us first take a closer look at the quasipolynomial For simplicity, we assume that all zeros of L are simple. We use properties I and II to treat the zeros of L and to estimate the complex exponentials in the Dirichlet series (1) . In addition, we need the following result on multipliers:
Theorem 3 (J. Marcinkiewicz, [8] , Theorem 4.14). Let ( ) a n n∈N 0 ⊂ C be some series such that a n < M and a a 
Then there exists a function h
where the constant C ( p ) > 0 depends only on p .
We now have all means for the proof of Theorem 2. 
Proof. The existence of a function
where 
and, furthermore, 
We investigate how this term behaves as α → 0 because, for α > γ with some γ > 0, the term is bounded in the domain m α < ε for continuity reasons. For k = 1, it is easily seen that 
where we have used (8) . Using (7) and (9), we can deduce 
