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We use the quasi-diabatic (QD) propagation scheme to perform on-
the-fly non-adiabatic simulations of the photodynamics of ethylene.
The QD scheme enables a seamless interface between accurate
diabatic-based quantum dynamics approaches and adiabatic elec-
tronic structure calculations, explicitly avoiding any efforts to con-
struct global diabatic states or reformulate the diabatic dynamics
approach to the adiabatic representation. Using partial linearized
path-integral approach and symmetrical quasi-classical approach as
the diabatic dynamics methods, the QD propagation scheme en-
ables direct non-adiabatic simulation with the CASSCF on-the-fly
electronic structure calculations. The population dynamics obtained
from both approaches are in a close agreement with the quantum
wavepacket based method and outperform the widely used trajectory
surface hopping approach. Further analysis on the ethylene photo-
deactivation pathways demonstrates the correct predictions of com-
peting processes of non-radiative relaxation mechanism through var-
ious conical intersections. This work provides the foundation of us-
ing accurate diabatic dynamics approaches and on-the-fly adiabatic
electronic structure information to perform ab-initio non-adiabatic
simulation.
Non-adiabatic on-the-fly simulation | Quasi-Diabatic scheme | Diabatic
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Nonadiabatic Molecular Dynamics (NAMD) simulationplays an indispensable role in investigating photochem-
ical and photophysical processes of molecular systems (1–7).
The essentially task of NAMD (1) is to solve the coupled
electronic-nuclear dynamics governed by the total Hamilto-
nian of the molecular system, Hˆ = Tˆ + Vˆ (r,R), where r and
R represent the electronic and nuclear degrees of freedom
(DOF), respectively, Tˆ = − ~22M∇2R is the nuclear kinetic op-
erator, and Vˆ (r,R) is the electronic potential that describes
the kinetic energy of electrons and electron-electron as well as
electronic-nuclear interactions. Rather than directly solving
the time-dependent Schro¨dinger equation (TDSE) governed
by Hˆ, NAMD simulation is usually accomplished (1, 2) by
performing on-the-fly electronic structure calculations that
provide the energy and gradients, and the quantum dynamics
simulations that propagate the motion of the nuclear DOF
(described by trajectories or nuclear wavefunctions). In partic-
ular, the electronic structure calculations solve the following
eigenequation
Vˆ (r,R)|Φα(R)〉 = Eα(R)|Φα(R)〉, [1]
provides the adiabatic state |Φα(R)〉 and energy Eα(R).
Because of the readily available electronic structure infor-
mation in the adiabatic representation, quantum dynamics
approaches formulated in this representation have been exten-
sively used to perform on-the-fly NAMD simulations, including
the popular fewest-switches surface hopping (FSSH) (4, 8–15),
ab-initio multiple spawning (AIMS) (3, 7, 16), and several
recently developed Gaussian wavepacket approaches (17–21),
coupled-trajectory approaches (22–25), and the ab-initio multi-
configuration time-dependent Hartree (MCTDH) (26, 27).
Among them, FSSH is one of the most popular approaches
in NAMD, which uses mixed quantum-classical (MQC) treat-
ment of the electronic and nuclear DOFs that provides effi-
cient non-adiabatic simulation. As a MQC method, however,
FSSH treats quantum and classical DOF on different foot-
ings (1), generating artificial electronic coherence (8, 12) that
give rise to incorrect chemical kinetics (12) or the breakdown of
the detailed balance (time-reversibility) (28). Recently devel-
oped non-adiabatic quantum dynamics approach (29–39) have
shown a great promise to address the deficiency and limitations
of MQC approximation. However, these approaches are usually
developed in the diabatic representation and incompatible with
the available adiabatic electronic structure calculations. Refor-
mulating them back to the adiabatic representation requires
additional and sometimes, non-trivial theoretical efforts.
To address this discrepancy, we have developed the Quasi-
Diabatic (QD) propagation scheme (40, 41) which provides
a seamless interface between accurate diabatic quantum dy-
namics approaches and routinely available adiabatic electronic
structure information for on-the-fly simulations. The key con-
ceptual breakthrough behind the QD scheme is by recognizing
that, in order to propagate quantum dynamics with diabatic
dynamics approaches, one only needs locally well-defined di-
abatic states, as oppose to construct global dibabatic states
from the diabatization procedures (2, 42–47). These local
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diabatic states can simply be adiabatic states with a refer-
ence geometry, which are commonly referred as the crude
adiabatic states. Consider a short-time propagation of the
nuclear DOFs during t ∈ [t0, t1], where the nuclear positions
evolve from R(t0) to R(t1), and the corresponding adiabatic
states are {|Φα(R(t0))〉} and {|Φλ(R(t1))〉}. The QD scheme
uses the nuclear geometry at time t0 as a reference geometry,
R0 ≡ R(t0), and use the adiabatic basis {|Φα(R(t0))〉} as the
quasi-diabatic basis during this short-time propagation, such
that
|Φα(R0)〉 ≡ |Φα(R(t0))〉, for t ∈ [t0, t1]. [2]
With the above QD basis, derivative couplings vanish during
each propagation segment, and at the same time, Vˆ (R) has off-
diagonal elements in contrast to the pure diagonal matrix under
the adiabatic representation. With this local diabatic basis, all
of the necessary diabatic quantities can be evaluated and used
to propagate quantum dynamics during t ∈ [t0, t1]. During the
next short-time propagation segment t ∈ [t1, t2], the new QD
basis |Φλ(R′0)〉 ≡ |Φλ(R(t1))〉 will be used to propagate the
quantum dynamics, and any state-dependent quantities will
be transformed from the |Φα(R0)〉 basis to the |Φ′λ(R′0)〉 basis.
With the nuclear geometry closely following the reference
geometry at every single propagation step, the QD basis forms
a convenient and compact basis in each short-time propagation
segment. To summarize, the QD scheme (40, 41, 48, 49) uses
the adiabatic states associated with a reference geometry as the
quasi-diabatic states during a short-time quantum propagation,
and dynamically update the definition of the QD states along
the time-dependent nuclear trajectory. It allows a seamless
interface between diabatic dynamics approaches with adiabatic
electronic structure calculations. It also enables using realistic
ab-initio test cases to assess the accuracy and limitation of
recently developed quantum dynamics approaches (49).
In this paper, we provide the first ab-initio on-the-fly exam-
ple of using the QD scheme (40) for non-adiabatic simulations
with diabatic quantum dynamics approach and the adiabatic
electronic structure calculations. In particular, we use two
recently developed diabatic dynamics approaches, partial lin-
earized density matrix (PLDM) path-integral method (5, 30)
and symmetric quasi-classical (SQC) window approach (50)
to directly perform on-the-fly NAMD simulations of the well-
studied ethylene photodynamics. On-the-fly electronic struc-
tures calculations are performed at the level of complete active
space self-consistent field (CASSCF) approach. The results ob-
tained from QD-PLDM and QD-SQC are in a close agreement
with ab-initio multiple spawning (AIMS). Thus, this paper
provides the first on-the-fly example of the QD propagation
scheme, as well as completes the establishment of it in the
field of ab-initio non-adiabatic dynamics as a powerful tool to
enable accurate diabatic quantum dynamics approaches for
on-the-fly simulations.
Results and Discussions
Despite being one of the simplest conjugated molecules, ethy-
lene exhibits a complex photo-dissociation dynamics by visiting
several conical intersections and undergoing various reaction
pathways during the non-radiative decay processes. It is thus
considered as a prototype for investigating photo-isomerization
reactions through conical intersections (3), and has been ex-
tensively studied through theoretical (51–56) and experimen-
tal (57–60) investigations. To provide an accurate description
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Fig. 1. CASSCF potential energy surface of S1 (upper surface) and S0 (lower surface)
along two main reaction coordinates of photo-dissociation pathways in ethylene. Upon
photo-excitation, the system quickly relax to the minimum along the twist angle on
the S1 surface, then pyramidalized and relax back to the S0 through the twisted-
pyramidalized conical intersection.
of the electronic structure of ethylene, we follow the previous
theoretical studies (54, 61) and use CASSCF approach that
has shown to provide accurate potential around conical in-
tersections. To avoid the root-flipping problem (54, 55, 61),
here, the CASSCF calculations are performed using state-
averaging over three states, at the level of SA-3-CASSCF(2,2)
with 6-31G* basis set, as implemented in MOLPRO (62).
The non-adiabatic dynamics simulation, is propagated in the
{|S0(R)〉, |S1(R)〉} electronic states subspace, i.e., the ground
and the first excited states, by using the information from the
on-the-fly CASSCF calculations. All of the QD-PLDM and
QD-SQC approaches are implemented in a modified version
of NAMD interface code SHARC (63, 64), which are used to
perform all of the simulations in this paper.
Fig. 1 presents the adiabatic potential energy surface (PES)
of ethylene, with both S1 state (upper surface) and S0 state
(lower surface) along the pyramidalization and the twist re-
action coordinates, obtained from PES scans. The conical
intersection among these two surfaces are also indicated with
a dotted circle, located at a twist angle of 90◦ and the pyra-
midalization angle around 108◦. Upon the photoexcitation
(indicated by the solid arrow), ethylene first relaxes on the S1
surface along the twist angle (indicated by the dash arrow),
then pyramidalize on the S1 surface and reach to the region
of the conical intersection (which is commonly referred as
the twisted-pyramidalized conical intersection), and quickly
relaxes back to the S0 surface. This of course, is only a very
simplified picture. The actual non-adiabatic dynamics is much
more complex and a direct on-the-fly NAMD simulation is
often necessary to reveal the fundamental mechanistic insights
into these complex reaction channels (3, 53, 55, 59, 65).
Fig. 2 presents the adiabatic population dynamics obtained
from the QD scheme. The CAS adiabatic states with a ref-
erence geometries are used as the diabatic states during a
propagation segment, which are then dynamically updated
for the subsequent propagation steps. The frontier orbitals
(HOMO and LUMO) of the on-the-fly CAS(2,2) calculations
are visualized along a given trajectory in Fig. 2A. The dynam-
ics are propagated with the PLDM or the SQC approaches,
with the results presented in Fig. 2B and Fig. 2C, respectively.
For comparison, FSSH with decoherence correction (66) is also
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used to generate the photodynamics. For the trajectory-based
approaches, a total of 120 trajectories are used to compute
the population, with a nuclear time step dt = 0.1 fs, although
a much larger time-step dt = 0.5 fs can be used and generates
the same results at the single trajectory level. The nuclear
initial configurations are sampled from the Wigner distribu-
tion of the ground vibrational state (ν = 0) on the ground
electronic state S0, with the harmonic approximation based
on the approach outlined in Ref. (67). The electronic DOF
(mapping variables in PLDM/SQC and the electronic coeffi-
cients in FSSH) is propagated based on the QD scheme with
100 time steps in each nuclear time step. Further numerical
details of these calculations are provided in SI. In addition,
results obtained from AIMS simulation (55) are also presented
for comparison. Since AIMS is a wavepacket based approach
which has been extensively tested (7, 16, 68), we consider it
as an almost exact solution for the quantum dynamics of the
“CAS ethylene model system”, and use it as the benchmark
of our calculations. Other recently developed wavepacket ap-
proach, such as multiconfigurational Ehrenfest (MCE) method
provides essentially the same results as AIMS for this test case
at the same level of electronic structure theory (17).
Fig. 2B presents the comparison of the population dy-
namics obtained from QD-PLDM (solid lines) and the de-
coherence corrected FSSH (dashed lines), and AIMS (filled
circles). The population differences between the trajectory
based approaches and AIMS are presented in the bottom
panel. All three approaches provide the same plateau of the
S1 population (t = 0 ∼20 fs), which corresponds to the ini-
tial adiabatic nuclear relaxation process on the S1 surface.
During t = 20 ∼ 75 fs, the system starts to exhibit quick
non-adiabatic transitions between S1 and S0 states, through
conical intersections. Here, QD-PLDM agrees reasonably well
with AIMS throughout the entire non-radiative decay process.
FSSH, on the other hand, predicts a much faster relaxation
dynamics and exhibits a large deviation compare to the AIMS,
likely caused by the over-coherence problem despite being
correct by a simple decoherence scheme in this calculation.
More sophisticated decoherence corrections (12) might fur-
ther improve the results of FSSH. It is worth noting that
the experimentally (59) measured S1 decay time is ∼ 89 fs,
agrees well with the AIMS when using CASPT2 level of the
electronic structure calculations that include dynamical corre-
lation (55). Our intention in this paper, on the other hand, is
not trying to compare or recover the experimental results, but
rather comparing to the almost exact quantum dynamics of
the “CAS(2,2) ethylene model" provided by AIMS.
Fig. 2C presents a similar comparison of the population dy-
namics obtained from QD-SQC (solid lines), the decoherence
corrected FSSH (dashed lines), and AIMS (filled circles) with
the difference between the trajectory-based approaches and
AIMS provided in the bottom panel. Here, we choose to use
the simplest possible square window function (50) proposed
by Cotton and Miller. The QD-SQC provides a similar level
of accuracy for the population dynamics compared to QD-
PLDM, and agrees reasonably well with AIMS throughout the
non-radiative decay process. A slightly noisy population is
obtained due to the fact that only a fraction of the mapping
trajectories landed in all population window at any given time
thus reducing the quality of the data and at the same time,
requiring normalization of the population (50). Nevertheless,
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Fig. 2. Population dynamics obtained from the QD propagation scheme. A. The
frontier molecular orbitals (HOMO and LUMO) along a given nuclear trajectory. B. The
adiabatic electronic populations of S1 (blue) and S0 (red) obtained from QD-PLDM
(solid lines), FSSH (dashed lines) and AIMS (filled circles), respectively. AIMS, which
is an approximate Gaussian wavepacket-based non-adiabatic method, should be
viewed as the benchmark result that is close to the numerically exact solution of the
quantum dynamics in this CAS model. The bottom panel presents the time-dependent
error between the trajectory-based approach and AIMS. C. The adiabatic electronic
populations obtained from QD-SQC (solid lines), with the rest same as presented in
B.
QD-SQC still outperforms FSSH in this on-the-fly CAS(2,2)
model. We note that more accurate results for model systems
can be obtained by using triangle windows (69) and the tra-
jectory specific zero-point energy correction technique (70).
These new developments will be investigated through the ab-
initio NAMD simulations by using the QD scheme.
Through results presented here, we demonstrate that the
QD scheme enables many possibilities of using recently de-
veloped quantum dynamics approaches for accurate ab-initio
on-the-fly NAMD simulation, through the seamless interface
between the diabatic quantum dynamics method and the adi-
abatic electronic structure calculations. On the other hand,
the QD propagation scheme also provides new opportunities
to assess the performance of approximate diabatic dynamics
approaches, with ab-initio test cases beyond simple diabatic
model systems.
Fig. 3 presets three representative reactive trajectories ob-
tained from QD-PLDM, whereas the averaged populations
of different nuclear configurations are provided in Fig. 4. A
qualitatively similar ensemble of reactive trajectories are also
obtained from QD-SQC (not shown). These reactive trajecto-
ries provide intuitive time-dependent mechanistic insights into
the competing non-radiative decay channels, although a physi-
cally meaningful interpretation should only be drawn from the
expectation values (such as those presented in Fig. 4). Fig. 3A
presents the time-evolution of the bond distance between car-
bon and hydrogen atoms that are not initially bonded. At
t ≈ 50 fs, one of these four distances suddenly drops from ∼2.2
Å to 1.2 Å, indicating the formation of an ethylidene structure
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Fig. 3. Representative QD-PLDM reactive trajectories for (A) hydrogen transfer (B) pyramidalization, and (C) H2 dissociation pathways, respectively. The C-H bond lengths are
defined in the inset of panel A, and used in both panels A and C. The pyramidalization angle is defined in the inset of panel B.
through the ethylidene-like conical intersection (55) (which is
different than the twisted-pyramidalized conical intersection
shown in Fig. 1). Fig. 3B presents the time evolution of the
(modulus of) pyramidalization angle defined in the inset of this
panel, forming a persisting oscillation pattern. The zero value
of the angle indicates that the molecule going through the pla-
nar structure and vibrates on other side of the molecular plane.
The inset provides the structure of the largest pyramidalization
angle at ≈ 100◦, which is close to the twisted-pyramidalized
conical intersection (52) shown in Fig. 1. Fig. 3C presents a
reactive trajectory of H2 dissociation, which occurs at t ≈ 70
fs after one H atom abstraction process, as can be seen from
the inset of this panel (C-H(1) bond length shrinking indicated
by the red curve). These reactive trajectory are in a close
agreement with the similar reactive channels discovered from
the AIMS simulation (54, 55).
Fig. 4 presents the population of various nuclear configura-
tions obtained from QD-PLDM through the ensemble average
of trajectories. These nuclear configurations are defined based
on the criteria in Ref. (65), with the representative geome-
tries provided on top of this figure (squared with the same
color coding used in the population curve). At the short
time t ∈ [0, 20] fs, the system evolves adiabatically on the
S1 surface, moving along both the twisted and pyramidalized
reaction coordinates, accumulating the population for both
configurations. The twisted configuration on S1 also convert
into the pyramidalized configuration during this time. Note
that the oscillation period of twisted configuration is around
20 fs, consistent with results obtained from AIMS (54) and
MCE approach (17). After the early time relaxation on the S1
surface, the system exhibit various conical intersections and
make a non-adiabatic transitions to the S0 surface, relaxing
back to the ethylene configuration (red), or ended up with
ethylidene configuration (magenta) or dissociating H2 out of
ethylene (with only 8 reactive trajectories out of 120 trajec-
tories, and thus not shown in this figure). Our QD-PLDM
simulation predicts that about 50% of the molecules go through
the ethylidene-like conical intersection and the other 50% of
the molecules go through the twisted-pyramidalized conical
intersection, agrees well with the AIMS results performed at
the CASSCF level of theory (54, 55).
Concluding Remarks
In this paper, we provide the first ab-initio on-the-fly example
of using the QD scheme (40) for non-adiabatic simulation with
diabatic quantum dynamics approach. With two recently de-
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Fig. 4. Population dynamics of various dissociation products obtained from the
QD-PLDM simulations, with representative geometries presented in top panels.
veloped diabatic dynamics approaches (PLDM and SQC) and
on-the-fly CASSCF calculations, we demonstrate the power
of the QD scheme by simulating the on-the-fly non-adiabatic
dynamics of the ethylene photo-deactivation process. During
each short-time propagation segment, the adiabatic states asso-
ciated with a reference geometry is used as the quasi-diabatic
(local diabatic) states, allowing any diabatic dynamics ap-
proach to propagate the quantum dynamics during this time
step. Between two consecutive propagation segments, the defi-
nition of the quasi-diabatic states is updated. The QD scheme
thus allows a seamless interface between diabatic dynamics
approaches with adiabatic electronic structure calculations,
completely eliminates the necessity of any representation re-
formulating efforts (such as constructing global diabatic or
reformulating diabatic dynamics approach to adiabatic repre-
sentation). It sends out an assurance message to the quantum
dynamics community that a diabatic dynamics approach can
be directly interfaced with the adiabatic electronic structure
calculations to perform on-the-fly simulations. The results
obtained from both QD-PLDM and QD-SQC are in close
agreement with AIMS; both outperforms the widely used
FSSH approach. This work completes the establishment of the
QD scheme in the field of ab-initio non-adiabatic dynamics
simulation, demonstrating the QD scheme as a powerful tool
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to enable accurate diabatic quantum dynamics approaches
for on-the-fly simulations. The QD scheme opens up many
possibilities to enable recently developed diabatic dynamics
approaches for on-the-fly NAMD simulations, provide alterna-
tive theoretical tools compared to the widely used approaches
such as FSSH and AIMS. These ab-initio on-the-fly test cases,
on the other hand, provides opportunities to assess the perfor-
mance of approximate diabatic dynamics approaches beyond
simple diabatic model systems, and will foster the development
of new quantum dynamics approaches.
Materials and Methods
Calculation Details. All simulations are performed using a modified
version of the SHARC non-adiabatic dynamics interface package (63,
64), with the on-the-fly electronic structure calculations performed
with MOLPRO (62). Computational details of the QD-PLDM,
QD-SQC, and FSSH, as well as other technical details including
system initialization, Wigner sampling, algorithm to track the phase
of adiabatic states, and Lo¨wdin orthonormalizations are provided
in SI.
Potential and Gradient Matrix Elements in the Quasi-Diabatic Repre-
sentation. During a short-time propagation of the nuclear DOF for
t ∈ [t0, t1], the QD scheme uses the adiabatic basis {|Φα(R(t0))〉}
as the quasi-diabatic basis. The electronic Hamiltonian operator
Vˆ (R(t)) in the QD basis is evaluated as
Vαβ(R(t)) = 〈Φα(R0)|Vˆ (R(t))|Φβ(R0)〉. [3]
For on-the-fly simulation, this quantity is obtained from a linear
interpolation (9) between Vαβ(R(t0)) and Vαβ(R(t1)) as follows
Vαβ(R(t)) = Vαβ(R0)) +
(t− t0)
(t1 − t0)
[
Vαβ(R(t1))− Vαβ(R0))
]
, [4]
where Vαβ(R(t0)) = 〈Φα(R0)|Vˆ (R(t0))|Φβ(R0)〉 = Eα(R(t0))δαβ .
The matrix elements Vαβ(R(t1)) are computed as follows
Vαβ(R(t1)) =
∑
λν
SαλVλν(R(t1))S†βν , [5]
where Vλν(R(t1)) = 〈Φλ(R(t1))|Vˆ (R(t1))|Φν(R(t1))〉 =
Eλ(R(t1))δλν , and the overlap matrix between two adia-
batic electronic states (with two different nuclear geometries)
are Sαλ = 〈Φα(R0)|Φλ(R(t1))〉 and S†βν = 〈Φν(R(t1))|Φβ(R0)〉.
These overlap matrix are computed based on the approach outlined
in Ref. (71).
The nuclear gradients ∇Vαβ(R(t1)) ≡ ∂Vαβ(R(t1))/∂R are eval-
uated as
∇Vαβ(R(t1)) =
∑
λν
Sαλ〈Φλ(R(t1))|∇Vˆ (R(t1))|Φν(R(t1))〉S†βν . [6]
We emphasize that Eqn. 6 includes derivatives with respect to all
possible sources of the nuclear dependence, including those from
the adiabatic potentials as well as the adiabatic states (48, 49). The
details of this justification is provided in the SI.
During the next short-time propagation segment t ∈ [t1, t2], the
QD scheme adapts a new reference geometry R′0 ≡ R(t1) and new
diabatic basis |Φµ(R′0)〉 ≡ |Φµ(R(t1))〉. Between [t0, t1] propaga-
tion and [t1, t2] propagation segments, all of these quantities will
be transformed from {|Φα(R0)〉} to {|Φµ(R′0)〉} basis, using the
relation
|Φλ(R(t1))〉 =
∑
α
〈Φα(R(t0))|Φλ(R(t1))〉|Φα(R(t0))〉. [7]
Note that the QD propagation scheme does not explicitly re-
quire the derivative couplings dλν(R) = 〈Φλ(R)|∇Φν(R)〉 or non-
adiabatic coupling 〈Φβ(R(t))| ∂∂tΦα(R(t))〉 = dβα(R)R˙. That said,
the QD scheme does not omit these quantities either; the nuclear gra-
dient∇Vαβ(R(t1)) now contains 〈Φλ(R(t1))|∇Vˆ (R(t1))|Φν(R(t1))〉
(see Eqn. 6), which is reminiscent of the derivative cou-
pling, and the QD scheme uses transformation matrix elements
〈Φβ(R(t1))|Φα(R(t2))〉 instead of 〈Φβ(R(t))| ∂∂tΦα(R(t))〉. It is
worth noting that both dλν(R) and 〈Φβ(R(t))| ∂∂tΦα(R(t))〉 can
become singular. The QD scheme explicitly alleviates this dif-
ficulty by using the well behaved quantities ∇Vαβ(R(t1)) and
〈Φβ(R(t1))|Φα(R(t2))〉. Thus, a method that directly requires
derivative couplings and/or non-adiabatic coupling might suffer
from numerical instabilities near trivial crossings or conical inter-
sections, whereas a method that only requires the gradient (such as
the QD scheme) will likely not (41).
Partial Linearized Density Matrix (PLDM) Path-Integral Approach.
PLDM is an approximate quantum dynamics method based on
the real-time path-integral approach (30). Using the MMST map-
ping representation,(72) the non-adiabatic transitions among dis-
crete electronic states {|i〉, |j〉} are exactly mapped (72) onto the
phase-space motion of the fictitious variables through the relation
|i〉〈j| → aˆ†i aˆj , where aˆ†i = (qˆi − ipˆi)/
√
2 and aˆi = (qˆi + ipˆi)/
√
2.
After performing the linearization approximaiton on the nuclear
DOF, we obtain the following PLDM reduced density matrix (30)
ρij(t) = TrR[ρˆ(0)eiHˆt/~|i〉〈j|e−iHˆt/~] ≈
∑
kl
∫
dτ [ρˆ(0)Wkl ]Tki(t)T
′
jl(t),
[8]
where
∫
dτ ≡ 12pi~
∫
dRdPdqdpdq′dp′G0G′0 represents the phase
space integration for all DOFs with G0 and G′0 represents coher-
ence state distribution of mapping oscillators, Tki(t) = 12 (qi(t) +
ipi(t))(qk(0)− ipk(0)) and T ′jl(t) = 12 (q′l(0) + ip′l(0))(q′j(t)− ip′j(t))
are the electronic transition amplitudes associated with the forward
mapping trajectory {q,p} and the backward mapping trajectory
{q′,p′}, respectively. [ρˆ(0)Wkl ] is the partial Wigner transform (with
respect to the nuclear DOF) of the klth matrix element of the initial
total density operators ρˆ(0).
Classical trajectories are used to evaluate the approximate
time-dependent reduced density matrix. The forward mapping
variables are evolved based on the Hamilton’s equations of mo-
tion (5, 30) q˙i = ∂Hm/∂pi and p˙i = −∂Hm/∂qi, where Hm = P
2
2M +
1
2
∑
ij
Vij(R)
[
pipj +qiqj
]
is the PLDM mapping Hamiltonian (30).
The backward mapping variables are propagated with the similar
equations of motion governed by Hm(p′,q′). The nuclei are evolved
with the force F = − 14
∑
ij
∇Vij(R)[pipj + qiqj + p′ip′j + q′iq′j ].
All of the necessary elements are evaluated with the QD scheme
outlined above, with the technical details provided in SI.
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