Abstract-Synchronous excitation of an ensemble of elements in the nervous system generates field potentials in and around the ensemble. Experimental analysis of these potentials can provide information about neuronal function. This paper derives a theoretical relationship between field potentials and the volume source current density produced by transmembrane currents of members of the neuronal ensemble, under typical experimental conditions. It is shown to be plausible that the potentials produced by a dense bounded ensemble of excited neuronal elements are adequately represented by Poisson's equation. The ensemble is envisaged as embedded in an anisotropic conductive medium. When the ensemble possesses some anatomical symmetry and is synchronously excited, Poisson's equation may be solved to give the field potential as a one-dimensional weighted integral of the volume source current density. The weighting is a function of the conductivity tensor, the neuronal population geometry, and the location of the observation point relative to the source points.
INTRODUCTION
F IELD POTENTIALS may be defined as the bioelectric potentials generated by an ensemble of neuronal elements and recorded from the extracellular space. The neuronal elements comprise the dendrites, somata, and axons of nerve cells and in the present context the recording electrode is envisaged as a saline-filled micropipette having a tip diameter of about 2 ,um. In practice, the relatively large tip of the recording electrode produces localized destruction of the neural elements and so creates a minute conductive space about the tip, free from generators of large unitary potentials that might otherwise distort the field potentials [11 . This effect may also be enhanced by leakage of the concentrated saline solution from the electrode tip.
When a population of neurons possesses some anatomical symmetry, field potentials can provide important information about the functional properties of the neuronal circuits. Recent studies of field potentials have been particularly successful in elucidating the neuronal properties and interactions in the cerebella of different vertebrates [2] - [6] . Nonetheless, the interpretation of field potentials rests mainly on an empirical understanding [2] , [7] . As [12] have not been wholly satisfactory when applied to certain cerebellar problems [3] .
This paper attempts to put the genesis of field potentials on a more rigorous theoretical basis and will deal specifically with the relationship between the field potentials generated by an ensemble of oriented and simultaneously activated neuronal elements and their individual transmembrane currents. The theory will take account of anisotropy in the conductivity of the neuronal tissue and the size and shape of the neuronal population. The effect of an interface in an anisotropic medium will not be discussed here; the effect in an isotropic medium has been dealt with elsewhere [6] .
Ensembles of oriented neuronal elements are often found within the central nervous system of vertebrates; apart from the cerebellum, familiar examples are the retina, olfactory bulb, tectum, and cerebral cortex. In this paper the cerebellum will be used for illustrative purposes, although the concepts presented here are applicable to all the above-mentioned structures. Ensembles of elements can be simultaneously activated by the use of electrical stimulation; consequently, the requirements of orientation and simultaneous activation are not restrictive, since in most experiments of interest they are satisfied. These requirements do, however, enable the theory to be developed in a relatively simple form.
THEORY
The elements of the theory to be developed here are as follows. The neuronal tissue can be divided into an extracellular and an intracellular space, the current flow within each of these regions being governed by different physical factors.
Field potentials are generated by current flow in the extracellular space, which is a three-dimensional conductive medium. The extracellular current arises from a system of sources and sinks resulting from the passage of current through the membranes of the individual neuronal elements. This transmembrane current may be generated by synaptic activation and by action potentials produced either by synaptic activity or by direct electrical stimulation. It will be shown that the extracellular current flow can be adequately described by Poisson's partial differential equation applied to the extracellular space. The symmetry of the neuronal ensemble enables the solution of the three-dimensional Poisson equation to be given as a one-dimensional weighted integral of the current source density term. The weighting function in this integral contains all the information about the anisotropy of the extracellular medium and the size and shape of the neuronal population. The field potential may be evaluated if the current source 278 density term is known, and this may be derived either from a model of the intracellular space of the neuronal elements or from experimental data.
Equation for Potential in an Anisotropic Medium Containing an Ensemble ofExcited Neurons
It has been shown that when a current having a frequency below 35 kHz flows in an extended neuronal tissue, it is distributed as though the medium were purely resistive [13] and, at the frequencies normally encountered in nervous tissue, the electric field may be regarded as quasi-static [14] - [16] . These experimental facts imply that little extracellular current flows through the cell membranes, since all membranes have a large capacity, and hence that the division of the medium into extracellular and intracellular regions is justified. Thus for the purposes of this paper, the extracellular space is taken to be electrically equivalent to an extended homogeneous anisotropic conductive medium, the properties of which remain constant for the duration of plausible experimental measurements. This representation gives useful results for field potential analysis, but does not imply any statement about specific anatomical channels for extracellular current and does not preclude a more complex representation of extracellular space when adequate data are available.
From the point of view of the extracellular medium, current can be envisaged as disappearing at certain points (flows in through a membrane) and appearing at other points (flows out through a membrane) [17] . To a good approximation it has been shown that, in the case where neuronal elements may be represented as core conductor cables (i.e., where the length is much greater than the diameter), the transmembrane current flow depends only on the intracellular parameters [18] , [19] . Consequently, it is realistic to regard the neuronal membranes as providing a system of sinks and sources of current with respect to the extracellular medium. In the cerebellum, for example, the neuronal elements are densely packed [ Fig. l(a) and (c)] and consequently when the ensemble is simultaneously activated, the sources and sinks of current are numerous and dense and may be regarded as being continuously distributed within the finite volume defined by the ensemble of active cells. This will now be discussed in more detail.
Consider a closed surface S, within the neuronal tissue, containing a volume V [ Fig. 1(d) ]. Let the volume contain m core conductors each having a surface Mi within S, and let these cores intersect the surface at n disks Nj (assume no cores lie wholly within S, but that some may terminate there; then 2m > n > m). Let the surface S, less the disks Nj, be S', i.e., S'= S -Lln I Nj. Let the current flowing out across the surface S' be denoted by the vector J and the current flowing out across Mi be Jm (the transmembrane current is defined here to be outward with respect to the inside of the core conductor). 
V~~~~i=li
Define a volume source current density Im in V equal to the "smoothed out" transmembrane current flux such that (3) f Imd3x = Jm ds.
V~~~i=i Mi
Then, since V is arbitrary, using (2) and (3), v -P=Im.
However, on the boundary of S, P = J, so that, external to V, the field due to the current emanating from V will be identical for the vector fields P and J. Inside V, the smoothing process (3) The presence of a natural system of Cartesian axes implies that a will only have three principal components aii (i. = x, y, and z). In the case of more complex tissues, a will be a symmetric tensor [24] ; thus there is always a rotation of the coordinate system to the principal axes, which reduces the tensor to its three main components [25] . It is assumed that the components of the tensor are constant; then, designating the components by ox, ay, and ao, (5) becomes OIX aX2 a2 +aa = -Im (x,y, z). (6) The conductivity coefficients may be eliminated by a coordinate transformation defined by t = x/V , n =y/lV , z =zl/V whence V20 -I(tN¢ in the t space, where Q, This is Poisson's equation [25] , [26] for the potential due to a continuous source distribution.
Poisson's equation may be reduced to an integral by the use of Green's theorem [26] . Assume that the extracellular medium is -very large so that the surface integral, implicit in Green's theorem, is neglibly small, and let the population of active cells be confined to a rectangular volume defined by a > Simplification ofIntegral for a Simultaneously Activated
Population of Oriented Neuronal Elements The triple integral (7) may be reduced to a single integral by making use of anatomical symmetry. Fig. l(a) and (e) illustrates the anatomical basis for this in a typical cerebellar experiment. A beam of parallel fibers is excited by direct electrical stimulation and the wave of excitation activates the superficial dendritic synapses of a population of Purkinje cells. The activity of the parallel fibers may be ignored here, but the behavior of the Purkinje cells, which form a population of oriented core conductors, is of importance in the study of cerebellar function. It will be assumed that the parallel fibers are parallel to the Cartesian x axis and the dendritic trees of the Purkinje cells lie parallel to the y-z plane, with the main soma-dendritic axis parallel to the vertical z axis. The form of stimulation described above synchronizes activation of the superficial Purkinje cell dendritic synapses, creating an inward synaptic current at that level together with an outward transmembrane current at lower regions, govemed by the passive membrane properties of the cell; in some species there may also be active processes [3] , [6] , [27] . Within the excited neuronal population the current entering or leaving the extracellular medium is a function of only a single spatial coordinate z, since the current is determined by intracellular cable properties and not by extracellular conditions. Hence,
I(t) =M
Then integral (7) Case 1) will be considered in detail; the other results may be derived by similar methods. Let F A= dp
Hence, splitting the range of integration, as described above, and settingA2 = IA2 I, F=ln(A + A +q2 +r2)+In(A2 + A +q2 +r2) -ln(q2 +r2). Equations (8)- (10) are explicit functions of r = z' -z /-and implicit functions of x' and y' through their dependence on Ai and Bj; thus from (7), the potentials within an infinite medium may be expressed in the x space in the form (c 
and H(r) is one of the expressions (8)- (10) . This is a weighted integral of the volume source current density, where G is the weighting function that describes the "importance" which the recording electrode assigns to sources and sinks of current in its vicinity. Since G is a function of z' -z, (I1) may also be regarded as a convolution integral.
THE NATURE OF THE WEIGHTING FUNCTION AND ITS RELATIONSHIP TO FIELD POTENTIALS The weighting function incorporates information about the anisotropy of the extracellular medium and the size and shape of the neuronal population. In evaluating the weighting function it is convenient to introduce spatial variables X, Y, and Z in terms of the length constant (see Appendix I) of the neuronal elements, i.e., X = x/X, Y = y/X, and Z = z/X. It has been shown [6] that in the cerebellum, the depth of the Purkinje cell dendrites is about 2 X and a typical population of excited neurons is roughly 1 X in diameter. Consequently, the weighting function will be evaluated for i Z' -Z < 2 and a typical neuronal population will be taken as having a square cross section in the X-Y plane defined by a = b = 0.5, except when the size is specifically varied.
The weighting functions corresponding to four locations along the X axis from X' = 0 to X' = 2 are shown in Fig. 2 . The observation point corresponds to the peak of the function.
The upper row of figures shows the weighting function for an isotropic medium. At the center of the population the function peaks sharply, while at the edge there is less rapid fall off of the curve. The magnitude of the peak of the func- Horizontally, the four sets of functions correspond to (11) weighting functions, parallel to the Z axis, with origins 0 X, 0. Fig. 2 ), the weighting function becomes more localized with respect to the isotropic case.
A 16-fold increase in the ay component leaves the central weighting function the same as in the last case, but away from the center the function becomes less localized.
Two effects are apparent. Firstly, all weighting functions are most sharply localized along the axis of symmetry of the neuronal population and then flatten out with increasing laterality. Secondly, anisotropy can modify the shape of the weighting function, particularly anisotropy in the direction of the axis of symmetry of the population, i.e., in the a, component.
When the cross section of the population is ten times smaller (Fig. 3 , A = 0.05) than normal (A = 0.5), the weighting function is more sharply localized, while for a tenfold increase in size (A = 5.0) the curve falls off much less rapidly. When the is chosen here and the neuronal element represented as a uniform, unbranched, vertically oriented core conductor terminated by a sealed end and extending infinitely in the other direction. An ensemble of such core conductors approximates a population of Purkinje cell dendrites in the cerebellum [6] .
The flow of transmembrane current may be initiated by the activation of the peripheral synapses of the Purkinje cells following a synchronized volley of action potentials in the superficial parallel fibers [ Fig. 1(a) ] . The formulas and parameters used are detailed in Appendix I. Using (13), the transmembrane potentials of a core conductor were calculated at a sequence of locations from the sealed end, and are shown in Fig. 4(a) . The waveforms are characteristic of electrotonic potentials in a leaky cable, following an inward current at the point Z = 0. The potentials are positive-going monophasic and decrement rapidly with an increase in the latency of the peak. with depth. The transmembrane current densities associated with the above potentials [(12) and (14) ] are shown in Fig. 4(b) . The inward (synaptic) current (i2) is shown superimposed on the outward current at the point Z = 0. Note that the inward current is total inward current, while outward current is current density per unit length in this figure. The transmembrane currents have sharper waveforms than the potentials, corresponding to the fact that they are the second spatial derivative of the transmembrane potential. The current is outward across the membrane at all points except the synapse; thus there is a current sink at the synapse with respect to the extracellular mediumn and a distributed source elsewhere. Fig. 4(c) shows the field potentials computed from (12) and (14) and the weighting function given by (8) and (11) for observation points along the central axis of a square population of vertically oriented core conductors. The main features of these waveforms are 1) the superficial negativity; 2) the reversal of the negative wave to a positive one with depth; 3) the earliest part of the negative wave reverses first; and 4) the peak positivity attains a distinct maximum, as a function of depth. All these features resemble those found in experimentally induced field potentials following local stimulation of the cerebellum [2] , [4] , [6] . On the other hand, it is clear that the field potentials are dissimilar in waveshape from both the transmembrane potential and the current density. Fig. 5 . The neuronal population was assumed to be a column (1.0-X square cross section) and the extracellular medium was assumed isotropic. These results show that the superficial negativity wanes with distance from the center, while the positivity is accentuated. The overall magnitude of the field potentials drops rapidly outside the neuronal ensemble.
The modifications of the field potentials due to anisotropy can be illustrated by varying the a, and a_ conductivity components. Fig. 6 shows the field potentials resulting from independent 16- where Im(Z) is the volume source current density term and G is a weighting function containing structural information about the neuronal tissue. In practice, G takes account of anisotropy in the conductivity and size and shape of the neuronal ensemble. G is a function of the distance between observation point Z' and source point Z, with a maximum value when this distance is zero. This implies that the weighting function is a measure of the "importance" that a microelectrode attaches to the current density at varying distances from its tip (Fig. 7) . The shape of the weighting function thus determines the relative contribution of sources and sinks of current at different distances from the tip.
In one experimental study [13] , the three components of the conductivity tensor were measured for the frog cerebellum. The experimental values (ax = 0.014 mhos/cm, ay = 0.002 mhos/cm, and a, = 0.005 mhos/cm) have been inserted in (8) , and the resulting weighting function together with the isotropic function are shown in Fig. 8(a) . It is seen that for the above data, anisotropic and isotropic weighting functions are virtually indistinguishable in shape; thus the field potentials would be almost the same. This result is for observation points along the axis of symmetry; off this axis computation shows that the similarity of the anisotropic and isotropic cases is less marked, but still close enough to make it difficult to distinguish between the two sets of resulting field potentials. Thus in this case at least, the assumption of isotropicity, left; this cell is one member of a bounded neuronal ensemble, which receives synchronous synaptic input near superficial dendritic tips. This input causes transmembrane currents, which flow through the extracellular anisotropic resistive medium producing the field potentials. The potential is recorded by an electrode at the recording point. The geometry of the neuronal population and anisotropy of the medium determine the "weight" which electrode attaches to current sources and sinks at different distances from the tip (weighting function). Integrated product of weighting function and transmembrane current gives the field potential. Current and potential profiles are calculated for time 1.0 T. The weighting function, current density, and field potential are in arbitrary units. although false, would lead to the computation of quite accurate field potentials. The present paper has derived the weighting function for recording positions both on and off the axis of symmetry of a population of cells of arbitrary rectangular cross section embedded within an anisotropic medium. An earlier publication [6] derived the weighting function for recording positions on the axis of a population of neuronal elements having a cylindrical cross section of radius B, embedded in an isotropic medium of conductance a. The expression in the latter case was
The cylindrical weighting function is compared with that derived in the present paper for the axis of a square population in Fig. 8(b) . The peak magnitude of the cylinder function is simply 0.5 B/u, while from (8) Thus from Fig. 8(b) and a comparison of peak values, it is seen that the cylinder and square functions are very similar. This demonstrates that the exact shape of the population cross section is not very significant, for a typical neuronal ensemble, in determining the weighting function. This result, together with the data shown in Fig. 8(a) , also shows that the simple model consisting of a cylindrical population in an isotropic medium is an adequate approximation for many cerebellar problems.
Several previous theoretical analyses [161, [18] , [29] , [30] have dealt with the extracellular potential arising from a single cell or cable model in a volume conductor. The case of an extended bounded ensemble of neuronal elements considered here has not received so much attention. Previous theoretical explorations of the latter problem [8] - [12] have been reviewed and are discussed elsewhere [6] .
The effects of conductive anisotropy on field potentials are usually ignored, in part because of the difficulty of measuring three conductivity components in a small region of the brain and in part because of a lack of a simple method of appreciating the effects of anisotropy. The weighting function concept put forward here provides a relatively easy method of displaying the possible influence of anisotropy and may encourage more extensive experimental determination of conductivity components. The present paper demonstrates that anisotropy can have a substantial effect on field potentials; the effect of dissimilar components of anisotropy is not intuitively obvious, however, as is evident from the example of frog cerebellar data given above.
The field potentials derived in the present paper show good agreement in their general features with those recorded experimentally [2] , [4] - [6] , [22] , [23] . They also throw light on some points of practical significance. First it is clear that for an ensemble of neurons, synaptically activated in their superficial dendrites, the ratio of the ensuing superficial negative and deeper positive field potentials is significantly affected by the geometry of the neuronal ensemble and the anisotropy of the medium. Thus variation in this ratio is a rather complicated function of change in synaptic activation. A second point is that the deep positivity will increase relative to the superficial negativity as the observation point becomes more lateral with respect to the axis of symmetry of the neuronal ensemble (Fig. 5) . A third point is that, despite the relative increase of the deep positivity, a superficial negativity can still be recorded outside the ensemble of synaptically activated cells (Fig. 5) . Thus for a single neuron in a volume conductor [29] . All the above effects are reflected in the shape of the weighting function and are a direct consequence of the behavior of an electric current in a three-dimensional resistive medium containing extended current sources and sinks. It is thus important to recognize these effects before trying to make inferences about underlying neuronal mechanisms. It is frequently possible to utilize anatomical information to assess which factors are likely to dominate a given recording situation; in this case, the theory presented here may be useful in interpreting the physiological process occurring within the neuronal elements. Prior use of the theory may also be helpful in designing experiments, in that it can be used to establish whether field potential measurements are likely to yield useful information in a given situation.
APPENDIX I NUMERICAL VALUES
The application of core conductor theory to Purkinje cell dendrites and the solution of the cable equations is detailed in [6] . This Appendix lists the formulas derived in [6] and describes the numerical values used in the present calculations.
The dendrites of a Purkinje cell are represented by a population of one-dimensional cylindrical core conductors having the form and electrical analog depicted in Fig. 9 . It is customary to introduce the time constant T = CmRm and the length constant X = VRm/(Ri + Re), where Cm is the membrane capacity per unit length of core conductor, Rm is the membrane resistance across a unit length of core conductor membrane, Ri is the internal resistance per unit length of the core conductor, and Re is the external resistance per unit length of the region of extracellular space per unit core conductor. Then time and distance may be expressed in dimensionless units: T = t/r and Z = z/X. The synaptic input current may be approximated by the expression Iin (T) = -e eT eK24T (12) where e is a constant having the dimension of current and K is a factor, measured in units of X, which determines the shape of the synaptic input function. If this synaptic input is then
The transmembrane current per unit volume may then be written as [6] Im The field potential will then be given by (11) for each instant of time.
In order to assign numerical values to the results, the various parameter values must be inserted. The values chosen for the parameters used in the calculations were rm = 6750 2 * cm2; cm = 1.0 ,F/cm2; ri = 500 Q cm; re = 250 Q cm; p = I ,m; and p' = S gim. The value of re is not critical for the calculation of intracellular parameters, so that an isotropic value suffices. For the purpose of intracellular core conductor calculations it is assumed that a cylinder of extracellular medium, of radius p', is associated with each core conductor and Rm, Ri, Re, and Cm are derived from cylinder geometry (Appendix II).
The above values result in a time constant r = 6.75 ms, a length constant X = 260 ,im, and a packing factor v = 106 core conductors/cm2. The remaining parameters were chosen to be e = 0.05 nA; K = 1.6 X, and, in most calculators, A = 0, a = b = 0.5 X, and a, = ay = a, = 0.004 mhos/cm. These values give the potential and current magnitudes illustrated in Figs. 4-6 . The values of the chosen parameters and resulting magnitudes of dependent variables are of a similar order of magnitude to those found experimentally in more accessible neurobiological preparations [31] - [33] . Since, however, none of the crucial parameters have been measured for Purkinje cells, the values used in the computations must not be assumed accurate; they merely demonstrate the consistency of the theoretical equations.
It should be noted that the cable model used here is a very simplified model of a dendritic tree, and branching and tapering are probably not adequately represented [6] , [29] . Since, however, the weighted integral smooths out local features of the transmembrane current, the results are not critically dependent on the type of intracellular model used, and the cable model is adequate for the present discussion of extracellular phenomena. Despite the fact that classical silver methods provide visualization of central nervous aborizations, the light microscopic techniques are inherently handicapped in providing certain kinds of detailed morphological information. There is no choice but to resort to the electron microscope. However, sectioning brain tissue for electron microscopy reduces complex geometrical forms to two-dimensional images that are flat and difficult, if not impossible, to spatially identify [1] . Therefore, three-dimensional analysis must be undertaken for many problems in brain ultrastructure [3] , [71- [10] . Unfortunately, to obtain three dimensions in ultrastructure is commonly a tour de force, and therefore not often undertaken by electron microscopists. In general, the following steps are necessary to obtain three-dimensional reconstructions. Thin serial sections are collected on grids, stained, and the structures photographed on film after examination with the electron microscope. Each photomicrograph is then traced on vellum for structural alignment by "best-fit" procedures. Selected sections or the entire collection of serial sections are retraced on a dis-288
