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Abstract
We study the dynamical behavior of a pair of Dp-brane and anti Dp-brane (0 ≤ p ≤ 6)
moving parallel to each other in the region where the brane and anti-brane annihilation
will not occur and the low energy description is valid. Given this, we perform a general
analysis, in the center of mass frame, of the behavior of the effective potential with
respect to the relative brane separation and find that the classical orbits of this system
are in general unbound except for p = 6 case for which classical bound orbits exist. The
non-linearity of the low energy DBI action for D-brane is important for the underlying
dynamics. We solve also the explicit orbits for p = 6 case.
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1
1 Introduction
It is known that two parallel D-branes separated by a distance feels no force between them,
independent of their separation. This is due to the BPS nature or the preservation of certain
number of space-time supersymmetries of this system, and goes by the name “no-force” condi-
tion. This was shown initially for brane supergravity configurations through a probe [1, 2] and
later through the full string level computations as an open string one-loop annulus diagram with
one end of the string located at one D-brane and the other end at the other D-brane making
use of the “usual abstruse identity” [3]. With this, one can easily infer that when one of branes
in the above is replaced by the corresponding anti-brane, there must be a separation-dependent
non-vanishing force to arise since such a system breaks all the space-time supersymmetry. The
corresponding forces can easily be computed given our knowledge of computing forces between
two identical branes.
Analyzing the force behavior on the brane separation indicates the well-known fact that
the brane and anti-brane will start to annihilate each other when the separation is on the
order of string scale[4, 5]. Therefore to prevent this from happening, we should limit the brane
separation to be much larger than the string length ls =
√
α′ with the string parameter α′
related to the tension T by α′ = 1/(2πT ). When this is met, the attractive force between the
brane and the anti-brane can well be approximated by its long-distance form and the brane or
anti brane itself is believed to be described by its low energy Dirac-Born-Infeld (DBI) action. So
we have a well-defined system of D-brane and anti D-brane plus their interaction in the region
where the brane and anti-brane annihilation will not occur and the low energy description is
valid.
The DBI action, describing the low energy behavior of D-brane, is nonlinear and it is
interesting to explore how D-brane behaves under this action. For this purpose, we analyze
the dynamical behavior of a pair of Dp-brane and anti Dp-brane (0 ≤ p ≤ 6) placed parallel
to each other under the conditions mentioned above4. In section 2, we set up the system so we
can perform an analysis in the later sections. In section 3, we give a general analysis based on
the effective potential and find that the classical orbits are in general unbound except for p = 6
case where classical bound orbits exist. We also derive the conditions for which the respective
orbits can exist. In section 4, we solve the explicit orbits for the p = 6 case as an example
and find that they are consistent with our general analysis given in the previous section. We
conclude this paper in section 5.
4A probe approach with similar considerations has been given in [6, 7] where the orbits of a probe anti
p′-brane in a background of a stack of N Dp branes with either p′ = p or p′ 6= p and gsN ≫ 1 have been
considered, respectively. Our focus here is on the classical orbits of a pair of Dp-brane and anti Dp-brane in a
different region of gsN ≪ 1 with N = 1 and a flat background. Even so, many conclusions drawn here such as
the p = 6 case is singled out for the existence of bound orbits are the same as theirs.
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2 Preliminaries
We consider a system consisting of a pair of Dp-brane and anti Dp-brane (0 ≤ p ≤ 6) moving
parallel to each other in the region where the brane and anti-brane annihilation will not occur
and the low energy description for the branes is valid. Given this, even though the brane
tension is now large due to the weak string coupling limit, the spacetime around each brane
still remains as flat so long we don’t probe a distance much smaller than the string scale [5].
Our interest is in the classical relative motion of the two branes under their mutual attractive
long-distance interaction and so we don’t expect to excite the gauge modes on the brane. So
the DBI action for either of the branes is reduced to
SDBI = −Tp
∫
dp+1σ
√
− det γµν , (1)
where the induced metric on the brane is γµν = ∂µX
M∂νX
NηMN with ηMN the spacetime
Minkowski flat metric and the brane tension Tp = 1/[gs(2π)
p α ′
p+1
2 ] with gs the string coupling.
We take now the so-called static gauge, i.e. σµ = Xµ with µ = 0, 1, · · ·p and the underlying
dynamics under consideration says that the coordinates transverse to the brane depend only
on time, i.e., X i = X i(τ) with τ = σ0 = t and i = p + 1, ..., 9. If we denote X˙ i = dX i/dτ , we
have from the above the following
SDBI = −Tp Vp
∫
dτ
√
1− X˙ iX˙ i, (2)
where the brane spatial volume Vp =
∫
dpσ. In the following, for simplicity, we also use the
vector notation ~˙X in replace of its components X˙ i.
At any moment τ , we denote the Dp-brane and the anti Dp-brane locations in the direction
transverse to the branes as ~X1 and ~X2, respectively. With this, the interaction potential between
them at a separation r = | ~X2− ~X1| can be obtained the way described in the Introduction and
is given by
V = −Vp+1
∫ ∞
0
ds
s
(2πs)−
p+1
2 e−
s
4α′ (
r2
2pi2α′−1)
∞∏
n=1
(
1− q2n−1
1− q2n
)8
, (3)
where the p-brane worldvolume Vp+1 = Vp
∫
dτ , q = e−s/4α
′
and the integration variable s is the
proper time in the open string channel. When the separation r approaches the string scale, the
interaction force will be divergent, indicating the occurring of the tachyon condensation [4, 5].
For the interest of this paper, we have r ≫ ls =
√
α′. So the main contribution to the integral
in the above potential comes from small s. Note that [5],
g(s) =
∞∏
n=1
(
1− q2n−1
1− q2n
)8
→ (s/2πα ′)4 as s→ 0, (4)
3
So the long-distance potential is attractive, as expected, and is given as V (r) = −Vp+1 Ωr7−p
with Ω = 2 2(3−p) π
5−3p
2 α ′ 3−p Γ
(
7−p
2
)
. Therefore the complete action for the Dp-D¯p system
(0 ≤ p ≤ 6) in the region of interest is:
S = −Tp Vp
∫
dτ
(√
1− ~˙X1 · ~˙X1 +
√
1− ~˙X2 · ~˙X2
)
+ Vp
∫
dτ
Ω
| ~X2 − ~X1|7−p
, (5)
which looks like a classical two-body mechanical problem with now the non-linear kinetic terms.
To simplify the discussion, as usual for a two-body system, we choose the center of mass
coordinate ~R and the relative coordinate ~r = 2 ~ρ as
~R =
~X1 + ~X2
2
, ~X1 = ~R +
~r
2
= ~R + ~ρ
~r = 2~ρ = ~X1 − ~X2, ~X2 = ~R− ~r
2
= ~R− ~ρ , (6)
where for later convenience, we have also introduced ~ρ which is half of the relative separation
vector ~r. Then the above action, denoting ρ = | ~ρ |, becomes
S = −Tp Vp
∫
dτ
[√
1− ( ~˙R + ~˙ρ ) · ( ~˙R + ~˙ρ ) +
√
1− ( ~˙R− ~˙ρ ) · ( ~˙R− ~˙ρ )
]
+ Vp
∫
dτ
Ω
(2ρ)7−p
. (7)
Note that the generalized momentum corresponding to coordinate ~R is conserved:
~P~R =
∂ L
∂ ~˙R
= Vp Tp

 ~˙R + ~˙ρ√
1− ( ~˙R + ~˙ρ ) · ( ~˙R + ~˙ρ )
+
~˙R− ~˙ρ√
1− ( ~˙R− ~˙ρ ) · ( ~˙R− ~˙ρ )

 ≡ ~c , (8)
where ~c is a constant vector. The equation of motion with respect to ~ρ is
Tp
d
dτ

 ~˙R + ~˙ρ√
1− ( ~˙R + ~˙ρ ) · ( ~˙R + ~˙ρ )
−
~˙R− ~˙ρ√
1− ( ~˙R− ~˙ρ ) · ( ~˙R− ~˙ρ )

 + 2 Λ
ρ9−p
~ρ = 0 (9)
with Λ = 1
27−p
7−p
2
Ω = 2 −(1+p ) π
5−3p
2 α ′ 3−p Γ
(
9−p
2
)
.
In what follows, we focus on the case ~˙R = 0 at a given initial time τi, i.e. in the center
of mass frame, implying ~c = 0 in (8). One can then show from the same equation ~˙R = 0 at
all time. This is entirely consistent with our usual picture that if we are in the center of mass
frame at a given time, we are always so if only mutual interactions are present5.
5If we are not in the center of mass frame, the underlying dynamics seems rather complicated due to the
non-linear DBI action and we try to explore this case elsewhere.
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For ~˙R = 0, all the equations of motion reduce to the following one
Tp
d
dt

 ~˙ρ√
1− ~˙ρ 2

 + Λ
ρ9−p
~ρ = 0. (10)
This can be easily integrated out to give
1√
1− ~˙ρ 2
− λ
ρ7−p
= H , (11)
where H is an integral constant and λ = Λ/[Tp(7 − p)] = gs4π (πα ′ )
7−p
2 Γ
(
7−p
2
) ∼ gs α′ 7−p2 .
The integral constant H is actually the reduced Hamiltonian in the sense defined below: the
Lagrangian from (7) when ~˙R = 0 is
L = −2TpVp
√
1− ~˙ρ2 + Vp
27−p
Ω
ρ7−p
, (12)
and then we have the Hamiltonian
H = ~P~ρ · ~˙ρ − L = 2 Vp Tp

 1√
1− ~˙ρ 2
− λ
ρ7−p

 = 2 Vp Tp H. (13)
There is an additional conserved quantity, the reduced angular momentum J , which can be
obtained in the following way. Noticing the underlying dynamics to be planar in the sense
~˙ρ
2
= ρ˙2 + ρ2θ˙2, then the Lagrangian (12) can be re-expressed as
L = −2TpVp
√
1−
(
ρ˙2 + ρ2θ˙2
)
+
Vp
27−p
Ω
ρ7−p
, (14)
which implies the conserved angular momentum as
J =
∂L
∂θ˙
= 2 Vp Tp
ρ2 θ˙√
1− (ρ˙2 + ρ2 θ˙2)
≡ 2 Vp Tp J , (15)
with the reduced conserved angular momentum as
J =
ρ2 θ˙√
1− (ρ˙2 + ρ2 θ˙2)
. (16)
With this, we can further express the reduced Hamiltonian
H =
√
1 + J
2
ρ2√
1− ρ˙2 −
λ
ρ7−p
, (17)
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and the corresponding effective potential is
Veff =
√
1 +
J2
ρ2
− λ
ρ7−p
, (18)
which is our basis for analyzing the dynamical behavior of the system under consideration in
the following section. To solve an orbit explicitly for allowed H and J , we need the following
equation
dρ
dθ
= ±ρ
2
J
√(
H +
λ
ρ7−p
)2
−
(
1 +
J2
ρ2
)
, (19)
where the ± correlate to the signs of ρ˙ if we assume J > 0. The explicit analytical orbits can
be found only for p = 6 case and they will be given in section 4. As we will see, their behaviors
are completely consistent with those obtained in section 3 based on the effective potential (18).
3 The general dynamical behavior
Given the preparation of the previous section, we are now ready to analyze the dynamical
behavior of the system under consideration in the region of interest mentioned earlier. Our
starting point is the effective potential (18),
Veff(ρ) =
√
1 +
J2
ρ2
− λ
ρ7−p
. (20)
To avoid the brane annihilation from happening, we need to have ρ≫ ls =
√
α′ = (apλ)
1/(7−p)
where we have used the expression for λ given earlier and ap = 4/[gs π
5−p
2 Γ(7−p
2
)] ≫ 1 with
gs ≪ 1 the weak string coupling limit. So the second term in the effective potential appears to
be small but as we will see it still has important dynamical effect in the region of interest.
To have some idea on the effective potential behavior6, let us first ignore the constraint
on the allowed range for ρ. It is easy to examine that Veff → 1 as ρ → ∞ for all p under
consideration while Veff → −∞ as ρ → 0 for p < 6. For p = 6, Veff → −∞ if J < λ and
Veff → ∞ for J > λ as ρ → 0. As will be seen, only J > λ will be relevant to our interest
for this case. So the above behavior of the potential seems to indicate that for p < 6, its
extremum if exists at all should be a maximum, therefore only unbound orbits exist in the
region of interest, while for p = 6, the extremum should be a local minimum, therefore both
bound and unbound orbits exist, depending on the initial energy.
6The non-linearity has an important consequence in the case of p = 5 for which the effective potential
develops a maximum when J2 > 2λ while there is no extremum if it is ignored. For the rest of cases, this effect
doesn’t change the characteristic behavior of the potential whether it is considered or not.
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Let us now take a close look at this. The extremum of the potential can be determined
from the vanishing of its first derivative with respective to ρ, i.e.,
V ′eff ≡
dVeff
dρ
= −J
2
ρ3

 1√
1 + J
2
ρ2
− 7− p
J2
λ
ρ5−p

 = 0. (21)
The trivial extremum occurs at ρ = ∞ where the second derivative of the potential vanishes,
and our interest is at the finite one satisfying
J2√
1 + J
2
ρ2
= (7− p) λ
ρ5−p
. (22)
Assume that the extremum satisfying the above equation occurs at ρ = ρ0, let us determine
whether the extremum is a local maximum or a local minimum through the sign of the following
second derivative of the potential at ρ = ρ0:
V ′′eff ≡
d2Veff
dρ2
∣∣∣∣
ρ=ρ0
= −J
2
ρ30

 J
2
ρ3
0(
1 + J
2
ρ2
0
)3/2 + (7− p)(5− p)J2 λρ6−p0

 . (23)
It is obvious that for p < 6, the second derivative is always less than zero at ρ0, therefore the
extremum is a maximum. For p = 6, the extremum exists at a non-zero finite ρ0 only if
7 J > λ
and we can now solve (22) to give
ρ0 = J
√(
J
λ
)2
− 1. (24)
With this, it is easy to check that the second derivative is actually positive, therefore giving
the extremum a minimum. So our analysis here is completely consistent with our expectation
from the asymptotical behavior of the potential given above. The characteristic behaviors of
the potential for p < 6 and p = 6 are given in Fig. 1, respectively.
Given the above behavior of the potential, we come to analyze the dynamics of the brane/anti-
brane system under consideration in the region of interest case by case. Let us begin with p = 6.
i) For p = 6, the extremum occurs at ρ0 as given in (24) when J > λ and the extremum is
a minimum. The properties of bound and unbound orbits are shown in Fig. 2.
In order to have a bound state, the reduced Hamiltonian should satisfy Veff(ρ0) ≤ H < 1.
To avoid the brane annihilation, we need the minimal separation (denoted as ρbmin) to satisfy
ρbmin ≫ ls = a6λ with a6 = 4/gs ≫ 1. This gives ρ0 ≥ ρbmin ≫ ls = a6λ which from (24) implies
J ≫ λ
√
a6 +
1
2
≈ λ√a6
(
1 +
1
4a6
)
. (25)
7We actually need J ≫ λ to avoid the annihilation. For J ≤ λ, the potential has no extremum at a finite ρ0
and falls either to zero or to −∞ at small ρ, therefore the brane and anti-brane will inevitably annihilate each
other.
7
PSfrag replacements Veff(ρ)Veff(ρ)
ρ ρ
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(0 ≤ p < 6) (p = 6)
Figure 1: The respective characteristic behavior of the potential for 0 ≤ p < 6 (left) and for
p = 6 when J > λ (right).
Note that for a bound state ( ρ˙bmin = 0)
H = Veff(ρ
b
min) =
√
1 +
(
J
ρbmin
)2
− λ
ρbmin
< 1, (26)
which implies ρbmin >
J2−λ2
2λ
. So we should have now ρbmin >
J2−λ2
2λ
≫ a6λ. This gives
J ≫ λ
√
2
(
a6 +
1
2
)
≈ λ√2a6
(
1 +
1
4a6
)
, (27)
which is a bit stronger than the condition (25) as anticipated. Using (24), we have the minimal
value of the effective potential as
Veff(ρ0) =
√
1−
(
λ
J
)2
≈ 1− 1
2
(
λ
J
)2
, (28)
which is very close to unit. So this gives the allowed range for the reduced Hamiltonian for
bound orbits as √
1−
(
λ
J
)2
≤ H < 1. (29)
So (27) and (29) are the conditions for having bound orbits and avoiding the brane annihilation.
We now come to the unbound orbits. Obviously we need to have H ≥ 1 and this gives
H = Veff(ρ
a
min) =
√
1 +
(
J
ρamin
)2
− λ
ρamin
≥ 1, (30)
8
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Veff(ρ0)
Veff(ρ0)
ρmin
ρbmin
ρamin
(p = 5) (p = 6)
Figure 2: The properties of unbound orbits for p = 5 when J2 > 2λ (left) and those of bound
and unbound orbits for p = 6 when J ≫ λ (right). For p = 6, ρbmin is the minimal separation
for the bound orbit and ρamin is the correspondence for the unbound orbit.
where ρ˙amin = 0 with ρ
a
min the present minimal brane separation. The above in turn implies
ρamin =
J2 − λ2
λH +
√
J2(H2 − 1) + λ2 ≤
J2 − λ2
2λ
. (31)
To avoid the brane annihilation, we need also ρamin ≫ ls = a6λ. This, along with (31), first
implies once again (27) between J and λ and then gives a constraint on H , when combined
with H ≥ 1, as
1 ≤ H ≪
√
1 +
J2
λ2a26
− 1
a6
. (32)
So the conditions for having unbound orbits and for avoiding the brane annihilation are (27)
and (32) for the present case.
ii) For p = 5, the potential has a possible maximum. Eq.(21) implies that the maximum
exists if J2 > 2λ and if so it occurs at
ρ0 =
2λ
J√
1− ( 2λ
J2
)2 . (33)
The orbits are all unbound and to avoid the brane annihilation, we need to have (a5λ)
1/2 ≪
ρ0 < ρmin with a5 = 4/gs ≫ 1. This gives rise to, using the expression for ρ0 from (33),
2
a5
≫ J
2
2λ
[
1−
(
2λ
J2
)2]
. (34)
Given J2 > 2λ and a5 ≫ 1, the above implies that J2/(2λ) is very close to unit and if we set
J2
2λ
= 1 + ǫ, (35)
9
then the very small ǫ satisfies, to leading order,
0 < ǫ≪ 1
a5
. (36)
In addition, we need to have
Veff(ρ0) > H ≥ 1, (37)
with now
Veff(ρ0) =
1
2
(
J2
2λ
+
2λ
J2
)
. (38)
So the conditions for having unbound orbits and no occurrence of annihilation for the present
case are (35), (36) and (37). The characteristic features of unbound orbits are given in Fig. 2.
iii) For p = 4, the potential has a maximum. We have from (22) the maximum occurring at
ρ20 =
2J2√
1 + 4
(
J3
3λ
)2 − 1 . (39)
The characteristic features of the potential and the unbound orbits are similar to those for
p = 5 as shown in Fig. 2. We have now
Veff(ρ0) =
21/2
[
1 +
√
1 + 4
(
J3
3λ
)2
+ 4
3
(
J3
3λ
)2]
(
1 +
√
1 + 4
(
J3
3λ
)2)3/2 . (40)
To have the unbound orbits and to avoid the brane annihilation, we need both
Veff(ρ0) > H ≥ 1 (41)
with Veff(ρ0) as given above, and the minimal brane separation satisfying ρmin > ρ0 ≫ ls =
(a4λ)
1/3 with a4 = 8/(gsπ) ≫ 1. This last constraint, combining with the expression for ρ0
given in (39), gives
6
√
2
J3
3λ
≫ a4


√
1 + 4
(
J3
3λ
)2
− 1


3/2
, (42)
which implies J3/(3λ)≪ 1. To leading order, we have
J3
λ
≪ 3
√
3
a4
≪ 1, (43)
and the maximum of the potential from (40) can now be approximated as Veff(ρ0) ≈ 1+ 16
(
J3
3λ
)2
.
So the conditions in this case for having unbound orbits and for avoiding the brane annihilation
are (41) and (43).
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iv) For 0 ≤ p ≤ 3, the situation is similar to p = 4 case and to the (J2 > 2λ) p = 5 case. In
other words, the potential has a maximum. The characteristic features of the potential and the
unbound orbits are similar to those given in Fig. 2. However, the ρ0 for which the potential
takes maximum cannot for now be solved exactly. As will be seen, in the region of interest,
it can still be solved approximately. As usual, to have unbound orbits and to avoid the brane
annihilation, we need both Veff(ρ0) > H ≥ 1 and ρmin > ρ0 ≫ ls = (apλ)1/(7−p) with ap given
earlier. Here ρmin is once again the minimal brane separation for a given unbound orbit at
which ρ˙min = 0 and H = Veff(ρmin). The last constraint can be re-expressed as
λ
ρ7−p0
≪ 1
ap
≪ 1, (44)
and the equation (22) for determining ρ0 can also be re-expressed as
J2
ρ2
0√
1 + J
2
ρ2
0
= (7− p) λ
ρ7−p0
≪ 1, (45)
where we have used the condition (44). This must imply J
ρ0
≪ 1 and therefore to leading
order we have from (45) ρ0 ≈ J
[
(7− p) λ
J7−p
] 1
5−p . Combining this with the constraint ρ0 ≫
(apλ)
1/(7−p), we have
J
λ
1
7−p
≪
√
7− p
a
5−p
7−p
p
≪ 1. (46)
The maximal value of the potential can now be estimated as
Veff(ρ0) ≈ 1 + 5− p
2(7− p) 7−p5−p
(
J7−p
λ
) 2
5−p
> 1. (47)
Note that p = 4 is just a special case here but neither p = 5 nor p = 6. So the conditions for
having unbound orbits and avoiding the brane annihilation are Veff(ρ0) > H ≥ 1 and (46).
In summary, we have analyzed the dynamical behavior of Dp/D¯p system for 0 ≤ p ≤ 6 via
its corresponding effective potential in the region of interest stated earlier. We have determined
the conditions for which the underlying requirements are met in each case. We find that only for
p = 6 case, there exist both bound orbits and unbound orbits and for all other cases considered
only unbound orbits exist. In particular, we find that the dimensionless ratio J/λ1/(7−p) for
p = 6, p = 5 and the rest cases considered is very different. Explicitly, J/λ ≫ 1 for p = 6,
J/λ1/2 is bigger than but very close to
√
2 for p = 5, while J/λ1/(7−p) ≪ 1 for 0 ≤ p ≤ 4. Each of
these indicates that the potential well depth (p = 6) or potential barrier height ( 0 ≤ p ≤ 5) is
very close to its asymptotic value of unit at ρ→∞, and therefore the stability of the respective
classical orbits needs to be addressed. Given our understanding of the potential behavior and
without going into detail, one expects that the classically allowed unbound orbits for 0 ≤ p ≤ 5
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will not be stable quantum mechanically as well as non-perturbatively (for example through
tunneling) and even under classical perturbation, and the brane and anti-brane annihilation
seems to be inevitable. However, for p = 6 case, even though the classical bound orbits and
those unbound orbits with H near by unit can exchange their role under classical perturbation
as well as quantum mechanically, the brane and anti-brane annihilation seems to be remote8.
In other words, we don’t expect to have the brane annihilation in this case in general if the
reduced angular momentum J ≫ λ with λ the stringy parameter.
4 The D6/D¯6 System
It is not easy to solve the orbital equation (19) to give explicit and analytical orbits for a
general p (0 ≤ p ≤ 6). However, this can be done with easy for p = 6. We will solve the orbital
equation (19) directly for p = 6 as an explicit example, analyze the corresponding dynamical
behavior of the orbits and find the relevant constraints which validate the region of interest
under consideration. We will find that these constraints are in complete agreement with what
we found in the previous section based purely on the effective potential. For this, let us begin
with (19) for p = 6 which is
dρ
dθ
= ±ρ
2
J
√(
H +
λ
ρ
)2
−
(
1 +
J2
ρ2
)
, (48)
where the ± correlate to the signs of ρ˙ once we choose J > 0, i.e., θ˙ > 0. The above equation
can be solved to give
ρ =


2A
Q sin[±
√
−A
J
(θ− θ0)]−B
, J > λ
4 J2B
B2(θ− θ0)2− 4J2C , J = λ
4AJ exp[∓
√
A
J
(θ− θ0)]h
J exp[∓
√
A
J
(θ− θ0)]−B
i2
− 4AC
, J < λ
(49)
where λ = gs
√
α′/4 =
√
α′/a6 and
A = λ2 − J2, B = 2λH, C = H2 − 1, Q = 2
√
J2(H2 − 1) + λ2. (50)
The reduced angular momentum and Hamiltonian are given by (16) and (17) for p = 6, respec-
tively. For convenience, we collect them here
J =
ρ2 θ˙√
1− (ρ˙2 + ρ2 θ˙2)
, H =
√
1 + J
2
ρ2√
1− ρ˙2 −
λ
ρ
, (51)
8Our focus here is on the classical orbits and the other issues of stability such as their possible decays at
quantum level discussed in [6] are beyond the scope of the paper. Even so, given what has been considered
there, we expect that the quantum stability can still hold in the present case since in our case gsN ≪ 1.
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with H > 0 in the region of interest.
It is not difficult to examine the solutions (49) that the ρ can be made as small as one wishes
for large enough θ for both J = λ case and J < λ case. This is also true for either sign in the
latter case. Therefore these orbits inevitably lead to the annihilation of brane and anti-brane
and are not in the interest of this paper. For this reason, we will then drop them from further
consideration and focus on the case of J > λ from now on.
So the relevant solution is now
ρ =
−2A
B − Q sin[
√−A
J
(θ − θ0)]
, (52)
where we for certainty take the ‘+’ sign for the J > λ case in (49) and the ‘−’ sign can be
obtained by sending θ − θ0 → −(θ − θ0). Let us analyze the solution in two separate cases.
i) If B > Q, we have then the following constraint for H as√
1− λ
2
J2
≤ H < 1 (53)
where the left side bound is from the non-negative requirement of the quantity in the square-
root of Q in (50) and the right side bound is from B > Q and the fact H > 0. This is exactly
the same constraint as (29) derived in the previous section. It is now obvious from (52) that ρ
has both a maximum and a minimum as
ρmax =
−2A
B − Q , when θ − θ0 =
J√−A
π
2
(54)
ρmin =
−2A
B + Q
, when θ − θ0 = J√−A
3π
2
. (55)
Note that the orbit is a bound one but it will not be closed in general unless J√−A =
m
n
with
m,n integers, i.e., with a rational ratio. With (50) and (53), we have from (55)
ρmin =
J2 − λ2
λH +
√
λ2 − J2(1− H2) >
J2 − λ2
2λ
. (56)
To avoid the brane annihilation, we need the minimal brane separation to satisfy ρmin ≫√
α ′ = a6λ where in the last equality we have used the expression for λ given earlier. This
can be automatically satisfied if we have J
2−λ2
2λ
≫ a6λ, considering the above inequality. The
resulting constraint is just (27) derived in the previous section.
ii) If 0 < B ≤ Q, we have H ≥ 1 from the explicit expressions of B and Q given in (50)
and from the fact H > 0. It is obvious from the solution (52) that the orbit is now unbound.
We have
ρ→∞ , when θ − θ0 = J√−A
(
π − arcsin B
Q
)
(57)
ρmin =
−2A
B + Q
, when θ − θ0 = J√−A
3π
2
. (58)
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To avoid the brane annihilation, we need to have
a6λ≪ ρmin = J
2 − λ2
λH +
√
J2(H2 − 1) + λ2 ≤
J2 − λ2
2λ
, (59)
where we have used the explicit expression for ρmin from (58) and H ≥ 1 for the second
inequality which will give the same constraint between J and λ as (27). The constraint on H
can be determined from the first inequality above and combining with H ≥ 1 we have
1 ≤ H ≪
√
1 +
J2
λ2a26
− 1
a6
. (60)
Once again, we obtain the same constraints on J and H as those derived in the previous section.
5 Conclusion
We study the dynamical behavior of a pair of Dp-brane and anti Dp-brane (0 ≤ p ≤ 6) moving
parallel to each other in the region where the brane and anti-brane annihilation will not occur
and the low energy description is valid. We find that the classical orbits can indeed exist
under conditions specified in the previous sections and are in general unbound except for p = 6
where bound orbits can exist. However, these unbound orbits except for p = 6 case are in
general unstable quantum mechanically as well as non-perturbatively and even under classical
perturbation, and therefore the brane and anti-brane annihilation seems to be inevitable. For
p = 6, we don’t expect that the brane and anti-brane annihilate each other even though
bound orbits and unbound orbits with H nearby unit can exchange their role under classical
perturbation as well as quantum mechanically. The non-linearity of DBI action for D-branes
plays an important role in the case of p = 5 while it has only a quantitative effect for all the
other cases under consideration.
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