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We consider a spike-generating stationary Markov process whose 
transition probabilities are known. We show that there is a canonical 
potential whose Gibbs distribution, obtained from the Maximum 
Entropy Principle (MaxEnt), is the equilibrium distribution of this 
process. We provide a method to compute explicitly and exactly this 
potential as a linear combination of spatio-temporal interactions. 
The method is based on the Hammersley Cliﬀord decomposition and 
on periodic orbits sampling. An explicit correspondence between the 
parameters of MaxEnt model and the parameters of Markovian 
models like the Generalized-Linear Model can be established. We 
also provide numerical results.
Maxent is a method for ﬁnding the probability distribution that is 
consistent with known constraints expressed in terms of averages of 
patterns, but is otherwise as unbiased as possible.
(i) It assumes stationarity in the data; 
(ii) The choice of constraints is ad-hoc; 
(iii) The interpretation of the coeﬃcients shaping the Gibbs 
distribution (Lagrange multipliers) is controversial.
Our results allow to establish a link between synaptic connectivity, 
stimulus and eﬀective connectivity. Our method works as well for 
ﬁnite size rasters, where transition probabilities can be estimated 
from empirical averages. Our method opens up new possibilities 
which allow a better understanding of the role of diﬀerent neural
In order to relate spike trains to the neural tissue properties and 
stimulus that generate these spiking activity, dynamical neural 
networks modeling is neccesary.
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