Abstract. The description of a signal by means of a local frequency spectrum resembles such things as the score in music, the phase space in mechanics, and the ray concept in geometrical optics. Two types of local frequency spectra are presented: the Wigner distribution function and the sliding -window spectrum, the latter having the form of a crossambiguity function. The Wigner distribution function in particular can provide a link between Fourier optics and geometrical optics; many properties of the Wigner distribution function, and the way in which it propagates through linear systems, can be interpreted in geometric -optical terms.
INTRODUCTION
It is sometimes convenient to describe a space signal 0(x) not in the space domain, but in the frequency domain by means of its frequency spectrum, i.e., the Fourier transform CP(u) of the function 0(x), which is defined by 0(u) = f 0(x)exp[-iux]dx .
(A bar on top of a symbol will mean throughout that we are dealing with a function in the frequency domain. Unless otherwise stated, all integrations and summations extend from -oo to + o0.) The frequency spectrum shows us the global distribution of the energy of the signal as a function of frequency. However, one is often more interested in the local distribution of the energy as a function of frequency. Geometrical optics, for instance, is usually treated in terms of rays, and the signal is described by giving the directions (i.e., frequencies) of the rays that should be present at a certain point. Hence , we look for a description of the signal that might be called the local frequency spectrum of the signal.
The need for a local frequency spectrum arises in other disciplines, too. It arises in music, for instance, where a signal is usually described neither by a time function nor by the Fourier transform of that function but by its musical score. It arises also in mechanics, where the position and the momentum of a particle are given simultaneously, leading to a description of mechanical phenomena in a phase space.
In this 'paper we present two candidates for the local frequency spectrum of a signal: the Wigner distribution function and the sliding-window spectrum. In Sect. 2 we introduce these two candidates and relate them to other signal representations that are well known from the literature. In addition, Sect. 2 acts as a summary of the entire paper; the subjects that are treated there will be studied more thoroughly and in more detail in the remainder of the paper.
Since two rather different types of local frequency spectra are introduced, the remainder of the paper consists of two distinct parts, each part devoted to one particular type of local frequency spectrum. Thus, Sect. 3 deals with the Wigner distribution function, whereas in Sect. 4 we consider the sliding-window spectrum and Gabor's signal expansion, which is strongly related to the slidingwindow spectrum.
TWO CANDIDATES FOR A LOCAL FREQUENCY SPECTRUM: WIGNER DISTRIBUTION FUNCTION
AND THE SLIDING -WINDOW SPECTRUM 2.1. Definition of Wigner distribution function and sliding -window spectrum The Wigner distribution function1-7 F(x,u) of the signal ¢(x), which is a function that may act as a local frequency spectrum, is defined by F(x,u) = f q5(x+1/2x')0*(x-1/2x')exp[-iux']dx' , (2.1 -1) where the asterisk denotes complex conjugation. A distribution function according to definition (2.1 -1) was first introduced by Wigner in mechanics] and provides a description of mechanical phenomena in a phase space. Properties of the Wigner distribution function will be studied in Sect. 3; we only mention here that it is a real function, and that the signal can be reconstructed from it up to
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The sliding-window spectrum f(x,u), which is very similar to the short -time Fourier transform known in speech processing,8'9 is a second function that may be considered as a local frequency spectrum. It is defined as the cross -ambiguity function (see, for instance, Ref. 7 and the references cited there), f(x,u) = J q5(E)g*(E-x)exp[-iuEldE , (2.1-2) of the signal 0(x) and a function g(x), where g(x) is a window function that can be chosen rather arbitrarily. Properties of the slidingwindow spectrum will be studied in Sect. 4 ; we only mention here that the signal can be reconstructed from it completely.
A local frequency spectrum -Wigner distribution function, sliding -window spectrum, or any other kind of local frequency spectrum-describes the signal in space x and frequency u, simultaneously. It is thus a function of two variables, derived, however, from a function of one variable. Therefore, it must satisfy certain restrictions, or, to put it another way: not every function of two variables is a local frequency spectrum. The necessary and sufficient conditions that a function of two variables must satisfy in order to be a Wigner distribution function, or a sliding -window spectrum, will be discussed in Sects. 3 and 4. When we compare the Wigner distribution function and the sliding -window spectrum, we notice that, whereas the former depends quadratically upon the signal, the latter shows a linear dependence. The advantage of a linear dependence is evident: the sliding -window spectrum of a linear combination of signals is simply the linear combination of the respective sliding-window spectra.
However, a quadratic dependence can be advantageous, too. Indeed, the quadratic behaviour of the Wigner distribution function enables us to extend the theory to stochastic signals, without increasing the dimensionality of the formulas.
Suppose that we are dealing with a stochastic signal that can be described by its correlation function'° S(x1,x2), defined as the The Wigner distribution function of such a stochastic signal can then be defined by4
F(x,u) = f S(x +1 x',x-'hx')exp[-iux']dx' . (2.1 -4) This definition is equivalent to the original definition (Eq. (2.1 -1)) for a deterministic signal, but with the product 00* replaced by the correlation function. We remark that this definition is similar to the definitions of Walther's generalized radiancelI-13 and Sudarshan's Wolf tensor.14 Such an extension of the theory applied to optical signals, for instance, allows us to describe partially coherent light by means of a Wigner distribution function as we11.4,15
Relatives of the Wigner distribution function
The Wigner distribution function is a representative of a rather broad class of space-frequency functions16 that are related to each other by linear transformations. Some well -known space-frequency signal representations -like Woodward's ambiguity function, 7,1°, 17,18Rihaczek's complex energy density function,'9 and Mark's physical spectrum20-belong to this class. Woodward's ambiguity function A(x' ,u' ), which is defined by A(x',u') = f 4)(x+1/2x')0*(x-1/2x')exp[-iu'x]dx, (2.2-1) is related to the Wigner distribution function through a double Rihaczek's complex energy density function C(x,u), which is defined by C(x,u) = 0(x)T0*(u)exp[-iux] , (2.2-3) is related to the Wigner distribution function through the convolution C(x,u) = 1 f J 2exp[-2i(u-uo)(x-x0)]F(xo,u0)dxoduo . (2.2-4) 2r
The real part R(x,u) of the complex energy density function is related to the Wigner distribution function via the convolution R(x,u) = 1 J J 2 cos[2(u-u0)(x-x0)]F(xo,uo)dxoduo , (2.2-5) 2r
where the realness of the Wigner distribution function has been used. Mark's physical spectrum is, in fact, the squared modulus of the sliding-window spectrum and is related to the Wigner distribution function via the relation f(x,u) 2= 1 f f Fg(xo-x,uo-u)F(xo,uo)dxoduo, 2r (2.2 -6) in which Fg(x,u) represents the Wigner distribution function of the window function g(x). In following sections we confine our attention to the Wigner distribution function only. With the help of Gabor's signal expansion, we can express the signal q5(x) as a superposition of properly shifted and modulated versions of an elementary signal g(x), say, yielding (2.3-1) mn where the space shift X and the frequency shift U satisfy the relation UX =2r.
In general the discrete set of shifted and modulated elementary signals g(x-mX)exp[inUx] may not be orthogonal, which implies that Gabor's expansion coefficients amn cannot be determined in the usual way. It is possible, however, to find a function 'y(x), say, that is bi-orthonormal to the set of elementary signals in the sense J g(x)ry*(x-mX)exp[-inUx]dx = SmSn , (2.3-2) where Sm is the Kronecker delta (So = 1, Sm = 0 for m * 0). A way to derive this function y(x) is presented in Sect. 4. With the help of this bi-orthonormal function, the expansion coefficients follow readily via amn = J (ß(X)y*(x-mX)exp[-inUx]dx . (2.3-3) The relationship between Gabor's signal expansion and the slidingwindow spectrum becomes apparent by noting that the right -hand side of Eq. (2.3 -3) can be interpreted as a sliding-window spectrum with window function y(x).
Gabor's signal expansion is related to the degrees of freedom of a signal: each expansion coefficient amn represents one complex degree of freedom. If a signal is, roughly speaking, limited to the space interval x < 1/2a and to the frequency interval kid < 1/2b, the number of complex degrees of freedom equals the number of a constant phase factor. The sliding-window spectrum f(x,u), which is very similar to the short-time Fourier transform known in speech processing, 8'9 is a second function that may be considered as a local frequency spectrum. It is defined as the cross-ambiguity function (see, for instance, Ref. 7 and the references cited there),
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Suppose that we are dealing with a stochastic signal that can be described by its correlation function 10 S^x^, defined as the ensemble average of the product </>(x1)</>*(x2):
The Wigner distribution function of such a stochastic signal can then be defined by4
This definition is equivalent to the original definition (Eq. (2.1-1)) for a deterministic signal, but with the product </></>* replaced by the correlation function. We remark that this definition is similar to the definitions of Walther's generalized radiance11 ' 
is related to the Wigner distribution function through a double Fourier transformation:
Rihaczek's complex energy density function C(x,u), which is defined by
is related to the Wigner distribution function through the convolution
The real part R(x,u) of the complex energy density function is related to the Wigner distribution function via the convolution R(x,u) = --J J 2 cos{2(u-u0)(x-x0))F(x0 ,u0)dx0du0 , (2.2-5) 2?r where the realness of the Wigner distribution function has been used. Mark's physical spectrum is, in fact, the squared modulus of the sliding-window spectrum and is related to the Wigner distribution function via the relation
in which Fg(x,u) represents the Wigner distribution function of the window function g(x). In following sections we confine our attention to the Wigner distribution function only.
Gabon's signal expansion: a relative of the sliding-window spectrum
In 1946 Gabor21 suggested the expansion of a signal into a discrete set of Gaussian signals. 21 "25 Although Gabor restricted himself to an elementary signal that had a Gaussian shape, his signal expansion holds for rather arbitrarily shaped elementary signals. 24 '26 With the help of Gabor's signal expansion, we can express the signal </>(x) as a superposition of properly shifted and modulated versions of an elementary signal g(x), say, yielding
where the space shift X and the frequency shift U satisfy the relation UX = 27T. In general the discrete set of shifted and modulated elementary signals g(x-mX)exp[inUx] may not be orthogonal, which implies that Gabor's expansion coefficients amn cannot be determined in the usual way. It is possible, however, to find a function 7(x), say, that is bi-orthonormal to the set of elementary signals in the sense
where <5m is the Kronecker delta (60 = 1, <5m = 0 for m ± 0). A way to derive this function 7(x) is presented in Sect. 4. With the help of this bi-orthonormal function, the expansion coefficients follow readily via
The relationship between Gabor's signal expansion and the slidingwindow spectrum becomes apparent by noting that the right-hand side of Eq. (2.3-3) can be interpreted as a sliding-window spectrum with window function 7(x). Gabor's signal expansion is related to the degrees of freedom of a signal: each expansion coefficient amn represents one complex degree of freedom. If a signal is, roughly speaking, limited to the (2.2-2) space interval | x < Via and to the frequency interval | u | < l/zb, the number of complex degrees of freedom equals the number of Gabor coefficients in the space-frequency rectangle with area ab (see Fig. 1 ), this number being about equal to the space-bandwidth product ab /27r. We consider this point in more detail in Sect. 4.
The interpretation of Gabor's expansion coefficients as the values of a sliding-window spectrum at the lattice of points (x = mX, u = nU), which we shall call the Gabor lattice, suggests a sampling theorem for the sliding-window spectrum. Indeed, in Sect. 4 we show that the sliding-window spectrum is completely determined by its values at the points of the Gabor lattice.
Propagation of a local frequency spectrum through linear systems
It is not difficult to derive how a local frequency spectrum is propagated through a linear system. A linear system that transforms an input signal Oi into an output signal 00 can be described in four different ways, depending on whether we describe the input and the output signal in the space or in the frequency domain. We thus have four equivalent input-output relationships,
in which the system functions hxx, hux, hxu, and huu are completely determined by the system. Relation (2.4 -1a) is the usual system representation in the space domain by means of the impulse response hxx(xo,xi), which is also known as the (coherent) point spread function in Fourier optics; the function hxx(x,xi) is the space domain response of the system at point x due to the input impulse signal Oi(x) = S(x -xi). Relation (2.4 -1d) is a similar system representation in the frequency domain; the function huu(u,ui) is the frequency domain response of the system at frequency u due to ¢i(u) = 2.7rS(u -u1), which is the Fourier transform of the harmonic input signal ttii(x) = exp [iuix] . In Fourier optics such a harmonic signal is à representation of the space dependence of a uniform, obliquely incident, time -harmonic plane wave; in this context we might call huu(uo,ui) the wave spread function of the system. Relations (2.4 -1b) and (2.4 -1c) are hybrid system representations, since the input and the output signal are described in different domains. There is a similarity between the four system functions hxx, hux, hxu, and huu and the four Hamilton characteristics27 that can be used to describe geometric-optical systems. Indeed, for a geometric -optical system the point characteristic is nothing but the phase of the point spread function.28 Similar relations hold between the angle characteristic and the wave spread function, and between the mixed characteristics and the hybrid system representations.
Unlike the four system representations (2.4 -1), there is only one system representation when we describe the input and the output signal by their local frequency spectra. Combining the system representations (2.4 -1) with the definition of the Wigner distribution function results in the relationship4 F0(x0,u0) = 21 f f K(xo,uo,xi,ui)Fi(xi,ui)dxidui , (2.4 -2) in which the Wigner distribution functions of the input and the output signal are related through a superposition integral. The function K(xo,uo,xi,ui) is completely determined by the system and can, of course, be expressed in terms of the four system functions h. We study this function in more detail in Sect. 3 . In a similar way we find the relationship fo(xo,uo) _ 1 k(xruo,xi,ui)fi(xi,ui)dxidui , 2r (2.4 -3) which relates the sliding-window spectra of the input and the output signal. The function k(xo,uo,xi,ui) is completely determined by the system and the choice of the input and output window functions. We can also find a relationship between the Gabor coefficients of the input and the output signal; such a relation takes the form no akl -E E cklmnamn mn (2.4 -4) where again the coefficients cklmn are determined by the system and the choice of the input and output elementary signals. The coefficients cklmn will be considered in more detail in Sect. 4.
THE WIGNER DISTRIBUTION FUNCTION
In this section we consider the Wigner distribution function in more detail t; for convenience, we recall its definition (2.1 -1) Gabor coefficients in the space-frequency rectangle with area ab (see Fig. 1 ), this number being about equal to the space-bandwidth product ab/27r. We consider this point in more detail in Sect. 4 .
Propagation of a local frequency spectrum through linear systems
It is not difficult to derive how a local frequency spectrum is propagated through a linear system. A linear system that transforms an input signal </>j into an output signal </>0 can be described in four different ways, depending on whether we describe the input and the output signal in the space or in the frequency domain. We thus have four equivalent input-output relationships, = l hxx(xo> xiWxi)dxi> (2.4-la) the input and the output signal are described in different domains. There is a similarity between the four system functions hxx , hux , hxu , and huu and the four Hamilton characteristics21 that can be used to describe geometric-optical systems. Indeed, for a geometric-optical system the point characteristic is nothing but the phase of the point spread function. 28 Similar relations hold between the angle characteristic and the wave spread function, and between the mixed characteristics and the hybrid system representations.
Unlike the four system representations (2.4-1), there is only one system representation when we describe the input and the output signal by their local frequency spectra. Combining the system representations (2.4-1) with the definition of the Wigner distribution function results in the relationship4 Fo(xo> uo) = ^r-I jK(x0 ,u0 ,xi ,ui)Fi(xi ,ui)dxidui , 27T (2.4-2) in which the Wigner distribution functions of the input and the output signal are related through a superposition integral. The function K(x0 ,u0 ,xi ,ui) is completely determined by the system and can, of course, be expressed in terms of the four system functions h. We study this function in more detail in Sect. 3 . In a similar way we find the relationship fo(xo> uo) =
which relates the sliding-window spectra of the input and the output signal. The function k(x0 ,u0 ,xi ,ui) is completely determined by the system and the choice of the input and output window functions. We can also find a relationship between the Gabor coefficients of the input and the output signal; such a relation takes the form in which the system functions hxx , hux , hxu , and huu are completely determined by the system. Relation (2.4-la) is the usual system representation in the space domain by means of the impulse response hxx(x0 ,Xj), which is also known as the (coherent) point spread function in Fourier optics; the function hxx(x,xj) is the space domain response of the system at point x due to the input impulse signal 0j(x) = 6(x-xi). Relation (2.4-ld) is a similar system representation in the frequency domain; the function huu(u,Uj) is the frequency domain response of the system at frequency u due to 0j(u) = 27r6(u-Uj), which is the Fourier transform of the harmonic input signal </>j(x) = exp [iujx] . In Fourier optics such a harmonic signal is a representation of the space dependence of a uniform, obliquely incident, time-harmonic plane wave; in this context we might call huu(u0 ,ui) the wave spread function of the system. Relations (2.4-lb) and (2.4-lc) are hybrid system representations, since
THE WIGNER DISTRIBUTION FUNCTION
In this section we consider the Wigner distribution function in more detail t; for convenience, we recall its definition (2.1-1)
The Wigner distribution function is a function that may act as a local frequency spectrum of the signal; indeed, with x as a parameter, the integral in definition concept in geometrical optics, where the position and direction of a ray are also given simultaneously. In a way, F(x,u) is the amplitude of a ray passing through the point x and having a frequency (i.e., direction) u.
The Wigner distribution function of a one -dimensional signal can easily be displayed by optical means. In principle, we can use the optical arrangements that are designed to display the ambiguity function;29 -32 it suffices to rotate one part of these arrangements through 90° about the optical axis, thus displaying the Wigner distribution function instead of the ambiguity function.33 This can readily be understood by observing that both the Wigner distribution function and the ambiguity function can be considered as Fourier transforms of the product 41(x+ 1/2y)0*(x -%2y): the former as a Fourier transform with respect to y and the latter as a Fourier transform with rexpect to x.
We consider some examples of Wigner distribution functions in Sect. 3.1, while some properties of it are given in Sect. 3.2. The propagation of the Wigner distribution function through linear systems will be studied in Sect. 3.3.
Examples of Wigner distribution functions
We shall illustrate the concept of the Wigner distribution function by some examples from Fourier optics. We confine ourselves to time -harmonic optical signals of the form q5(x)exp[ -iwt]. Since the time dependence is known a priori, the complex amplitude 0(x) serves as an adequate description of the signal, and the time dependence can be omitted from the formulas. For convenience, we restrict ourselves to one -dimensional space functions 0(x) to denote the complex amplitude; the extension to more dimensions is straightforward.
3.1.1. Point source A point source located at the position xo can be described by the impulse signal (see Fig. 2 
(a))
¢(x) = 8(x -x0) . At one point x = xo all frequencies are present, whereas there is no contribution at other points. This is exactly what we expect as the local frequency spectrum of a point source.
3.1.2. Plane wave As a second example we consider a plane wave, described in the space domain by the harmonic signal 4)(x) = exp[iuox] , (3.1 -3a) or, equivalently, in the frequency domain by the frequency impulse (see Fig. 3 (a)) (7) (u) = 27.ô(u -uo) .
(3.1 -3b)
A plane wave and a point source are dual to each other, i.e., the Fourier transform of one function has the same form as the other function. Due to this duality, the Wigner distribution function of a plane wave will be the same as the one of the point source, but rotated in the space -frequency domain through 90 °. Indeed, the Wigner distribution function of the plane wave (Eq. (3.1 -3)) takes the form (see Fig. 3 (b))
F(x,u) = 27rô(u -uo) . 
Quadratic phase signal
The quadratic -phase signal
represents, at least for small x, i.e., in the paraxial approximation, a spherical wave (see Fig. 4 (a)) whose curvature is equal to a. The Wigner distribution function of such a signal is (see Fig. 4 (b))
F(x,u) = 27rS(u-ax) , (3.1-6) and we conclude that at any point x only one frequency u = ax manifests itself. This corresponds exactly to the ray picture of a spherical wave.
Gaussian signal
As a final example we consider the Gaussian signal
concept in geometrical optics, where the position and direction of a ray are also given simultaneously. In a way, F(x,u) is the amplitude of a ray passing through the point x and having a frequency (i.e., direction) u. The Wigner distribution function of a one-dimensional signal can easily be displayed by optical means. In principle, we can use the optical arrangements that are designed to display the ambiguity function;29"32 it suffices to rotate one part of these arrangements through 90° about the optical axis, thus displaying the Wigner distribution function instead of the ambiguity function. 33 This can readily be understood by observing that both the Wigner distribution function and the ambiguity function can be considered as Fourier transforms of the product </>(x -I-1 /2y)0*(x-!/2y): the former as a Fourier transform with respect to y and the latter as a Fourier transform with rexpect to x.
Examples of Wigner distribution functions
We shall illustrate the concept of the Wigner distribution function by some examples from Fourier optics. We confine ourselves to time-harmonic optical signals of the form </>(x)exp[-icot]. Since the time dependence is known a priori, the complex amplitude </>(x) serves as an adequate description of the signal, and the time dependence can be omitted from the formulas. For convenience, we restrict ourselves to one-dimensional space functions 0(x) to denote the complex amplitude; the extension to more dimensions is straightforward.
Point source
A point source located at the position x0 can be described by the impulse signal (see Fig. 2 At one point x = x0 all frequencies are present, whereas there is no contribution at other points. This is exactly what we expect as the local frequency spectrum of a point source.
Plane wave
As a second example we consider a plane wave, described in the space domain by the harmonic signal
or, equivalently, in the frequency domain by the frequency impulse (see Fig. 3 (a))
A plane wave and a point source are dual to each other, i.e., the Fourier transform of one function has the same form as the other function. Due to this duality, the Wigner distribution function of a plane wave will be the same as the one of the point source, but rotated in the space-frequency domain through 90°. Indeed, the Wigner distribution function of the plane wave (Eq. (3.1-3)) takes the form (see Fig. 3 (b))
At all points, only one frequency u = u0 manifests itself, which is exactly what we expect as the local frequency spectrum of a plane wave. 
Quadratic-phase signal
The quadratic-phase signal
and we conclude that at any point x only one frequency u = ax manifests itself. This corresponds exactly to the ray picture of a spherical wave.
Gaussian signal
where a is a positive quantity. The Wigner distribution function of this Gaussian signal reads3
[ o 2r (3.1 -8) Note that it is a function that is Gaussian in both x and u, centered on the space-frequency point (xo,uo) (see Fig. 5 ). The effective widths in the x-and the u-direction follow from the normalized second -order central moments 1/2(o /27) and 1/2(27/o) in the respective directions. When we consider Gaussian beams, we have to deal with a Gaussian signal that is multiplied by a quadratic -phase signal, e.g. It may be convenient to consider the Gaussian beam (3.1 -9) as a quadratic phase signal of the form (3.1 -5), having a complex curvature34,35 a +i(2a /o); this complex curvature sometimes behaves like the ordinary curvature of a quadratic -phase signal, as we shall see later on in Example 3.3.3. 
Properties of the Wigner distribution function
for any a and b. 
Space and frequency shift
It follows immediately from the definitions that a space shift of the signal (/)(x) yields the same shift for the Wigner distribution function. Similarly, a frequency shift of the frequency spectrum ç(u), which corresponds to a modulation of the signal 0(x), yields the same shift for the Wigner distribution function. We have already met these space and frequency shifts when we considered the Gaussian signal in Example 3.1.4.
Some equalities and inequalities
Although the Wigner distribution function itself may take negative values, certain integrals of it are non -negative. The integral over the frequency variable u,
is equal to the intensity I 4)(x)1 2 of the signal, while the integral over the space variable x,
is equal to the intensity (u) 1 2 of the frequency spectrum. These integrals are evidently non -negative. The same holds for the integral over the entire space-frequency domain, where a is a positive quantity. The Wigner distribution function of this Gaussian signal reads3
Note that it is a function that is Gaussian in both x and u, centered on the space-frequency point (x0 ,u0) (see Fig. 5 ). The effective widths in the x-and the u-direction follow from the normalized second-order central moments V2(a/2ir) and !/2(27r/a) in the respective directions. When we consider Gaussian beams, we have to deal with a Gaussian signal that is multiplied by a quadratic-phase signal, e.g.
The Wigner distribution function of such a signal takes the form
It may be convenient to consider the Gaussian beam (3.1-9) as a quadratic phase signal of the form (3.1-5), having a complex curvature34' 35 a + i(27r/<j); this complex curvature sometimes behaves like the ordinary curvature of a quadratic-phase signal, as we shall see later on in Example 3.3.3.
Properties of the Wigner distribution function
In this section we list some properties of the Wigner distribution function. Other properties can be found elsewhere. 2 ' 3 ' 5"7 ' 36
In version formulas
The inverse relation that corresponds to the definition (3.0-1 a) reads 
Realness
It follows immediately from the definitions (3.0-1) that the Wigner distribution function is real. Unfortunately, the Wigner distribution function is not necessarily non-negative, which prohibits a direct interpretation of this function as an energy density function.
Space and frequency limitation
It follows directly from the definitions that, if the signal </>(x) is limited to a certain space interval, the Wigner distribution function is limited to the same interval. Similarly, if the frequency spectrum 0(u) is limited to a certain frequency interval, the Wigner distribution function is limited to the same interval.
Space and frequency shift
It follows immediately from the definitions that a space shift of the signal </>(x) yields the same shift for the Wigner distribution function. Similarly, a frequency shift of the frequency spectrum <£(u), which corresponds to a modulation of the signal </>(x), yields the same shift for the Wigner distribution function. We have already met these space and frequency shifts when we considered the Gaussian signal in Example 3.1.4.
Some equalities and inequalities
Although the Wigner distribution function itself may take negative values, certain integrals of it are non-negative. The integral over the frequency variable u,
is equal to the Intensity \ 0(x) | 2 of the signal, while the integral over the space variable x,
is equal to the intensity |</>(u)| 2 of the frequency spectrum. These integrals are evidently non-negative. The same holds for the integral over the entire space-frequency domain, The integral in Eq. is equal to the square of the durations° of the signal ¢(x); a similar relation holds for the normalized second -order moment < u2> .
Note that, again, these second -order moments are non -negative. 
can be interpreted as the average frequency of the Wigner distribution function at position x. When we represent the signal Ø(x) by its absolute value ¢(x) 1 and its phase arg ¢(x), we obtain the relation 
where n is a non -negative integer. For the special case n = 1, this inequality reduces to 2r <x2> + a < u 2 > 1 , a 2r (3.2 -12) from which relation we can directly derive the uncertainty principle'°< x2> <u2> ? Fo(xo,uo) = 2 K(xo,uo,xi,ui)Fi(xi,ui)dxidui , (3.3 -1) in which the Wigner distribution functions of the input and the output signal are related through a superposition integral. The function K(xo,uo,xi,ui) is completely determined by the system and can be expressed in terms of the four system functions hxx, hux, hxu, and huu by combining the system representations (2.4 -1) with the definitions (3.0 -1) of the Wigner distribution function; we find K(xo,uo,xi,ui) * = f fhxx(xo+%zxó,xi+' 1/2 zxi)hxx(xo-'/zxo,xi-%zxO exp[-i(uoxó-uixOldxódx; , (3.3 -2) and similar expressions for the other system functions.28 Equation In a formal way, the function K(x,u,xi,ui) is the space-frequency domain response of the system at space-frequency point (x,u) due to Fi(x,u) = 2716(x-xi)S(u -ui). We emphasize that this is in a formal way only, since there does not exist an actual signal whose Wigner distribution function has the form 2416(x-xi)S(u -ui). Nevertheless, thinking in optical terms, such an input signal could be considered to represent a single ray, entering the system at the point xi with a frequency (direction) ui. Hence, we might call the function K(xo,uo,xi,ui) the ray spread function of the system.
It is not difficult to express the ray spread function of a cascade of two systems in terms of the respective ray spread functions K1(xo,uo,xi,ui) and K2(x0,u0,xi,ui). The ray spread function of the overall system has the form K(xo,uo,xiui) = 21 K,(xo,uo,x,u)Ki(x,u,xi,ui)dxdu . (3.3-3) Some examples of ray spread functions of elementary Fourieroptical systems41,42 might elucidate the concept of the ray spread
The integral in Eq. is equal to the center of gravity™ of the intensity | </>(x) | 2; a similar relation holds for the first-order moment <u> in the u-direction. The normalized second-order moment in the x-direction,
is equal to the square of the duration™ of the signal </>(x); a similar relation holds for the normalized second-order moment <u2 >. Note that, again, these second-order moments are non-negative. Instead of the global moments, 5 like in Eqs. (3.2-4), (3.2-5), and (3.2-6), where the integration is over both the space and the frequency variable, we can also consider local moments, 5 like in Eqs. (3.2-3), where we integrate over one variable only. The normalized first-order local moment with respect to the frequency variable,
can be interpreted as the average frequency of the Wigner distribution function at position x. When we represent the signal </>(x) by its absolute value | </>(x) | and its phase arg </>(x), we obtain the relation
from which we conclude that the average frequency U(x) is equal to the derivative of the phase of the signal. Other interesting local moments can be found in Ref. 
where n is a non-negative integer. For the special case n = 1, this inequality reduces to and similar expressions for the other system functions. 28 Equation (3.3-2) can be considered as the definition of a double Wigner distribution function; hence, the function K(x0 ,u0 ,Xi,Uj) nas a^ tne properties of a Wigner distribution function, for example the property of realness. In a formal way, the function K(X,U,XJ,UJ) is the space-frequency domain response of the system at space-frequency point (x,u) due to FJ(X,U) = 27r6(x-xi)6(u-ui). We emphasize that this is in a formal way only, since there does not exist an actual signal whose Wigner distribution function has the form 27r6(x-xi)6(u-ui). Nevertheless, thinking in optical terms, such an input signal could be considered to represent a single ray, entering the system at the point xj with a frequency (direction) Uj. Hence, we might call the function K(XO ,UO ,XJ,UJ) the ray spread function of the system.
It is not difficult to express the ray spread function of a cascade of two systems in terms of the respective ray spread functions K^x^u^XpUj) and K2(x0 ,u0 ,xi ,ui). The ray spread function of the overall system has the form K(x0 ,u0 ,xiui) = j JK2(x0 ,u0 ,x,u)K 1 (x,u,xi ,ui)dxdu . (3.3-3)
27T
Some examples of ray spread functions of elementary Fourieroptical systems41 '42 might elucidate the concept of the ray spread function.
Thin lens
A thin lens having a focal distance f can be described by the point spread function hxx(xo,xi) = exp -i k xó S(xo xi) , 2f (3.3 -4) where k = 2a /X = w/c is the usual wave number. The corresponding ray spread function takes the form K(xo,uo,xi,ui) = 27r6(xi-x0)S(ui-uo -f xo) , (3.3 -5) and the input-output relationship (3.3 -1) for a thin lens reduces to Fo(x,u) = Fi(x,u + -k x) . Equation (3.3 -5) represents exactly the geometric -optical behaviour of a thin lens: if a single ray is incident on a thin lens, it leaves the lens from the same position but its direction is changed as a function of the position (see Fig. 6 ).
Free space in the Fresnel approximation
The point spread function of a section of free space having a length z has, in the Fresnel approximation, the form hxx(xo,xi) _ 2aiz
The corresponding wave spread function is given by huu(uo,ui) = exp -i 2k uá 21-5(ui-u0) .
The similarity between the wave spread function of free space and the point spread function of a lens shows that these two systems are duals of one another. This becomes apparent also from their ray spread function, which for free space takes the form K(xo,uo,xi,ui) = 2aS (x_x0 + k uo/ S(ui-uo) . The input-output relationship (3.3 -1) for a section of free space reduces to
Equation (3.3 -8) again represents exactly the geometric -optical behaviour of a section of free space: if a single ray propagates through free space, its direction remains the same but its position changes according to the actual direction (see Fig. 7 ). Until now we have considered a section of free space as an optical system, with an input plane, an output plane, and a point or wave spread function. It is possible, however, to find the propagation of the Wigner distribution function through free space directly from the differential equation that the signal must satisfy. We can then find a transport equation6,43 -48 that describes the transport of the Wigner distribution function through this particular medium. It should be mentioned that the concept of a transport equation is not restricted to free space, but can be applied to rather arbitrary in- value along the path of a geometric -optical light ray.
First -order optical systems
A thin lens, a section of free space, and other elementary optical systems41,42 like a Fourier transformer and a magnifier, are special cases of Luneburg's first -order optical systems.49 A first -order optical system can, of course, be characterized by its system functions h,, hux, hxu, and huu: they all have a constant absolute value, and their phases vary quadratically in the pertinent variables. (Note that a Dirac function can be considered as a limiting case of such a quadratically varying function.) A system representation in terms of Wigner distribution functions, however, is far more elegant: the ray spread function of a first -order optical system has the form35 K(xo,uo,xi,ui) = 27ryS(xi-Axo-Buo)S(ui-Cxa-Duo) , (3.3-10) and its input-output relationship (3. 
Thin lens
A thin lens having a focal distance f can be described by the point spread function (3.3-4) where k = 2ir/\ = u/c is the usual wave number. The corresponding ray spread function takes the form 0 ,u0 ,Xi,Ui) = 27r6(xrx0)<5(uru0 -x0), (3.3-5) and the input-output relationship (3.3-1) for a thin lens reduces to (3.3-6) F0(x,u) = Fi(x,u + x). Equation (3.3-5) represents exactly the geometric-optical behaviour of a thin lens: if a single ray is incident on a thin lens, it leaves the lens from the same position but its direction is changed as a function of the position (see Fig. 6 ).
Free space in the Fresnel approximation
The point spread function of a section of free space having a length z has, in the Fresnel approximation, the form hxx(x0 , Xi) = The corresponding wave spread function is given by huu(uo> ui) = exP -i uo 2*5(uruJ . The similarity between the wave spread function of free space and the point spread function of a lens shows that these two systems are duals of one another. This becomes apparent also from their ray spread function, which for free space takes the form O.UO.XJ.UJ) = 27r<5 [ xrx0 + u0 ) <5(uru0).
K (3.3-8)
The input-output relationship (3.3-1) for a section of free space reduces to (3.3-9) Equation (3.3-8) again represents exactly the geometric-optical behaviour of a section of free space: if a single ray propagates through free space, its direction remains the same but its position changes according to the actual direction (see Fig. 7 ). Until now we have considered a section of free space as an optical system, with an input plane, an output plane, and a point or wave spread function. It is possible, however, to find the propagation of the Wigner distribution function through free space directly from the differential equation that the signal must satisfy. We can then find a transport equation6*43'48 that describes the transport of the Wigner distribution function through this particular medium. It should be mentioned that the concept of a transport equation is not restricted to free space, but can be applied to rather arbitrary ininput output homogeneous and dispersive media; a detailed study of the transport equation is, however, beyond the scope of this paper. In general, the transport equation takes the form of a partial differential equation. Taking into account the first-order terms of this equation only, which is known as the Liouville approximation, leads to a clear geometric-optical interpretation of the transport equation6'47'48 : the Wigner distribution function has a constant value along the path of a geometric-optical light ray.
First-order optical systems
A thin lens, a section of free space, and other elementary optical systems41 '42 like a Fourier transformer and a magnifier, are special cases of Luneburg's first-order optical systems. 49 A first-order optical system can, of course, be characterized by its system functions hxx , hux , hxu , and huu : they all have a constant absolute value, and their phases vary quadratically in the pertinent variables. (Note that a Dirac function can be considered as a limiting case of such a quadratically varying function.) A system representation in terms of Wigner distribution functions, however, is far more elegant: the ray spread function of a first-order optical system has the form35 K(x0 ,u0 ,xi ,ui) = 27T7<5(xrAx0-Bu0)<5(urCx0-Du0), and its input-output relationship (3.3-1) reduces to (3.3-10) Fo(x,u) = ryFi(Ax+Bu,Cx+Du) .
The constant ry in these equations is non -negative; it equals unity if the system is lossless,35,41,42 i.e., if for any input signal the total energy of the output signal equals that of the input signal. The four real constants A, B, C, and D constitute a matrix which is symplectic; 34,35,49 for a 2 x 2 matrix, symplecticity can be expressed by the condition AD -BC = 1. From Eq. (3.3 -10) we conclude that a single input ray entering a first -order system at the point xi with a frequency ui, yields a single output ray leaving the system at the point xo with a frequency uo, where xi, ui, xo, and uo are related by We now give some properties of the sliding -window spectrum, which can be derived directly from the definitions. Other properties can be found in the literature on cross -ambiguity functions. (See, for instance, Ref. 7 and the references cited there.)
Inversion formulas
Since the definition (4.1 -1a) of the sliding -window spectrum f (x,u) can be considered as a Fourier transformation of the product 4)(t)g *( -x), we can easily find a way to reconstruct the signal c(x) from its sliding-window spectrum by simply writing down the corresponding inverse Fourier transformation. There exists another way of reconstructing the signal from its sliding -window spectrum, viz., by means of the inversion formulae (3.3-12) 41(P,)1 2dx = 1 1 J f(x,u)g(t-x)exp[iul;]dxdu , Equation (3.3 -12) is a well -known geometric-optical matrix description of a first -order optical system;49 the ABCD-matrix is known as the ray transformation matrix. 34 Quadratic -phase signals (see Example 3.1.3) fit very well to a first -order system, since their general character remains unchanged when they propagate through such a system. We recall that, through Eq. (3.1 -6), a quadratic -phase signal is completely described by its curvature a. Let ai be the input curvature, then the output curvature ao is related to ai by the bilinear relation35 We note that the sliding-window spectrum can be considered as the Fourier transform of the product of the signal 4)(x) and a conjugated and shifted version of the window function g(x). The window function may be chosen rather arbitrarily; mostly it will be a function that is more or less concentrated around the origin. The sliding-window spectrum can then be considered as a short -term which represents the signal as a linear combination of shifted and modulated window functions. However, this linear combination is not unique;3 indeed, there are many kernels p(x,u) that satisfy the relationship holds. It will be clear that the L2 -norm of p(x,u) takes its minimum value if p(x,u)-f(x,u) = 0, i.e., if we choose the kernel p(x,u) equal to the sliding-window spectrum f(x,u).
The necessary and sufficient conditions that a function of two variables must satisfy in order to be a sliding-window spectrum can easily be found by combining the definition (4.1 -1a) of the slidingwindow spectrum and the inversion formula (4.1 -2). We find that a function f(x,u) is a sliding-window function with window function g(x) if and only if it satisfies the relationship f(x,u) Hence, the squared modulus of the sliding-window spectrum, which is also known as the physical spectrum (see Sect. 2.2), has the same shifting property as the Wigner distribution function (cf. F0(x,u) = (3.3-11) The constant 7 in these equations is non-negative; it equals unity if the system is lossless, 35 '41 '42 i.e., if for any input signal the total energy of the output signal equals that of the input signal. The four real constants A, B, C, and D constitute a matrix which is symplec#c;34' 35 '49 for a 2x2 matrix, symplecticity can be expressed by the condition AD-BC = 1. From Eq. (3.3-10) we conclude that a single input ray entering a first-order system at the point xj with a frequency ui? yields a single output ray leaving the system at the point x0 with a frequency u0 , where X:, u;, x0 , and u0 are related by (3.3-12) Equation (3.3-12) is a well-known geometric-optical matrix description of a first-order optical system;49 the ABCD-matrix is known as the ray transformation matrix., 34 Quadratic-phase signals (see Example 3.1.3) fit very well to a first-order system, since their general character remains unchanged when they propagate through such a system. We recall that, through Eq. (3.1-6), a quadratic-phase signal is completely described by its curvature a. Let c^ be the input curvature, then the output curvature ot0 is related to c*j by the bilinear relation*5 (3.3-13) which follows immediately from Eqs. (3.1-6) and (3.3-11) . In fact, the bilinear relation (3.3-13) also applies to Gaussian beams, if we describe such a beam formally by a complex curvature, 35 cf. Example 3.1.4.
SLIDING-WINDOW SPECTRUM AND GABOR'S SIGNAL EXPANSION

Sliding-window spectrum
For convenience, we recall the definition (2.1-2) of the slidingwindow spectrum f(x,u) = (4.1-la)
We note that the sliding-window spectrum can be considered as the Fourier transform of the product of the signal <£(x) and a conjugated and shifted version of the window function g(x). The window function may be chosen rather arbitrarily; mostly it will be a function that is more or less concentrated around the origin. The sliding-window spectrum can then be considered as a short-term Fourier transform of the signal, which, indeed, can be interpreted as a local frequency spectrum. Instead of the definition in the space domain, there exists an equivalent definition in the frequency domain, reading are designed to display such cross-ambiguity functions. 29"31 '50 We now give some properties of the sliding-window spectrum, which can be derived directly from the definitions. Other properties can be found in the literature on cross-ambiguity functions. (See, for instance, Ref. 7 and the references cited there.)
Inversion formulas
Since the definition (4.1-la) of the sliding-window spectrum f(x,u) can be considered as a Fourier transformation of the product </>(£)g*(£-x), we can easily find a way to reconstruct the signal </>(x) from its sliding-window spectrum by simply writing down the corresponding inverse Fourier transformation. There exists another way of reconstructing the signal from its sliding-window spectrum, viz., by means of the inversion formula3
which represents the signal as a linear combination of shifted and modulated window functions. However, this linear combination is not unique; 3 indeed, there are many kernels p(x,u) that satisfy the relationship holds. It will be clear that the L2-norm of p(x,u) takes its minimum value if p(x,u)-f(x,u) = 0, i.e., if we choose the kernel p(x,u) equal to the sliding-window spectrum f(x,u). The necessary and sufficient conditions that a function of two variables must satisfy in order to be a sliding-window spectrum can easily be found by combining the definition (4.1-la) of the slidingwindow spectrum and the inversion formula (4.1-2). We find that a function f(x,u) is a sliding-window function with window function g(x) if and only if it satisfies the relationship
The factor exp[-iux] causes a slight asymmetry between the definitions (4.1-la) and (4.1-lb); if desired, more symmetric definitions result from adding a factor exp^/ziux] to the right-hand sides of Eqs. (4.1-1) . The sliding-window spectrum of a one-dimensional signal can easily be displayed by optical means. Since it is the cross-ambiguity function of 0(x) and g(x), we can use the optical arrangements that
Space and frequency shift
Let f(x,u) be the sliding-window spectrum of the signal </>(x); the sliding-window spectrum of the shifted and modulated signal </>(x-x0)exp[iu0x] then takes the form f(x-x0 ,u-u0)exp[-i(u-u0)x0]. Hence, the squared modulus of the sliding-window spectrum, which is also known as the physical spectrum (see Sect. 2.2), has the same shifting property as the Wigner distribution function (cf. Property 3.2.4): a space or frequency shift of the signal yields the same space or frequency shift for the squared modulus of the sliding-window spectrum.
Relation to Wigner distribution function
From the relationship (2.2 -6) between the physical spectrum and the Wigner distribution function, we conclude that the squared modulus of the sliding-window spectrum is a weighted version of the Wigner distribution function, cf. Moyal's formula (3.2 -8). can be considered as a weighted version of I T)(u) 1 2. The integral of the squared modulus over the entire space-frequency domain,
is equal to the product of the total energy of the signal and the total energy of the window function.
Signal reconstruction from sampled sliding-window spectrum
We can reconstruct the signal from the sliding-window spectrum via the inversion formula (4.1 -2). However, in order to reconstruct the signal, we need not know the entire sliding -window spectrum; it suffices to know its values at the points of the Gabor lattice depicted in Fig. 8 . In quantum mechanics this lattice is known as the Von Neumann lattice. 51, 52 Let the values of the sliding-window spectrum at the points (x = mX, u = nU) be called fmn. We thus have the relation
We shall now demonstrate how the signal can be found when we know the values fmn of the sampled sliding -window spectrum. We first define the function f(x,u) by a Fourier series with coefficients fmn:
Note that the function f(x,u) is periodic in x and u, with periods X and U, respectively. The inverse relationship has the form
XU where the integrations extend over one period X and one period U, respectively.
Furthermore, we define the function 0(x,u) by cp(x,u) = E 4,(x+ mX)exp[-imuX] . (4.2-4) Note that the function 0(x,u) is periodic in u, with period U, and quasi -periodic in x, with quasi -period X. Equation (4.2 -4) provides a means of representing a one -dimensional space function by a twodimensional space-frequency function53 on a rectangle with finite area UX = 2r. The inverse relationship has the form With the help of the functions f(x,u), Z(x,u) and a similar function g(x,u) associated with the window function g(x), Eq. (4.2 -1) can be rewritten as (4.2 -5) f(x,u) = X(x,u)g*(x,u). under the assumption that division by g(x,u) is allowed, the function (x,u) can be found with the help of Eq. (4.2 -6); finally, the signal follows from c(x,u) by means of the inversion formula (4.2 -5).
A simpler reconstruction method becomes apparent in Sect. 4.3, when we have studied Gabor's signal expansion (cf. Eq. (4.3 -8) ). Problems may arise in the case that g(x,u) has zeros. In that case homogeneous solutions26 h(x,u) may occur, for which the relation Xh(x,u)g *(x,u) = 0 (4.2 -7) holds. Equation (4.2 -7), which is similar to Eq. (4.2 -6) with f(x,u) = 0, can be transformed into the relation (4.2-8) which is similar to Eq. (4.2 -1) with fmn = 0, and which shows that the sliding -window spectrum of a homogeneous solution h(x) vanishes at the Gabor lattice. 54 We conclude that the existence of homogeneous solutions makes the reconstruction of the signal from its sampled sliding -window spectrum non -unique: if 4)(x) is a possible reconstruction, then 0(x) + h(x) is a possible reconstruction, too. In this paper we shall not study the problem of homogeneous solutions.
We shall consider some examples of window -functions g(x) and determine their associated two -dimensional functions g(x,u), con- 2-6 ) between the physical spectrum and the Wigner distribution function, we conclude that the squared modulus of the sliding-window spectrum is a weighted version of the Wigner distribution function, cf. Moyal's formula (3.2-8).
1.3. Relation to Wigner distribution function
From the relationship (2.
Some integrals concerning the sliding-window spectrum
The integral of the squared modulus of the sliding-window spectrum over the frequency variable u, J | f(x,u) 1 2du = j | </>(x0) 1 2 1 g(x0-x) 1 2dx0 , (4. l-6a) can be interpreted as a weighted version of the intensity | </>(x) | 2, while the integral over the space variable x,
can be considered as a weighted version of | </>(u) | 2. The integral of the squared modulus over the entire space-frequency domain,
Signal reconstruction from sampled sliding-window spectrum
We can reconstruct the signal from the sliding-window spectrum via the inversion formula (4.1-2). However, in order to reconstruct the signal, we need not know the entire sliding-window spectrum; it suffices to know its values at the points of the Gabor lattice depicted in Fig. 8 . In quantum mechanics this lattice is known as the Von Neumann lattice. 51 '52 Let the values of the sliding-window spectrum at the points (x = mX, u = nU) be called fmn . We thus have the relation fmn = (4.2-1)
We shall now demonstrate how the signal can be found when we know the values fmn of the sampled sliding-window spectrum. We first define the function?(x,u) by a Fourier series with coefficients f
Note that the function f(x,u) is periodic in x and u, with periods X and U, respectively. The inverse relationship has the form *mn
Furthermore, we define the function 0(x,u) by
Note that the function 0<x,u) is periodic in u, with period U, and quasi-periodic in x, with quasi-period X. Equation (4.2-4) provides a means of representing a one-dimensional space function by a twodimensional space-frequency function53 on a rectangle with finite area UX = 2*. The inverse relationship has the form In fact, we have now solved the problem of reconstructing the signal from its sampled sliding-window spectrum: from the sample values fmn we determine the f unction ?(x,u) via Eq. (4.2-2); from the window function g(x) we derive the associated function T(x,u) by Eq. (4.2-4); under^the assumption that division bylf(x,u) is allowed, the function 0(x,u) can be found with the help of Eq. (4.2-6); finally, the signal follows from 0^x,u) by means of the inversion formula (4.2-5) . A simpler reconstruction method becomes apparent in Sect. 4.3, when we have studied Gabor's signal expansion (cf. Eq. (4.3-8) ).
Problems may arise in the case that^x,u) has zeros. In that case homogeneous solutions26 Ti(x,u) may occur, for which the relation Xh(x,ujg*(x,u) = 0 (4.2-7)
holds. Equation (4.2-7), which is similar to Eq. (4.2-6) with?(x,u) = 0, can be transformed into the relation [2] [3] [4] [5] [6] [7] [8] which is similar to Eq. (4.2-1) with fmn = 0, and which shows that the sliding-window spectrum of a homogeneous solution h(x) vanishes at the Gabor lattice. 54 We conclude that the existence of homogeneous solutions makes the reconstruction of the signal from its sampled sliding-window spectrum non-unique: if </>(x) is a possible reconstruction, then 0(x) + h(x) is a possible reconstruction, too. In this paper we shall not study the problem of homogeneous solutions. We shall consider some examples of window-functions g(x) and determine their associated two-dimensional functions T(x,u), con-fining ourselves throughout to the interval (-1/2X<x <_1/2X, -'hU <u-1/2U). a theta function55,56 with nome q= exp[ -a] , and where, for convenience, we have set z = u/U + i(x /X).
Gabor's signal expansion
In this section we apply the ideas of Sect. 4.2 to Gabor's signal expansion (2.3 -1), which represents the signal as a discrete set of properly shifted and modulated versions of an elementary signal g(x), say, and which is recalled here for convenience: (4.2-9) 0(x) = E E amng(x-mX)exp [inUx] . This function is the dual of the rectangular window function of the first example. Its Fourier transform reads g(u) = X rect( u U (4.2 -13) and its associated two -dimensional function g(x,u) takes the form = exp [iux] . (4.2 -14) This example can easily be generalized to an arbitrary function g(x) that is band -limited to the interval -1/2 U < us_ 1/2U; the associated function g(x,u) reads under the assumption that division by g(x,u) is allowed, the function á(x,u) can be found by means of Eq. (4.3 -2); finally, the expansion coefficients amn follow from the function á(x,u) with the help of the inversion formula (4.2 -3).
We have just shown how Gabor's expansion coefficients can be determined when signal 4)(x) and elementary signal g(x) are known;
there is, however, a simpler way to find these expansion coefficients. Under the assumption, again, that division by g(x,u) is allowed, we define the function ÿ(x,u), say, through the relation X g(x,u) * *(x,u) = 1 .
Substitution of this relation into Eq. (4.3 -2) yields á(x,u) = X T(x,u)ry *(x,u). When we notice the resemblance between Eqs. (4.3 -4) and (4.2 -6), it is not difficult to see that the former relation can be transformed into amn = J 0(E)7*(E-mX)exp[-inUfldE , (4.3 -5) where the function y(x) follows from the function ry(x,u) by means of the inversion formula (4.2 -5). We conclude that the expansion coefficients can be determined immediately from Eq. (4.3-6) from which we can conclude that the functions g(x) and y(x) are, in a certain sense, bi-orthonormal. This is, in fact, the reason why we can use the y-functions to find the coefficients of the expansion in g-functions, and vice versa. An expansion of the signal qh(x) into a discrete set of y-functions can be derived as follows. Multiplying both sides of Eq. (4.2 -6) by ry(x,u) and substituting from Eq. (4.3 -3) yields g(x,u) = f(x,u)ÿ(x,u), (4.3-7) fining ourselves throughout to the interval (-!/iX<x< !/iX, -1 /2U<U< 1 /2U).
Rect window function
As a first example we consider a rectangular window function whose width equals X:
.X. This example can easily be generalized to an arbitrary window function g(x) that is limited to the interval -V£X<x< !/zX; the associated functionlf(x,u) reads
Sine window function
Our second example is the band-limited function
This function is the dual of the rectangular window function of the first example. Its Fourier transform reads This example can easily be generalized to an arbitrary function g(x) that is band-limited to the interval -1 /zU<u< l/zU; the associated functionT(x,u) reads
Gaussian window function
As our final example we consider the Gaussian window function where 03(») is a theta function55 *56 with nome q = exp [-?r] , and where, for convenience, we have set z = u/U -I-i(x/X).
Gabon's signal expansion
In this section we apply the ideas of Sect. 4.2 to Gabor's signal expansion (2.3-1), which represents the signal as a discrete set of properly shifted and modulated versions of an elementary signal g(x), say, and which is recalled here for convenience: under the assumption that division bylf(x,u) is allowed, the functionT(x,u) can be found by means of Eq. (4.3-2); finally, the expansion coefficients amn follow from the function a(x,u) with the help of the inversion formula (4.2-3).
We have just shown how Gabor's expansion coefficients can be determined when signal </>(x) and elementary signal g(x) are known; there is, however, a simpler way to find these expansion coefficients. Under the assumption, again, that division by 1(x,u) is allowed, we define the function *y(x,u), say, through the relation X7(x,u)7*(x,u) = 1 . When we notice the resemblance between Eqs. (4.3-4) and (4.2-6), it is not difficult to see that the former relation can be transformed into (4.3-5) where the function 7(x) follows from the function'T'(X,U) by means of the inversion formula (4.2-5). We conclude that the expansion coefficients can be determined immediately from Eq. from which we can conclude that the functions g(x) and 7(x) are, in a certain sense, bi-orthonormal. This is, in fact, the reason why we can use the 7-functions to find the coefficients of the expansion in g-functions, and vice versa. An expansion of the signal </>(x) into a discrete set of 7-functions can be derived as follows. Multiplying both sides of Eq. (4.2-6) by 7tx,u) and substituting from Eq. (4.3-3) yields = f(x,u)7(;x,u), (4.3-7) which is in close resemblance to Eq. (4.3 -2). It can readily be seen that Eq. (4.3 -7) can be transformed into 0(x) = E E fmny(x-mX)exp[inUx] , (4.3-8) mn which, of course, resembles Gabor's signal expansion (4.3 -1). In Sect. 4.2 it was shown how the signal could be reconstructed from the sampled sliding-window spectrum; we conclude that there exists a simpler reconstruction method by means of Eq. (4.3 -8) .
When we substitute from Eq. Note that the interpolation function q(x,u) is, in fact, the slidingwindow spectrum of the function y(x), and that its property q(mX,nU) = SmSn Xy(x) = rectCX). This example is simply the dual of the previous one. It will be clear that for a signal which is band -limited to the frequency interval -1/2U<u <_1/2U, Gabor's signal expansion represents the wellknown ordinary sampling theorem. where we have set again z = u/U + i(x /X). Equation Gabor's signal expansion using a rectangular elementary signal represents, in fact, a well -known way of expanding a signal: we simply consider the signal in successive intervals of length X, and describe the signal in each interval by means of a Fourier series. Note that y(x) is proportional to the elementary signal g(x). This is not surprising since, in this case, the set of shifted and modulated elementary signals is orthogonal. The function y(x) is plotted in Fig. 9 . which is in close resemblance to Eq. (4.3-2). It can readily be seen that Eq. (4.3-7) can be transformed into 000 = fmn7(x-mX)exp [inUx] , mn which, of course, resembles Gabor's signal expansion (4.3-1). In Sect. 4.2 it was shown how the signal could be reconstructed from the sampled sliding-window spectrum; we conclude that there exists a simpler reconstruction method by means of Eq. (4.3-8) .
When we substitute from Eq. where we have used the shifting property 4.1.2 of the slidingwindow spectrum, and where we have introduced the interpolation function
Note that the interpolation function q(x,u) is, in fact, the slidingwindow spectrum of the function y(x), and that its property q(mX,nU) = is equivalent to the bi-orthonormality property (4.3-6). For some elementary signals, which we have considered already as window functions in Sect. 4.2, we shall determine the corresponding functions y(x) and the interpolation functions q(x,u). Gabor's signal expansion using a rectangular elementary signal represents, in fact, a well-known way of expanding a signal: we simply consider the signal in successive intervals of length X, and describe the signal in each interval by means of a Fourier series. Note that y(x) is proportional to the elementary signal g(x). This is not surprising since, in this case, the set of shifted and modulated elementary signals is orthogonal. This example is simply the dual of the previous one. It will be clear that for a signal which is band-limited to the frequency interval -1 /2U<u< l /2\J 9 Gabor's signal expansion represents the wellknown ordinary sampling theorem.
Rect elementary signal
Sine elementary signal
For the sine elementary signal (4.2-12) we have
Gaussian elementary signal
In the case of the Gaussian elementary signal (4.2-16) we have The function y(x) is plotted in Fig. 9 . Fig. 9 . The function -y(x) that corresponds to a Gaussian function Without proof we mention some properties of the function y(x). As is also the case for the Gaussian function, the Fourier transform of y(x) has the same form as y(x) itself. Moreover, the function y(x) satisfies the differential equation
More properties of y(x) can be found elsewhere. 53 The interpolation function q(x,u) that corresponds to the Gaussian function takes the form and similar expressions for the system functions hxx, hxu, and huu
As an example we consider the basic coherent -optical system depicted in Fig. 10 , consisting of a 4f-arrangement with rectangular apertures in the input plane and the Fourier plane. Such a system can be described by a system function hux(u,x), which in this case takes the form hux(u,x) = rect (-x )rect (-u )exp [iux] . A system whose Gabor coefficients cklmn would have the form (4.4 -5) is ideal in the sense that the Gabor coefficients of the output signal vanish outside the space-frequency rectangle with area ab (see Fig. 1 ). Hence, whereas the input signal of such an ideal system may have an infinite number of degrees of freedom, the number of degrees of freedom of the output signal, i.e., the number of nonvanishing Gabor coefficients, is equal to the space-bandwidth product ab /2w. However, our system under consideration is not ideal: to find its Gabor coefficients cklmn, the ideal array dklmn must be smeared out by convolving it with the array eklmn. The latter array is, in fact, the array of Gabor coefficients of the basic system depicted in Fig. 10 and described by the system function Without proof we mention some properties of the function 7(x). As is also the case for the Gaussian function, the Fourier transform of 7(x) has the same form as 7(x) itself. Moreover, the function 7(x) satisfies the differential equation The interpolation function q(x,u) that corresponds to the Gaussian function takes the form and similar expressions for the system functions hxx , hxu , and huu .
<JT(X)
As an example we consider the basic coherent-optical system depicted in Fig. 10 , consisting of a 4f-arrangement with rectangular apertures in the input plane and the Fourier plane. Such a system can be described by a system function hux(u,x), which in this case takes the form A system whose Gabor coefficients ckimn would have the form (4.4-5) is ideal in the sense that the Gabor coefficients of the output signal vanish outside the space-frequency rectangle with area ab (see Fig. 1 ). Hence, whereas the input signal of such an ideal system may have an infinite number of degrees of freedom, the number of degrees of freedom of the output signal, i.e., the number of nonvanishing Gabor coefficients, is equal to the space-bandwidth product ab/2?r. However, our system under consideration is not ideal: to find its Gabor coefficients cklmn, the ideal array dklmn must be smeared out by convolving it with the array ek|mn . The latter array is, in fact, the array of Gabor coefficients of the basic system depicted in Fig. 10 and described by the system function (4.4-3), with the special choice a = X and b = U,i.e.,M = N -0.
Depending on the choice of the elementary signal in the input and the output plane, the array of coefficients ekjmn can be strongly concentrated. To show this we choose a rect elementary signal in the input plane and a sine elementary signal in the output plane, thus We then find e0 = 0.873, and the strong concentration becomes apparent by noting that EEEEIeklmn 2 = klmn We conclude that for a proper choice of the elementary signals, the array elmmn can be strongly concentrated. Since the Gabor coefficients cum of the system under consideration can be found by convolving the ideal array dklmn with the strongly concentrated array elmmn, the array of system coefficients cur= is very similar to the ideal array dklmn Hence, the number of degrees of freedom of the output signal of this system is equal to the space-bandwidth product ab /2r. We remark that the way in which we have proved this has a clear physical interpretation. Roughly speaking, with the Gabor expansion of the input signal in mind, only those shifted and modulated versions of the elementary signal that can pass both the input plane aperture and the Fourier plane aperture will reach the output plane and will contribute to the output signal. We then find CQQQQ = 0.873, and the strong concentration becomes apparent by noting that klmn
We conclude that for a proper choice of the elementary signals, the array ekimn can be strongly concentrated. Since the Gabor coefficients Cjclmn of the system under consideration can be found by convolving the ideal array dklmn with the strongly concentrated array eklmn , the array of system coefficients cklmn is very similar to the ideal array dklmn . Hence, the number of degrees of freedom of the output signal of this system is equal to the space-bandwidth product ab/27r. We remark that the way in which we have proved this has a clear physical interpretation. Roughly speaking, with the Gabor expansion of the input signal in mind, only those shifted and modulated versions of the elementary signal that can pass both the input plane aperture and the Fourier plane aperture will reach the output plane and will contribute to the output signal.
