Repeated measurements of the frequency ratio of 199Hg+ and 27 Al+ single atom optical clocks over the course of a year yield a constraint on the possible present-era temporal variation of the fine-structure constant a. The time varia tion of the measured ratio corresponds to a time variation in the fine structure constant of ix/a = (-1.6 ± 2.3) x 1O-17 /year, consistent with no change. The frequency ratio of these clocks was measured with a fractional uncertainty of 5.2 x 10-17 . Stability simulations for optical clocks whose probe period is lim ited by l/f-noise in the laser local oscillator provide an estimate of the optimal probe period, as well as a modified expression for the theoretical clock stability.
Introduction
Recent analyses and modeling of astrophysical and geophysical data have produced conflicting reports oftemporal and spatial variations of the funda mental "constants". The conflicting evidence of change, and its important ramifications if true, has triggered a number of experimental efforts toward finding unambiguous evidence of such a variation. 1 ,2 Much of the experi mental work so far has been focused on a search for a variation of the fine structure constant a. The astrophysical and geophysical studies mentioned above attain high sensitivity to small temporal changes in a by observ ing physical phenomena that occurred long ago and comparing these with the corresponding phenomena today. The prominent examples include the geochemical remains of the Oklo natural nuclear reactor 3 and the astronom ical observations of spectroscopic absorption lines from distant interstellar clouds with a quasar used as the light source. 4 However, the analysis of data from Oklo, as well as that from distant quasars, is complicated by difficult quantitative interpretations that have produced discrepancies (see refs. 5 and 6 for example).
Since the energies of optical atomic transitions can be parameterized simply in terms of the fine structure constant a, two or more well stabilized and accurate optical clocks offer an alternate approach to the measurement of da/dt -repetitive measurements of their frequency ratio(s) over time.
At NIST, the Hg+ / Al+ clock ratio measurements have now reached a pre cision sufficiently high that a year-long search for a linear time variation of a, or other fundamental constants, can be performed with a sensitiVity higher than that offered by the geological and cosmological observations for the present era. High accuracy frequency comparison experiments between atomic clocks are also useful to search for violations of Local Position Invari ance (LPI), which is a fundamental tenet of Einstein's Theory of General Relativity. A check for possible violations of LPI can be made by looking for correlations between the frequency ratio of two atomic clocks and the change of the gravitational potential due, for example, to the revolution of the Earth around the Sun. 7 , 8 We refer the reader elsewhere for a more comprehensive description of the Hg+ and Al+ single-ion, optical clocks (see, for example,:refs. 9' and 10). Likewise, the significant contributions to the systematic frequency uncertainty of each optical clock have been described.previouslyy,12 Here we briefly summarize the dominant frequency uncertainties of each of the two clocks (Sec. 2 and 3) and then present a unitless measurement of their frequency ratio that spans a year. From the results of these highly accurate frequency ratio measurements, an estimate Of the temporal stability ofthe constant a can be provided.
Summary of Hg+ Clock Systematics
The residual motion of the laser-cooled Hg+ ion gives rise to a fractional fre quency uncertainty associated with the relativistic time dilation shift. 'The uncertainty due to the secular motion is constrained to be below 4 X 10-18 when the ion is cooled to near the Doppler cooling limit; the uncertainty due to residual micro-motion is also constrained to be below 4 x 10-18 when the 22 trap is well compensated to minimize RF micro-motion from stray static electric fields. The micro-motion of the trap is continuously monitored,11 and; if need be, corrected by use of small bias voltages applied to either endcap and/or to two bias electrodes.
The eSl/2 F=O) -+ eD S / 2 F=2 mF=O) clock transition in 199Hg+ is first-order magnetic field insensitive at. zero field and the second-order sensitivity is approximately (-1.89 x 10 10 Hz T-2)B2, where B is the mag netic field. The quadratic field shift of the clock transition due to the small (8 itT) applied quantization field is monitored during the measurement run by occasionally interleaving a frequency measurement of the first-order field sensitive eSl/2 F=O) -+ eD S / 2 F=2 mF=2) component with the regular clock cycles. Slow variations of the magnetic field presently limit the un certainty of the DC quadratic Zeeman shift to 5 x 10-18 . The maximum AC Zeeman shift caused by any asymmetry of the RF currents flowing in the trap electrodes is conservatively estimated to be less than 10-17 by assu~ing that there is no more than a 25 %imbalance of the RF currents. 12 The electronic charge density of the 2D s / 2 state has an electric quadrupole moment that can produce an energy shift in the presence of a static electric field gradient. The magnitude and sign of the shift depend on the relative orientation of the field gradient and the applied field, which offers a route to its cancellation. 13 Typically, the fractional frequency shift is less than 10-16 , but because we neither know, nor control, the ambient field gradient, the uncertainty is equally as large. However, the quadrupole shift, as well as its uncertainty, can be effectively eliminated by averag ing the clock frequency for three mutually perpendicular field quantization axes. 13 In our realization of this scheme, the orientation of the three axes and the probe light polarization were chosen to give the same scattering rate for the clock transition over the three directions of the applied magnetic field. 11 Changing the field direction at a regular interval (typically, every 300 s) and steering the frequency of the clock laser to resonance with the ion at each field setting are automated. The average clock frequency for the three field directions has zero quadrupole shift with a residual uncertainty of 10-17 . The remaining uncertainty is due to the slight nonorthogonality of the three applied fields.
The cryogenic surfaces in the Hg+ system, adsorb all gases with the possible exception of He, so we have mounted a small cell of compressed charcoal at the bottom of the dewar that cryo-pumps the He. However, because of its limited pumping speed for He and the possibility of He leaks through, for example, the indium seals, the background He pressure could r se to a level that could cause a significant (10-18 ) pressure shift. An upper limit to the He partial pressure was set at 7 x 10-10 Pa by using a quadrupole mass analyzer, which is conservatively estimated to give a IJ Laximum fractional frequency shift 12 of 4 x 10-18 .
Another potential shift arises from the pulsed interrogation and detec t on sequence. If the clock atoms were to move synchronously with each cock cycle, the clock frequency would suffer a first-order Doppler shift " ith a non-zero average. This synchronized movement could have different Sl mrces, for example, the creation of photoelectric charges on ion trap elec t: odes due to the scattering of VV light, or, simply, motion of the trapped a ;om(s) with the opening or closing of mechanical shutters. The systematic s lift from this effect can be substantial: a synchronized velocity of only 1) nm/s would cause a fractional frequency shift of 3 x 10-17 . The shift c ill be averaged away by alternately probing the optical clock resonance "ith collinear but counter-propagating beams. We detected no statistically s: gnificant frequency difference between the two probe directions, but an iJ Ilbalance in the statistical weight of the two probe directions leads to a f:J actional uncertainty of 7 x 10-18 in the frequency ratio reported here. 12 A frequency shift can be caused by the thermal loading of any acousto o )tic modulator (AOM) in the clock beam path that is turned on and o I, such as the stepping AOM used here to probe either side of the clock r, iSonance. The shift appears to be a thermal effect 14 that scales linearly "ith RF power, but diminishes as the pulse duty-cycle approaches uility. F)r Hg+ the typical level of applied power during the probe "on" phase g ves a maximum fractional frequency shift of 6 x 10-18 .
3, Quantum-logic AI+ clock 8.ngle-ion clocks based on the 18 0 +-+ 3p O transition of singly ionized group I IA atoms were proposed by Dehmelt. 15 Of the suggesteq species (B+, A1+, Ga+, In+, 1'1+), a single-ion clock based on In+ was investigated iJ. several experiments. 16 ,17 The other group IlIA ions were considered im p :actical, due to the fact that their laser-cooling and state-detec~ionatomic tl ansitions have wavelengths in the deep UV. For the indium ion, this prob IE m was avoided by laser-cooling and de~ecting fluorescence from the ISO +-+ 3)1 transition. Yet, this approach is a compromise, because the scattering r: ~te of the weakly allowed 18 0 +-+ 3P 1 transition b = 21T x 360 kHz) limits t] Ie efficiency of laser-cooling and fluorescence detection.
Quantum-logic spectroscopyl8,19 avoids this problem by shifting the b uden of laser-cooling and fluorescence state detection to a second (logic) 24 ion in the same trap that has an allowed electronic transition (-y ~ 10 8 Hz). Strong Coulomb coupling between the clock and cooling ions allows for sympathetic laser cooling of the clock ion. Likewise, the coupled motion of the two ions allows efficient transfer of the clock ion's internal quan tum state to the logic ion, where it can be efficiently measured. 2o Thus, a strongly allowed transition in the clock species is not required, which greatly expands the list of potential clock ions. The Coulomb interaction of the clock and logic ion suggests the use of a linear Paul trap to confine the ions, so that an RF nodal line exists with a simultaneous micro-motion null for both ions. In addition, the logic ion will generally produce a signif icant electric-field gradient on the clock ion. This favors the use of aelock traJ?sition with negligible electric-quadrupole shift.
In this article we. report the results of a quantum-logic 27AI+ clock' that relies on 9Be+ for sympathetic cooling and state detection. A more recent experiment combines 27AI+ with 25Mg+, where a quality factor for the .atomic resonance of Q = 3.5 X 10 14 was achieved. 21 For the Al+ / Be+ clock, the systematic frequency shifts have been evaluated 12 with a fractional frequency uncertainty of 2.3 x 10-17 . Here the dominant uncertainty is due to radial micro-motion, which occurs when slowly varying electric fields in the ion trap force the ion away from theRF nodal line. These electric fields vary for two main reasons. First, electrons are sprayed through the ion trap when the ions are loaded by electron-impact ionization (typically they must be reloaded every few hours). These electrons slowly discharge during the course of the clock measurements (r ~ 15 minutes). Second, stray light from the laser beams (267 nm) that drive the Al+ ISO ~ 3P 1 and ISO ~ 3p(), transitions causes some parts of the ion trap to emit photoelectrons, leading to slowly varying electric fields in the ion trap. We apply real-time computer feedback to detect and eliminate the resulting micro-motion. Spot checks show that these feedback loops generally keep the magnitude of the micro-motion frequency shift below 2 x 10-17 .
The small differential polarizability between the two clock states leads to a r~om-temperature black-body radiation shift of (-8±3) x 10-18 . As the ion-trap used here operates at an elevated temperature, the black-body shift for these measurements was (-12±5) x 10-18 . The differential polarizability also couples to the electric field of the clock laser beam, whose probe period of 100 ms corresponds to an electric field amplitude in the laser beam of of about Eo = 0.2 V/cm. This leads to a Stark shift of much less than 1 mHz through allowed transitions and coupling to the 3P 1 level. Because the frequency produced by the 27Al+ clock is the average of the eSo F= 5/2 mF=±5/2) +-+ epo F= 5/2 mF=±5/2) transition frequencies near 1 Gauss magnetic field, the average can only be shifted by an imbalance in the (j+ and (j _ polarization components in the probe beam. Such imbalances are minimized by use of 1l"-polarized probe light that travels perpendicular to the quantization field. The effective field amplitude of this unbalanced Stark shifting field is E s = E u sin €, where E u ~ 0.03E o is the unbalanced circular polarization component of the beam, whose amplitude can be determined with a crossed polarizer, and € ~ 0.1 is the maximum misalignment angle of the beam. These bounds yield a maximum Stark shift of about 10-5
Hz. Stark shifts due to the probe beam were also tested experimentally.
An increase in the probe laser power by a factor of 10000 (1 ms probe period) caused no noticable clock shifts at the 1 Hz level, thereby reducIng the uncertainty of this shift to the level of 10-19 in units of fractional frequency.
The Frequency Ratio of AI+ to Hg+
Figure 4(A) shows the fractional ratio instability (Allan deviati~n) of the two optical standards for a typical measurement run.. For integration peri ods longer than 100 s, when the frequencies of the clocks are fully steered by the atoms, the fractional instability is 3.9 x 1O-15 (r/s)-1/2•.The frac tional frequency instability has been improved by nearly a factor of two with respect to measurements that were made in early 2006, primarily due to decreasing the dead time and improving the duty cycle of the Hg+ op tical clock as well as incorporating a better laser reference cavity, abetter cooling process and longer probe periods for the Al+ optical clock. Figure 4 (B) shows the frequency ratio measurements of AI+ to Hg+ from December 2006 to November 2007. The full accuracy evaluation for the optical clocks that include corrections for the first order Doppler shifts synchronized with the probe periods has been carried out only for the last four points. The weighted average of the frequency ratio from these last four measurements is 12 fAd fHg = 1.052871833148990438(55). The syste!llatic fractional frequency uncertainties ofHg+ (1.9x 10-17 ) and AI+ (2.3x 10-17 ) contribute by nearly the same amount to the overall fractional uncertainty of their ratio (5.2 x 10-17 ), which is dominated by a statistical unCertainty of (4.3 x 10-17 ). 
Test of the temporal stability of 0:
The fine structure constant a is the natural scaling factor for the ener gies involved in atomic spectroscopy. Transition frequencies from electronic (gross), fine (FS) and hyperfine (HFS) structure can be written as a func tion of a nonrelativistic part, which depends only on the structure involved in the transition, and a relativistic part Fj(a), which depends on the spe cific transition j that is considered. Thus the transition frequencies can be written in the following manner:
-25
Ii(el) = RyFj(a)
where Ry is the Rydberg constant, /-L/ /-LB is the ratio between the magnetic moment of the nucleus /-L and the Bohr magneton /-LB. Sensitivity to any change of Ry (temporal or otherwise) is lost in a ratio measurement, since Ry is common to all transition frequencies. The mea surement of the frequency ratio of any two electronic transitions in an atom or pair of atoms returns the simplest, most direct measure of any temporal change of a. However, the measurement of the ratio of electronic transi tions is not necessarily very sensitive if the precision of the measurements is not high, and/or if the corresponding F j (a) functions are not strongly disparate. 
From Eq. 4, the temporal variation of a can be expressed as (5) where N = NAI+ -N Hg + = 3.2 and NAl+ ~ 0.008. Hence, (fta)/a is constrained to (-1.6 ± 2.3) x 1O-17yr-l. This, the most stringent limit to any present-era linear change in a, 
Stability of optical atomic clocks
There have been several studies of optical clock stability,27-29 but the stabil ity limits of the newest generation of optical atomic clocks have not yet been fully explored. For these clocks the coherence times of the atoms that com pose the clocks are likely to be significantly longer than the coherence times of the lasers that drive them. This is the current situation for AI+, where the naturallinewidth of the ISO _ 3p O transition is 8 mHz, while the probe laser linewidth is of order 100 mHz. 3o Neutral-atom-based lattice clocks 31 are in a similar situation,32 as they are also based on doubly-forbidden ISO -3p o transitions with naturallinewidths of order 10 mHz. If an isotope without nuclear spin is chosen; such as 174Yb, the naturallinewidth can be made arbitrarily small. 33 ,34 While atomic resonances that are extremely narrow can be chosen for optical clocks, a fundamental noise mechanism in the probe lasers that drive these resonances has been identified, and it cannot be reduced so easily. Numata et al. 35 have found that thermomechanical noise in the length of the Fabry-Perot laser stabilization cavities leads to inevitable 1/1 noise in the frequency of the laser local oscillator. What then is the stability of optical atomic clocks that are limited by this type of laser decoherence, and not by atomic decoherence? To address this question, some results of discrete-time numerical simulations are presented. ~n this computer simulation the Ramsey method is used to probe a collection of N atoms, and dead-time is neglected, unless otherwise noted. Let tR be the Ramsey evolution period. The discr~te times of the simu lations are ti= itR, where i is a non-negative integer that denotes the ,number of preceding measurement cycles. First, a noise signal ni with 1/1 spectral-density is generated 36 by appropriately filtering a white-noise sig nal in the Fourier-domain. Subsequently, the measurement-feedback cycles of the atomic clock are simulated by the iterative application of equations 6-8 on a computer.
Let Ci be the constant frequency correction applied to the clock's laser local oscillator (LO) during the time interval t i , and let the initial correction be CO = O. Then the clock's mean output frequency Ii during this time interval is the sum of the atomic resonance frequency 110, the noise frequency ni, and correction frequency Ci:
This corresponds to a clock phase error of
which is detected through its effect on the atomic response to a Ramsey interrogation that begins at time ti and ends at tHl. The response function is the probability Pi = R(¢i) (see Eq. 9 ) that each atom is in the excited state after the Ramsey interrogation is completed. For N atoms, the total number of excitations is a binomial random variable 37 Xi that represents the number of successes in N tries of probability Pi. Finally, the clock's frequency correction for the next time step is calculated from the inverse atomic response function R-1 (Pi), with a feedback gain of G: This iterative sequence is repeated many times, until the clock's long-term stability becomes apparent, Le. the coefficient 0"0 of the stability asymptote O"y(r) = 0"0(r/s)-1/2 can be determined.
For the atomic response function R(¢) we take a sine wave, correspond ing to the Ramsey signal from two infinitesimally short 1r/2-pulses at fre quency Ii separated in time by tR, where the second pulse is phase-shifted by 90° with respect to the first: 1 .
R-
Here R-l (R( ¢)) = ¢ for the interval -~ < ¢ ~ ~. It should be noted that when the Ramsey period is maximized, the LO noise ni may sometimes cause ¢i to fall outside this interval of unique invertibility. In this case,.
the frequency correction applied in Eq. 8 contains an "inversion error" in addition to the quantum projection noise 37 inherent in the random variable Xi. For this reason, atomic clocks with large atom number N and low projection noise will generally choose a somewhat shorter probe period tR than single-ion clocks, where N = 1 and the projection noise is high when all other parameters are equal.
We have numerically simulated the performance of atomic clocks with different atom number N (see Fig. 2 ), and also shown the expected clock stability according to the well known expression This shows that entangled states 38 where the effective Ramsey evolution frequency is v' = N v and the effective atom number is N' = 1 will not significantly improve the stability of the optical atomic clocks considered here, because N'v' = Nv. The same conclusion was reached in a separate analysis. 39 We have performed analogous simulations for the Rabi interrogation method, and find a slight increase in the optimal probe period. However, the Ramsey method still outperforms the Rabi method, due to its sharper frequency discriminant.
Conclusions
We have measured the frequency ratio of two single-ion optical clocks with an accuracy of 5.2 x 10- 17 . The historical record of these measurements over the course of a year shows no significant temporal variation, and indicates that the present rate of change of the fine-structure constant is no more than a few parts in 10 17 fractionally. The measurement uncertainty is dominated by statistical uncertainty due to clock instability, and we have explored numerically how 1/f frequency noise in the clock's probe laser limits the achievable stability for the Al+ clock.
