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Abstract: We prove that under natural assumptions on the data strong solutions in Sobolev
spaces of semilinear parabolic equations in divergence form involving measure on the right-hand
side may be represented by solutions of some generalized backward stochastic differential equa-
tions. As an application we provide stochastic representation of strong solutions of the obstacle
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1 Introduction
Let µ be a Radon measure on QT ≡ [0, T ]×R
d and let ϕ : Rd → R, f : QT×R×R
d → R,
g : QT ×R→ R be measurable functions. In the paper we consider strong solutions in
Sobolev spaces of the Cauchy problem
∂u
∂t
+ Ltu = −fu − g(u)µ, u(T ) = ϕ. (1.1)
Here
Lt =
1
2
d∑
i,j=1
∂
∂xi
(aij
∂
∂xj
) +
d∑
i=1
bi
∂
∂xi
(1.2)
is an operator with measurable coefficients a : QT → R
d ⊗ Rd, b : QT → R
d such that
λ|ξ|2 ≤
d∑
i,j=1
aij(t, x)ξiξj ≤ Λ|ξ|
2, aij = aji, |bi(t, x)| ≤ Λ, ξ ∈ Rd (1.3)
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for some 0 < λ ≤ Λ, and fu(t, x) = f(t, x, u(t, x), σ∇u(t, x)) with σ such that σσ
∗ = a,
g(u)(t, x) = g(t, x, u(t, x)), (t, x) ∈ QT .
Nonlinear elliptic equations in divergence form with measure data on the right-
hand side are considered in [17]. Our interest in general parabolic equations of the
form (1.1) with nonlinear g comes from that fact that as we shall see in Section 5
they arise naturally when considering the obstacle problem (parabolic variational in-
equalities). Let us mention also that equations of the form (1.1) include the so-called
Schro¨dinger equations with measure data, that is parabolic equations of the form (1.1)
with g(t, x, y) = y considered for example in [10]. Abstract parabolic evolution equa-
tions involving measures which depend nonlinearly on the solution are considered in
[1].
Let X = {(X,Ps,x); (s, x) ∈ [0, T ) × R
d} be a Markov family corresponding to the
operator Lt (see [24, 27]). Our main result concerning (1.1) says that if µ belongs to
the weighted Sobolev space L2(0, T ;H
−1
̺ ) then under natural conditions on ϕ, f, g there
exists a minimal strong solution of (1.1) and the pair
(Y s,xt , Z
s,x
t ) = (u(t,Xt), σ∇u(t,Xt)), t ∈ [s, T ] (1.4)
is a minimal solution of the generalized backward stochastic differential equation (GB-
SDE)
Y s,xt = ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x
θ , Z
s,x
θ ) dθ +
∫ T
t
g(θ,Xθ, Y
s,x
θ ) dRs,θ
−
∫ T
t
Zs,xθ dBs,θ, t ∈ [s, T ], Ps,x-a.s., (1.5)
where Bs,· is some standard Wiener process under Ps,x and R is a continuous additive
functional of X corresponding to µ in the sense that
Es,x
∫ T
s
η(t,Xt) dRt =
∫ T
s
∫
Rd
η(t, y)p(s, x, t, y) dµ(t, y) (1.6)
for any bounded measurable η : QT → [0,∞). Here Es,x denotes expectation with
respect to Ps,x and p is the transition density function of (X,Ps,x) (or, equivalently, p is
the fundamental solution for Lt). From (1.4) it follows in particular that u(s, x) = Y
s,x
s ,
so (1.5) may be viewed as the Feynman-Kac formula for solutions of (1.1).
In [7] it is proved that viscosity solutions of the Cauchy problem for semilinear
parabolic equation in nondivergence form with obstacle can be represented by solu-
tions of some reflected backward stochastic differential equations (RBSDEs). As an
application of results concerning (1.1) we provide such a representation in the case
where the equation is in divergent form and strong solutions in Sobolev spaces are con-
sidered. We strengthen also known analytical results on homographic approximation
of solution of the obstacle problem.
Roughly speaking, the obstacle problem consists in finding u : QT → R such that
for given ϕ, f as above and h : QT → R,{
min(u− h,−∂u∂t − Ltu− fu) = 0 in QT ,
u(T ) = ϕ on Rd,
(1.7)
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i.e. u satisfies the prescribed terminal condition, takes values above a given obstacle
h, satisfies inequality ∂u∂t + Ltu ≤ −fu in QT and equation
∂u
∂t + Ltu = −fu on the set
{u > h}.
In the case where Lt is a non-divergent operator of the form
Lt =
1
2
d∑
i,j=1
aij
∂2
∂xi∂xj
+
d∑
i=1
bi
∂
∂xi
,
problem (1.7) has been investigated carefully in [7] by using probabilistic methods. Let
Xs,x be a solution of the Itoˆ equation
dXs,xt = σ(t,X
s,x
t ) dWt + b(t,X
s,x
t ) dt, X
s,x
s = x (σσ
∗ = a)
associated with Lt. In [7] it is proved, that under suitable assumptions on a, b and
the data ϕ, f, h, for each (s, x) ∈ QT there exists a unique solution (Y
s,x, Zs,x,Ks,x)
of RBSDE with forward driving process Xs,x, terminal condition ϕ(Xs,xT ), coefficient
f and obstacle h(·,Xs,x· ), and moreover, u defined by the formula u(s, x) = Y
s,x
s ,
(s, x) ∈ QT is a unique viscosity solution of (1.7) in the class of functions satisfying the
polynomial growth condition.
In the present paper we are interested in stochastic representation of solutions of
the obstacle problem with divergence form operator in the framework of Sobolev spaces
(for the case of non-divergence form operator see [3], [18]). The advantage of using such
a framework lies in the fact that it allows to provide stochastic representation not only
for Y s,x but also for Zs,x and Ks,x.
By the strong solution of the obstacle problem we understand a pair (u, µ) consisting
of a measurable function u : QT → R having some regularity properties and a Radon
measure µ on QT such that
∂u
∂t
+ Ltu = −fu − µ, u(T ) = ϕ, u ≥ h,
∫
QT
(u− h) dµ = 0 (1.8)
(see Section 4 for details).
Let St = h(t,Xt), t ∈ [s, T ], and let (Y
s,x, Zs,x,Ks,x) be a solution of RBSDE
Y s,xt = ϕ(XT ) +
∫ T
t f(θ,Xθ, Y
s,x
θ , Z
s,x
θ ) dθ +K
s,x
T −K
s,x
t
−
∫ T
t Z
s,x
θ dBs,θ, t ∈ [s, T ], Ps,x-a.s.
Y s,xt ≥ St, t ∈ [s, T ],
Ks,x increasing, continuous, Ks,xs = 0,
∫ T
s (Y
s,x
t − St) dK
s,x
t = 0.
(1.9)
We show that under mild conditions on ϕ, f and h there exists a unique solution (u, µ)
of (1.8). Moreover, for a.e. (s, x) ∈ [0, T )× Rd,
u(t,Xt) = Y
s,x
t , t ∈ [s, T ], Ps,x-a.s., Z
s,x
t = σ∇u(t,Xt), λ⊗ Ps,x -a.s. (1.10)
and Ks,x corresponds to µ, i.e. (1.6) with R replaced by Ks,x holds true. The corre-
spondence between Ks,x and µ allows us to derive properties of Ks,x from those of µ
and vice versa.
3
Our proof of (1.10) and the correspondence betweenKs,x and µ is based on a general
approximation result for solutions of RBSDEs. The approximation we consider may be
viewed as an analogue of the well known in PDEs theory homographic approximation
for strong solutions of an obstacle problem (see [20]). Therefore we call it a stochastic
homographic approximation. Up to our knowledge, it is used here for the first time in
the context of RBSDEs.
By using the stochastic homographic approximation we prove also that under mild
regularity conditions on h the measure µ is absolutely continuous with respect to the
Lebesgue measure λ on Rd, and we get some information on the density dµ/dλ. This
provides information on the density of the control process Ks,x. It is worth pointing out
that the approximation provides additional information on the control process also for
general non-Markovian RBSDE with obstacle being a general continuous semimartin-
gale. For instance, it allows to prove a stochastic version of the Lewy-Stampacchia
inequality.
Our results on convergence of stochastic homographic approximations to solutions
of (1.9) when combined with (1.10) prove convergence of homographic approximations
of solutions of (1.8). In particular, we show that if ∂h∂t +Lth is a signed Radon measure
on QT then under some assumptions on ϕ, f , the strong solution u of (1.8) is a limit,
in the space L2(0, T ;H
1
̺ ) ∩ C([0, T ],L2(R
d)), of maximal solutions of the problem
∂un
∂t
+ Ltun = −fun − µn, un(T ) = ϕ
with
µn =
1
1 + n|un − h|
Φ−, Φ =
∂h
∂t
+ Lth+ fh.
This strengthens considerably analytical results which asserts that u is approximated
by homographic approximations in L2,̺(QT ), while its gradient weakly in L2,̺(QT ) (see
[20]). Let us point out also that contrary to [20] our approximation is direct in the
sense that it does not require smoothing the functional Φ−. Furthermore, we prove
that {µn} converges to µ weakly and in the dual space to the space W̺ (see notation
below).
Finally, let us mention that in case b = 0 from our stochastic Lewy-Stampacchia
inequality we get easily the Lewy-Stampacchia inequality for solutions of the obstacle
problem (1.8).
In the paper we adopt the following notation.
QT = [0, T ] ×R
d, QTˆ = [0, T ) × R
d, QˇT = (0, T ) × R
d, ∇ = ( ∂∂x1 , . . . ,
∂
∂xd
).
By B(D),Bb(D),B
+(D) we denote the set of Borel, bounded Borel, positive Borel
functions on D respectively. C0(D), C
∞
0 (D), C
∞
b (D) are spaces of all continuous
functions with compact support in D, smooth functions with compact support in D
and smooth functions on D with bounded derivatives, respectively. We also write that
K ⊂⊂ D if K is compact and included in D.
Lp(R
d) (Lp(QT )) are usual Banach spaces of measurable functions on R
d (on QT )
that are p-integrable. Let ̺ be a positive function on Rd. By Lp,̺(R
d) (Lp,̺(QT )) we
denote the space of functions u such that u̺ ∈ Lp(R
d) (u̺ ∈ Lp(QT )) equipped with
the norm ‖u‖p,̺ = ‖u̺‖p (‖u‖p,̺,T = ‖u̺‖p,T ). By 〈·, ·〉2,̺ we denote the inner product
in L2,̺(R
d) and by 〈·, ·〉2,̺,T the inner product in L2,̺(QT ).
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H1̺ is the Banach space consisting of all elements u of L2,̺(R
d) having generalized
derivatives ∂u∂xi , i = 1, . . . , d, in L2,̺(R
d). W̺ is the subspace of L2(0, T ;H
1
̺ ) consisting
of all elements u such that ∂u∂t ∈ L2(0, T ;H
−1
̺ ), where H
−1
̺ is the dual space to H
1
̺ (see
[15] for details). By 〈·, ·〉̺,T we denote duality between L2(0, T ;H
−1
̺ ) and L2(0, T ;H
1
̺ ).
M(QT ) (M
+(QT )) denotes the space of Radon measures (positive Radon measures)
on QT . By m we denote the Lebesgue measure on QT .
By C we denote a general constant which may vary from line to line but depends
only on fixed parameters.
2 Generalized BSDEs
Let {Bt, 0 ≤ t ≤ T} be a d-dimensional standard Wiener process defined on some
probability space (Ω,F , P ) and let {Ft}t∈[0,T ] denote the usual augmentation of the
natural filtration generated by B.
Let ξ be an FT -measurable random variable and let f : Ω × [0, T ] × R × R
d → R,
g : Ω× [0, T ]× R→ R. We will need the following assumptions.
(A1) ξ ∈ L2(Ω,FT , P ),
(A2) For every (y, z) ∈ R× Rd the processes f(·, y, z), g(·, y) are predictable,
(A3) R is increasing continuous process such that E|RT |
2 <∞,
(A4) There exist K > 0 and a predictable process γ such that E
∫ T
0 |γt|
2 dt <∞ and
|f(t, y, z)| ≤ K(|γt|+ |y|+ |z|), P -a.s.
for all t ∈ [0, T ], y ∈ R, z ∈ Rd
(A5) There exists M > 0 such that |g(t, ·)| ≤M , t ∈ [0, T ], P -a.s.,
(A6) (y, z)→ f(t, y, z) is P -a.s. continuous for every t ∈ [0, T ],
(A7) y → g(t, y) is P -a.s. continuous for every t ∈ [0, T ],
(A6’) There is L > 0 such that
|f(t, y1, z1)− f(t, y2, z2)| ≤ L(|y1 − y2|+ |z1 − z2|), P -a.s.
for every y1, y2 ∈ R, z1, z2 ∈ R
d, t ∈ [0, T ],
(A7’) There is L > 0 such that
|g(t, y1)− g(t, y2)| ≤ L|y1 − y2|, P -a.s.
for every y1, y2 ∈ R, t ∈ [0, T ].
Following [21, 22] we say that a pair (Y,Z) of {Ft}-progressively measurable pro-
cesses on [0, T ] taking values in R×Rd is a solution of the generalized backward stochas-
tic differential equation (GBSDE)
Yt = ξ +
∫ T
t
f(s, Ys, Zs) ds+
∫ T
t
g(t, Yt) dRt −
∫ T
t
(Zs, dBs), t ∈ [0, T ] (2.1)
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if E sup0≤t≤T |Yt|
2 < ∞, E
∫ T
0 |Zt|
2 dt < ∞ and (2.1) is satisfied P -a.s. If (Y,Z) is a
solution of (2.1) such that Yt ≤ Y˜t, t ∈ [0, T ], P -a.s. for any solution (Y˜ , Z˜) of (2.1),
then it is called a minimal solution of (2.1).
Of course, if R = 0 or g = 0, then GBSDE reduces to the usual backward SDE with
terminal condition ξ and coefficient f .
The main purpose of the present section is to prove comparison results for solutions
of (2.1), and, in consequence, to prove that under (A1)–(A7) there is a minimal solution
to (2.1).
We begin with a priori estimates for solutions of (2.1) and a ”backward version” of
the generalized Gronwall’s lemma, which in turn will be used to prove some comparison
principle for solutions of GBSDEs. Let us mention here that a priori estimates and
comparison results for solutions of GBSDEs are proved in [21] but under assumptions
on g not suitable for our purposes (in [21] monotonicity of g is required).
Proposition 2.1. Assume (A1)-(A5) and let (Y,Z) be a solution of (2.1). Then there
exists C > 0 depending on K,M,T such that
E sup
0≤t≤T
|Yt|
2 + E
∫ T
0
|Zt|
2 dt ≤ C(E|ξ|2 +E|RT |
2 + E
∫ T
0
|γt|
2 dt).
Proof. By Itoˆ’s formula, for every t ∈ [0, T ],
|Yt|
2 +
∫ T
t
|Zθ|
2 dθ = |ξ|2 +
∫ T
t
f(θ, Yθ, Zθ)Yθ dθ +
∫ T
t
g(Yθ)Yθ dRθ −
∫ T
t
ZθYθ dBθ.
Hence, by (A4) and (A5),
|Yt|
2 +
1
2
∫ T
t
|Zθ|
2 dθ ≤ |ξ|2 + 2(K +K2)
∫ T
t
|Yθ|
2 dθ
+K
∫ T
t
|γθ|
2 dθ +M
∫ T
t
|Yθ| dRθ −
∫ T
t
ZθYθ dBθ. (2.2)
Taking expectation and using Gronwall’s lemma yields
E|Yt|
2 + E
∫ T
0
|Zθ|
2 dθ ≤ C(E|ξ|2 +E
∫ T
0
|γt|
2 dt+ E
∫ T
0
|Yθ| dRθ). (2.3)
Therefore taking supremum in (2.2), using the Burkholder-Davis-Gundy inequality and
(2.3) we get
E sup
0≤t≤T
|Yt|
2 + E
∫ T
0
|Zθ|
2 dθ
≤ C(Eξ2 + E
∫ T
0
|γt|
2 dt+E
∫ T
0
|Yθ|dRθ)
≤ C(E|ξ|2 + E
∫ T
0
|γt|
2 dt+ E|RT |
2) +
1
2
E sup
0≤t≤T
|Yt|
2,
which proves the proposition. ✷
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Lemma 2.2. Let Y be a continuous decreasing process such that Y ≥ 0 a.s. and EY0 <
∞, and let A be an adapted continuous increasing processes such that 0 ≤ AT ≤ a a.s.
for some a > 0. If
EYτ ≤ E
∫ T
τ
Ys dAs
for every stopping time 0 ≤ τ ≤ T then Y = 0.
Proof. Without lost of generality we may and will assume that A is strictly in-
creasing. Put τt = inf{s ∈ [0, T ];As ≥ t} ∧ T . By the change of variable formula and
assumptions,
EYτt ≤ E
∫ T
τt
Ys dAs = E
∫ T
0
Ys1{τt≤s≤T} dAs
≤ E
∫ ∞
0
Yτu1{τt≤τu≤T} du =
∫ AT
t
EYτu du ≤
∫ a
t
EYτu du.
and the result follows by classical Gronwall’s lemma. ✷
Theorem 2.3. Suppose that ξi, fi, gi, R
i, i = 1, 2 satisfy (A1)-(A5) and, in addition,
f1, g1 satisfy (A6’), (A7’). Let (Y
i, Zi) be a solution of (2.1) with data ξi, fi, gi, R
i,
i = 1, 2. If
(i) ξ1 ≤ ξ2, P -a.s.,
(ii) f1(·, y, z) ≤ f2(·, y, z), dt⊗ dP -a.e. for every (y, z) ∈ R× R
d,
(iii) g1(t, Y
2
t ) dR
1
t ≤ g2(t, Y
2
t ) dR
2
t , P -a.s.,
(iv) R1T ≤ a, P -a.s. for some a > 0,
then Y 1t ≤ Y
2
t , t ∈ [0, T ], P -a.s..
Proof. Write ξ = ξ1 − ξ2, Y = Y
1 − Y 2 , Z = Z1 − Z2. By Itoˆ’s formula and
assumptions,
|Y +t |
2 +
∫ T
t
|Zθ|
21{Yθ>0} dθ
= |ξ+|2 + 2
∫ T
t
(f1(θ, Y
1
θ , Z
1
θ )− f2(θ, Y
2
θ , Z
2
θ ))Y
+
θ dθ
+
∫ T
t
g1(θ, Y
1
θ )Y
+
θ dR
1
θ −
∫ T
t
g2(θ, Y
2
θ )Y
+
θ dR
2
θ −
∫ T
t
ZθY
+
θ dBθ
≤ C
∫ T
t
|Y +θ |
2 + α
∫ T
t
|Zθ|
21{Yθ>0} dθ +
∫ T
t
(g1(θ, Y
1
θ )− g1(θ, Y
2
θ ))Y
+
θ dR
1
θ
−
∫ T
t
ZθY
+
θ dBθ.
Now, arguing as in the proof of Proposition 2.1 we get
E sup
t≤s≤T
|Y +s |
2 ≤ C
(
E
∫ T
t
|Y +θ |
2 dθ + E
∫ T
t
|g1(θ, Y
1
θ )− g1(θ, Y
2
θ )|Y
+
θ dR
1
θ
)
.
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Hence,
E sup
t≤s≤T
|Y +s |
2 ≤ CE
∫ T
t
sup
s≤θ≤T
|Y +θ |
2(ds+ dR1s).
The same inequality we can get for every stopping time τ ≤ T instead of t. By Lemma
2.2 we get the result. ✷
Let Q denote the set of rational numbers. The following useful approximation result
is proved in [14].
Lemma 2.4. Let f : Rd → R be a continuous function such that |f(x)| ≤ C(1 + |x|),
x ∈ Rd, for some C > 0. Set fn(x) = infy∈Qd{f(y) + n|x− y|}, x ∈ R
d, n ∈ N. Then
(a) |fn(x)| ≤ C(1 + |x|), x ∈ R
d,
(b) fn(x) ↑ f(x), x ∈ R
d,
(c) if xn → x then fn(xn)→ f(x),
(d) fn is Lipschitz continuous.
We will need also the following lemma.
Lemma 2.5. Let f : Rd → [0,∞) be a continuous function. Then there is a sequence
{fn} ⊂ C
∞
0 (R
d) such that
(a) fn(x) ↑ f(x), x ∈ R
d,
(b) if xn → x then fn(xn)→ f(x).
Proof. By the Stone-Weierstrass theorem, for every ε > 0 there is f˜ε ∈ C
∞(QT )
such that ‖f˜ε − f‖∞ ≤ ε. Let f¯n = f˜4−n − 2 · 4
−n. Then f¯n ≤ f¯n+1, n ≥ 1, because
f¯n ≤ f and 4
−n ≤ f − f¯n ≤ 3 · 4
−n for n ≥ 1. Therefore the sequence {fn = ηnf¯n},
where {ηn} ⊂ C
∞
0 (R
d) is a sequence of positive functions such that ηn ↑ 1 uniformly in
compacts subsets of Rd has the desired properties. ✷
Proposition 2.6. If assumptions (A1)–(A7) are satisfied then there exists a minimal
solution of GBSDE (2.1). Moreover, if ξi, fi, gi, R
i, i = 1, 2, satisfy assumptions (i)–
(iii) of Theorem 2.3 and the pairs (Y i, Zi), i = 1, 2, are minimal solutions of (2.1) with
data ξi, fi, gi, R
i, respectively, then Y 1t ≤ Y
2
t , t ∈ [0, T ], P -a.s..
Proof. Let fn be the approximation of f considered in Lemma 2.4 and let gn be the
approximation of g considered in Lemma 2.5. From [21] we know that for each n ∈ N
there exists a unique solution (Y n, Zn) of GBSDE
Y nt = ξ +
∫ T
t
fn(s, Y
n
s , Z
n
s ) ds+
∫ T
t
gn(t, Y
n
t ) dR
n
t −
∫ T
t
(Zns , dBs), t ∈ [0, T ] (2.4)
with Rn = R ∧ n. By Theorem 2.3, {Y n} is increasing, and by Proposition 2.1,
E sup
0≤t≤T
|Y n|2t + E
∫ T
0
|Znt |
2 dt ≤ C
(
E|ξ|2 + E|RT |
2 + E
∫ T
0
|γt|
2 dt
)
(2.5)
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for some C not depending on n. Therefore,
E
∫ T
0
|Y nt − Y
m
t |
2 dt+ E
∫ T
0
|Y nt − Y
m
t | dRt → 0.
By Itoˆ’s formula,
|Y nt − Y
m
t |
2 +
∫ T
t
|Znθ − Z
m
θ |
2 dθ
=
∫ T
t
(Y nθ − Y
m
θ )(fn(θ, Y
n
θ , Z
n
θ )− fn(θ, Y
n
θ , Z
n
θ )) dθ
+
∫ T
t
(Y nθ − Y
m
θ )gn(θ, Y
n
θ ) dR
n
θ −
∫ T
t
(Y nθ − Y
m
θ )gm(θ, Y
m
θ ) dR
m
θ
+
∫ T
t
(Y nθ − Y
m
θ )(Z
n
θ − Z
m
θ ) dBθ. (2.6)
From the above and (2.5) we conclude that
E|Y nt − Y
m
t |
2 + E
∫ T
0
|Znt − Z
m
t |
2 dt
≤ C
((
E
∫ T
0
|Y nt − Y
m
t |
2 dθ
)1/2
+ E
∫ T
0
|Y nt − Y
m
t | dRt
)
≡ In,m. (2.7)
Now taking supremum in (2.6), using BDG inequality and estimate (2.7) we get
E sup
0≤t≤T
|Y nt − Y
m
t |
2 + E
∫ T
0
|Znt − Z
m
t |
2 dt ≤ In,m.
Since we know that In,m → 0 as n,m→∞, passing to the limit in (2.4) proves existence
of a solution (Y,Z) of (2.1). Furthermore, by Theorem 2.3, if (Y˜ , Z˜) is a solution of
(2.1) then Y nt ≤ Y˜t, t ∈ [0, T ], P -a.s. for each n ∈ N, which implies that Y ≤ Y˜ .
To prove the second part of the theorem, we approximate (Y 1, Z1) in the same
manner as above. Let {(Y 1,n, Z1,n)} denote the approximating sequence. By Theorem
2.3, Y 1,nt ≤ Y
2
t , t ∈ [0, T ], P -a.s. for n ∈ N, which yields Y
1 ≤ Y 2. ✷
Remark 2.7. Under assumptions (A1)–(A7) there exists a maximal solution of GBSDE
(2.1). This follows from the fact that if f¯(t, y, z) = −f(t,−y,−z), g¯(t, y) = −g(t,−y),
and if (Y¯ , Z¯) is a solution of (2.1) with ξ, f, g replaced by −ξ, f¯ , g¯, then the pair
(−Y¯ ,−Z¯) is a solution of (2.1). Therefore, if (Y,Z) is a minimal solution of (2.1)
with data −ξ, f¯ , g¯, then (−Y,−Z) is a maximal solution of (2.1).
3 Stochastic homographic approximation
In what follows S denote a continuous {Ft}-progressively measurable real-valued pro-
cess S on [0, T ] such that
(A8) ST ≤ ξ P -a.s. and E sup0≤t≤T |S
+
t |
2 <∞.
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Recall that a triple (Y,Z,K) of {Ft}-progressively measurable processes on [0, T ]
taking values in R×Rd×R+ is a solution of the reflected backward stochastic differential
equation (RBSDE)
Yt = ξ +
∫ T
t f(s, Ys, Zs)ds +KT −Kt −
∫ T
t (Zs, dBs), t ∈ [0, T ],
Yt ≥ St, t ∈ [0, T ],
K is increasing, continuous, K0 = 0,
∫ T
0 (Yt − St) dKt = 0
(3.1)
if E sup0≤t≤T |Yt|
2 <∞, E
∫ T
0 |Zt|
2 dt <∞, E|KT |
2 <∞ and (3.1) is satisfied P -a.s.
In [7] it is proved that if (A1), (A2), (A4), (A7’) and (A8) are satisfied then (3.1)
has a unique solution.
In the following theorem we assume that S is a continuous semimartingale admitting
the decomposition
St = ST +
∫ T
t
f(s, Ss, Z˜s) ds − (CT − Ct) + (RT −Rt)−
∫ T
t
Z˜s dBs, (3.2)
where Z˜ is an {Ft}-adapted square-integrable process and C,R are continuous {Ft}-
adapted square-integrable increasing processes.
Remark 3.1. If S is a semimartingale with the decomposition
St = S0 +Mt + Ut, t ∈ [0, T ],
whereM is square-integrable martingale on [0, T ] and U is an adapted process of square-
integrable variation on [0, T ], then it admits decomposition of the form (3.2). Indeed, by
the representation theorem for martingales, there is a progressively measurable process
Z˜ such that E
∫ T
0 |Z˜s|
2 ds <∞ and
Mt =
∫ t
0
Z˜s dBs, t ∈ [0, T ].
Moreover, since U is a finite variation process, there exist increasing processes U+, U−
such that Ut = U
+
t − U
−
t , t ∈ [0, T ]. Therefore putting
Ct =
∫ t
0
(f(s, Ss, Z˜s))
+ ds+ U+t , Rt =
∫ t
0
(f(s, Ss, Z˜s))
− ds+ U−t , t ∈ [0, T ]
yields (3.2).
Theorem 3.2. Assume (A1),(A2),(A4),(A7’) and (A8). Let S be of the form (3.2)
and for n ∈ N let (Y n, Zn) be a maximal solution of the following GBSDE
Y nt = ξ +
∫ T
t
f(s, Y ns , Z
n
s ) ds +K
n
T −K
n
t −
∫ T
t
Zns dBs, t ∈ [0, T ], (3.3)
where
Knt =
∫ t
0
αns dRs, α
n
t =
1
1 + n|Y nt − St|
. (3.4)
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Then Y nt ≥ St, t ∈ [s, T ] a.s. for each n ∈ N, Y
n
t ↓ Yt a.s. for every t ∈ [0, T ] and
E sup
t∈[0,T ]
|Y nt − Yt|
2 + E
∫ T
0
|Znt − Zt|
2 dt+ E sup
t∈[0,T ]
|Knt −Kt|
2 → 0, (3.5)
where (Y,Z,K) is a solution of (3.1).
Proof. Let (Y¯ nt , Z¯
n
t ) be a solution of (3.3) with α¯
n
t = 1−
n(Y¯ nt −St)
1+n|Y¯ nt −St|
in place of αn.
By Itoˆ’s formula, for every t ∈ [0, T ] we have
|(Y¯ nt − St)
−|2 = |(Y¯ nT − ST )
−|2 − 2
∫ T
t
n|(Y¯ ns − Ss)
−|2
1 + n|Y¯ ns − Ss|
dRs
− 2
∫ T
t
(Y¯ nt − St)
− dCt − 2
∫ T
t
(Y¯ nt − St)
−(Z¯ns − Z˜s) dBs
−
∫ T
t
1{Y¯ nt −St≤0}
|Z¯ns − Z˜s|
2 ds
+ 2
∫ T
t
(f(s, Ss, Z˜s)− f(s, Y¯
n
s , Z¯
n
s ))(Y¯
n
s − Ss)
− ds.
From this we obtain
E|(Y¯ nt − St)
−|2 ≤ CE
∫ T
t
∣∣(Y¯ ns − Ss)−∣∣2 ds,
which implies that S ≤ Y¯ n. From this we see that (Y¯ n, Z¯n) is a solutions of (3.3). From
maximality of Y n we have that S ≤ Y¯ n ≤ Y n and we get (i). Using Itoˆ’s formula, the
Burkholder-Davis-Gundy inequality and standard estimates we get
E sup
0≤t≤T
|Y nt |
2 +E
∫ T
0
|Znt |
2 dt ≤ CE
(
|ξ|2 +
∫ T
0
|γt|
2 dt+
∫ T
0
αnt |Y
n
t | dRt
)
.
It follows from the form of equation (3.3) and Proposition 2.6 that Y nt ≥ Y
n+1
t , t ∈
[0, T ], P -a.s., n ∈ N. Hence
E sup
0≤t≤T
|Y nt |
2 + E
∫ T
0
|Znt |
2 dt
≤ CE
(
|ξ|2 +
∫ T
0
|γt|
2 dt+
∫ T
0
αnt |Y
1
t | dRt +
∫ T
0
αnt |St| dRt
)
. (3.6)
Using once again Itoˆ’s formula we get
E|Y nt − Y
m
t |
2 + E
∫ T
t
|Znt − Z
m
t |
2 dt
= −2E
∫ T
t
(Y ns − Y
m
s )(f(s, Y
m
s , Z
m
s )− f(s, Y
n
s , Z
n
s )) ds
−E
∫ T
t
(Y ns − Y
m
s )(α
m
s − α
n
s ) dRs
≤
1
2
E
∫ T
t
|Zns − Z
m
s |
2 ds+ CE
∫ T
t
|Y ns − Y
m
s |
2 ds
+E
∫ T
0
|αms − α
n
s ||Y
n
s − Y
m
s | dRs.
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By the above and Gronwall’s lemma,
E|Y nt − Y
m
t |
2 +
∫ T
0
|Zns − Z
m
s |
2 ds ≤ CE
∫ T
0
|αms − α
n
s ||Y
n
s − Y
m
s | dRs. (3.7)
From the monotonicity of {Y n} there is a process Y¯ such that Y nt ց Y¯t, t ∈ [0, T ].
From this and (3.6) we conclude that E
∫ T
0 |Y
n
t − Y
m
t |
2 dRt → 0. Hence, by (3.7),
E
∫ T
0 |Z
n
t − Z
m
t |
2dt → 0 as n,m → ∞. Using the Burkholder-Davis-Gundy inequality
we conclude from the above that
E sup
t∈[0,T ]
|Y nt − Y
m
t |
2 + E
∫ T
0
|Znt − Z
m
t |dt ≤ C
∫ T
0
|αns − α
m
s ||Y
n
s − Y
m
s |dRs → 0
as n,m → ∞, and hence, by (3.3), that E supt |K
n
t −K
m
t |
2 → 0 as n,m → ∞. This
implies that there is a triple (Y¯ , Z¯, K¯) such that Y¯ is continuous, K¯ continuous and
increasing, satisfying
E sup
t∈[0,T ]
(Y nt − Y¯t)
2 + E
∫ T
0
|Znt − Z¯t|
2 dt+ E sup
t∈[0,T ]
|Knt − K¯t|
2 → 0.
From this we obtain that∫ T
0
1{Y¯s−Ss>0}(Y
n
s − Ss) dK
n
s →
∫ T
0
1{Y¯s−Ss>0}(Y¯s − Ss) dK¯s =
∫ T
0
(Y¯s − Ss) dK¯s.
P -a.s.. On the other hand,∫ T
0
1{Y¯s−Ss>0}(Y
n
s − Ss) dK
n
s =
∫ T
0
1{Y¯s−Ss>0}
(Y ns − Ss)
1 + n(Y ns − Ss)
dRs → 0.
Accordingly,
∫ T
0 (Y¯s − Ss) dK¯s = 0, P -a.s.. Therefore, by uniqueness of solutions of
RBSDEs, (Y¯ , Z¯, K¯) = (Y,Z,K) ✷
The following corollary may be viewed as a stochastic version of the Lewy-Stam-
pacchia inequality (see [5, 20] and Remark 5.5).
Corollary 3.3. Under assumptions of Theorem 3.2,
0 ≤ dKt ≤ 1{Yt=St} dRt. (3.8)
Proof. Follows from (3.4), (3.5). ✷
Remark 3.4. If S is an Itoˆ process of the form
St = S0 +
∫ t
0
Z˜s dBs +
∫ t
0
Us ds, t ∈ [0, T ],
where U, Z˜ are progressively measurable processes such that E
∫ T
0 (|Ut|
2+|Z˜t|
2) dt <∞,
then by [7, Remark 4.3],
Kt =
∫ t
0
1{Ys=Ss}αs(f(s, Ss, Z˜s) + Us)
− ds (3.9)
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for some progressively measurable process α with values in [0, 1]. In fact, from every
subsequence {n′} we may choose a further subsequence {n′′} such that αn
′′
→ α weakly
in L2((0, T ) × Ω; dt ⊗ dP ), which provides some additional information on α. To see
that α can be approximated by αn, let us first observe that S may be written in the
form
St = ST +
∫ T
t
f(s, Ss, Zs) ds− (C˜T − C˜t) + (R˜T − R˜t)−
∫ T
t
Zs dBs, t ∈ [0, T ],
where
C˜t =
∫ t
0
(f(s, Ss, Z˜s) + Us)
+ ds, R˜t =
∫ t
0
(f(s, Ss, Z˜s) + Us)
− ds.
Therefore, by Theorem 3.2, if Y n, Zn, αn are defined by (3.3), (3.4) and Kn is defined
by the formula
Knt =
∫ t
0
αns (f(s, Ss, Z˜s) + Us)
− ds,
then (3.5) holds true. Since αn are uniformly bounded, there is a subsequence {n′}
such that αn
′
→ α¯ weakly in L2((0, T )× Ω; dt⊗ dP ). Since α
n
s (f(s, Ss, Z˜s) + Us)
− are
uniformly bounded in L2((0, T ) ×Ω; dt⊗ dP ) as well, there is {n
′′} ⊂ {n′} such that
αn
′′
t (f(t, St, Z˜t) + Ut)
− → 1{Yt=St}αt(f(t, St, Z˜t) + Ut)
−, αn
′′
→ α¯
weakly in L2((0, T ) × Ω; dt ⊗ dP ). From this we conclude that α¯ = α on the set
{1{Yt=St}αs(f(s, Ss, Z˜s) + Us)
− > 0}.
Remark 3.5. Analysis of the proof of Theorem 3.2 shows that the assumption that S
is continuous is superfluous. What we really need is continuity of the process R. This
is related to the fact, that if C is ca`dla`g and R is continuous then S has only downward
jumps going backward in time (see [11]).
4 Semilinear parabolic equations with measure data
Let ϕ : Rd → R, f : QT × R × R
d → R, g : QT × R → R be measurable functions. In
this section we are concerned with existence and stochastic representation of a solution
of the problem (1.1)
Let Ω = C([0, T ],Rd) denote the space of continuous Rd-valued functions on [0, T ]
equipped with the topology of uniform convergence and let X be a canonical process on
Ω. It is known that for an operator Lt defined by (1.2) with a and b satisfying (1.3) one
can construct a weak fundamental solution p(s, x, t, y) for Lt and then a Markov family
X = {(X,Ps,x); (s, x) ∈ [0, T )× R
d} for which p is the transition density function, i.e.
Ps,x(Xt = x; 0 ≤ t ≤ s) = 1, Ps,x(Xt ∈ Γ) =
∫
Γ
p(s, x, t, y) dy, t ∈ (s, T ]
for any Γ in a Borel σ-field B of Rd (see [24, 27]).
Set Fst = σ(Xu, u ∈ [s, t]), F¯
s
t = σ(Xu, u ∈ [T + s − t, T ]) and define G as the
completion of FsT with respect to the family P = {Ps,µ : µ is a probability measure on
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B(Rd)}, where Ps,µ(·) =
∫
Rd
Ps,x(·)µ(dx), and define G
s
t (G¯
s
t ) as the completion of F
s
t
(F¯st ) in G with respect to P.
We will say that a family A = {As,t, 0 ≤ s ≤ t ≤ T} of random variables is an
additive functional (AF) of X if As,t is G
s
t -measurable for every 0 ≤ s ≤ t ≤ T and
Ps,x(As,t = As,u+Au,t, s ≤ u ≤ t ≤ T ) = 1 for a.e. (s, x) ∈ QTˆ . If, in addition, As,· has
Ps,x-almost all continuous trajectories for a.e. (s, x) ∈ QTˆ , then A is called a continuous
AF (CAF), and if As,· is an increasing process under Ps,x for a.e. (s, x) ∈ QTˆ , it is
called an increasing AF. If M is an AF such that for a.e. (s, x) ∈ QTˆ , Es,x|Ms,t|
2 <∞
and Es,xMs,t = 0 for t ∈ [s, T ] it is called a martingale AF (MAF). Finally, we say
that A is an AF (CAF, increasing AF, MAF) in the strict sense if the corresponding
property holds for every (s, x) ∈ QTˆ .
Now we recall some known facts about functionals in L2(0, T ;H
−1
̺ ) (for details see,
e.g., [8], [12]). Here and in what follows we will assume that ̺(x) = (1 + |x|2)−α,
x ∈ Rd, for some α ≥ 0 and
∫
Rd
̺(x) dx <∞.
It is known that if Φ ∈ L2(0, T ;H
−1
̺ ) then µ = f−divf¯ for some f, f¯ = (f¯1, . . . , f¯d) ∈
L2,̺(QT ), i.e.
Φ(η) = 〈f, η〉2,̺,T + 〈f¯ ,∇η〉2,̺,T , η ∈ L2(0, T ;H
1
̺ ). (4.1)
Let Φ ∈ L2(0, T ;H
−1
̺ ). We say that Φ ∈ M
+(QT ) if there is a measure µ ∈ M
+(QT )
such that
Φ(η) =
∫
QT
η dµ (4.2)
for every η ∈ C∞0 (QT ). Let us note that the measure µ has the property that
µ({t} × Rd) = 0 for every t ∈ [0, T ] (see [12]).
Let us consider the Dirichlet form (E ,F) on L2,̺(QT ) with F = L2(0, T ;H
1
̺ ) defined
by the formula
E(u, v) = 〈∇u,∇v〉2,̺,T , u, v ∈ F .
It is easy to check that E is regular and C∞0 (QT ) is its core. With the form (E ,F) we
may associate a Choquet capacity Cap : 2QT → [0,∞] as follows. Let O denote the
family of all open subsets of QT . For A ∈ O we put
Cap(A) = inf
u∈LA
E1(u, u),
where LA = {u ∈ F ;u ≥ 1 a.e. on A} and E1(u, v) = E(u, v) + 〈u, v〉2,̺,T . For A ⊂ QT
we put
Cap(A) = inf
B∈O,A⊂B
Cap(B).
By [9, Theorem 2.1.5], for every A ⊂ QT there exists a unique eA ∈ L¯A = {u ∈
F ;u ≥ 1 Cap-q.e. on A} such that Cap(B) = E1(eA, eA). Since every functional in
L2(0, T ;H
−1
̺ ) is of the form (4.1), it follows that the measure µ is of finite energy
integral (see Section 2.2 in [9]) and, by [9, Lemma 2.2.3], µ ≪ Cap. Moreover, since
every η ∈ F has Cap-quasi continuous version, repeating arguments of the proof of
[9, Theorem 2.2.2] we can extend formula (4.2) to all η ∈ F . In particular, given
α ∈ Bb(QT ) and Φ ∈ L2(0, T ;H
−1
̺ ) ∩M
+(QT ) we may define αΦ ∈ L2(0, T ;H
−1
̺ ) by
the formula
αΦ(f) = Φ(αf) =
∫
QT
αf dµ, f ∈ L2(0, T ;H
1
̺ ),
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where µ is the measure associated with Φ in the sense of (4.2).
Let us now consider parabolic capacity naturally related to the spaceW̺. We define
the parabolic capacity of the Borel set B ⊂ QTˆ as follows
cap(B) = Pm({ω : (t,Xt(ω)) ∈ B for some t ∈ [0, T ]}),
where m is the Lebesgue measure on QT and Pm(Γ) =
∫
Q
Tˆ
Ps,x(Γ) ds dx for Γ ∈ G.
We say that u ∈ B(QT ) is cap-quasi continuous if [s, T ] ∋ t 7→ u(t,Xt) is a Ps,x-a.s.
continuous process for a.e. (s, x) ∈ QT . It is known (see [12, 19]) that every η ∈ W̺
has a cap-quasi continuous version. In what follows we will always consider cap-quasi
continuous versions of elements of W̺.
From [9, Theorem 2.1.4] it follows that if u, u¯ are Cap-quasi continuous and u = u¯
a.e. then they are equal Cap-quasi everywhere. The same property hold for parabolic
capacity.
Proposition 4.1. If u, u¯ ∈ L2,̺(QT ) are cap-quasi continuous and u = u¯ a.e. then
u = u¯ cap-quasi everywhere.
Proof. Suppose that cap({u 6= u¯}) > 0. Then there exists A ⊂ QTˆ such that
m(A) > 0 and for every (s, x) ∈ A,
Ps,x({ω : (t,Xt) ∈ {u 6= u¯} for some t ∈ [s, T ]}) > 0
Since the processes t 7→ u(t,Xt), t 7→ u¯(t,Xt) have continuous trajectories,
0 < Es,x
∫ T
s
|u− u¯|2(t,Xt) dt =
∫ T
s
∫
Rd
|u− u¯|2p(s, x, θ, y) dθ dy. (4.3)
Therefore, since m(A) > 0,
0 <
∫ T
0
∫
Rd
(
Es,x
∫ T
s
|u− u¯|2(t,Xt) dt
)
̺2(x) ds
≤ C
∫ T
0
∫
Rd
|u− u¯|2(θ, y)̺2(y) dθ dy,
the last inequality being a consequence of [12, Proposition 4.1]. Since (4.3) contradicts
the assumption that u = u¯ a.e., the proposition is proved. ✷
Remark 4.2. If η ∈ W̺ then from [6, Appendix A.2] it follows that there exists
{ηn} ⊂ C
∞
0 (QT ) such that ηn → η in W̺. By [12, Corollary 3.4] there exists a
subsequence (still denoted by {n}) such that ηn → η¯ cap-q.e., where η¯ is cap-quasi
continuous version of η. On the other hand, ηn → η in E1 so by [9, Theorem 2.1.4]
there exists a subsequence (still denoted by {n}) such that ηn → η˜ Cap-q.e., where η˜
is Cap-quasi continuous version of η. From this we conclude that
∫
η¯ dµ =
∫
η˜ dµ for
µ ∈ L2(0, T ;H
−1
̺ ) ∩M(QT ).
Let µ be a positive Radon measure on QT and let K be an increasing CAF of X.
We will say that µ corresponds to K or K corresponds to µ (and write µ ∼ K) if
Es,x
∫ T
s
η(t,Xt) dKs,t =
∫
QsT
η(t, y)p(s, x, t, y) dµ(t, y) (4.4)
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for every η ∈ B+(QT ) and a.e. (s, x) ∈ QT .
Observe that if µ corresponds to some increasing CAF of X, then µ ≪ cap since
p > 0. Note also that from [12, Corollary 3.5] it follows that every µ ∈ L2(0, T ;H
−1
̺ )∩
M+(QT ) has a corresponding CAF of X.
Now we prove some properties of the Laplace transform of time-inhomogeneous
additive functionals. Analogous properties for time-homogenuous additive functionals
are to be found for instance in [23, Chapter X].
Let A be an additive functional of X and let α ≥ 0. The function
UαA(s, x) = Es,x
∫ T
s
e−α(t−s) dAs,t, (s, x) ∈ QT
is called the Laplace transform of the AF A or the α-potential of A. If f ∈ Bb(QT ) and
f · A is the functional defined by (f · A)s,t =
∫ t
s f(θ,Xθ) dθ, 0 ≤ s ≤ t ≤ T , then U
α
Af
denotes the α-potential of f ·A, that is
UαAf(s, x) = Es,x
∫ T
s
e−α(t−s)f(t,Xt) dAs,t , (s, x) ∈ QT .
If As,t = t− s, then we denote U
α
Af by U
αf .
Lemma 4.3. For any additive functional A and any f ∈ Bb(QT ),
UαA(U
αf)(s, x) = Es,x
∫ T
s
e−α(t−s)f(t,Xt)As,t dt
for almost every (s, x) ∈ QˇT .
Proof. By the definitions of α-potential the fact that (X,Ps,x) is a Markov process
and Fubini’s theorem,
UαK(U
αf)(s, x) = Es,x
∫ T
s
e−α(t−s)
(
Et,Xt
∫ T
t
e−α(θ−s)f(θ,Xθ) dθ
)
dAs,t
= Es,x
∫ T
s
e−α(t−s)Es,x
(∫ T
t
e−α(θ−s)f(θ,Xθ) dθ|G
s
t
)
dAs,t
= Es,x
∫ T
s
∫ T
t
e−α(θ−s)f(θ,Xθ)As,θ dθ.
✷
Proposition 4.4. Let µ1, µ2 be Radon measures such that there exist additive func-
tionals K,L such that µ1 ∼ K, µ2 ∼ L. If µ1 ≤ µ2 then K ≤ L in the sense that
Kt′ ,t ≤ Lt′ ,t for every s ≤ t
′
≤ t ≤ T , Ps,x-a.s. for a.e (s, x) ∈ QˇT .
Proof. By the assumptions,
UαKf ≤ U
α
Lf, α ≥ 0
for every f ∈ C+0 (QˇT ). Using the theorem on monotone classes one can show that the
above inequalities holds for any f ∈ B+b (QT ). In particular, for any f ∈ C
+
0 (QˇT ) and
α ≥ 0,
UαKU
αf ≤ UαLU
αf.
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From this and Lemma 4.3 we conclude that for a.e (s, x) ∈ QˇT ,
Es,xf(t,Xt)Ks,t ≤ Es,xf(t,Xt)Ls,t, t ∈ [s, T ]
for every f ∈ C+0 (QˇT ). Suppose that s ≤ s
′
≤ t
′
≤ t. By the above, additivity of K,L
and the Markov property,
Es,xf(t
′,Xt′)Ks′,t = Es,xf(t
′,Xt′)Ks′,t′ + Es,xf(t
′,Xt′)Kt′,t
= Es,x(Es′,Xs′ (f(t
′,Xt′)Ks′,t′)) + Es,x(f(t
′,Xt′)Et′ ,Xt′
Kt′,t)
≤ Es,x(Es′,Xs′ (f(t
′,Xt′)Ls′,t′)) + Es,x(f(t
′,Xt′)Et′,Xt′ (Lt′,t)])
= Es,xf(t
′,Xt′)Ls′,t.
By induction, for every 0 ≤ t′ ≤ t1 ≤ · · · ≤ tk ≤ t ≤ T we have
Es,x
k∏
i=1
f(ti,Xti)Kt′,t = Es,x
k∏
i=1
f(ti,Xti)Lt′,t,
from which the lemma follows. ✷
Corollary 4.5. If µ ∼ K, µ ∼ L then K = L.
It is known (see [13, 25]) that there exist CAF A in the strict sense and a continuous
MAF M in the strict sense such that
Xt −Xs =Ms,t +As,t, t ∈ [s, T ], Ps,x-a.s.,
for every (s, x) ∈ QTˆ , and moreover, Ms,· is a ({G
s
t }, Ps,x)-square-integrable martingale
on [s, T ] with the co-variation given by
〈M is,·,M
j
s,·〉t =
∫ t
s
aij(θ,Xθ) dθ, t ∈ [s, T ], i, j = 1, ..., d, (4.5)
while As,· is a process of Ps,x-zero-quadratic variation on [0, T ]. In particular, X· −Xs
is a ({Gst }, Ps,x)-Dirichlet process in the sense of Fo¨llmer.
Observe that by (4.5),
Bs,t =
∫ t
s
σ−1(θ,Xθ) dMs,θ, t ∈ [s, T ]
is a ({Gst }, Ps,x)-Wiener process. In [13] it is proved that it has the representation
property. Therefore existence and uniqueness of solutions of (1.9) follows from known
results for usual BSDEs (see [7]), and moreover, we may apply Theorem 3.2 to RBSDEs
with the Wiener process Bs,· defined on the stochastic basis (Ω,G, {G
s
t }, Ps,x).
We say that a pair (Y s,x, Zs,x) of {Gst }-adapted processes on [s, T ] is a solution of
GBSDE (1.5) if Es,x sups≤t≤T |Y
s,x
t |
2 <∞, Es,x
∫ T
s |Z
s,x
t |
2 dt <∞ and (1.5) is satisfied
Ps,x-a.s.
Let Ss,x be a continuous {Gst } adapted process. A triple (Y
s,x, Zs,x,Ks,x) of {Gst }-
adapted process on [s, T ] is a solution of RBSDE (1.9) if Es,x sups≤t≤T |Y
s,x
t |
2 < ∞,
Es,x
∫ T
s |Z
s,x
t |
2 dt <∞, Es,x|K
s,x
T |
2 <∞ and (1.9) is satisfied Ps,x-a.s.
In the rest of this section we assume that
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(H1) ϕ ∈ L2,̺(R
d),
(H2) There exist M > 0, γ ∈ L2,̺(QT ) such that |f(t, x, y, z)| ≤ |γ(t, x)|+M(|y|+ |z|)
for all (t, x, y, z) ∈ [0, T ]× Rd × R× Rd,
(H3) f(t, x, ·, ·) is continuous for a.e. (t, x) ∈ QT ,
(H4) |g(t, x, y)| ≤M for some M > 0 and g(t, x, ·) is continuous for every (t, x) ∈ QT .
Let µ ∈ L2(0, T ;H
−1
̺ ) ∩M
+(QT ). We say that u ∈ W̺ is a strong solution of the
problem (1.1) if u(T ) = ϕ in L2,̺(R
d) and
〈
∂u
∂t
, η〉̺,T + 〈Ltu, η〉̺,T = −〈fu, η〉2,̺,T −
∫
QT
ηg(u) dµ
for every η ∈ C∞0 (QT ).
Notice that the terminal condition in the above definition is meaningful since it is
known that W̺ ⊂ C([0, T ],L2,̺(R
d)).
The following theorem has been proved in [12] (see [12, Corollary 3.3]).
Theorem 4.6. Let h ∈ W̺. If
∂h
∂t + Lth = Φ and Φ = α1Φ1 − α2Φ2, where Φ1,Φ2 ∈
L2(0, T ;H
−1
̺ ),Φ1,Φ2 > 0, α1, α2 ∈ Bb(QT ), then there exist a cap-quasi continuous
version of h, still denoted by h, and square-integrable increasing CAFs C,R such that
h(t,Xt) = h(T,XT )−
∫ T
t
α1(θ,Xθ) dCs,θ +
∫ T
t
α2(θ,Xθ) dRs,θ
−
∫ T
t
σ∇h(θ,Xθ) dBs,θ, t ∈ [s, T ], Ps,x-a.s.
for a.e. (s, x) ∈ QTˆ , and if µ1, µ2 are Radon measures associated with Φ1 and Φ2,
respectively, then for a.e. (s, x) ∈ QTˆ ,
Es,x
∫ T
s
ξ(θ,Xθ) dCs,θ =
∫ T
s
∫
Rd
ξ(θ, y)p(s, x, θ, y) dµ1(θ, y), (4.6)
Es,x
∫ T
s
ξ(θ,Xθ) dRs,θ =
∫ T
s
∫
Rd
ξ(θ, y)p(s, x, θ, y) dµ2(θ, y) (4.7)
for every ξ ∈ C0(QT ) and a.e. (s, x) ∈ QT .
The above theorem will be used in the proof of the following theorem on existence
and stochastic representation of strong solutions of (1.1) and will play key role in the
proof of Theorem 5.2 on existence, approximation and stochastic representation of
strong solutions of the obstacle problem (1.8).
Theorem 4.7. Assume that (H1)–(H4) are satisfied and µ ∈ L2(0, T ;H
−1
̺ )∩M
+(QT ).
Then there exists a minimal strong solution u ∈ W̺ of the problem (1.1). Moreover,
the pair (u(t,Xt), σ∇u(t,Xt)), t ∈ [s, T ] is a minimal solution of the GBSDE
u(t,Xt) = ϕ(XT ) +
∫ T
t
fu(θ,Xθ) dθ +
∫ T
t
g(u)(θ,Xθ) dRs,θ
−
∫ T
t
σ∇u(θ,Xθ) dBs,θ, t ∈ [s, T ], Ps,x-a.s.,
where µ ∼ R.
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Proof. First we assume additionally that f is Lipschitz continuous with respect
to x, y uniformly in t. Let (Y s,x, Zs,x) be a solution of (1.5). Existence follows from
Proposition 2.6 as the assumptions of this theorem are satisfied for a.e. (s, x) ∈ QT (see
Corollary 3.5 and Proposition 4.1 in [12]). Let gM (u) = g(u) +M so that gM (u) ≥ 0,
and let
Ks,xs,t =
∫ t
s
gM (u)(θ,Xθ, Y
s,x
θ ) dRs,θ, t ∈ [s, T ].
Then we can write (1.5) in the form
Y s,xt = ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x
θ , Z
s,x
θ ) +K
s,x
T −K
s,x
t −MRT,t −
∫ T
t
Zs,xθ dBs,θ.
Let (Y s,x,n, Zs,x,n) be a solution of the BSDE
Y s,x,nt = ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x,n
θ , Z
s,x,n
θ ) +K
s,x,n
T −K
s,x,n
t −MRT,t
−
∫ T
t
Zs,x,nθ dBs,θ, t ∈ [s, T ],
where Ks,x,ns,t =
∫ t
s n(Y
s,x,n
θ − Y
s,x
θ )
− dθ. In much the same way as in the proof of the
approximation result in [7, Section 6] (see also [21]) one can show that
Es,x sup
s≤t≤T
|Y s,x,nt − Y
s,x
t |
2 + Es,x
∫ T
s
|Zs,x,nt − Z
s,x
t |
2 dt
+ Es,x sup
s≤t≤T
|Ks,x,ns,t −K
s,x
s,t |
2 → 0 (4.8)
as n,m→∞, and
Es,x sup
s≤t≤T
|Y s,x,nt |
2 + Es,x
∫ T
s
|Zs,x,nt |
2 dt+ Es,x|K
s,x,n
s,T |
2
≤ CEs,x(|ϕ(XT |
2) +
∫ T
s
|γ(t,Xt)|
2 dt+ sup
s≤t≤T
|Y s,xt |
2 + |Rs,T |
2). (4.9)
Let us observe now that defining
u˜(s, x) = Es,x
(
ϕ(XT ) +
∫ T
s
f(t,Xt, Y
s,x
t , Z
s,x
t ) dt+
∫ T
s
g(t,Xt, Y
s,x
t ) dRs,t
)
we get using the Markov property of X that
Y s,xt = Es,x(Y
s,x
t |G
s
t )
= Es,x
(
ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x
θ , Z
s,x
θ ) dθ +
∫ T
t
g(θ,Xθ, Y
s,x
θ ) dRs,θ|G
s
t
)
= Et,Xt
(
ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x
θ , Z
s,x
θ ) dθ +
∫ T
t
g(θ,Xθ, Y
s,x
θ ) dRt,θ
)
= u(t,Xt). (4.10)
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Ps,x-a.s. for every t ∈ [s, T ]. Hence,
Y s,x,nt = ϕ(XT ) +
∫ T
t
f(θ,Xθ, Y
s,x,n
θ , Z
s,x,n
θ ) dθ
+
∫ T
t
n(Y s,x,nθ − u˜(θ,Xθ))
− dθ −MRT,t −
∫ T
t
Zs,x,nθ dBs,θ (4.11)
From (4.10), Corollary 3.5 and Proposition 4.1 in [12] it follows that u˜ ∈ L2,̺(QT ). In
[6] it is proved that that there exists a unique strong solution un of the problem
∂un
∂t
+ Ltun = −fun − n(un − u˜)
− +Mµ, un(T ) = ϕ, (4.12)
while from Theorem 4.6 it follows that there is a cap-quasi continuous version of un
(still denoted by un) such that the pair (un(t,Xt), σ∇un(t,Xt)), t ∈ [s, T ], is a solution
of (4.11). Since (4.11) has a unique solution,
Y s,x,nt = un(t,Xt), t ∈ [s, T ], Ps,x-a.s., Z
s,x,n
t = σ∇un(t,Xt), λ⊗ Ps,x-a.s. (4.13)
In view of the above we may consider versions of Y s,x,n, Zs,x,n, Y s,x, Zs,x which
do not depend on s, x. Furthermore, from (4.10) it follows that Ks,x,n, Ks,x have
versions not depending on s, x. In what follows we consider versions of the processes
not depending on s, x, and consequently, we drop the superscript s, x in the notation.
Write dνn = n(un − u˜)
− dm. From (4.8), (4.9) and [12, Proposition 4.1] it follows that
‖∇un −∇um‖
2
2̺,T ≤ C
∫
QT
(
Es,x
∫ T
s
|Znθ − Z
m
θ |
2 dθ
)
̺2(x) ds dx→ 0
and
‖un − um‖
2
2̺,T ≤ C
∫
QT
(
Es,x
∫ T
s
|Y nθ − Y
m
θ |
2 dθ
)
̺2(x) ds dx→ 0.
Now, if we set u(t, x) = limn→∞ un(t, x) if the limit exists and is finite and u(s, x) = 0
otherwise, then by the above, un → u in L2(0, T ;H
1
̺ ) and
Es,x sup
s≤t≤T
|un(t,Xt)− u(t,Xt)|
2 → 0
for a.e. (s, x) ∈ QTˆ which shows that u is cap-quasi continuous. Now, let η ∈ C
∞
0 (QT ).
Then from the definition of the solution of (4.12),
〈
∂un
∂t
, η〉̺,T + 〈Ltun, η〉̺,T = −〈fun , η〉2,̺,T −
∫
QT
η dνn +
∫
QT
ηM dµ. (4.14)
Hence, by the integration by parts formula,
〈un,
∂η
∂t
〉2,̺,T − 〈Ltun, η〉̺,T = 〈ϕ, η(T )〉2,̺ − 〈u(0), η(0)〉2,̺ + 〈fun , η〉2,̺,T
+
∫
QT
η dνn −
∫
QT
ηM dµ. (4.15)
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By (4.9), Proposition 2.1, Proposition 4.1 and Corollary 3.5 in [12],
sup
0≤t≤T
‖un(t)‖
2
2,̺ + ‖∇un‖
2
2,̺,T ≤ C(‖ϕ‖
2
2,̺ + ‖γ‖
2
2,̺,T + ‖µ‖L2(0,T ;H−1̺ )). (4.16)
Using this one can check easily that {νn} is tight. Therefore without lost of generality
we may and will assume that {νn} converges weakly to some measure ν. Consequently,
letting n→∞ in (4.14) we conclude that there is functional Ψ on C∞0 (QˇT ) such that
Ψ(η) + 〈Ltu, η〉̺,T = −〈fu, η〉2,̺,T −
∫
QT
η dν +
∫
QT
ηM dµ. (4.17)
We know that νn ∼ K
n, i.e. for a.e. (s, x) ∈ QT ,
Es,x
∫ T
s
η(θ,Xθ) dK
n
s,θ =
∫ T
s
∫
Rd
η(θ, y)p(s, x, θ, y) dνn(θ, y)
for every η ∈ C0(QT ). Hence, by (4.8), for a.e. (s, x) ∈ QT ,
Es,x
∫ T
s
η(θ,Xθ) dKs,θ =
∫ T
s
∫
Rd
η(θ, y)p(s, x, θ, y) dν(θ, y)
for every η ∈ C0(QT ). Therefore ν ∼ K. On the other hand, by the definition of K
n,
Es,x
∫ T
s
η(θ,Xθ) dK
n
s,θ = Es,x
∫ T
s
η(θ,Xθ)gM (un)(θ,Xθ) dRs,θ
for η ∈ C0(QT ) and a.e. (s, x) ∈ QT . Using this and (4.8), (4.9) we conclude that
gM (u) dµ ∼ K. By uniqueness, dν = gM (u) dµ. Thus, (4.17) takes the form
Ψ(η) + 〈Ltu, η〉̺,T = −〈fu, η〉2,̺,T −
∫
QT
ηg(u) dµ.
Since g(u) dµ ∈ L2(0, T ;H
−1
̺ ), using arguments following (4.2) we can extend Ψ from
C∞0 (QT ) to the functional Ψ¯ on L2(0, T ;H
1
̺ ). Moreover, passing to the limit in (4.15)
and subtracting (4.17) we see that
Ψ(η) = −〈u,
∂η
∂t
〉2,̺,T
for every η ∈ C∞0 (QˇT ). Therefore Ψ¯ =
∂u
∂t and u ∈ W̺. Thus, u is a solution of
the problem (1.1) and, by (4.8)–(4.13), the pair (u(t,Xt), σ∇u(t,Xt)), t ∈ [s, T ], is a
solution of GBSDE (1.5). Existence of the minimal solution of (1.1) follows now from
existence of the minimal solution of (1.5) (see Proposition 2.6).
We now show how to dispense with the assumption that f is Lipschitz continu-
ous. Let {fn} be the sequence of approximations of f considered in Lemma 2.4. Let
(Y s,x,n, Zs,x,n) = (Y n, Zn) be a minimal solution of (1.5) with f replaced by fn and
let un ∈ W̺ be a solution of the problem
∂un
∂t
+ Ltun = −f
n
un − g(un)µ, un(T ) = ϕ. (4.18)
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From the first part of the proof we know that (4.13) is satisfied. Furthermore, arguing
as in the case of usual BSDEs (see [14]) one can show that
Es,x sup
s≤t≤T
|Y nt − Y
m
t |
2 + Es,x
∫ T
s
|Znt − Z
m
t |
2 dt→ 0 (4.19)
as n,m→∞ and
Es,x( sup
s≤t≤T
|Y nt |
2 +
∫ T
s
|Znt |
2 dt)
≤ CEs,x
(
|ϕ(XT )|
2 +
∫ T
s
|γ(t,Xt)|
2 dt+ |Rs,T |
2
)
. (4.20)
Set u(t, x) = lim un(t, x) if the limit exists and is finite and u(s, x) = 0 otherwise. As
in in the first part of the proof we conclude from (4.19), (4.20) and Proposition 4.1 and
Corollary 3.5 in [12] that un → u in L2(0, T ;H
−1
̺ ) and u is cap-quasi continuous. By
the definition of the solution of (4.18),
〈
∂un
∂t
, η〉̺,T + 〈Ltun, η〉̺,T = −〈f
n
un , η〉2,̺,T −
∫
QT
ηg(un) dµ (4.21)
for every η ∈ C∞0 (QT ). The above equality may be extended to all η ∈ L2(0, T ;H
1
̺ )
(see comments following (4.2)). Moreover, taking un as a test function in (4.21) and
using the properties of the approximating sequence {fn} we conclude that (4.16) is
satisfied and for every η ∈ L2(0, T ;H
1
̺ ),
sup
n≥1
|〈
∂un
∂t
, η〉̺,T | <∞.
This proves that u ∈ W̺ and
∂un
∂t →
∂u
∂t weakly in W
′
̺. By (4.8), un → u cap-quasi
everywhere. Hence letting n→∞ in (4.21) shows that u is a solution of (1.1).
Suppose that v ∈ W̺ is another solution of (1.1). Then by Theorem 4.6 the pair
(v(t,Xt), σ∇v(t,Xt)), t ∈ [s, T ] is a solution of GBSDE (1.5) for a.e. (s, x) ∈ QTˆ .
On the other hand, arguing as in the proof of Proposition 2.6 one can show that
(u(t,Xt), σ∇u(t,Xt)), t ∈ [s, T ], is the minimal solution of (1.5) for a.e. (s, x) ∈ QTˆ .
This implies that u(t,Xt) ≤ v(t,Xt), t ∈ [s, T ] for a.e. (s, x) ∈ QTˆ which is equivalent
to the fact that u ≤ v cap-quasi everywhere. Thus, u is the minimal solution of (1.1),
and the proof is complete. ✷
Remark 4.8. From Theorem 4.7 and Remark 2.7 it follows that under assumptions
of Theorem 4.7 there exists a maximal solution u ∈ W̺ of (1.1).
Note that the stochastic representation of weak solutions of the problem (1.1) with
g = 0 was obtained in [26].
5 Stochastic representation of solutions of the obstacle problem
In this section we consider stochastic homographic approximation for RBSDEs in a
Markovian framework. We assume that the final condition ξ, coefficient f and obstacle
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S are explicit functionals of a diffusion associated with the divergence form operator
Lt defined by (1.2).
We will need the following additional hypotheses.
(H5) There is L > 0 such that |f(t, x, y1, z1)− f(t, x, y2, z2)| ≤ L(|y1 − y2|+ |z1 − z2|)
for all (t, x) ∈ [0, T ]× Rd, y1, y2 ∈ R and z1, z2 ∈ R
d,
(H6) h ∈ W̺, ϕ(x) ≥ h(T, x) for a.e. x ∈ R
d.
We say that Φ ∈ L2(0, T ;H
−1
̺ ) ∩ M(QT ) if Φ ∈ L2(0, T ;H
−1
̺ ) and there exists
µ ∈ M(QT ) such that (4.2) is satisfied for every η ∈ C
∞
0 (QT ).
Proposition 5.1. Let µ ∈ L2(0, T ;H
−1
̺ ) ∩ M(QT ) and let µ
+ − µ− be the Jordan
decomposition of µ. Then µ+, µ− ∈ L2(0, T ;H
−1
̺ ) ∩M
+(QT ).
Proof. Step 1. First we show that µ+, µ− ≪ Cap. Without lost of generality we can
assume that supp[µ] ⊂⊂ QT . Let X = supp[µ] and X = A ∪ B, where A,B ∈ B(QT )
are from Hahn’s decomposition of signed measure. Let Aε, Bε will be compact, Aε ⊂
A,Bε ⊂ B and |µ|(A−Aε) < ε, |µ|(B−Bε) < ε. LetK ⊂⊂ Aε and Cap(K) = 0. We will
show that µ(K) = 0. Since µ ∈ L2(0, T ;H
−1
̺ ), µ = f−div(f¯) for some f, f¯ ∈ L2,̺(QT ).
Let Aδε will be an open subset of X such that Aε ⊂ A
δ
ε and |µ|(A
δ
ε − Aε) < δ. Let
ξ ∈ C∞0 (A
δ
ε), ξ|Aε = 1, ξ ≥ 0. So µ
ξ := ξ dµ = f ξ − div(f¯ ξ) for some f ξ, f¯ ξ ∈ L2,̺(QT ).
For η ∈ C∞0 (QT ) such that 1K ≤ η ≤ 2 we have
µξ(K) =
∫
QT
1K dµ
ξ ≤
∫
QT
η1Aε dµ
ξ =
∫
QT
η dµξ +
∫
QT
(η1Aε − η) dµ
ξ
≤
∫
QT
η dµξ + 2|µ|(Aδε −Aε) ≤ C(f
ξ, f¯ ξ)
√
E1(η, η) + 2δ.
By the above and [9, Lemma 2.2.7] we get
µ(K) = µξ(K) ≤ C(f ξ, f¯ ξ)Cap(K) + 2δ = 2δ.
Because δ > 0 was arbitrary we get that µξ(K) = 0 and hence that µ(K) = 0. Similary
we obtain that if K ⊂⊂ Bε and Cap(K) = 0 then µ(K) = 0. Let D ∈ B(QT ) and
Cap(D) = 0. By [9, Theorem 2.1.4] the last statement is equivalent to Cap(K) = 0 for
every compact K ⊂ D. Now we have that
µ(K) = µ(A ∩K) + µ(B ∩K) = lim
ε→0
(µ(Aε ∩K) + µ(Bε ∩K)) = 0.
Therefore µ(D) = 0. This shows that µ≪ Cap and as an immediate consequence that
µ+, µ− ≪ Cap.
Step 2. Let η ∈ L2(0, T ;H
1
̺ ). First assume additionally that η is bounded. Since E
is regular there is a sequence {ηn} ⊂ C
∞
0 (QT ) converging to η in E1. By [9, Theorem
2.1.4] there exists subsequence {nk} such that ηnk → η q.e.. We know that∫
QT
ηnk dµ = 〈f, ηnk〉2,̺,T + 〈f¯ ,∇ηnk〉2,̺,T
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so letting k →∞ and using the Lebesgue dominated convergence theorem we get∫
QT
η dµ = 〈f, η〉2,̺,T + 〈f¯ ,∇η〉2,̺,T . (5.1)
Since for every η ∈ L2(0, T ;H
1
̺ ) and c ∈ R η
+, η−, η+ ∧ c, η− ∧ c ∈ L2(0, T ;H
1
̺ ), using
standard arguments we can show that (5.1) holds true for any η ∈ L2(0, T ;H
1
̺ ). In
particular, it follows that
∫
QT
η d|µ| < ∞ for η ∈ L2(0, T ;H
1
̺ ). Since µ = µ
+ − µ− ∈
L2(0, T ;H
−1
̺ ) by the assumption, to prove that µ
+, µ− ∈ L2(0, T ;H
−1
̺ ) it suffices to
show that |µ| = µ+ + µ− ∈ L2(0, T ;H
−1
̺ ), that is that the functional |µ| is continuous.
Since L2(0, T ;H
1
̺ ) is a Hilbert space, it follows from the closed graph theorem that to
prove continuity of |µ| it suffices to show that the |µ| is closed. But the last property
follows easily from [9, Theorem 2.1.4]. ✷
We say that a pair (u, µ), where µ is a positive Radon measure on QT and u ∈ W̺,
is a strong solution of the obstacle problem (1.8) if
〈
∂u
∂t
, η〉̺,T + 〈Ltu, η〉̺,T = 〈fu, η〉2,̺,T +
∫
QT
η dµ (5.2)
for any η ∈ F , and
u(T ) = ϕ, u ≥ h on QT ,
∫
QT
(u− h) dµ = 0. (5.3)
It is easily seen that strong solution of an obstacle problem is a strong solution
of (1.7) in the variational sense (for the definition of solution in the variational sense
see [4, 5, 15]). Therefore from known results on uniqueness of variational problems it
follows that under (H1), (H2), (H5), (H6) strong solution of (1.8) is unique. Let us
observe also that from (5.2) it follows that µ ∈ L2(0, T ;H
−1
̺ ), which implies that the
integral in (5.3) is well defined.
Theorem 5.2. Assume that (H1), (H2), (H5), (H6) are satisfied and ∂h∂t + Lth ∈
M(QT ). Then there exists a strong solution (u, µ) of (1.8) and if un, n ∈ N, is a
maximal solution of the Cauchy problem
∂un
∂t
+ Ltun = −fun − µn, un(T ) = ϕ (5.4)
with
µn =
1
1 + n|un − h|
(
∂h
∂t
+ Lth+ fh
)−
then
(i) un ≥ h, un ց u a.e., un → u in L2(0, T ;H
1
̺ ) ∩C([0, T ],L2,̺(R
d)),
(ii) µn ⇒ µ and µn → µ in W
′
̺.
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Moreover for a.e. (s, x) ∈ QTˆ there exists a solution (Y
s,x, Zs,x,Ks,x) of (1.9). In fact,
for a.e. (s, x) ∈ QTˆ ,
Y s,xt = u˜(t,Xt), t ∈ [s, T ], Ps,x-a.s., Z
s,x
t = σ∇u˜(t,Xt), λ⊗ Ps,x-a.s. (5.5)
for some version u˜ of u and
Es,x
∫ T
s
ξ(t,Xt) dK
s,x
t =
∫ T
s
∫
Rd
ξ(t, y)p(s, x, t, y) dµ(t, y) (5.6)
for every ξ ∈ C0(QT ) and a.e. (s, x) ∈ QT
Proof. Let Φ = ∂h∂t +Lth+fh. By the assumptions on h,
∂h
∂t +Lth = −fh+Φ
+−Φ−
for some functionals Φ+,Φ− ∈ L2(0, T ;H
−1
̺ )∩M
+(QT ). Hence, by Theorem 4.6, there
exist cap-quasi continuous versions of h and un (still denoted by h, un) such that for
a.e. (s, x) ∈ QTˆ ,
h(t,Xt) = h(T,XT ) +
∫ T
t
fh(θ,Xθ) dθ − Ct,T +Rt,T
−
∫ T
t
σ∇h(θ,Xθ) dBs,θ, t ∈ [s, T ], Ps,x-a.s.
and
un(t,Xt) = ϕ(XT ) +
∫ T
t
fun(θ,Xθ) dθ +
∫ T
t
αn(θ,Xθ) dRs,θ (5.7)
−
∫ T
t
σ∇un(θ,Xθ) dBs,θ, t ∈ [s, T ], Ps,x-a.s.,
where αn = 11+n|un−h| and C,R are CAFs associated with Φ
+,Φ−(see (4.4)). By The-
orem 3.2, un(s, x) = un(s,Xs) ≥ un+1(s,Xs) = un+1(s, x) and un(s, x) = un(s,Xs) ≥
h(s,Xs) = h(s, x), Ps,x-a.s. for a.e. (s, x) ∈ QTˆ . This means that un is convergent
almost everywhere. Set u(s, x) = limn→∞ un(s, x) if the limit exists and is finite, and
u(s, x) = 0 otherwise. Of course, u ≥ h a.e.. By standard calculations, taking un as a
test function in (5.4), we get
‖un(t)‖
2
2,̺ + ‖∇un‖
2
2,̺,T 6 C(‖ϕ‖
2
2,̺ + ‖g‖
2
2,̺ + ‖Φ
−‖2
L2(0,T ;H
−1
̺ )
). (5.8)
By (3.7), for a.e. (s, x) ∈ QTˆ ,
Es,x|(un − um)(t,Xt)|
2 + Es,x
∫ T
s
|σ∇(un − um|
2(θ,Xθ) dθ
≤ Es,x
∫ T
s
|αn − αm||un − um|(θ,Xθ) dRs,θ (5.9)
for all t ∈ [s, T ]. Multiplying this inequality by ̺2 and using [12, Proposition 4.1] (see
also [3]) we obtain
‖un(t)− um(t)‖
2
2,̺ + ‖σ∇un − σ∇um‖
2
2,̺,T
≤ CEs,̺
∫ T
s
|(αm − αn)||un − um|(θ,Xθ) dRs,θ,
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for every t ∈ [s, T ]. Here Es,̺ denotes the integral with respect to the measure Ps,̺,
where Ps,̺(·) =
∫
Rd
Ps,x(·)̺(x) dx. Next,
Es,x
∫ T
s
|αn − αm||un − um|(θ,Xθ) dRs,θ
≤ 2Es,x
∫ T
s
(|h| + |u1|)(θ,Xθ) dRs,θ
≤ 2Es,x sup
s≤t≤T
(|h| + |u1|)
2(t,Xt) + 2Es,x|Rs,T |
2.
By Corollaries 3.4 and 3.6 in [12], Es,̺ sups≤t≤T (|h|+|u1|)
2(t,Xt)+Es,̺|Rs,T |
2 <∞. On
the other hand, by Theorem 3.2, for a.e. (s, x) ∈ QTˆ the right-hand side of (5.9) tends
to zero when n,m → ∞. Therefore applying the Lebesgue dominated convergence
theorem we conclude that un → u in L2(0, T ;H
1
̺ ) ∩ C([0, T ],L2,̺(R
d)). Furthermore,
if η ∈ L2(0, T ;H
1
̺ ), then by (5.4),
|〈
∂un
∂t
, η〉̺| ≤ C{‖∇un‖2,̺,T ‖∇η‖2,̺,T + (‖g‖2,̺,T + ‖un‖2,̺,T + ‖∇un‖2,̺,T )‖η‖2,̺,T
+ ‖Φ−‖
L2(0,T ;H
−1
̺ )
‖η‖L2(0,T ;H1̺)}.
By (5.8) and the assumptions on the barrier h, the right-hand side of the above in-
equality is bounded. Hence, by the Banach-Steinhaus theorem, {∂un∂t } is bounded in
L2(0, T ;H
−1
̺ ). Consequently, there is a subsequence (still denoted by {n}) such that
∂un
∂t →
∂u
∂t weakly in L2(0, T ;H
−1
̺ ). By the above and (5.4) we conclude that
∂u
∂t
+ Ltu = −fu − µ, u(T ) = ϕ, (5.10)
where µ is a weak limit of {µn} in L2(0, T ;H
−1
̺ ). On the other hand, passing to the
limit in (5.7) we conclude that there is an increasing process Ks,x on [s, T ] such that
Es,x|K
s,x
T |
2 <∞ and
u(t,Xt) = ϕ(XT ) +
∫ T
t
fu(θ,Xθ) dθ +K
s,x
T −K
s,x
t
−
∫ T
t
σ∇u(θ,Xθ) dBs,θ, t ∈ [s, T ], Ps,x-a.s.
for a.e. (s, x) ∈ QTˆ . By the form of above equation we can drop dependence on (s, x)
in notation. This proves (5.5) by Theorem 3.2. Formula (5.6) follows from Theorem
4.6. Now, let us fix η ∈ W̺. From (5.4), (5.10) we get
|〈µn − µ, η〉̺,T | ≤ C{(‖un − u‖2,̺,T + ‖∇un −∇u‖)‖η‖2,̺,T
+ ‖∇un −∇u‖2,̺,T ‖∇η‖2,̺,T + ‖
∂η
∂t
‖
L2(0,T ;H
−1
̺ )
‖un − u‖L2(0,T ;H1̺)
+ sup
t∈[0,T ]
‖un(t)− un(t)‖2,̺‖η(t)‖2,̺}.
Since we know that un → u in L2(0, T ;H
1
̺ ) ∩ C([0, T ],L2,̺(R
d)), µn → µ in W
′
̺. The
proof is completed by showing that the pair (u, µ) is a solution of (1.8). By what
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has already been proved all conditions of the definition of the solution are satisfied
but the last condition in (5.3). To this end we first note that by the definition of
the solution of RBSDE, Es,x
∫ T
s (u − h)(θ,Xθ) dKs,θ = 0 for a.e. (s, x) ∈ QTˆ . Next,
let us observe that formula (5.6) can be extended to functions ξ such that one of the
integrals appearing in (5.6) is finite. In particular, by [12, Corollary 3.6], (5.6) holds
for ξ = u− h. Consequently, for a.e. s ∈ [0, T ] we have
0 =
∫
Rd
(
Es,x
∫ T
s
(u− h)(θ,Xθ) dKs,θ
)
dx ≥ C
∫ T
s
∫
Rd
(u− h) dµ,
the last inequality being a consequence of Aronson’s lower estimate (see [2]). This and
the fact that any measure in L2(0, T ;H
−1
̺ ) vanishes on the sets of the form {t} × R
d
(see comments at the beginning of section 4) completes the proof. ✷
In [20] existence of strong solutions of variational problems more general than (1.7)
(with nonlinear operator Lt) is proved by using a different sort of homographic approx-
imation. Let us point out that contrary to [20] our homographic approximation of u
is direct in the sense that to define the approximating sequence {un} we need not to
approximate the functional
(
∂h
∂t + Lth+ fh
)−
by elements of L2,̺(QT ). Secondly, we
have proved strong convergence in L2,̺(QT ) of gradients of the approximating sequence
to the gradient of u.
Corollary 5.3. Assume that (H1), (H2), (H5), (H6) are satisfied. If ∂h∂t + Lth ∈
M(QT ), (
∂h
∂t +Lth−fh)
− ∈ L2,̺(QT ) and (u, µ) is a solution of (1.8), then dµ = r dm,
where
r(t, x) = α(t, x)
(
∂h
∂t
+ Lth+ fh
)−
(t, x) (5.11)
for some measurable function α such that
α(t, x)1{u=h}(t, x) = α(t, x), 0 ≤ α(t, x) ≤ 1
for a.e. (t, x) ∈ QT .
Proof. This is an immediate consequence of Theorem 5.2 since αn is bounded in
L2,̺(QT ) and (
∂h
∂t + Lth+ fh)
− ∈ L2,̺(QT ). The fact that α(t, x)1{u=h}(t, x) = α(t, x)
follows from uniqueness of the solution of the obstacle problem because the measure µ
is supported in {u = h}. ✷
Corollary 5.4. Under the assumptions of Corollary 5.3 there exists a version u of the
first component of the solution of (1.8) such that the triple(
u(t,Xt), σ∇u(t,Xt),
∫ t
s
r(θ,Xθ) dθ
)
, t ∈ [s, T ],
where r is defined by (5.11), is a solution of RBSDE (1.9) for a.e. (s, x) ∈ QTˆ .
Remark 5.5. Let us assume that the operator Lt is symmetric and let assumptions of
Theorem 5.2 hold. By Corollary 3.3, for every η ∈ C∞0 (QT ) we have
0 ≤ Es,x
∫ T
s
η(t,Xt) dKs,t ≤ Es,x
∫ T
s
1{u(t,Xt)=h(t,Xt)}η(t,Xt) dRs,t
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for a.e. (s, x) ∈ QTˇ . Integrating the above inequality over QT with respect to (s, x)
and using (4.7), (5.6) and the symmetry of Lt we obtain
0 ≤ (
∂u
∂t
+ Ltu+ fu) ≤ 1{u=h}(
∂h
∂t
+ Lth+ fh)
−,
i.e. the Lewy-Stampacchia inequality for solutions of the problem (5.2), (5.3) (see [5, 20]
and [16] for the inequality for solutions of elliptic equations).
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