In this work, detection of hypernasality severity in cleft palate speech is attempted using constant Q cepstral coefficients (CQCC) feature. The coupling of nasal tract with the oral tract during the production of hypernasal speech adds nasal formants and anti-formants in low frequency region of vowel spectrum mainly around the first formant. The strength and position of nasal formants and anti-formants along with the oral formants changes as the severity of nasality changes in hypernasal speech. The CQCC feature is extracted from the constant Q transform (CQT) spectrum which employs geometrically spaced frequency bins and maintains a constant Q factor for across the entire spectrum. This results in a higher frequency resolution at lower frequencies and higher temporal resolution at higher frequencies. The CQT spectrum resolves the nasal and oral formants in low frequency and captures the spectral changes due to change in nasality severity. The CQCC feature gives the overall classification accuracy of 83.33 % and 78.47 % for /i/ and /u/ vowels corresponding to normal, mild and moderate-severe hypernasal speech, respectively using multiclass support vector classifier.
Introduction
The cleft palate (CP) is a congenital craniofacial disorder. The speech of cleft palate (CP) children get affected due to structural abnormalities, inadequate functioning of velopharyngeal port and mis-learning [1] . The CP speech is universally reported in terms of presence or absence of resonance disorder, nasal air emission and/or turbulence, consonant production errors and voice disorder [2] . Hypernasality is an important disorder belonging to the resonance disorder category where excess nasality is heard in the speech due to the coupling of nasal tract with the oral tract during the production of voice sounds, especially vowels. The plastic surgery done by the surgeons to correct the structural abnormalities may not be enough to restrict the coupling of nasal tract due to velopharyngeal insufficiency and mis-learning [3] . Hence, nasality remains present in repaired CP children. The intelligibility of CP speech gets reduced due to hypernasality. The evaluation of hypernasality helps plastic surgeons and speech-language pathologists (SLPs) in the proper diagnosis of CP children.
In a clinical environment, the hypernasality evaluation is done perceptually by expert SLPs and the decision of perceptual evaluation is confirmed by some instrumental method. The confirmation is done because the perceptual decision may sometimes vary among the SLPs [4] due the abnormalities in pitch, loudness, voice quality and/or articulation occurring in conjunction with hypernasality [5] affect the perception of nasality in hypernasal speech [6] . The instrumental method of eval-uation can be categorized into direct and indirect method [7] . The X-Ray (Cephalometry), videofluoroscopy, nasendoscopy, accelerometry, and nasometry are some important instrumental method of hypernasality evaluation. But the limitations of these techniques like radiation effect, invasiveness, requirement of addition sensing device and inability of nasometer to provide nasality score for prerecorded speech data, motivates the researcher to propose a noninvasive, effective, objective method of hypernasality evaluation based on the acoustic analysis of speech signal.
In literature, several hypernasality detection works have been done by the researchers by spectral analyses of /a/, /i/ and /u/ vowels present in the speech. These works are based on the acoustic cues for nasalized vowels proposed in the literature. The presence of nasal formants in low-frequency region around the first formant (F1), reduction in strength of F1 and hence broadening of first formant due to the presence of nasal antiformants and flattening of overall spectrum are some important acoustic cues for nasalized vowels [8] , [9] , [10] . The important works on hypernasality detection are based on Teager energy operator (TEO) based feature [11] , TEO feature with frequency cepstral coefficient (MFCC) feature [12] , pitch-adaptive MFCC feature [13] , linear prediction cepstral coefficient (LPCC) feature [14] and features extracted from high spectral resolution group delay spectrum [4] and zero time windowing technique [15] , [16] . Besides that the feature set obtained from acoustic, noise and cepstral analysis, nonlinear dynamic and entropy measurements [17] , [18] , [19] , based on energy distribution [20] , [21] and using vowel space area (VSA) [22] are also used. The hypernasality detection is also done using recorded sentences speech database using jitter, shimmer, MFCC, bionic wavelet transform entropy and bionic wavelet transform energy features. [23] .
All the above works on hypernasality detection give good accuracy ranging from the 70% to 90% for the normal and hypernasal speech classification. However, doctors and SLPs are more interested in severity grading of hypernasal speech onto a 4-point scale because it gives the information about the velopharyngeal gap size in children with CP. The 4-point scale is described as 0 = nasality within normal limits (Normal speech), 1 = mild hypernasality, 2 = moderate hypernasality, and 3 = severe hypernasality [2] . Besides high importance, very few works like the relation between spectral characteristics and perceived hypernasality using one-third octave spectra [24] , hypernasality severity detection using formant feature and Gaussian Mixture Model (GMM) [21] and hypernasality severity analysis using zero time windowing [25] are done for the severity grading of hypernasality.
In this work, detection of hypernasality severity in high vowels /i/ and /u/ corresponding to normal, mild and moderatesevere hypernasal speech is attempted using constant Q cepstral coefficients (CQCC) feature. As per the guideline given in [2] regarding the speech samples for severity rating hypernasal speech, only high vowels are considered in this work. The CQCC feature is extracted from the spectrum obtained from perceptually motivated time-frequency analysis called as the constant Q transform (CQT). The transform employs geometrically spaced frequency bins which ensures a constant Q factor across the entire spectrum. This results in high resolution at lower frequencies along with high temporal resolution at higher frequencies. The CQT is contrary to the Fourier transform which imposes regular spaced frequency bins. The spectral analysis of hypernasal speech shows the presence of nasal formants and anti-formants in the vicinity of F1. The strength and position of nasal formants and anti-formants along with oral formants varies as the severity increases from normal to mild to moderate-severe. The high resolution at lower frequencies of CQT based spectrum resolves the nasal and oral formants, and captures the spectral changes present in normal, mild and moderate-severe hypernasal speech. Hence the CQCC feature may capture the nasality severity information in a better way, which may enhance the accuracy of hypernasality severity detection. The multi-class support vector machine (SVM) classifier is used for severity detection. The rest of the paper is organized as follows. In Section 2, gives the description about the database. In Section 3, spectral analysis of hypernasal speech is explained. Section 4 describes the constant Q transform. Section 5 gives the results and discussion and finally section 6 contains the summary and conclusion of the work.
Speech database
In this work, data is collected from three groups of children. The first group is the control normal (CN) group containing 15 children with normal speech. The second and third groups are CP groups each containing 15 children with repaired CP and having respectively, mild and moderate-severe hypernasality in their speech. Out of 15 children of each group, 9 are boys and 6 are girls. None of the children who participated in data collection has any history of hearing impairment disorder. The age range of children lie between 7-12 years. The data is recorded in the sound-treated room of All Indian Institute of Speech and Hearing (AIISH), Mysore, India [26] using Bruel & Kjaer sound level meter (SLM) microphone. The native language of all children is Kannada, hence the data is recorded in the Kannada language which is a Dravidian language spoken in the southern part of India. During the time of recording, the instructor first utters the word and then the child repeats the same. The recording is done at sampling frequency 44.1 kHz, 16 bps in .WAV format, which is down-samples at 16 kHz for the analysis. The stimuli considered in this work are words /pipi/ and /pupu/ in which the vowel /i/ and /u/ immediately follow the pressure consonant /p/. The stimuli were designed by SLPs of AIISH as per the suggestion given in [2] . Table 1 shows the number of normal, mild and moderate-severe hypernasal stimuli recorded and the number of /i/ and /u/ phonemes annotated in the stimuli. The annotation of vowel regions in stimuli is done by SLPs using Wavesurfer tool [27] . To assess the hypernasality severity of each stimulus from CP group, the perceptual test is conducted by the three SLPs from the AIISH. The SLPs are highly trained and having the experience of around five years in the field of CP speech evaluation. The stimuli are randomized in order and SLPs are asked to rate the hypernasality in words using the 4-point severity rating scale. The severity rating agreement between each pair of SLP is compared using Cohens kappa and Spearmans rank correlation coefficient which is shown in Table 2 .
Spectral analysis of hypernasal speech
The vowel spectrum gets affected in hypernasal speech due to the addition of nasal formant and anti-formant pairs at the natural frequencies of the nasal tract and the sinuses. The natural frequency of nasal tract lies in the frequency range of 450 to 650 Hz and 1800 to 2400 Hz [28] , whereas it lies around 400 Hz and 1300 Hz for the sinuses [29] . For /i/ vowel where F1 is present below 500 Hz and F2 above 2000 Hz, the nasal formant around 400 Hz enhances the strength of F1 and the formant around 450 to 650 Hz gives additional formant between F1 and F2. The strength of F1 and additional formant get enhanced, and their frequency location also gets shifted as the severity of nasality increases. For /u/ vowel where both F1 and F2 are below 1000 Hz, the nasal formants enhances the strength of both the formants and shift their frequency locations as the severity of nasality increases. Fig. 1 shows the spectral changes in hypernasal speech as the nasality of severity increases from normal to mild to moderate-severe. Fig. 1 (a) is shown for /i/ vowel and (b) is for /u/ vowels. The enhancement in strength of F1, additional nasal formant and F2 along with the shifting in formants frequencies as the severity of nasality increases in hypernasal speech can be observed from the Fig. 1 . Hence this analysis shows that the spectral characteristics of hypernasal speech changes as the severity of nasality increases.
Constant Q transform
The CQT is a perceptually motivated time-frequency analysis. It first introduced by Youngberg [30] and Boll is refined by Brown [31] for music signal processing. In this time-frequency approach, the octaves and central frequencies of each filter are geometrically distributed. The approach gives a higher frequency resolution for lower frequencies and a higher temporal resolution for higher frequencies and this is in contrast to the fixed time-frequency resolution of short-term Fourier transform (STFT). In STFT the bandwidth of each filter is constant, hence the Q factor increases as the central frequency increases from low to high frequencies. The STFT lacks high frequency resolution at lower frequencies and high temporal resolution at higher frequencies. The CQT has been used widely for the analysis, classification and separation of audio signals. [32] , [33] .
Computation of CQT
The CQT of a discrete time signal x(n) is denoted by X CQ (k, n) and it is defined as [34] X CQ (k, n) =
where k = 1, 2, ..., K is the frequency bin index, N k are variable window size and a * k is the complex conjugate of a k (n) which is given by
where f k is the central frequency of the k th bin, fs is the sampling frequency, ω(t) is the window function, Φ k is a phase offset and C is scaling factor given by:
The central frequencies f k are given by f k = f12
, where f1 is the central frequency of lowest-frequency bin and B is the number of bins per octave. The Q factor is given by
The window lengths N k is given by N k = f s f k Q. Further a parameter γ = Γ = 228.7 * (2
) is added at which the bandwidths equal a constant fraction of the ERB critical bandwidth. Fig. 2 that the energy in hypernasal speech is mainly present in low frequency region and it increases as the severity of nasality increases. This is due to the addition of nasal formants in low frequency region whose strength increases with the increase of nasality severity. It can also be observed that the STFT spectrogram is unable to resolve the nasal and oral formants in low frequency due to its resolution limitation where the CQT spectrogram can resolve them due to its higher resolution at lower frequencies.
Hypernasality severity analysis using CQT spectrum
Hence the CQCC feature extracted from the CQT spectrum can effectively capture the nasality evidence in normal, mild and moderate-severe hypernasal speech. Fig. 3 shows the steps of CQCC extraction from the signal x(n) [34] . Unlike the traditional way where the cepstral coefficients are computed from the logarithmic magnitude square spectrum, the CQCC cannot be directly computed from it. This is because k bins in X CQ (k) are geometrically spaced which should be covered to linear space to take the discrete cosine transform (DCT). This scale conversion is done by the uniform resampling step shown in Fig. 3 . In this step, downsampling operation over the first k low frequency bins and upsampling operation for the remaining high frequency K − k bins are performed. Let the distance between f k and f1 = fmin is defined as:
Constant Q cepstral coefficients
where k = 1, 2, ..., K is the frequency bin index. For linear sampling, consider a period T l which is equivalent to determine a value of k l ∈ 1, 2, ..., K such that T l = ∆f k↔1 , and it can be obtained by splitting the first octave into d equal parts with period T l to get K l as:
Thus the new frequency rate is given by: The new frequency rate contains d uniform samples in the first octave, 2d in the second and 2 j d in the (j − 1) th octave. The CQCC can now be extracted from the uniformed sampled spectrum as:
where p = 0, 1, ..., L1 and l are the newly resampled frequency bins.
Hypernasality severity detection using constant Q cepstral coefficients feature
In this section, the hypernasality severity detection is performed using CQCC feature and the result is compared with the result obtained from baseline MFCC feature and formant feature. The formant feature is proposed in [21] , where F1 and the number of formants in the spectrum is used as the feature.
Experimental setup
The 13-dimensional MFCC and 2-dimensional format features are extracted for each frame of speech. The frame size of 20 ms and the frame shift of 10 ms is used for the framing of the speech. For applying the CQT, the maximum frequency of Fmax = Fs/2, where Fs = 8kHz, the minimum frequency Fmin = Fmax/2 15Hz, B = 96, γ = Γ and d = 16 are taken and 19-dimensional CQCC feature is computed. The SVM classifier is accomplished for multi-class classification using one-versus-one strategy with radial basis kernel (RBF). The 5-fold cross validation of the entire train database is done to find the optimum value of the kernel parameters c and γ. Randomly selected 12 normal, 12 mild, and 12 moderate-severe children data are used for SVM training and remaining 3 normal, 3 mild, and 3 moderate-severe children data for is used for testing. Table 3 and Table 4 show performance result of hypernasality severity detection for /i/ and /u/ vowel respectively. The performance is presented at the phoneme level and it is in terms of the overall accuracy and confusion matrix. Phoneme level results are derived from the frame level results. It is done by using the class labels given by SVM classifier on majority basis i.e. a phoneme will belong to a particular class if majority of its frames belong to that particular class. The individual accuracies for CQCC, MFCC and formant features are shown in each table. It can be observed from the result tables that CQCC feature gives an accuracy of 83.33 % and 78.47 % for vowels /i/ and /u/, respectively which is better than the accuracy obtained from baseline MFCC and formant features. The low accuracy for baseline features is due to misclassification of mild hypernasal speech. The spectral characteristics of mild hypernasal speech lie between two stream levels normal and moderate-severe, and it has a very minute spectral difference in terms of strength and position of formants with these stream levels. This difference is not captured by the MFCC and formant feature whereas the CQCC feature due to its high spectral resolution is able to differentiate between three levels of hypernasality.
Summary and Future scope
In this work hypernasality severity detection of /i/ and /u/ vowels corresponding to normal, mild and moderate-severe hypernasal speech is performed using CQCC feature. The severity detection is main concern of doctors and SLPs for the treatment of children with CP because it gives information about the velopharyngeal gap size. The spectral analysis of hypernasal speech shows the presence of nasal formants and anti-formants in the vicinity of F1. The strength and position of nasal formants and anti-formants vary as the severity increases from mild to moderate-severe. The CQCC feature is extracted from perceptually motivated constant Q transform (CQT) spectrum which employs geometrically spaced frequency bins. This ensures a constant Q factor across the entire spectrum, and hence high resolution at lower frequencies is obtained along with high temporal resolution at higher frequencies. The high resolution at lower frequencies of CQT based spectrum resolves the nasal and oral formants, and captures the spectral changes present in mild or moderate-severe hypernasal speech. The results show that the CQCC feature captures the nasality severity information in a better way and hence the accuracy of hypernasality severity detection increases compared to MFCC and formant features. The confusion matrix of the result shows that mainly mild hypernasal speech is misclassified, which can be improved as a part of future work. Further, the feature can be explored on sentence database for the detection and severity grading of hypernasal speech.
Acknowledgements

