Modeling of species distributions has undergone a shift from relying on equilibrium assumptions to recognizing transient system dynamics explicitly. This shift has necessitated more complex modeling techniques, but the performance of these dynamic models has not yet been assessed for systems where unobservable states exist. Our work is motivated by the impacts of the emerging infectious disease chytridiomycosis, a disease of amphibians that is associated with declines of many species worldwide. Using this host-pathogen system as a general example, we first illustrate how misleading inferences can result from failing to incorporate pathogen dynamics into the modeling process, especially when the pathogen is difficult or impossible to survey in the absence of a host species. We found that traditional modeling techniques can underestimate the effect of a pathogen on host species occurrence and dynamics when the pathogen can only be detected in the host, and pathogen information is treated as a covariate. We propose a dynamic multistate modeling approach that is flexible enough to account for the detection structures that may be present in complex multistate systems, especially when the sampling design is limited by a species' natural history or sampling technology. When multistate occupancy models are used and an unobservable state is present, parameter estimation can be influenced by model complexity, data sparseness, and the underlying dynamics of the system. We show that, even with large sample sizes, many models incorporating seasonal variation in vital rates may not generate reasonable estimates, indicating parameter redundancy. We found that certain types of missing data can greatly hinder inference, and we make study design recommendations to avoid these issues. Additionally, we advocate the use of time-varying covariates to explain temporal trends in the data, and the development of sampling techniques that match the biology of the system to eliminate unobservable states when possible.
Introduction
Drawing inferences about spatial and temporal dynamics of species' distributions is central to our understanding of ecology, as well as to making effective conservation and management decisions. Unfortunately, our understanding of the biotic and abiotic factors structuring species' distributions are often based on static patterns that assume that species are at equilibrium with the environment, despite the fact that both species distributions and the environment are dynamic and distributional responses to change are not instantaneous (Yackulic et al. 2015 , Clement et al. 2016 ). Many ecosystems under pressure from climate change, invasive species, habitat fragmentation, or emerging infectious diseases are likely experiencing transient dynamics, where species distributions are not at equilibrium (Ovaskainen and Hanski 2002) . In these cases, static distribution models can miss important dynamics and yield misleading biological inferences (Yackulic et al. 2015) . Direct observations of the transient dynamics should yield stronger inferences, but such studies can be hindered by an inability to identify the system's state or to appropriately account for important environmental variables. To address these challenges, scientists have developed complex multistate occupancy models that incorporate the dynamic nature of habitats, multiple interacting species, and other factors of interest, while accounting for species' nondetection or state misclassification (Nichols et al. 2007 , Richmond et al. 2010 , Miller et al. 2012 . However, increasing the number of mutually exclusive states in a system can result in cases where the true species distribution is unknown or even unobservable.
State uncertainty arises when the state of a study unit cannot be ascertained perfectly by an observer (Pradel 2005 ). An unobservable state is an extreme case of state uncertainty where it is impossible to properly assign the unit's true state (state-specific detection probability  p state  0). State uncertainty and its consequences have been well-studied for individual-based mark-recapture models (Kendall and Nichols 2002 , Conn and Cooch 2009 , Bailey et al. 2010 ), but less so for multistate occupancy models where state uncertainty may also occur (but see Link 2006, Miller et al. 2011) . Regardless of the model class, unobservable states may lead to misleading biological inferences due to parameter bias, lack of precision, or parameter redundancy (Catchpole and Morgan 1997 , Hubbard et al. 2014 .
Multistate occupancy models assume that an unknown underlying species distribution describes a population of sample sites (Nichols et al. 2007 , MacKenzie et al. 2009 ). Multiple occupied states are defined by an investigator depending on the biological questions of interest and may include reproductive status (Martin et al. 2009 ), disease state (Elmore et al. 2014) , relative abundance (Falke et al. 2010) , competitor occurrence (Steen et al. 2014) , and/or habitat features (Miller et al. 2012) . Imperfect state assignment occurs during the observation process, as sites are repeatedly surveyed over a period of time when the state of the site is assumed to be static. Though the state does not change, the observations by the observers, which are imperfect, may change.
The direct estimation of detection and classification probabilities to account for state uncertainty assumes that detection is possible for all occupied states (MacKenzie et al. 2009 ). This assumption may be violated in some scenarios, resulting in an unobservable state, but the repercussions of this violation have not yet been explored in occupancy models. Unobservable states may stem from limitations in the sampling design or the nature of the system. For example, it may be difficult or impossible to identify certain life stages of species due to lack of technological ability or lack of knowledge about the system. Host-pathogen systems are one case where unobservable occupancy states may exist. For example, in the simplest case with a single target host and single free-living or vectored pathogen, the pathogen-only state cannot be observed if detection of the pathogen is conditional on host occurrence and detection unless alternative host species are sampled. Ignoring the unobservable state may yield misleading conclusions regarding host-pathogen dynamics. We use expected-value data generated under a simple host-pathogen scenario to explore the bias in parameters estimated when the unobservable state is 'ignored' and pathogen detection is instead treated as a dynamic covariate influencing host occurrence. Next, we adopt a 2-species occupancy modeling approach (a special case of a multistate occupancy model; Richmond et al. 2010) where the probability of detecting the pathogen is fixed at 0 both when hosts are present but not detected, and when the pathogen occurs in isolation outside of the target host.
We used analytic and numeric approaches to explore how parameter values, sample size, and amount of missing data influence precision, bias, and parameter redundancy in this simple host-pathogen example with wide applicability to other systems. Obtaining unbiased estimates of system dynamics is necessary to correctly identify factors influencing changes in species distributions over time. These inferences and estimates are central to our ability to understand transient system dynamics and to evaluate the effects of proposed management and conservation actions using predictive models. This work is the first to explore the impacts of unobservable occupancy states on inference in multistate occupancy systems, and will be useful to those making conservation decisions in host-pathogen and other complex systems.
Material and methods

Study system
Though our work is widely applicable to a suite of biological systems, it is motivated by impacts of chytridiomycosis, an emerging infectious disease of amphibians worldwide (Skerratt et al. 2007 ). The causative agent of chytridiomycosis is the pathogen Batrachochytrium dendrobatidis (Bd), a fungus with a free-living aquatic zoospore that can infect amphibian skin (Berger et al. 2005) . Understanding changes in the transient dynamics of both amphibian hosts and Bd is necessary to inform management during and after the onset of a chytridiomycosis-linked perturbation to the host population or metapopulation. Of particular interest to us is the boreal toad Anaxyrus boreas boreas and Bd system in the southern Rocky Mountains (SRM). Historically, sampling in the SRM consisted of detection-nondetection records for the host species (the boreal toad), with opportunistic swabbing of toads as the only means of detecting the pathogen (Bd), resulting in an unobservable, pathogen-only state. This scenario is typical of many long-term amphibian-Bd datasets. During a given season, each sampled potential breeding site must be in one of four mutually exclusive states: occupied by the target amphibian (host only, state A), occupied by Bd (pathogen only, state B), not occupied by either amphibian host or Bd (unoccupied, state U), or occupied by both the target amphibian and Bd (host and pathogen, state AB).
Modeling framework
To explore the benefits and limitations of dynamic multispecies modeling, we assumed that the dynamics of our hostpathogen system were consistent with a 2-species occupancy model (MacKenzie et al. 2004 , Richmond et al. 2010 , where pathogen detection can be dependent on host occurrence and detection. Accordingly, we used the conditional binomial parameterization outlined by Richmond et al. (2010) 
Transitions among the four states ( Figure 1 ) can be expressed as a transition probability matrix ϕ t , with rows denoting the state of the site at time t and columns denoting the state of the site at time t  1. Transitions are parameterized as a function of colonization (g) and extinction (e) probabilities similar to those presented in Miller et al. (2012) , and are state dependent (Table 1) . For instance, the probability of a site transitioning from state AB (host and pathogen) in year t to state B (pathogen only) in year t  1 is the product of the probabilities of host extinct and pathogen persistence, given the presence of both species (i.e., e
AB
(1-e BA )). Multiple state-specific detection parameters allow investigators to explore scenarios where the detection of the pathogen species (B) may vary as a function of the presence and/or detection of the host species (A). The detection matrix p t gives the probability of observing each possible state (columns) given a corresponding true state (rows; Table 2 ). Detection probabilities denoted p x indicate detection of species x when it occurs alone, while probabilities denoted r y indicate detection when species co-occur. Species B's detection probability may differ depending on whether species A is present and detected (y  BA) or present and undetected (y  Ba). This model assumes that false positive detections do not occur. We constrained the probability of detecting the pathogen when it occurs alone (p B ) or with an undetected host (r Ba ) to 0 based on our SRM boreal toad-Bd dataset, where boreal toad swabs are the only means of detecting Bd. We generated expected value data, and analyzed those data using various model types and structures, described below.
Single-species model
To quantify the bias induced when the unobservable state is 'ignored' and pathogen detection is simply treated as a dynamic covariate, we generated expected value data using the 2-species model described above in Program GenPRES (Hines 2006) using parameter values that the authors deemed realistic for the SRM boreal toad-Bd system (Table 3) . We generated detection-nondetection records for 80 sites over 4 seasons, assuming 2 surveys were conducted per season. The generated data designed to mimic the SRM boreal toad-Bd system assume a high initial occupancy of toads (y A  0.90) because the historic dataset conditions on boreal toad breeding sites rather than a random sample of potential breeding sites. The selected 'true' parameters simulate a decline in host from 0.90 to 0.71 over 4 years (Table 3) , which is reflective of the status of SRM toad populations (unpubl. dataset, Boreal Toad Recovery Team) .
The generated data were converted to a dynamic singlespecies dataset for host occurrence, with annual pathogen detection (1) or nondetection (0) information used as a time-varying covariate. First, we used the initial occupancy parameterization of the dynamic single-species occupancy model (MacKenzie et al. 2003) , ran a single model consistent with the true model (y 1 (.)g(Bd)e(Bd)p(Bd)), and compared resulting estimates to the true parameter values used to generate the expected value data. Next, using an alternative Table 1 . Species detection probabilities for occupied states are listed within each circle. Unobservable events are signified by detection probabilities being fixed at 0, and happen when species B occurs alone (p B ) and when species A and B occur together, but species A is undetected (r Ba ). Table 1 . Transition probabilities matrix ϕ t in table form, illustrating transitions among four states for a 2-species dynamic occupancy model. Seasonal transition probabilities are expressed as combinations of vital rate parameters, colonization (g) and extinction (e) for both species (A and B) and are conditional upon the state at t.
State at t  1: 
2-species model
The identifiability of the 2-species occupancy model has not been assessed when an unobservable state is present. Parameter redundancy, or non-identifiability, may occur when a dataset lacks information to estimate unique values for some model parameters. Redundancy can be either intrinsic, stemming from inherent model properties, or extrinsic, stemming from data sparseness (Gimenez et al. 2004 ). Several methods have been used to assess parameter redundancy in mark-recapture models (Gimenez et al. 2004, Choquet and Cole 2012) and we employ three to explore redundancy in our host-pathogen system: symbolic differentiation (Catchpole and Morgan 1997 , Choquet and Cole 2012 , an analytic-numeric method (Burnham 1987) , and data cloning (Lele et al. 2007 ). Symbolic differentiation is an analytic method that assesses the rank of a derivative matrix (the Jacobian) for a model using symbolic algebra (Catchpole and Morgan 1997, Cole et al. 2010) , and is the preferred method for assessing parameter redundancy (Gimenez et al. 2004 , Bailey et al. 2010 . Full-rank matrices indicate that all parameters in a model are uniquely identifiable, while rank-deficient matrices indicate parameter redundancy. In addition to calculating the number of identifiable parameters, the identifiable parameter combinations may also be obtained based solely on model structure (Catchpole et al. 1998) . Using symbolic differentiation, we evaluated models where all vital rates were constant or time-varying, and detection probabilities varied by survey, season, both, or were constant, creating 8 different models. We used a hybrid symbolic-numeric method with the symbolic algebra software MAPLE to overcome memory issues in MAPLE and obtain final parameter redundancy results (Choquet and Cole 2012) .
Symbolic differentiation is often difficult to employ for complex models (Forcina 2008, Hunter and Caswell 2009) and in these cases alternatives exist (Choquet and Cole 2012, Cole 2012 ) that can assess parameter redundancy. In addition to using the hybrid symbolic-numeric method, we also assessed bias, precision, and parameter redundancy using a numeric-analytic approach (Burnham 1987 ) and data cloning (Lele et al. 2007) . To accomplish this, we generated expected value data under a 'true' model and then analyzed the resulting dataset using different model structures (Burnham 1987 , Schaub et al. 2004 , Bailey et al. 2010 ). Bias and precision were assessed by comparing model estimates to the true parameter values and by using these metrics to investigate issues related to intrinsic or extrinsic parameter redundancy. If the identifiability of a parameter was questionable based on the numeric-analytic results (e.g., the standard error for a parameter was very large, but potentially reasonable), data cloning was used (Lele et al. 2007 ). This method artificially 'clones' the observed data to increase sample size and provides a way to determine the identifiability of parameters in a model by approximating the asymptotic standard error of maximum likelihood estimates (Lele et al. 2010) . If the standard error of the parameter of interest decreases predictably toward zero as the number of clones increases, the parameter is estimable. If not, the parameter is considered unidentifiable. Data cloning for select models was implemented in Program MARK using 1000 clones. Numeric methods are not prone to the computer memory problems that symbolic differentiation encounters, but can be subject to inaccuracies (Gimenez et al. 2004, Hunter and Caswell 2009) .
We generated expected value data using parameter values from the SRM boreal toad-Bd system above (n  80) and then: 1) decreased the quantity of data by introducing 'missing values' to explore impacts of data sparseness, 2) increased the sample size two-fold (n  160) to investigate how a reasonable increase in sample size might alter precision, and 3) increased the sample size one-hundred-fold (n  8000) to separate intrinsic from extrinsic identifiability issues. In the missing values dataset, we considered the original 80 sites, where 20 sites were sampled for both species in every season (year), 20 sites were sampled in even seasons only, 20 sites were sampled in odd seasons only, and 20 sites were sampled each season for boreal toads but never for Bd. This sampling scheme reflects the tradeoffs that managers and biologists commonly make with limited time or financial resources. Finally, we explored a new set of parameter values for a different hypothetical host-pathogen system to determine how differences in host-pathogen dynamics may influence identifiability, bias, and precision for two sample sizes (n  80, and n  8000). This new system reflects a rare host species that is highly susceptible to disease (hereafter 'rare and susceptible host system', e AB  0.9) and assumes a decline in host occurrence from 0.20 to 0.07 over 4 years ( Table 3) .
We investigated bias, precision, and parameter redundancy in these 6 unique scenarios by fitting a suite of forty-eight 2-species models to each generated dataset using RMark (Laake 2013), a formula-based interface for Program MARK (White and Burnham 1999 ). The models included annual variation or constant structures for vital rates, and detection structures that were constant or variable by season or survey ( 
BA
) were also constrained to have identical structures within the same model. We ran the simplest model first, using simulated annealing, and fit new models using initial values from the simplest model to reduce computing time and to improve convergence.
Data deposition
Data available from the Dryad Digital Repository: < http:// dx.doi.org/10.5061/dryad.g62f6 > (Mosher et al. 2017) .
Results
Single-species model
We found that using a covariate for an imperfectly detected pathogen resulted in bias in several vital rate parameters, using the initial occupancy parameterization (Table 5) . Colonization of the host species in the absence of the pathogen (g A ) was underestimated and colonization of the host in the presence of the pathogen (g AB ) was overestimated, leading to the inappropriate conclusion that host colonization is independent of pathogen presence (true difference in colonization probability  0.65, estimated difference  0.02). In addition, the extinction probability of hosts in the absence of the pathogen (e A ) and the detection probability of hosts in the presence of the pathogen (r A ) were both overestimated (Table 5) . When we used the alternative parameterization and modeled host occupancy as a function of pathogen detection, the estimated relationship between Bd and host occurrence was positive ( β  19.90) and was poorly estimated. This result is clearly incorrect, as the data were generated under the assumption that Bd negatively influences host occurrence. However, because Bd is only detected when the host is detected, all sites with Bd detections were also known to be occupied by the host, yielding the erroneous positive relationship with host occupancy.
2-species models
Using symbolic differentiation, we found that the 2-species model had no intrinsic parameter redundancy when all four states were observable, even when vital rate and detection probabilities varied over time and/or surveys. However, when one of the states was unobservable, as in the SRM boreal toad-Bd system, the matrix was full-rank only when all vital rate parameters were time-constant and there were at least 3 seasons of data, with 2 or more surveys per season. Models with vital rate parameters that varied with time showed some parameter redundancy, however, we were unable to obtain the estimable parameter combinations and determine which parameters were inestimable due to computational complexity and memory problems in MAPLE (Supplementary material Appendix 1). We were unable to identify a natural reparameterization for this model that would prove intrinsic parameter redundancy (e.g., as illustrated for different models in Cole 2012).
Our numeric-analytic results corroborated the symbolic differentiation results, showing that the 3 models with time-constant vital rates provided unbiased estimates for all parameters regardless of the sample size, amount of missing data, parameter values, or detection structures used. In the SRM boreal toad-Bd system, all parameters in these models were estimated with a reasonable level of precision (SE  0.50) at the smallest sample size evaluated (n  80), and y Ba , g A , and e B had the largest standard errors among the parameters estimated (Supplementary material Appendix 2). In the rare and susceptible host-pathogen system, y Ba ,g B , and e B had the largest standard errors, which Table 4 . Model structures used to investigate bias, precision, and parameter redundancy using the analytic-numeric approach of a hostpathogen system with an unobservable state. All combinations of these structures were used, resulting in 48 total models that were fit to each expected value dataset. We constrained the total number of models investigated by assuming that estimated detection probabilities must have the same model structure, and that vital rate parameters for a particular species (for example,g A and g AB ) must have the same structure. were  0.5 at the smallest sample size evaluated (Supplementary material Appendix 3). In general, standard errors were larger in the rare and susceptible system than in the boreal toad system, and y Ba was the least precise parameter in both systems. In both the SRM-boreal toad and rare and susceptible systems, precision improved with sample size, and precision was quite high when 8000 sites were used (Supplementary material Appendix 2, 3) indicating that some parameters may only be extrinsically identifiable at sample sizes that are not plausible in the real world. The introduction of missing data increased standard errors but did not create bias in time-constant models. For example, the average standard error for y Ba in time-constant models in the SRM-boreal toad system was 0.34 with a sample size of 80 sites, 0.50 when missing data were considered in the 80 site dataset, 0.24 using 160 sites, and 0.03 using 8000 sites (recall the true and estimated y Ba value was 0.05). Of the 45 models with time variation in vital rates, 27 models appeared to be completely identifiable based on numericanalytic and data cloning results (Supplementary material Appendix 2, 3). This finding was independent of the dataset used. Despite many models being intrinsically identifiable, only 9 models with time variation yielded reasonable standard errors (SE  0.50 on the probability scale) for all parameters in the SRM system at the smallest sample size, and no models were completely without precision issues for the rare and susceptible host system for the same sample size (n  80). Other models, despite being identifiable, had extreme precision issues at small sample sizes. The 9 models providing valid inference for all parameters in the SRM system included models with time variation in host extinction (e A and e AB ) and/or pathogen colonization (g B and g BA ), but without time variation in other parameters. Though all parameters were technically identifiable in these models, the standard errors for y
Ba and e t =1 B were large ( 0.30), especially at small sample sizes. For the remaining models with time variation (18 models), a comparison of results from the smallest and largest sample sizes, in conjunction with data cloning, imply that a subset of initial occupancy (y Ba ) and vital rate parameters at the beginning of the time series ( g g g ) are often unidentifiable in models with complex time structures. These parameters are frequently biased with inestimable standard errors (Supplementary material Appendix 2, 3). Patterns were consistent between the SRM and rare and susceptible host systems, but precision for identifiable parameters worsened with the inclusion of missing data and decreasing sample size.
Discussion
When the detection of one species is related to the presence and/or detection of another, using a covariate to describe a relationship in occurrence will often result in biased estimates of the effect being studied and thus misleading inferences. This problem stems from the fact that what is actually being modeled is the relationship between the occurrence of one species and the detection of the other, rather than the independent occurrences of both species. While this problem has not been addressed explicitly until now, the issue has been intuited by ecologists for some time. For instance, initial work on barred and spotted owls in the Pacific Northwest of the US focused on using barred owl detection/nondetection data to model the occurrence of northern spotted owls (Kelly et al. 2003 , Olson et al. 2005 . Later, static 2-species models demonstrated that barred owl detection was imperfect and potentially influenced by northern spotted owl detection (Bailey et al. 2009 ). Current research in this system uses a multispecies occupancy approach, similar to the methods we employ, to model variation in detection probabilities based on species co-occurrence and to estimate the distributional dynamics of both species (Yackulic et al. 2014 , Dugger et al. 2015 .
Here, we examined an extreme case where detection of one species is completely dependent upon the occurrence and detection of another, resulting in an unobservable occupancy state. Though we use an amphibian-Bd system to describe our approach, this situation may exist in cryptic predatorprey systems, systems with territorial species, and many other host-pathogen systems. Using an imperfectly detected pathogen covariate resulted in underestimation of the effect of the pathogen on host colonization probability in one parameterization. Our SRM example was based on data from historic breeding sites at the start of an epidemic, where most sites were occupied by the host at the beginning of the study, leaving few unoccupied sites to be colonized. For other systems with different initial state distributions, the parameters that are biased may vary, suggesting that the nature of the biological system likely influences which parameters are most difficult to estimate. Using the alternative parameterization, where occupancy is modeled directly as a function of the Bd detection as a covariate, we estimated an erroneous positive effect of Bd on amphibian occurrence. Our work may explain the puzzling findings of other studies where the effect Bd on host amphibians appears to be minimal or even slightly positive (Grant et al. 2016) in regions with local extinctions attributed to Bd. Underestimating or misidentifying the impact of one species on another could result in host declines going undetected for long periods of time, and the failure to detect a negative pathogen effect when one exists. Management and conservation actions may be triggered late, or not at all, resulting in a higher likelihood of species extinction. We recommend that biologists explore potential biases in their system following the framework that we have outlined in this manuscript to avoid making erroneous inference.
Though challenges arising from computational complexity and computer memory made symbolic differentiation difficult, we were able to use a combination of methods to determine that several parameters were intrinsically unidentifiable for models with complex time-varying parameter structures. More importantly, we found that some models with simple forms of time variation were both intrinsically and extrinsically identifiable, even for realistic sample sizes. Our results inform researchers working in similar host-pathogen systems about which hypotheses can be reliably investigated and also about which parameters may be biased or extremely imprecise.
In particular, we found that estimates of vital rate parameters at the beginning of the time series, the extinction probability of the pathogen (e B ), and the initial probability of the pathogen when it occurs alone (y Ba ) often suffered from bias, imprecision, and unidentifiability depending on model structure.
The mark-recapture literature has shown that transitions to and from unobservable states (temporary emigration) are not identifiable at the end of a time series when these parameters are time-specific (Kendall et al. 1997) . Additionally, survival of unobservable individuals is only estimable if it is constrained to be equivalent to observable individuals (Kendall and Nichols 2002). Our work demonstrates a similar parallel for multistate occupancy models, as we found that state and vital rate parameters that condition on the unobservable state (the pathogen-only state in our example), are unidentifiable in many models that incorporate time variation in vital rates. Setting the first transition parameters equal to transition parameters for a later season, similar to a suggestion in the mark-recapture literature (Kendall et al. 1997) , made all parameters identifiable (including y Ba ), but this remedy should be applied cautiously. The decision of which vital rates in the time series to set equal is an important one, based on the biological knowledge of the system. If substantial time variation in vital rates exists in the system, setting two truly different vital rate parameters equal to one another will produce biased estimates of both parameters, and may also cause bias in other parameters (Langtimm 2009). Another solution is to carefully evaluate which parameters are identifiable, as we did here, and to avoid interpretation of parameters that are not a true reflection of the biology of the system. Our dynamic multispecies results illustrate that, for a plausible real-world system, many models of interest may yield misleading or imprecise results when states are unobservable. These problems are exacerbated by data sparseness in the form of missing data, small sample sizes, and rare or difficult-to-detect species of interest. Data sparseness in these various forms is known to be problematic for occupancy models in general (MacKenzie and Royle 2005), but difficulties are amplified when unobservable states and time variation in vital rate parameters occur. For these reasons, it will be difficult to estimate time variation in occupancy dynamics for species that are inherently rare, infrequently sampled, or for species that have declined to only a fraction of their former range. If temporal variation in species vital rates is truly of interest, the only way to confidently estimate these dynamics is to eliminate the unobservable state. In the amphibian-Bd system that we describe, using water filtration to detect the pathogen in its free-living form (Kirshtein et al. 2007, Mosher pers. comm.) , sampling other non-target host species, or using sentinel animals would provide information on pathogen presence and detection that is independent of host detection. In other systems, additional sampling strategies that would eliminate the unobservable state may be appropriate. Another alternative is to model seasonal variation in vital rates as a function of temporal covariates, which can eliminate redundancy (Cole and Morgan 2010) . Given the tradeoff between surveying more sites, or surveying fewer sites more intensively, we suggest that researchers minimize missing observations at a smaller collection of sites because we found that the inclusion of missing data created larger standard errors than small sample sizes.
In situations where the suggestions above are not possible (for instance, when historic data have already been collected as in the SRM case), researchers can use the numeric-analytic method and data cloning approaches, described here, to identify potential biases and parameter redundancy in their own systems. To our knowledge, we are the first to investigate how bias, precision, and parameter identifiability are influenced by state uncertainty in multistate occupancy models. While our study was motivated by a specific host-pathogen system, our work is widely applicable to other host-pathogen systems and to studies involving other interactions (e.g., competitive, predator, mutualistic, etc.). We encourage researchers to think carefully about the system being studied and to strive to find an appropriate way to model dependencies in the data structure. Simulation and analyses of generated data specific to a system are valuable tools that can help researchers identify potential biases, elucidate realistic expectations for precision, and guide the interpretation of findings to maximize learning in complicated biological systems.
