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Abstract
We demonstrate that the electronic structure of mesoporous silicon is
affected by adsorption of nitro-based explosive molecules in a compound-
selective manner. This selective response is demonstrated by probing
the adsorption of two nitro-based molecular explosives (trinitrotoluene
and cyclotrimethylenetrinitramine) and a nonexplosive nitro-based aro-
matic molecule (nitrotoluene) on mesoporous silicon using soft X-ray spec-
troscopy. The Si atoms strongly interact with adsorbed molecules to form
Si-O and Si-N bonds, as evident from the large shifts in emission energy
present in the Si L2,3 X-ray emission spectroscopy (XES) measurements.
Furthermore, we find that the energy gap of mesoporous silicon changes
depending on the adsorbant, as estimated from the Si L2,3 XES and 2p X-
ray absorption spectroscopy (XAS) measurements. Our ab initio molecu-
lar dynamics calculations of model compounds suggest that these changes
are due to spontaneous breaking of the nitro groups upon contacting sur-
face Si atoms. This compound-selective change in electronic structure
may provide a powerful tool for the detection and identification of trace
quantities of airborne explosive molecules.
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1 Introduction
Several methods for detecting trace quantities of explosives have been developed
in recent years. [1] However, a simple, compact, sensitive, selective, non-invasive,
and low-cost sensor for explosives is an ideal that has not yet been achieved.
For example, a laser can be combined with a gas chromatographer in order to
induce fragmentation of a target material and analyze its gas-phase molecular
fragments, [2] but this is not suited for non-destructive testing, or monitoring of
suspected material in situ (i.e. in an airport luggage scanner). Another common
technique, pulsed neutron analysis, can be used to identify elements and quantify
the bulk C/O and N/O ratios characteristic to explosives. [3] This technique is
fast and can easily be applied to bulk materials, however, pulsed neutron sources
and γ-ray detectors are required. [3] These devices can be made small enough
to be deployed in field situations, but they are expensive and the detection
procedure involves careful positioning of the device with respect to the suspect
material. Hand held detectors can be realized by utilizing ion mobility spec-
trometry. However, issues such as maintaining a stable ion source and avoiding
false positives from gas-phase ion-molecule fragments are still to be resolved. [4]
Single-walled carbon nanotube field effect transistors have shown changes in re-
sistivity in the presence of single molecules like glucose and DNA, [5,6] but their
sensitivity to nitroexplosives has not yet been demonstrated. Recently, a solid
acid catalyst has been shown to be sensitive to triacetone tetraoxide vapour, [7]
its sensitivity to other explosives has again not yet been demonstrated.
Optical spectroscopy appears to be a good candidate for detection of explo-
sives, since both sources and detectors in this regime are typically not expensive
and widely available. However many spectroscopic techniques (such as Raman
and IR spectroscopy) require relatively large quantities of a material, positioned
between the source and the detector, which creates difficulties in practical ap-
plications of these techniques. For example, the low vapour pressure of most
explosives [8] makes accurately detecting these compounds through adsorption
or Raman spectroscopy quite difficult, [2] since the signal-to-noise ratio in prac-
tical settings is often rather low. Surface-enhanced Raman spectroscopy was
recently used to detect low concentrations of dinitrotoluene (DNT) and trini-
trotoluene (TNT) adsorbed in alumina nanopores containing gold nanoparti-
cles, [9] although the detection sensitivity is highly dependent on the surface
properties. [2]
So far, the most sensitive method for detecting nitroexplosives is the lumi-
nescence quenching of emissive conjugated polymers (or amplifying polymers)
developed by the Swager et al. [10] This approach is capable of detecting TNT
vapours in the particle per trillion (ppt) range and even lower. More recent re-
search has found techniques for improving the fluorescence quenching of conju-
gated polymer layers and semiconducting organic polymers exposed to nitroex-
plosive vapour, [11–14] and conjugated polymer sensitivity to a large number
of nitroexplosives in solution has also been demonstrated. [15] Nevertheless, the
selectivity of this method is not sufficient as many non-explosive nitroaromatic
compounds can also induce luminescence quenching. Thus, there is clearly a
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need for a material that can quickly and selectively either accumulate molecules
of the explosives at sufficiently high densities or noticeably change its properties
under the influence of these molecules and ultimately detect and identify the
specific compound present.
A promising method for tracing concealed explosives is detecting the adsorp-
tion and desorption of explosive molecules on surfaces of porous semiconduc-
tors. [16] Porous silicon (PSi) is an attractive material for the chemical sens-
ing of vapours because it has high surface area and a variety of transduction
mechanisms associated with its electrical, optical, and chemical properties. For
example, it has been shown that the photoluminescence of PSi changes depend-
ing on chemical treatment due to surface effects and/or nanostructured silicon
crystallites, [17] and the adsorbed molecules on the silicon surface. [18–23] The
resistivity of PSi can be modified by several orders of magnitude by the adsorp-
tion of dielectric liquids. [24] Finally, PSi is readily functionalized by a large
variety of molecular structures [25–29] and is highly chemically reactive. [30]
It has also been suggested that nanoporous materials can preferentially adsorb
different species of organic molecules, [31] indicating that the right preparation
of PSi could serve as a selective detector of explosive molecules.
PSi can adsorb large quantities of molecules on its surface due to a high
surface-to-volume ratio of up to 1000 m2/cm3 and activated diffusion of surface
molecules into the pores, [32] which can be exploited in order to control oxi-
dation reaction and/or molecular intake rates. [33, 34] This, together with the
availability of silicon-based microfabrication technologies, makes porous Si one
of the most promising candidates for vapour sensing; indeed the possibility of
using PSi in optical sensors for vapour detection has been intensively studied for
the past decade. The adsorption of the target molecules into the silicon pores
modifies the refractive index and consequently the optical properties of PSi. Op-
tical sensors based on porous mono/double layers, Bragg mirrors, luminescent
and reflective microcavities (MCs) have been reported in literature. [16, 35–40]
Also, it should be noted that TNT detection with the use of a PSi microcavity
infiltrated with a fluorescent sensory polymer has previously been studied. [16]
All the above features of PSi are critical for detection of trace levels of explosives,
such as TNT and cyclotrimethylenetrinitramine (RDX), which exhibit very low
pressures of saturated vapours (in the ppb to ppt range). [8]
Finally, PSi has previously been shown to have sub-ppm sensitivity to NO
and NO2 gas, [41] and an NO2 sensor using changes in conductance of PSi has
been demonstrated to work well in a range of ambient temperatures and hu-
midities. [42–44]. It has also been demonstrated that aged PSi shows greater
reversibility to NO2 detection and less sensitivity to air moisture, [45] suggesting
that PSi may be a very practical field sensor. Finally, there is some chemisorp-
tion occuring during the interaction of NO2 and PSi [46] and the surface of
the PSi changes upon nitridization and oxidization during this process. This
suggests that molecules NO2 groups (such as TNT or RDX, for example) will
show some reactivity to PSi, and will be adsorbed on a PSi surface. It is there-
fore possible that the adsorbed molecule may functionalize the PSi surface and
induce molecule-specific changes to the surface electronic structure.
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Figure 1: A stylized schematic of (from left to right) para-nitrotoluene (NT),
trinitrotoluene (TNT), and cyclotrimethylenetrinitramine (RDX).
To evaluate the potential of PSi for selective detection of explosives, it is
important to study the details of the chemical interaction of silicon atoms with
nitroaromatic and nitroamine molecules. In this article we present soft X-ray
spectroscopy measurements, a technique which offers direct, atom- and orbital-
selective probe of local chemical bonding, to demonstrate how the local bonding
characteristics of the Si atoms in the PSi structure are changed after exposure
to nitrotoluene (NT), TNT, and RDX (shown in Figure 1). Finally, X-ray spec-
troscopy measurements shed light on the shift of the band edges of PSi affected
by these adsorbants. The experimental observations are corroborated by ab ini-
tio molecular dynamics simulations and static energy minimization simulations,
which reveal atomic-scale mechanisms of the adsorption and decomposition of
model molecules at amorphous silicon surfaces and the corresponding modifica-
tions to the electronic structure of the combined system.
2 Results and Discussion
Silicon X-ray Spectroscopy. It is well known that PSi as a chemically ac-
tive, high surface-to-volume ratio material can be easily oxidized. [47] The mi-
croporous (with a pore size greater than 50 nm), mesoporous (pore size of 5-50
nm) or nanoporous (pore size less than 5 nm) silicon layers can be bare, par-
tially oxidized (when Si domains are embedded into an oxide matrix), or fully
oxidized. These different forms of PSi have distinctly different physical prop-
erties, and their characteristics may vary during ageing due to oxidation and
hydroxylation processes. [48] With this in mind, we examine the Si L2,3 XES
spectra of LPSi and HPSi. As shown in Figure 2, the Si L2,3 XES spectrum
of LPSi is almost the same as that of bulk crystalline Si (c-Si), whereas the Si
L2,3 XES spectrum of HPSi is the almost same as the spectrum of SiO2. This
means that HPSi is, for all practical purposes, fully oxidized and its surface
is wholly composed of SiO2. In fact, our spectroscopy measurements of NT,
TNT, and RDX adsorbed on HPSi show the same trends as our corresponding
measurements on LPSi, but the magnitude of the spectral changes is smaller
(see Supporting Information), which we attribute to the lower reactivity of the
HPSi surface. Hence we do not consider HPSi in the following discussion.
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Figure 2: The silicon L2,3 XES spectra. Panel a shows the similarity between
LPSi and crystalline silicon (c-Si), suggesting a low amount of oxidation in
LPSi. Panel b shows the similarity between HPSi and SiO2, suggesting that
HPSi is almost fully oxidized. Inset c shows how the spectrum of LPSi:TNT is
shifted away from the spectrum of SiO2. Panel d shows how the spectrum of
LPSi:RDX is shifted in the opposite direction from the spectrum of LPSi:TNT,
towards lower energies. (Note: A colour versions of this and other figures in
this manuscript are available in Supporting Information.)
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The Si L2,3 XES spectrum of LPSi shows that it is primarily pure silicon
within 60 nm of the surface despite being oxidized for 20 minutes at 900 ◦C.
To rationalize this result, we note that the volume of SiOx (0 < x) per Si atom
is larger than that of pure silicon, which leads to build up of the lattice stress
during Si oxidation and which is known to decrease the oxidation rate and result
in formation of rough films. [49] At temperatures above 1050 ◦C, viscous flow
of SiO2 suppresses this stress and its effect on the oxidation rate. [49] However,
in our case, the viscous flow contribution is negligible and, consequently, accu-
mulated stress suppresses further oxidation. Moreover, earlier experimental [50]
and theoretical [51] studies have demonstrated that oxidation of concave sur-
faces, a typical geometry for pores in LPSi, progresses at a much lower rate than
oxidation of flat surfaces. Thus, it is reasonable to suggest that the oxidized
areas primarily form “islands” in the regions between pores, leaving the Si inside
the pores exposed. Indeed, previous atomic force microscopy characterization
of oxidized PSi shows that the oxide layer tends to form on the needle-like peaks
on the PSi surface, rather than in the pores. [52] An additional consideration
is that the low pore density might allow an oxide layer to coat the entire sur-
face, sealing off the tops of the pores. [53] However, after the LPSi is cooled,
the induced stress on this layer could fracture it, thus exposing the pure silicon
pores.
A dramatic change is seen in the Si L2,3 XES spectra after exposing LPSi to
nitro-based molecules. The fine structure in the spectrum of untreated LPSi is
strongly modified and instead of the three features typical for c-Si, the spectra
of LPSi exposed to the nitrogen compounds consist of two main peaks which are
closer to the spectrum of SiO2. Of the three treated materials, the spectrum of
the substrate exposed to NT (LPSi:NT) is the most similar to that of SiO2 (in
energy position and peak ratio). The spectrum of the substrate exposed to TNT
(LPSi:TNT) shows an energy shift compared to SiO2, with the high energy XES
peak shifted to higher energies (see Figure 2). The spectrum of the substrate
exposed to RDX (LPSi:RDX) is shifted to lower energies with respect to that of
SiO2, i.e. shows the opposite shift in energy compared to LPSi:TNT. Thus, we
conclude that the surface of LPSi interacts strongly with the adsorbants and the
effect of this interaction on the Si electronic structure depends on the molecule.
We would like to stress that the large magnitude of the energy shifts evident
in the Si L2,3 XES spectra is very surprising, especially since the LPSi substrate
was only exposed to a vapour of NT, TNT, or RDX molecules. These shifts
are also seen somewhat in HPSi after exposure to these molecules (the shift is
less apparent, due to the aforementioned lower chemical activity, but the trends
are consistent with those seen in LPSi). The energy shifts in the Si L2,3 XES
spectra make a very strong case for the sensitivity of the electronic properties
of PSi to adsorbed molecules.
Surface energy gaps. We can estimate the changes in the surface energy gap
by comparing the Si L2,3 XES and 2p XAS spectra, as shown in Figure 3. Note
that while the 60 nm penetration depth of the Si L2,3 XES measurements would
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Figure 3: The silicon L2,3 XES and 2p XAS (TFY) spectra. The upper valence
band edge of SiO2 (estimated using the second derivative of the Si L2,3 XES
spectrum of SiO2) is shown by the dotted line at ∼ 97.7 eV, and the main peak
of the Si 2p XAS spectrum of SiO2 is shown by the dotted line at ∼ 108 eV.
The pre-edge XAS spectral features at ∼ 106 eV are aligned in all XAS spectra,
including that of SiO2. The second derivative of the Si L2,3 XES spectra near
the valence band edge is plotted on top of the appropriate Si L2,3 XES spectra
for the treated LPSi samples.
normally make this a bulk measurement, because the pores are usually a few
hundred nm deep [17,54] and, more importantly, because the Si L2,3 XES clearly
shows a sensitivity to the vapour treatment of the samples, we are justified in
considering the Si L2,3 XES as a surface sensitive measurement. Using the main
peaks of the second derivative of the complementary XES and XAS spectra of
the oxygen K edge has been shown to give a good estimate of the energy gap
in the case of various metal oxides. [55]
Applying this method to the silicon L2,3 edge is problematic, since there are
strong pre-edge features in the 2p XAS (around 107 to 109 eV), which are either
due to the final state core hole [56] or exitons. [57] To avoid this complication, we
have used the main peak of the second derivative of the L2,3 XES spectrum as
an estimate for the valence band edge, and have chosen the main peak of the 2p
XAS as a reference for the lower conduction band edge — i.e., we assume that
the main peak of the Si 2p XAS is the same energy above the true conduction
band edge for all LPSi samples. The energy separation between the peak in
the second derivative of the Si L2,3 XES and the main peak of the Si 2p XAS
features is 10.3 eV, while the energy gap of amorphous SiO2 is closer to 8.9
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eV. [58] We stress that the peak in the Si 2p XAS does not correspond to the
bottom of the conduction band, and, therefore, this method does not provide
an estimate of the actual energy gap. However, comparing the shifts in this
feature and in the peak in the second derivative of the Si L2,3 XES between the
different materials should give a reasonably accurate estimate of the changes in
the energy gap.
The second derivative of the Si L2,3 XES spectra near the valence band edge
is shown in Figure 3, where it is superimposed on the measured Si L2,3 XES
spectra. The valence band edge of LPSi:NT, as estimated from the peak in the
second derivative of the Si L2,3 XES spectrum, is about 0.4 eV higher than that
of SiO2, while the bottom of the conduction band, as estimated from the peak
in the Si 2p XAS spectrum, also appears at slightly higher energies (by about
0.3 eV). This suggests that the surface energy gap of LPSi:NT is roughly 0.1
eV smaller than that of SiO2. In the case of LPSi:TNT, the valence band edge,
referenced to the Si 2p core states, is 1.5 eV higher than in SiO2, while the
bottom of the conduction band is only 0.4 eV higher than that of SiO2. Thus,
the surface energy gap of LPSi:TNT is roughly 1.1 eV smaller than that of SiO2.
Similar analysis of the LPSi:RDX spectra suggests that the energy gap in this
system appears to be 1.2 eV larger than that in SiO2. These dramatic changes
are significant, but not unexpected for this system. It is clear from Figure 2 and
Figure 4 that untreated LPSi has a energy gap close to that of c-Si in the bulk
and that of SiO2 on the surface, so there is a large change in electronic structure
close to the surface. Indeed, changes in the porosity of pure silicon can affect
the optical gap by ∼0.3 eV, [59] and the energy gap of various polymorphs of
SiO2 can vary by as much as 4 eV. [60] In light of this, since we are probing
the interface of c-Si with SiO2 and Si bonded to various organic functional
groups (possibilities include nitro, amine, methyl, and aromatic groups), the
large change in surface properties is not entirely unexpected.
The large energy shifts evident in the Si L2,3 XES of treated LPSi suggest
that the Si surface strongly interacts with the adsorbed molecules. What is the
nature of this interaction? Simply based on the structure of NT, TNT, and
RDX we can suggest that it is driven by the formation of Si-O, Si-N, and/or
Si-C bonds at the surface.
Carbon X-ray Spectroscopy. We can see from the C K XES spectra (see
Figure 5) that the interaction between Si and C is fairly weak, indicating that
no significant number of Si-C bonds are formed. This is evident from the weak
C K XES spectra of LPSi:NT, LPSi:TNT and LPSi:RDX. Indeed, there is a
strong contribution of the second order O K XES in the energy range from
258 to 266 eV, shown in Figure 5. These oxygen features are absent in the
spectrum of untreated LPSi and further demonstrate strong oxidation of LPSi
upon exposure to nitro-based organic molecules. Further, the actual carbon K
feature at 270–286 eV in the C K XES spectrum of the treated LPSi samples
is similar to the spectrum of amorphous carbon (a-C) and very different from
the spectrum of SiC. This suggests that the carbon present in the LPSi samples
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Figure 4: The oxygen K XES and 1s XAS spectra for LPSi treated with various
adsorbants compared to SiO2. The energy gap of SiO2 is estimated using the
second derivative of the XES and XAS spectra. The pre-edge features in the
XAS spectrum for the treated LPSi samples has been increased in intensity by
a factor of 5. Both the bulk sensitive TFY and surface sensitive TEY modes
are plotted for the O 1s XAS.
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Figure 5: The carbon K XES spectra for LPSi treated with various adsorbants
compared to amorphous carbon and SiC. The emission features at ∼263 eV are
due to second-order emission from oxygen.
has mostly accumulated from exposure to the ambient environment, and is not
strongly bonded to the LPSi surface.
Oxygen X-ray Spectroscopy. The O K XES spectra of LPSi, LPSi:NT,
LPSi:TNT, and LPSi:RDX are all quite similar to the spectrum of SiO2, as
shown in Figure 4. The O 1s XAS bulk sensitive TFY spectra of the LPSi
samples are also similar to the rather featureless TFY spectrum of SiO2. The
surface sensitive TEY spectra of the treated LPSi samples show some key dif-
ferences from the TEY spectrum of untreated LPSi and SiO2. In particular, the
untreated LPSi lacks the weak pre-edge feature at ∼532 eV seen in the spectra
of LPSi:NT, LPSi:TNT, and LPSi:RDX. In amino acids, this pre-edge feature
is attributed to pi∗ bonding. [61] In SiO2 there is a very strong pre-edge feature,
although at higher energies (∼ 533 eV) than in treated LPSi. We would like
to mention here that the O 1s XAS TEY spectrum of HPSi is again essentially
the same as that from that of HPSi within 1.5 nm of the surface.
The main edge of the O 1s XAS spectrum of SiO2 (at ∼ 540 eV) is also
slightly different from the corresponding edge in the LPSi samples. We can use
the second derivative method on the O K XES and TFY mode O 1s XAS to
estimate the energy gap. The TFY mode O 1s XAS spectra are more suited
to this than the TEY mode O 1s XAS spectra, since the pre-edge peak in the
latter obscure the true onset of the conduction band. This method suggests
that the energy gap of SiO2 is 8.7 eV, fairly close to the literature value of 8.9
10
eV. [58] We would like to stress that although the O K XES can likely probe
deeper than the average pore depth, the Si L2,3 XES of untreated LPSi shows
that the bulk material is crystalline silicon. Therefore, all the oxygen present in
the untreated LPSi is on the surface, and, therefore, the O K XES and 1s XAS
spectra are surface sensitive. We would further like to stress that since Figure
2 shows that the silicon in untreated LPSi has electronic structure similar to
c-Si, and since Figure 5 shows that there is no second-order O K XES signal
in the C K XES spectrum, there is minimal oxidation of the untreated LPSi
surface. Since the O K XES and 1s XAS spectra shown in Figure 4 probe
the oxygen spectra explicitly, the limited surface oxidation in untreated LPSi is
readily apparent. However, an accurate estimate of the relative concentration
of oxygen in untreated and treated LPSi cannot be made using these spectra.
To briefly summarize, the X-ray spectroscopy measurements of LPSi show
a sensitivity to the species of adsorbed molecule. There is clear evidence that
exposure LPSi to NT, TNT, and RDX induces different degrees of oxidization
and nitridization of the silicon surface, which causes a shift in the silicon band
edge at the surface.
Molecular Dynamics Calculations. In order to corroborate these experi-
mental observations, we investigated whether dissociative adsorption of molecules
containing nitro groups at Si surfaces is plausible. To this end we first sim-
ulated the interaction between pure and partially oxidized PSi and volatile
molecules with a molecular dynamics approach. This interaction was modeled
using Si29Ox (x=0,...,4) clusters and 1,1-diamino-2,2-dinitroethylene molecule
(DADNE) and dimethyl nitroamine (DMNA) molecules shown in Figure 6.
These moieties are relatively small to make the ab initio calculations feasible,
yet, sufficiently complex to assist with adequate interpretation of the exper-
imental data. In particular, the DADNE molecule contains both amino and
nitro groups and the DMNA molecule contains both methyl and nitro groups
typically found in energetic materials. With respect to the NT, TNT, and RDX
studied herein, DADNE has the same single bond C-NO2 structure found in
NT and TNT, while DMNA has the same single bond N-NO2 structure present
in RDX. Moreover, DADNE yields additional interest as it is a relatively new,
highly energetic compound [62] and its mechanical [63] and electronic [64–66]
properties and mechanisms of decomposition [67–69] are actively investigated.
The Si29 cluster has been developed as a model for PSi elsewhere [70] and
employed previously in, for example, the simulation of atomic force microscopy
tip interaction with alkali-halide surfaces. [71] The effect of partial oxidation was
investigated by calculating the geometrical structures and electronic properties
of Si29Ox (x=1-4) clusters (see Supporting Information for details). In each
case the geometrical structure of the Si29Ox cluster was fully relaxed using the
hybrid B3LYP density functional [72, 73] and Pople’s 6-31G(d) basis set, as
implemented is the Gaussian 03 package. [74] The energy gain due to reaction
with each O atoms is calculated with respect to the half of the total energy of an
isolated O2 molecule. We note that although a real PSi surface prepared by HF
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Figure 6: A stylized schematic of 1,1-diamino-2,2-dinitroethylene (DADNE) on
the left, and the dimethyl nitroamine (DMNA) molecule on the right.
may have a hydride layer, the coverage of this layer depends on the preparation
conditions and the layer itself unstable and easily replaced by other species. [75]
We therefore did not include a surface hydride layer on the Si29 cluster as such
an addition would greatly increase the degrees of freedom of the system, and
consequently the calculation time.
The time evolution of the system’s potential energy and temperature, the
latter being equivalent to the system kinetic energy, are shown in Figure 7.
The two plots anti-correlate, so the total energy of the system remains con-
stant within the numerical noise of these calculations. The Si29 cluster and the
DADNE molecules are separated at the beginning of the simulation and the
interaction between them is negligible up until approximately 8 ps of the simu-
lation time. During this period the cluster is stationary and the molecule, as a
whole, moves slowly across the supercell. The initial kinetic energies of atoms
were set up so as the system temperature at this stage was approximately twice
that of the room temperature (see Figure 7).
At approximately 8 ps of the simulation time (Figure 7), the DADNE molecule
approaches the Si29 cluster with one of its NO2 groups oriented toward the clus-
ter atoms. The interaction between the cluster and the molecule nitro-groups
induces several events indicated as “A” in Figure 7, which take place consecu-
tively (shown schematically in panels A1 through A3 in Figure 8):
1. The formation of the first O-Si bond,
2. The formation of the second O-Si bond, whereby a N-O-Si-O cycle is
created, and
3. The insertion of one O atom into a neighbouring Si-Si bond, with the
formation of a N-O-Si-O-Si fragment.
During this time the remainder of the DADNE molecule is attached to the Si
cluster and its dynamics are coupled to those of the cluster. As the system con-
tinues to evolve in time, two events indicated as “B” occur (shown schematically
in panels B1 and B2 in Figure 8):
1. The displacement of a single Si atom towards the DADNE molecule and
formation of bonds with an N atom of the first, now decomposed, NO2
group and an O atom of the second, still intact, NO2 group, and
12
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Figure 7: Time evolution of the system potential energy (left-most axis) and
temperature (right-most axis) for the DADNE molecule interacting with the Si29
cluster. The total energy of the system (also left-most axis) is approximately
constant throughout. The events “A” through “E” are described in the text.
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Figure 8: Configurations of the DADNE–Si29 system at several key stages during
the MD simulation run. Panel O represents the original configuration. The
events of subsequent panels are described in the text, the letter of each panel
identifies the simulation time step in Figure 7 when the pictured event occurred.
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2. The displacement of the same Si atom back towards the cluster so the
O-N bond in the NO2 group is broken and new Si-O-Si bonds are formed.
At this stage, three out of four O atoms of the DADNE molecule are bonded to
Si atoms of the cluster and consequent processes involve N as well as C atoms
in the remains of the DADNE molecule. In event “C”, a NO complex, which
is the only surviving fragment of the original DADNE nitro groups, splits from
the system and becomes a gas-phase NO molecule (shown in panel C1 in Figure
8). Such molecules are often observed among the products of detonated organic
explosives. In our case, the NO molecule binds to the surface of the silicon
cluster, thus forming a six membered Si-O-N-C-N-Si ring (shown in panel C2 in
Figure 8). Events “D” and “E” correspond to the formation of the first Si-N-Si
fragment and the switching of one N-Si bonds, respectively (shown in panels
D and E in Figure 8, respectively). Events “A” and “B” result in substantial
potential energy gains, which is transferred to the temperature gains. Potential
energy gains of similar magnitude follow events “C” and “E”. However, by this
stage the system heats up to over 1400 K (see Figure 7), which is less than
300 K below silicon melting temperature. Consequently, further oxidation and
nitrogenation events are suppressed.
These results suggest that organic molecules containing nitro groups actively
react with amorphous Si, oxidize and nitridize its surface, and decompose in the
process. We note, however, that other molecule structural elements, such as
amino-groups and the C=C backbone in the case of DADNE molecules, can
remain intact in the process of the Si–molecule interaction. Earlier experimen-
tal studies have demonstrated that X-ray spectra of conglomerates of organic
molecules are often merely a superposition of the spectra of individual molecules
and functional groups. [76] In our case, the dramatic changes observed in the
Si L2,3 XES spectra upon exposure of LPSi to the molecules containing nitro-
groups also point to dissociative adsorption of these molecules. Similar dissocia-
tive adsorption has been demonstrated theoretically for nitroamine molecules
at the Al(111) surface. [77]
Similar MD simulations have been carried out for the DMNA molecule and
the Si29 cluster. In this case, the molecule adsorbs at the surface but, un-
like DADNE, the NO2 group does not decompose within the simulation time.
This difference in the DADNE-Si29 and DMNA-Si29 interaction correlates with
the difference between the spectral shifts observed for NT and TNT and those
observed for RDX. However, due to the limited MD simulation time and a qual-
itative model of the LPSi used in these calculations, the atomistic origin of the
difference in the spectral shifts remain unidentified.
Finally, we considered the effect of partial oxidation on both the electronic
structure of the silicon cluster and on the interaction of the DADNE and DMNA
molecules with the oxidized silicon cluster Si29Ox. To keep the calculations
feasible, we varied the value of x between 1 and 4 and monitored the changes
of the geometrical structures and of the DOS with increasing x (see Supporting
Information). The interaction of the DADNE and DMNA molecules with the
Si29O4 cluster, as modeled using the MD approach, is very similar to that with
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the Si29 cluster: the DADNE molecule gradually decomposes at the Si29O4
cluster surface, while the DMNA molecule remains intact during an equally long
simulation time. This is not surprising taking into account that the electronic
structure of the Si29O4 cluster is very similar to that of pure Si29 cluster in that
it contains many non-oxidized surface silicon atoms.
Electronic Structure Calculations. In order to analyze the electronic struc-
ture changes induced by the decomposition of DADNE on amorphous Si, we
have calculated the DOSs for each of the configurations shown in Figure 8, as
discussed in the Experimental Section (see Supporting Information). Due to
a highly irregular character of the Si cluster surface, detailed analysis of these
changes is complicated. Nevertheless, it is apparent that formation of a single
Si–O bond (Figure 8, 8.580 ps) results in a noticeable depletion of the density of
states near the gap between the highest occupied and lowest unoccupied states
(referred to as HOMO-LUMO gap). The gap shifts to the lower energies when
two oxygen atoms bind to the same Si atom (Figure 8, 8.658 ps) and widens
when one of these oxygens also binds to another Si atoms (Figure 8, 8.879 ps).
As DADNE decomposition progresses, the lower valence band states become
apparent, the upper valence band gradually becomes featureless (similar to that
of amorphous SiO2), and the HOMO-LUMO gap increases, as shown in Figure
9.
The changes in electronic structure due to the DADNE decomposition on
Si29-O4 are similar to those arising due to the DADNE decomposition on Si29,
as illustrated by the DOS calculated for the Si29O4 and Si29-DADNE systems
(Figure 9). These changes support the experimental findings (see Figure 3) that
treatment with various molecules shifts the Si L2,3 XES in energy but does not
significantly change the shape of the emission. Importantly, the valence band
edge is shifted to lower energies with respect to pristine Si29 in both the Si29-
DADNE and Si29Ox systems, while only the Si29-DADNE system shows a shift
to the higher energies in the conduction band edge as compared to the pristine
Si29 cluster. This supports the findings that treatment with various molecules
can cause a greater change in the surface electronic structure than O2-induced
oxidation alone.
Interestingly, the overall energy gain due dissociative DADNE decomposi-
tion (see Supporting Information) is ∼12 eV, which is comparable to the overall
energy gain upon reaction of Si29 with two oxygen molecules and formation of
the Si29O4 cluster (∼12.8 eV). However, the former, according to our simula-
tions, takes place rapidly and spontaneously at temperatures much lower than
those used for Si oxidation. Hence, one can expect that reaction of the LPSi
with the molecules containing nitro groups proceeds more rapidly than reaction
with molecular O2.
Discussion. The observed effects of the adsorption of nitro-based molecules
on the LPSi substrate are summarized in Table 1. What is the mechanism be-
hind these effects? Si-Si bonds in PSi can be broken to form Si-C bonds, [78]
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Eg [± 0.5 eV] ∆Evb [± 0.1 eV] ∆Ecb [± 0.1 eV] C : O [± 0.01]
LPSi:NT 8.6 0.0 0.3 1.31
LPSi:TNT 7.2 1.5 0.4 1.75
LPSi:RDX 9.9 -0.8 0.4 1.48
Table 1: Summary of the differences in X-ray spectra. Eg is the estimated
energy gap, derived from the deviations in the Si L2,3 XES and Si 2p XAS
from those of SiO2 (with a measured energy gap of 8.7 eV). ∆Evb and ∆Ecb
are the shifts in the valence and conduction band edges, respectively. C : O is
the estimated ratio between the quantity of surface carbon and oxygen, errors
in this quantity were estimated based on the amount of statistical noise in the
measurement and the inherent energy uncertainty.
Si-N bonds tend to replace Si-C bonds, [79] and Si-O bonds are even more ener-
getically favourable. [80] Since the observed spectral shifts are due not only to
the functional groups of the adsorbed molecule (i.e. the differences between the
spectra of LPSi:RDX and LPSi:TNT) but also the affinity of that molecule to be
absorbed (i.e. the differences between the spectra of LPSi:TNT and LPSi:NT),
we can attempt to clarify the mechanisms behind our observations.
With this in mind, the C : O ratio in Table 1 (the ratio between the total
intensity of the C K XES and the second order O K XES signal visible in the
same spectrum) can be used as an estimate of the relative amount of carbon
compared to oxygen between the treated LPSi samples. From the C K XES
spectra, this ratio is the lowest for LPSi:NT, and the highest for LPSi:TNT, with
LPSi:RDX somewhere in between. The C : O ratio per molecule (see Figure 1)
is
7
2
for NT,
7
6
for TNT, and
3
6
for RDX. However the actual adsorbed C : O
ratio for the treated LPSi depends on the adsorption affinity for each molecule.
Our MD simulations show that C attaches to the Si surface via N (in
DADNE) or NO2 (in DMNA) groups. Therefore, the larger the number of
NO2 groups per cyclic ring, the greater the chance that the ring will stay at-
tached to the Si surface. While a single N/NO2 - Si bond can leave the aromatic
ring out of contact with the Si surface (in the case of NT), two or more N/NO2
- Si bonds will bring the aromatic ring at least partially in plane with the Si
surface (in the case of TNT). This close contact with the Si surface presents
the opportunity for more bonds (Si - N or even Si - C) to form. Therefore even
though the product of the molecular C : O ratio and the number of NO2 groups
is the same for both NT and TNT (
7
2
×1 for NT, and
7
6
×3 for TNT) we expect
more TNT to be retained on the Si surface than NT. In fact, our experimental
data suggests that ∼1.33 TNT molecules are adsorbed for every NT molecule
(see Table 1).
Since RDX and TNT have the same number of NO2 groups, all else being
equal, based on the product of the molecular C : O ratios and the number of
NO2 groups we would expect that LPSi would adsorb
7
3
TNT molecules for
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every RDX molecule (the ratio of
7
6
× 3 for TNT and
3
6
× 3 for RDX). However,
the cyclic part of the RDX molecules can, in principle, adsorb to the Si surface
via either NO2 or, if the NO2 groups dissociate, via the N atoms in the cyclic
ring. Hence the number of potential bonding sites in RDX is twice that of TNT.
This implies the ratio of adsorbed TNT molecules to adsorbed RDX molecules
should be closer to
7
6
. This is quite close to the ratio of the measured adsorbed
C : O for TNT and RDX (∼ 1.18) in Table 1.
3 Conclusions
We have investigated the interaction of low porosity Si with saturated vapours of
NT, TNT, and RDX molecules, all of which contain nitro groups. The changes
in the surface electronic structure have been characterized using a combination
of spectroscopic measurements for both pre-oxidized LPSi and LPSi exposed
to the NT, TNT, or RDX vapours (see Figure 1). The Si L2,3 XES and 2p
XAS, the C K XES, and the O K XES and 1s XAS spectra show changes in
the surface electronic structure of LPSi, which points to dissociative adsorption
of the molecules. Our ab initio molecular dynamics calculations support the
feasibility of this dissociative adsorption and provide insight into mechanisms
on the atomic scale of silicon oxidation and nitrogenation. These calculations
also suggest pathways of simultaneous decomposition of the adsorbed molecules.
Furthermore, our ab initio electronic structure calculations support the feasi-
bility of dissociative adsorption driving changes in the valence and conduction
band edges.
Importantly, we find that, in spite of the similarity in the dissociative na-
ture of the molecular adsorption, the changes to the LPSi electronic structure
are clearly molecule-specific. In particular, the estimated values of the surface
energy gap decreases as the number of nitro functional groups increases for
adsorbants containing aromatic rings, such as NT and TNT. On the contrary,
the surface energy gap increases for adsorbants containing nitroamine groups,
such as RDX. This suggests the relative energy shifts and, therefore, selectiv-
ity towards the adsorbed molecules are not due to adsorption of nitro groups
alone, but due to adsorption of nitroamine groups (from the dissociated RDX
molecules), and aromatic rings or methyl groups (from the dissociated NT or
TNT molecules) on the surface of LPSi.
The strong changes in the electronic structure of LPSi that are observed
after adsorption of a particular molecule species support the feasibility of LPSi
as a material for the detection and identification of trace amounts of airborne
explosive molecules.
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4 Experimental Section
Preparation of PSi. The PSi used in this experiment was prepared by the
common etching technique, described in detail elsewhere. [16, 81] In brief, we
fabricated PSi by electrochemical etching of crystalline silicon (c-Si) with a hy-
drofluoric acid (HF) solution. High porosity Si (HPSi) and low porosity Si
(LPSi) with surface pore densities of 75.2% and 43.5%, respectively, were pre-
pared. The PSi surfaces were oxidized at 900◦ C for 20 minutes and then
exposed to saturated vapours of TNT, NT, or RDX. For more details see the
supplemental information.
X-ray Spectroscopy. We performed X-ray emission spectroscopy (XES) and
X-ray absorption spectroscopy (XAS), probing the occupied and unoccupied
states, respectively. The XAS measurements were performed in both the bulk-
sensitive total fluorescence yield (TFY) mode, and the surface-sensitive total
electron yield (TEY) mode. The Si 2p XAS and C, O 1s XAS measurements
were performed at the Spherical Grating Monochromator [82] and Variable
Line-spacing Planar Grating Monochromator [83] beamlines at the Canadian
Light Source, respectively. All XES measurements were performed at beam-
line 8.0.1 [84] at the Advanced Light Source. The samples were removed from
the saturated vapour and measured under ultra-high vacuum with no further
preparation.
Theoretical Calculations. The DADNE–Si29Ox and DMNA–Si29Ox (x=0,4)
systems were investigated using the ab initio molecular dynamics (MD) method,
in which atoms obey Newtonian equations of motion. The system’s total ener-
gies and the forces acting on atoms are calculated using the generalized gradient
corrected density functional by Perdew, Burke, and Ernzerhof (PBE) [85] and
the projected augmented waves method. [86] The calculations are performed
using the Vienna ab initio simulation package (VASP). [87] The system was
modeled using periodic boundary conditions and a cubic supercell with the lat-
tice constant of 18 A˚. A single k-point (Γ) has been used for Brillouin zone
integration. The constant total energy ensemble and 1 fs timestep were used for
the MD production runs.
The electronic structure modifications of these systems have been analyzed
using the densities of states (DOS) calculated for judiciously selected MD snap-
shot configurations. In other to eliminate the effects of the thermal noise, the
energy of each configuration has been fully minimized with respect to the atomic
coordinates at the B3LYP/6-31G(d) level of theory and using the Gaussian 03
package. [74] The DOS is obtained as a convolution of Gaussian-type functions
(FWHM=0.5 eV), each representing a single one-electron state.
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