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Abstract Let G be a simple m × m bipartite graph with minimum degree δ(G) ≥
m/2+1.We prove that for every pair of vertices x, y, there is a Hamiltonian cycle inG
such that the distance between x and y along that cycle equals k, where 2 ≤ k < m/6
is an integer having appropriate parity.We conjecture that this is also true up to k ≤ m.
Keywords Hamiltonian cycle · Bipartite graph · Panconnected bigraph ·
Enomoto’s conjecture
Mathematics Subject Classification 05C45
1 Introduction
It was proved by Williamson [8] that the minimum degree condition δ(G) ≥ n/2+ 1
implies the panconnectivity of a simple graph on n vertices, i.e. for any 2 ≤ k ≤ n−1
and for any pair of vertices x and y,G has an x, y-path of length k. These graphs being
Hamiltonian, Enomoto conjectured even stronger that there is aHamiltonian cycle such
that the distance between x and y along that cycle is k, for every 2 ≤ k ≤ n/2.
As a contribution to this challenging open problem a weaker location result was
obtained recently by Faudree et al. (see [3,4]): given a fixed positive integer k ≥ 2,
if δ(G) ≥ n/2 + 1 in a graph G of order n ≥ 6k, then for every x, y, there is a
Hamiltonian cycle of G such that the distance between x and y along that cycle is k.
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Here we are dealing with the analogous problem for simple bipartite graphs. It
is known that an m × m simple bipartite graph G is Hamiltonian provided δ(G) ≥
m/2 + 1. It was proved recently by Hui et al. [2] that the same minimum degree
condition guarantees the bipartite panconnectivity of G (see Theorem 1).
Our main result is a bipartite version of the Hamiltonian location theorem in [4].
We prove that for each pair x, y of vertices in anm×m bipartite graphG and for k ≥ 2
of appropriate parity, if δ(G) ≥ m/2 + 1 and k < m/6, then G has a Hamiltonian
cycle such that the distance between x and y along that cycle equals k (Theorem 5).
We conjecture that this is also true with no restriction on k.
2 Panconnectivity and Circumference of Bigraphs
Let G be a bipartite graph with partite sets A and B, |A| ≥ |B|. Let x, y ∈ A∪ B and
let  ≥ 2 be an integer such that
 ≤ 2|B| − 1 and it is odd, if x ∈ A and y ∈ B,
 ≤ 2|B| − 2 and it is even, if x, y ∈ B,
 ≤ 2|B| and it is even, if x, y ∈ A and |A| > |B|.
Then we say that G is bipanconnected, if for every x, y and for every appropriate  as
above, G has an x, y-path of length .
A bipartite graph with partite sets of cardinalitym and n is called anm×n bigraph.
The bipartite analogue of Williamson’s panconnectivity theorem in [8] was proved
recently by Hui et al.
Theorem 1 (Hui et al. [2]) Let G be anm×n bigraph with m ≥ n. If δ(G) ≥ m/2+1,
then G is bipanconnected. 
It is known (and follows from Theorem 2 below) that the same condition δ(G) ≥
m/2+ 1 implies that the m ×m bigraph G is Hamiltonian. This leads us to formulate
the bipartite version of Enomoto’s conjecture investigated by Faudree et al. [3,4].
Given a cycle C and vertices x, y ∈ C , we write dC (x, y) = k if the distance between
x and y along C is k.
Conjecture 1 Let G be an m ×m bigraph, m ≥ 2, and let x, y be arbitrary vertices of
G. Let 2 ≤ k ≤ m be an integer such that k is odd if x, y are in distinct partite sets of
G, and k is even if x, y are in the same partite set of G. If δ(G) ≥ m/2 + 1, then G
has a Hamiltonian cycle C such that dC (x, y) = k.
Next we state two basic results pertaining to cycles in bigraphs. Jackson’s theorem
concerns the circumference of 2-connected bigraphs. The maximum cycle length of
G, its circumference, is denoted by c(G). A connected graph G is called k-connected,
if the removal of less than k vertices from G does not disconnect it.
Theorem 2 (Jackson [5]) Let G be a 2-connected m × n bigraph with m ≥ n, and let
k and  be the minimum degree in the partite sets of cardinality m and n, respectively.
Then 12c(G) ≥ min{n, k +  − 1, 2 − 2}. Moreover, if m = n and k =  = δ(G),
then 12c(G) ≥ min{m, 2δ(G) − 1}. 
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Dominating cycles play an important role in our investigations here (just like in [4],
for general graphs). A cycle C of a graph G is called dominating, provided every
edge of G has at least one end vertex on C . The bipartite analogue of Nash–Williams’
theorem [6] on dominating cycles is as follows.
Theorem 3 (Ash and Jackson [1]) Let G be a 2-connected m×n bigraph with m ≥ n,
If δ(G) ≥ m/3 + 1, then there exists a longest cycle in G which is a dominating
cycle. 
If C is a cycle and v ∈ C , then v+ and v− will respectively denote the successor
and the predecessor of v according to a fixed orientation of C . The reverse orientation
of C will be denoted by
←
C .
For S ⊆ C , the set of all successors and predecessors of the vertices in S will be
denoted by S+ and S−, respectively. The vertex at distance k following v ∈ C along
C , called the kth successor of v, is denoted by v+k . We denote by S+k the set of the kth
successors of all vertices in S. Similar notation will be used for the kth predecessors,
namely v−k and S−k .
For x, y ∈ C , a subpath of C with end vertices x and y is denoted by (x,C, y)
or (x,
←
C , y). According to these notations, if k < |C |, then (v,C, v+k), (v+k, ←C , v)
or (v−k,C, v) are all subpaths of length k in C . We will usually assume that the
orientation of C is such that the (shortest) distance, dC (x, y), between x and y along
C is equal to the length of the subpath (x,C, y).
The claim in Conjecture 1 will be verified in Sect. 3, for k = 2, 3 (Theorem 4); then
in Sect. 4 we shall prove it, for k < m/6 (Theorem 5). We will need an easy lemma
proved in [2] for m × n bigraphs. The vertex connectivity, κ(G), of a graph G is the
largest k such that G is k-connected.
Lemma 1 For m ≥ 5, if G is an m×m bigraph with δ(G) ≥ m/2+1, then κ(G) ≥ 4.

3 Locating Pairs at Distance 2 or 3
Theorem 4 Let G be an m ×m bigraph, m ≥ 2, and let x, y be arbitrary vertices of
G. If δ(G) ≥ m/2 + 1, then G has a Hamiltonian cycle C such that dC (x, y) = 2 or
3, provided x and y are in the same or in distinct partite sets, respectively.
Proof Case 1: x, y ∈ A. Let z ∈ B be a common neighbor of x and y. The (m − 1) ×
(m − 1) bigraph G ′ = G − {x, z} is 2-connected, by Lemma 1, and δ(G ′) ≥ m/2.
Thus G ′ has a Hamiltonian cycle C , by Theorem 2. Since both x and y+ have at least
m/2 neighbors on C , there is a vertex w ∈ NC (x) such that w+ ∈ NC (y+). Then we
obtain a required Hamiltonian cycle (x, z, y,
←
C , w+, y+,C, w, x).
Case 2: x ∈ A, y ∈ B and m > 6. By Theorem 1, there is an x, y-path P =
(x, y′, x ′, y) in G. Then G ′ = G − P is an m′ ×m′ bigraph, where m′ = m − 2, and
δ(G ′) ≥ m/2 − 1 = m′/2.
If G ′ was disconnected, then m must be even, and G ′ is the disjoint union of two
copies of Km′/2,m′/2. Furthermore, every vertex of G ′ has two neighbors in P . Then
123
966 Graphs and Combinatorics (2016) 32:963–986
select an edge x ′′y′′ ofG ′ with x ′′ ∈ A, y′′ ∈ B. The removal of the path (x, y′′, x ′′, y)
from G does not disconnect the graph; so we may assume that P is chosen such that
G ′ is connected.
Now assume that G ′ is not 2-connected and let v ∈ A be a cut vertex of G ′. The
degree of a vertex of A in each component of G ′ − v must be at least m/2 − 1.
Thus m must be even, and G ′ is the union of H1 ∼= Km′/2,m′/2 containing v and
H2 ∼= Km′/2,m′/2 containing a vertex u ∈ H2 ∩ B such that vu ∈ G.
Observe that every vertex of H1 ∩ B is adjacent to x , and every vertex of H2 ∩ A is
adjacent to y. Thus there is an x, v-path Q1 covering every vertex of H1, and there is a
u, y-path Q2 covering the vertices of H2. Then (x, Q1, v, u, Q2, y, P, x) is a required
Hamiltonian cycle of G.
Assume now that G ′ is 2-connected. Since G ′ is an m′ ×m′ bigraph with δ(G ′) ≥
m′/2, by Theorem 2, G ′ has a cycle of length at least 2m′ − 2.
Suppose first thatG ′ has a Hamiltonian cycleC . If there are two vertices of NC (x)∪
NC (y) consecutive on C , then there is a required Hamiltonian cycle. Otherwise, there
are two vertices consecutive on C which are not in NC (x) ∪ NC (y). This implies that
dC (y)+dC (x) ≤ m′ −1. Since dC (y), dC (x) ≥ m′/2, we have dC (y)+dC (x) ≥ m′,
a contradiction.
Suppose now that a longest cycleC ⊂ G ′ has length 2m′−2, and let x ′′ ∈ A, y′′ ∈ B
be the vertices of G ′ − C .
Case a: x ′′y′′ /∈ G. Then dC (x ′′), dC (y′′) ≥ m′/2. Since G ′ has no Hamiltonian
cycle, y′′ can have at most one adjacency in NC (x ′′)+ and at most one adjacency in
NC (x ′′)−. Thusweobtain dC (x ′′)+dC (y′′) ≤ m′ implying dC (x ′′) = dC (y′′) = m′/2.
In particular, we have y′′x, x ′′y ∈ G.
If C has consecutive vertices in NC (x ′′) ∪ NC (y′′), say v ∈ NC (y′′) and v+ ∈
NC (x ′′), then (y′′, x, P, y, x ′′, v+,C, v, y′′) is a required Hamiltonian cycle. Other-
wise, there are two consecutive vertices not belonging to NC (y′′) ∪ NC (x ′′). Thus we
obtain dC (x ′′) + dC (y′′) ≤ m′ − 1, a contradiction.
Case b: x ′′y′′ ∈ G. Let v ∈ NC (y′′). If v+2 ∈ NC (y′′), then interchanging v+ and
y′′, we obtain a new longest cycle in G ′, where for the uncovered vertices v+x ′′ ∈
G follows, by Case a. Then (x ′′, v+,C, v, y′′, x ′′) is a Hamiltonian cycle of G ′, a
contradiction.
Therefore, if v′ ∈ NC (y′′) is closest to v, then at least two vertices of B between
v and v′ are not neighbors of x ′′. Thus we have dC (x ′′) ≤ (m′ − 1) − 2dC (y′′),
and likewise, dC (y′′) ≤ (m′ − 1) − 2dC (x ′′). These inequalities combined result in
m′ − 2 ≤ dC (x ′′) + dC (y′′) ≤ 2(m′ − 1)/3, a contradiction, for m′ = m − 2 > 4.
Case 3: x ∈ A, y ∈ B, and m ≤ 6. For the values m ≤ 5 the claim can be checked
by inspection: it is obviously true for the complete bigraphs Km,m , for K4,4 − 4K2 or
K5,5 − 5K2 and for their bipartite supergraphs.
For m = 6, we use the notations of Case 2 together with a few properties about G.
In particular, we may assume that G ′ is 2-connected, the longest cycle C ⊂ G ′ has
length 6. The uncovered vertices, x ′′ and y′′, have one-one non adjacent neighbors
in C , u and v, respectively, furthermore the set {x, y′, x ′, x ′′, y′′} induces a complete
3 × 2 bigraph (see Fig. 1a).
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Fig. 1 Case m = 6 and x ∈ A, y ∈ B
We also know that v− has at most one non-neighbor among x, x ′ and u−, further-
more, x has at least one neighbor among v−, v+ and u. If xv− or xv+ is an edge,
then the required Hamiltonian cycles of G are indicated on Fig. 1b, c. Moreover, we
also know that xu, v−u− ∈ G. In this case the required Hamiltonian cycle is shown
in Fig. 1d. 
4 Locating Pairs on a Hamiltonian Cycle
Theorem 5 Let G be an m × m bigraph and x, y be any pair of vertices of G. Let
k ≥ 2 be an integer such that k is odd if x, y are in distinct partite sets, and k is even
if x, y are in the same partite set. If δ(G) ≥ m/2 + 1 and k < m/6, then G has a
Hamiltonian cycle C such that dC (x, y) = k.
Proof Let G have partite sets A and B, |A| = |B| = m, and let x, y ∈ G and k be
a fixed integer as described in the theorem. We assume that m/6 ≥ k + 1 and every
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vertex has at leastm/2+1 neighbors. From Lemma 1 we know that G is 4-connected.
We will assume that k ≥ 4, for the cases k = 2 and 3 are settled in Theorem 4. Any
cycle C containing x and y such that dC (x, y) = k will be called a good cycle of
G. We will show that a largest good cycle is a Hamiltonian cycle of G. The proof is
presented as a sequence of lemmas organized into Parts I, II, III, and IV.
An x, y-path of length k such that G− P is 2-connected will be called a good path.
In Part I we show that there do exist good paths, furthermore, every good path can
be extended to a large dominating good cycle missing an independent set of at most
k + 2 vertices.
In Part II we will investigate the set of vertices uncovered by a longest good cycle
C . In particular, we will show that for any given pair u, v ∈ G − C , there is a large
independent set (empty subgraph) S = S(u, v) ⊂ C − P whose vertices can be
“interchanged” with u or v.
This independent set S of interchangeable vertices will be used in Part III to obtain
an “appropriate” longest good cycle. An appropriate longest good cycle C will have a
good path P with nearly k/2 of its vertices from S. Moreover, C will leave uncovered
a pair of vertices having a small number of total adjacencies in P , thus sending many
edges towards C − P .
It turns out that if a pair u, v ∈ G − C has enough total adjacencies in C − P ,
then C cannot be longest. In Part IV such pairs will be used to extend an appropriate
good cycle with uncovered vertices. Thus we will obtain that a longest good cycle
must cover all vertices of G. We use the following notations and terms throughout
the proof. Let C be a good cycle containing the x, y-path P of length k. Then we set
̂P = P\{x, y}, Q = C− ̂P = (y,C, x), and R = G−C . Note thatC is a dominating
cycle provided R contains no edge.
For H ⊆ G, let HA = H ∩ A and HB = H ∩ B denote the partite sets of H . Given
a vertex v ∈ G, the set of all vertices of H adjacent to v is denoted by NH (v).
If P = (x0, x1, . . . , xk−1) and Q = (xk−1, xk, . . . , x0), then the predecessor
and the successor of a vertex w = xi is defined as w− = xi−1 and w+ = xi+1,
respectively (using mod |C | indices). Similarly, w± = xi±. For a set D ⊆ C , let
D+ = {w+ | w ∈ D}, D− = {w− | w ∈ D}, and D± = {w± | w ∈ D}.
Let C be a good cycle. If u ∈ R and w ∈ NQ(u)− ∩ N+Q (u) then C ′ =
(x,C, w−, u, w+,C, x) is a good cycle of the same length as C . Then we say that w
is interchangeable with u, and the operation of replacing C with C ′ will be referred
as interchanging u and w (see Fig. 2a).
Given u ∈ RB, v ∈ RA we define a frequently used operation resulting in a good
cycle longer thanC as follows. Assume that xi+1, x j+1 ∈ NQ(u) and xi , x j ∈ NQ(v),
i < j , then replacing the subpath (xi ,C, x j+1) ⊆ Q with (xi , v, x j ,
←
C , xi+1, u, x j+1)
is called a Fork extension including u, v into C (see Fig. 2b).
Part I
Lemma 2 below states that the minimum degree condition guarantees the existence
of a good path in G. In Lemma 3 we will prove that every good path can be included
into a large dominating good cycle missing at most k + 2 vertices.
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Fig. 2 Interchanging and Fork extension
Lemma 2 There is an x, y-path P of length k such that G ′ = G − P is 2-connected.
Proof ByTheorem 1,G contains an x, y-path P of length k, and the claim is obviously
true, provided κ(G) ≥ k + 3. Assume that κ(G) < k + 3, and let T be a minimum
cut set of order t , where 4 ≤ t ≤ k + 2. Note that T has at least 2 vertices in each
partite set, that is |TA| ≥ 2 and |TB | ≥ 2. Hence we also have |TA|, |TB | ≤ k.
Let H1 be a connected component of G − T with partite sets A1 and B1. Observe
thatm/2+1 ≤ dG(v) ≤ |B1|+|TB |, for v ∈ A1, andm/2+1 ≤ dG(u) ≤ |A1|+|TA|,
for u ∈ B1. Thuswe have |H1| = |A1|+|B1| ≥ (m/2+1−|TA|)+(m/2+1−|TB |) =
m − t + 2 which implies that G − T has exactly two connected components, say H1
and H2.
For the size of the partite sets we have |A2| = m−|TA|−|A1| ≤ m−|TA|−(m/2+
1 − |TA|) = m/2 − 1, and in the same way we obtain m/2 + 1 − k ≤ |Ai |, |Bi | ≤
m/2 − 1, for i = 1, 2. Since the minimum degree in G is at least m/2 + 1, every
vertex not in T has at least two neighbors in T . Furthermore, since T is a minimum
cut, there is a matching Mi between T and Hi saturating T , for i = 1, 2.
Observe that any pair of vertices in the same partite set of Hi has at least 2 common
neighbors, which implies that any two vertices of Hi are on some cycle of length 4 or
6. Then by Whitney’s theorem [7] Hi , i = 1, 2, is 2-connected.
For theminimumdegree in Hi , i = 1, 2,we have δ(Hi ) ≥ m/2+1−t ≥ m/2−k >
m/4. Then by Theorem 1, each Hi is bipanconnected.
• If x, y are in the same Hi , say in H1, then H1 has an x, y-path P of length k, since
H1 is bipanconnected and k ≤ m/6 < |H1|.
• If x, y ∈ T , then let xx ′, yy′ ∈ G with distinct x ′, y′ ∈ H1. Then H1 has an
x ′, y′-path of length k − 2, resulting in an x, y-path P of length k.
• If x ∈ H1 and y /∈ H1, then there is a y, y′-path of length 1 or 2 with y′ ∈ H1. Then
H1 has a y′, x-path of length k − 1 or k − 2, respectively, resulting in the combined
x, y-path P of length k.
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We claim that in each case G − P is 2-connected. Let w /∈ P be any vertex, then
we shall verify that w is not a cut vertex, that is G − (P ∪ {w}) is still connected.
Observe that either TA or TB contains at most one vertex of P ∪ {w}. Therefore, in
each case, T has a vertex with a neighbor in both H1 − (P ∪{w}) and H2 − (P ∪{w}).
It is clear that H2 ∪ T remains connected after the removal of P ∪ {w} from G (not
more than three vertices). To see this, observe that vertices in one of the two partite
sets of H2 ∪ T belong to the same connected component, and from each vertex of the
other partite set there are several edges to this component.
It remains to verify that H1 − (P ∪ {w}) is connected. Let u, v ∈ H1 − (P ∪ {w})
be vertices in the same partite set, say u, v ∈ A1, it is enough to show that they still
have a common neighbor. Now we have
m − |B2| ≥ |NG(u)| + |NG(v)| − |NG(u) ∩ NG(v)| ≥ m + 2 − |NG(u) ∩ NG(v)|.
From here we obtain
|NG(u) ∩ NG(v)| ≥ |B2| + 2 ≥ m/2 − k + 3 > 2k,
for k < m/6. The common neighbors of u and v are in H1∪T , thus at most (|T |−2)+
|P|/2+1 ≤ k+ k/2+1 < |NG(u)∩ NG(v)| of them are missing in H1 − (P ∪{w}).
Therefore H1−(P∪{w}) is connected, concluding the proof thatG−P is 2-connected.
Lemma 3 If P is an x, y-path of length k such that G − P is 2-connected, then P
can be included into a good cycle of length at least 2m − k − 2. Moreover, there is a
longest good cycle including P which is a dominating cycle.
Proof (i) The 2-connected subgraph G ′ = G − P has minimum degree
δ(G ′) ≥ m/2 + 1 − (k + 1)/2 ≥ m/2 − k/2 > m/3.
By Theorem 2,
c(G ′) ≥ 2(2δ(G ′) − 1) ≥ 4(m/2 − k/2) − 2 ≥ 2m − 2k − 2.
Hence by Theorem 3, G ′ has a longest cycle C ′ of length at least 2m − 2k − 2 which
is dominating. Then G ′ − C ′ contains no edges. If neither x nor y has a neighbor in
H ′, we have
dC ′(x), dC ′(y) ≥ (m/2 + 1) − k/2 ≥ (m − k + 1)/2.
Let x ′ ∈ C ′ and y′ ∈ C ′ be distinct neighbors of x and y, respectively, at a minimum
distance from each other along C ′, and set  = dC ′(x ′, y′) > 0.
Case 1:  ≥ 3.
For the length of the subpath (y′,C ′, x ′) containing NC ′(x) ∪ NC ′(y) we have
the lower bound 2(dC ′(x) − 1) + 2(dC ′(y) − 1) + 1. To see this, observe that if
v ∈ NC ′(x)∪NC ′(y), then v+ /∈ NC ′(x)∪NC ′(y), moreover, ifw ∈ NC ′(x)∩NC ′(y),
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then w+, w+2, w+3 /∈ NC ′(x) ∪ NC ′(y). Thus (x, P, y, y′,C ′, x ′, x) is a good cycle
of length at least
(k + 1) + (2dC ′(x) + 2dC ′(y) − 3) ≥ k + 1 + 2(m − k + 1) − 3 = 2m − k.
Case 2:  ≤ 2.
In this case the subpath (y′,C ′, x ′) containing NC ′(x) ∪ NC ′(y) has length at leat
|C ′| − 1. Then P and C ′ can be combined to a good cycle of length at least (|C ′| −
1) + (k + 1) ≥ 2m − k − 2.
If one of x and y or both have a neighbor x0, y0 ∈ G ′ − C ′, then extend P at its
end vertices with x0 or with y0 or with both, and repeat the previous argument for that
path of length k + 1 or k + 2 in the role of P . In each case we obtain a good cycle of
length at least 2m − k − 2 containing P (straightforward details are omitted).
(ii) Let C be a largest good cycle such that R = G − C has minimum number of
edges. Assume that w1w2 is an edge in R.
By part (i), |R| ≤ 2m − |C | ≤ 2m − (2m − k − 2) = k + 2. Then we have
dQ(w j ) ≥ (m/2 + 1) − (k − 1)/2 − |R|/2 ≥ m/2 − k.
Following the consecutive adjacencies of w j , j = 1, 2, along Q, we distinguish three
types of gaps (intervals with no other adjacencies of any w j ) on Q = (y,C, x):
type 1: w1xi , w2xi+r ∈ G or w2xi , w1xi+r ∈ G, r ≥ 3
type 2: w j xi , w j xi+r ∈ G, for j = 1 or 2, r ≥ 4
type 3: w j xi , w j xi+2 ∈ G, for j = 1 or 2.
For i = 1, 2, 3, let ai be the number of gaps of type i. Then for the total number of
gaps we have
a3 + a2 + a1 = dQ(w1) + dQ(w2) − 1 ≥ 2(m/2 − k) − 1 = m − 2k − 1.
This gives the following inequality for the number of vertices in Q:
2[(m − 2k − 1) − a1 − a2] + 4a2 + 3a1 + 1 ≤ |Q| ≤ 2m − (k − 1) − |R|,
which implies a1 + a2 ≤ a1 + 2a2 ≤ 3k − |R| + 2. Hence
a3 ≥ (m − 2k − 1) − (3k − |R| + 2) = m − 5k + |R| − 3 ≥ k + |R| − 2,
for k < m/6.
Then by the pigeon hole principle, there are at least (k + |R| − 2)/2 gaps of type 3
from the same vertex w1 (or w2). If w1xi , w1xi+2 ∈ G, and xi has no adjacency in R,
then w1 and xi+1 can be interchanged, and this would decrease the number of edges
in R. Thus there are at least (k + |R| − 2)/2 vertices wi+1 interchangeable with w1,
and each of them has a neighbor in R\{w1, w2}.
Since (k + |R| − 2)/2 > |R\{w1, w2}|/2, there exists a vertex w0 ∈ R\{w1, w2}
and there are indices i < j such that w0xi+1, w0x j+1 ∈ G. Since w1xi , w1x j ∈ G,
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there is a Fork extension includingw0 andw1 intoC , thus contradicting itsmaximality.
Therefore R contains no edge, thus C is a dominating cycle.
Part II
We continue using the notations from Part I: C is a longest good cycle, P is its
good path, ̂P = (x+, P, y−), Q = (y,C, x), and R = G − C .
Clearly, |Q| = 2m − |̂P| − |R| = 2m − (k − 1) − r , where r = |R|. Depending
on the parity of k we will distinguish two basic cases to be discussed: x, y ∈ B or
{x, y} ∩ A = ∅. When x, y ∈ B, then |QA| = m − (k − 1)/2 − r/2. In the second
case |QA| = m − (k − 1)/2 − r/2, and we may assume that x ∈ A.
When working with an uncovered pair of vertices u, v ∈ R we always assume that
u ∈ RB, v ∈ RA, and for H ⊆ G, we will use the notation
σH (u, v) = dH (u) + dH (v).
Given a pair u, v uncovered by a longest good cycle C , in Lemma 4 below a lower
bound is given for their total number of neighbors not in Q. Then in Lemmas 5, 6,
and 7 we will show the existence of a large independent set of Q consisting of many
vertices interchangeable with u and many vertices interchangeable with v.
Lemma 4 If C is a longest good cycle, and u ∈ RB, v ∈ RA, then
σ
̂P (u, v) + σR(u, v) ≥ (k + r + 1)/2
If equality holds then NQ(u) ∪ NQ(v)+ = QA.
Proof Since C is longest, there is no Fork extension from vertices u and v, hence we
have |NQ(u) ∩ NQ(v)+| ≤ 1. Thus we obtain
σQ(u, v) = |NQ(u)| + |NQ(v)| = |NQ(u) ∪ NQ(v)+| + |NQ(u) ∩ NQ(v)+|




(2m − r)/2 − k/2 + 1, for x, y ∈ B
(2m − r)/2 − (k − 1)/2 + 1, for x ∈ A, y ∈ B.
On the other hand, we have
σQ(u, v) ≥ (m/2 + 1 − d̂P (u) − dR(u)) + (m/2 + 1 − d̂P (v) − dR(v))
= m + 2 − σ
̂P (u, v) − σR(u, v),
thus we obtain
σ




(k + r + 2)/2, for x, y ∈ B
(k + r + 1)/2, for x ∈ A, y ∈ B.
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vu
x




u2 v2 u1 v1
y
Fig. 3 2-chord extensions; the cases v1 < u1 < v2 < u2
By symmetry, the lower bounds for the cases x, y ∈ A and x ∈ B, y ∈ A are the same
as above. Thus we obtain
σ
̂P (u, v) + σR(u, v) ≥ (k + r + 1)/2.
In case of equality σQ(u, v) = |QA| + 1, and the condition NQ(u) ∪ NQ(v)+ = QA
follows.
We will be working with the set of all vertices of Q which are interchangeable with
u and with v defined as
S = S(u, v) = (NQ(u)− ∩ NQ(u)+) ∪ (NQ(v)− ∩ NQ(v)+).
Clearly, the vertices interchangeable with u are in SB = NQ(u)− ∩NQ(u)+ and those
interchangeable with v are in SA = NQ(v)− ∩ NQ(v)+. First we show that S(u, v)
induces an almost independent set in G.
Lemma 5 Let C be a longest good cycle, u ∈ RB, v ∈ RA, and S = S(u, v). Then
there is at most one edge between SA and SB
Proof First we claim that dS(w) ≤ 1, for every w ∈ S. Assume that w ∈ SA and
suppose on the contrary that u1, u2 ∈ NS(w) for some u1, u2 ∈ SB . Interchanging w
and v we obtain a longest good cycle C ′ which has a Fork extension including u and
w, a contradiction.
Next we show that there are no two independent edges between SA and SB . Suppose
on the contrary that the vertices v1, v2 ∈ SA and u1, u2 ∈ SB induce two “chords” of
123
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u2 u1 v2 v1
y
Fig. 4 2-chord extensions; the cases v1 < v2 < u1 < u2
vu
x




u2 v2 v1 u1
y
Fig. 5 2-chord extensions; the cases u1 < v1 < v2 < u2
Q, either u1v1, u2v2 or u1v2, u2v1. The set {v1, v2, u1, u2} has three different orderings
along C , assuming that u2 is the closest vertex to x . These are v1 < v2 < u1 < u2,
u1 < v1 < v2 < u2, and v1 < u1 < v2 < u2.
For each of the corresponding six cases, Figs. 3, 4 and 5 show how the two chords
of Q can be used to include u and v into C , thus leading to contradiction.
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Lemma 6 Let C be a longest good cycle, u ∈ RB, v ∈ RA, and S = S(u, v). Then
|SA| + |SB | ≥ m + k + r − 1 − 3(σ̂P (u, v) + σR(u, v)).
Furthermore, if x ∈ A, y ∈ B, then
|SA| ≥ (m + 3k + 3r − 3)/2 − 3(d̂P (u) + dR(u)) − 4(d̂P (v) + dR(v));
if x, y ∈ A then
|SA| ≥ (m + 3k + 3r − 4)/2 − 3(d̂P (u) + dR(u)) − 4(d̂P (v) + dR(v));
if x, y ∈ B then
|SA| ≥ (m + 3k + 3r − 2)/2 − 3(d̂P (u) + dR(u)) − 4(d̂P (v) + dR(v)).
Proof The consecutive adjacencies of u and v on Q = (y, x1, x2, . . . , x) determine
four types of intervals (gaps):
type 0 uxi , vxi+1 ∈ G or vxi , uxi+1 ∈ G
type 1 uxi , vxi+r ∈ G or vxi , uxi+r ∈ G, r ≥ 3
type 2 uxi , uxi+r ∈ G or vxi , vxi+r ∈ G, r ≥ 4
type 3 uxi , uxi+2 ∈ G or vxi , vxi+2 ∈ G.




ai ≥ σQ(u, v) − 1
≥ (m/2 + 1 − d
̂P (u) − dR(u)) + (m/2 + 1 − d̂P (v) − dR(v)) − 1
= m + 1 − σ
̂P (u, v) − σR(u, v))
Furthermore,
2m − (k − 1) − r = |Q| ≥ a0 + 3a1 + 4a2 + 2a3 + 1
≥ a0 + 3a1 + 4a2 + 2(m + 1 − σ̂P (u, v) − σR(u, v)
−(a0 + a1 + a2)) + 1
= −a0 + a1 + 2a2 + 2m + 3 − 2(σ̂P (u, v) + σR(u, v)).
Thus we obtain
a1 + a2 ≤ a1 + 2a2 ≤ a0 + 2(σ̂P (u, v) + σR(u, v)) − k − r − 2
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and so
a0 + a3 ≥ m + 1 − (σ̂P (u, v) + σR(u, v)) − (a1 + a2)
≥ m + 1 − (σ
̂P (u, v) + σR(u, v))
−(a0 + 2(σ̂P (u, v) + σR(u, v)) − k − r − 2)
= m + k + r + 3 − a0 − 3(σ̂P (u, v) + σR(u, v)).
This implies that
a3 ≥ m + k + r + 3 − 2a0 − 3(σ̂P (u, v) + σR(u, v)).
If a0 ≥ 3 then there is a Fork extension including u and v into C . Hence a0 ≤ 2,
which implies
a3 = |SA| + |SB | ≥ m + k + r − 1 − 3(σ̂P (u, v) + σR(u, v)).
Then we have
σQ(u, v) ≥ dQ(v) + (m + k + r − 1 − 3(σ̂P (u, v) + σR(u, v)) − |SA|)
≥ (m/2 + 1 − d
̂P (v) − dR(v))
+(m + k + r − 1 − 3(σ
̂P (u, v) + σR(u, v)) − |SA|)
= 3m/2 + k + r − 3(d
̂P (u) + dR(u)) − 4(d̂P (v) + dR(v)) − |SA|.
Similarly, we obtain
σQ(u, v) ≥ 3m/2 + k + r − 4(d̂P (u) + dR(u)) − 3(d̂P (v) + dR(v)) − |SB |.
Next we give upper bounds on σQ(u, v). First observe that, since C has no Fork
extension, |NQ(v) ∩ NQ(u)+| ≤ 1 and |NQ(u) ∩ NQ(v)+| ≤ 1. Letting x ∈ A we
have
σQ(u, v) ≤ |QA| + 1 ≤ m − (k − 1)/2 − r/2 + 1
and similarly,
σQ(u, v) ≤ |QB | + 1 ≤ m − (k − 1)/2 − r/2 + 1.
Now combining the bounds on σQ(u, v) above we obtain
|SA| ≥ (m + 3k + 3r − 3)/2 − 3(d̂P (u) + dR(u)) − 4(d̂P (v) + dR(v)),
for k odd, and we obtain
|SA| ≥ (m + 3k + 3r − 4)/2 − 3(d̂P (u) + dR(u)) − 4(d̂P (v) + dR(v)),
|SB | ≥ (m + 3k + 3r − 2)/2 − 4(d̂P (u) + dR(u)) − 3(d̂P (v) + dR(v)),
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for k even and x, y ∈ A. The bound for x, y ∈ B is obtained from the one in the case
x, y ∈ A by interchanging A and B and switching the labels u and v.
Lemma 7 If C is a dominating longest good cycle, then SA ∪ SB contains an empty
q × q subgraph with q ≥ m/2 − 2k.
Proof Since r ≥ 2, dR(u) = dR(v) = 0 and d̂P (u), d̂P (v) ≤ k/2, Lemma 6 implies
that
|SA|, |SB | ≥ (m + 3k + 3r − 4)/2 − 7k/2
> m/2 + 1 + 3k/2 − 7k/2 ≥ m/2 − 2k + 1
By Lemma 5, there is at most one edge between |SA| and |SB |, thus the lemma follows.
Part III
Due to Lemma 7 we do not loose generality when we assume that S = SA ∪ SB is
an independent set. In Lemma 8 we will show how to use this large independent set S
to build a dominating longest good cycle C such that about one half of the vertices of
its good path P are from SB . Then taking a pair of uncovered vertices u1, v1 ∈ R, in
Lemma 9 we will slightly modify C to obtain a longest good cycle C ′ together with
an uncovered pair u2, v2 ∈ G − C ′ having a small number of total adjacencies to the
good subpath (x,C ′, y).
Lemma 8 Let S be an empty q × q subgraph of G with q ≥ m/2− 2k. Then there is
a good x, y-path P such that PB\{x, x+, y, y−} ⊆ SB.
Proof If κ(G) ≥ k + 3, then any x, y-path P such that PB\{x, x+, y, y−} ⊆ SB
will be a good path. We must be alert for the cases κ(G) ≤ k + 2. The procedure of
building P is based on the observations that δ(G) ≥ m/2 + 1 implies
|NG(z) ∩ NG(z′)| ≥ 2, for any z, z′ ∈ B(or A), and (1)
|NG(z) ∩ NG(z′)| > k/2 + 4, for any z, z′ ∈ SB(or SA). (2)
For (2), observe that NG(z) ∪ NG(z′) ⊂ A\SA, hence
|A\SA| = m − q ≥ |(NG(z) ∪ NG(z′))\(NG(z) ∩ NG(z′))|
≥ 2(m/2 + 1) − |NG(z) ∩ NG(z′)|,
and thus |NG(z) ∩ NG(z′)| ≥ q + 2 ≥ m/2 − 2k + 2 > k/2 + 4 follows.
Part 1 Let k = 4. To obtain a required path P = (x, z1, z2, z3, y), for x, y ∈ B, we
take any vertex z2 ∈ SB ; then by (1), there exist distinct vertices z1 ∈ NG(x)∩NG(z2)
and z3 ∈ NG(y) ∩ NG(z2). For x, y ∈ A, any x, y-path P of length 4 will satisfy the
requirement; furthermore, such P exists, since G is bipanconnected, by Theorem 1.
For r ≥ 5, first we will show that there are two disjoint paths, a shortest path L(x)
from x to some z ∈ SB , and a shortest path L(y) from y to another z′ ∈ SB . The length
of both L(x) and L(y) will be at most 3. Then we will build a path L(z, z′) internally
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disjoint from L(x) and L(y) such that L(z, z′) ∩ B ⊂ SB . For this purpose we will
repeat the next procedure.
Assume that, for some  < k/2, L = (z1, z2, . . . , z2−1) is a path such that
z2 j−1 ∈ SB, j = 1, . . . , . Let T ⊂ A be some fixed set of at most 4 vertices,
and let z2+1 ∈ SB be any vertex not in L ∪ T that we wish to add to L . Since
q+2 > k/2+1, by (2), there exists a vertex z2 ∈ N (z2−1)∩N (z2+1) not in L∪T ,
thus L extends to the path L ′ = (z1, . . . , z2−1, z2, z2+1).
Starting this procedure with L = (z) we will obtain a path L(z, z′) of a required
length by step-by-step extensions and selecting z2+1 = z′ for the last step. In the role
of T we will have (L(x) ∪ L(y)) ∩ A. Then P = (x, L(x), z, L(z, z′), z′, L(y), y) is
an x, y-path of length k such that PB − {x, y, x+, y−} ⊆ SB .
Case (a): x, y ∈ A. Suppose that neither x nor y has a neighbor in SB . Then let
xz1, yzk−1 ∈ G be any independent edges.
For k = 6, we select an arbitrary vertex z3 ∈ SB . By (1), there exist distinct vertices
z2 ∈ NA(z1) ∩ NA(z3) and z4 ∈ NA(z3) ∩ NA(z5) different from x and y. Thus we
obtain P = (x, z1, z2, z3, z4, z5, y).
For k > 6, we select distinct vertices z3, zk−3 ∈ SB . By (1), there exist distinct
vertices z2 ∈ NA(z1) ∩ NA(z3) and zk−2 ∈ NA(zk−1) ∩ NA(zk−3). Now we set
L(x) = (x, z1, z2, z3), L(y) = (y, zk−1, zk−2, zk−3), T = {x, z2, y, zk−2}, and build
a path L(z3, zk−3) of length k − 6.
Suppose that {x, y} has a neighbor in SB , say z1 ∈ N (x) ∩ SB , and y has no
neighbor in SB different from z1. Let yzk−1 ∈ G, for some zk−1 and let zk−3 ∈ SB be
any vertex different from z1. By (1), there exists zk−2 ∈ NA(zk−1) ∩ NA(zk−3). Now
we set L(x) = (x, z1), L(y) = (y, zk−1, zk−2, zk−3), T = {x, y, zk−2} and build a
path L(z1, zk−3) of length k − 4.
Suppose finally that x and y have distinct neighbors in SB , let z1 ∈ N (x) and
zk−1 ∈ N (y). Then set L(x) = (x, z1), L(y) = (y, zk−1), T = {x, y}, and build a
path L(z1, zk−1) of length k − 2.
Case (b): x and y are in distinct partite sets. By symmetry, we may assume that
x ∈ A, y ∈ B. Let zk−2 ∈ SB , and let z1 ∈ SB be a neighbor of x different from y
and zk−2, if exists. By (1), there is zk−1 ∈ NA(y) ∩ NA(zk−2). Then we set L(x, z1),
L(y) = (y, zk−1, zk−2), T = {x, zk−1}, and we build a path L(z1, zk−2) of length
k − 3.
Assume that x has no neighbor in SB different from zk−2. Then let xz1 ∈ G, for
some z1 = y.
For k = 5, by (1), there exist z2 ∈ NA(z1) ∩ NA(z3) different from x and z4. Thus
we obtain P = (x, z1, z2, z3, z4, y).
For k > 5, let z3 ∈ SB − {y, zk−2} and let z2 ∈ NA(z1) ∩ NA(z3) different from x
and zk−1. Set L(x) = (x, z1, z2, z3), L(y) = (y, zk−1, zk−2), T = {x, z2, zk−1}, and
build a path L(z3, zk−2) of length k − 5.
Case (c): x, y ∈ B.
Let z2, zk−2 ∈ SB − {x, y} distinct vertices. By (1), there exist distinct vertices
z1 ∈ NA(z2)∩NA(x) and zk−1 ∈ NA(y)∩NA(zk−2). Nowwe set L(x) = (x, z1, z2),
L(y) = (y, zk−1, zk−2), T = {z1, zk−1}, and build a path L(z2, zk−2) of length k − 4.
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Part 2 If G − (P ∪ {w}) is connected, for every w ∈ G, then P is a good path and we
are done.
If it is not so for some w, then let T ⊆ P ∪ {w} be a minimum cut set of G and
set G ′ = G − T . Clearly, 4 ≤ |T | ≤ k + 2, and hence 2 ≤ |TA|, |TB | ≤ k/2 + 2.
Let H1 be a connected component of G ′ with partite sets A1 and B1. Observe that
m/2 + 1 ≤ dG(v) ≤ |B1| + |TB |, for v ∈ A1, and m/2 + 1 ≤ dG(u) ≤ |A1| + |TA|,
for u ∈ B1. Thus we have
|H1| = |A1| + |B1| ≥ (m/2 + 1 − |TA|) + (m/2 + 1 − |TB |) ≥ m − k.
This implies that G ′ has exactly two connected components, say H1 and H2. For the
size of the partite sets we have m/2 − k/2 − 1 ≤ |Ai |, |Bi | ≤ m/2 − 1 (i = 1, 2).
It is important to note that there is a matching from T into H1, and from T into H2,
since T is a minimal cut set.
By (2), the vertices of S∗B = SB − TB belong to the same component, say SB ⊆
B2∪TB . Letting q∗ = |S∗B |, thuswe have q∗ > q−(k/2+2) ≥ m/2−5k/2−2 > k/2,
for k < m/6.
Next we will rebuild an x, y-path P by fine tuning the procedure in Part 1 with
respect to the partition H1 ∪ T ∪ H2.
Observe that z, z∗ ∈ S∗B have a large number of common neighbors in H2, since
NG(z) ∪ NG(z′) ⊂ A2 ∪ TA. Actually, comparing
|NH2(z) ∩ NH2(z′)| ≥ |NG(z) ∩ NG(z′)| − |TA|
and
m/2 + k − 1 ≥ |A2| + |TA| ≥ |(NG(z) ∪ NG(z′))\(NG(z) ∩ NG(z′))|
≥ 2(m/2 + 1) − |NG(z) ∩ NG(z′)|
we obtain
|NH2(z) ∩ NH2(z′)| ≥ m/2 − 2k + 3 > k/2 + 4.
Therefore, and since q∗ ≥ k/2+ 1, we will be able to modify the procedure in Part
1, for k ≥ 5, in such a way that the shortest paths L(x) and L(y) would get into H2 as
fast as possible and reach vertices z, z′ ∈ S∗B , then they will be connected with a path
L(z, z′) within H2.
For k = 4, we obtain P = (x, z1, z2, z3, y) as follows. For x, y ∈ B, take any
vertex z2 ∈ S∗B ; then by (1), there exist distinct vertices z1 ∈ NG(x) ∩ NG(z2) and
z3 ∈ NG(y) ∩ NG(z2). For x, y ∈ A2, any x, y-path P ⊂ H2 of length 4 will satisfy
the requirement. The case x, y ∈ A1 is the same by swapping the indices 1 and 2.
Finally, for x /∈ A2 and y /∈ A1, let z2 ∈ A2, and find z1, z3 as before.
We will assume that P was built in such a way that L(x) = (x, x+, . . . ) and
L(y) = (y, y−, . . . ) contains as much vertices of H2 as possible. This means that
x+, y− ∈ T ∪ H2, moreover, x+ ∈ T or y− ∈ T only if they cannot be replaced
with vertices of H2. It remains to see that G − P has no cut vertex, equivalently,
G − (P ∪ {w}) is still connected, for every w ∈ (H1 ∪ T ∪ H2) − P .
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Fig. 6 u, v-switch pulling out u2 ∈ SB from ̂P
In each case (which are distinguished by the position of x, x+, y, y−, wwith respect
to H1, T, and H2) the graphs H1−{x, y, w} and H2−(P∪{w}) are connected. By the
choice of L(x) and L(y), in each case, we have either |TA ∩ (L(x)∪ L(y)∪{w})| ≤ 1
or |TB ∩ (L(x)∪ L(y)∪{w})| ≤ 1. Hence by (1), there is a path of length 2 unblocked
by P ∪ {w} and connecting vertices of H1 and H2.
Lemma 9 Let C be a dominating longest good cycle, let S be an independent set,
and assume that PB\{x, x+, y, y−} ⊆ SB. For u1 ∈ RB, there exists a longest good
cycle C ′, and there is a pair of vertices u2 ∈ R′B, v2 ∈ R′A such that u2 ∈ SB,
P ′B\{u1, x, x+, y, y−} ⊆ SB, and dR′(v2) = 0.
Proof If u1 ∈ SB , then set u2 = u1, v2 = v1 and C ′ = C ; the required properties are
satisfied. Suppose that u1 /∈ SB . Our aim is to “pull out” a vertex u2 from (P\{x, y})∩
SB without changing the length of P . For this purpose we will use two operations, the
u-switch and the u, v-switch.
Let ̂P = P\{x, y}. If for some z ∈ ̂P wehave z−, z+ ∈ N
̂P (u1), then interchanging
u1 and z is called a u-switch. Note that z ∈ SB , since z /∈ {x+, y−}.
A u, v-switch is defined as follows. Assume that z, z+, z0, z+30 are distinct vertices
of ̂P with z, z0 ∈ N̂P (u1) and z+, z+30 ∈ N̂P (v1) (or z, z0 ∈ N̂P (v1) and z+, z+30 ∈
N
̂P (u1)). If z0 < z along P , then P is replaced with P
′ = (x, P, z0, u1, z,
←
P , z+30 ,
v1, z+, P, y) (or P ′ = (x, P, z0, v1, z,
←
P , z+30 , u1, z+, P, y)).
For z < z0, P is replacedwith P ′ = (x, P, z, u1, z0,
←
P , z+, v1, z+30 , P, y) (or P ′ =
(x, P, z, v1, z0,
←





including u1, v1 is called a u, v-switch (see Fig. 6). Note that {z+0 , z+20 } ∩ B ∈ SB ,
since {z+0 , z+20 } ∩ {x+, y−} = ∅.
If there is a u-switch, then we set u2 = z and v2 = v1. If there is a u, v-switch then,
for r = 2,we set {u2, v2} = {z+0 , z+20 }, otherwise, for r ≥ 4,we set u2 = {z+0 , z+20 }∩B
and let v2 be any vertex of RA\{v1}.
In each case we will obtain a longest good cycle C ′ such that u2 ∈ SB ,
P ′B\{u1, x, x+, y, y−} ⊆ SB , and dR′(v2) ≤ 1. In the proof we will use u- and u, v-
switches that guarantee these properties, then we show how to achieve dR′(v2) = 0
by appropriately adjusting v2.
For every z ∈ ̂P , we assign a + sign to z if and only if it has a neighbor in {u1, v1}.
Let Π be the set of all + vertices of ̂P (we may assign a − sign to z, provided z /∈ Π ).
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Fig. 8 Counting Π1, for z ∈ B
Since C is dominating, we have dR(u1) = dR(v1) = 0. Then by Lemma 4, we
obtain that
|Π | = σ
̂P (u1, v1) ≥ (k + r + 1)/2 ≥ (k + 3)/2 > |̂P|/2.
Thus there exists a pair z, z+ ∈ ̂P of consecutive vertices such that z, z+ ∈ Π .
At this point we need a lemma concerning the sign pattern of u- and u, v-switches.
Lemma 10 Let P1 = (x+, P, z), |P1| = k1, and let Π1 be the set of all + vertices of





(k1 + 1)/2, for z ∈ A
k1/2 + 1, for z ∈ B.
Proof Let z ∈ A. We partition the subpath (x+, P1, z) into consecutive intervals
beginning with the first vertex in P1 ∩ A (either x+ or x+2). Each interval I (w)
starts at the next vertex w ∈ A; set I (w) = {w,w+} if w /∈ Π1, and set I (w) =
{w,w+, w+2, w+3}, for w ∈ Π1 (see Fig. 7).
Since there is no u- or u, v-switch,w ∈ Π1 implies |I (w)|=4 andw+2, w+3 /∈ Π1.
Thus at most half the vertices in each interval belong toΠ1, except the last “truncated”
interval I (z) = {z}. If k1 is odd then the union of the intervals covers P1. Since
z ∈ Π1, we obtain |Π1| ≤ (k1 − 1)/2+ 1 = (k1 + 1)/2. If k1 is even, then x+ ∈ B
is not covered by the union of the intervals. Since x+ ∈ Π1 is possible, we obtain
|Π1| ≤ k1/2 + 1 = (k1 + 1)/2.
Let z ∈ B. We partition the subpath (z−, ←P1, x+) into consecutive intervals (fol-
lowing the backward orientation). We begin with the interval I (z−) = {z−, z−2};
each interval I (w) starts at the next vertex w ∈ A; I (w) = {w,w−} if w /∈ Π1, and
I (w) = {w,w−, w−2, w−3}, for w ∈ Π1 (see Fig. 8).
Since there is no u- or u, v-switch,w ∈ Π1 implies |I (w)|=4 andw−2, w−3 /∈ Π1.
Thus at most half the vertices in each interval belong toΠ1, except the last “truncated”
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interval, I (x+) = {x+} or I (x+2) = {x+2, x+} or I (x+3) = {x+3, x+2, x+}. Clearly
|I (x+)∩Π1| ≤ 1, |I (x+2)∩Π1| ≤ 2 and |I (x+3)∩Π1| ≤ 2, therefore,Π1 contains,
respectively, at most k1/2+1, or (k1−1)/2+2, or (k1−2)/2+2 vertices. According
to the parity of k1 the three bounds combine into |Π1| ≤ k1/2 + 1, as claimed.
The proof of Lemma 9 (continues) Let z be the vertex closest to y satisfying z, z+ ∈
Π . Let k1 = |(x+, P, z)|, k2 = |(z+, P, y−)|, and define Π1 = Π ∩ (x+, P, z),
Π2 = Π ∩ (z+, P, y−). Then k1 + k2 = k − 1, and by the choice of z, we have
|Π2| ≤ k2/2. By Lemma 4, |Π1| + |Π2| = σ̂P (u1, v1) ≥ (k + r + 1)/2.
Case 1: k is even (x, y ∈ A or x, y ∈ B).
In this case |Π | ≥ (k+ r +2)/2 > (k+2)/2. By Lemma 10, for z ∈ A, we obtain
|Π1| + |Π2| ≤ (k1 + 1)/2 + k2/2 ≤ (k1 + k2 + 3)/2 = (k + 2)/2,
and for z ∈ B, we obtain
|Π1| + |Π2| ≤ (k1/2 + 1) + k2/2 ≤ (k1 + k2 + 3)/2 = (k + 2)/2,
a contradiction.
Case 2: k is odd (x ∈ A, y ∈ B).
In this case |Π | ≥ (k+ r +1)/2 ≥ (k+3)/2. By Lemma 10, for z ∈ A, we obtain
|Π1| + |Π2| ≤ (k1 + 1)/2 + k2/2 = (k1 + 2)/2 + k2/2 = (k + 1)/2,
a contradiction.
For z ∈ B, by Lemma 10 we obtain
|Π1| + |Π2| ≤ (k1/2 + 1) + k2/2 = (k1 + 3)/2 + (k2 + 1)/2 = (k + 3)/2.
Therefore, r = 2 and σ
̂P (u1, v1) = |Π | = (k + 3)/2.
Assume that u1, v1 is a pair with σ̂P (u1, v1) = (k + 3)/2 such that, in addition,
d
̂P (u1) is minimum (over all dominating longest good cycle). If there are three con-
secutive vertices v′−1 , v′1, v
′+
1 ∈ Π and there is no u-switch, then v′−1 , v′+1 ∈ B and
v′1 ∈ A. Interchanging v′1 and v1, then finding in SA a vertex v∗1 ∈ NQ(v′1)−∩NQ(v′1)+
not adjacent to u1, and interchanging v∗1 and v′1 we obtain a dominating longest good
cycle C∗ where d




1) > (k + 3)/2, hence by Lemma 10, there exists a u- or u, v-switch.
Nowwe assume that (x+, P, z) has no three consecutive vertices inΠ1 and there are
no u- or u, v-switches. We claim that |Π1| ≤ (k1 + 1)/2, which implies σ̂P (u1, v1) ≤|Π | = (k + 1)/2, a contradiction.
If {w−, w} ⊂ Π1, for some w ∈ A, then define J (w) = {w−, w,w+, w+2}.
Observe that {w+, w+2} ∩ Π1 = ∅ and w = z−, hence these 4-intervals exist and
pairwise disjoint. For all w ∈ A−Π1, define J (w) = {w−, w}. In this way we obtain
a partition of (x+, P, z−) into 2- or 4-intervals each containing at most half of its
vertices in Π1. Thus |Π1| ≤ (k1 + 1)/2 follows.
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Fig. 9 Case x ∈ A, y ∈ B, reducing d
̂P (u1)
In each case there exists a u- or u, v-switch, thus we obtain a longest good cycle
C ′ such that u2 ∈ SB , dR′(v2) ≤ 1, and P ′B\{u1, x, x+, y, y−} ⊆ SB . If S′A =
NQ(v2)+ ∩ NQ(v2)− contains a vertex w with no neighbor in R′ then we interchange
w with v2, redefine v2 = w, thus dR′(v2) = 0 follows. We will see that there exists
such a vertex w. We apply Lemma 6 with dR′(u2) ≤ r/2, dR′(v2) = 1.
If x, y ∈ B, then d
̂P ′(u2) ≤ k/2 and d̂P ′(v2) ≤ k/2, hence
|S′A| ≥ (m + 3k + 3r − 2)/2 − 3(k/2 + r/2) − 4((k − 2)/2 + 1)
= (m − 4k − 2)/2 > (k + 2)/2 ≥ r/2 = |R′B |
is true for k < m/6 and k ≥ 4. Since no two vertices of S′A share a common neighbor
u′ ∈ R′, there exists a w ∈ S′A with no neighbor R′.
If x ∈ A, y ∈ B, then d
̂P ′(u2) ≤ (k − 1)/2 and d̂P ′(v2) ≤ (k − 1)/2, hence
|S′A| ≥ (m + 3k + 3r − 3)/2 − 3((k − 1)/2 + r/2) − 4((k − 1)/2 + 1)
= (m − 4k − 4)/2 > (k + 2)/2 ≥ r/2 = |R′B |
is true for k < m/6 and k ≥ 5. Again, the required w exists.
If x, y ∈ A, then d
̂P ′(u2) ≤ (k − 2)/2 and d̂P ′(v2) ≤ k/2, hence
|S′A| ≥ (m + 3k + 3r − 4)/2 − 3((k − 2)/2 + r/2) − 4(k/2 + 1)
= (m − 4k − 6)/2 > (k + 2)/2 ≥ r/2 = |R′B |
is true for k < m/6 and k ≥ 4. The required w exists in each case.
Part IV
This last part is the wrap-up of the proof of Theorem 5. Let C be a dominating
longest good cycle of G containing the good path P . By Lemma 3, C exists and it
contains at least 2m−k−2 vertices.We use the notations as before: ̂P = (x+, P, y−),
Q = (y,C, x), and R = G − C . Clearly, |̂P| = k − 1 and |Q| = 2m − (k − 1) − r ,
where r = |R|. Assuming thatC is not a Hamiltonian cycle, we know that r is an even
integer satisfying 2 ≤ r ≤ k + 2.
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Let u ∈ RB, v ∈ RA be a pair of vertices uncovered by C . The subgraph induced
by (NQ(u)− ∩ NQ(u)+) ∪ (NQ(v)− ∩ NQ(v)+), the set of all those vertices which
are interchangeable with u or with v, contains at most one edge u′v′, by Lemma 5.
Hence
S = S(u, v) = (NQ(u)− ∩ NQ(u)+) ∪ (NQ(v)− ∩ NQ(v)+) − {u′, v′}
is an independent set, that is S = SA ∪ SB is a bipartite subgraph of G with no edge.
Since C is dominating, σR(u, v) = 0. Thus using that σ̂P (u, v) ≤ k − 1, by
Lemma 6, we have
|SA| + |SB | ≥ m + k + r − 1 − 3(σ̂P (u, v) + σR(u, v))
≥ m − 2k + r + 2.
We will assume that |SA| ≥ |SB |, therefore we have
|SA| ≥ (|SA| + |SB |)/2 ≥ (m − 2k + r + 2)/2.
By Lemma 7, S contains a q×q bipartite subgraph with q ≥ m/2−2k, and having
no edges. Then by Lemmas 3 and 8, there is a dominating longest good cycle C with
good path P such that PB\{x, x+, y, y−} ⊆ SB . (Notice thatC , P and R are redefined
here but their name is kept unchanged.)
Let u1 ∈ RB, v1 ∈ RA. By Lemma 9, there is a longest good cycle C ′ with good
path P ′ and a pair of uncovered vertices u2 ∈ R′B, v2 ∈ R′A such that u2 ∈ SB ,
P ′B\{u1, x, x+, y, y−} ⊆ SB , and dR′(v2) = 0. Let S′ be the independent set
defined by
S(u2, v2) = (NQ′(u2)− ∩ NQ′(u2)+) ∪ (NQ′(v2)− ∩ NQ′(v2)+)
with the end vertices of the only possible edge removed.
Case (a): x ∈ A, y ∈ B.
Sincewe have dR′(v2) = 0, dR′(u2) ≤ r/2−1, and d̂P ′(u2) ≤ (k−1)/2, d̂P ′(v2) ≤
(k − 1)/2, Lemma 6 implies that
|S′A| ≥ (m+3k+3r − 3)/2 − 3((k − 1)/2+r/2 − 1) − 4(k − 1)/2=m/2 − 2k+5
and
|S′A ∪ SA| = |S′A| + |SA| − |S′A ∩ SA|
≥ (m/2 − 2k + 5) + (m − 2k + r + 2)/2 − |S′A ∩ SA|
= m − 3k + r/2 + 6 − |S′A ∩ SA|.
Observe that u2 ∈ SB has no neighbor in SA. Furthermore, u2 has at most one
neighbor in S′A, since otherwise, there is a Fork extension including u2 and v2 into C ′.
Thus we have
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Fig. 10 Fork extension including u1 and v2
m/2 + 1 ≤ d(u2) ≤ |A| − (|S′A ∪ SA| − 1)
≤ m − (m − 3k + r/2 + 5) + |S′A ∩ SA|.
Since m > 6k, this implies |S′A ∩ SA| ≥ r/2 + 6 + (m/2 − 3k) ≥ r/2 + 6.
Two vertices in S′A cannot be adjacent to the same vertex of R′, since it would
generate a Fork extension. Hence there are verticesw1, w2 ∈ S′A∩SA with no neighbor
in R′ ∪ SB . Interchanging v2 with wi and using σR′(u2, wi ) ≤ r/2 − 1, we obtain by
Lemma 4 that
σ
̂P ′(u2, wi ) ≥ (k + r + 1)/2 − (r/2 − 1) = (k + 3)/2.
On the other hand, since P ′B\{u1, x, x+, y, y−} ⊆ SB and wi ∈ SA has no neighbor
in SB , we have
σ
̂P ′(u2, wi ) ≤ (k − 1)/2 + 2 = (k + 3)/2.
Therefore, σ
̂P ′(u2, wi ) = (k + 3)/2, in particular, {u−1 , u+1 } ⊂ N̂P ′(u2) and{w1, w2} ⊂ NQ′(u1). Now taking the cycle C ′ with uncovered vertices u2, v2 and
interchanging u1 and u2 we obtain a longest good cycle having a Fork extension
including u1 and v2 into C ′, a contradiction (see Fig. 10).
Case (b): x, y ∈ A.
We proceed as in Case (a). Using dR′(v2) = 0, dR′(u2) ≤ r/2 − 1, d̂P ′(u2) ≤
(k − 2)/2 and d
̂P ′(v2) ≤ k/2, Lemma 6 implies that
|S′A| ≥ (m + 3k + 3r − 4)/2 − 3((k − 2)/2 + r/2 − 1) − 4k/2 = m/2 − 2k + 4
and
|S′A ∪ SA| = |S′A| + |SA| − |S′A ∩ SA|
≥ (m/2 − 2k + 4) + (m − 2k + r + 2)/2 − |S′A ∩ SA|
= m − 3k + r/2 + 5 − |S′A ∩ SA|.
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As in Case (a), we obtain |S′A ∩ SA| ≥ r/2 + 5, hence there are several (at least
five) vertices wi ∈ S′A ∩ SA with no neighbor in R′ ∪ SB . By Lemma 4 and since
d
̂P ′(wi ) ≤ 3, d̂P ′(u2) ≤ (k − 2)/2, we have
(k + r + 2)/2 − (r/2 − 1) ≤ σ
̂P ′(u2, wi ) ≤ (k + 4)/2.
Therefore, σ
̂P ′(u2, wi ) = (k + 4)/2, in particular, {u−1 , u+1 } ⊂ N̂P ′(u2) and{w1, w2} ⊂ NQ′(u1). Then a Fork extension is obtained by interchanging u1 and
u2 as in Case (a), a contradiction.
Case (c): x, y ∈ B.
Since we have dR′(v2) = 0, dR′(u2) ≤ r/2 − 1, d̂P ′(u2) ≤ k/2 and d̂P ′(v2) ≤
(k − 2)/2, Lemma 6 implies
|S′A| ≥ (m + 3k + 3r − 2)/2 − 3(k/2 + r/2 − 1) − 4(k − 2)/2 = m/2 − 2k + 6
and
|S′A ∪ SA| = |S′A| + |SA| − |S′A ∩ SA|
≥ (m/2 − 2k + 6) + (m − 2k + r + 2)/2 − |S′A ∩ SA|
= m − 3k + r/2 + 7 − |S′A ∩ SA|.
Repeating the argument used in Cases (a) and (b), we obtain that there is a vertex
wi ∈ S′A ∩ SA with no neighbor in R′ ∪ SB . By Lemma 4, we have σ̂P ′(u2, wi ) ≥
(k + r + 2)/2 − (r/2 − 1) = k/2 + 2. On the other hand, x+, y− ∈ A implies that
d
̂P ′(wi ) ≤ 1, thus we obtain σ̂P ′(u2, wi ) ≤ k/2 + 1, a contradiction.
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