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最適ニューラルネットワーク構造の探索方法について
～商品先物価格等分析法の一例～
辰巳　憲一・祷　道守
1　はじめに
　データを集めて計測してみるだけという分析ス
タイルは、ニューラルネットワーク（以下では時
にANNと略）分析については既に昔のものになっ
てしまっている。いまや、ANN分析は未熟な試行
段階を大きく超えている。本研究では、与えられ
た時系列ARCHデータに対して、最適ANN構造
をどのように探るべきか、を展開しよう。与えら
れた時系列データが時系列ARCHデータであるか
どうかは事前には確実に判明しないので、データ
はシミューレートして作るしかない。作られた時
系列ARCHデータに対して様々なANNモデルを
適用し、そのうちどれを最適とみなすべきかを分
析することになる（1。そうすることによって、
ANNモデルの適用可能性を高められよう。
2　先行研究の紹介と本研究のねらい
（1）先行研究の内容と結論
　商品価格あるいは商品先物価格の予測によく用
いられるのはARモデル（autoregressive　model、
自己相関モデル）やARCHモデル（autore－
gressive　conditional　hetroscedasticity　model、不
均一分散自己相関モデル）である。そこで観察・発
見されている事実は、商品価格等変化率はマーチ
ンゲールであり、その誤差は商品価格等変化率の
水準に単純比例しながら依存する条件付き不均一
分散性を持っている、の2つである。ちなみに、
ARCHモデルとはこの後者の事実を指す。
　例えば、フランクとステンゴス（Frank，　M．　and
Stengos，　T．［1］）は1975年1月から1986年6月ま
での金と銀の日次、週次、隔週価格データを用い
て、まずAR（1）モデルの係数値の有意性を棄却
し、次に条件付き不均一分散性（conditional
hetroscedasticity）をテストしたが棄却できな
かった、のである。
（2）先行研究の特徴・欠点
　これらのテストでは、線形性の検討がなされて
いない。実際、決定係数などの、当てはめの良さ
を示す指標は極めて低い。
　われわれは、AR系モデルにおける係数間の線形
性が実際になりたっているのかを大いに疑ってい
る。そこで、非線形性を容易に処理できるニュー
ラルネットワーク・モデル（neural　network
model）がこのような問題に対してどのように応
用できるのか、どのような成果をあげるのか、特
にARCHモデルへの適用可能性を探ったのであ
る。
（3）われわれのこれまでの研究方法と本研究方法
　われわれ（祷・辰巳［3］）がこれまで行ってき
たのはARCHモデルのANNによる研究である。
その分析の手順を簡単に示すと次のようになる。
　まず、妥当な初期値と係数値を設定し、金利デ
リバティブ分野ではハル・ホワイト（Hull－White、
以下では時にHWと略）・モデル（2として知られ
ているタイプのARCH（1）モデルから、商品価
格変化率値をシミュレートし、サンプル・データ
とした（数値は後掲の表3を参照）。
　このHW・ARCH（1）モデルの特徴は単純な
変数変換を施せば線形OLS（ordinary　least
squares、最小2乗法）で良好な（最小線形不偏）
推計ができることである。このOLS推計結果がベ
ンチマークになる。それゆえ、研究の焦点はニュー
ラルネットワーク・モデルがどこまでその成績に
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近づけるか、になる。ANNモデルとしては入力層
と出力層が各1つ、中間層が2つのケースに限定
した。結論的には、線形推計とかなり近い結果を
ニューラルネットワーク・モデルは導き出してい
る事実を、祷・辰巳［3］では研究方法の詳細とと
もに展開し示した。
　当てはめの良い計測を単に求めるだけでなく、
本研究ではさらに、最新の分析技法であるバリ
デーション（validation）法によって最適ネット
ワーク構造を探り、予測力の高いモデルを求める
ことに特徴がある。最適ネットワーク構造を探る
とは、具体的に、2つの中間層のノードの数を何
らかの基準で特定することである。そうすること
によって、任意のデータでの高精度の予測が可能
になる。
（4）ARCHモデルの有用性
　金利や収益率などの変動をモデル化するにあ
たってARCHモデルが使われるのは、その特性が
実態に合っているからである。まず第一に、金利
や収益率の水準が高くなれば、それらのボラティ
リティが実際高くなっている。この良く観察され
る事実がARCHモデルにモデル化されているので
ある。第二に経路依存性（path　dependence）があ
る。経路依存性とは過去の経歴が現在の水準を決
める現象である。例えば、正規誤差の場合累積誤
差は時間とともにゼロに収束する。しかしながら、
ARCHモデルが想定しているように金利や収益率
の水準によって誤差が異なる場合この収束性が保
証されず、累積誤差は一般にゼロに収束しない。そ
の程度は金利や収益率の時間経路に依存するわけ
である。この現象は実際的であるとみなされてい
る。
3　最適ネットワーク構造の探索法
（1）探索の考え方～安定的なバリデーション誤差
　　最小化
　ネットワーク構造を決めるにあたって、訓練
データの誤差最小化だけを基準にとれば、問題が
生じることがよく知られている。ネットワークを
大きくすればする程、また計算回数を増やせば増
やす程、一般に学習結果が良くなる過学習
（overfitting）という現象があり、訓練データの誤
差は原理的にはいくらでも小さくできる。それゆ
え、訓練データの誤差最小化だけでネットワーク
構造は選びようがないのである。同時に他方で、テ
スト・データでは誤差は益々大きくなっていく。
　そこで、バリデーション・テスト（validation
test）が考え出された。その手順は、まず訓練デー
タの一部をバリデーション・データとして分離す
る。そして、残りの訓練データからネットワーク
構造を学習し、その推定されたネットワークをバ
リデーション・データに当てはめ、バリデーショ
ン・データとその予測値との差の2乗和平方根
（root　mean　squared　error）をバリデーション誤
差（validation　error）とする。
　バリデーション誤差は、学習の初期段階では減
少していく。しかしながら、ある点から上昇して
いく場合がある。これは、訓練データには含まれ
ない、バリデーション・データの誤差（ノイズに
相当する情報）までネットワーク構造が学習して
しまったためである。したがって、バリデーショ
ン誤差が上昇し始める直前までが訓練データの構
造を反映していると考えてよい。その点に該当す
るネットワーク構造を最適と見なせばよい（3。
　バリデーション誤差がこのように上昇していく
ことがなく、訓練データの誤差と同じように下落
し続けるだけであれば未学習（underfitting）の状
態にあるという。
　われわれが具体的にとったのは、バリデーショ
ン誤差の曲線が明瞭に極小値の存在を示し、しか
もそれがすべての最小値にもなっているネット
ワーク構造を最適として選択する、方法である。こ
こで、明らかに最小値を示すとは一谷型曲線であ
ることを指す。多峰多谷型の場合最小値がえられ
ても、近辺にはノード間重み付け係数値が少し違
うだけで、最小値に近い誤差をもたらすネット
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ワーク構造がいくらでも存在するからである。
（2）探索の前提と手続き
　とりえる最大のネットワーク構造として、中間
層の数は2つまでに限ることにした。そして、
HW・ARCH（1）モデルについてはそれぞれの
ノードの数は8つまで、またHW・ARCH（2）モ
デルについてはそれぞれのノードの数は10まで考
えることにした。結果的にこれらの数は適切であ
ることがわかる。当然ながら、いずれかのノード
の数が0の場合中間層が1つのモデルに相当する
ことになる。
　原シミュレート・データは平均、標準偏差を計
算した後規準正規化した（standard　normalized）
データに変数変換した。ANNのノード変換関数
（node　activation　function）には、シグモイド関数
より一般的な、ハイパータンジント関数tanh（・）
を指定した。アルゴリズムには、最急降下法では
なく、より精緻ではあるが計算量の多い共役勾配
法（conjugate　gradient　method）（4を選んだ。ノー
ド間係数の初期値は一様乱数にして学習を始める。
バリデーション・データは、慣例に従って、訓練
データのなかからシークエンシャル（sequential、
つまりデータ系列の期末）に選んだ10％にした（5。
4　ハル・ホワイトARCH（1）モデルの最適
　　ネットワーク構造
　まず、ハル・ホワイトARCH（1）モデルの最
適ネットワーク構造を探ろう。
（1）探索結果とその分析
　ノードの数の様々な組み合わせからなるANNモ
デルについて、それぞれの訓練テストとバリデー
ション・テストの結果のうち誤差（root　mean
squared　error、以下では時にRMS誤差、　rms　er．
rorとも記そう）だけを抜き出し表1に掲げた。そ
れぞれの最終計算回（実は5800回目）の誤差とそ
れまでの誤差最小値（best　error）である。
　この表をみると、2つの中間層のうち、いずれ
かの層のノードの数が2つ以下の小さい数になる
と、誤差は著しく大きい。これらのケースについ
て学習段階毎の誤差の動き（以下ではそれを誤差
曲線と呼ぼう）を見ると、未学習（underfitting）
状態になっている（例えば図1を参照）ことがわ
かる。つまり、バリデーション誤差も、訓練誤差
と同じように、学習の度に減少していく。それゆ
え、さらに、中間層が1つのANN構造はそれが
2つのモデルに著しく劣っていることが明らかで
ある。
　中間第一層のノードの数と中間第二層のノード
の数をその順にベクトル（・、・）の形で表して考
えてみよう。選ぶべき候補となる最適ネットワー
ク構造としては3つある。バリデーション誤差最
小値のもっとも低い（5、4）、（7、4）とそれら
に次いで低い（7、8）である。
　表を見ればわかるように、それらの訓練誤差最
小値ついては、全体の中で必ずしも低くないが、順
番は（5、4）、（7、8）、（7、4）で、後者2者
の順番はバリデーション誤差最小値の順番とは逆
になる。さて最適ネットワーク構造としてどれを
選ぶべきであろうか。テスト誤差や訓練誤差も考
慮して考えてみよう。ここでテスト誤差とは、訓
練データと同じように100のサンプルをまずシミュ
レートし、訓練データによって学習した係数推定
値を用いてこのテスト・データを予測して得られ
るRMS誤差である。
（2）最適ネットワーク構造の選び方
（5、4）の場合、テスト誤差最小値はL7831（規
準正規化データを原データと同じスケールに戻し
て計算したRMS誤差である。以下も同様。数値
は表2に要約した）で特に低くない。訓練誤差最
小値もLl856で3候補の中で悪い方である。しか
も、図2を見れば、未学習の嫌いがありそうであ
る。3候補のなかで最も構造が簡単な（5、4）は
最適ではないかもしれないわけである。
（7、4）の場合、テスト誤差最小値はL　8174（規
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表1 ハル・ホワイトARCH（1）
差とバリデーション誤差
に関する様々なニューラルネットワーク・モデルの訓練誤
?
練 ノズリデーション
中間第一層の 中間第二層の
最終計算 誤　差 最終計算 誤　差
ノードの数 ノードの数
時の誤差 最小値 時の誤差 最小値
1 0 0，916 0，917 1，206 1，025
1 1 0，916 0，919 1，206 1，205
1 2 0，895 0，899 1，221 1，202
1 3 0，880 0，902 1，229 1，191
1 4 0，833 0，833 0，984 0，974
1 5 0，864 0，864 Ll84 1，184
1 6 0，875 0，900 1，497 1，196
1 7 0，759 0，797 1，010 0，953
1 8 0，800 0，819 1，142 1，025
2 0 0，898 0，901 1，219 1，021
2 1 0，916 0，919 1，206 1，204
2 2 0，862 0，897 1，237 1，205
2 3 0，864 0，864 1，186 1，185
2 4 0，807 0，831 1，173 1，131
2 5 0，788 0，834 1，187 1，166
2 6 0，864 0，893 1，236 1，207
2 7 0，689 0，774 0，928 0，924
2 8 0，728 0，805 1，066 0，963
3 0 0，875 0，902 1，244 1，212
3 ? 0，854 0，856 1，144 Ll25
3 2 0，876 0，927 1，250 L201
3 3 0，819 0，840 1，177 1，141
3 4 0，790 0，814 1，184 1，064
3 5 0，767 0，811 1，188 0，980
3 6 0，758 0，782 1，095 1，048
3 7 0，727 0，808 1，140 1，065
3 8 0，827 0，827 1，207 1，207
4 0 0，858 0，894 1，227 1，199
4 1 0，876 0，956 1，236 1，205
4 2 0，834 0，841 1，186 1，165
4 3 0，826 0，840 1，260 1，133
4 4 0，735 0，827 1，133 1，Oll
4 5 0，753 0，780 1，134 0，962
4 6 0，756 0，829 1，162 1，017
4 7 0，694 0，768 1，106 0，933
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図1　ハル・ホワイトARCH（1）に関する中間層ノード数が（8、
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表2　原データのスケールで表示したRMS誤差
中間第1層
ﾌノード数
中間第2層
ﾌノード数
訓練誤差
ﾌ最小値
バリデーション
?ｷの最小値
テスト誤差
ﾌ最小値
????????? ?? 1．1856
P．1925
P．1429
1．2685
P．2938
P．3086
1．7831
P．8174
P．7603
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図2　ハル・ホワイトARCH（1）に関する中間層ノード数が（5、4）のニューラルネットワーク・モ
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図4　ハル・ホワイトARCH（1）に関する中間層ノード数が（7、
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準正規化データを原データと同じスケールに戻し
て計算したRMS誤差である。以下も同様）で少
し高いが、訓練誤差最小値は1．1925でかなり悪い。
そして、図3からわかるように、バリデーション
誤差曲線の動きは不安定で複数の谷があり、ネッ
トワーク構造は不安定である。
　ところが、．（7、8）の場合、テスト誤差最小値
と訓練誤差最小値はそれぞれ1．7603と1。1429でど
れよりも低い。テスト誤差最小値が低いこと自体
には信頼を余り置けない（テスト・データには偶．
然性が入り込んでいるからである）。バリデーショ
ン誤差最小値が最低でなくても、しかしながら、図
4から明瞭なようにバリデーション誤差曲線は明
瞭に一つの谷を示している。
　それゆえ、上記3候補のうち（7、8）を求め
る最適ネットワーク構造と考えるべきだろう。
ロのケースは計測していない。
　例えば、表1においてノードの数の組み合わせ
が（3、8）と（8、3）などを比べてみてみれば
わかるように、中間第一層のノードの数と中間第
二層のノードの数を入れ替えても、学習結果は一
般に一致しない。
5　ハル・ホワイトARCH　（2）モデルの最適
　　ネットワーク構造
　次ぎに、ハル・ホワイトARCH（2）モデルの
最適ネットワーク構造を探ろう。シミュレート・
データはまだ作っていないので、その説明から始
めよう。
（1）探索の前提
　データについては、HW・ARCH（2）モデル
（3）ネットワーク構造のその他の特徴
　例えば（0、5）と（5、0）はモデルとして同
じなので、表1では中間第一層のノードの数がゼ
　rt＋1＝μ＋βort＋β、rt．、
　　　　十σrtεOt十hσrt－1ε1，t－1
から発生させた。ここで、εoとε1は相互に独立
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な正規乱数である。係数値はμ＝5，βo＝0．3、
β1＝0．25、σ＝O．2、h＝0．5、初期値はro＝r、＝5
と設定して、1、2期前に実現したrの値を代入
していくことによって、HW・ARCH（2）
データをシミュレートした（数値は表4を参照）。
　HW・ARCH（2）モデルへの拡大にともなって、
方程式の未定係数の数は3から5に増えるために、
最適ネットワーク構造は大きくなることが予想さ
れる。しかしながら、上にみたHW・ARCH（1）
モデルの結果との比較を容易にするため、換言す
れば最適ネットワーク構造の比較可能性を維持す
るために、我々は中間層の数は増やさずに、ノー
ドの数だけを増やす方法をとってみよう。その他
の点はHW・ARCH（1）モデルのケースと同じ
ANN計測法をとることになる。ただし、入力は
rtとrt－1の2つ、出力はrt．1の1つである。
（2）探索の結果
　図5には、主要なケースについてバリデーショ
ンの誤差最小値を3次元棒グラフで示した。棒グ
ラフの高さがゼロの場合は計測されていないこと
を示している。いくつかのケースは既にHW・
ARCH（1）モデルの場合で詳しく調べたので、計
測はノードの数がより大きいケースに集中したか
らである。
　バリデーションの誤差最小値は（9、7）で達
成されるが、その近辺にも候補があり、（8、6）
などもバリデーション誤差最小値が低い。現在、ご
れらのうちどちらが最適かを決める根拠はなく、
結論を下せない。
　図6と図7を見ればわかるように、これらの最
適ANN構造には共通の特徴がみられる。つまり、
訓練誤差曲線もバリデーション誤差曲線も学習の
初期段階で複雑な動きをする点である。特にバリ
デーション誤差曲線は最初のいくつかの点で激し
い下降ジャンプをしている。4段階の学習段階（6
の変わり目でジャンプするのは、前学習段階での
最小誤差（Best　Error）に対応する係数に設定し
直して計算を再出発するため誤差曲線は急降下す
るからである。ただし、それは次の学習段階に進
む前に最小誤差を既に達成して誤差は反転してか
なり上昇している場合に限られる。
　また、4つの学習段階を進むに従って学習係数
は低められ、モーメンタム係数は高められる事実
も影響していよう。次の学習段階に進み、係数が
変われば、極めて急速に誤差を低める学習をする
場合があるからである。しかしながら、その学習
モードの下バリデーション誤差はいずれ増大して
いく。
　最初の3段階の計算回数を増やせば激しいジャ
ンプはなくなるかもしれない。しかしながら、原
因はそれだけでもなさそうであり、アルゴリズム
も関係していそうである（7。
6　全体の最適ネットワーク構造
　それでは、時系列ARCHデータが与えられた時
HW・ARCH（1）とHW・ARCH（2）のどちら
のモデルを選ぶべきだろうか。バリデーション誤
差が小さいという観点では後者を選ぶべきことに
なるのは確実に予想できる。
　しかしながら、モデルが複雑になる欠点は飛躍
的に増している。複雑さをもペナルティにするモ
デル選択法が多く提案されている（辰巳［6］を参
照）。もっとも、ペナルティ関数の形やペナルティ
とRMS誤差の間のウエイトなどについては恣意
的であり、まだまだ研究途上・論争の途中であり、
決着が着くとは思えない。
7　残された課題とANNモデル応用にあたっての
　　示唆
（1）時系列データのフィードバック特性
　一般の時系列データ・モデルには良く知られた
独特の特性がある。例えばAR（1）モデルを想定
してみればよくイメージできるように、モデルの
1期前のアウトプット（出力）は今期のインプッ
ト（入力）になるのである。モデル構造の妥当性
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図5　ハル・ホワイトARCH（2）に関する様々なニューラルネットワーク・モデルのバリデーション
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図6　ハル・ホワイトARCH（2）に関する中間層ノード数が（9、
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を検証するのが研究の目的ならば、このフィード
バック特性を前提にして計測しなければならない
だろう。これを考慮した計測方法を時系列フィー
ドバックANN学習法と呼んでおこう。
　ちなみに、本稿で用いたデータは前記のように
シミュレートしたものであるが、そのような作り
方をしていない。
　しかしながら、一般に、推計にあたってモデル
のインプットとしては1期前のモデル・アウト
プットではなく、1期前の実現値が用いられてい
る。実現値をモデルで表現すると、被説明変数の
実現値のことで、説明変数の値に推定された係数
値を加重値にして総和し、誤差変数の実現値を加
えたものになる。
　それは、計量経済学においては、誤差の捉え方
から正当化されている。つまり、誤差はモデルの
一部であり、説明変数以外の多様な要因が被説明
変数の変動をもたらしているという考え方である。
　ところが、ANNモデルでは、誤差のモデル化は
意図的になされていない。それゆえ、誤差はあく
まで誤り（error）であり、できる限り小さい方が
よいことになる。また例えば、誤差が非線形性か
ら生じているのなら、そもそもそれは一切ない方
がよいわけである。
（2）ANN応用についての示唆～時系列フィード
　　バツクANN学習法
　何かの時系列データが与えられたとしよう。非
線形性が特に強く、それをANN分析やANN予
測する必要があるなら、時系列フィードバック
ANN学習しなければならない。
　ちなみに、われわれも、いくつかのケースにつ
いて時系列フィードバックANN学習法による計
測を行ったが、その結果はすべての点で前節まで
の結果と大差はなかった。その原因は、当初設定
したARCH（2）モデルの誤差項が説明変数の水
準と比較して小さいからであると推察できる。
　われわれのANN応用研究はほぼ完全にコント
ロールした環境で行われた。しかしながら、一般
には、誤差項の大きさについて事前の情報は一切
持てないと考えるべきであろう。そうなると、ま
ず時系列フィードバックANN学習法を試みるべ
きだろう。ANNモデルの正しさを検討する作業に
おいては特にそうするべきである。
（3）結論の導出法
　与えられた実際の時系列データからネットワー
ク構造を学習し最適構造が選べたとしよう。それ
は、HW・ARCH（1）モデルあるいはHW・ARCH
（2）モデルのどちらに対応しているのであろう。
そもそもデータは何らかのモデルに対応付けられ
るのであろうか。
　2種類のデータが与えられ、それらの最適ネッ
トワーク構造に大小の差がある場合、しかも上記
2つのHW・ARCHモデルだけに対応付けなけれ
ばならないという条件の下でのみ、対応可能にな
るに過ぎない。構造の大きい方は、あえて対応付
ければHW・ARCH（2）モデルにより近い、と
言えるに過ぎないのである。
脚注
＊）本稿は辰巳憲一・祷　道守［7］の改訂版であ
　　る。本研究には（社）日本商品取引員協会か
　　ら研究助成を受けたことを記し感謝に代えた
　　い。著者連絡先：〒171－8588　東京都豊島区
　　目白1－5－1、
　　学習院大学経済学部（教授）辰巳憲一
　　DI：03－5992－4382、　Fax：03－5992－1007、
　　E－mail：Kenichi．Tatsumi＠gakushuin．ac．jp
1）ANN全般への入門については多数の啓蒙書・
　　参考書があるが、読みやすいものとして
　　Smith［4］などを参照のこと。またANN構造
　　の最適性に関する様々な考え方と実際例にっ
　　いては現時点では辰巳［6］がもっとも纏まっ
　　ており、参照のこと。ただし、辰巳［6］は格
　　付け・信用リスクに係わるクロスセクショ
　　ン・データに関するものである。
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2）ANNへの応用を念頭に置いた金利モデルの展
　　望は祷・辰巳［3】とその脚注を参照のこと。
3）クロス・バリデーション（cross　validation）
　　とは、訓練データとバリデーション・データ
　　を入れ替える、モデル検証方法である。バリ
　　デーション・データは訓練データに戻し、戻
　　す前の訓練データのなかから新たにバリデー
　　ション・データを選ぶ必要が生じる。
4）共役勾配法（conjugate　gradient　method）
　　は、事前に設定した学習係数値（learning
　　coefficient）とモーメンタム係数値
　（momentum　coefficient）に基づき、ノード間
　　係数推定値をつぎの公式で新しい係数推定値
　　に変更していきながら求める。
　係数推定値の変化＝一学習係数・（係数値の
変化が誤差の大きさに影響する程度）＋モー
メンタム係数・1期前の係数推定値の変化
　　　ノード間係数推定値は、一様乱数を初期値
　　にする。計算の各段階においては、直前の係
　数推定値を元に都度モデルのRMS誤差を計
　算する。そして、係数値の変化がRMS誤差
　の大きさに影響する程度を計算して、上記公
　式に基づいて係数推定値を変更していく。計
　算を終了するのは、収束条件を満たした時っ
　　まりRMS誤差の変化率が0．001以下になった
　時あるいは当初設定した計算回数（5800回）に
　達した時である。
　　学習係数が高い程収束は速いが、最適値へ
　　の収束は必ずしも保証されない。モーメンタ
　　ム係数は0．9がよく選ばれる（Hertz－Krogh－
　Palmer［2］）という記述もみられるが、研究
　対象によって違ってこよう。
5）これらはいずれも、われわれが使用したソフ
　　ト（SPSSニューラル・コネクション）を動
　　かす際のオプションの中から選択したもので
　　ある。バリデーション・データとしてデータ
　　の後ろ端の一塊りを選ぶシークエンシャル
　（sequential）・バリデーション以外に、一定間
　　隔数毎のデータを選ぶブロッキング
　（blocking）と無作為に選ぶランダム（random）
　　がある。また、アルゴリズムとしては共役勾
　　配法以外に、誤差をもっとも下げる方向を選
　　ぶ最急降下法（steepest　descent　method）が
　　選べる。後述のように、これら以外のオプ
　　ションもある。
6）特に記しておくべきは、収束を速める、最初
　　から局所的な極小化に陥らないようにする、
　　などの目的で、計算を学習モードの違う4段
　　階に分けて、それぞれの計算回数を設定でき
　　る機能がわれわれが使用したソフト（SPSS
　　ニューラル・コネクション）にはあることで
　　あろう。つまり、各学習段階では、前段階の
　　最小誤差のANNモデルを初期値にし、学習
　　係数やモーメンタム係数が次の表のように変
　　えられていく。なお、これらの係数値は共役
　　勾配法を実行する場合には変更できない。
段階　　　　　　　1　　2　　3
学習係数　　　　　0．9　0．7　0．5
モーメンタム係数　0．1　0．4　0．5
4
0．4
0．6
　　各段階の計算回数については、われわれは
　狙いの最小点を早い段階で目指せるよう、最
　小点に近づいてからはそれに速く近づくこと
　　に配慮して、（100、200、500、5000）と設定
　　した。合計計算回数は5800回である。
　　　上のように設定された学習係数とモーメン
　　タム係数の下で、各段階の計算回数を適切に
　設定することは極めて重要である。われわれ
　　はかなりうまく設定できたと判断している。
7）学習係数とモーメンタム係数の関係について
　更に詳しく説明しておかねばならない。上記
　　の係数値設定は、当初第一、二段階ではモー
　　メンタム係数を低く、学習係数を高くして、
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最小値を捜して八方に突き進んでいる。後ろ
の段階ではこれらの係数値の大小が逆転さ
れ、最小値が近いという情報を活用して最小
値に効率良く軟着陸する、ことを狙ってい
る。
　また、有効学習係数値（effective　learning
coef丘cient）にも注意しなければならない。も
し誤差曲線のほぼ平らな部分を最適化を目指
して移動しているとするなら（最小値に近け
ればそうなる）ば、係数値の変化が誤差に及
ぼす影響は小さく、上記共役勾配法公式の係
数推定値の変化は毎回ほぼ等しくなり、公式
は
　係数推定値の変化＝一［学習係数／（1一
モーメンタム係数）］（係数値の変化が誤差の
大きさに影響する程度）
　　ションペーパーNo．97－9、1998年2月。
［4］Smith，　M．，　Neura7　Networks　for　Sta　tistica／
　Modθling，　Thomson　Computer　Press，1996．
［5］辰巳憲一「信用リスクの推移、その評価法と
　デリバティブ・プライシング」学習院大学経
　済経営研究所ディスカッションペーパーNo．
　97－　7、1998年1月。
［6］辰巳憲一「格付け・信用リスクの多変量非線
　形モデルによる計測方法」学習院大学経済経
　営研究所ディスカッションペーパーNo．98－
　　4、1998年10月。
［7］辰巳憲一・祷道守「最適ニューラルネット
　　ワーク構造の探索方法について～商品先物価
　格等分析法の一例～」学習院大学経済経営研
　究所ディスカッションペーパーNo。98－8、
　　1999年2月。
と変形できる。ここで、［］内、つまり学習係
数／（1一モーメンタム係数）が有効学習係
数と呼ばれる。4段階の上記数値は有効学習
係数値を1に設定しているようにみえる。
　ところが、第二段階においてのみ有効学習
｛系数｛直力s’O．7／（1－O．4）＝＝　O．7／0．6＝1．1667
に設定されている。これが計測結果に大きな
影響を与えているように思われる。
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ハル・ホワイトARCH（1）データ
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表4 シュミレートしたハル・ホワイトARCH（2）データ
訓練データ?????????????????????????????????? ?? ? ?? ? ?? ? ?? ?? ???????????????????????
??????????????????
??????????
?????????
????? ???? ? ?
?????
? ?????? ?? ?? ???
?????????????????????????????????
バリデーション・データ
　　　　　　7．780819
　　　　　　7．922398
　　　　　10．10159
　　　　　　8．506415
　　　　　　6，895927
　　　　　　8．373016
　　　　　　7．885874
　　　　　　7．992165
　　　　　　7．972507
　　　　　　7，826126
　　　　　　9．643073
　　　　　　9，617218
