Abstract-This paper presents a novel Bag of Features (BoF) method for image classification. The BoF approach describes an image as a set of local descriptors using a histogram, where each bin represents the importance of a visual word. This indexing approach has been frequently used for image classification, and we have seen several implementations, but crucial representation choices -such as the weighting schemes -have not been thoroughly studied in the literature. In our work, we propose a Fuzzy model as an alternative to known weighting schemes in order to create more representative image signatures. Furthermore, we use the Fuzzy signatures to train the Gaussian Naïve Bayesian Network and classify images. Experiments with Corel-1000 dataset demonstrate that our method outperforms the known implementations.
INTRODUCTION
The expansion of means for acquisition, storage and exchange is producing growing image databases. Managing and accessing such huge collections is becoming a field of great interest for computer vision researchers. In this work, we consider the problem of recognizing the semantic category of an image. For instance, we may want to classify a given image to one of these categories: Building, Mountain, beach, etc. This recognition task requires automatically analyzing, and transforming visual contents into representative features in order to index images.
BoF model is a recent indexing method that uses local descriptors to represent interest regions and consider images as sets of elementary features [1] , [2] . The description of an image collection with this approach requires three main steps: detecting and describing interest regions, quantifying extracted local descriptors to build a visual vocabulary, and finally indexing each image by computing a signature that contains the weights of all visual words of the vocabulary. The weights are calculated according to a weighting scheme and each one represents the importance of a visual word in the image. The BoF framework was conceived analogically to the "Bag of Words" approach in text retrieval domain [3] , [4] , [5] . Consequently, computer vision researchers have been using text retrieval weighting schemes to compute the weights of visual words. Since there are fundamental differences between textual words and visual words, we aim to define a specific weighting scheme for BoF indexing using a Fuzzy model. Our method maintains simplicity and efficiency of the BoF approach, while producing a Fuzzy signature that reflects the real weights of visual words. We also propose to train the Gaussian Naive Bayesian Network using the obtained Fuzzy weights and evaluate our method for scene classification.
The paper is organized as follows: the second section describes the BoF framework, the third one reviews the known weighting schemes and presents shortcomings of such representations. Sections 4 and 5 respectively present the Fuzzy method and the classification model that we propose. Section 6 provides detailed experimental results, and section 7 concludes the paper.
II. BOF FRAMEWORK
The BoF model describes each image using a set of visual patterns called visual vocabulary. The vocabulary is obtained by clustering local features extracted from images, where each resulting cluster is a visual word. An image is finally represented by a histogram. Each bin of this histogram corresponds to a visual word, and the associated weight represents its importance in the image. Thereby, the construction of the histogram requires three steps: A) extracting visual features, B) building a visual vocabulary and C) indexing images.
A. E xtracting Local Features
A very interesting approach for extracting local features is to detect keypoints. Those are the centers of salient patches generally located around the corners and edges. In our work, we detect and describe keypoints using Scale Invariant Features Transform (SIFT) [6] because of its reasonable invariance to changes in illumination, image noise, rotation, scaling, and small changes in viewpoint [7] . In this step, SIFT keypoints are extracted, and each one is described by a vector of 128 elements summarizing a local information. The extracted features will be used to build the visual vocabulary.
B. Building the Visual Vocabulary
Building the visual vocabulary means quantifying extracted local descriptors. The vocabulary can be generated by clustering SIFT features using the standard k-means algorithm. The size of the vocabulary is the number of clusters, and the centers of clusters are the visual words. Each image in the database will be represented by visual words from this vocabulary. • Term Frequency (tf): The visual word is frequently mentioned in an image.
• Inverse Document Frequency (idf): This is a collectiondependent factor used to favour visual words found in a few images and to down-weight those that often appear in the collection.
• The normalization factor: This component is introduced to treat equally all the images, because the number of keypoints varies depending on the complexity of the image content. For image search, we have seen the use of term frequencyinverse document frequency (tfx) [1] , [8] and the count of visual words (txx) [9] . We have also seen the use of txx [10] and binary weights (bxx) [2] for image classification. Note that all of these methods perform the nearest neighbour search in the vocabulary to map each keypoint to the most similar visual word.
B. Drawbacks of Existing representations
Using term weighting schemes migrated from text retrieval domain is not the optimal alternative. In fact, the textual terms vocabulary is generated naturally by analyzing the text corpus, while the visual words vocabulary is the output of numerical vector quantization by using the clustering algorithm. Furthermore, a "Bag of Words" vector of a text document is obtained naturally by finding in the vocabulary the word stem in accordance with the language grammar and semantic. A BoF for an image is obtained in a different way by mapping keypoints to visual words. A similarity measure between numerical vectors is used and each keypoint is considered as its nearest visual word from the vocabulary. Indexing images in this way reduces the discriminative power of the signature. Two keypoints may be assigned to the same visual word even if they are not equally similar to this word. Consequently, they contribute in the same way to the construction of the image signature, and the obtained value does not reflect the real weight of the visual word. Certainly, the more the vocabulary size is increased, the more this effect is opposed. But in this case, two similar keypoints may be considered as two different visual words. In addition, the vocabulary would be noise sensitive, less generalizable, and incurs longer processing time to train the classifier. Instead of using a text retrieval weighting scheme, we propose a more realistic approach to weight visual words by using a Fuzzy assignment. where U ij is the contribution of the keypoint described by p j in the weight of the visual word v i , and m is the degree of fuzziness. Thus, a Fuzzy histogram is obtained and each bin represents the Fuzzy weight of the corresponding visual word. The main advantage of such representation is that it considers the similarity between the keypoint and each visual word from the vocabulary. To illustrate this effect, let us consider two different local descriptors p 1 and p 2 having the same closest cluster center. In this case, p 1 and p 2 contribute in the same way to the weight of their nearest visual word even if they are not equally similar to this word. By using the Fuzzy assignment, the two keypoints contribute to the weights of all the similar words, and thus the distribution is more equitable. The parameter m (1<m<) controls the degree of fuzziness in the distribution of weights. Empirically, we found that m=1.1 is the best setting.
V. CATEGORIZATION BY NAÏVE BAYES
The Naïve Bayesian Network (NBN) has been widely used for bags of words text categorization because of its simplicity, learning speed and competitiveness with the state-of-the art classifiers [4] , [5] , [13] , [12] . Consequently, it has also been used as a BoF image classifier [10] . The main idea of this model is to learn from a training set the conditional probability of each attribute given a class. The classification decision is taken by applying Bayes's rule:
where ܲሺ‫ܥ‬ ȁܺ ݊ ሻ is the probability of the category ‫ܥ‬ given ܺ (the BoF vector of an image I n ). ܲሺ‫ܥ‬ ሻ and ܲሺܺ ݊ ሻ are respectively the prior probability of the class ‫ܥ‬ , and the prior probability of obtaining the signature ܺ for an image. The probability ܲሺܺ ݊ ሻ is the same for all the classes, and therefore, it can be ignored without affecting the relative values of class probabilities. Finally, we consider the largest a posteriori score as the class prediction. This prediction is possible by making a strong independence assumption called the naïve assumption: the visual words of the vocabulary are conditionally independent given the class. The reason why NBN is able to work well with the BoF approach is that the conditional independence assumption is quite reasonable: if we know that an image belongs to a category, this is sufficient to specify what kind of visual words we will find in this image. Moreover, BoF approach uses high-dimensional attribute spaces where it is very difficult to estimate the correlation between attributes. Practically, attributes are seldom independent given the class, but it has been verified that the NBN performs well even when strong attribute dependences are present [14] . The other important aspect that motivated our classifier choice is its tolerance to learn parameters from different data types generated by different weighting schemes.
In existing works, we have seen the use of txx [10] and binary weights (bxx) [2] for image classification. To compare the weighting schemes performance, we train two instances of NBN. The first learns its parameters from data produced by applying bxx, while the second uses txx data. Further, we use the Gaussian NBN to learn from the Fuzzy weights.
A. Conditional Probabilities Estimation for Binary Weights
With bxx, the BoF vector of an image I n is ܺ =(w 1 ,..., w j ..., w k ) where w j is the weight of ‫ݔ‬ (the jth visual word in the vocabulary). The weight w j is 1 if the word is present, and 0 if not. Given the naïve assumption explained above, the conditional probabilities for these binary attributes are computed from the frequencies by counting the number of occurrences of each possible attribute value with each class. Categorization is done by applying equation (2) after decomposing ܲሺܺ ݊ ȁ‫ܥ‬ ሻ into the product of the conditional probabilities learned for each attribute value:
with ‫ݒ‬ ‫א‬ ሼͲǡ ͳሽ. Note that in order to avoid probabilities of zero, ܲሺ‫ݓ‬ ൌ ‫ܥ‪ȁ‬ݒ‬ ሻ are computed with Laplace smoothing:
B. Multinomial Naïve Bayes for txx Representation
The multinomial NBN has been widely used for text classification, where a document is represented by the set of stems occurrences [4] , [5] , [12] , [15] . With txx features, the BoF vector contains the visual words counts so that we can model the classifier parameters using the multinomial distribution. During learning step, the classifier computes the relative visual words probabilities separately for each class as follows:
where ܰ is the count of the visual word ‫ݔ‬ in all the training images belonging to class ‫ܥ‬ , and ܰ the count of all visual words in the training images belonging to ‫ܥ‬ . Laplace estimator is used as well as in Equation (4) to avoid the zero probability problem. To categorize a new image I n , the Naïve Bayes defines a multinomial distribution by using the vector of ݇ probabilities ܲ൫‫ݔ‬ ห‫ܥ‬ ൯ for the corresponding class, and by using N n , the number of visual words for that image. The classification is based on the relative frequencies ‫ݓ‬ of the visual words in I n , by multiplying the class prior ܲሺ‫ܥ‬ ሻ by ܲሺܺ ȁ‫ܥ‬ ሻ. The latter parameter is the probability of obtaining the signature ܺ for an image belonging to ‫ܥ‬ . This is calculated by using the multinomial mass function, and thus, we get the a posteriori classes score:
Note that we can delete the computationally expensive terms ܰ Ǩ and ‫ݓ‬ Ǩ without any change in the results since neither depends on class ‫ܥ‬ .
C. The Proposed Gaussian NBN
By using the Fuzzy weighting scheme, we obtain a BoF vector of real valued attributes that represent the Fuzzy weights of visual words. To model the conditional probabilities distributions, we assume that for a given class ‫ܥ‬ , the Fuzzy weight of each visual word ‫ݔ‬ is a normally distributed random variable with mean ߤ and variance ߪ ଶ .
This model is based on the assumption that for the images belonging to same class, the weights of a visual word tend to cluster around the mean value. The a posteriori score of classes is then computed using Equation (3) with:
where ‫א‬ ሾ Ǣ λሾ.
VI. EXPERIMENTS
We explored the performance of the proposed method on the NBN categorization task conducted on Corel-1000 database 1 . Corel is a collection of about 60000 images created by the professor Wang's group at Penn State University. Corel-1000 is a well known sub-collection that contains 1000 natural images divided into 10 categories with 100 images per category. We extracted SIFT keypoints from Coil-1000 database and we used the k-means clustering algorithm to cluster the extracted local features into a visual vocabulary. For our experiments, we set the size of the vocabulary to 100 visual words. Since previous works relied on binary weights (bxx) [2] and term frequency (txx) [10] for image classification, we applied these two schemes and the Fuzzy method to index the image collection in three ways. We divided the collection at random into two sets: 700 images are used for training each of the three NBN instances, and 300 images are used for testing. The table 2 shows that when the Gaussian NBN was used with the Fuzzy weighting scheme, 60% of the images were correctly classified, and this was the best rate. With the multinomial NBN, 57% of the scenes were correctly recognized, whereas the binary weights classifier had the worst percentage (37%).
Corel-1000 is a very challenging collection because of the large number of classes and the high variability of poses and background even for images belonging to the same class. Nevertheless, the conducted experiments demonstrated that when the Gaussian NBN learns from Fuzzy weights, we can handle better difficult situations such as multiple objects in the scene and variable orientation as we can see in figure 1 . This figure presents examples where scenes were well classified.
The confusion matrix of the Gaussian NBN is given in table 3 where the diagonal elements show interesting correct classification rates for most of classes. It also shows two high rates obtained for the classes Dinosaur and Flowers (respectively 92% and 94%). The lowest rates are 41% and 40%, and were obtained respectively for the categories Building and Mountain. The last two percentages could be explained by the fact that these two categories are sharing objects with other classes. For example, 17% of building scenes were confused with the category Bus because many images from the latter contain also buildings.
VII. CONCLUSION
We presented an efficient implementation of the BoF image classification approach, and we demonstrated that the classical text representation techniques are not a suitable choice for images. The proposed method relies on a Fuzzy model for visual indexing and uses the Gaussian NBN for image classification. The BoF indexing could be improved by several other ways, such as using a more effective algorithm to create the visual vocabulary. In fact, a more representative vocabulary would be generated by using a clustering algorithm that handles the large number of local descriptors and the presence of outliers. On the other hand, SIFT descriptors use only gray scale information, while the color provides valuable information in keypoints description. This proposes a further improvement by introducing the color information to describe keypoints. One other interesting direction for future work would be to divide the image signature into sub-histograms. Each sub-histogram would correspond to a part of the described image. As a result, the BoF signature is enriched by the information on the spatial relation among visual words. 
