We report an eyetracking study investigating the effects of linguistic focus on eye movements and memory during two readings of a text. Across two presentations of the text, a critical word either changed to a semantically related word or remained unchanged. Focus on the critical word was manipulated using context. Eye movements were monitored during reading, and there was a secondary task of detecting the word change. Results indicated that when a word changed, participants were more successful at detecting it when it was in focus. In the second display, there were more fixations and longer viewing times on a changed than on an unchanged word, but only when the critical word was in focus; eye movement data for changed and unchanged words did not differ when the word was not in focus. We suggest that linguistic focus leads to more detailed lexical semantic representations but not more effortful initial encoding of information. Memory & Cognition 2007, 35 (1), 73-86 P. Ward, peter@psy.gla.ac.uk
The focus of a sentence has been defined as the information that is most prominent or emphasized within it (Chomsky, 1971; Halliday, 1967) . There are a number of ways in which linguistic entities can become focused. In written language, information about focus can be conveyed through syntactic structure or context, but in spoken language, focus can also be conveyed by intonation. The term focus has been used in many different ways in the literature: In the discourse processing literature, for example, focus often refers to a salient individual in the discourse, such as the first character to be mentioned (Gernsbacher & Hargreaves, 1988) . However, in this article we use the term focus in a slightly different, semantic sense. For example, in the default interpretation of the cleft sentence below, the cleft element John is in focus:
(1) It was John who married my sister.
In terms of semantics, the sentence implies that John is being singled out as the person who married the sister, in contrast to other individuals who might have done so (Rooth, 1995) . Note that a sentence that includes a focused entity can be naturally interpreted as an answer to an implied question. In Example 1, the sentence is a natural answer to the question Who married your sister? The idea of focus supplying the answer to some implied question becomes particularly clear when we consider the use of embedded questions as a focusing device, as in Example 2:
(2) Susan asked her son which prize he had won. It was the prize for spelling.
In this case, the focusing question introduced by which prize is embedded in the first sentence, resulting in an interpretation of the second sentence in which focus falls on the phrase the prize for spelling.
There are a number of processing benefits associated with focused items. Listeners detect target phonemes more quickly when they are part of focused phrases in a phoneme monitoring task (Cutler & Fodor, 1979) . Moreover, readers are more likely to detect an anomaly when it occurs as part of the sentence focus. For example, under normal conditions, people often fail to notice the anomaly in the Moses illusion (Erickson & Mattson, 1981) : They typically do not notice that Noah rather than Moses is the one who should be named in the sentence Moses put two of each kind of animal onto the ark. However, Bredart and Modolo (1988) showed that people are much more likely to notice the anomaly when Moses is focused by means of a cleft construction, as in It was Moses who put two of each kind of animal onto the ark. Moreover, Gergely (1992) found that focusing relevant information facilitates inference, and Birch and Garnsey's (1995) experiments on focus and memory demonstrated a strong impact of linguistic focus on the memory representations for sentences, showing that target words identical to previously focused words were facilitated in a recognition task both with and without a delay. Sturt, Sanford, Stewart, and Dawydiak (2004) used a new technique to further investigate the effects of focus on memory. Their text change detection paradigm drew from the literatures on change blindness in visual scene viewing (Rensink, O'Regan, & Clark, 1997) and on the rereading of previously read text (Raney & Rayner, 1995) . In Sturt et al.'s study, participants read two successive presentations of a short text passage with an interposing blank screen, and a single word was changed between presentations. This technique is similar to that used by Raney and Rayner in their study of repetition effects across two
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readings of a text. Raney and Rayner's eye movement data revealed an overall processing facilitation on the second reading, with readers in general making fewer and shorter fixations, as well as longer saccades. Interestingly, their experimental passages contained a target word that changed to a synonym in the second presentation in some conditions, and although detection of word replacement was not tested online and a word was changed in only half of the trials, the participants reported being unaware that substitutions had been made. See Raney (2003) for an extensive overview of repetition effects in rereading.
The Sturt et al. (2004) study differed from Raney and Rayner (1995) , however, in that the participants were required to identify the word change, if any, and that eye movements were not monitored. In the experimental trials, the critical word either changed to a semantically related word between the first and second text displays (e.g., hat changed to cap) or changed to a semantically unrelated word (e.g., hat changed to dog). Furthermore, the critical word was embedded in a noun phrase (NP) that either was or was not focused, with focus manipulated via clefting (Experiment 1) or embedded questions in the context (Experiment 2). An example item from the focus condition of Experiment 2 is given below, with the critical word in bold:
(3) Everybody was wondering which man got into trouble. In fact, the man with the hat was arrested.
The nonfocus conditions were similar, except that the embedded question in the initial sentence did not result in the critical NP becoming focused (e.g., Everybody was wondering what was going on that night). Sturt et al. (2004) reported an effect of focus on change detection performance: When the critical word changed to a semantically related word, detection rates were higher for words that were in focus, but detection rates were unaffected by focus when the critical word changed to a semantically unrelated word. Sturt et al. interpreted their results in terms of the representation of a word's meaning, arguing that the level of granularity at which a word is represented could be modulated by factors such as focus (see Hobbs, 1985 , for detailed discussion of the issue of granularity). For example, a word like cap might be represented more generally as headgear, or more specifically as a flat piece of headgear with a sun shade. Sturt et al. claimed that focus increases the specificity with which a word is represented. Thus, a change from hat to cap was noticed relatively often in the focus condition, because the relevant semantic information had been represented at a finer-grained level. In contrast, when the phrase was not in focus, a less specific representation of the meaning led to a relatively lower level of change detection. However, with more distant semantic changes, in which a word changed to a word in a completely different semantic category (e.g., hat changing to dog), the change was typically detected successfully, irrespective of focus.
This phenomenon of variable specificity in the representation of word meaning is consistent with recent claims that representations are built at a level of detail that is "good enough" for the relevant task (see Ferreira, Bailey, & Ferraro, 2002; Sanford & Sturt, 2002) .
However, on the basis of the detection data reported by Sturt et al. (2004) , it is not possible to make conclusions about the underlying processes that result in the focus benefit that they observed. In fact, several hypotheses could explain the result. One possibility, suggested by Birch and Rayner (1997) , is that enhanced memory representations for focused information "may be due in part to differences in reading patterns for focused information" (Birch & Rayner, 1997, p. 653) . In their eyetracking studies, Birch and Rayner found that readers spent longer rereading focused words than nonfocused words. The researchers also found that initial (first-pass) reading times were longer for multiword phrases when those phrases were in focus. Birch and Rayner claimed that the higher number of fixations and longer processing times led to an encoding benefit for the focused information. In terms of the Sturt et al. results, if such differences in reading behavior occurred when the participants read the first text display, this could partially explain their enhanced performance in detecting changes to focused words in the second display. It is true that, on some trials, rather than fixating a focused critical word more often, readers might not have fixated it at all during the first display. (Although readers may process a word parafoveally in many trials, in other trials they may not process the word at all when it is not fixated.) But if readers did make more fixations on focused phrases in the first display, at least some component of the focus benefit on subsequent change detection could be explained in strictly oculomotor terms.
However, the claim that readers fixate longer on focused words is not universally supported by the evidence. In fact, Morris and Folk (1998) found that total fixation times were actually shorter for focused than for nonfocused words, and they claimed instead that focused information was easier to integrate into the discourse representation than nonfocused information. Enhanced integration of focused information might lead to more detailed memory representations, which also could explain the performance benefit for focused items in Sturt et al.'s (2004) change detection task.
In summary, although there has been evidence that focus enhances both memory representations (Birch & Garnsey, 1995) and the level of detail with which word meanings are represented (Sturt et al., 2004) , it is currently unclear how these benefits relate to online reading behavior. In the present study, we used Sturt et al.'s text change detection task, but we also recorded eye movements during reading. The offline accuracy results for the change detection task would allow an opportunity to replicate the effect of focus reported by Sturt et al., and the eye movement record should allow inferences to be drawn about the processing effects of focus. Analysis of reading behavior in the first display would indicate the extent to which any focus benefits were due to differences in the number and duration of fixations in the encoding phase. Analysis of such behavior in the second display would indicate how and when any effects of focus manifested themselves in processing. Specifically, if focus leads to more detailed representations of lexical semantic information, we would expect a greater slowdown on a changed word when that word was in focus than when it was not.
In addition to these benefits, the eye movement data allowed us the possibility of finding implicit effects of stimulus changes in the eye movement record. The literature on change detection in visual cognition has shown evidence for increased fixation times on changed elements, even in trials in which participants failed to detect the change (see, e.g., Hollingworth & Henderson, 2003) . In other words, the cognitive system sometimes registers the fact that a change occurs without this information reaching the level of conscious awareness. The present experiment provided the opportunity to examine whether such behavior by the cognitive system generalizes to linguistic stimuli.
METHOD Participants
Thirty-two participants were recruited from the University of Glasgow student community. All participants were native English speakers, had not been diagnosed with dyslexia, and had either normal vision or corrected-to-normal vision using soft contact lenses. All participants were naive to the design and goals of the study.
Materials and Design
In the experimental design, we manipulated two factors: whether or not the critical word changed (change vs. no change) and whether or not the critical word was in focus (focus vs. nonfocus). We created 24 experimental items like those in Example 4 below, in two focus conditions (see the Appendix; the notation Word 1 Word 2 indicates that, in the change conditions, Word 1 changes to Word 2 between the two displays; in the no-change conditions, Word 2 was used as the critical word in both displays).
(4) A. Focus I couldn't decide which seat to take at the theatre. I hoped the seat by the exit door would give me a good view. It turned out to be a wonderful evening's entertainment. B. Nonfocus I couldn't decide whether I liked the new theatre layout. I hoped the seat by the exit door would give me a good view. It turned out to be a wonderful evening's entertainment.
In the focus conditions (4A), the critical word was focused by manipulating the structure of the opening sentence to include context focus, or an embedded question. In the nonfocus conditions (4B), the opening sentence did not include a structure that placed focus on the critical word. In the focus conditions, the opening sentence always contained an embedded which question followed by an NP (e.g., which seat . . .). In the second sentence, the head noun was repeated and followed by a modifier (e.g., the seat by the door). The critical word always occurred within the modifier, as in Sturt et al. (2004) . We did not use the head noun of the critical NP (e.g., seat) as the critical word because this word would be repeated from the first sentence in the focus conditions but not in the nonfocus conditions. Thus, it was thought that using another noun within the modifier (e.g., door) would allow us to examine effects of focus without the possibility of any processing benefits due to repetition between the first and second sentences.
Note also that the critical word above, door, provides important semantic information because it serves to single out one particular seat from a hypothetical set of alternatives (i.e., the seat by the door is contrasted with seats in other locations). It is in this sense that we refer to the conditions containing embedded questions as the focus conditions.
In the nonfocus conditions, the which NP construction in the opening sentence was replaced with a different wh question that did not focus on the critical word (e.g., I couldn't decide whether I liked the new theatre layout).
In the change conditions, the critical word changed to a semantically similar word between the first and second presentations of the text. Note that the levels of the change variable differ from those in Sturt et al.'s (2004) study, in which all experimental conditions included a change to a word that was either close or distant semantically. Our inclusion of baseline no-change conditions allowed us to examine what effect, if any, a changed word had on the eye movement record, over and above the expected effects for repeated words. Although all items were designed to include a close semantic change in the change conditions, some of the word changes could be regarded as involving synonyms (e.g., rucksack/backpack), and others were semantically close substitutions (e.g., kitten/puppy). According to the WordNet lexical database (developed at the Cognitive Science Laboratory at Princeton University), four of our items involved synonyms, and these are marked with an asterisk in the Appendix. 1 Across conditions, the critical word was always identical in the second display-only the critical word in the first display differed between change conditions. We did this to ensure that reading times on the critical region in the second display were always measured for the same word, thus avoiding any confounds due to lexical differences. Note that in the first display, change is a dummy factor, and we are interested only in the effects of focus in this display.
Words and their changed variants were matched as closely as possible on length and frequency in order to rule out any effects caused by differences in the length or frequency of the critical word across displays. Mean critical word length was 6.67 characters in the first display and 6.75 characters in the second display. Word length ranged from 4-9 characters in the first display and from 4-10 characters in the second display. Frequency information was extracted from the 90-million-word written section of the British National Corpus (1995), and raw frequencies underwent log transformation to enable the use of a parametric means comparison. The mean (log 10 ) frequency for the critical word was 3.04 in the first display and 3.16 in the second display. Log frequencies per 90 million words ranged from 2.29 to 4.26 in the first display and from 1.32 to 4.38 in the second display. A paired-samples t test indicated that neither mean word length nor mean log frequency differed significantly across displays (all ts 1.01, ps .1).
As well as balancing length and frequency, we ensured that the two relevant critical words in the change conditions were chosen to be equally plausible within the given context. A separate norming study (N 20) was carried out to ensure an equally plausible fit with context. In this study, the participants read passages from Display 1 and Display 2 in the focus/change condition. The items were divided into two lists, so that each participant saw each item in only one of its two display conditions. Participants rated each passage for plausibility on a scale from 1 to 7 points, yielding mean plausibility ratings of 5.61 for Display 1 and 5.69 for Display 2. Withinparticipants and within-items ANOVAs indicated that the difference between means was not significant (both ts 1).
Each experimental item consisted of three sentences, and the critical region was always in the second sentence. Each sentence was presented on a separate line, with no line exceeding 75 characters (including spaces) in length. The 24 experimental items were embedded among 32 filler items to prevent participants from identifying the experimental items and employing nonnatural reading strategies. Half of the filler items included changes. Thus, each participant read a total of 56 passages, displayed twice, exactly half of which included changes.
All manipulations were made within participants using a Latin square design. In this design, each participant saw each item in only one of its four focus/change conditions, but each item was seen in all four conditions across the four participant groups.
Apparatus
Eye movements were monitored using a Generation 5.5 Fourward Technologies Dual-Purkinje-Image Eyetracker. The tracker monitored a participant's gaze location every millisecond, and the software sampled the tracker's output to establish the position of eye fixations and their start and finish times. The tracker only monitored movements of the right eye, though viewing was binocular. The text passages were displayed on a PC VDU screen positioned approximately 80 cm from the participants' eyes. The screen displayed approximately four characters per degree of visual angle. Participants' head movements were minimized using a bitebar (prepared individually for each participant), forehead rests, and a head strap.
Procedure
The participants were instructed that they would be reading short passages that would be presented twice, and that their task was to indicate whether a word change had occurred between the first and second presentations. They were instructed to read at their normal pace and to read through each of the two displays of any given passage only once. It was hoped that this would encourage readers to read each display in the most natural way, without continually rereading a passage from the beginning, either to memorize the first display of the text or to locate any change in the second display (Raney & Rayner, 1995 , gave their subjects similar instructions). Nevertheless, we did expect to see regressions in the eye movement data, simply because they are a normal and automatic part of the reading process. Two of our reading time measures, total reading time and number of fixations, take such rereading into account and will be included in our analysis.
Participants were not advised how often a word change was likely to occur or where in the passage a change might occur. Prior to the experiment proper, each participant completed three practice trials and a brief calibration procedure was carried out.
The experiment began with a participant fixating a small, boxshaped character in the top left section of the monitor that signaled the position of the first character of the upcoming text. The first display of the text was then presented, and the participant read through it. The participant then fixated another box-shaped character below and to the right of the last character of text and pressed either of two handheld buttons. The screen went blank, except for a capital X character that appeared in the position of the first character of the text; this screen was presented for 500 msec before being replaced by the second text display. Participants read through the second display of the passage, fixated on the passage-end box, and pressed either of the two buttons. The question screen was then displayed:
No change Change
Participants responded by pressing the right button if they thought there had been a change or the left button if they thought there had not been a change. This sequence of screens constituted 1 trial, and the pattern was repeated throughout all 56 trials. Calibration was checked between trials, and the eyetracker was recalibrated if necessary.
Data Analysis
An automatic procedure pooled short contiguous fixations. This procedure merged fixations of less than 80 msec into any neighboring fixations within a distance of one character and then deleted any remaining fixations of less than 80 msec.
In order to calculate eye movement measures, the experimental materials were split into regions. The regions for the item in Example 4B are given below. For each item, the first region comprised all words up to, but not including, the head noun (e.g., seat) of the focused phrase. This region contained the embedded question in the focus conditions. The second region consisted of the head noun. The third region (e.g., by the) consisted of the words between, but not including, the head noun and the critical noun. The fourth region consisted of the critical noun (e.g., door), and the fifth region consisted of the remainder of the critical sentence. We will report results for Regions 2-5, focusing mainly on the critical word (Region 4). We calculated standard eye movement measures associated with both early and later processing of the critical region:
The duration of the first fixation in a region is a measure of the very earliest processing in that region and is calculated by taking the duration of the fixation following the first saccade into the region from the left, before any material to the right of the region has been fixated. We also report gaze duration. This measure involves summing the duration of all fixations made within a region from the time it is first entered from the left to when it is first exited, either to the left or the right. Thus, gaze durations tend to be longer than firstfixation times, since they allow for multiple initial fixations within a region. Gaze duration is also informative about early processing, but when applied to a postcritical region, it can also be informative about later, integrative processing. The term gaze duration is generally preferred when the region of interest consists of a single word; however, this measure is generally known as the first-pass reading time when the region consists of two or more words. Since we will be reporting data for both single-word and larger regions, we will use both terms to refer to this measure.
Total time is the sum of the durations of all fixations made within a region, so it includes gaze duration/first-pass times as well as the sum of any fixations made within the region after the reader has already exited it. Like total time, the total number of fixations in a region is a more global measure of processing difficulty and is indicative of the integration of a word with its preceding context or the rereading of a word as a result of later processing disruption.
The calculation of reading time measures involved the exclusion of zero reading times from the means (i.e., trials in which a region was not fixated by the reader do not contribute to the relevant mean). In the present experiment, excluding these trials resulted in losses of 11.6% of the first-display data and 16.1% of the second-display data, averaged across regions. This did not result in any missing design cells in our critical regions, and the results for Display 1 (corresponding to a per-region average probability of .88 for first-pass fixation) are typical for reading studies in our laboratory.
RESULTS AND DISCUSSION
The eye movement measures were computed on the data for both the first and the second displays. To summarize the results, focus had no effect on reading behavior on the critical word in the first display, but reading behavior on the critical word in the second display was affected by both the focus and change manipulations. There was also some evidence that in the first display, reading proceeded more quickly in the two regions preceding the critical word in the focus conditions.
First-Display Data: Did Focus Affect Initial Fixation Behavior?
We will look first at the reading time data from the first display of the experimental passages, comparing fixation data between the focus and nonfocus conditions. As discussed in the introduction, if focus effects on the critical word in the second display are to be explained in terms of reading behavior on the first display, we would expect to find differences in reading behavior on the critical word in this display.
For each reading time measure, two ANOVAs were computed, one by participants (F 1 ) and one by materials (or items; F 2 ). The analyses for the first display were collapsed over the change variable.
The means for Regions 2-5 are presented in Table 1 , where reading times are given in milliseconds.
In Region 2, there were no significant effects with firstfixation time (both Fs 1.5, both ps .2). For gaze duration, there was a main effect of focus, significant in the participants analysis, such that fixation durations were longer for the nonfocused items in comparison with the focused items [F 1 (1,32) In Region 4, the critical region, the effect of focus did not reach significance in any measure (all Fs 1).
In Region 5, the only analysis in which the focus effect approached significance was for the number of fixations, in which there was marginal effect in the analysis by items only [F 1 (1,31) 2.27, p .14; F 2 (1,23) 3.51, MS e 0.030, p .074]. The tendency was as before, with a trend toward fewer fixations in the focus condition. The focus effect did not approach significance in any other measure (all Fs 1).
To summarize the results for the first display, all significant effects of focus involved regions preceding the critical word. The general finding was that reading proceeded more quickly for the focus conditions than for their nonfocus counterparts in the regions before the critical word. This effect could be related to the fact that the head noun (e.g., the seat near the door) was repeated from the first sentence in the focus conditions, or it could indicate that the focus condition led to more successful integration of the content of the second sentence. Of course, these ideas are not necessarily independent of each other, since repetition itself could lead to easier integration.
The important finding, however, is that there were no detectable differences on the critical word itself. This means that any effects of focus on the critical word in the second display data cannot be explained in terms of fixation behavior in the first display.
Second-Display Data
We look next at the results from the second display of the passage, the display in which the word change occurred in the change conditions. Analysis of this display allows us to examine whether a changed critical word affects fixation behavior on that word and whether focus modulates this effect. The second display was analyzed as a function of both change and focus. When the two factors interacted significantly, we ran planned comparisons in order to compare the change and no-change conditions at each level of the focus manipulation. All means for Regions 2-5 in Display 2 (as well as for an extended critical region; see below) are presented in Table 2 .
Statistical analysis revealed no significant effects in the second display before the critical word. Below, we give the analysis results for the critical word itself.
Fixations on the critical word. Analysis of firstfixation times and gaze durations revealed a main effect of change, such that initial fixations were longer when the word changed than when it did not [for first fixation, F 1 (1,31) As with total times, the pattern was for the two focus conditions to differ, with more fixations in the focus/change than in the focus/no-change condition [t 1 (31) 3.371, p .01; t 2 (23) 2.97, p .01], but the two nonfocus conditions did not differ (both ts 1). There was no main effect of focus in the number of fixations (both Fs 1.83, both ps .18).
We see then that the occurrence of a word change across the two presentations reliably affected reading times in measures of both early and later processing. The modulating effect of our focus manipulation was less robust, however, appearing only in the total number of fixations on a changed word and, marginally, in the total time measure. However, we believe that reading of the second display involved more parafoveal processing, because of both the highly predictable nature of previously read text and the longer saccade length involved in rereading (Raney & Rayner, 1995) . Thus, the critical word may have been processed parafoveally in a large number of trials in the second display. To examine this possibility, we ran an analysis of the probability of an initial fixation on the critical word.
The probability of initial fixation was calculated as the proportion of trials in which the critical word was fixated before being passed over for the first time. We computed this probability as being conditional on having made a prior fixation within 10 characters to the left of the critical word. This is because trials in which the previous fixation was far from the critical word are unlikely to reflect cases in which the word was processed parafoveally. Any effects of our manipulations on this measure would indicate that the critical word was processed prior to fixation. Table 3 shows the mean probability of fixation for the four conditions with the critical word.
There were no significant main effects of change or focus (all Fs 3.03, all ps .09). However, an interaction was observed that was significant by participants and marginal by items [F 1 (1,31) 4.69, MS e 1,938, p .05; F 2 (1,23) 3.46, MS e 1,226, p .08]. This interaction indicated that readers were more likely to make an initial fixation on the critical word when it both had changed and was in focus. There was a significant dif- Fixations on an extended critical region. The results for the probability of initial fixation show that the focus and change manipulations affected whether participants initially fixated the critical word or skipped over it. This shows that the critical word was being processed parafoveally, at least on some trials (Blanchard, Pollatsek, & Rayner, 1989; Rayner, Well, Pollatsek, & Bertera, 1982) . Given that the critical word affected reading behavior prior to fixation, we decided to run the eye movement measures on an extended region consisting of the critical word plus the preceding region (Region 3). The new critical region would therefore be, for example, (6) . . . the seat [by the door] would give me a good view.
On the basis of this new region, we calculated first-pass times, total reading times, and number of fixations to provide measures of both initial and later processing that would take into account any information processed parafoveally. The means for the extended region are reported in Table 2 . First-pass analysis of the extended region yielded a main effect of change that was significant by participants only [F 1 (1,31) As in the data for the critical word alone, the pattern was for the region to receive more fixations in the change condition when it was in focus, but for the nonfocus conditions not to differ.
To summarize the fixation data for the first and second displays, we can say that the effect of focus in the first display was limited to regions of the sentence that preceded the critical word. However, in the second display, focus interacted with the effect of word change, with readers making both more fixations and fixations of a longer duration on the critical word, as well as on the extended critical region, when the critical word changed across displays and was in focus. This general finding is illustrated in Figure 2 , which gives the data for total number of fixations on the critical word in both displays.
One interesting aspect of the results is that the nochange conditions did not differ as a function of focus in any of the analyses of the second display. One plausible hypothesis would be that focused items were more highly activated in memory than nonfocused items, lead- ing to a greater repetition advantage for the focused items across the two displays. This hypothesis predicts that focused items should be read more quickly than nonfocused items in the no-change conditions in the second display. However, this was not the case. In fact, our claim is that focus leads to an increased specificity of lexical meaning representation, and this does not necessarily imply increased activation in memory. Thus, our account does not predict an interaction between focus and repetition benefits. Note also that the lack of difference between the focus/no-change and nonfocus/no-change conditions in the second display implies the lack of a repetition effect between the first and second sentences in the second display, in contrast to our findings for the first display (recall that the head noun was repeated between the first and the second sentence in the focus condition, but not in the nonfocus condition, and that this led to a focus advantage in Region 2 in the first display). We do not have a straightforward explanation of this result. However, it is possible that such a repetition advantage may have reached ceiling level during the reading of the second display, since virtually every word was repeated from the first display, and this might have masked any local repetition advantage between the first and second sentences.
Was Explicit Change Detection Affected by the Focus Manipulation?
We wanted to know whether participants' explicit change detection performance was affected by focus. Recall that after reading both presentations of the text, the participants indicated their responses by pressing buttons corresponding to "change" and "no change." The granularity hypothesis discussed above predicts that change detection performance for the change conditions should be enhanced in the focus condition relative to the nonfocus condition, and this result would replicate Sturt et al.'s (2004) findings. However, no such focus effect is expected in the no-change conditions, because there is, by definition, no change in the semantics of the critical word, so representation at a greater or lesser degree of specificity should not be relevant. We calculated the percentage of correct answers for each condition (i.e., correct detections of actual changes and correct identifications of lack of a change). Mean accuracy rates for the four conditions are presented in Table 4 .
ANOVAs indicated a main effect of focus, such that detection performance was better in the focus conditions [F 1 (1,31) 7.702, p .05; F 2 (1,23) 5.228, p .05], and a main effect of change, such that performance was better for the no-change conditions [F 1 (1,31) 5.768, p .05; F 2 (1,23) 8.395, p .01]. Despite the lack of a reliable interaction (both ps .25), the effect of focus appeared to have been driven entirely by the change conditions, with planned comparisons indicating higher detection rates for the focus/change than for the nonfocus/ change condition [t 1 (31) 2.777, p .05; t 2 (23) 2.064, p .05]. This difference replicates the effect of focus found by Sturt et al. (2004) for detection of close semantic changes. Accuracy for the two no-change conditions did not differ (both ts 1.24, both ps .2). One remaining question is why overall accuracy was better for the no-change conditions. Given the task, possibly it was easier to detect the lack of a change than to detect an actual change. However, it should also be observed that the performance benefit for the no-change trials over the change trials was only substantial in the nonfocus condition (79.2% vs. 65.6% for no-change vs. change trials), and this benefit was much reduced in the focus condition (84.4% vs. 77.6% for no-change vs. change). In fact, this conclusion is supported by t tests: Accuracy was reliably greater for the no-change than for the change trials when the critical phrase was not in focus [t 1 (31) 2.57, p .05; t 2 (23) 2.78, p .05]. However, this difference was not reliable when the critical phrase was in focus (both ps .18). Thus, despite the lack of a reliable interaction, it may be that the apparent performance advantage for the no-change trials was driven entirely by the low performance in the nonfocus/change condition. Raney and Rayner (1995) found that readers made fewer and shorter fixations when reading a text for the second time. For the sake of completeness, we compared total reading times, total number of fixations, average fixation duration, and average forward saccade length across the whole passage for Displays 1 and 2, to see whether these repetition effects would be replicated in our study. An analysis of the total reading times indicated that readers took reliably less time overall to read the second display of the passage [6,467 vs. 4,932 
Rereading/Repetition Effects

Implicit Effects of Change
In the literature on change detection in natural scenes, there is some evidence for the implicit detection of changes. For example, Hollingworth and Henderson (2003) showed evidence for increased fixation times on changed objects even in trials in which the participant had failed to detect the change explicitly.
To test for any implicit effects of change in our linguistic stimuli, we analyzed trials in which participants failed to detect an actual change, and we compared these trials with those in which participants correctly identified that a change had not occurred. In other words, we concentrated the analysis on trials in which a participant made a "no change" response, and among these trials, we compared reading behavior between the trials in which a change did occur and those in which one did not. If Hollingworth and Henderson's (2003) findings generalize to linguistic stimuli, we should find longer fixation times for trials in which a change occurred than for those in which no change occurred.
Because change detection performance was high overall, the exclusion of correctly identified change trials led to the problem of sparse data. To solve this problem, we analyzed data only for the 19 participants from whom we had obtained eye movement data for a full set of four conditions in the extended region (i.e., Regions 3 and 4) after correctly identified change trials had been removed. Also because of the sparse-data problems, we will report F 1 analyses only (removal of a high proportion of experimental trials resulted in an unacceptable number of missing design cells in the items data; it was therefore not viable to compute an items [F 2 ] analysis under these conditions). Table 5 gives the means for those participants once the relevant data were removed.
ANOVAs revealed that the combined region was fixated more often and for longer when a change was present than during trials in which no change was made [first pass, F 1 (1,18) 3.48, p .08; total time, F 1 (1,18) 13.01, p .01; number of fixations, F 1 (1,18) 9.57, p .01]. However, neither the main effect of focus nor the focus change interaction was significant (all ps .1), indicating that detection of the changes at the implicit level was not significantly modulated by the focus manipulation. The failure to replicate the interaction could have resulted from the lower power associated with the reduced number of participants. Another possible explanation, however, relates to the link between focus and awareness: Perhaps focus affects only those words that comprehenders become aware of, and effects of purely automatic processing, such as implicit change detection, are dissociated from the typical benefits conferred by focus. At this point, the second idea can only be a conjecture, since the lower power of this analysis prevents us from making any strong conclusions.
The results for the missed-change trials therefore suggest that, as in visual processing, the language system can indeed register changes that do not reach conscious awareness, although the role of focus in such implicit detection of change remains unclear.
GENERAL DISCUSSION
Linguistic focus clearly had an influence both on reading behavior and change detection performance in our experiment. When a word change had occurred, participants were more accurate in reporting it when the changed word was in focus. In the second display of the text, readers' total number of fixations on the critical word was greatest when the word had changed and was in focus, relative to the other three conditions. This interaction was repeated for other measures, such as first-pass reading times, when the analysis region was extended to include fixations in which the critical word was processed parafoveally. We also observed an implicit effect of change in the eye movement record, indicating that participants could register word changes in the absence of conscious awareness. This effect is analogous to recent findings in visual cognition (see, e.g., Hollingworth & Henderson, 2003) . The differences in processing difficulty that we observed across conditions in the second display (a slowdown when a focused word change occurred in the extended region, as well as a greater number of fixations on a focused word change) amount to a modulation of the repetition advantage observed by Raney and Rayner (1995; see above) for a second reading of text (see also Raney, Therriault, & Minkoff, 2000) . Although it is not currently known how differences in task (change detection vs. reading for comprehension) affect eye movement behavior, the effects of focus in our study point to differences in the semantic representations that readers built for focused and nonfocused target words. These differences can be interpreted as the result of focused target words having a finer-grained representation within the discourse representation, resulting in focused word changes being more easily detected and leading to longer and more numerous fixations. These findings are consistent with the literature on memory for focused items, and with Sturt et al.'s change detection study (2004; see above), in which the semantic distance of word changes was manipulated.
In terms of processing theories of focus, an interesting finding comes from the analysis of the first display of the text. Recall that the eye movement literature is at odds with itself over the question of how focus affects eye movements, with both Birch and Rayner (1997) and Morris and Folk (1998) reporting contradictory findings in measures of later processing, and Birch and Rayner reporting initial processing effects only when an entire phrase was in focus. We hoped that the analysis of eye fixations in first displays might bring some clarity on this issue. In fact, although we observed some faster reading of the regions preceding the critical word, which may have been partly due to repetition, no effects of focus on the critical word were found in the first display. Since effects of focus on the critical word were found in the second display, we can rule out an account in which the focus advantage is a direct result of longer or more numerous fixations in the first display, as has been suggested on the basis of Birch and Rayner's finding that participants spent a longer time processing focused information (see also Conrad & Rips, 1986; Zimmer & Engelkamp, 1981) .
The data from our first display do not support the idea that focus leads to more effortful encoding in terms of longer or more numerous fixations. If anything, the results show that focus speeded up, rather than slowed down, processing in the first display, a result that is consistent with that of Morris and Folk (1998) , although we observed this speedup only in the regions before our critical word, which could be explained in terms of repetition. The effect of focus on reading in the second display is consistent with the claim that focus leads to a more detailed semantic representation, since the processing system clearly reacts to the word change more strongly in focus than in nonfocus conditions. Taken together, these results for the first and second displays are consistent with a model in which focus leads to more specific encoding of meaning, yet this more specific encoding does not require greater effort.
One alternative to this possibility is that focus may indeed lead to more effortful encoding, but that the extra processing effort was masked in our experiment by a speedup associated with the repetition advantage in the focus conditions. Note, however, that we observed a speedup on the two regions preceding the critical word, but not on the critical word itself. Such a "masking" effect would thus have to have been localized on the critical word in order to explain our results. Furthermore, the idea that focus leads to more effortful encoding is not consistent with the results of Morris and Folk (1998) , who found a speedup for focused phrases despite a lack of lexical repetition.
One question that remains is why the results of our study are different from those of Birch and Rayner (1997) , who observed a slowdown in the reading of focused phrases. One possibility is that Birch and Rayner's effects could have been due to the different sentence frames in which the critical word appeared between the focus and nonfocus conditions.
For example, in Birch and Rayner's (1997) Experiment 1, the critical word suburb appeared in the following sentence frames.
(7) A. Focus It was the suburb that received the most damage from the ice storm.
B. Nonfocus
Workers in the suburb hurried to restore power after the ice storm.
Birch and Rayner reported longer second-pass reading times for the focus condition, which could potentially have been related to different probabilities of regression from the later part of the sentence between the two conditions. The present study used context focus, which held constant the sentence frame in which the target word appeared. This eliminated any potential confound between focus and the characteristics of the sentence frame.
Two other aspects of our study are worthy of note. First, we demonstrated that the focus manipulation had an effect on parafoveal processing behavior during the second reading of the text. Thus, focus can be added to the list of phenomena that affect processing when the relevant word is not directly fixated, although it remains to be seen whether focus could have a similar effect in the first reading of a text. A second interesting aspect of our study is the finding that word changes can affect processing behavior even in the absence of awareness, since total fixation times were longer for undetected changed words than for correctly detected unchanged words. This finding ties in with recent work on the implicit detection of change in the visual cognition literature (see Thornton & Fernandez-Duque, 2002 , for a review; see also Hollingworth & Henderson, 2002 , 2003 Hollingworth, Williams, & Henderson, 2001 ).
We believe that we have demonstrated the effectiveness of a combination of the change detection task with eye movement recording for the investigation of processes relating to focus. Future work could exploit this technique to look more deeply into these issues by directly comparing different types of focusing devices.
We believe that the present study has marked several advances in our understanding of focus and eye movements in reading. Previous work cited above (Birch & Rayner, 1997; Morris & Folk, 1998) yielded conflicting results on the question of whether focus speeds up or slows down reading. In this article, we have concentrated on the question of how focus affects the specificity of representation, rather than on how focus affects reading speed per se. The results support the previous findings of Sturt et al. (2004) , but that study did not involve eye movement recording, and so did not allow for inferences about the processing underlying change detection performance. The present study has contributed to answering this question, at least in relation to the manipulation of focus through context. The results show clearly that although focus does lead to more specific representations, this does not come about as the result of greater initial processing effort during the encoding stage. Also, our results show that the effect of focus on specificity is an online phenomenon, manifesting itself even in the parafoveal processing of focused elements, during the second reading of the display.
