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Abstract. A user friendly approach to modeling the risk process is pre 
sented. It utilizes the insurance library of the XploRe computing envi 
ronment which is accompanied by on line, hyperlinked and freely down 
loadable from the web manuals and e books. The empirical analysis for
Danish ﬁre losses for the years 1980 90 is conducted and the best ﬁtting
of the risk process to the data is illustrated.
1 Introduction
The simulation of risk processes is vital for insurance companies. It boils down
to generating aggregated claims for the calculation of losses that may occur.
Since claims arrive at random times, the number of claims up to a given time
is typically assumed to be driven by a stochastic process. In its simplest form
the risk process utilizes the homogeneous Poisson process as the claim arrival
process, however, more general processes like the non homogeneous Poisson, the
mixed Poisson, the Cox (or doubly stochastic Poisson) and the renewal process
are also considered.
The risk process {Rt} of an insurance company can be approximated by the
sum of the initial capital of the company and the so called premium function
(representing income from sold insurance policies) minus the aggregated claim
process (expressing liabilities resulting from claims covered by the previously
sold insurance policies) [3,8,9,14]. The latter is typically modeled by a sum of
random length, governed by the claim arrival point process, where the summands
– representing the claim severities – form an independent sequence of positive
i.i.d. random variables.
Since parameter estimation and simulation schemes can be tedious a number
of computer packages have been written to automate the process. In this paper
we want to present a novel solution which takes the form of a library of pro 
cedures of the XploRe system combined with on line, hyperlinked manuals and
e books.
XploRe is a computing environment which oﬀers a combination of classical
and modern statistical procedures, in conjunction with sophisticated, interac 
tive graphics. XploRe is also a high level object oriented programming language.
With all the standard features like recursion, local variables, dynamic data struc 
tures, loops, and conditional execution it provides a platform for advanced sta 
tistical and econometric analysis, research, as well as teaching [10,11].The statistical methods of XploRe are provided by various procedures and
scripts called quantlets. Quantlets are combined into libraries called quantlibs.
Among other these include: ﬁnance, econometrics, wavelets, generalized (partial)
linear models, time series analysis and ﬁltering, neural networks, non  and semi 
parametric methods, and teachware. Recent additions to this family comprise
the stable distributions and insurance libraries [6]. Proprietary methods can be
incorporated into XploRe, enabling the user to easily extend the environment.
One of the most outstanding features of the XploRe environment is the
unique combination of computing capabilities and on line, hyperlinked manu 
als and books. A variety of electronic statistical and econometric volumes are
available from the XploRe web page (www.xplore stat.de) in the html and pdf
ﬁle formats. All books contain a large number of quantlets which illustrate the
theoretical content. One of the newest additions is the ”Statistical Tools for Fi 
nance and Insurance” e book [6], which oﬀers the reader over a hundred methods
and procedures related to insurance. Some of these quantlets will be utilized in
this paper.
The paper is organized as follows. In section 2 we brieﬂy recall the meth 
ods of simulating two possible choices for the claim arrival process, namely the
homogeneous Poisson process (HPP) and the non homogeneous Poisson pro 
cess (NHPP). In section 3 we discuss a number of claim severities distributions
and present the methods for judging the goodness of ﬁt. Finally, in section 4
we conduct the empirical analysis for Danish ﬁre losses for the years 1980 90
and illustrate the best ﬁtting risk process for two choices of the claim severities
distribution.
2 Claim arrival process
In this section we focus on the eﬃcient simulation of the claim arrival point
process. Typically this process is simulated via the arrival times {Ti}, i.e. mo 
ments when the ith claim occurs, or the inter arrival times (or waiting times)
Wi = Ti − Ti−1, i.e. the time periods between successive claims.
2.1 Homogeneous Poisson process
A continuous time stochastic process {Nt : t ≥ 0} is a (homogeneous) Poisson
process with intensity (or rate) λ > 0 if (i) {Nt} is a point process, and (ii)
the times between events are i.i.d. exponential random variables with intensity
λ, i.e. with mean 1/λ. Therefore, successive arrival times T1,T2,...,Tn of the
Poisson process can be generated by a simple algorithm consisting of generating
independent exponential random variables with intensity λ and taking a cumu 
lative sum of them [3,15]. In the insurance library of XploRe this procedure is
implemented in the simHPP.xpl quantlet.
Since the expected value of the homogeneous Poisson process ENt = λt,
it is natural to deﬁne the premium function as a linear function of the form
c(t) = (1 + θ)µλt. Here µ = EXk is the expected value of the claim size andθ > 0 is the relative safety loading which ”guarantees” survival of the insurance
company. With such a choice of the risk function we obtain the classical form of
the risk process [3,8,9]:




The nonnegative constant u represents the initial capital of the company and
{Xi} is the i.i.d. claim severities sequence.
2.2 Non-homogeneous Poisson process
In real life situations the homogeneous Poisson process may be too simplistic. In
order to obtain a more reasonable description of reality we might want to include
the possibility of a variable (eg. increasing) size of the portfolio of insurance
contracts or seasonality in the number of claims. For modeling such phenomena
the non homogeneous Poisson process (NHPP) is much better. To distinguish it
from the HPP we denote it by Mt. The NHPP can be thought of as a Poisson
process with a variable intensity deﬁned by the deterministic intensity (rate)
function λ(t). Note that the increments of a NHPP do not have to be stationary.
In the special case when λ(t) takes the constant value λ, the NHPP reduces to
the homogeneous Poisson process with intensity λ.
The simulation of a NHPP is slightly more complicated than in the homoge 
neous case. The ﬁrst approach, the so called ”integration method”, is based
on the observation that for a NHPP with rate function λ(t) the increment
Mt − Ms, 0 < s < t, is distributed as a Poisson random variable with inten 
sity e λ =
R t
s λ(u)du [9]. Hence, the distribution function Fs of the waiting time
Ws is given by:
Fs(t) = P(Ws ≤ t) = 1 − P(Ws > t) = 1 − P(Ms+t − Ms = 0) =















If the function λ(t) is such that we can ﬁnd an explicit formula for the inverse
F−1
s then for each s we can generate a random quantity X with the distribution
Fs by using the inverse transform method. Otherwise, we have to apply numerical
schemes and the algorithm becomes relatively slow.
The second approach, known as the ”thinning” or ”rejection method”, is
based on the following observation [2,15]. Suppose that there exists a constant
λ such that λ(t) ≤ λ for all t. Let T ∗
1,T ∗
2,T ∗
3,... be the successive arrival times
of a HPP with intensity λ. If we accept the ith arrival time with probability
λ(T ∗
i )/λ, independently of all other arrivals, then the sequence T1,T2,... of the
accepted arrival times (in ascending order) forms a sequence of the arrival times
of a NHPP with rate function λ(t). The resulting algorithm [3] is implemented






in the non homogeneous case the premium function is typically deﬁned as
c(t) = (1 + θ)µ
R t
0 λ(s)ds and the risk process takes the form:







3 Claim severities distribution
The derivation of claim size distributions from the loss data could be considered
to be a separate discipline in its own [7]. The objective is to ﬁnd a distribution
function F which ﬁts the observed data in a satisfactory manner. The approach
most frequently adopted in insurance is to ﬁnd a suitable analytic expression
which ﬁts the observed data well and which is easy to handle, see e.g. [5].
The claim distributions, especially describing property losses, are usually
heavy tailed. Note, that in the actuarial literature such distributions are de 
ﬁned as having tails heavier than exponential. The lognormal, Pareto, Burr and
Weibull distributions are typical candidates considered in applications [13]. Let
us brieﬂy recall them.
If the random variable X is normally distributed with mean µ and variance
σ2, then the distribution of Y = eX is lognormal. Its distribution function (d.f.)
is given by FLN(x) = Φ([lnx−µ]/σ), where Φ(x) is the standard normal d.f., and
in the insurance library of XploRe is implemented in the cdfln.xpl quantlet.
The lognormal law is very useful in modeling of claim severities. It has a thick
right tail and ﬁts many situations well.
One of the most frequently used analytic claim size distributions is the
Pareto law which is deﬁned by FP(x) = 1 − (λ/[λ + x])α with α,λ > 0, see
the cdfPareto.xpl quantlet. The ﬁrst parameter controls the thickness of the
tail: the smaller the α, the heavier the tail. Empirical experience has shown that
the Pareto formula is often an appropriate model for the claim size distribution,
particularly when exceptionally large claims may occur [4,7]. However, there is
a need to ﬁnd heavy tailed distributions which oﬀer yet greater ﬂexibility. Such
ﬂexibility is oﬀered by the Burr distribution, which is just a generalization of
the Pareto law. Its distribution function is given by FB(x) = 1 − (λ/[λ + xτ])α
with all three parameters (α, λ, and τ) being positive real constants, see the
cdfBurr.xpl quantlet.
Another frequently used analytic claim size distribution is the Weibull dis 
tribution which is deﬁned by FW(t) = 1 − e−λt
α
with α,λ > 0. Observe, that
the Weibull distribution is a generalization of the exponential law. In XploRe it
is implemented in the cdfWeibull.xpl quantlet.
Once the distribution is selected, we must obtain parameter estimates. In















































Fig.1. Left panel: Illustration of the major Danish ﬁre losses in millions of Danish
Krone (DKK), occurred between January 1, 1980 and December 31, 1990 and adjusted
for inﬂation. Right panel: Logarithm of the right tails of the empirical claim sizes
distribution function F(x) (thick solid line) together with lognormal (dotted line) and
Burr (thin solid line) ﬁts.
The next step is to test whether the ﬁt is adequate. This is usually done by
comparing the ﬁtted and empirical distribution functions. More precisely, by
checking whether values of the ﬁtted distribution function at sample points form
a uniform distribution. In the next section we apply the χ2, the Kolmogorov 
Smirnov (KS), the Cramer von Mises (CM), and the Anderson Darling (AD) test
statistics [1,5,16]. Generally, the smaller the value of the statistics, the better
the ﬁt. These test statistics are implemented in the quantlets chi2stat.xpl,
kstat.xpl, cmstat.xpl, and adstat.xpl, respectively [6].
4 Empirical analysis
We conducted empirical studies for Danish ﬁre losses recorded by Copenhagen
Re. The data, see Figure 1, concerns major Danish ﬁre losses in Danish Krone
(DKK), occurred between 1980 and 1990 and adjusted for inﬂation. Only losses
in proﬁts connected with the ﬁres were taken into consideration. In order to
calibrate the risk process we had to ﬁt both the distribution function F of the
incurred losses {Xi} and the claim arrival process.
First we studied the loss sizes. We ﬁtted lognormal, Pareto, Burr, and Weibull
distributions using the estln.xpl, estPareto.xpl, estBurr.xpl, and
estWeibull.xpl quantlets, respectively. The results of the parameter estima 
tion and test statistics are presented in Table 1. For illustration purposes we
also added parameter estimates for the Gaussian distribution. The lognormalTable 1. Parameter estimates and test statistics for the ﬁre loss amounts.
d.f.: Lognormal Pareto Burr Weibull Gaussian
Para- µ = 12.704 α = 2.4189 α = 0.8935 α = 0.6963 µ = 4.7332e5
meters: σ = 1.4271 λ = 1.0261e6 λ = 1.1219e7 λ = 8.9740e 5 σ = 6.7224e5
τ = 1.2976
χ
2 56.109 73.879 48.493 129.24 592.98
KS 0.0373 0.0397 0.0413 0.0783 0.2433
CM 0.1687 0.2878 0.1438 1.5245 6.3655
AD 1.0533 2.7712 0.8221 10.638 78.410
distribution with parameters µ = 12.7036 and σ = 1.4271 and the Burr distri 
bution with α = 0.8935, λ = 1.1219 · 107 and τ = 1.2976 produced the best
results, see Figure 1. Hence, we chose them for further analysis.
Next, we ﬁtted the claim arrival process. We started the analysis with the
homogeneous Poisson process Nt with intensity λ1. Studies of the quarterly
numbers of losses and the interoccurence times of the catastrophes led us to
the conclusion that the homogeneous Poisson process with the annual intensity
λ1 = 57.72 gave the best ﬁt. However, as we can see in Figure 2, the ﬁt is not
very good suggesting that the HPP is too simplistic and causing us to consider
the NHPP.
The data reveals no seasonality but a clear increasing trend can be observed
in the number of quarterly losses, see Figure 2. We tested diﬀerent exponen 
tial and polynomial functional forms, but a simple linear intensity function
λ2(s) = c+ds yielded the best ﬁt. Applying a least squares procedure we arrived
at the following values of the parameters: c = 13.97 and d = 7.57. Both choices
of the intensity function, λ1 and λ2(s), are illustrated in Figure 2, where the
accumulated number of ﬁre losses and mean value functions for all 11 years of
data are depicted.
The simulation results are presented in Figure 3. We consider a hypothetical
scenario where the insurance company insures losses resulting from ﬁre damage.
The company’s initial capital is assumed to be u = 100 million kr and the relative
safety loading used is θ = 0.5. We chose two models of the risk process whose
application is most justiﬁed by the statistical results described above: a non 
homogeneous Poisson process with lognormal claim sizes and a non homogeneous
Poisson process with Burr claim sizes.
In both subplots of Figure 3 the thick solid line is the ”real” risk process,
i.e. a trajectory constructed from the historical arrival times and values of the
losses. The thin solid line is a sample trajectory. The dotted lines are the sample
0.01,0.05,0.25,0.50,0.75,0.95,0.99 quantile lines based on 10000 trajectories of
the risk process. Recall that the function ˆ xp(t) is called a sample p quantile line if
for each t ∈ [t0,T], ˆ xp(t) is the sample p quantile, i.e. if it satisﬁes Fn(xp−) ≤ p ≤


































































Fig.2. Left panel: The aggregate number of losses of the ﬁre data (dotted line), the
HPP (thick solid line), and the NHPP (thin solid line). Right panel: Autocorrelation
function of the diﬀerenced quarterly ﬁre losses data revealing no seasonality or signiﬁ 
cant dependencies. Horizontal dashed lines represent the 95% conﬁdence intervals for
white noise.



















































































Fig.3. Simulation results for a non homogeneous Poisson process with lognormal (left
panel) and Burr (right panel) claim sizes. The thick solid line is the ”real” risk pro 
cess, i.e. a trajectory constructed from the historical arrival times and values of the
losses. The thin solid line is a sample trajectory. The dotted lines are the sample
0.01,0.05,0.25,0.50,0.75,0.95,0.99 quantile lines. Clearly, the Burr distribution de 
scribes the extreme losses much better.helpful tool in the analysis of stochastic processes. For example, they can provide
a simple justiﬁcation of the stationarity (or the lack of it) of a process, see [12].
In Figure 3 they visualize the evolution of the density of the risk process. Clearly,
if claim severities are Burr distributed then extreme events are more probable
to happen than in the lognormal case, for which the historical trajectory falls
even outside the 0.01 quantile line. This suggests that Burr distributed claim
sizes are more adequate for modeling the ”real” risk process.
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