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INTRODUCTION
Depuis le début des années 2000, les algèbres amassées déﬁnies par Fomin et Zelevinsky
sont un sujet très étudié et un des outils pour calculer les variables amassées est les frises,
introduites par Conway et Coxeter au début des années 1970.
Les frises étudiées dans leurs travaux prennent des valeurs dans des anneaux ou corps et
puisque la soustraction n’est pas présente dans la relation de frise, il est intéressant de
généraliser le concept aux semi-anneaux ou semi-corps.
C’est dans cet ordre d’idées que nous étudions plusieurs résultats connus pour les frises
classiques aﬁn de généraliser ces notions, comme les coeﬃcients de linéarisation et un
lien avec des polynômes de Chebyshev.
Ainsi, le premier chapitre introduit la structure de semi-anneau et la relation de frise
sur celle-ci avec quelques résultats généraux. Ensuite, on s’intéresse au cas particulier de
ZA∞ dans le chapitre 2 aﬁn de donner les bases des résultats du chapitre 3.
Enﬁn, le troisième et dernier chapitre présente le cas des frises tropicales. De plus, on
montre que les vecteurs dimension des objets indécomposables d’une catégorie abélienne
ou amassée coïncident avec les valeurs d’une frise tropicale sur le carquois d’Auslander-
Reiten de la catégorie.
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CHAPITRE 1
Semi-anneaux et frises
Ce chapitre est une introduction à la théorie des semi-anneaux et au concept de frise sur
ceux-ci. Ces derniers seront la pierre angulaire de ce mémoire. Il sera d’abord question des
déﬁnitions et résultats de base qui permettront de se familiariser avec les semi-anneaux et
de travailler avec eux. Ensuite, nous procèderons à quelques rappels sur les carquois avec
l’objectif de généraliser le concept de frise sur un anneau, tel que présenté par Conway
et Coxeter, au concept de frise sur un semi-anneau. En ce qui concerne les concepts
élémentaires de théorie des catégories, nous référons le lecteur à [Ass97, ASS06].
1.1 Semi-anneaux et semi-corps
De façon brève, un semi-anneau est une structure algébrique munie d’une addition et
d’une multiplication, mais qui ne possède pas d’inverse additif. Notre premier exemple
est parmi les plus simples, soit l’ensemble des nombres naturels. La déﬁnition formelle
de semi-anneau a été donnée dans les années 1930, voir [Van39] et par la suite, elle a
été appliquée à la théorie des langages et des automates [KS85, Sak09] . De même que
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pour les anneaux, nous pouvons déﬁnir les concepts de semi-corps et de morphismes de
semi-anneaux et en déduire des propriétés telles que par exemple une version du théorème
d’isomorphisme de Jordan [All69].
Il existe plusieurs déﬁnitions de semi-anneaux dans la littérature scientiﬁque [KK10,
Gol99], plus générales ou plus restrictives selon l’objectif recherché. Voici celle choisie
pour ce mémoire.
Déﬁnition 1.1. Un semi-anneau est un quintuplet (P,⊕,, 1, 0⊕) tel que :
i) (P,⊕, 0⊕) est associatif, commutatif avec neutre 0⊕, appelé le zéro,
ii) (P,, 1) est associatif avec neutre 1, appelé l’unité,
iii) la multiplication se distribue à droite et à gauche sur l’addition, c’est-à-dire
a(b⊕ c) = (a b)⊕(a c) et (a⊕ b)c = (a c)⊕(b c) pour tous a, b, c ∈ P,
iv) le zéro est absorbant, c’est-à-dire 0⊕  a = 0⊕ = a 0⊕ pour tout a ∈ P.
On notera le semi-anneau P pour simpliﬁer l’écriture. De même, on écrira 0⊕ = 0 et
1 = 1 s’il n’y a pas d’ambiguïté.
Exemple 1.2.
a) L’ensemble des nombres naturels muni de l’addition, la multiplication, le zéro et
l’unité usuels est un semi-anneau.
b) Toute algèbre de Boole est un semi-anneau. Une algèbre de Boole est un quintu-
plet (B,∨,∧, I, O) tel que les deux opérations binaires ∨ et ∧ sont commutatives,
associatives et distributives l’une sur l’autre. Elles doivent aussi être idempotentes,
c’est-à-dire que a ∨ a = a et a ∧ a = a pour tout a ∈ B, et absorbantes entre elles,
c’est-à-dire a ∨ (a ∧ b) = a et a ∧ (a ∨ b) = a pour tous a, b ∈ B. De plus, les élé-
ments O et I ∈ B doivent être tels que O∨a = a, O∧a = O, I ∨a = I et I ∧a = a
pour tout a ∈ B. Enﬁn, il existe une opération unaire a → a′, la complémentation,
telle que a ∨ a′ = I et a ∧ a′ = O pour tout a ∈ B, voir [BL08].
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Remarquons que (B,∨,∧, I, O) induit un second semi-anneau obtenu de B en in-
terchangeant les opérations et par le fait même l’unité avec le zéro. Un cas par-
ticulier est celui de l’ensemble des parties d’un ensemble X, noté P(X). Alors,
(P(X),∪,∩, X, ∅) et (P(X),∩,∪, ∅, X) sont tous les deux des semi-anneaux.
c) Soit M une catégorie monoïdale et additive. Une catégorie est dite additive si elle
est munie d’un objet zéro 0 et d’un biproduit, noté ⊕, pour toute paire d’objets. Il
faut aussi que pour toute paire d’objets X et Y , Hom (X, Y ) soit un groupe abélien
additif avec la composition ◦ qui est distributive à droite et à gauche sur l’addition.
Une catégorie est dite monoïdale si elle est munie d’un bifoncteur noté ⊗, d’un
objet E et des trois isomorphismes naturels suivants :
α : X ⊗ (Y ⊗ Z) ∼−→ (X ⊗ Y )⊗ Z, λ : E ⊗X ∼−→ X et ρ : X ⊗ E ∼−→ X
tels que les diagrammes suivants commutent.
α α
X ⊗ α
α
α⊗W
X ⊗ ((Y ⊗ Z)⊗W )
X ⊗ (Y ⊗ (Z ⊗W )) (X ⊗ Y )⊗ (Z ⊗W ) ((X ⊗ Y )⊗ Z)⊗W
(X ⊗ (Y ⊗ Z))⊗W
α
X ⊗ λ
=
ρ⊗ Y
X ⊗ Y
X ⊗ (E ⊗ Y ) (X ⊗ E)⊗ Y
X ⊗ Y.
Supposons aussi que pour tout foncteur X⊗−, il existe un foncteur adjoint à droite.
Posons M un squelette de M , c’est-à-dire une sous-catégorie pleine formée d’un
représentant de chaque classe d’isomorphisme des objets de M . On prétend que
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(
M ,⊕,⊗, E, 0) est un semi-anneau où ⊕ et ⊗ sont les opérations sur M induites
de ⊕ et ⊗ sur M , c’est-à-dire que X⊕Y = X ⊕ Y et X⊗Y = X ⊗ Y . Il est clair
que ces opérations sont correctement déﬁnies.
Il est alors aisé de vériﬁer que
(
M ,⊕, 0) est commutatif, associatif et de neutre
0 et que
(
M ,⊗, E) est associatif de neutre E grâce aux propriétés détaillées plus
haut.
Vériﬁons maintenant la distributivité. Supposons que X, Y , W ∈ M . Alors, la
distributivité est vériﬁée si
X ⊗ (Y ⊕W) = (X ⊗ Y )⊕ (X ⊗W)
et donc il faut un isomorphisme X ⊗ (Y ⊕W ) ∼= (X ⊗ Y ) ⊕ (X ⊗W ), ce qui est
le cas à cause de l’existence d’un foncteur adjoint à droite pour tout X ⊗ −, voir
[Heu10]. Il reste à montrer que le zéro 0 est absorbant. Or, pour tout X,
X ⊗ 0 = X ⊗ (0⊕ 0) = X ⊗ 0⊕X ⊗ 0
et ainsi, 0 = X ⊗ 0. De même, 0 = 0⊗X.
Supposons que k est un corps algébriquement clos, A une k-algèbre de dimension
ﬁnie et modA la catégorie des A-modules à droite de type ﬁni. Soit ⊕ la somme
directe et ⊗ le produit tensoriel. On a que (modA,⊕,⊗, A, 0) est une catégorie
monoïdale, additive et dans laquelle il existe un adjoint à droite pour tout foncteur
de la forme X ⊗−. Par conséquent, (modA,⊕,⊗, A, 0) est un semi-anneau.
Nous dirons qu’un semi-anneau est commutatif si sa multiplication est elle-même com-
mutative. C’est le cas des exemples a), b) et c). De plus, dans ce qui suit, tous les
semi-anneaux considérés seront commutatifs, sauf si nous indiquons le contraire. La suite
de cette section présente des propriétés des semi-anneaux de même que quelques liens
entre ces propriétés qui serviront dans les prochains chapitres.
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Déﬁnition 1.3. Soit P un semi-anneau.
i) Un élément a ∈ P est dit régulier si pour b, c ∈ P l’égalité a⊕ b = a⊕ c implique
b = c.
ii) Si tous les éléments de P sont réguliers, on dit que P est régulier.
iii) On dit qu’un semi-anneau est un semi-corps si pour tout a ∈ P non nul, il existe
a−1 tel que a a−1 = 1 = a−1  a.
Lemme 1.4. Soit P un semi-anneau. Si 1 est régulier, alors chaque élément inversible
de P est régulier.
Démonstration. Supposons que a⊕ b = a⊕ c avec a inversible. On prémultiplie par a−1,
d’où en vertu de la distributivité l’égalité 1⊕(a−1  b) = 1⊕(a−1  c). Mais 1 est régulier
et donc a−1b = a−1c. Il suﬃt de prémultiplier par a et l’associativité donne b = c.
Exemple 1.5.
a) Tout anneau est un semi-anneau régulier et tout corps est un semi-corps régulier.
b) Toute algèbre de Boole est un semi-corps. Toutefois, ce ne sera pas nécessairement
un semi-corps régulier. En eﬀet, soit (P(X),∪,∩, X, ∅) où X = { 1, 2, 3, 4, 5 }. Posons
a = { 1, 2 }, b = { 3 } et c = { 2, 3 }. On que que a∪ b = { 1, 2, 3 } = a∪ c, mais b = c.
c) Soit une famille de semi-anneaux {Pα}α. Le produit direct des semi-anneaux de cette
famille acquiert une structure de semi-anneau si on déﬁnit les opérations par coor-
données. Toutefois, un produit direct de semi-corps n’est pas un semi-corps. En eﬀet,
prenons des semi-corps Pα1 et Pα2. Alors, pour tout m ∈ Pα1, (m, 0) n’est pas inversible
dans Pα1 × Pα2.
d) Soit x1, . . . , xn des indéterminées sur Z et Q [x1, . . . , xn] l’ensemble des polynômes
à n indéterminées. Prenons le sous-ensemble constitué des polynômes ayant une repré-
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sentation qui s’écrit sans soustractions, soit
Qsf [x1, . . . , xn] =
{
f (x1, . . . , xn) =
∑
j1,...,jn
aj1···jnx
j1
1 · · · xjnn
∣∣∣∣∣ aj1···jn ≥ 0
}
.
Alors, il est possible de déﬁnir le sous-ensemble de Q (x1, . . . , xn) constitué des frac-
tions rationnelles qui ont une représentation sans soustractions, soit
Qsf (x1, . . . , xn) =
{
f(x1, . . . , xn)
g(x1, . . . , xn)
∣∣∣∣ fg ∈ Q (x1, . . . , xn) , f, g ∈ Qsf [x1, . . . , xn]
}
.
Par exemple, f(x)
g(x)
= x
3−x2+4x−4
x3+x2−x−1 =
(x−1)(x2+4)
(x−1)(x2+2x+1) =
x2+4
x2+2x+1
sera dans Qsf (x). On
voit facilement que Qsf (x1, . . . , xn) est un semi-anneau régulier pour l’addition et la
multiplication dans Q (x1, . . . , xn).
C’est aussi un semi-corps. En eﬀet, soit f
g
= 0 dans Qsf (x1, . . . , xn). Alors, f = 0
et g = 0 et g
f
∈ Qsf (x1, . . . , xn) non nul. Par conséquent, fg · gf = 1 et donc chaque
élément non nul possède un inverse.
Soit P un sei-corps, p1, . . . , pn ∈ P et f(x1, ..., xn)g(x1, ..., xn) =
f ′(x1, ..., xn)
g′(x1, ..., xn)
une identité dans
Qsf (x1, . . . , xn). Alors, cette identité évaluée en p1, . . . , pn sera vériﬁée, c’est-à-dire
que f(p1, ..., pn)
g(p1, ..., pn)
= f
′(p1, ..., pn)
g′(p1, ..., pn)
. On dit que Qsf (x1, . . . , xn) est le semi-corps universel
à n indéterminées.
Déﬁnition 1.6. On dit que P est
i) non-négatif si a⊕ b = 0 implique a = 0 = b pour tous a, b ∈ P.
ii) intègre si a b = 0 implique a = 0 ou b = 0 pour tous a, b ∈ P.
Exemple 1.7. Le semi-anneau N est régulier, non-négatif et intègre.
Lemme 1.8. Soit P un semi-corps. Alors, P est intègre.
Démonstration. Supposons que a b = 0 et que a = 0. Puisque P est un semi-corps, a−1
existe. Alors, en prémultipliant par a−1, on a b = 1 b = a−10 = 0 d’où l’intégrité.
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On voudra pouvoir passer d’un semi-anneau à un autre, d’où la déﬁnition et le lemme
suivants.
Déﬁnition 1.9. Soit (P,⊕,, 1, 0⊕) et (P′,,⊗, 1⊗, 0) deux semi-anneaux. Un mor-
phisme de semi-anneaux est une application f : P −→ P′ telle que :
i) f induit un morphisme de monoïdes de (P,⊕) à (P′,), c’est-à-dire f (a⊕ b) =
f (a) f (b) pour tous a, b ∈ P avec f(0⊕) = 0,
ii) f induit un morphisme de monoïdes de (P,) à (P′,⊗), c’est-à-dire f (a b) =
f (a)⊗ f (b) pour tous a, b ∈ P avec f(1) = 1⊗.
Un isomorphisme de semi-anneaux est un morphisme qui admet un morphisme inverse.
Lemme 1.10. Soit (P,⊕,, 1, 0⊕) et (P′,,⊗, 1⊗, 0) deux semi-anneaux et un mor-
phisme de semi-anneaux f : P −→ P′. Alors, f est un isomorphisme si et seulement s’il
est bijectif.
Démonstration. Comme un isomorphisme admet un morphisme inverse, tout isomor-
phisme est bijectif.
Réciproquement, supposons que f : P −→ P′ est un morphisme bijectif. Alors, il existe
une application inverse de f , notée g. Nous avons alors
g (a b) = g (f (g (a)) f (g (b)))
= g (f (g (a)⊕ g (b)))
= g (a)⊕ g (b) .
et g (0) = g (f (0⊕)) = 0⊕. De même, g (a⊗ b) = g (a) g (b) et g (1⊗) = 1. Puisque g
est un morphisme, f est un isomorphisme.
Exemple 1.11.
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a) Les entiers tropicaux Ztrop = (Z ∪ {−∞},max,+, 0,−∞) forment un semi-corps in-
tègre, non-négatif et non régulier. Il est clair que c’est un semi-corps et qu’il est intègre à
cause des propriétés de l’addition des entiers. Il est non-négatif, car max (a, b) = −∞
implique a = −∞ = b. Par contre, il n’est pas régulier puisque max (a, 0) = 0 =
max (b, 0) pour tous a, b ≤ 0.
De même, on a que Zˇtrop = (Z ∪ {∞},min,+, 0,∞) est aussi un semi-corps avec les
mêmes propriétés que Ztrop. Ces deux semi-corps sont en fait isomorphes. Il suﬃt de
poser
φ : Ztrop −→ Zˇtrop
n −→ −n
pour obtenir un isomorphisme de semi-corps.
b) Soit x = {x1, . . . , xn} un ensemble d’indéterminées. Soit Trop (x) le groupe multi-
plicatif abélien libre sur x dont la multiplication est notée ·. Alors, tout a ∈ Trop (x)
possède une écriture unique de la forme a =
∏n
i=1 x
ai
i , ai ∈ Z ∪ {∞}. Par convention,
nous écrivons que x∞i = 0. Nous déﬁnissons ⊕ par(
n∏
i=1
xaii
)
⊕
(
n∏
i=1
xbii
)
=
n∏
i=1
x
min(ai,bi)
i
pour tous a, b ∈ Trop (x). Avec cette addition, (Trop (x) ,⊕, ·,∏ni=1 x0i ,∏ni=1 x∞i ) de-
vient un semi-anneau qui est isomorphe à Zntrop. En posant
φ : Trop (x) −→ Zntrop∏n
i=1 x
ai
i −→ (−ai)ni=1
,
on obtient que φ−1 existe, d’où l’isomorphisme.
c) Prenons les semi-corps (B,∨,∧, I, O) et (B,∧,∨, O, I) tels que déﬁnis dans l’exemple
1.2 b). Les lois de De Morgan sont valides dans les algèbres de Boole et donnent que
pour tous a, b ∈ B, (a ∨ b)′ = a′ ∧ b′ et (a ∧ b)′ = a′ ∨ b′. Par conséquent,
f : B −→ B
a −→ a′
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est un morphisme de semi-corps d’inverse f . Ainsi, les deux semi-corps induits d’une
algèbre de Boole sont toujours isomorphes.
Il serait naturel de se demander si on peut construire un anneau à partir d’un semi-anneau
régulier P. On appelera ce processus la symétrisation de P.
On pose d’abord la relation d’équivalence suivante : (p, q) ∼ (m,n) si et seulement si
p ⊕ n = m ⊕ q. Posons (p, q) la classe d’équivalence de (p, q) pour ∼, puis l’ensemble
P˜ = (P× P) / ∼ =
{
(p, q) | (p, q) ∈ P× P
}
la symétrisation de P.
Posons l’application
i : P −→ P˜
x −→ (x, 0)
que nous appellons l’inclusion. Soit + l’addition induite par P sur les coordonnées, c’est-
à-dire que (m,n)+(p, q) = (m⊕ p, n⊕ q). Alors, on écrit −(m, 0) = (0,m) pour l’inverse
additif de m ∈ P.
De plus, on pose (p, q) · (m,n) = ((m p)⊕ (n q) , (m q)⊕ (n p)). Les opérations
+ et · sont correctement déﬁnies. Le lemme suivant démontre qu’avec ces opérations, la
symétrisation est un anneau [Sch85].
Lemme 1.12. Le quintuplet
(
P˜,+, ·, (1, 0), (0, 0)
)
avec + et · tels que déﬁnis plus haut
est un anneau. En outre, si P est commutatif, alors P˜ est commutatif.
Démonstration. Vériﬁons d’abord que les opérations données plus haut sont correcte-
ment déﬁnies. Soient (m,n), (m′, n′), (p, q), (p′, q′) ∈ P˜ tels que (m,n) = (m′, n′) et
(p, q) = (p′, q′). Pour +, montrons que (m,n) + (p, q) = (m′, n′) + (p′, q′). Par déﬁnition,
(m,n) = (m′, n′) et (p, q) = (p′, q′) impliquent m⊕ n′ = n⊕m′ et p⊕ q′ = q ⊕ p′, ce qui
donne
(m⊕ p)⊕ (n′ ⊕ q′) = (m⊕ n′)⊕ (p⊕ q′)
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= (n⊕m′)⊕ (q ⊕ p′)
= (m′ ⊕ p′)⊕ (n⊕ q)
et par conséquent (m⊕ p, n⊕ q) = (m′ ⊕ p′, n⊕ q′). Montrons à présent que (p, q) ·
(m,n) = (p′, q′) · (m′, n′). Or,
(p, q) · (m,n) = ((m p)⊕ (n q) , (m q)⊕ (n p))
et
(p′, q′) · (m′, n′) = ((m′  p′)⊕ (n′  q′) , (m′  q′)⊕ (n′  p′)).
On considère donc l’élément
(m p)⊕ (n q)⊕ (m′  q′)⊕ (n′  p′)⊕ (m q′)⊕ (n p′)
= (m (p⊕ q′))⊕ (n q)⊕ (m′  q′)⊕ (n′  p′)⊕ (n p′)
= (m (p′ ⊕ q))⊕ (n q)⊕ (m′  q′)⊕ (n′  p′)⊕ (n p′)
= (m p)⊕ (m q′)⊕ (n q)⊕ (m′  q′)⊕ (n′  p′)⊕ (n p′)
= ((m⊕ n′) p′)⊕ (n q)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= ((m′ ⊕ n) p′)⊕ (n q)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= (m′  p′)⊕ (n p′)⊕ (n q)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= (n (p′ ⊕ q))⊕ (m′  p′)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= (n (p⊕ q′))⊕ (m′  p′)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= (n p)⊕ (n q′)⊕ (m′  p′)⊕ (m′  q′)⊕ (n p′)⊕ (m q)
= ((n⊕m′) q′)⊕ (n p)⊕ (m′  p′)⊕ (n p′)⊕ (m q)
= ((n′ ⊕m) q′)⊕ (n p)⊕ (m′  p′)⊕ (n p′)⊕ (m q)
= (n′  q′)⊕ (m q′)⊕ (n p)⊕ (m′  p′)⊕ (n p′)⊕ (m q)
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= (m q)⊕ (n p)⊕ (m′  p′)⊕ (n′  q′)⊕ (m q′)⊕ (n p′) .
De plus, puisque P est régulier,
(m p)⊕ (n q)⊕ (m′  q′)⊕ (n′  p′)
= (m q)⊕ (n p)⊕ (m′  p′)⊕ (n′  q′)
d’où ((m p)⊕ (n q) , (m q)⊕ (n p)) = ((m′  p′)⊕ (n′  q′) , (m′  q′)⊕ (n′  p′)).
Cela achève de prouver que l’addition et la multiplication sont correctement déﬁnies.
Vériﬁons que les axiomes d’un anneau sont vériﬁés. Soient (m,n), (p, q) et (r, s) ∈ P˜.
Montrons d’abord que + induit une structure de groupe abélien sur P˜. On a que + est
commutative et associative en vertu de la commutativité et de l’associativité de ⊕.
Il existe un neutre pour +, soit (0, 0), puisque (m,n) + (0, 0) = (m⊕ 0, n⊕ 0) = (m,n).
Il existe aussi un inverse additif −(m,n) = (n,m) pour tout (m,n) ∈ P˜, car (m,n) +
(n,m) = (m⊕ n, n⊕m) = (0, 0) et ainsi,
(
P˜,+
)
est un groupe abélien.
De plus, · est associative, car
(m,n) ·
(
(p, q) · (r, s)
)
= (m,n) · ((r  p)⊕ (s q) , (r  q)⊕ (s p))
= ((((r  p)⊕ (s q))m)⊕ (((r  q)⊕ (s p)) n) ,
(((r  p)⊕ (s q)) n)⊕ (((r  q)⊕ (s p))m))
= ((r  pm)⊕ (s q m)⊕ (r  q  n)⊕ (s p n) ,
(r  p n)⊕ (s q  n)⊕ (r  q m)⊕ (s pm))
= ((r  ((pm)⊕ (q  n)))⊕ (s ((p n)⊕ (q m))) ,
((r  ((p n)⊕ (q m)))⊕ (s ((pm)⊕ (q  n))))
= ((pm)⊕ (q  n) , (p n)⊕ (q m)) · (r, s)
12
=
(
(m,n) · (p, q)
)
· (r, s)
Le neutre pour la mutiplication est (1, 0). En eﬀet,
(m,n) · (1, 0) = ((1m)⊕ (0 n) , (1 n)⊕ (0m)) = (m,n),
(1, 0) · (m,n) = ((m 1)⊕ (n 0) , (m 0)⊕ (n 1)) = (m,n).
Il ne reste qu’à montrer la distributivité à gauche et à droite.
(m,n) ·
(
(p, q)⊕ (r, s)
)
= (m,n) · (p⊕ r, q ⊕ s)
= (((p⊕ r)m)⊕ ((q ⊕ s) n) , ((p⊕ r) n)⊕ ((q ⊕ s)m))
= ((pm)⊕ (r m)⊕ (q  n)⊕ (s n) ,
(p n)⊕ (r  n)⊕ (q m)⊕ (sm))
= ((pm)⊕ (q  n) , (p n)⊕ (q m))+
((r m)⊕ (s n) , (r  n)⊕ (sm))
= (m,n) · (p, q) + (m,n) · (r, s)
De même, on vériﬁe que la distributivité à droite est vériﬁée et donc la symétrisation est
un anneau.
Supposons que P est commutatif. On prétend que P˜ est aussi commutatif. En eﬀet,
(p, q) · (m,n) = ((m p)⊕ (n q) , (m q)⊕ (n p))
= ((pm)⊕ (q  n) , (p n)⊕ (q m))
= (m,n) · (p, q),
ce qui achève la preuve.
Exemple 1.13. Soit l’ensemble des nombres naturels considéré comme semi-anneau ré-
gulier. On a donc (p, q) ∼ (m,n) si et seulement si p+n = m+ q. Montrons que Z ∼= N˜.
Soit l’application
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f : N˜ −→ Z
(m,n) −→ m− n.
Prouvons que f est un morphisme d’anneaux. Soient (m,n), (p, q) ∈ N˜. Alors,
f
(
(m,n) + (p, q)
)
= f(m+ p, n+ q)
= (m+ p)− (n+ q)
= (m− n) + (p− q)
= f(m,n) + f(p, q)
et
f
(
(m,n) · (p, q)
)
= f(pm+ qn, pn+ qm)
= (pm+ qn)− (pn+ qm)
= (m− n) · (p− q)
= f(m,n) · f(p, q).
Enﬁn, f(1, 0) = 1− 0 = 1 et f est donc un morphisme d’anneaux. On prétend que f est
un isomorphisme. Tout d’abord, f est injectif car f(m,n) = m− n = 0 implique m = n
et donc (m,n) = (0, 0). Ainsi, le noyau de f est nul. De plus, pour tout x ∈ Z, il existe
m, n ∈ N tels que x = m−n. En eﬀet, si x ∈ Z+, alors il suﬃt de poser m = x et n = 0.
Par contre, si x ∈ Z−, il suﬃt de poser m = 0 et n = −x. Donc x = m − n = f(m,n).
Ainsi, f est surjectif et par conséquent bijectif.
Remarquons que c’est une construction très semblable à celle des rationnels à partir des
entiers, ou de façon plus générale à la construction du corps de fractions d’un anneau
intègre.
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1.2 Frises sur semi-anneaux
Les frises introduites par Coxeter dans [Cox71] sont un outil combinatoire qui nous sera
très utile. Mais avant de les déﬁnir, donnons quelques déﬁnitions et propriétés des carquois
nécessaires à leur compréhension.
Déﬁnition 1.14. Un carquois Γ est un quadruplet (Γ0,Γ1, s, t) tel que Γ0 est un en-
semble dont les éléments sont appelés points et Γ1 est un ensemble dont les éléments
sont appelés ﬂèches. De plus, s, t : Γ1 −→ Γ0 sont des applications qui à toute ﬂèche
associent respectivement sa source et son but.
Intéressons-nous à quelques-unes de leurs propriétés.
Déﬁnition 1.15. Soit Γ un carquois.
i) À tout point x, on associe l’ensemble x+ = {α ∈ Γ1 | s (α) = x} des ﬂèches sortant de
x et l’ensemble x− = {α ∈ Γ1 | t (α) = x} des ﬂèches entrant dans x.
ii) On dit que le carquois Γ est localement ﬁni si pour tout point x de celui-ci, les en-
sembles x+ et x− sont ﬁnis. On dit qu’il est ﬁni si, en plus, Γ0 est ﬁni.
iii) On dit que Γ est acyclique s’il n’existe pas de suite de ﬂèches α1α2 . . . αn telles que
t (αi) = s (αi+1) pour tout 1 ≤ i ≤ n − 1 et t (αn) = s (α1). Une telle suite de ﬂèches
est appelée un cycle de longueur n.
iv) On dit que Γ est connexe si le graphe sous-jacent Γ¯ de Γ, obtenu en oubliant l’orien-
tation des ﬂèches, est lui aussi connexe.
Exemple 1.16. Soit le carquois suivant.
1
α
 β2 γ
 3


δ
On remarque que ce carquois est ﬁni, mais qu’il n’est pas acyclique car δ est un cycle de
longueur 1, appelé boucle, et αγ ou βγ forment des cycles de longueur 3.
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On s’intéresse maintenant à un type précis de carquois, que la déﬁnition suivante introduit
sous le nom de carquois à translation.
Déﬁnition 1.17. Soit Γ un carquois localement ﬁni et sans boucles.
i) Il est dit carquois à translation s’il existe Γ′0, Γ′′0 ⊂ Γ0 et une bijection partiellement
déﬁnie τ : Γ′0 −→ Γ′′0 appelée translation tels que pour tout x ∈ Γ′0, le nombre de ﬂèches
dans x− et de source y est égal au nombre de ﬂèches dans (τx)+ et de but y.
ii) Un carquois à translation est dit stable si τ est une bijection τ : Γ0 −→ Γ0.
Exemple 1.18. Soit Q un carquois acyclique. Sa répétition, notée ZQ, est un carquois
déﬁni par
(ZQ)0 = { (n, i) | n ∈ Z, i ∈ Q0 }
(ZQ)1 = { (n, α) : (n, i) −→ (n, j) | n ∈ Z, α : i −→ j }∪
{ (n, α′) : (n− 1, j) −→ (n, i) | n ∈ Z, α : i −→ j }
Avec τ (n, i) = (n− 1, i), on voit que c’est un carquois à translation stable.
Par exemple, posons Q : 1 2α
β  3 . Alors, ZQ est
· · ·· · ·
(−2, 3)
(−2, 1)
(−1, 2)
(−1, 3)
(−1, 1)
(0, 2)
(0, 3)
(0, 1)
(1, 2)
(1, 3)
(1, 1)
(2, 2)
(2, 3)
(2, 1)
On remarque que la déﬁnition de carquois à translation implique une bijection entre x−
et (τx)+ pour tout point x ∈ Γ′0. Et ainsi, pour chaque ﬂèche y α−→ x, on peut lui associer
la ﬂèche τx β−→ y, ce qui entraîne la déﬁnition suivante.
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Déﬁnition 1.19. Soit (Γ, τ) un carquois à translation. Une bijection partiellement déﬁnie
σ : Γ′1 −→ Γ′′1
α −→ σα
où Γ′1, Γ′′1 ⊂ Γ1, α est une ﬂèche y α−→ x telle que τx existe et σα est une ﬂèche τx σα−→ y,
est appelée une polarisation.
Posons maintenant la déﬁnition d’un morphisme de carquois.
Déﬁnition 1.20. Soit Γ = (Γ0,Γ1, s, t) et Γ′ = (Γ′0,Γ′1, s′, t′) deux carquois. Un mor-
phisme de carquois est une application f = (f0, f1) : Γ −→ Γ′ où f0 et f1 sont
des applications f0 : Γ0 −→ Γ′0, f1 : Γ1 −→ Γ′1 telles que s′ (f1 (α)) = f0 (s (α)) et
t′ (f1 (α)) = f0 (t (α)) pour tout α ∈ Γ1.
En clair, pour y α−→ x dans Γ, nous avons f0 (y) f1(α)−→ f0 (x) dans Γ′. Un isomorphisme
de carquois est un morphisme qui admet un morphisme inverse.
Remarquons que si Γ est stable, alors la translation τ induit un morphisme f : Γ −→ Γ.
En eﬀet, la bijection τ : Γ0 −→ Γ0 implique l’existence de σ2 : Γ1 −→ Γ1 qui est elle aussi
bijective. Ainsi, nous avons que f = (τ, σ2) : Γ −→ Γ est un isomorphisme de carquois,
en vertu du lemme suivant.
Lemme 1.21. Soit Γ = (Γ0,Γ1, s, t) et Γ′ = (Γ′0,Γ′1, s′, t′) deux carquois et l’applica-
tion f = (f0, f1) : Γ −→ Γ′ un morphisme de carquois. Alors, f = (f0, f1) est un
isomorphisme si et seulement si f0 et f1 sont bijectives.
Démonstration. Comme un isomorphisme admet un morphisme inverse, f0 et f1 ad-
mettent des applications inverses et sont par conséquent bijectives.
Réciproquement, si f0 et f1 sont bijectives, il existe des applications inverses, notées g0
et g1. Nous avons alors
s (g1 (f1 (α))) = s (α)
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= g0 (f0 (s (α)))
= g0 (s
′ (f1 (α))) .
De même, t (g1 (f1 (α))) = g0 (t′ (f1 (α))) et g = (g0, g1) est un morphisme de carquois.
Ainsi, f est un isomorphisme.
Il devient possible d’associer les points qui peuvent être obtenus par une suite de trans-
lations. De même, on associe les ﬂèches obtenues à partir d’une suite de polarisations.
Notons que τn représente une suite de n translations consécutives et σn est une suite de
n polarisations pour tout n ∈ Z.
Déﬁnition 1.22. Soit (Γ, τ) un carquois à translation.
i) Soit x ∈ Γ0. La τ -orbite de x est l’ensemble
O (x) = { y ∈ Γ0 | il existe un n ∈ Z tel que y = τnx } .
ii) Soit α ∈ Γ1. La σ-orbite de α est l’ensemble
O (α) = { β ∈ Γ1 | il existe un n ∈ N tel que β = σnα } .
iii) Une section Σ dans Γ est un sous-carquois plein, connexe et acyclique de Γ tel que
pour tout x ∈ Γ0, il existe un unique y ∈ Σ0 tel que y ∈ O (x) et pour toute suite de
ﬂèches α1α2 . . . αn avec s (α1) , t (αn) ∈ Σ0, on a t (αi) ∈ Σ0 pour tout 1 ≤ i ≤ n− 1.
Rappelons qu’un sous-carquois est plein si l’ensemble de ses ﬂèches est constitué des
ﬂèches dont la source et le but sont dans l’ensemble des points de ce sous-carquois. Il est
aussi à noter qu’une section est entièrement déterminée par ses points.
Exemple 1.23. Soit le carquois à translation ZQ où Q : 1 α  2
β  3
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· · ·· · ·
•
•
•
•
•
•
•
•
•
•
•
•
•
•
Σ Σ′
Les sous-carquois Σ et Σ′ illustrés dans la ﬁgure sont deux sections de ZQ.
Nous pouvons maintenant déﬁnir la relation de frise. Fixons un semi-anneau (P,⊕,, 1, 0⊕).
Déﬁnition 1.24. Soit P un semi-anneau. Une P-frise sur un carquois à translation (Γ, τ)
est une application f : Γ0 −→ P telle que pour tout x ∈ Γ0 tel que τx est déﬁni, on a
f (x) f (τx) =
(⊙
α∈x−
f (s (α))
)
⊕ 1
Par convention, un produit vide est égal à 1.
On dira qu’une P-frise est inversible si f (x) est un élément inversible pour  de P pour
tout x ∈ Γ0 et qu’elle est sans zéro si f (x) = 0 pour tout x ∈ Γ0. Il est utile de noter
qu’une P-frise inversible est sans zéro, mais que l’inverse n’est pas vrai.
Exemple 1.25.
a) Si on prend P comme étant le corps (Q,+, ·, 1, 0) la relation de la déﬁnition 1.24 est
celle étudiée dans [Cox71, CC73a, CC73b]. De manière plus générale, on peut supposer
que P est un anneau commutatif.
b) Reprenons l’exemple 1.23 et posons P = Ztrop. Alors, la fonction f : Γ0 −→ Ztrop sera
telle que
f (x) + f (τx) = max
(∑
α∈x−
f (s (α)) , 0
)
.
Ainsi,
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· · ·· · ·
0
−1
0
0
1
1
1
0
0
−1
0
0
1
0
est une Ztrop-frise.
c) Reprenons le carquois à translation de l’exemple 1.23 et prenons P = N avec les
opérations usuelles. Voici une N-frise.
· · ·· · ·
1
1
2
3
3
5
2
2
1
1
1
2
3
3
C’est une frise sans zéro, mais aucune valeur plus grande que 1 n’est inversibles dans
le semi-anneau N.
Remarque 1.26.
a) Soit P un semi-anneau non-trivial et non-négatif et (Γ, τ) un carquois à translation
stable. Alors, toute P-frise f sera sans zéro. En eﬀet, supposons au contraire qu’il existe
un x ∈ Γ0 tel que f (x) = 0. Alors, on aura que
0 = f (x) f (τx) =
(⊙
α∈x−
f (s (α))
)
⊕ 1.
En vertu de la non-négativité, cela implique
⊙
α∈x− f (s (α)) = 0 et du coup, 0 = 0⊕1 =
1, ce qui est possible seulement dans le semi-anneau trivial P = {0}. Ainsi, on a une
contradiction et f (x) = 0 pour tout x ∈ Γ0.
b) Soit P un semi-anneau intègre et régulier, (Γ, τ) un carquois à translation stable et f
une P-frise inversible sur ce dernier. Alors, pour tout x ∈ Γ0, f (τx) = f (x)−1. En
eﬀet, si on suppose que f (τx) = f (x)−1, on a que
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1 = f (x) f (τx) =
(⊙
α∈x−
f (s (α))
)
⊕ 1.
Puisque P est régulier,
⊙
α∈x− f (s (α)) = 0 De plus, l’intégrité de P implique qu’il
existe une ﬂèche α dans x− telle que f (s (α)) = 0, mais f est inversible, donc sans
zéro. On a ainsi une contradiction et f (τx) = f (x)−1.
Ce résultat n’est pas valide si le semi-anneau n’est pas régulier, voir l’exemple 1.25 b).
Le lemme suivant établit un lien entre frise et section de carquois.
Lemme 1.27. Soit P un semi-corps non-négatif et (Γ, τ) un carquois à translation stable
contenant une section ﬁnie Σ tel que Γ = ZΣ avec Σ0 = {t1, . . . , tn}. Alors, il existe
une bijection
{P-frises sur (Γ, τ)} ∼−→ (P\ {0})n
f −→ (f (t1) , . . . , f (tn))
Démonstration. En vertu de la remarque 1.26 a), toute P-frise sera sans zéro. Ainsi, il
suﬃt de montrer la bijectivité. La surjectivité découle du fait que l’on construit la frise
récursivement avec le n-tuplet donné. En eﬀet, soit (a1, . . . , an) ∈ (P\ {0})n et posons
ai = f (ti) pour 1 ≤ i ≤ n. Nous prolongerons f a une P-frise sur Γ. Soit x ∈ Σ0 tel que
pour tout α ∈ x−, s (α) ∈ Σ0. Alors posons
f (τx) = f (x)−1 
((⊙
α∈x−
f (s (α))
)
⊕ 1
)
et de même on déﬁnit f (τ−1x) dans le cas où pour tout α ∈ x+, t (α) ∈ Σ0. On prolongera
ainsi f à tous les points de Γ et il s’ensuit que f respecte la relation de frise partout sur
Γ.
Pour l’injectivité, supposons que (f (t1) , . . . , f (tn)) = (g (t1) , . . . , g (tn)). Ainsi, on a
que f = g sur Σ. Puisque ce sont des frises sans zéro sur un semi-corps, on procède par
récurrence comme dans le cas des frises classiques [CC73a, CC73b]. Supposons ainsi que
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f = g sur un sous-carquois Γ′ de Γ contenant Σ et soit x ∈ Γ′0 tel que τx /∈ Γ′0. Supposons
aussi que pour tout α ∈ x−, s (α) ∈ Γ′0. Alors, on a
f (τx) = f (x)−1 
((⊙
α∈x−
f (s (α))
)
⊕ 1
)
= g (x)−1 
((⊙
α∈x−
g (s (α))
)
⊕ 1
)
= g (τx)
et de même, on a f (τ−1x) = g (τ−1x) si pour tout α ∈ x+, t (α) ∈ Γ′0. Cela implique que
f = g sur Γ, d’où la bijectivité.
Lemme 1.28. Soit (Γ, τ) un carquois à translation localement ﬁni et f une P-frise sur
celui-ci. Alors, pour tout semi-anneau (P′,,⊗) et tout morphisme de semi-anneaux
 : P −→ P′, l’application  ◦ f est une P′-frise sur ce même carquois.
Démonstration. Soit x ∈ Γ0 tel que τx est déﬁni. Alors, on a
( ◦ f) (x)⊗ ( ◦ f) (τx) =  (f (x) f (τx))
= 
((⊙
α∈x−
f (s (α))
)
⊕ 1
)
=
(⊗
α∈x−
( ◦ f) (s (α))
)
 1
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CHAPITRE 2
Généralisation des frises classiques sur
ZA∞ aux semi-anneaux
Dans ce chapitre, on s’intéresse à un carquois à translation particulier, ZA∞. En eﬀet, le
carquois A∞,
1  2  3  · · ·  n  · · · ,
admet la répétition suivante.
(−2, 3)
(−2, 4)
(−1, 1)
(−1, 2)
(−1, 3)
(−1, 4)
(0, 1)
(0, 2)
(0, 3)
(0, 4)
(1, 1)
(1, 2)
(1, 3)
(2, 1)
· · ·
· · ·
· · · · · · · · ·
· · ·
· · ·
· · ·
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On déﬁnit la translation τ par τ (i, l) = (i− 1, l) pour tout i ∈ Z et pour tout l ∈ N.
Déﬁnition 2.1.
i) Soit le carquois ZA∞, sa translation τ et n ∈ N tel que n ≥ 1. Alors la τn-orbite de x
est l’ensemble
On (x) =
{
y ∈ (ZA∞)0
∣∣ y = τ knx, k ∈ Z }
pour tout x ∈ (ZA∞)0 et la σn-orbite de α est l’ensemble
On (α) =
{
β ∈ (ZA∞)1
∣∣ β = σ2knα, k ∈ Z }
pour tout α ∈ Γ1.
ii) Le tube stable de rang n avec n ∈ N, noté ZA∞/〈τn〉, est le carquois formé des
τn-orbites et des σn-orbites de ZA∞, c’est-à-dire que pour tout point x ∈ (ZA∞)0, il
existe un unique y ∈ (ZA∞/〈τn〉)0 tel que y = On (x) et pour toute ﬂèche α ∈ (ZA∞)1,
il existe une unique β ∈ (ZA∞/〈τn〉)1 tel que β = On (α).
iii) Soit n ∈ N et P un semi-anneau. Une P-frise f sur ZA∞ est dite τn-périodique si
f (τnx) = f (x).
Il découle de cette déﬁnition que toute frise sur ZA∞/〈τn〉 induit une frise τn-périodique
sur ZA∞.
Exemple 2.2. Soit le carquois ZA∞ suivant.
τ 3x3
τ 2x4
τ 3x1
τ 2x2
τ 2x3
τx4
τ 2x1
τx2
τx3
x4
τx1
x2
x3
x1
· · ·
· · ·
· · · · · · · · ·
· · ·
· · ·
· · ·
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Posons n = 2. On aura alors le carquois ZA∞/〈τ 2〉 qui s’illustre comme suit.
X3
τX4
X1
τX2
τX3
X4
τX1
X2
X3
X1
· · · · · · · · ·
C’est un tube stable de rang 2, en vertu de la déﬁnition 2.1 ii).
2.1 Rayons et points accessibles de ZA∞
Reprenons la notation déﬁnie précédemment pour ZA∞.
Déﬁnition 2.3.
i) Pour tout i ∈ Z, le ie rayon dans ZA∞ est la section déﬁnie par l’ensemble
Ri = {(i, l) | l > 0} .
ii) Pour tout i ∈ Z, le ie corayon dans ZA∞ est la section déﬁnie par l’ensemble
Ri = {(j, l) | j + l = i+ 1, l > 0} .
iii) Soit un rayon Ri, on déﬁnit son cône à droite comme étant l’ensemble
R≥i = {(j, l) | l > 0, j ≥ i} .
iv) Soit un corayon Ri, on déﬁnit son cône à gauche comme étant l’ensemble
R≤i = {(j, l) | l > 0, j + l ≤ i+ 1} .
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Les ﬁgures 2.1 et 2.2 illustrent ces déﬁnitions. Remarquons que toute section de ZA∞
est un carquois isomorphe à une orientation de A∞ et pour tout i ∈ Z, Ri et Ri sont
linéairement orientés. Un autre type de section est illustré dans la ﬁgure 2.3, soit une
section avec une orientation alternée, dite en zig-zag, attachée au point (i, 1) et notée Zi.
(i− 1, l) (i, l) (i+ 1, l)
Figure 2.1 – Le rayon qui commence
(i, l) et son cône à droite en gris.
(i, l)(i− 1, l) (i+ 1, l)
Figure 2.2 – Le corayon qui se termine
en (i, l) et son cône à gauche en gris.
(i, 1)(i− 1, 1) (i+ 1, 1)
Figure 2.3 – Un des deux zig-zags qui commencent en (i, 1).
Déﬁnition 2.4. Soit le carquois ZA∞. On appelle la bouche de ZA∞ l’ensemble des
points (i, 1)i∈Z qui forment la rangée inférieure de ce carquois.
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Déﬁnition 2.5. Soit (Γ, τ) un carquois à translation avec un sous-ensemble de points
Σ.
i) Un point x ∈ Γ0 est adjacent à Σ s’il existe une maille dans (Γ, τ) d’une des deux
formes suivantes et telle que s0, . . . , sl ∈ Σ.
s1

s2

s0
		





... x
sl−1

sl



ou s1

s2

x






... s0
sl−1
		
sl



ii) Posons Σ (0) = Σ, Σ (1) = Σ∪{x ∈ Γ0 | x est adjacent à Σ} et de manière récursive,
Σ (n) = (Σ (n− 1)) (1). On dira qu’un point x ∈ Γ0 est accessible de Σ s’il existe un
n ≥ 0 tel que x ∈ Σ (n).
À la lumière de la déﬁnition 2.5, il est possible de déterminer la conﬁguration générale
des points accessibles d’une section Σ de ZA∞, représentés dans les ﬁgures 2.4 et 2.5.
La première ﬁgure montre les points accessibles d’une section complète, alors que la
deuxième ﬁgure montre les points accessibles d’une section près de la bouche de ZA∞.
Les points en évidence ne sont qu’un exemple de points accessibles.
Ces ﬁgures permettent en fait de déterminer une condition nécessaire et suﬃsante pour
dire qu’un point est accessible, donnée dans le prochain lemme. Mais d’abord, voici une
déﬁnition qui explicitera certains ensembles de points qui seront présents dans le lemme.
Déﬁnition 2.6. Soit le point (i, l) de ZA∞, (i, l) ∈ Z× Z>0, Ri le rayon passant par ce
point et Ri+l−1 le corayon passant par ce point.
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Figure 2.4 – Points accessibles d’une section qui change d’orientation
Figure 2.5 – Points accessibles près du bas de la section
i) Le sous-ensemble {(i, k) | k ≥ l} de Ri est la partie supérieure du rayon passant par
(i, l).
ii) Le sous-ensemble {(i+ l − j, j) | j ≥ l} de Ri+l−1 est la partie supérieure du corayon
passant par (i, l).
Exemple 2.7. La partie supérieure du rayon passant par le point (i, 1) est le rayon
Ri. Pour le point (i, 2), la partie supérieure du rayon passant par celui-ci est l’ensemble
Ri \ {(i, 1)}.
Lemme 2.8. Soit Σ une section de ZA∞ et un point (i, l) ∈ Z × Z>0. Alors (i, l) est
accessible de Σ si et seulement Σ0 ∩ ({(i+ l − j, j) | j ≥ l} ∪ {(i, k) | k ≥ l}) = ∅.
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Démonstration. Avec les concepts introduits dans la déﬁnition 2.6, nous reformulons le
lemme comme suit. Nous souhaitons prouver qu’un point de ZA∞ est accessible de Σ si
et seulement si la partie supérieure du rayon ou du corayon passant par ce point coupe
Σ.
Si (i, l) est un point tel que la partie supérieure du rayon ou du corayon passant par ce
point coupe Σ, alors il est dans une conﬁguration semblable à celles présentées dans les
ﬁgures 2.4 ou 2.5. Par conséquent, (i, l) est accessible de Σ.
Montrons maintenant que pour tout point accessible, la partie supérieure du rayon ou
du corayon coupe Σ. Supposons que (i, l) est un point accessible de Σ. Alors il existe
un n ≥ 0 tel que (i, l) ∈ (Σ (n))0. Procédons par récurrence sur n pour montrer que
Σ0 ∩ ({(i+ l − j, j) | j ≥ l} ∪ {(i, k) | k ≥ l}) = ∅. Si n = 0, il est clair que l’énoncé est
vériﬁé. Supposons maintenant que pour tout point dans Σ (n), l’énoncé est vériﬁé pour
un n ≥ 0 ﬁxé. Montrons que c’est aussi le cas pour les points de Σ (n+ 1). La déﬁnition
2.5 indique
Σ (n+ 1) = (Σ (n)) (1) = Σ (n) ∪ { x ∈ (ZA∞)0 | x est adjacent à Σ (n) } .
Si (i, l) est dans Σ (n), le résultat est trivial. Supposons donc que
(i, l) ∈ { x ∈ (ZA∞)0 | x est adjacent à Σ (n) } .
Supposons sans perte de généralité que
(i, l + 1)

(i, l)


(i+ 1, l)
(i+ 1, l − 1)

où (i, l + 1) , (i+ 1, l − 1) , (i+ 1, l) ∈ Σ (n). Ainsi, pour chacun de ces points, la partie
supérieure du rayon ou du corayon passant par ce point coupe Σ. De plus, en vertu de la
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déﬁnition récursive de Σ (n) et Σ (n+ 1), c’est la partie supérieure du rayon de ces points
qui coupe Σ dans le cas illustré. Il en résulte que la partie supérieure du rayon passant
en (i, l) coupe Σ et Σ0 ∩ ({(i+ l − j, j) | j ≥ l} ∪ {(i, k) | k ≥ l}) = ∅.
Remarque 2.9. Il découle du résultat précédent que les points accessibles d’un rayon Ri
sont les points de son cône à droite et dualement, les points accessibles d’un corayon Ri
sont les points de son cône à gauche. De plus, le lemme précédent implique que dans le
cas d’une section en zig-zag, tous les points de ZA∞ sont accessibles.
Voici un lemme qui établit un lien entre sections, points accessibles et frises sur ZA∞.
Lemme 2.10. Soit P un semi-corps non-négatif, Σ une section de ZA∞ et Σ (∞) l’en-
semble des points accessibles de Σ. Alors il existe une bijection
{P-frises sur Σ (∞)} ∼−→ {suites inﬁnies d’éléments inversibles de P}
f −→ (f (i, l))(i,l)∈Σ
.
Démonstration. En vertu de la remarque 1.26 a), on a que toute P-frise est sans zéro.
Soit f une P-frise telle que f (i, l) est inversible pour tout (i, l) ∈ Σ. La surjectivité est
claire en vertu de la construction de la frise et du fait que les points accessibles de Σ sont
les points de Σ (∞).
Montrons maintenant l’injectivité. Supposons que f et g sont deux P-frises telles que
f = g sur Σ. L’hypothèse de récurrence est que f = g sur Σ (n) pour un certain n ≥ 0.
Or, pour une maille avec les points x et τ−1x tels que τ−1x est adjacent à Σ (n), on a
f
(
τ−1x
)
= f (x)−1 
((⊙
α∈x+
f (t (α))
)
⊕ 1
)
= g (x)−1 
((⊙
α∈x+
g (t (α))
)
⊕ 1
)
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= g
(
τ−1x
)
.
De la même manière, on a que pour une maille avec les points x et τx tels que τx est
adjacent à Σ (n), f (τx) = g (τx). Par conséquent, f = g sur Σ (n+ 1) et il s’ensuit que
f = g sur Σ (∞). La bijectivité est ainsi prouvée.
Corollaire 2.11. Soit P un semi-corps non-négatif.
i) Soit Ri un rayon dans ZA∞. Alors il existe une bijection
{P-frise sur R≥i} ∼−→ {suite d’éléments inversibles de P}
f −→ (f (i, l))l≥1
ii) Soit Ri un corayon dans ZA∞. Alors il existe une bijection{
P-frise sur R≤i
} ∼−→ {suite d’éléments inversibles de P}
f −→ (f (i+ 1− l, l))l≥1
iii) Soit une section en zig-zag Zi. Alors il existe une bijection
{P-frise sur ZA∞} ∼−→ {suite d’éléments inversibles de P}
f −→ (f (j, l))(j,l)∈Zi
Démonstration. Les énoncés découlent directement du lemme 2.10.
2.2 Coeﬃcients de linéarisation et polynômes de Tche-
bychev
Un résultat connu des frises classiques est que les valeurs de la frise sur une diagonale
sont un multiple de la somme de ses valeurs sur les deux diagonales adjacentes [CC73a,
CC73b]. On voudra un énoncé semblable dans le cas des frises sur semi-anneaux avec les
rayons et les corayons à la place des diagonales.
Commençons par rajouter à ZA∞ les points (k, 0) pour tout entier k, placés sous la
bouche de ZA∞, et les ﬂèches qui rendent ce carquois connexe.
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Proposition 2.12. Soit P un semi-corps non-négatif et f une P-frise sur ZA∞ telle que
f (k, 0) = 1 pour tout entier k. Alors,
i) pour tout i ∈ Z, il existe ni ∈ P tel que pour tout l ≥ 1, on a
ni  f (i, l) = f (i− 1, l + 1)⊕ f (i+ 1, l − 1) ,
et en outre ni = f (i− 1, 1).
ii) pour tout i ∈ Z, il existe ni ∈ P tel que pour tout l ≥ 1, on a
ni  f (i+ 1− l, l) = f (i+ 1− l, l − 1)⊕ f (i+ 1− l, l + 1) .
et en outre ni = f (i+ 1, 1).
Démonstration. Il suﬃt de montrer i), puisque ii) en est le dual. Commençons par
montrer l’existence du ni.
Soit un rayon sur ZA∞ et soit les valeurs locales de f sur celui-ci et ses rayons adjacents.
c

c′
		

a

a′


b
b′

On a que a est inversible en vertu des hypothèses sur P et f . Posons n = a−1  (b⊕ c).
On voudra montrer que na′ = b′⊕ c′ et ce sera suﬃsant pour obtenir l’énoncé. Puisque
f est une frise, on a les deux relations suivantes :
a c′ = (a′  c)⊕ 1 et a′  b = (a b′)⊕ 1
et par conséquent on a que
a′  a n = a′  a (a−1  (b⊕ c))
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= a′  (b⊕ c)
= (a′  b)⊕ (a′  c)
= (a b′)⊕ 1⊕ (a′  c)
= (a b′)⊕ (a c′)
= a (b′ ⊕ c′) .
En prémultipliant les deux côtés par a−1, on obtient n a′ = b′ ⊕ c′.
Il reste à monter que ni = f (i− 1, 1) pour tout i ∈ Z. Puisque ZA∞ est un carquois
à translation stable, il suﬃt de montrer le résultat pour i = 1. Rappelons que P est un
semi-corps non-négatif, ce qui implique que f sera une frise inversible. Ainsi, pour tout
l ≥ 1, il existe n1 tel que
n1  f (1, l) = f (0, l + 1)⊕ f (2, l − 1) .
Puisque ni ne varie pas le long du ie rayon, ﬁxons l = 1. On obtient
n1 = f (1, 1)
−1  (f (0, 2)⊕ f (2, 0))
= f (1, 1)−1  ((f (0, 2) 1)⊕ 1)
= f (1, 1)−1  ((f (0, 2) f (1, 0))⊕ 1)
= f (0, 1)
Ainsi, on obtient le résultat.
Remarque 2.13. Dans la proposition précédente, l’hypothèse de semi-corps non-négatif
sert à obtenir une frise sans zéro et inversible, ce qui est suﬃsant à la preuve. Par
conséquent, si P est un semi-anneau non-négatif et que f est inversible, alors le résultat
est toujours valide.
Exemple 2.14. Soit la Ztrop-frise suivante sur ZA∞.
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2 5 4 7 8 8
7 9 11 15 16
11 16 19 23
18 24 27
26 32
34
R4 R5 R6 R1 R2 R3
On a que pour les rayons R1,R2 et R3,
34 = max (34, 27) = 32 + 2
26 = max (26, 19) = 24 + 2
18 = max (18, 11) = 16 + 2
11 = max (11, 4) = 9 + 2
7 = max (7, 0) = 5 + 2
2 = max (2,−∞) = 0 + 2 = f (0, 1)
et donc a2 + 2 = max (a1, a3) avec ai ∈ Ri, i = 1, 2, 3. De la même manière, on a que
a5 + 8 = max (a4, a6) avec ai ∈ Ri, i = 4, 5, 6.
Un autre résultat connu des frises classiques concerne les polynômes de Tchebychev,
qui dit que chaque valeur de la frise est l’évaluation d’un polynôme de Tchebychev en
fonction de certains éléments sur la bouche du carquois [CC73a, CC73b]. Comme pour les
coeﬃcients de linéarisation, cela peut être généralisé aux frises de semi-anneaux sur ZA∞.
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Mais pour cela, il faut d’abord déﬁnir un polynôme de Tchebychev sur un semi-anneau
et donner quelques résultats sur leurs propriétés avant de les relier aux frises.
Déﬁnition 2.15.
i) Soit P un semi-anneau régulier et P˜ sa symétrisation. Alors,
P˜ [x1, . . . , xn] =
{ ∑
i1,...,in
ai1,...,inx
i1
1 · · · xinn
∣∣∣∣∣ ai1,...,in ∈ P˜
}
est l’anneau des polynômes à n ∈ N indéterminées et à coeﬃcients dans P˜.
ii) Soit P un semi-anneau régulier. Pour tout l ≥ 1, le le polynôme de Tchebychev
généralisé ou polynôme continuant signé est le polynôme Pl ∈ P˜ [x1, . . . , xn] déﬁni
récursivement par P0 (x) = (1, 0), P1 (x1) = x1 et pour tout l ≥ 1,
Pl+1 (x1, . . . , xl+1) = xl+1 · Pl (x1, . . . , xl)− (1, 0) · Pl−1 (x1, . . . , xl−1) .
Aﬁn d’alléger la notation dans cette section, nous écrirons (1, 0) = 1 et (0, 0) = 0.
Lemme 2.16. Soit P un semi-anneau régulier. Alors pour tout l ≥ 1,
Pl (x1, . . . , xl) = det
⎛⎜⎜⎜⎜⎜⎜⎝
x1 1 0
1 x2
. . .
. . . . . . . . .
. . . xl−1 1
0 1 xl
⎞⎟⎟⎟⎟⎟⎟⎠
avec la matrice dans Ml
(
P˜ [x1, . . . , xl]
)
, l’ensemble des matrices carrées l×l qui prennent
leurs valeurs dans P˜ [x1, . . . , xl].
Démonstration. On procède par récurrence sur l. Pour l = 1, on a que P1 (x1) = x1 =
det (x1). Supposons que le résultat est vériﬁé jusqu’à un l ≥ 1 ﬁxé. Montrons qu’il sera
vériﬁé pour l + 1.
35
En vertu de la déﬁnition des polynômes de Tchebychev, on a que
Pl+1 (x1, . . . , xl+1) = xl+1 · Pl (x1, . . . , xl)− Pl−1 (x1, . . . , xl−1) .
L’hypothèse de récurrence nous dit que
Pl (x1, . . . , xl) = det
⎛⎜⎜⎜⎜⎜⎜⎝
x1 1 0
1 x2
. . .
. . . . . . . . .
. . . xl−1 1
0 1 xl
⎞⎟⎟⎟⎟⎟⎟⎠
et
Pl−1 (x1, . . . , xl−1) = det
⎛⎜⎜⎜⎜⎜⎜⎝
x1 1 0
1 x2
. . .
. . . . . . . . .
. . . xl−2 1
0 1 xl−1
⎞⎟⎟⎟⎟⎟⎟⎠ .
En remplaçant ces valeurs dans l’égalité précédente, on obtient le déterminant, obtenu
par le développement par la dernière colonne, de la matrice⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 1 0
1 x2
. . .
. . . . . . . . .
. . . xl−1 1
1 xl 1
0 1 xl+1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Le résultat est valide pour l + 1 et par conséquent il l’est aussi pour tout l ≥ 1.
Lemme 2.17. Soit P un semi-anneau régulier. Alors pour tout l ≥ 2, on a
det
(
Pl−1 (x1, . . . , xl−1) Pl (x1, . . . , xl)
Pl−2 (x2, . . . , xl−1) Pl−1 (x2, . . . , xl)
)
= 1
avec la matrice dans M2
(
P˜ [x1, . . . , xn]
)
.
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Démonstration. On procède par récurrence sur l où l ≥ 2. Pour l = 2, on a
det
(
P1 (x1) P2 (x1, x2)
P0 P1 (x2)
)
= det
(
x1 x2 · x1 − 1
1 x2
)
= x1 · x2 − (x2 · x1 − 1)
= x1 · x2 − x2 · x1 + 1
= 1.
Supposons que le résultat est valide pour un l ≥ 2 ﬁxé. Montrons qu’il est aussi vériﬁé
pour l + 1. D’abord, posons
Δl = det
(
Pl−1 (x1, . . . , xl−1) Pl (x1, . . . , xl)
Pl−2 (x2, . . . , xl−1) Pl−1 (x2, . . . , xl)
)
.
On remarque ensuite que la déﬁnition récursive des polynômes de Tchebychev donne
l’égalité suivante.
Pl (x2, . . . , xl+1) + Pl−2 (x2, . . . , xl−1) = xl+1 · Pl−1 (x2, . . . , xl)
Montrons que Δl+1 = 1, sachant que Δl = 1.
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Δl+1 = Pl (x1, . . . , xl) · Pl (x2, . . . , xl+1)− Pl−1 (x2, . . . , x1) · Pl+1 (x1, . . . , xl+1)
= Pl (x1, . . . , xl) · Pl (x2, . . . , xl+1)
− Pl−1 (x2, . . . , x1) · (xl+1 · Pl (x1, . . . , xl)− Pl−1 (x1, . . . , xl−1))
= Pl (x1, . . . , xl) · Pl (x2, . . . , xl+1) + Pl−1 (x2, . . . , xl) · Pl−1 (x1, . . . , xl−1)
− xl+1 · Pl−1 (x2, . . . , xl) · Pl (x1, . . . , xl)
= Pl (x1, . . . , xl) · Pl (x2, . . . , xl+1) + Pl−1 (x2, . . . , xl) · Pl−1 (x1, . . . , xl−1)
− (Pl (x2, . . . , xl+1) + Pl−2 (x2, . . . , xl−1)) · Pl (x1, . . . , xl)
= Pl (x1, . . . , xl) · Pl (x2, . . . , xl+1) + Pl−1 (x2, . . . , xl) · Pl−1 (x1, . . . , xl−1)
− Pl (x2, . . . , xl+1) · Pl (x1, . . . , xl)− Pl−2 (x2, . . . , xl−1) · Pl (x1, . . . , xl)
= Pl−1 (x2, . . . , xl) · Pl−1 (x1, . . . , xl−1)− Pl−2 (x2, . . . , xl−1) · Pl (x1, . . . , xl)
= Δl
= 1
Par conséquent, le résultat est valide pour tout l ≥ 2.
Les prochains résultats auront comme but de faire le lien entre les polynômes de Tche-
bychev et les valeurs sur la bouche de ZA∞ d’une P-frise.
Proposition 2.18. Soit (ai)i∈Z une suite d’éléments non-nuls dans un semi-corps régulier
P. Alors, il existe au plus une P-frise inversible sur ZA∞ telle que f (i, 1) = ai pour tout
i ∈ Z.
Démonstration. Nous voulons prouver l’unicité d’une frise vériﬁant les conditions de
l’énoncé. Supposons qu’il existe deux P-frises f et g sur ZA∞ telles que f (i, 1) = ai = g (i, 1)
pour tout i ∈ Z. Montrons que ces deux frises sont égales sur ZA∞, c’est-à-dire que
f (i, l) = g (i, l) pour tout i ∈ Z et pour tout l ≥ N.
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Puisque ZA∞ est un carquois à transation stable, on peut, sans perte de généralité, ﬁxer
i. Procédons par récurrence sur l. Par déﬁnition, f (i, 1) = g (i, 1). Pour l = 2, utilisons
la déﬁnition de frise. On a
f (i, 2)⊕ 1 = f (i, 1) f (i+ 1, 1) = g (i, 1) g (i+ 1, 1) = g (i, 2)⊕ 1.
En vertu du fait que P est régulier, 1 est régulier et par conséquent, f (i, 2) = g (i, 2).
Supposons à présent que f (i, k) = g (i, k) pour tout k ≤ l pour un certain l ≥ 2. Montrons
que f (i, l + 1) = g (i, l + 1). La relation de frise donne
(f (i, l + 1) f (i+ 1, l − 1))⊕ 1 = f (i, l) f (i+ 1, l)
= g (i, l) g (i+ 1, l)
= (g (i, l + 1) g (i+ 1, l − 1))⊕ 1.
Comme dans le cas précédent, 1 est régulier et implique l’égalité
f (i, l + 1) f (i+ 1, l − 1) = g (i, l + 1) g (i+ 1, l − 1) .
De plus, f et g sont inversibles et en vertu de l’hypothèse de récurrence, on obtient
que f (i+ 1, l − 1) = g (i+ 1, l − 1) = 0. Il est donc possible de post-multiplier par
f (i+ 1, l − 1)−1, ce qui donne f (i, l + 1) = g (i, l + 1).
Déﬁnition 2.19. Soit P un semi-anneau régulier. Une suite (ai)i∈Z d’éléments de P est
dite non annulatrice pour les polynômes de Tchebychev si Pl (ai, . . . , ai+l−1) = 0 pour
tous i ∈ Z et l ≥ 1.
Notons que l’existence d’une suite non annulatrice n’est pas triviale, mais qu’elle est
prouvée dans le cas des nombres naturels un peu plus loin dans ce mémoire.
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Corollaire 2.20. Soit P un semi-anneau régulier, P˜ sa symétrisation et (ai)i∈Z une suite
non annulatrice sur les polynômes de Tchebychev dans P. Alors il existe une P˜-frise sans
zéro f sur ZA∞ telle que f (i, 1) = ai pour tout i ∈ Z donnée par f (i, l) = Pl (ai, . . . , ai+l−1)
pour tous i ∈ Z et l ≥ 1. En outre, si P est un semi-corps, la P˜-frise f sera unique.
Démonstration. Prouvons d’abord l’existence. Puisque la suite (ai)i∈Z est non annula-
trice, on a que Pl (ai, . . . , ai+l−1) = 0 pour tout i ∈ Z et pour tout l ≥ 1. Posons
Δi,l = det
(
Pl−1 (ai, . . . , ai+l−2) Pl (ai, . . . , ai+l−1)
Pl−2 (ai+1, . . . , ai+l−2) Pl−1 (ai+1, . . . , ai+l−1)
)
.
En vertu du lemme 2.17, Δi,l = 1 et ainsi,
f : Z× N>0 −→ P˜
(i, l) −→ Pl (ai, . . . , ai+l−1)
est une P˜-frise sur ZA∞ sans zéro. De plus, f (i, 1) = P1 (ai) = ai, ce qui complète la
preuve de l’existence.
La proposition 2.18 donne l’unicité.
2.3 Frises tropicales
Rappelons que les entiers tropicaux forment un semi-corps non régulier, non-négatif et
intègre. Ainsi, les résultats de la section précédente ne peuvent pas être appliqués. Par
contre, N est régulier. Nous utliserons cette propriété aﬁn d’obtenir des résultats similaires
à la section précédente, mais dans le cadre des N-frises et des Ztrop-frises.
Le lemme suivant est analogue au corrolaire 2.2 de [BPT15] qui s’intéresse aux frises sur
ZA∞.
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Lemme 2.21. Soit (ai)i∈Z une suite dans N telle que ai ≥ 2 pour tout i ∈ Z. Alors,
l’application
φ : Z× Z>0 −→ Z
(i, l) −→ Pl (ai, . . . , ai+l−1)
est une Z-frise et les valeurs de φ sur chaque rayon sont strictement croissantes.
Démonstration. En vertu du lemme 2.17,
Δi,l = det
(
Pl−1 (ai, . . . , ai+l−2) Pl (ai, . . . , ai+l−1)
Pl−2 (ai+1, . . . , ai+l−2) Pl−1 (ai+1, . . . , ai+l−1)
)
= 1.
Il en résulte que φ vériﬁe la relation de frise. Il reste à montrer que les valeurs de la frise
sur chaque rayon sont strictement croissantes.
Procédons par récurrence sur l dans (φ (i, l))l≥1. Pour l = 2, l’hypothèse de départ donne
φ (i, 1) ≥ 2 ce qui donne, en vertu de la déﬁnition de Z-frise,
φ (i, 2) = φ (i+ 1, 1)φ (i, 1)− 1
≥ 2φ (i, 1)− 1
≥ φ (i, 1)− 1
> φ (i, 1) .
Supposons maintenant qu’il existe un l ≥ 2 tel que pour tout i ∈ Z, 0 < φ (i, j) < φ (i, k)
quand j < k ≤ l. Montrons que φ (i, l + 1) > φ (i, l). La déﬁnition de Z-frise donne
φ (i, l)φ (i+ 1, l) = φ (i, l + 1)φ (i+ 1, l − 1) + 1.
Ainsi,
φ (i, l + 1) =
φ (i, l)φ (i+ 1, l)− 1
φ (i+ 1, l − 1) =
φ (i, l)φ (i+ 1, l)
φ (i+ 1, l − 1) −
1
φ (i+ 1, l − 1) .
Regardons les diﬀérentes parties du terme de droite. En vertu de l’hypothèse de récur-
rence, φ (i+ 1, l) > φ (i+ 1, l − 1), d’où
φ (i+ 1, l)
φ (i+ 1, l − 1) ≥
1 + φ (i+ 1, l − 1)
φ (i+ 1, l − 1) = 1 +
1
φ (i+ 1, l − 1) .
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On constate aussi que φ (i+ 1, l − 1) ≥ 2, ce qui donne 1
φ(i+1,l−1) < 1. De plus, φ (i, l) ≥ 2.
Ces informations permettent d’obtenir les inégalités suivantes.
φ (i, l + 1) =
φ (i, l)φ (i+ 1, l)
φ (i+ 1, l − 1) −
1
φ (i+ 1, l − 1)
≥ φ (i, l)
(
1 +
1
φ (i+ 1, l − 1)
)
− 1
φ (i+ 1, l − 1)
= φ (i, l) +
φ (i, l)
φ (i+ 1, l − 1) −
1
φ (i+ 1, l − 1)
≥ φ (i, l) + 2
φ (i+ 1, l − 1) −
1
φ (i+ 1, l − 1)
= φ (i, l) +
1
φ (i+ 1, l − 1)
> φ (i, l)
Cela prouve que les valeurs de φ augmentent sur les rayons.
Remarque 2.22. La preuve précédente montre que les valeurs de la frise φ sont stricte-
ment croissantes sur le rayon Ri. Il existe un énoncé dual disant que φ est strictement
croissante sur le corayon Ri. Il découle de ces deux résultats que la section en zig-zag Zi
est aussi strictement croissante, puisqu’elle alterne entre rayons et corayons.
Corollaire 2.23. Soit (ai)i∈Z une suite dans N telle que ai ≥ 2 pour tout i ∈ Z. Alors,
il existe une unique N-frise f sans zéro sur ZA∞ telle que f (i, 1) = ai pour tout i ∈ Z.
Démonstration. Montrons d’abord l’existence de la frise. Puisque N est régulier, N˜ = Z
comme prouvé dans l’exemple 1.13. Posons φ (i, l) = Pl (ai, . . . , ai+l−1) ∈ Z pour tout
i ∈ Z et tout l ≥ 1. En vertu du lemme 2.21, c’est une Z-frise qui est strictement croissante
sur ses rayons. Il reste à montrer que φ est sans zéro en tant que N-frise, c’est-à-dire que
φ (i, l) > 0 pour tout i ∈ Z et pour tout l ≥ 1.
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La croissance stricte sur les rayons donne φ (i, l) > φ (i, 1) = ai ≥ 2 pour tout i ∈ Z et
tout l ≥ 1, ce qui prouve que φ est une N-frise sans zéro sur ZA∞.
Pour l’unicité, considérons φ en tant que Q≥0-frise. Or, Q≥0 est un semi-corps régulier.
En vertu du corollaire 2.20, il s’ensuit que φ est unique.
Exemple 2.24. La N-frise obtenue avec la suite (. . . , 2, 2, 3, 4, 4, 5, . . . ) placée sur la
bouche de ZA∞ est la suivante.
2 2 3 4 4 5
3 5 11 15 19
7 18 41 71
25 67 194
93 317
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Les résultats suivants sont en fait très similaires au précédent, mais dans le cas des frises
tropicales.
Lemme 2.25. Soit (ai)i∈Z une suite dans Z telle que ai ≥ 1 pour tout i ∈ Z et f une
Ztrop-frise sur ZA∞. Alors, f est strictement croissante sur chaque rayon Ri.
Démonstration. Procédons par récurrence. Pour l = 2, la déﬁnition de f et ai ≥ 1 pour
tout i ∈ Z donnent
f (i, 2) = f (i, 1) + f (i+ 1, 1) ≥ f (i, 1) + 1 > f (i, 1) .
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Supposons que l ≥ 2 est tel que l’énoncé est vériﬁé pour tout i ∈ Z et tout k < l. La
déﬁnition de f et l’hypothèse de récurrence impliquent
f (i, l + 1)− f (i, l) = f (i+ 1, l)− f (i+ 1, l − 1) > 0,
ce qui termine la preuve.
Corollaire 2.26. Soit (ai)i∈Z une suite dans Z telle que ai ≥ 1 pour tout i ∈ Z. Alors il
existe une unique Ztrop-frise f sans zéro sur ZA∞ telle que f (i, 1) = ai pour tout i ∈ Z.
Démonstration. Nous voulons construire la frise f par récurrence sur l ≥ 1. Pour ce faire,
posons
f (i, 2) = f (i, 1) + f (i+ 1, 1)
f (i, l + 1) = f (i, l) + f (i+ 1, l)− f (i+ 1, l − 1)
pour tout i ∈ Z et tout l ≥ 1. Montrons que cette fonction est une Ztrop-frise sans zéro.
En vertu de la déﬁnition de f , il est clair que f (i, l) = −∞ et donc que si f est une frise,
elle sera sans zéro.
Il reste donc à montrer que f (i, l) + f (i+ 1, l) = max (f (i, l + 1) + f (i+ 1, l − 1) , 0)
pour tout i ∈ Z et pour tout l ≥ 1, ce qui est le cas si f (i, l + 1) + f (i+ 1, l − 1) ≥ 0.
Or, en vertu du lemme 2.25, f (i, l) ≥ 1 pour tout i ∈ Z et pour tout l ≥ 1. Donc,
f (i, l + 1) + f (i+ 1, l − 1) ≥ 1 + 1 = 2 ≥ 0.
En vertu de la déﬁnition de f , une telle frise sans zéro est unique.
Remarque 2.27.
a) Comme pour le lemme 2.21, la preuve par récurrence peut se faire sur les corayons
et implique que les valeurs de f sont strictement croissantes sur tous les Ri,Ri et
Zi.
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b) Les valeurs minimales sur la bouche de ZA∞ dans les résultats précédents sont
choisies de sorte que l’énoncé de croissance stricte soit respecté.
Exemple 2.28. La Ztrop-frise obtenue avec la suite (. . . , 2, 2, 3, 4, 4, 5 . . . ) placée sur la
bouche de ZA∞ est la suivante.
2 2 3 4 4 5
4 5 7 8 9
7 9 11 13
11 13 16
15 18
20
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CHAPITRE 3
Frises tropicales sur le carquois
d’Auslander-Reiten d’une catégorie
Ce dernier chapitre s’intéresse aux frises tropicales sur des carquois particuliers, les car-
quois d’Auslander-Reiten de catégories, soit k-abéliennes, soit amassées. L’objectif est
d’expliciter le lien entre ces frises et un objet algébrique bien connu, le vecteur dimension
associé aux objets indécomposables de la catégorie. Pour tout ce qui a trait à la théorie
des catégories, à la théorie des représentations des carquois et à la théorie d’Auslander-
Reiten, nous référons le lecteur à [ASS06, ARS95, Sch13].
Soit C une catégorie additive de Krull-Schmidt avec des suites ou des triangles presque
scindés. Rappelons que son carquois d’Auslander-Reiten, noté Γ (C ), est un carquois dont
les points sont les classes d’isomorphismes d’objets indécomposables de C et les ﬂèches
entre deux objets sont en bijection avec une base de l’espace vectoriel des morphismes
irréductibles d’un objet vers l’autre. De plus, il existe la translation τ où pour tout objet
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indécomposable M de C tel que τM existe, il y a une suite presque scindée
0 → τM →
p⊕
i=1
Bi → M → 0,
ou un triangle presque scindé
τM →
p⊕
i=1
Bi → M → τM [1]
où les Bi sont indécomposables pour tout 1 ≤ i ≤ p. Cette suite, ou ce triangle, se
retrouve dans Γ (C ) sous la forme de maille.
3.1 Catégories k-abéliennes
Nous rappelons la déﬁnition de catégorie k-abélienne.
Déﬁnition 3.1. Soit k un corps. Une catégorie A est dite k-abélienne si les conditions
suivantes sont vériﬁées.
i) A est munie d’un objet zéro, noté 0,
ii) A est munie d’un biproduit ⊕ pour toute paire d’objets,
iii) Pour toute paire d’objets X, Y dans A , HomA (X, Y ) est un k-espace vectoriel,
iv) La composition ◦ est une application k-bilinéaire,
v) Tout morphisme f : X −→ Y dans A admet un noyau u : Kerf −→ X et un
conoyau p : Y −→ Cokerf . De plus, le morphisme induit, f¯ : Cokeru −→ Kerp est un
isomorphisme.
Les conditions i) à iv) forment une catégorie k-additive. Tout au long de cette section,
supposons que A est une catégorie k-abélienne de Krull-Schmidt avec des suites presque
scindées. Notons Γ (A ) le carquois d’Auslander-Reiten de cette catégorie. Un résultat
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bien connu est que toute catégorie k-abélienne est contenue dans une catégorie de modules
[Mit65]. C’est pourquoi nous allons nous intéresser au cas des modules avant de revenir
à un cadre plus général. Les deux déﬁnitions et le théorème qui suivent proviennent de
[ASS06].
Ainsi, supposons que k est un corps algébriquement clos, A une k - algèbre élémentaire
et connexe telle que A = kQ/I est une algèbre de carquois lié. Ici, Q est un carquois
ﬁni et connexe et I un idéal admissible de l’algèbre de chemins kQ. Soit { 1, . . . , n }
l’ensemble des points de Q et (ei)i∈Q0 des idempotents primitifs orthogonaux de A tels
que ej est associé au point j. Supposons enﬁn que A = modA où modA est la catégorie
des A-modules à droite de dimension ﬁnie.
Nous pouvons maintenant donner la déﬁnition de vecteur dimension.
Déﬁnition 3.2. Soit A = kQ/I telle que déﬁnie plus haut, n = |Q0| et M un module
dans modA. Alors le vecteur dimension de M est le vecteur
dimM = (dimkMei)i∈Q0
qui est dans Zn.
On remarque que les vecteurs dimension des modules simples forment la base canonique
de Zn.
Déﬁnition 3.3. Soit A = kQ/I telle que déﬁnie plus haut et n = |Q0|. Le groupe de
Grothendieck de modA est le groupe abélien K0 (modA) = F/F ′ où F est le groupe
abélien libre dont la base est formée de l’ensemble des classes d’isomorphismes M˜ des
objets M dans A et F ′ est le sous-groupe de F endgendré par les éléments M˜ − L˜ − N˜
correspondant à toutes les suites exactes courtes 0 → L → M → N → 0. L’image de M˜
par l’épimorphisme canonique F −→ F/F ′ est notée [M ].
Le théorème suivant fait le lien entre le groupe de Grothendieck et les vecteurs dimension.
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Théorème 3.4. Soit A = kQ/I une k-algèbre élémentaire de dimension ﬁnie, n = |Q0|
et S1, . . . , Sn un ensemble complet des classes d’isomorphismes des A-modules simples.
Alors, K0 (modA) est un groupe abélien libre de base { [S1] , . . . , [Sn] } et il existe un
isomorphisme de groupes dim : K0 (modA) −→ Zn tel que dim [M ] = dimM pour tout
A-module M .
Il découle donc de ce théorème que K0 (A ) ∼= Zn et que les éléments du groupe de
Grothendieck sont en fait les vecteurs dimension des objets de la catégorie k-abélienne
A . C’est pourquoi nous ne ferons pas de distinction entre [M ] et dimM .
D’un point de vue plus général, soit A une catégorie k-abélienne et (Si)i∈I l’ensemble
des ses objets simples non-isomorphes. On déﬁnit son groupe de Grothendieck K0 (A )
de la même manière que dans la déﬁnition 3.3. De plus, il est connu que K0 (A ) ∼= ZI
et que dimM correspond au vecteur des multiplicités des objets simples qui constituent
l’objet M .
Déﬁnition 3.5. Soit A une catégorie k-abélienne, (Si)i∈I ses objets simples et K0 (A )
son groupe de Grothedieck isomorphe à ZI . Le semi-anneau tropical de Grothendieck de
A , noté K0 (A )trop, est le le semi-anneau Z
I
trop = (Ztrop)
I .
Notons que le maximun de deux vecteurs sera le vecteur des maximums, composante à
composante.
Proposition 3.6. Soit A une catégorie k-abélienne avec des suites presque scindées,
Γ (A ) son carquois d’Auslander-Reiten et K0 (A ) son groupe de Grothendieck. L’appli-
cation
ObA −→ K0 (A )
M −→ [M ]
induit une K0 (A )trop-frise sur Γ (A ).
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Démonstration. Pour prouver que M → [M ] induit une K0 (A )trop-frise sur Γ (A ), il
faut montrer que la relation de frise est satisfaite. Cela équivaut à montrer que pour
toute suite presque scindée de la forme
0 → τM →
p⊕
i=1
Bi → M → 0
où Bi est indécomposable pour tout 1 ≤ i ≤ p, la relation
[M ] + [τM ] = max
(
p∑
i=1
[Bi] , [0]
)
est vériﬁée. En vertu de la déﬁnition du vecteur dimension et de l’isomorphismeK0 (A ) ∼=
ZI , pour tout objet non nul X ∈ ObA , son vecteur dimension [X] ne prend que des
valeurs non-négatives. Il en résulte que
max
(
p∑
i=1
[Bi] , [0]
)
=
p∑
i=1
[Bi] .
Enﬁn, la déﬁnition de K0 (A ) implique
p∑
i=1
[Bi]− [M ]− [τM ] = [0]
et par conséquent,
[M ] + [τM ] =
p∑
i=1
[Bi] = max
(
p∑
i=1
[Bi] , [0]
)
.
Ainsi, la relation de frise est vériﬁée.
Exemple 3.7. Soit Q un carquois ﬁni, n = |Q0| et k un corps tel que C = rep (Q) est la
catégorie des représentations de dimension ﬁnie de Q sur k. Soit M une représentation
de Q telle qu’il existe des sous-représentations M0,M1, . . . ,Mm de M telles que
0 = M0 ⊆ M1 ⊆ · · · ⊆ Mm = M
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et M i/M i−1 ∼= S(x) pour tout i ∈ {1, . . . ,m}. Notons que S (x) est la représentation
simple associée au point x. On dit que M est nilpotente. Prenons A = nil (Q) la catégorie
des représentations nilpotentes de dimension ﬁnie de Q sur k. C’est une catégorie k-
abélienne. Remarquons que dans cette catégorie, même dans le cas d’un carquois avec un
cycle, le nombre des objets simples est ﬁni et égal à n, voir [Rin12]. Si Q est acyclique,
nil (Q) = rep (Q). Soit M une représentation appartenant à A . Posons M (i) le k-espace
vectoriel associé au point i ∈ Q0. Alors,
dimM = (dimkM (i))i∈Q0
est le vecteur dimension et la proposition 3.6 indique que l’application M → dimM
induit une Zntrop-frise sur Γ (A ).
En eﬀet, prenons le carquois suivant.
2

Q : 1

3

4

Les objets simples de A = nil (Q) sont les représentations simples associées à chaque
point de Q. De plus, Q possède un cycle. Il en découle que Γ (A ) est un tube stable de
rang 4, et voici la frise tropicale obtenue avec les vecteurs dimension.
[0001] [0010] [0100] [1000] [0001] [0010]
[0011] [0110] [1100] [1001] [0011]
[1110] [0111] [1110] [1101] [1011] [0111]
[1111] [1111] [1111] [1111] [1111]
[1211] [2111] [1112] [1121] [1211] [2111]
[2211] [2112] [1122] [1221] [2211]
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3.2 Catégories amassées
Les catégories amassées associées à un carquois acycliqueQ, notées CQ, ont été introduites
par Buan, Marsh, Reiten, Reineke et Todorov dans [BMR+06]. Dans cet article, il est
prouvé que CQ est directement liée aux algèbres amassées A (Q), introduites par Fomin
et Zelevinsky [FZ03]. Il est aussi démontré que les catégories amassées sont triangulées
[Kel05], 2-Calabi-Yau avec le foncteur de suspension [1] et admettent des objets dits
inclinants-amassés.
Un autre résultat, sur le carquois d’Auslander-Reiten Γ (CQ) de CQ, est qu’une frise d’an-
neau sur celui-ci permet de calculer les variables amassées associées à l’algèbre amassée
de carquois Q dans le cas où Q est euclidien, voir [AD11]. De plus, notons que le foncteur
[1] accomplit la même translation que τ sur Γ (CQ) et ainsi, [n] = τn pour n ∈ Z dans
Γ (CQ).
Déﬁnition 3.8. Soit Q un carquois acyclique et CQ la catégorie amassée associée à Q.
Un objet M ∈ ObCQ est dit transjectif s’il existe un objet projectif P dans modkQ et
un n ∈ Z tel que M = P [n].
La sous-catégorie pleine T de CQ a pour objets les objets tranjectifs de CQ.
La déﬁnition de T indique que Γ (T ), appelée composante transjective de Γ (CQ), est
une composante connexe de Γ (CQ), dont la forme dépend de Q. Si Q est de type Dynkin
[ASS06], alors CQ = T et Γ (T ) = ZQ/G où G est un groupe d’automophisme cyclique.
Cela est en fait soit un cylindre, soit un ruban de Möbius. Si Q n’est pas de type Dynkin,
Γ (T ) = ZQ, voir [ASS06].
La déﬁnition suivante est une généralisation de celle de caractère tropical donnée par
Guo dans [Guo12] et de celle de caractère amassé [Pal08].
Déﬁnition 3.9. Soit P un semi-corps non-négatif. Un P-caractère sur CQ est une appli-
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cation non nulle f : ObCQ −→ P telle que
i) Si M ∼= N , alors f (M) = f (N),
ii) f (M ⊕N) = f (M) f (N),
iii) f (M)f (N) = f (E)⊕f (E′) quand M, N sont des objets de CQ tels que Ext1CQ (M,N) ∼= k
et où E et E ′ sont les termes médians des triangles non-scindés suivants.
M −→ E −→ N −→ M [1] , N −→ E ′ −→ M −→ N [1]
Un P-caractère sur T est la restriction sur T du P-caractère sur CQ.
Soit Q un carquois acyclique, CQ sa catégorie amassée et M ∈ ObCQ. Alors, addM est la
sous-catégorie pleine de CQ engendrée par les sommes directes ﬁnies des facteurs directs
de M . Voici la déﬁnition des objets inclinants-amassés, avant le premier résultat sur les
P-caractères.
Déﬁnition 3.10. Soit Q un carquois acyclique, CQ sa catégorie amassée et [1] le foncteur
de suspension. Un objet T de CQ est dit inclinant-amassé si les conditions suivantes sont
satisfaites.
a) T est élémentaire, c’est-à-dire que Ti ∼= Tj pour tous i = j où Ti, Tj sont des facteurs
directs indécomposables de T .
b) HomCQ (T,X [1]) = 0 si et seulement si X ∈ ObaddT .
Nous dirons qu’un objet est rigide s’il satisfait à la condition a) et à HomCQ (T, T [1]) = 0.
De plus, un objet inclinant-amassé dont tous les facteurs directs indécomposables sont
dans T est dit inclinant-amassé tranjectif. Pour plus de détails sur la théorie de l’incli-
naison, nous référons le lecteur à [ASS06].
Remarque 3.11. Si P est un anneau commutatif, alors un P-caractère f : ObCQ −→ P
est un caractère amassé dans le sens de Palu [Pal08]. Regardons un cas particulier. Soit
n = |Q0| et posons P = Q (x1, . . . , xn) le corps des fonctions rationnelles avec n indéter-
minées. Soit aussi T un objet incinant-amassé. L’application XT? : ObCQ −→ Q (x1, . . . , xn)
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telle que XTTi[1] = xi est un caractère amassé, connu sous le nom de fonction de Caldero-
Chapoton.
Exemple 3.12. Soit Q : 1  2  3 . Posons Pi, Ij et Sk où i, j, k ∈ Q0 comme
étant respectivement les modules projectifs, injectifs et simples dans modkQ, voir [ASS06].
Le carquois d’Auslander-Reiten associé à Q est le suivant.
P3[1]
P2[1]
P1[1]
P3
P2
P1
S2
I2
P3[1]
S1
P2[1]
P1[1]
Posons T = P3 ⊕ P2 ⊕ P1 et posons XT? le caractère amassé tel que XTTi[1] = xi. Alors,
voici les valeurs de XT? sur CQ.
x1
x2
x3
x2+1
x1
x1+x3+x2x3
x1x2
x1+x3+x2x3+x1x2
x1x2x3
x1+x3
x2
x1+x3+x1x2
x2x3
x1
x2+1
x3
x2
x3
Théorème 3.13. Soit P un semi-corps non-négatif, Q un carquois acyclique et CQ sa
catégorie amassée. Alors, on a la bijection
{ P-caractères sur T } ∼−→ { P-frises sur Γ (T ) }
f −→ f
Démonstration. Soit f un P-caractère sur T et M un objet indécomposable de CQ.
Montrons que f est une P-frise sur Γ (T ). Puisque CQ est 2-Calabi-Yau, nous avons
dimkExt
1
CQ
(M,M [1]) = dimHomCQ (M,M [2]) = dimDHomCQ (M,M) = 1,
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dimkExt
1
CQ
(M [1],M) = dimHomCQ (M [1],M [1]) = 1.
Ainsi, il existe les triangles suivants.
M [1] →
l⊕
i=1
Bi → M → M [2] et M → 0 → M [1] → M [1]
Le premier est presque scindé [BMR+06]. De plus, selon la déﬁnition de P-caractère,
f (M [1]) f (M) =
l⊙
i=1
f (Bi)⊕ 1.
Or, dans Γ (T ), [1] = τ . Par conséquent, il existe dans Γ (T ) une maille de la forme
B1

B2

M [1]




... M.
Bl−1
		
Bl



Ainsi, f est une P-frise sur Γ (T ).
Maintenant, soit f une P-frise sur Γ (T ). Soit T =
⊕n
i=1 Ti un objet inclinant-amassé
transjectif dont les facteurs directs induisent une section { t1, . . . , tn } sur Γ (T ). Consi-
dérons le caractère amassé
XT? : ObCQ −→ Q (x1, . . . , xn)
N −→ XTN
où XTTi[1] = xi pour tout 1 ≤ i ≤ n.
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Enﬁn, soitM un objet indécomposable transjectif dans CQ. On a queHomCQ (M,M [1]) = 0,
donc M est rigide. Un résultat de [Pal08] implique que XTM est une variable amassée dans
l’algèbre amassée A (Q) et XTM ∈ Qsf (x1, . . . , xn). De plus, [Pal08] indique aussi que XT?
induit une Qsf (x1, . . . , xn)-frise sur Γ (T ).
Soit
f : Qsf (x1, . . . , xn) −→ P
xi −→ f (τti)
pour tout 1 ≤ i ≤ n. C’est un morphisme de semi-corps. En vertu du lemme 1.28, la
composition f ◦XT? induit une P-frise sur Γ (T ).
On prétend que f ◦XT? = f sur Γ (T ). En eﬀet,
f ◦XT? (Ti[1]) = f
(
XTTi[1]
)
= f (xi) = f (τti)
pour tout 1 ≤ i ≤ n. Comme f ◦ XT? = f sur la section τt1, . . . , τ tn, le lemme 1.27
implique f ◦ XT? = f sur Γ (T ). Il reste à montrer que f satisfait aux conditions d’un
P-caractère.
Soit M,N ∈ ObT . Supposons d’abord que M ∼= N . Alors,
f (M) = f
(
XTM
)
= f
(
XTN
)
= f (N) .
Supposons maintenant que M et N sont quelconques. On a
f (M ⊕N) = f
(
XTM⊕N
)
=f
(
XTM ·XTN
)
=f
(
XTM
) f (XTN)
=f (M) f (N) .
Enﬁn, supposons que M et N sont tels que Ext1CQ (M,N)
∼= k et E,E ′ ∈ ObT sont tels
que nous avons les triangles non-scindés
M → E → N → M [1] et N → E ′ → M → N [1].
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Nous avons que
f (M) f (N) = f
(
XTM ·XTN
)
= f
(
XTE +X
T
E′
)
= f
(
XTE
)⊕ f (XTE′)
= f (E)⊕ f (E ′) .
Les conditions sont vériﬁées et f est un P-caractère.
Déﬁnition 3.14. Un ensemble inclinant-amassé dans ZQ est une copie dans ce dernier
des points qui correspondent aux facteurs directs indécomposables d’un objet inclinant-
amassé transjectif de CQ.
Remarque 3.15. Si Q est de type Dynkin, tout ensemble inclinant-amassé est inﬁni
et correspond aux orbites des |Q0| facteurs directs indécomposables dans un domaine
fondamental. Si Q n’est pas de type Dynkin, on aura un ensemble inclinant-amassé avec
|Q0| éléments.
· · · · · ·
•
•
•
•
•
•
•
•
Figure 3.1 – Ensemble inclinant-amassé
dans le cas Dynkin.
· · · · · ·
•
•
•
•
Figure 3.2 – Ensemble inclinant-amassé
dans le cas non Dynkin.
La proposition suivante provient de [Guo12] et s’intéresse au cas Dynkin.
Proposition 3.16. Soit Q un carquois de type Dynkin, P un semi-corps non-négatif, CQ
la catégorie amassée associée à Q et T = T1 ⊕ · · · ⊕ Tn un objet inclinant-amassé de CQ.
Alors, l’application
ΦT : { P-frises sur CQ } −→ (P \ {0})n
f −→ (f (T1) , . . . , f (Tn))
est une bijection.
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Démonstration. [Guo12]
Considérons maintenant le cas non Dynkin.
Lemme 3.17. Soit P un semi-corps non-négatif et Q un carquois ﬁni, acyclique et non
Dynkin d’ensemble inclinant-amassé {ti | i ∈ Q0}. Alors, il existe une surjection
{P-frise sur ZQ} − (P \ {0})|Q0|
f −→ (f (ti) | i ∈ Q0)
Démonstration. Soit (a1, . . . , an) ∈ (P \ {0})|Q0| et T =
⊕n
i=1 Ti l’objet inclinant-
amassé dans CQ associé à {ti | i ∈ Q0}. Considérons aussi le caractère amassé XT? déﬁni
dans la preuve du théorème 3.13 qui induit une Qsf (x1, . . . , xn)-frise sur Γ (T ). Enﬁn,
posons
 : Qsf (x1, . . . , xn) −→ P
xi −→ ai
pour tout 1 ≤ i ≤ n. Le lemme 1.28 implique  ◦XT? est une P-frise sur Γ (T ) = ZQ. Par
conséquent, l’application de l’énoncé est une surjection.
Avant de procéder avec le théorème principal de cette section et de ce mémoire, voici deux
déﬁnitions et deux résultats provenant de [BMR07] qui seront nécessaires à sa preuve.
Déﬁnition 3.18. Soit Q un carquois ﬁni, connexe et acyclique et CQ sa catégorie amas-
sée. Nous appelons paire d’échange le couple d’objets indécomposables (M,M ′) tel que
T = T¯ ⊕M et T ′ = T¯ ⊕M ′ sont tous les deux des objets inclinants-amassés. De plus,
les triangles
M ′ → B → M → M ′[1] et M → B′ → M ′ → M [1]
sont les triangles d’échange associés à (M,M ′).
Exemple 3.19. Soit CQ et M un objet indécomposable de CQ. On prétend que (M,M [1])
est une paire d’échange. Dans la preuve du théorème 3.13, on a montré que
dimkExt
1
CQ
(M,M [1]) = 1 et dimkExt1CQ (M [1],M) = 1.
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C’est une condition nécessaire et suﬃsante [BMR+06] pour que (M,M [1]) soit une paire
d’échange.
Déﬁnition 3.20. Soit Q un carquois ﬁni, connexe et acyclique et CQ sa catégorie amas-
sée. Le graphe d’échange de CQ est un graphe, noté EG (CQ), tel que :
i) les points sont les objets inclinants-amassés de CQ,
ii) il y a une arête entre T et T ′ si T = T¯ ⊕M et T ′ = T¯ ⊕M ′ avec (M,M ′) une paire
d’échange.
Exemple 3.21. Reprenons la catégorie amassée CQ de l’exemple 3.12. Voici son graphe
d’échange.
P1[1]⊕ P2 ⊕ S2 P1[1]⊕ S2 ⊕ P3[1]
P1[1]⊕ P2[1]⊕ P3[1]
S2 ⊕ P3[1]⊕ I2
P3 ⊕ P2 ⊕ P1[1]
P3 ⊕ P2[1]⊕ P1[1]
P3[1]⊕ P2[1]⊕ S1
P3[1]⊕ I2 ⊕ S1
S2 ⊕ I2 ⊕ P1
S2 ⊕ P2 ⊕ P1
P3 ⊕ P2[1]⊕ S1
I2 ⊕ S1 ⊕ P1
P3 ⊕ S1 ⊕ P1 P1 ⊕ P2 ⊕ P3
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Lemme 3.22. Soit N un objet rigide indécomposable dans CQ et (M,M ′) une paire
d’échange. Supposons que M ∼= τN ou M ′ ∼= τN . On a alors
dimHomCQ (N,M) + dimHomCQ (N,M
′) =
max
(
dimHomCQ (N,B) ,dimHomCQ (N,B
′)
)
+ 1.
Démonstration. [BMR07]
Proposition 3.23. Soit N un objet rigide indécomposable dans CQ et (M,M [1]) une
paire d’échange. Supposons que M ∼= τN et M ′ ∼= τN . Les conditions suivantes sont
équivalentes.
i) On a l’égalité
dimHomCQ (N,M) + dimHomCQ (N,M
′) =
max
(
dimHomCQ (N,B) ,dimHomCQ (N,B
′)
)
.
ii) Une des deux suites suivantes est exacte.
0 −→ HomCQ (N,M ′) −→ HomCQ (N,B) −→ HomCQ (N,M) −→ 0
0 −→ HomCQ (N,M) −→ HomCQ (N,B′) −→ HomCQ (N,M ′) −→ 0
Démonstration. [BMR07]
Remarque 3.24. Notons qu’un autre résultat de [BMR07] indique qu’au moins une des
deux suites de la proposition 3.23 ii) est exacte si N = P [n] où P est un projectif et
n ∈ Z. Nous pouvons donc utiliser l’égalité en i) dans le cas où N est transjectif.
Enﬁn, soit { ei = [ei1, . . . , ein] | 1 ≤ i ≤ n, eii = 1, eij = 0 pour j = i } la base canonique
de Zn. Nous avons maintenant tous les éléments nécessaires pour prouver le théorème
suivant.
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Théorème 3.25. Soit Q un carquois acyclique, T un objet inclinant-amassé transjectif
dans CQ, f une Z
|Q0|
trop-frise sur Γ (T ) et telle que f (Ti [1]) = −ei pour tout i ∈ Q0. Alors,
f (M) = dimHomCQ (T,M) pour tout objet indécomposable transjectif M dans CQ tel
que M n’est pas un objet dans add (T [1]).
Démonstration. Posons n = |Q0| et soit l’application
φ : ObT −→ Zn
M −→ dimHomCQ (T,M)
Ti[1] −→ −ei
oùM est un objet indécomposable transjectif qui n’appartient pas à add (T [1]), 1 ≤ i ≤ n
et dimHomCQ (T,M) =
(
dimHomCQ (Ti,M)
)n
i=1
. Indiquons que φ (M) = (φi (M))
n
i=1.
Montrons que φ induit une Zntrop-frise sur Γ (T ). Nous voulons donc que pour toute
maille de la forme
B1

B2

M [1]




... M
Bl−1
		
Bl



l’égalité φ (M) + φ (M [1]) = max
(
0,
∑l
p=1 φ (Bp)
)
soit vériﬁée.
Nous savons que (M,M [1]) est une paire d’échange avec les triangles d’échange
M → 0 → M [1] → M [1] et M [1] → T¯ → M → M [2]
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où T¯ =
⊕l
p=1Bp.
Il y a deux cas principaux à considérer en vertu du lemme 3.22 et de la proposition 3.23.
Fixons Ti pour un certain i.
a) Supposons que M ∼= τTi ou que M [1] ∼= τTi. On aura respectivement les paires
d’échange (Ti[1], Ti[2]) ou (Ti, Ti[1]) et donc les égalités
dimHomCQ (Ti, Ti[1]) + dimHomCQ (Ti, Ti[2]) =
max
(
dimHomCQ (Ti, 0) , dimHomCQ
(
Ti, T¯
))
+ 1.
ou
dimHomCQ (Ti, Ti) + dimHomCQ (Ti, Ti[1]) =
max
(
dimHomCQ (Ti, 0) , dimHomCQ
(
Ti, T¯
))
+ 1.
en vertu du lemme 3.22.
Il en résulte
dimHomCQ (Ti, Ti[2])− 1 = max
(
0,
l∑
p=1
dimHomCQ (Ti, Bp)
)
ou
dimHomCQ (Ti, Ti)− 1 = max
(
0,
l∑
p=1
dimHomCQ (Ti, Bp)
)
.
Par conséquent,
φi (M) + φi (M [1]) = max
(
0,
l∑
p=1
dimHomCQ (Ti, Bp)
)
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dans les deux cas. Il reste à vériﬁer que dimHomCQ (Ti, Bp) = φi (Bp) pour tout
1 ≤ p ≤ l. Si Bp n’est pas un objet de add (T [1]), il est clair que c’est le cas en
vertu de la déﬁnition de φ. Par contre, si Bp est un objet de add (T [1]), on a que
φi (Bp) = 0 = dimHomCQ (Ti, Bp)
et donc
φi (M) + φi (M [1]) = max
(
0,
l∑
p=1
φi (Bp)
)
.
b) Supposons que M ∼= τTi et que M [1] ∼= τTi. Puisque Ti est transjectif, nous pouvons
utiliser la proposition 3.23 qui nous donne l’égalité suivante.
dimHomCQ (Ti,M) + dimHomCQ (Ti,M [1]) =
max
(
dimHomCQ (Ti, 0) , dimHomCQ
(
Ti, T¯
))
Comme en a), on a que
max
(
0, dimHomCQ
(
Ti, T¯
))
= max
(
0,
l∑
p=1
φi (Bp)
)
.
Il reste donc à démontrer que
φi (M) + φi (M [1]) = dimHomCQ (Ti,M) + dimHomCQ (Ti,M [1]) .
Or, en vertu de la déﬁnition de φi et du fait que φi (M) = 0 = dimHomCQ (Ti,M) si
M est un objet de add (T [1]) tel que M ∼= Ti[1], il est clair que l’égalité est vériﬁée.
Nous avons ainsi prouvé que φi (M) + φi (M [1]) = max
(
0,
∑l
p=1 φi (Bp)
)
partout sur
Γ (T ) pour tout 1 ≤ i ≤ n, ce qui termine la preuve que φ induit une Zntrop-frise sur
Γ (T ).
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Nous avons donc montré que f et φ sont deux frises tropicales sur Γ (T ) qui coïncident
sur add (T [1]). Mais alors, pour tout 1 ≤ i ≤ n, fi et φi sont deux Ztrop-frises telles que
fi = φi sur add (T [1]). En vertu du théorème 3.13, les fi et φi sont induits de Ztrop-
caractères sur T , notés Fi et Φi respectivement. Cela donne F = (Fi)
n
i=1 et Φ = (Φi)
n
i=1.
En vertu de la déﬁnition de P-caractère, on conclut que pour une paire d’échange (M ′,M ′′)
avec triangles d’échange
M ′ → B′ → M ′′ → M ′[1] et M ′′ → B′′ → M ′ → M ′′[1]
on a
Fi (M
′) + Fi (M ′′) = max (Fi (B′) , Fi (B′′))
et
Φi (M
′) + Φi (M ′′) = max (Φi (B′) ,Φi (B′′))
pour tout i.
On prétend que F et Φ coïncident sur tous les objets inclinants-amassés dans CQ. En eﬀet,
procédons par récurrence sur le nombre d’arêtes entre deux objets inclinants-amassés dans
le graphe d’échange de CQ. Nous appelerons ce nombre d’arêtes la distance entre ces deux
objets.
Supposons que T ′ est un objet inclinant-amassé de CQ et T ′′ un autre objet inclinant-
amassé qui est à une distance d = 1 de T ′ dans le graphe d’échange de CQ. Alors
T ′ = T¯ ⊕ M ′ et T ′′ = T¯ ⊕ M ′′ avec (M ′,M ′′) une paire d’échange et les triangles
d’échange
M ′ → B′ → M ′′ → M ′[1] et M ′′ → B′′ → M ′ → M ′′[1]
où B′, B′′ ∈ add (T ′). Montrons que si F et Φ coïncident sur add (T ′), alors F et Φ
coïncident sur add (T ′′), c’est-à-dire que Fi
(
T ′′j
)
= Φi
(
T ′′j
)
pour tout 1 ≤ i ≤ n et pour
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tout 1 ≤ j ≤ n. Fixons i. Il suﬃt de vériﬁer la valeur des Ztrop-caractères en M ′ et M ′′.
Puisque Fi et Φi coïncident sur add (T ′), cela implique
Fi (M
′′) = max (Fi (B′) , Fi (B′′))− Fi (M ′)
= max (Φi (B
′) ,Φi (B′′))− Φi (M ′)
= Φi (M
′′) .
Supposons à présent que si T ′′ est à une distance d = k, k ≥ 1 et que Fi et Φi coïncident
sur add (T ′′). Montrons que c’est aussi le cas pour d = k + 1.
Soit T ′′ qui est à la distance d = k + 1 de T ′ et T ∗ qui est à la distance d = k de T ′ et à
la distance d = 1 de T ′′. Alors, comme plus haut, on montre que Fi et Φi qui coïncident
sur add (T ∗) coïncident aussi sur add (T ′′). Par conséquent, F et Φ sont égaux sur les
facteurs directs de tous les objets inclinants-amassés, d’où F = Φ sur T . Par conséquent,
f = φ sur Γ (T ) et ceci termine la preuve.
Exemple 3.26. Continuons avec la catégorie amassée de l’exemple 3.12. Posons T = P3⊕
P2 ⊕ P1 et calculons la Z3trop-frise donnée par le théorème.
[−1, 0, 0]
[0,−1, 0]
[0, 0,−1]
[1, 0, 0]
[1, 1, 0]
[1, 1, 1]
[0, 1, 0]
[0, 1, 1]
[−1, 0, 0]
[0, 0, 1]
[0,−1, 0]
[0, 0,−1]
Remarque 3.27. Observons que dans l’exemple 3.12, XTM =
h(x1,x2,x3)
x
a1
1 x
a2
2 x
a3
3
avec h (x1, x2, x3)
qui n’est pas divisible par xi pour tout i, pour tout M ∈ ObT . On remarque alors que la
frise obtenue par le théorème 3.25 est en fait induite des valeurs des ai, c’est-à-dire que
f (M) = [a1, a2, a3] .
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Exemple 3.28. Reprenons Q : 1  2  3 , mais posons T = P3 ⊕ P1 ⊕ S1. La
Z3trop-frise donnée par le théorème est la suivante.
[−1, 0, 0]
[0, 0, 1]
[0,−1, 0]
[1, 0, 1]
[1, 0, 0]
[1, 1, 0]
[0, 0,−1]
[0, 1, 0]
[−1, 0, 0]
[0, 1, 1]
[0, 0, 1]
[0,−1, 0]
Exemple 3.29. Soit le carquois de Kronecker
Q : 2 1
avec l’objet inclinant-amassé T = P1 ⊕ P2. La composante transjective de CQ est ZQ, ce
qui donne la Z2trop-frise suivante.
· · ·
[4, 3]
[3, 2]
[2, 1]
[1, 0]
[0,−1]
[−1, 0]
[0, 1]
[1, 2]
[2, 3]
[3, 4]
· · ·
Remarque 3.30. Soit Q un carquois ﬁni et acyclique, CQ sa catégorie amassée et T
un objet inclinant-amassé dans CQ. Posons B = End (T ) l’algèbre d’endomorphismes de
T . On dit alors que B est une algèbre inclinée-amassée [BMR07] et si T est un objet
transjectif, B est une algèbre dérobée-amassée [Rin11]. Maintenant supposons que B est
une algèbre inclinée-amassée. Un résultat bien connu de la théorie des algèbres inclinées-
amassées dit que le foncteur HomCQ (T,−) induit l’équivalence CQ/ (addT [1]) ∼= modB.
En vertu de ces informations, le théorème 3.25 indique que les vecteurs dimension des
B-modules indécomposables transjectifs sont en fait les valeurs de la frise f .
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