Abstract--A novel linearly implicit predictor-corrector scheme is developed for the numerical solution of reaction-diffusion equations. Iterative processes are avoided by treating the nonlinear reaction terms explicitly, while maintaining superior accuracy and stability properties compared to the well-known ~ methods and linearly implicit l:tunge-Kutta methods. The proposed method allows the opportunity of solving large systems of reaction-diffusion equations by alleviating the necessity of solving the accompanying large linear systems of algebraic equations due to the natural parallelism which surfaces across the system. Numerical results confirm the enhanced stability, accuracy and efficiency of the method when applied to reaction-diffusion equations arising in biochemistry and population ecology.
INTRODUCTION
In this paper, we consider the numerical solution of the reaction-diffusion equation 
where d is a constant, positive diffusion coefficient and f is a nonlinear function correspoading to the reactive term u0(x); a(t) and/3(t) are given continuous functions. We assume that f is a sufficiently smooth function of t, x, u to ensure that the reaction-diffusion equation (1) with the specified initial and boundary conditions possesses a unique solution, and that f~ > -L, where L > 0 is a constant. In particular, we consider forms of f(t, x, u) stemming from applications in population genetics and enzyme kinetics of Michaelis-Menten type [1] . Applying the Method of Lines (MOL) semidiscretization approach, a nonlinear system of ODEs results having the form dv d-7 = F(t, v),
where F(t, v) = Av + g(t, v). The initial value system (2) is inherently stiff, and applying standard implicit Runge-Kutta or Linear Multistep Methods (see, for example, [2] ) produces a 0898-1221/1999/$ -see front matter (~) 1999 Elsevier Science Ltd. All rights reserved. Typeset by .Ajk4,S-TEX PII: S0898-1221 (99)00299-0 system of nonlinear algebraic equations which needs to be solved at each time step using some type of Newton iteration. Updating the Jacobian and solving the resulting linear systems makes this iteration prohibitively expensive to use [3] . In recent years, several authors [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] considered various techniques for the numerical solution of (1). Cherruault et al. [1] and Galeone [12] considered the implementation of the wellknown P-methods in a linearly implicit form in order to avoid the necessity to iteratively solve nonlinear systems of equations. When the spatial derivative in (1) is replaced by the central difference approximation, the matrix A in (2) becomes the familiar tridiagonal N x N matrix A = d{1, -2, 1}/h 2, where h = X/(N + 1) is the space step. By treating the nonlinear term in (2) explicitly, the 0-methods have the form
where tj = jk, j > O, k being the time step, and [: ,:
For 0 = 0, (3) becomes the explicit Euler finite difference scheme for which the stability analysis is given by Hoff [13] . More recently, Sanz-Serna and Stuart [9] provided error estimates for the same scheme which are uniformly valid in time. Linearly implicit forms of the (fully) implicit Euler and Crank-Nicolson methods arise from (3) corresponding to 0 = 1 and 0 = 1/2, respectively. The method corresponding to 0 --1 is attractive since it is L-stable while that corresponding to 0 --1/2 is only A-stable. In addition, it should be noted that all the 0-methods are only firstorder accurate in time when the nonlinear term is treated explicitly as in (3); see also [1, 12] . Based on the semi-implicit Euler method introduced by Deuflhard [14] , Lang and Walter [4] derived a second-order method from among the linearly implicit Runge-Kutta methods (see [15] ) which has the form (I -kA)~r j+l = v j + kg j,
when applied to the semidiscretized problem (2) . The higher accuracy of this linearly implicit method is accompanied by L-stability, but also, with increased computational cost.
In this paper, a novel linearly implicit predictor-corrector scheme, based on a member of the family of split linear multistep methods announced in [16] , is developed by treating g(t, v) explicitly as in (3) and (4) which, consequently, also avoids the necessity to iterate. The resulting scheme preserves L-stability and second-order accuracy while being relatively economical to implement. In Section 2 the description of the general predictor-corrector algorithm is presented, and its order and stability properties are discussed in Section 3. A parallel algorithm for reaction-diffusion systems is given in Section 4, while numerical results in Section 5 confirm the enhanced stability, accuracy and efficiency of the method when applied to some PDEs arising in biochemistry and population ecology.
PREDICTOR-CORRECTOR METHOD
Cash [17] introduced a class of linear multistep methods for the numerical solution of ODE systems wherein the basic linear multistep is split into a predictor-corrector scheme, where the predictor is also implicit. It was found that by splitting the backward differentiation formulas (BDFs), the split methods (SBDFs) have considerably better stability properties than the BDFs while maintaining the same order. Moreover, this splitting preserves the efficiency of the predictorcorrector pair by ensuring that the implicitness is resolved in the pair using an iteration scheme with a common coefficient matrix. A different split predictor-corrector scheme, fitting in the general family of split linear multistep methods described by Cash, was analyzed and applied to semidiscretized semiconductor device equations by Fitzsimons et al. [18] . The one-step, secondorder, L-stable scheme reported in [18] is, in fact, a member of the family of split Adams-Moulton formulas (SAMFs) reported by Voss and Casper [16] which was further applied by Casper and Voss [19] to linear parabolic PDEs having high frequency components in their solution. It arises by applying the basic second-order Adams-Moulton formula (Trapezoidal method) to the ODE system (2) into the split form
vJ+l --vJ = k [1Fj + (2 -¢) FJ+I] + ¢kFJ+l ,
where the predicted value of the function, ~j+l is obtained from a separate implicit predictor
vJ+l -vJ = k [ (~ + ¢) FJ ÷ (1-¢) FJ+I] ,
where ¢ ~ 0, 1/2.
With F(v) = Av + g(t, v) the above one-step, SAMF becomes
~rJT1 --vJ ~-k [(1-t-~) {AvJ ~-gJ} ~-(1-~9) {A~rJ-bl-{-gj+l}l , vJT1 --vJ :k [1 {AvJ-~-gJ}-{-(~ -~) {AvJ+l-l-gj+l}]
-t-Ck [A~ j+i + ~j+l] .
(s)
The standard application of predictor-corrector method (5) results in the iterative solution of two systems of nonlinear equations for the predictor and corrector solutions using Newton's method with the same Jacobian matrix at each step. We treat the implicit nonlinear term g(t,v), explicitly, in both the predictor and corrector in (5) 
This implementation significantly reduces the computational cost by alleviating the need to iteratively solve two nonlinear systems of equations at each time step. As with the 0-methods (3) and the linearly implicit Runge-Kutta method (4), method (6) only requires one LU decomposition (of the constant matrix T); however, it is followed by only two solves per time step compared to a total of four solves per time step for the linearly implicit Runge-Kutta method. Method (6) is also quite competitive with any 0-method since, in the next section, it is shown to be of second order while preserving the L-stability properties of the implicit Euler method provided ¢ = -1/2 =t= 1/v~. PROOF. Substituting the exact solution v(t) of (2) into the predictor formula in (6) we obtain the local truncation error
ACCURACY AND STABILITY
Similarly, from the corrector formula, we have On substituting the local truncation error of the predictor into the above expression, we obtain that of the predictor-corrector given by
v(tj))] + ~ [Av(tj+l) +g(tj+l,v(tj+l))]

Lpc[V(tj);k]= (¢ [A + J(2)] (1 "
establishing the result.
The linear stability properties of the predictor-corrector scheme (6) are determined through application to the scalar problem d, = Av, Re(A) < 0 which is contained in [16] and we briefly summarize the results. Applying scheme (6) 
REACTION-DIFFUSION SYSTEMS AND PARALLEL IMPLEMENTATION
Inherent parallelism surfaces when the predictor-corrector method is extended to systems of reaction-diffusion equations. We consider the reaction-diffusion system
with prescribed initial and boundary conditions where
.. ,us(x,t)] T ,
and D is the s × s diagonal matrix of positive diffusion constants, D = diag(dl, d2,..., ds).
For x E [0,X] and f(t,x,u), u e ~s, we associate the boundary conditions u(0,t) = c~(t), u(X, t) --fJ(t), and the initial condition u(x, 0) = u0(x) with the system of PDEs (8) . Discretizing in space with h = X/(N + 1) and approximating the second-order spatial derivative by the central difference operator,
~2 u
Ox 2 
NUMERICAL RESULTS
In this section, accuracy and stability properties of the linearly implicit methods are examined through application on two problems from the literature. The first involves enzyme kinetics of Michaelis-Menten type [1] .
The steady state solution of (9) is u = 0. Using h = .025 and k --.01, Table 1 contains the number of time steps required by the methods to satisfy Ilull~ < 10 -5 using an increasing diffusion constant. Figure 6 . Solution of Problem 1 at time t = 1 using RK method.
Stiffer systems surface with larger values of d, but from Table 1 it can be seen that the L-stable PC method approaches the specified tolerance sooner than the L-stable RK method. However, this is achieved at less computational cost as compared with the RK method. The A-stable CN method, of course, produces poor results due to discontinuity that exists between the initial and boundary conditions. This phenomenon has been discussed previously by several authors (see, for example, [20, 21] Figures 6 and 7 show that the solution profiles of RK method behave in a similar manner to the PC method.
Next we apply the predictor-corrector method to the system of two coupled reaction-diffusion equations given in [22] which model predator-prey environments in which crowding is a factor. PROBLEM 2. The initial population of predators, u0, and prey, v0, together with the "steady-state" populations reached at time t --10 using h = .078125 and k = .01 appear in Figure 8 . The PC method is applied to Problem 2 and provides a smooth time evolution of the individual components which are given in Figures 9 and 10 . Seeing that the PC method possesses parallelism across the system affords the concurrent computation of these components. This feature enables the PC method to be efficiently applicable to larger reaction-diffusion systems.
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