Abstract. There is a correspondence between highest weight vectors in the tensor product of finite-dimensional irreducible sl N +1 -modules labeled by distinct complex numbers, on the one hand, and elements of the intersection of the Schubert varieties taken with respect to the osculating flags of the normal rational curve at the points corresponding to these complex numbers, on the other hand, In the proofs of the Bethe Ansatz conjecture for N = 1 ([ScV]) and for the tensor products of first and last fundamental representations for N > 1 ([MV2]), the initial and the most sophisticated step was to find a Bethe vector in the tensor product of two representations. Relations to the Schubert calculus suggest to look for non-degenerate planes in place of Bethe vectors. In this work we find explicitly the non-degenerate planes that correspond to the Bethe vectors in the tensor products of two irreducible finitedimensional sl N +1 representations such that one of them is a symmetric power of the standard one.
Introduction
A partition w = (w 1 , . . . , w N ) is a collection of non-negative integers in weakly decreasing order, w 1 ≥ w 2 ≥ · · · ≥ w N . A partition with at most one non-zero entry is called special and denoted by (w 1 ).
As it is well-known ( [Fu] ), any partition w defines the finite-dimensional irreducible sl N +1 -representation L w with highest weight Λ w = w 1 λ 1 + · · · + w N λ N ∈ h * , where
is the dual to the Cartan subalgebra. The same partition determines also a Schubert variety Ω w of the complex codimension |w| = w 1 + . . . + w N in the Grassmannian of (N + 1)-dimensional linear subspaces of C d+1 , where d ≥ N + w 1 . If a partition is special, w = (m), then L (m) is the m-th symmetric power of the standard sl N +1 -representation, and Ω (m) is a special Schubert variety.
This correspondence between highest weight representations and Schubert varieties can be extended to a correspondence between highest weight vectors in the tensor product of finite-dimensional irreducible sl N +1 -modules labeled by distinct complex numbers, on the one hand, and elements of the intersection of the Schubert varieties taken with respect to the osculating flags of the normal rational curve at the points corresponding to these complex numbers, on the other hand, [MV1, Section 5] , [Sc1] (the case N = 1 has been done in [Sc3] ).
Such highest weight vectors are common eigenvectors of certain operators in the Gaudin model of statistical mechanics. They are obtained by the Bethe Ansatz method and called Bethe vectors, see [FaT] , [FeFR] , [RV] and references therein. The corresponding elements of the intersection of Schubert varieties are the non-degenerate planes in the vector space of complex polynomials, [Sc1] , [Sc3] .
The relation between Bethe vectors and non-degenerate planes, which is crucial in this work, is given by a remarkable symmetric rational function called the master function of the model in the Bethe Ansatz ( [ScV] , [MV1] ) and the generating function of the Schubert intersection in the Schubert calculus ([Sc2] - [Sc4] ). Both the Bethe vectors and the nondegenerate planes are in a one-to-one correspondence with orbits of critical points with non-zero critical value of this function.
Fix partitions w(1), . . . , w(n), w(n + 1) such that the sum of codimensions equals the dimension of the Grassmannian, |w(1)| + . . . + |w(n + 1)| = (N + 1)(N − d) .
Let z 1 , . . . , z n be distinct complex numbers, z = (z 1 , . . . , z n ). These data determine a master function, as well as the Bethe vectors and the non-degenerate planes. Everywhere in the text, the words "generic z" mean "z does not belong to a suitable proper algebraic surface in C n ".
Conjecture 1. (The Schubert calculus conjecture, [Sc1] , [Sc4] ) For generic z = (z 1 , . . . , z n ) the intersection of Schubert varieties
The Bethe Ansatz conjecture could be deduced from this statement and Conjecture 3 by the method of iterated singular vectors of E. Mukhin, N. Reshetikhin and A. Varchenko ([RV] , [MV2] ). In the Schubert calculus, according to B. Osserman, transversality of the intersection of every three Schubert varieties implies, for generic z, transversality of the intersection of n + 1 > 3 Schubert varieties, [O, Theorem 1.3 ].
In the proofs of Conjecture 2 for N = 1 ( [ScV] )) and for the tensor product of several copies of first and last fundamental sl N +1 -modules ( [MV2] ), to find a Bethe vector for n = 2 was a most sophisticated part of the proofs.
Relations to the Schubert calculus suggest to look for non-degenerate planes in place of Bethe vectors. In this paper first steps in this direction are done. We calculate explicitly the (single element of the) intersection of three Schubert varieties in the case when at least one of the partitions is special, these are Theorems 4, 5. The relation to Bethe vectors (Corollary 1) and results of E. Frenkel ([F2] , see also our Sec. 2.6) imply that the obtained element is necessarily non-degenerate. Thus our calculation gives also a Bethe vector in the tensor product of two irreducible sl N +1 -representations where at least one of them is a symmetric power of the standard one. For N = 1 the Bethe vector was calculated explicitly in [V] , by another method.
Let us mention purely algebraic corollaries of our study (see Sec. 6.1). Define a "truncated binomial"
where m, d are positive integers, m ≤ d.
Proposition 1. (Truncated binomial properties)
• For 0 < m < d, the truncated binomial P m; d (x) do not have multiple roots.
• For 0 ≤ k < m ≤ d the truncated binomials P m; d (x) and P k; d (x) do not have common roots.
•
, and c is a non-zero constant.
While the first and the third items are easy, our proof of the second property is extremely non-direct and essentially uses results on Bethe vectors and Schubert intersections. The author tried to find a more direct proof but did not succeed.
Plan of the paper In Section 2 we collect data on Bethe vectors in the sl N +1 Gaudin model. In Section 3 we describe Schubert intersections and the generating function, following [Sc1] , [Sc4] . In Section 4 relations between non-degenerate planes and Bethe vectors are explained. Section 5 is devoted to the basic case n = 2, and in Section 6 we calculate the intersection of three Schubert varieties when one of them is special.
2.1. Finite-dimensional irreducible sl N +1 -modules. For the basic notions of representation theory see for example [FuH] .
Denote by {e
the standard Chevalley generators of the Lie algebra sl N +1 (C),
denote by h * the dual to the Cartan subalgebra,
equipped with the standard bilinear form (·, ·). The simple positive roots are
2.2. The Gaudin model [G] , [F3] . Fix n partitions w(1), . . . , w(n) and consider the tensor product
, where L w(j) is a finite-dimensional irreducible sl N +1 -module with the highest weight
In the Gaudin model of statistical mechanics, L w(1) , . . . , L w(n) are labeled by distinct complex numbers z 1 , . . . , z n , and L is called the space of states of the model. Write z = (z 1 , . . . , z n ). Bethe vectors are common eigenvectors of the mutually commuting linear operators H 1 (z), . . . , H n (z) in L which are defined as follows,
here C ij acts as the Casimir operator on factors L w(i) and L w(j) of the tensor product and as the identity on all other factors.
The main problem in the Gaudin model is to find a common eigenbasis and the spectrum of H 1 (z), . . . , H n (z). The operators commute with the diagonal action of sl N +1 in L, therefore it is enough to construct common eigenvectors in the subspace of singular vectors of a given weight, for every weight.
Choose highest weight vectors v j ∈ L w(j) , j = 1, . . . , n. Clearly v 1 ⊗ · · · ⊗ v n ∈ L has the maximal weight and is a common eigenvector of H j (z)'s. The idea of the Bethe Ansatz is to construct eigenvectors of other weights by applying certain operators (depending on auxiliary parameters) to vectors v 1 , . . . , v n . This idea was realized in [SV, Sections 6, 7] for any simple Lie algebra, in the context of the Knizhnik-Zamolodchikov equation, cf. [BaFl] . We explain the construction of V. Schechtman and A. Varchenko in the next subsection.
2.3. The universal weight function [SV, Sections 6, 7] , [MV2] . Highest weight vectors in the tensor product L have weights of the form
where k = (k 1 , . . . , k N ) and k 1 , . . . , k N are non-negative integers such that (Λ(k) , α j ) ≥ 0 for every 1 ≤ j ≤ N. Fix such k = (k 1 , . . . , k N ). We shall construct a function v(t) depending on some auxiliary variables t and taking values in the weight subspace L Λ(k) ⊂ L of weight Λ(k). As we will see in the next subsection, for certain values of the auxiliary variables, the values of this universal weight function will be common eigenvectors of the Gaudin operators H j (z)'s. The universal weight function is constructed in four steps described below.
Step I is to choose vectors that generate the weight subspace L Λ(k) . Consider all n-tuples of words (F 1 , . . . , F n ) in letters f 1 , . . . , f N subject to the condition that the total number of occurrences of letter f i is precisely k i . Our vectors will be labeled by these n-tuples.
Namely, we may think about F i as an element of the universal enveloping algebra of sl N +1 that naturally acts on the space L w(i) , i = 1, . . . , n. Then the vector
has weight Λ(k), and all such vectors generate the weight subspace L Λ(k) . In general, their number is greater than the dimension of that subspace, so they are linearly dependent.
Step II For every i = 1, . . . , N, introduce a set of k i auxiliary variables associated with the root α i ,
and write t := ( t(1) , . . . , t(N) ). We define vector v k, z (t) as a linear combination of the vectors constructed in the first step,
where ω (F 1 ,z 1 ,... , Fn,zn) (t) are certain rational functions. These functions are constructed in the two next steps.
Step III Let us write-down the words
The length of the word F 1 . . .
Now we translate F 1 . . . F n and z 1 , . . . , z n into a rational function g (F 1 ,z 1 ,... , Fn,zn) (t) of t in the following way. For every i = 1, . . . , N, we replace the first occurrence (from left to right) of f i in the world F 1 . . . F n by the variable t 1 (i); the second occurrence by the variable t 2 (i); and so on up to the last, k i -th, occurrence, where f i will be replaced by t k i (i). We will get a certain n-tuple of words in t. Augmenting the j-th word in this n-tuple by z j , we get the row,
. . , t a n,1 (i n,1 ) t a n,2 (i n,2 ) . . . t a n,sn (i n,sn ) z n , in which every variable t a (i) from t appears precisely once. This row defines the product of fractions (5) g (F 1 ,z 1 ,..., Fn,zn) (t) :=
Step IV is symmetrization of g (F 1 ,z 1 ,..., Fn,zn) (t). Let S (k) denote the group of permutations of variables
that permute variables t 1 (i), . . . , t k i (i) within their own, i-th, set, for every i = 1, . . . , N.
For a function g(t) define the symmetrization by the formula
Finally we set
The function v(t) = v k,z (t) given by (3) -(6) was called in [MV2] the universal weight function.
Bethe vectors of the weight Λ(k). For convenience, in what follows we set
Theorem 1. [BaFl] , [FeFR] , [RV] Vector v(t) given by (3) -(6) is a common eigenvector of H 1 (z), . . . , H n (z) if and only if the Bethe equations
where
is an eigenvector, then it is a highest weight vector.
The weight Λ(k) given by (2) corresponds to the partition
, where
and thus we write Λ(k) = Λ w(k) .
Definition 1. The value of the universal weight function v(t) at a solution of the Bethe equations is called a Bethe vector.
2.5. Master function [RV] , [MV1] . The function
is called the master function associated with L Λ(k) ⊂ L and z. The Bethe equations are exactly the defining equations of the critical points with non-zero critical values of Ψ(t). This function is symmetric with respect to the action of group S (k) , defined in Step IV, Sec. 2.3, and the critical points belonging to the same orbit clearly define the same Bethe vector. On critical points of the master function see [MV1] , [ScV] , [Sc1] . In particular, under these assumptions the master function has a critical point with non-zero critical value.
3. Non-degenerate planes in Schubert intersections 3.1. Schubert cells in the Grassmannian of (N + 1)-dimensional planes in Poly d . For the Schubert calculus see, for example, [Fu] .
We identify CP d endowed with the embedded normal rational curve,
and the vector space Poly d of complex polynomials in x of degree at most d, considered up to a non-zero factor.
Fix ξ ∈ C∪∞ and take the flag
Denote by Gr N +1 (Poly d ) the Grassmannian of (N + 1)-dimensional subspaces of Poly d . This is an algebraic variety of dimension (d − N)(N + 1).
The integers w 1 , . . . , w N +1 determine the Schubert cell with respect to flag F • (ξ). This cell is formed by the elements V ∈ Gr N +1 (Poly d ) satisfying the conditions
Clearly the Schubert cell may be non-empty only if
, that is V has a base point at ξ.
Schubert intersections.
In what follows, we will consider Schubert cells such that w N +1 = 0 and will denote by
the Schubert cell corresponding to the flag F • (ξ) and to the partition w = (w 1 , . . . , w N ) with d − N ≥ w 1 ≥ . . . w N ≥ 0 . In other words, we will consider elements V ∈ Gr N +1 (Poly d ) with no base point. This means that for any ξ ∈ C there is a polynomial in V which does not vanish at ξ, and V contains a polynomial of degree d (by definition, f (x) ∈ Poly d has a root of multiplicity d − deg f (x) at ∞; so every polynomial in Poly d has exactly d roots counting with multiplicities). This assumption is not very restrictive in fact; it says that d is chosen as small as possible and that the polynomials of V do not have any common factor.
The number |w| = w 1 + . . . + w N is the complex codimension of Ω
The closure of a Schubert cell in the Grassmannian, Ω w (ξ) = Ω • w (ξ) , is called a Schubert variety. In particular, Ω (0,...,0) (ξ) = Gr N +1 (Poly d ). The cohomology class σ w of Ω w (ξ) does not depend on flag choice and is called the Schubert class, see [Fu] .
For every ξ ∈ C ∪ ∞ and every V ∈ Gr N +1 (Poly d ) with no base point there exists the unique partition w = w(ξ; V ) such that V ∈ Ω • w (ξ). The Wronskian of V ∈ G N +1 (Poly d ) is defined as a monic polynomial W V (x) which is proportional to the Wronski determinant of some (and hence, any) basis of V . On relations of the Wronskian to the Schubert calculus see [ErGa] , [KSo] . In particular the following result can be easily obtained.
Lemma 1. For every ξ ∈ C, the Wronskian W V (x) has the order |w(ξ; V )| at ξ, and the order of 
(otherwise the Wronskian would have more roots than its degree). This intersection is zero-dimensional, however it may contain more than one element; the cardinality of this intersection is bounded from above by the intersection number of the corresponding Schubert classes,
. Any other element of this intersection has the same Wronskian, so it lies in the preimage of a given Wronskian under the map sending V ∈ Gr N +1 (Poly d ) into W V (x), cf. [ErGa] , [KSo] , [Sc3] .
Fix {w} = {w(1), . . . , w(n), w(n + 1)}, the set of n + 1 partitions w(j) = (w 1 (j), . . . w N (j)), such that (7) |w (1)
Let z 1 , . . . , z n be distinct complex numbers. Write z = (z 1 , . . . , z n ).
Definition 2. We call the intersection of Schubert varieties
If V ∈ I {w} (z), then V has no base point and its Wronskian is
The collection of orders at ξ of all polynomials in V consists of N + 1 distinct numbers, and the smallest order is always 0 as V does not have a base point. Clearly ξ is not singular if and only if the orders at ξ are the minimal possible, i.e. 0, 1, . . . , N.
Consider the Schubert intersection I {w} (z) given by (7), (8). For any V ∈ I {w} (z), all finite singular points are z 1 , . . . , z n and the Wronskian is as in (9). The non-zero orders ρ l (z j ) at the finite singular points and d − d l at infinity are as follows,
Here d l 's are degrees of polynomials in V . We have
Denote by V • the flag obtained by the intersection of V and
The degrees of polynomials in
Remark 2. Every (N + 1)-dimensional plane V in the vector space of polynomials is determined by its Wronskians W 1 (x), . . . , W N +1 (x). Indeed, V is the solution space of the ordinary differential equation of order N + 1 (here we set W 0 (x) = 1),
As N + 1 linearly independent solutions, i.e. a basis of V , one can take
see [PSz, Part VII, Sec. 5, Problem 62] or [Sc4] .
Define polynomials
In particular, Z 1 (x) = 1 and Z N +1 (x) coincides with (9).
It is a polynomial of degree k N +1−i given by (14), according to Lemma 2. In particular, T 0 (x) = 1, i.e. k 0 = 0. We will mark out some elements of Schubert intersections. Denote by ∆(f ) the discriminant of polynomial f (x) and by Res(f, g) the resultant of polynomials f (x), g(x).
Definition 3. We call V a nondegenerate plane in I {w} (z) if the polynomials
• do not vanish at the finite singular points, T i (z j ) = 0 , 1 ≤ j ≤ n;
• do not have multiple roots, ∆(T i ) = 0;
• any two neighboring of them do not have common roots, Res(T i , T i±1 ) = 0.
3.5. Generating function. The generating function of a Schubert intersection is a rational function such that its critical points determine the nondegenerate elements in this intersection. It was defined in [Sc1] , [Sc4] as follows.
For fixed z = (z 1 , . . . , z n ), any monic polynomial f (x) can be presented in a unique way as the product of two monic polynomials T (x) and Z(x) which satisfy (15) f
Define the relative discriminant of f (x) with respect to z as
and the relative resultant of f i (x) = T i (x)Z i (x), i = 1, 2, with respect to z as
is exactly the presentation of W i (x) in the form (15).
Definition 4. The function
is called the generating function of the Schubert intersection I {w} (z).
There is a one-to-one correspondence between the critical points with non-zero critical values of the function Φ {w},z (T 1 , . . . , T N ) and the nondegenerate planes in I {w} (z).
Remark 3. Originally, a part of this theorem was obtained by A. Gabrielov, [Ga] , in his study of the Wronski map.
Non-degenerate planes and Bethe vectors
The partition w * dual to w = (w 1 , . . . , w N ) is defined by the formula
In Remark 1, the partition w(k) such that Λ(k) = Λ w(k) has been written explicitly. The following result can be checked by a direct calculation based on the formula (14) for k N +1−i of Lemma 2.
Lemma 3. We have w(k) = w * (n + 1).
The next claim is a manifestation of the well-known relation of the Schubert calculus to representation theory via the famous Littlewood-Richardson coefficients ( [Fu] ).
Proposition 2. The dimension of the subspace of singular vectors of the weight
coincides with the intersection number of the Schubert classes σ w(1) · ... σ w(n) · σ w(n+1) .
We try to make this relation more precise. Let us re-write the function (16) in terms of unknown roots of polynomials
Denote by
the roots of T i (x), that is the additional (not prescribed by {w} and z) roots of the Wronskian W N +1−i (x). Write t = t (1) , . . . , t (N ) . With this notation, the function (16) becomes a rational function in
which is nothing but the master function associated with z = (z 1 , . . . , z n ) and L Λ(k) ⊂ L of Sec. 2.5. Summarizing, we arrive at the following conclusion.
Corollary 1. There is a one-to-one correspondence between the nondegenerate planes in I {w} (z) given by (7), (8) and the Bethe vectors of the Gaudin model associated with z and
, where Λ(k) = Λ w * (n+1) . More precisely, every critical point t (0) with non-zero critical value of the function Φ {w}, z (t) determines (the additional roots of ) the Wronskians W 1 , . . . , W N of a non-degenerate plane V = V (t (0) ) (and hence V itself, according to Remark 2) as well as a Bethe vector v(t (0) ) where v(t) is the universal weight function defined in Subsection 2.3.
Thus the auxiliary variables introduced in
Step II of Sec. 2.3 appear to be the additional roots of the Wronskians, and in a certain sense, the Wronskians W 1 , . . . , W N correspond to the simple roots α N , . . . , α 1 , respectively. 5. Basic case: n = 2 5.1. Bethe vectors for the Casimir operator. If n = 2, then all values of z are generic. Indeed, as it was pointed out in [RV, Sec. 5] , for any fixed z 1 = z 2 the linear change of variables u = (t − z 1 )/(z 1 − z 2 ) turns the Bethe system on t with z = (z 1 , z 2 ) into the Bethe system on u with z = (0, −1). Therefore one can assume
, where L Λ(0) is associated with z 1 = 0 and L Λ(−1) with z 2 = −1.
According to the definition (see (1)), for z = (0, −1) the Gaudin hamiltonians H 1 , H 2 satisfy H 1 = −H 2 = C, where C is the Casimir operator. Furthermore, C acts in any irreducible submodule of the tensor product by multiplication by a constant and hence definitely has eigenvectors. Theorem 2 of E. Frenkel asserts then that a Bethe vector does exist. We arrive at the following conclusion.
Proposition 3. For the Casimir operator there exists an eigenvector which is a Bethe vector.
Notice that for the multiplicity-free situation (i.e. when for n = 2 there exists at most one highest weight vector of every given weight) non-triviality of any Bethe vector for n = 2 would imply the Bethe Ansatz conjecture.
In the proofs of the Bethe Ansatz conjecture based on the relation to the master function ( [ScV] , [MV2] )), the most sophisticated part was to find a Bethe vector for n = 2. Relations to the Schubert calculus suggest to look for non-degenerate planes in place of Bethe vectors. 5.2. Basic Schubert intersections. If n = 2, then (8) is the intersection of three Schubert varieties and we call it a basic Schubert intersection. Again, by the same reason as in Sec. 5.1, one can always assume z 1 = 0, z 2 = −1. (In fact, algebraic geometers traditionally prefer 0, 1 rather than 0, −1; we choose here −1 in order not to take care about sings in the polynomials in our further calculation.) Proposition 3 can be reformulated in terms of the Schubert calculus, via Corollary 1.
Proposition 4. Let partitions w(0), w(−1) and w(∞) satisfy
If the intersection number σ w(0) · σ w(−1) · σ w(∞) is positive, then the basic Schubert intersection Ω w(0) (0) ∩ Ω w(−1) (−1) ∩ Ω w(∞) (∞) contains a non-degenerate plane, and its Wronskian is x |w(0)| (x + 1) |w(−1)| .
Special Schubert intersections.
Consider the basic Schubert intersections such that at least one of the Schubert varieties corresponding to z 1 , z 2 is special. Without loss of generality we can and will assume that this intersection has the form
where a = (a 1 , . . . , a N ) and w = (w 1 , . . . , w N ) are partitions, d − N ≥ a 1 , d − N ≥ w 1 , and m = (N + 1)(d − N) − |a| − |w| > 0. We call such intersection a special Schubert intersection.
If V ∈ I a, w , then the degrees d 1 , . . . , d N , d and the orders 0, ρ 1 , . . . , ρ N at 0 of polynomials in V are related to w and a as follows, see (10),
The Pieri formula ( [Fu] ) can be reformulated now in terms of degrees and orders at 0.
Lemma 4. (Pieri formula)
If a special Schubert intersection (18) is non-empty, then it consists of a single element V , and
are the degrees and 0, ρ 1 , . . . , ρ N are the orders at 0 of V . The Wronskian of V is
A basis of the special Schubert intersection
In this section we produce explicitly a basis of the (single element of the) special Schubert intersection V = I a, w satisfied (18)-(20). Sec. 6.1 is devoted to the simplest case, when the value of m is the maximal possible, i.e. m = d − N; in Sec. 6.2 the generic case is done. 6.1. Truncated binomials. Let m, d be positive integers, m ≤ d. In the introduction we called the polynomial
Theorem 4. The polynomials
where 0 ≤ m 1 < m 2 < · · · < m N < d, span the (single element of the) Schubert intersection
where Proof. We deduce the statements from Theorem 4, Proposition 3 and Corollary 1.
First of all, according to Theorem 4,
Next, Proposition 3 says that there exists a Bethe vector of the weight
in the Gaudin model associated with z = (0, −1) and with the tensor product L 0 ⊗ L −1 of the sl 3 -representations with highest weights Λ 0 = (m − 1)λ 1 + kλ 2 and Λ −1 = (d − 2)λ 1 , respectively. We have
Corollary 1 says then that V corresponds to the Bethe vector; hence V is non-degenerate. Let us apply the construction of Sec. 3.3 to V . For the flag V • we have
In particular,
Furthermore, the same definition says that W 1 (x) and W 2 (x) do not have common roots distinct from 0 and 1. But the condition that P k; d (x) does not have multiple roots implies that a common root of W 1 (x) and W 2 (x) should be a common root of P k; d (x) and P m; d (x) as well.
Remark 4. It is easy to check directly that P k; d (x) do not have multiple roots for 1 ≤ k < d. This immediately follows also from [Sc2] . However we do not know another proof of the statement that P k; d (x) and P m; d (x) do not have common roots for 0 < k < m < d. 
where C 1 , . . . , C d−m−N are some constants.
The constants can be calculated due to Lemma 4. Indeed, the condition (20) says that P (x) does not contain terms x l with l ∈ L, where
The determinant of this linear system is |A ij |, where
here l j stands for the j-th entry in L given by (22) . An exercise in linear algebra is to show that |A ij | = 0 (for example, induction by the dimension of the matrix (A ij ) works).
Therefore the values of C 1 , . . . , C d−m−N are uniquely determined by I a, w . If we substitute these values into (21), then P (x) becomes the sum of N + 1 polynomials,
such that for every 1 ≤ l ≤ N + 1 the polynomial Q l (x) has degree d l and order ρ N +2−l at 0 (here we set d N +1 = d and ρ N +1 = 0). This means that
and we arrive at the following result.
Theorem 5. Every special basic Schubert intersection I a, w given by (18)-(20) is nonempty, and the polynomials Q 1 (x), . . . , Q N +1 (x) defined above provide a basis of (the single element of ) I a, w .
6.3. Examples. We discuss first decompositions of (x + 1) 5 .
Polynomials
span the special Schubert intersection I a,w ∈ Gr 3 (Poly 5 ), where a = w = (2, 1) (as Theorem 4 or an easy direct calculation shows). The corresponding Bethe vector is a highest weight vector of the weight Λ w * = 2λ 1 + λ 2 in the tensor product L Λ(0) ⊗ L Λ(−1) of sl 3 representations, where Λ(0) = Λ(−1) = 2λ 1 + λ 2 . We have Λ w * = Λ(0) + Λ(−1) − 2α 1 − α 2 .
In order to find the Bethe vector, we have to calculate values of the variables t 1 (1), t 2 (1) corresponding to α 1 and of the variable t(2) corresponding to α 2 , according to Theorem 1. These values are the additional roots of the Wronskians W 2 (x) = Q 1 (x)Q ′ 2 (x)−Q ′ 1 (x)Q 2 (x) and W 1 (x) = Q 1 (x), respectively, as Corollary 1 says. We have (up to a constant factor) W 1 (x) = 1 + 5x , W 2 (x) = 10x(10x 2 + 8x + 2) , i.e. the value of t(2) is −1/5 and the values of t 1,2 (1) are (−2 ± i)/5. The substitution into the function v(t) defined in Sec. 2.3 gives the Bethe vector.
2. Another decomposition of (x + 1) 5 into the sum of three polynomials, Q 1 (x) = 1 , Q 2 (x) = 5x + 10x 2 + 10x 3 + 5x 4 , Q 3 (x) = x 5 ,
gives Span{Q 1 , Q 2 , Q 3 } = I a,w ∈ Gr 3 (Poly 5 ) with a = w = (3, 0). Now w * = (3, 3) and the corresponding Bethe vector has the weight Λ w * = 3λ 1 + 3λ 2 = 6λ 1 − 3α 1 = Λ(0) + Λ(−1) − 3α 1 .
There are no variables corresponding to α 2 (indeed, W 1 (x) = Q 1 (x) = 1 has no roots), and there are three variables corresponding to α 1 . The values of these variables that give the Bethe vector are the roots of W 2 (x) = Q ′ 2 (x) = 5(4x 3 + 6x 2 + 4x + 1).
If we take
Q 1 (x) = 1 , Q 2 (x) = 5x + 10x 2 , Q 3 (x) = 10x 3 + 5x 4 , Q 4 (x) = x 5 ,
we get Span{Q 1 , Q 2 , Q 3 , Q 4 } = I a,w ∈ Gr 4 (Poly 5 ) with a = (2, 1, 0) and w = (2, 1, 0), w * = (2, 2, 1). We have According to Theorem 5, we have Span{Q 1 , Q 2 , Q 3 } = I a,w ∈ Gr 3 (Poly 5 ) where a = (2, 1), w = (2, 2) (of course it is easy to check this directly). Hence w * = (2, 0) and in order to obtain the Bethe vector of the weight 2λ 1 = Λ(0) + Λ(−1) − α 1 − α 2 one has to substitute the roots of two linear equations, 3/5 + 2x = 0 and 3/5 + x = 0, into the weight function v(t) of Sec. 3.2.
Remark 5. In more complicated examples, with larger numbers N and d, it is still easy to calculate the elementary symmetric functions in the auxiliary variables t(i), that is the coefficients of the polynomials T N +1−i (x). But the functions ω(t) entering the universal weight function, see (6), are in fact functions in the same elementary symmetric functions, as Step IV of Sec. 2.3 shows. It would be interesting to re-write v(t) in terms of polynomials T N +1−i (x). With S. Chmutov, we obtained the corresponding expressions for some of ω(t)'s in [CSc] .
