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Abstract. Bu c¸alıs¸mada, nesneye yo¨nelik programların gu¨venilir bir
s¸ekilde c¸alıs¸tırılması ic¸in saydam bir model o¨nermekteyiz. Gec¸ici do-
nanım hatalarına kars¸ı istenen seviyede gu¨venilirlig˘i sag˘layabilmek
amacıyla artıklı (redundant) program c¸alıs¸tırması ic¸in genel bir nesneye
yo¨nelik programlama aracı tasarladık. Bunun ic¸in yazılım sistemlerini
esnek ve kolay su¨rdu¨ru¨lebilir yapabilmek ic¸in olus¸turulmus¸ ve yaygınca
kullanılan GoF tasarım o¨ru¨ntu¨lerinden biri olan vekil tasarım o¨ru¨ntu¨su¨nu¨
kullandık. Vekil tasarım o¨ru¨ntu¨su¨, var olan bir nesneye eris¸irken ona yeni
fonksiyonellikler eklemeye yarayan saydam bir du¨zenek ve kontrollu¨ bir
eris¸im sag˘lamaktadır. Java programlama dilindeki dinamik vekil ve an-
notation arac¸larını birles¸tirerek, artıklı c¸alıs¸tırma ve c¸og˘unluk oylaması
ic¸in genel, saydam ve yapılandırılabilir bir arac¸ olan RedundantCaller ’ı
sunmaktayız. Aracımız, herhangi bir nesneyi alır ve o¨zgu¨n kullanıcı ko-
duna en az miktarda deg˘is¸iklik gerektirerek nesnenin metotlarını farklı
is¸ parc¸acıklarında c¸oklu miktarda c¸alıs¸tıran ve arka planda c¸og˘unluk
oylaması yapan bir dinamik vekil yaratır. annotationlar sayesinde, kul-
lanıcılar artıklı c¸alıs¸tırmayı metot seviyesinde yapılandırabilirler. Deney-
lerimiz go¨stermektedir ki; aracımız herhangi bir nesneye yo¨nelik program
ic¸in c¸ok is¸ parc¸acıklı c¸alıs¸tırma sayesinde makul bir performans du¨s¸u¨s¸u¨yle
kayda deg˘er bir gu¨venilirlik seviyesi sag˘lamaktadır.
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Abstract. In this study, we propose a transparent model for reliable ex-
ecution of object-oriented software. We design a generic object-oriented
programming tool for redundant software execution to provide the de-
sired level of reliability against transient hardware faults. To achieve this,
we utilize the Proxy design pattern which is one of the well-known GoF
design patterns that are formed to make software systems flexible and
easy to maintain. Proxy design pattern provides a controlled access and
a transparent mechanism for adding new functionalities to an existing
object when accessing it. Combining the instruments of dynamic proxy
and annotations in Java programming language, we present, Redundant-
Caller, a generic, transparent, and configurable tool for redundant ex-
ecution and majority voting. Our tool takes any object and creates a
dynamic proxy for it which executes the methods of the object mul-
tiple times in separate threads, and performs majority voting on the
background, requiring minimum amount of change in the original user
code. Thanks to annotations, users can configure the redundant execu-
tion scheme methodwise. Our experiments demonstrate that our tool
provides a significant level of reliability to any object-oriented software
with a reasonable amount of performance degradation through multi-
threaded execution.
Keywords: Object-oriented programming · Proxy design pattern · Re-
dundant execution.
1 Giris¸
Bilgisayarlar ve u¨zerinde c¸alıs¸an yazılımlar gu¨n gec¸tikc¸e hayatın her alanında yer
alırken, bilgisayarların gu¨venilir c¸alıs¸ması o¨nem kazanmaktadır. Askeri operasy-
onlar, sag˘lık, uzay aras¸tırmaları, finansal is¸lemler gibi bazı uygulama alanlarında
bu sistemlerin is¸leyis¸lerinde meydana gelebilecek en ku¨c¸u¨k bir hatanın bile
kabul edilemez sonuc¸ları olabilmektedir. Bu anlamda bilgisayar sistemlerini daha
gu¨venilir kılabilmek ic¸in uygulanabilecek yo¨ntemler bilgisayar mu¨hendislig˘inin
o¨nemli aras¸tırma alanlarından biri olmus¸tur [1]. Artıklı sistemler bu yo¨ntemlerin
bas¸lıcaları arasındadır [2, 3]. Sistemin ya da sistemin is¸leyis¸inin gerekenden fazla
s¸ekilde c¸oklanması temeline dayanan bu yo¨ntem, donanımsal ya da yazılımsal
olarak uygulanabilmektedir. Donanımsal artıklı sistemler, c¸oklanan donanım
biles¸eninin arıza yapması ve hatalı c¸alıs¸ması ihtimaline kars¸ı uygulanmaktadır.
Bu sistemlerde o¨nlem alınmaya c¸alıs¸ılan hata kalıcı hatalardır. Bir takım do-
nanım hataları ise gec¸ici olarak adlandırılmakta ve sadece belirli bir zamanda
olus¸up daha sonra kaybolmaktadır. Bu hatalara kars¸ı sıklıkla maliyeti daha az
olan artıklı yu¨ru¨tme yo¨ntemi kullanılmaktadır. Bu yo¨ntem temelde, yapılmak
istenen is¸lemin birden fazla defa yapılıp elde edilen sonuc¸ların oy c¸oklug˘u
prensibine go¨re oylanarak is¸lemin beklenen sonucu olarak kabul edilmesidir.
Yo¨ntemin ana fikri, aynı gec¸ici hatanın arka arkaya ve aynı hatalı sonucu ver-
erek olus¸ması ihtimalinin ihmal edilebilir du¨zeyde olmasıdır. O¨zellikle artıklı
ve c¸oklu is¸ parc¸acıklı (redundant multithreading) yo¨ntemler, hataların farklı
c¸ekirdeklerde c¸alıs¸an kopyalarda es¸ zamanlı gerc¸ekles¸me ihtimalinin daha da
du¨s¸u¨k olması sebebiyle yu¨ksek hata toleransı sag˘lamakta, paralel c¸alıs¸tırma
sayesinde artıklı c¸alıs¸tırmanın performans u¨zerindeki olumsuz etkisinin o¨nu¨ne
gec¸ilmektedir [5, 6].
Artıklı yu¨ru¨tme yo¨nteminin uygulanması uygulama seviyesinde yer al-
abilmekte ve yazılım gelis¸tiricilere o¨nemli bir miktarda gerc¸ekleme yu¨ku¨
dog˘urmaktadır. Artıklı c¸alıs¸tırılacak bu¨tu¨n is¸lemlerin bu s¸ekilde gerc¸eklenmesi
ve gerekli oylama is¸lemlerinin kodlanması gerekmektedir. Bu c¸alıs¸mada, bu
gerc¸ekleme yu¨ku¨nu¨ ortadan kaldıracak genel, yeniden kullanılır bir programlama
aracı gelis¸tirmeyi hedefledik. Bu amac¸la nesneye yo¨nelik bir programlama or-
tamında GoF (Gang of Four) tasarım o¨ru¨ntu¨lerinden [10] biri olan vekil tasarım
o¨ru¨ntu¨su¨nu¨ kullanarak so¨z konusu gerc¸ekleme yu¨ku¨nu¨n herhangi bir nesne ic¸in
otomatik ve saydam olarak yapıldıg˘ı, RedundantCaller (artıklı c¸alıs¸tırıcı) adını
verdig˘imiz bir programlama aracı (sınıf) tasarladık.
Bo¨lu¨m 2’de bu alandaki ilgili c¸alıs¸malar u¨zerinden kısaca gec¸ilmekte ve bu
bo¨lu¨mu¨ vekil tasarım o¨ru¨ntu¨su¨nu¨n o¨zetlendig˘i Bo¨lu¨m 3 izlemektedir. Redundant-
Caller aracımızın is¸leyis¸inin yeraldıg˘ı Bo¨lu¨m 4’u¨n ardından aracın neden oldug˘u
performans du¨s¸u¨s¸u¨ ve gu¨venilirlik artıs¸ının incelendig˘i deneysel c¸alıs¸maların bu-
lundug˘u Bo¨lu¨m 5 gelmektedir. Bo¨lu¨m 6 ile makale sonlanmaktadır.
2 I˙lgili C¸alıs¸malar
Literatu¨rde yazılım tabanlı artıklı c¸alıs¸tırma ic¸in c¸ok sayıda c¸alıs¸ma mevcuttur.
Bu bo¨lu¨mde bu konulardaki c¸alıs¸malara yer verilmis¸tir.
SRMT (Software-based Redundant Multi-Threading) [7], verilen program ko-
dunu iki is¸ parc¸acıg˘ına c¸oklayarak hata tespiti sag˘lamaktadır. Paralel c¸alıs¸an
is¸ parc¸acıkları, komutların sonuc¸larını kars¸ılas¸tırarak uyus¸mazlık durumunda
hata durumu oldug˘unu tespit etmektedir. Komut seviyesinde sonuc¸ kon-
trolu¨ sag˘landıg˘ından performansa etkisi oldukc¸a fazladır, o yu¨zden bunu iy-
iles¸tirmek ic¸in farklı is¸ parc¸acıklarının iletis¸imini sag˘layan optimizasyonlar da
o¨nerilmis¸tir. Detaylı bir derleyici ve yu¨ru¨tme sistemi gerc¸eklemesi ic¸eren bu
sistem, sadece hata tespiti sag˘lamakta olup hata toleransı seviyesinin yeniden
yapılandırılmasına imkan vermemektedir.
RedThreads [8], C/C++ programları ic¸in artıklı c¸ok is¸ parc¸acıklı c¸alıs¸tırma
sag˘layan bir arayu¨z sag˘lamaktadır. Yazılım gelis¸tirici, arayu¨z tarafından
tanımlanan direktiflerle (directives) programın hangi parc¸asının, hangi seviyede
(kac¸ is¸ parc¸acıg˘ıyla) artıklı c¸alıs¸acag˘ını belirtebilmektedir. C¸alıs¸mada hem der-
leyici, hem de yu¨ru¨tme sistemi gerc¸eklemesi yapılmıs¸, kullanıcının belirledig˘i
o¨zelliklere go¨re artıklı c¸alıs¸tırma sag˘lanmıs¸tır. Kullanım kolaylıg˘ı ac¸ısından Re-
dundantCaller aracımıza benzemekle birlikte C/C++ programlarına yo¨nelik
olması ve c¸ok fazla gerc¸ekleme gerektirmesi yo¨nleriyle bizim c¸alıs¸mamızdan
farklılık go¨stermektedir.
Chen ve Chen [9] yazılım tabanlı artıklı c¸alıs¸tırma ic¸in bir programlama
modeli o¨nermis¸lerdir. C¸alıs¸malarındaki programlama modeli, hata toleransını
gerc¸eklemek ic¸in c¸ok is¸ parc¸acıklı teknikleri kullanmaktadır. Hata du¨zeltmeyi de
c¸og˘unluk oylamasıyla gerc¸ekles¸tirmektedir. Ayrıca sistemin cevap vermedig˘i hata
durumları ic¸in watchdog zamanlayıcısı kullanılmaktadır. Yazılım gelis¸tiricinin,
yazılımın gerekli yerlerine mu¨dahale etmesi ve programlama modelinin sundug˘u
fonksiyonları eklemesi gerekmektedir. Yazılım gelis¸tiriciye saydam bir arac¸ olarak
sunulan RedundantCaller aracını kullanmak ic¸in, hata toleransı eklenmek istenen
yazılımda neredeyse hic¸bir deg˘is¸iklik yapılmasına gerek duyulmamaktadır.
3 Vekil Tasarım O¨ru¨ntu¨su¨
Tasarım o¨ru¨ntu¨leri nesneye yo¨nelik programlamada c¸ok kars¸ılas¸ılan tasarım
problemlerine c¸o¨zu¨m olarak sunulmus¸ yeniden kullanılır, esnek, ve dog˘rulanmıs¸
c¸o¨zu¨m o¨nerileridir [10]. Vekil tasarım o¨ru¨ntu¨su¨ Eric Gamma ve arkadas¸larının
o¨nerdig˘i 23 iyi bilinen tasarım o¨ru¨ntu¨su¨nden biridir ve s¸u iki temel probleme
c¸o¨zu¨m sunmayı hedeflemektedir:
– Nesneye eris¸imi kontrol altına almak
– Nesneye saydam bir s¸ekilde yeni is¸levler kazandırmak
S¸ekil 1. Vekil tasarım o¨ru¨ntu¨su¨nu¨n UML sınıf s¸eması [10].
Temelde hedef olarak sec¸ilen sınıf ile aynı arayu¨ze sahip bir vekil sınıfının
tanımlanması ve vekil sınıfın hedef sınıfı ic¸inde bulundurması (composition)
fikrine dayanır. Hedef sınıf kullanıcıları bu sınıfa vekil sınıf u¨zerinden eris¸im
sag˘larlar. S¸ekil 1’de vekil tasarım o¨ru¨ntu¨su¨nu¨n UML (Unified Modeling Lan-
guage) sınıf s¸eması go¨ru¨ntu¨lenmektedir. Vekil tasarım o¨ru¨ntu¨su¨ farklı gerc¸ekleme
senaryoları ile yazılım gelis¸tirme alanlarında uygulanmaktadır [11, 12].
4 Vekil Tasarım O¨ru¨ntu¨su¨ Temelli Hata Toleransı
Bu c¸alıs¸mamızda vekil tasarım o¨ru¨ntu¨su¨ temelli RedundantCaller
ismini verdig˘imiz saydam bir artıklı c¸alıs¸tırma aracı gelis¸tirdik
(https://github.com/isil-oz/RedundantCaller). Bunu yaparken Java pro-
gramlama dilindeki dinamik vekil (dynamic proxy) mekanizmasını kullandık.
Bu mekanizma bir arayu¨z (interface) ile eris¸ilen herhangi bir sınıfa c¸alıs¸tırma
zamanında otomatik olarak bir vekil sınıf olus¸turmak ic¸in kullanılmaktadır.
RedundantCaller, verilen herhangi bir sınıfın nesnesi ic¸in bu sınıfın metot-
larını artıklı bir s¸ekilde c¸alıs¸tıracak vekil nesneyi otomatik olarak olus¸turur
ve gelis¸tirici bu vekil nesneyi kullanarak gerc¸eklemek istedig˘i kodu yazar.
RedundantCaller hedef nesnenin artıklı c¸alıs¸tırılacak bir metodu c¸ag˘rıldıg˘ında
o¨ncelikle o nesnenin artıklı c¸ag˘ırma sayısınca klonunu u¨retir. Bu is¸lem Redun-
dantCaller kullanımının getirdig˘i bir gereksinim olmayıp c¸ag˘rılan metot nesne
u¨zerinde deg˘is¸iklik yapıyor ise sonraki metotların tutarlı ve dog˘ru c¸alıs¸ması
ic¸in gereklidir ve artıklı c¸alıs¸tırma is¸leminin dog˘ası gereg˘i yapılmaktadır. Daha
sonra, artıklı c¸alıs¸tırma c¸ok is¸ parc¸acıklı (multithreaded) olarak yapılandırılmıs¸
ise olus¸turulan hedef nesne klonlarını ic¸eren birer is¸ parc¸acıg˘ı u¨retilir ve Java
programlama dilinde es¸zamanlı c¸alıs¸tırma (concurrent execution) ic¸in yaygınca
kullanılan Fork-Join mekanizması ile bu is¸ parc¸acıkları paralel olarak c¸alıs¸tırılır.
Tek is¸ parc¸acıklı yapılandırma senaryosunda ise bu is¸lem bir do¨ngu¨ ic¸erisinde
klon nesnelerin metotlarının arka arkaya c¸alıs¸tırılması s¸eklinde gerc¸ekles¸tirilir.
Her iki senaryoda da artıklı c¸alıs¸tırma neticesinde elde edilen sonuc¸lar c¸og˘unluk
oylaması yo¨ntemi ile oylanır ve kazanan sonuc¸ is¸lemin beklenen sonucu olarak
do¨ndu¨ru¨lu¨r. Burada o¨zetlenen bu¨tu¨n bu is¸lemler gelis¸tiricinin herhangi bir
gerc¸ekleme yapmasını gerektirmeden RedundantCaller nesnesi tarafından say-
dam bir s¸ekilde gerc¸ekles¸tirilir. RedundantCaller sınıfında yukarıda o¨zetlenen
is¸leri gerc¸ekles¸tiren kod parc¸acıg˘ı Kod 1’de listelenmektedir.
Ayrıca gelis¸tirici, vekil nesne ile eris¸mek istedig˘i nesnenin arayu¨z tanımında
artıklı c¸alıs¸tırmak istedig˘i metotları ve bunların artıklı c¸alıs¸tırma parametrelerini
belirleyebilir. Metot bazında yapabildig˘i bu yapılandırma imkanı ic¸in yine Java
programlama dilindeki annotation mekanizması kullanılmıs¸tır. Artıklı c¸alıs¸tırma
yapılandırma parametreleri ihtiyaca go¨re kolayca arttırılabilmekle beraber bu
c¸alıs¸mada s¸u parametrelere yer verilmis¸tir:
– votecount : Tamsayı. Metodun kac¸ defa c¸alıs¸tırılacag˘ını belirtir.
– multithreaded : true/false. Artıklı c¸alıs¸tırma is¸leminin c¸ok is¸ parc¸acıklı
c¸alıs¸tırılıp c¸alıs¸tırılmayacag˘ını belirtir.
Kod 1. RedundantCaller artıklı c¸alıs¸tırma kodu
public Object invoke ( Object proxy , Method method , Object [ ] a rgs )
throws Throwable {
/∗ some implementation d e t a i l s ∗/
i f (method . i sAnnotat ionPresent ( RedundantCall . class ) )
{
int voteCount = method . getAnnotation ( RedundantCall . class ) .
voteCount ( ) ;
bui ldTargetCopies ( voteCount ) ;
boolean mult i threaded = method . getAnnotation ( RedundantCall . class )
. mult i threaded ( ) ;
i f ( mult i threaded ) {
List<Future<Object>> l i s t =
redundantRun (method , args , voteCount ) ;
return threadedVoting ( l i s t ) ;
}
else return s ing leThreadedVot ing (method , args , voteCount ) ;
}
else return method . invoke ( target , args ) ;
}
class Matrix{
   Matrix transpose(){...}
   Matrix plus(Matrix ){...}
   ...
   boolean equals(Object ){...}
   int hashCode(){...}
}
Interface IMatrix{
   @RedundantCall(voteCount=3,
multithreaded=true)
   Matrix transpose()
   @RedundantCall(voteCount=5,
multithreaded=false)
   Matrix plus(Matrix)
}
Matrix m = ...;
IMatrix i = RedundantCaller.createObject(m);
sonuc = i.transpose();
Artıklı nesneler yaratılır:
Matrix m1
Matrix m2
Matrix m3
Her bir nesnenin metodunu paralel olarak çalıştırmak için 
paralel işler oluşturulur:
Task t1 = m1.transpose
Task t2 = m2.transpose
Task t3 = m3.transpose
Paralel olarak artıklı çalıştırma gerçekleştirilir:
sonuc1 = t1.invoke
sonuc2= t2.invoke
sonuc3 = t3.invoke
Çoğunluk oylaması:
sonuc1
sonuc2   sonuc
sonuc3
Matrix.java
IMatrix.java
Artıklı Çalışma
RedundantCaller
S¸ekil 2. RedundantCaller ’ın kullanımı.
RedundantCaller aracımızın kullanım o¨rneg˘i S¸ekil 2’de bir nesne u¨zerinde
go¨sterilmektedir. O¨rnekte kullanılmak istenen sınıf Matrix sınıfı ve bu sınıfa
eris¸im ic¸in tanımlanan arayu¨z IMatrix arayu¨zu¨du¨r. Bu arayu¨z ic¸inde tanımlanan
tu¨m metotlar ic¸in artıklı c¸alıs¸tırma imkanı sag˘lanacaktır. Metotlar ic¸in belirtilen
annotation aracılıg˘ıyla da artıklı c¸alıs¸tırma yapılandırılabilmektedir. Redundant-
Caller sınıfı, Matrix sınıfına vekillik yapmaktadır. Yazılım gelis¸tirici, istedig˘i
artıklılık seviyesine go¨re annotationların deg˘erlerini belirleyebilmektedir. Ayrıca
Artıklı C¸alıs¸ma kutusundaki nesne olus¸turma (createObject) satırını yazarak
vekil nesne u¨zerinden yeni nesne olus¸turmaktadır. S¸ekildeki o¨rnekte trans-
pose metodu ic¸in tanımlanan @RedundantCall(voteCount = 3, multithreaded
= true) annotation’ı ile, transpose metodunu 3 is¸ parc¸acıg˘ıyla artıklı olarak
c¸alıs¸tırmak istedig˘imiz belirtilmis¸tir. plus metodu ic¸in tanımlanmıs¸ olan @Re-
dundantCall(voteCount = 5, multithreaded = false) annotation’ıyla ise 5 artıklı
c¸alıs¸tırmanın tek bir is¸ parc¸acıg˘ıyla gerc¸ekles¸tirilmesi istenmis¸tir.
5 Deneysel C¸alıs¸ma
RedundantCaller aracının nesneye yo¨nelik uygulamaların performans ve
gu¨venilirlik u¨zerindeki etkilerini go¨zlemlemek ic¸in gerc¸ekles¸tirdig˘imiz deneyler
bu bo¨lu¨mde yer almaktadır.
Deneylerimizi temel lineer cebir is¸lemleri ic¸eren bir paket olan JAMA
ku¨tu¨phanesini kullanarak gerc¸ekles¸tirdik [13]. JAMA, Matrix ana sınıfı altında
farklı operasyonlar sunmaktadır. Bu ku¨tu¨phanenin kullanımı, hata hassasiyeti
ve hata toleransı c¸alıs¸malarında [14, 15] sıklıkla kullanılan matris hesaplamaları
ic¸erdig˘inden c¸alıs¸mamız ic¸in oldukc¸a uygun olmus¸tur. Deneylerimizde 1000x1000
boyutunda rastgele deg˘erlere sahip matrisler u¨reterek Tablo 1’de listelenen temel
31 operasyonu kullandık. Artıklı c¸alıs¸tırmanın c¸ok is¸ parc¸acıklı versiyonlarını
c¸alıs¸tırabilmek ic¸in Intel Xeon E5-2680 temelli c¸ok c¸ekirdekli mimaride deney-
lerimizi c¸alıs¸tırdık.
O¨ncelikle RedundantCaller ’ın performansa olan etkisini go¨zlemleyebilmek
ic¸in deneyler gerc¸ekles¸tirdik. Bu deneylerde matris operasyonlarının artıklı
c¸alıs¸tırma olmadan tamamlandıg˘ı zamanı, ve artıklı c¸alıs¸tırmanın tek is¸
parc¸acıklı, 3 is¸ parc¸acıklı ve 5 is¸ parc¸acıklı versiyonlarının tamamlandıg˘ı za-
manları o¨lc¸tu¨k. C¸alıs¸tırmalar arasındaki es¸itsizliklerden kaynaklanabilecek olası
yanıltıcı sonuc¸lardan etkilenmemek ic¸in her bir operasyonu 20 defa c¸alıs¸tırıp
en yu¨ksek olan bir deg˘eri dıs¸arıda tutarak ortalamalarını hesapladık, ve her
bir operasyonun her bir versiyon ic¸in c¸alıs¸tırma zamanını belirledik. Operasy-
onlar farklı c¸alıs¸tırma zamanlarına sahip oldug˘undan ve hepsini tek bir s¸ekilde
go¨stermek zor oldug˘undan operasyonları c¸alıs¸tırma zamanlarına go¨re u¨c¸ gruba
ayırarak farklı s¸ekillerde performans sonuc¸larını raporladık. S¸ekil 3 c¸ok kısa
c¸alıs¸tırma zamanına (normal c¸alıs¸tırma zamanı 5 saniyeden du¨s¸u¨k) sahip op-
erasyonlara ait sonuc¸ları go¨sterirken, S¸ekil 5 uzun su¨reli operasyonlara ait farklı
konfigu¨rasyonlar ic¸in operasyonların c¸alıs¸tırma zamanlarını go¨stermektedir. Bu
s¸ekillerde performans sonuc¸ları verilen farklı konfigu¨rasyonlar ve ac¸ıklamaları
ayrıca Tablo 2’de verilmis¸tir.
S¸ekil 3’te go¨ru¨ldu¨g˘u¨ gibi c¸alıs¸tırma zamanı ku¨c¸u¨k olan operasyonlar ic¸in
artıklı c¸alıs¸tırma maliyeti oransal olarak c¸ok yu¨ksekken, tek is¸ parc¸acıklı (RCSin-
gle) ve u¨c¸ is¸ parc¸acıklı (RC3Thread) u¨c¸ artıklı c¸alıs¸tırma konfigu¨rasyonları ben-
Tablo 1. Deneylerimizde kullandıg˘ımız matris operasyonları.
Operasyon Adı Operasyon
arrayLeftDivide Soldan bo¨lme (C = A.\B)
arrayLeftDivideEquals Soldan bo¨lu¨p kendine es¸itleme (A = A.\B)
arrayRightDivide Sag˘dan bo¨lme (C = A./B)
arrayRightDivideEquals Sag˘dan bo¨lu¨p kendine es¸itleme (A = A./B)
arrayTimes C¸arpma (C = A.*B)
arrayTimesEquals C¸arpıp kendine es¸itleme (A = A.*B)
chol Cholesky ayrıs¸tırma
cond Matris durumu
det Matris determinant
eig O¨zdeg˘er ayrıs¸tırma
inverse Ters
lu LU ayrıs¸tırma
minus C¸ıkartma (C = A - B)
minusEquals C¸ıkartıp kendine es¸itleme (A = A - B)
norm1 1 norm (En bu¨yu¨k su¨tun toplamı)
norm2 2 norm (En bu¨yu¨k tekil deg˘er)
normF Frobenius norm (Elemanların karelerinin toplamının karako¨ku¨)
normInf Sonsuz norm (En bu¨yu¨k satır toplamı)
plus Toplam (C = A + B)
plusEquals Toplayıp kendine es¸itleme (A = A + B)
qr QR ayrıs¸tırma
rank Matris rank
solve A*X = B c¸o¨zu¨mu¨
solveTranspose X*A = B ve ayrıca A’*X’ = B’ c¸o¨zu¨mu¨
svd Tekil deg˘er ayrıs¸tırma
times s Skalar ile c¸arpım (C = s*A)
times m Lineer cebirsel matris c¸arpımı (A * B)
timesEquals Skalar ile c¸arpıp kendine es¸itleme (A = s*A)
trace 512, 1024, 2048
transpose Matris trace (Diyagonal elemanların toplamı)
uminus Negatifini alma (-A)
Tablo 2. Kars¸ılas¸tırma yaptıg˘ımız konfigu¨rasyonlar.
Konfigu¨rasyon Adı Konfigu¨rasyon
NonRC Normal c¸alıs¸tırma (Artıklı c¸alıs¸tırma yok)
RCSingle Tek is¸ parc¸acıklı, u¨c¸ artıklı c¸alıs¸tırma
RC3Thread U¨c¸ is¸ parc¸acıklı, u¨c¸ artıklı c¸alıs¸tırma
RC5Thread Bes¸ is¸ parc¸acıklı, bes¸ artıklı c¸alıs¸tırma
S¸ekil 3. Farklı artıklı c¸alıs¸tırma konfigu¨rasyonları ic¸in c¸alıs¸tırma zamanları (kısa su¨reli
operasyonlar ic¸in).
zer sonuc¸lar vermektedir. Bu durumlarda bes¸ is¸ parc¸acıklı, bes¸ artıklı c¸alıs¸tırma
(RC5Thread) konfigu¨rasyonunun maliyeti 10-20 kata kadar c¸ıkmaktadır. Bu
gruptaki operasyonların c¸alıs¸tırma zamanlarının c¸ok kısa olmasından dolayı;
artıklı c¸alıs¸tırmadaki nesnelerin klonlanması, c¸og˘unluk oylaması gibi fazladan
c¸alıs¸tırma haricindeki is¸lemlerin zamanının normal c¸alıs¸tırma zamanının c¸ok
fazla u¨stu¨ne c¸ıkmasına sebep olmaktadır. O¨zellikle paralel versiyonlarda is¸
parc¸acıklarının yaratılması ve yo¨netilmesi is¸lerinin de eklenmesiyle c¸alıs¸tırma
zamanları go¨receli olarak c¸ok artmaktadır. O¨rneg˘in, c¸alıs¸tırılması 2 saniye su¨ren
bir operasyonu u¨c¸ is¸ parc¸acıklı, u¨c¸ artıklı c¸alıs¸tırma ile c¸alıs¸tırdıg˘ımızı du¨s¸u¨nelim.
Bir is¸ parc¸acıg˘ı yaratma is¸lemi 0,5 saniye su¨ru¨yorsa, sadece is¸ parc¸acıg˘ı
yaratma is¸leminin eklenmesiyle operasyonun c¸alıs¸tırma zamanı yaklas¸ık 2
katına c¸ıkmaktadır. Bu durumu go¨zlemleyebilmek ic¸in artıklı c¸alıs¸tırma kon-
S¸ekil 4. Farklı artıklı c¸alıs¸tırma konfigu¨rasyonları ic¸in arrayLeftDivide operasyonunun
c¸alıs¸tırma zamanının dag˘ılımı.
S¸ekil 5. Farklı artıklı c¸alıs¸tırma konfigu¨rasyonları ic¸in c¸alıs¸tırma zamanları (uzun su¨reli
operasyonlar ic¸in).
figu¨rasyonları ic¸in is¸lem seviyesinde zaman o¨lc¸u¨mleri yaptık. S¸ekil 4, nor-
mal c¸alıs¸ması 3-4 saniye su¨ren arrayLeftDivide operasyonunun c¸alıs¸tırma za-
manının hangi is¸lemlerde gec¸tig˘ini go¨stermektedir. Dig˘er operasyonlar ic¸in de
benzer durumlar so¨z konusudur. O¨te yandan, S¸ekil 5’te go¨ru¨ldu¨g˘u¨ gibi nor-
mal c¸alıs¸ması 1000-10000 saniye su¨ren bir uygulama ic¸in artıklı c¸alıs¸tırmanın
fazladan c¸alıs¸tırma haricindeki is¸lemleri go¨rece c¸ok kısa oldug˘undan, artıklı
c¸alıs¸tırmanın toplam maliyeti oldukc¸a du¨s¸u¨k olmaktadır. Tek is¸ parc¸acıklı kon-
figu¨rasyonda (RCSingle), u¨c¸ artıklı c¸alıs¸tırma tek bir is¸ parc¸acıg˘ı tarafından arka
arkaya yapıldıg˘ı ic¸in onun performansı en ko¨tu¨yken; paralel konfigu¨rasyonlarda
(RC3Thread ve RC5Thread) u¨c¸-bes¸ is¸ parc¸acıg˘ı, artıklı c¸alıs¸tırmaları farklı
c¸ekirdeklerde es¸ zamanlı olarak gerc¸ekles¸tirdig˘inden toplam c¸alıs¸tırma zamanları
ciddi artıs¸ go¨stermemektedir. Uzun hesaplamalarda fazladan c¸alıs¸tırma haricin-
deki is¸lemlerin maliyeti go¨ru¨nmemekte ve asıl bu¨yu¨k hesaplama is¸ parc¸acıklarına
yaptırıldıg˘ı ic¸in maliyet gizli kalmıs¸ olmaktadır.
RedundantCaller ’ın performansının yanı sıra hata kapsamını
go¨zlemleyebilmek ic¸in hata enjeksiyonu deneyleri gerc¸ekles¸tirdik. Bunun
ic¸in deneylerde kullandıg˘ımız Matrix sınıfı ic¸in operasyon seviyesinde belirli
bir ihtimalle hesaplama hata durumları olus¸turduk, normal c¸alıs¸tırmanın
ve artıklı c¸alıs¸tırmanın hesapladıg˘ı deg˘erin hesaplaması gereken deg˘ere es¸it
olup olmadıg˘ını kontrol ederek sessiz veri bozulumu (silent data corruption)
durumlarını tespit etmeye c¸alıs¸tık. Hata enjeksiyonu deneyleri uzun zaman
aldıg˘ından nispeten kısa c¸alıs¸tırma zamanlarına sahip transpose, norm1,
norm2, ve uminus operasyonlarına hata enjeksiyonu yaptık. RedundantCaller
aracı ac¸ısından farklılık olus¸turmadıg˘ı ic¸in bu operasyon alt ku¨mesinin yeterli
oldug˘unu du¨s¸u¨nmekteyiz. Her bir operasyon ic¸in 1000 farklı c¸alıs¸tırma yaparak
normal c¸alıs¸tırmanın ve artıklı c¸alıs¸tırmanın hatalı hesaplama durumlarını
go¨zlemlemeye c¸alıs¸tık. I˙lk olarak literatu¨rde de olası hata oranı olarak tespit
edilen 0,001 deg˘eriyle hata enjeksiyon testleri c¸alıs¸tırdık. Bu hata deg˘eriyle
normal c¸alıs¸tırma ic¸in 0,002 (4000 c¸alıs¸tırmada 8 hatalı veri hesaplama) veri
bozulumu oranı go¨zlemlerken u¨c¸ artıklı c¸alıs¸tırmada herhangi bir veri bozulması
ile kars¸ılas¸madık. Hata oranını 0,01, 0,1, 0,2 gibi daha az gerc¸ekc¸i deg˘erlere
deg˘is¸tirdig˘imizde normal c¸alıs¸tırmanın veri bozulumu oranı artıs¸ go¨sterirken,
u¨c¸ artıklı c¸alıs¸tırmada veri bozulumu oranı sıfırda kalarak %100 hata kapsamı
go¨zlemlenmis¸tir. Hata analizi deneylerimiz, c¸og˘unluk oylaması temelli hata
toleransı sistemlerindeki beklenen hata kapsamı seviyesini dog˘rulamıs¸tır.
Deney sonuc¸larımız, aracımızın tanımlanan hata modelindeki hata kapsamı
performansını go¨stermektedir.
6 Sonuc¸
Bilgisayarların ve u¨zerinde yu¨ru¨tu¨len yazılımların hatasız ve gu¨venilir c¸alıs¸ması,
c¸og˘u zaman performans ve maliyet gibi dig˘er birc¸ok kriterin o¨nu¨ne gec¸mekte
ve bilgi sistemlerinin tasarım kararlarında o¨nemli bir rol oynamaktadır.
Gelis¸tiriciler yazılımları olus¸tururken c¸o¨zmek istedikleri orjinal problemin yanı
sıra, yazılımın daha gu¨venilir olması ic¸in almaları gereken tedbirleri de go¨z
o¨nu¨nde bulundurmak durumundadırlar. C¸og˘u kez bu tedbirler yu¨ksek miktarda
ilave kod karmas¸ıklıg˘ı ve/veya performans yu¨ku¨ dog˘urmaktadır.
Bu c¸alıs¸mada nesne yo¨nelimli programlamada yaygınca kullanılan vekil
tasarım o¨ru¨ntu¨su¨nu¨ kullanarak gelis¸tiricilere gu¨venilir yazılım mekaniz-
malarından biri olan artıklı c¸alıs¸tırma teknig˘ini esnek, saydam ve otomatik
bir s¸ekilde sunan bir gelis¸tirme aracı olus¸turduk. Vekil tasarım o¨ru¨ntu¨su¨nu¨n
dig˘er kullanım alanlarının yanında bu alanda da etkin bir c¸o¨zu¨m olarak kul-
lanılabileceg˘ini go¨stermis¸ olduk. Java programlama dilinin sundug˘u dinamik
vekil ve annotation dil o¨g˘elerini kullanarak tasarladıg˘ımız aracı genel ve ko-
layca yapılandırılabilir bir s¸ekilde gerc¸ekledik. Yine Java’da yaygınca kullanılan
fork-join sistemi ile artıklı c¸alıs¸tırma is¸inin isteg˘e bag˘lı olarak c¸ok is¸ parc¸acıklı
olarak yapılmasını sag˘ladık.
O¨rnek bir Java ku¨tu¨phanesi ile gerc¸ekles¸tirdig˘imiz deneylerde paralel
c¸alıs¸tırmanın sag˘ladıg˘ı fayda ile aracımızın ku¨c¸u¨k bir performans kaybı ile
o¨nemli oranlarda gu¨venilirlik artıs¸ı sag˘ladıg˘ını go¨sterdik. Yine deneyler ic¸in
olus¸turdug˘umuz test kodunda RedundantCaller kullanımının mevcut kodu min-
imum miktarda deg˘is¸tirdig˘ini ve gelis¸tiriciye ihmal edilebilir miktarda bir
ilave is¸ yu¨ku¨ getirdig˘ini go¨zlemledik. Ayrıca o¨nerdig˘imiz aracın benzer pro-
gramlama o¨g˘elerinin (dynamic proxy, annotation) desteklendig˘i dig˘er nesneye
yo¨nelik programlama dillerinde (C#, C++ vb.) de kolaylıkla gerc¸eklenebileceg˘ini
du¨s¸u¨nmekteyiz.
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