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We consider a model of two qubits dissipating into both local and global environments
(generally at non-zero temperatures), with the possibility of interpolating between purely
local dissipation and purely global one. The corresponding dissipative dynamical map
is characterized in terms of its Kraus operators focusing on the stationary regime. We
then determine conditions under which entanglement can be induced by the action of
such a map. It results (rather counterintuitively) that in order to have entanglement in
the presence of local environment, this latter must be at nonzero temperature.
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1 Introduction
Entanglement is one of the most interesting features of quantum mechanics that cannot be
explained by any local classical theory. This notion plays a key role in quantum information
and quantum computation sciences (see e.g. [1]). As soon as entanglement was recognized
as a resource for quantum information processing it was considered very fragile and easily
degradable by environmental noise. So the idea to avoid as much as possible interactions with
environment was dominant. However, recently it has been put forward the idea that environ-
ment can after all have a positive role [2]. For instance, when environment acts globally on a
composite system it can supply a kind of interaction that helps in establishing entanglement.
Among environmental effects, dissipation plays a prominent role because it allows for the sta-
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2 The entangling power of a “glocal” dissipative map
bilization of targeted resources, like entanglement, a fact that may result as a key advantage
over unitary (noiseless) manipulation [3]. Then, it has been shown, both theoretically [4] and
experimentally [5], that a global dissipative environment can establish stationary entangle-
ment. Surprisingly, this happens even without any direct interaction among subsystems [6].
The simplest model where such an effect occurs is that of two qubits dissipating into a com-
mon environment. A possibility that has been proved true for systems composed by more
than two subsystems [7].
After having ascertained the benefits of global environment’s action on entanglement, one
is naturally led to ask what would happen if beside there are also local environments actions.
Would entanglement be generated as well and persist indefinitely? If yes, to what amount
and for which initial states? Here, we shall address these issues by considering a model of two
qubits dissipating into a “glocal” environment (at non-zero temperatures). By “glocal” we
mean a mixture of global environment (with which the two qubits jointly interact) and local
environments (with which each qubit separately interacts).
We shall then determine conditions under which stationary entanglement can be induced.
It results on the one hand (and rather counterintuitively) that entanglement in presence of
local environments is achievable when these are at nonzero temperature. On the other hand,
while global environment is vital for indirect qubits interaction, it should be ideally at zero
temperature.
The results are obtained by first studying the dynamical map (focusing on the stationary
regime) in terms of its Kraus operators [8] and then by characterizing it through an entangling
power measure. This latter relies on the statistical average over the initial states establishing
an input-independent dynamics of entanglement [9] (a concept that has already been applied
in many quantum systems [10]).
The paper is organized as follow. In Sec. 2 we introduce our model with two qubits and
thermal environments. In Sec. 3 we find the Kraus operators corresponding to the dynamical
map focusing on the stationary regime. Sec. 4 deals with the entangling power of the map.
Finally, we draw our conclusions in Sec. 5.
2 The Model
Dissipation of energy into environment is an important phenomenon in a variety of open
quantum systems. Quite generally, the environment should be treated as a distribution of
the uncorrelated thermal equilibrium mixture of states. For two qubits dissipating into their
own thermal environments, the description of the dynamics stems on a master equation of
Lindblad form [11], with Lindblad operators proportional to σ1, σ2, σ
†
1 and σ
†
2 respectively,
where σi := |gi〉〈ei|, being |gi〉, |ei〉 the ground and the excited state respectively of the ith
qubit (i = 1, 2). This dynamics constitutes the local dissipation. Here, driven by the fact
that the continuous miniaturization of physical devices makes qubits closely spaced, we are
going to also consider global dissipation, namely the two qubits dissipating into a common
thermal environment (see Fig. 1). This amounts to consider additional Lindblad operators
proportional to σ1 + σ2 and σ
†
1 + σ
†
2. Thus the dynamics of the density operator ρ of the
system under study will be governed by the following master equation
ρ˙(t) = γ
2∑
k=1
[
2LkρL
†
k − L†kLkρ− ρL†kLk
]
+ (1− γ)
6∑
k=3
[
2LkρL
†
k − L†kLkρ− ρL†kLk
]
, (1)
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Fig. 1. Pictorial representation of the system under study.
where
L1 =
√
n¯g + 1 (σ1 + σ2),
L2 =
√
n¯g (σ
†
1 + σ
†
2),
L3 =
√
n¯l + 1 σ1,
L4 =
√
n¯l + 1 σ2,
L5 =
√
n¯l σ
†
1,
L6 =
√
n¯l σ
†
2,
(2)
with n¯g and n¯l the number of thermal excitations in the global and local environments. In
Eq.(1) the parameter γ ∈ [0, 1] describes the interplay between purely local dissipation (γ = 0)
and purely global dissipation (γ = 1). We have assumed a unit decay rate.
In case n¯l = n¯g = 0, since in Eq.(1) there is no Hamiltonian term and the Lind-
blad operators all commute, we can just model the process as a “weakly measure and pre-
pare” channel. The local dissipation just asks each qubit whether they are excited and give
them some chance of decaying in the ground state. It can be represented by a Markov
link |ek〉 → |gk〉 (k = 1, 2). The global dissipation just asks the two qubits for the pres-
ence of one or two excitations in the symmetric subspace, which then decay with a fixed
rate. It leaves 1√
2
(|e1〉 |g2〉 − |g1〉 |e2〉) fixed and it can be represented by a Markov link
|e1〉 |e2〉 → 1√2 (|e1〉 |g2〉+ |g1〉 |e2〉)→ |g1〉 |g2〉. In case of nonzero n¯l and or n¯g, the dynamics
results much more involved.
To study it we formally expand the density operator in the basis {|1〉 := |e1〉 |e2〉 , |2〉 :=
|e1〉 |g2〉 , |3〉 := |g1〉 |e2〉 , |4〉 := |g1〉 |g2〉} so to have
ρ(t) =
4∑
j,k=1
ρjk(t) |j〉 〈k| , (3)
where ρjk(t) are unknown time-dependent coefficients. For the sake of simplicity we will
define ρjk ≡ ρjk(0).
Upon insertion of (3) into (1) the dynamics will be described by a set of linear differential
equations for the unknown coefficients ρjk(t) that can be compactly expressed as
v˙(t) = Mv(t), (4)
where v(t) = (ρ11(t), ρ12(t), · · · , ρ43(t), ρ44(t))T and M is a 16 × 16 matrix of constant coef-
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ficients given by
M =
(
M11 M12
M21 M22
)
, (5)
with
M11 :=

−4 0 0 0 0 2ξ η 0
0 −3 ζ 0 0 0 0 η
0 ζ −3 0 0 0 0 2ξ
0 0 0 −2 0 0 0 0
0 0 0 0 −3 0 0 0
2(1 + ξ) 0 0 0 0 −2 ζ 0
χ 0 0 0 0 ζ −2 0
0 χ 2(1 + ξ) 0 0 0 0 −1

− 4ξ I8×8, (6)
M12 :=

0 η 2ξ 0 0 0 0 0
0 0 0 2ξ 0 0 0 0
0 0 0 η 0 0 0 0
0 0 0 0 0 0 0 0
ζ 0 0 0 0 η 2ξ 0
0 ζ 0 0 0 0 0 2ξ
0 0 ζ 0 0 0 0 η
0 0 0 ζ 0 0 0 0

, (7)
M21 :=

0 0 0 0 ζ 0 0 0
χ 0 0 0 0 ζ 0 0
2(1 + ξ) 0 0 0 0 0 ζ 0
0 2(1 + ξ) χ 0 0 0 0 ζ
0 0 0 0 0 0 0 0
0 0 0 0 χ 0 0 0
0 0 0 0 2(1 + ξ) 0 0 0
0 0 0 0 0 2(1 + ξ) χ 0

, (8)
M22 :=

−3 0 0 0 0 2ξ η 0
0 −2 ζ 0 0 0 0 η
0 ζ −2 0 0 0 0 2ξ
0 0 0 −1 0 0 0 0
0 0 0 0 −2 0 0 0
2(1 + ξ) 0 0 0 0 −1 ζ 0
χ 0 0 0 0 ζ −1 0
0 χ 2(1 + ξ) 0 0 0 0 0

− 4ξ I8×8, (9)
and
ξ := γn¯g + (1− γ)n¯l,
η := 2γn¯g,
χ := 2γ(1 + n¯g),
ζ := −γ(1 + 2n¯g).
(10)
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3 Steady states and dynamical map
We are interested in the stationary solutions of Eq.(4), i.e. in v(t =∞). We may notice that
for γ < 1 or n¯g > 0 the steady state can be simply found by solving Mv(t =∞) = 0 as kerM
results one dimensional. In contrast for γ = 1 and n¯g = 0, kerM results of dimension greater
than one, meaning that the steady state is not unique and will depend on the initial state.
Hence it must be derived by first solving Eq.(4) and then taking limt→∞ v(t) (see Appendix
1). This different behavior should be ascribed to the fact that in Eq.(1) when γ = 1 and
n¯g = 0 there exist non-trivial operators (i.e. not multiple of the identity) commuting with
the Lindblad operators [12].
Taking into account both cases, the stationary density operator can be expressed (in the
basis {|1〉, |2〉, |3〉, |4〉}) as:
ρ(∞) =

B1 0 0 0
0 B2 +R1 D −R1 R2
0 D −R1 B3 +R1 −R2
0 R∗2 −R∗2 B4 +R3
 , (11)
where
B1 :=
1
H
(
1− δγ,1δn¯g,0
) [
2γ2n¯2g − (γ − 1)n¯2l (6γn¯g + 1) + 2γn¯gn¯l
(
γ(2n¯g − 1) + 1
)
+ 2(γ − 1)2n¯3l
]
,
B2 :=
1
H
(
1− δγ,1δn¯g,0
) (
2γn¯g − 2(γ − 1)n¯l + 1
)(
γn¯g + n¯l(2γn¯g − γn¯l + n¯l + 1)
)
,
B3 := B2,
B4 :=
1
H
(
1− δγ,1δn¯g,0
) [
2γ2(n¯g − n¯l)
(
2n¯gn¯l + n¯g − n¯2l
)
+ (2n¯l + 1)(n¯l + 1)
2
+ γ(n¯l + 1)
(
n¯g(6n¯l + 4)− n¯l(4n¯l + 1) + 1
)]
,
D :=
γ
H
(
1− δγ,1δn¯g,0
)
(n¯g − n¯l),
H := 8γ2(n¯g − n¯l)
(
2n¯gn¯l + n¯g − n¯2l
)
+ γ(2n¯l + 1)
2(6n¯g − 4n¯l + 1) + (2n¯l + 1)3,
R1 :=
1
4
δγ,1δn¯g,0 (ρ22 − ρ23 − ρ32 + ρ33) ,
R2 :=
1
2
δγ,1δn¯g,0 (ρ24 − ρ34) ,
R3 :=
1
2
δγ,1δn¯g,0 (ρ11 + ρ44 + ρ23 + ρ32 + 1) .
(12)
Here it is
δγ,1 :=
{
0 0 ≤ γ < 1
1 γ = 1
,
and
δn¯g,0 :=
{
0 n¯g > 0
1 n¯g = 0
.
Notice that the dependance from the initial state is shown by terms R1, R2, and R3.
We can consider the evolution ρ(0)→ ρ(∞) as resulting from a (dissipative) map, namely
ρ(∞) = D(ρ(0)). (13)
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In order to find its Kraus decomposition [8] we need to treat the case γ < 1 or n¯g > 0
separately from γ = 1 and n¯g = 0.
In the former the map D has a fixed point
ρ
fixed
(∞) =

B1 0 0 0
0 B2 D 0
0 D B3 0
0 0 0 B4
 , (14)
hence the corresponding Kraus operators can be constructed as
K ′jl =
√
υl|ψj〉〈l|, j, l = 1 · · · 4, (15)
by means of the spectral decomposition ρ
fixed
(∞) = ∑4j=1 υj |ψj〉〈ψj |, where
|ψ1〉 =

1
0
0
0
 , |ψ2〉 =

0
0
0
1
 , |ψ3〉 =

0
−1
1
0
 , |ψ4〉 =

0
1
1
0
 , (16)
and
υ1 = B1,
υ2 = B4,
υ3 = B2 −D,
υ4 = B2 +D.
(17)
In contrast, for the case γ = 1 and n¯g = 0, the stationary state
ρini(∞) :=

0 0 0 0
0 R1 −R1 R2
0 −R1 R1 −R2
0 R∗2 −R∗2 R3
 (18)
depends on the initial state, hence in order to find the Kraus operators of the corresponding
map we need to first obtain them for the map
ρ(t) = Dt(ρ(0)), (19)
where the subscript t emphasizes the parametrically dependence on time. Then take the limit
t→∞. Implementing this procedure in Appendix B, it results
K ′′1 =
1
2

0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 2
 , K ′′2 =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
 ,
K ′′3 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , K ′′4 = 1√2

0 0 0 0
0 0 0 0
0 0 0 0
0 1 1 0
 .
(20)
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Taking into account both cases (15) and (20), the stationary state (11) can be written as
ρ(∞) =
4∑
jl=1
Kjlρ(0)K
†
jl, (21)
where
Kjl =
(
1− δγ,1δn¯g,0
)
K ′jl + δγ,1δn¯g,0δj,lK
′′
j . (22)
4 Entangling power
In what follows, we use the concurrence [13] to quantify the amount of entanglement which
is defined as
E(ρ) := max
{
0,
√
`1 −
√
`2 −
√
`3 −
√
`4
}
, (23)
where `j , j = 1, 2, 3, 4, are the eigenvalues (in decreasing order) of ρ (σ
y
1 ⊗ σy2ρ∗σy1 ⊗ σy2 ) with
ρ∗ the complex conjugate of ρ and σyk := i(σk − σ†k).
Assume the initial state of the system to be pure and factorable. Its general parametriza-
tion is
|ψ(0)〉 = (cos(θ1/2) |e1〉+ sin(θ1/2)eiϕ1 |g1〉)
⊗ (cos(θ2/2) |e2〉+ sin(θ2/2)eiϕ2 |g2〉) , (24)
with θk ∈ [0, pi] and ϕk ∈ [0, 2pi] for k = 1, 2. Then, the concurrence (23) for the stationary
state (11) becomes
E = 2
(
|D| −
√
B1B4 + |R1|
)
= 2 |D| − 2
√
B1B4 + δγ,1δn¯g,0
1
4
|1− cos θ1 cos θ2 − cos(ϕ1 − ϕ2) sin θ1 sin θ2| ,
(25)
It is worth noticing that when γ = 1 and n¯g = 0 the third term contributes, while the second
does not because B1 = 0.
Quite generally the stationary entanglement (25) depends on the initial state. However,
we can say that a map is a good entangler when the average of the final entanglement over
all possible initial states is positive. Moving on from [9] we define the entangling power of D
as
E(D) :=
∫
E (D(|ψ(0)〉〈ψ(0)|)) dµ(|ψ(0)〉), (26)
where dµ(|ψ(0)〉) is the probability measure over the submanifold of factorable states in C2⊗
C2. The latter is induced by the Haar measure of SU(2) ⊗ SU(2). Specifically, referring to
the parametrization of (24), it reads
dµ(|ψ(0)〉) = 1
16pi2
2∏
k=1
sin θkdθkdϕk. (27)
This measure is normalized to 1. It is trivial to see that in this case the entangling power E
lies within [0, 1]. Thus from (25) and (26) we get
E = 2 |D| − 2
√
B1B4 + δγ,1δn¯g,0
1
4
. (28)
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In Fig.2 it is shown the entangling power (28) as a function of γ and n¯l for n¯g = 0. There,
we can see that for γ < 1 and n¯l = 0 it is E = 0. In contrast, for any value of γ > 0.7, there
exists a nonzero optimal value of local thermal noise n¯l maximizing the entangling power; a
phenomenon reminiscent of stochastic resonance effect [14]. Such an optimal value of noise
tends to increase as γ approaches 1 (as one can also argue from Fig.3).
When γ attains the value 1, the curve of E vs n¯l is shifted upward by an amount 1/4,
as shown in Fig.4, and the maximum value of E, namely 7/12, is asymptotically achieved at
n¯l →∞.
By increasing the value of n¯g from zero, the region {γ, n¯l} of positive values of E shrinks
and also the maxima lower, as can be readily seen in Figs.5 and 6. Hence we can conclude
that global thermal noise is detrimental for stationary entanglement, while a suitable amount
of local thermal noise is vital.
This can be explained by considering local thermal baths as injecting excitations onto the
systems incoherently. Hence each excitation, thanks to the interaction mimicked by the global
environment, is then shared by the two qubits ending up into an entangled state resembling
1√
2
(|e1g2〉 + |g1e2〉). If however the local noise is too much, it blurs such effect. In contrast,
when n¯g > 0 there is the tendency by the global bath to inject coherently two excitations
onto the system which is then driven into a separable state resembling |e1e2〉.
0
2
4
n
0.7
0.8
0.9
1.0
Γ
0.1
0.2
0.3
E
Fig. 2. Entangling power E as a function of γ and n¯l for n¯g = 0. The value of E for γ exactly
equal to 1 is not reported here.
5 Conclusions
In this paper, we have considered a model of two qubits dissipating by a “glocal” map, i.e.
into local and global environments (generally at finite temperatures). By the parameter γ,
this can interpolate between perfect local and perfect global regimes.
We have then determined conditions for the presence of long living entanglement. This
has been done by considering the entangling capabilities of the “glocal” dissipative map D
through the entangling power introduced in (26).
It has been shown that the number of thermal excitations in the local environments has
a crucial role on the stationary entanglement of the two qubits. It results on the one hand
(and rather counterintuitively) that entanglement in presence of local environments is achiev-
able when these are at nonzero temperature. This represents a remarkable extension of the
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0.90
0.95
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n
Γ
Fig. 3. Regions of the parameter space {γ, n¯l} where the entangling power E is greater than zero
(white) and zero (grey) for n¯g = 0. Along the dashed line E takes its maximum value.
0 1 2 3 4 5
0.0
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0.4
0.5
0.6
n
E
Fig. 4. Entangling power E as a function of n¯l for n¯g = 0 and γ = 1. The bottom curve resulting
from the contribution of the first two terms in Eq.(28) is shifted upward due to the contribution
of the third term in Eq.(28).
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Γ
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E
Fig. 5. Entangling power E as a function of γ and n¯l for n¯g = 0.01.
stochastic resonance effect arising in spin chains from the interplay of local dissipative and
dephasing noise sources in the presence of Hamiltonian couplings [15]. Here it appears in a
context lacking of Hamiltonian couplings and driven by the interplay of the same kind (dis-
sipative) of noise sources. On the other hand, while global environment is vital for indirect
qubits interaction, it should be ideally at zero temperature. In fact thermal noise from global
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Fig. 6. Entangling power E as a function of γ and n¯l for n¯g = 0.1.
environment spoils entanglement.
Concerning E(D) it is also worth noticing its sudden enhancement for zero temperature
global dissipation (Fig. 4). This can be regarded as a signature of a kind of phase transition
occurring at γ = 1.
The map D, thanks to the properties discussed in Section 3, can also be considered
as a quantum channel and characterized in terms of its information transmission capabili-
ties [16]. For instance, when γ 6= 1 the output space is of dimension 1, hence its capacity
vanishes. In contrast, when γ = 1 and n¯g = 0 the output space is of dimension 2 (spanned
by 1√
2
(|e1〉 |g2〉 − |g1〉 |e2〉) and |g1〉 |g2〉) and the capacity could be up to 1 bit or 1 qubit
(depending on whether classical or quantum information is considered to be transmitted).
For this rather different behavior in the parametric region, it could also be considered as a
paradigmatic model for channel discrimination [17]. These investigations are left for future
works.
The present study can be of interest for experimental situations where the interplay of local
and global environments is relevant. As an example we may mention cavity QED experiments
in which atomic qubits are confined inside a high finesse optical cavity [18] and experience
local spontaneous emission as well as a global effect of vacuum bath lying outside the cavity.
Another example is provided by charge qubits based on double quantum dots (or analogously
Cooper pair boxes) [19] with local electron environments and global environment arising from
voltage fluctuations.
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Appendix A (Solution of Eq.(4) for γ = 1 and n¯g = 0)
12 The entangling power of a “glocal” dissipative map
Taking γ = 1 and n¯g = 0 in Eq.(4) and performing the inverse Laplace transform, one
may find the following matrix representing ρ(t) with respect to the basis {|1〉 , |2〉 , |3〉 , |4〉}:
ρ(t) =
(
P11 P12
P21 P22
)
, (A.1)
where
P11 :=
(
A21ρ11 A7ρ12 +A8ρ13
A7ρ21 +A8ρ31 A2ρ11 +A3ρ22 +A4ρ33 +A5(ρ23 + ρ32)
)
, (A.2)
P12 :=
(
A8ρ12 +A7ρ13 A1ρ14
A2ρ11 +A5(ρ22 + ρ33) +A3ρ23 +A4ρ32 −2A8(ρ12 + ρ13) +A9ρ24 +A10ρ34
)
,
(A.3)
P21 :=
(
A8ρ21 +A7ρ31 A2ρ11 +A5(ρ22 + ρ33) +A4ρ23 +A3ρ32
A1ρ41 −2A8(ρ21 + ρ31) +A9ρ42 +A10ρ43
)
, (A.4)
P22 :=
(
A2ρ11 +A4ρ22 +A3ρ33 +A5(ρ23 + ρ32) −2A8(ρ12 + ρ13) +A10ρ24 +A9ρ34
−2A8(ρ21 + ρ31) +A10ρ42 +A9ρ43 A6ρ11 − 2A5(ρ22 + ρ23 + ρ32 + ρ33) + ρ44
)
,
(A.5)
and the time dependent coefficients Aj are:
A1(t) = e
−2t,
A2(t) = 2te
−4t,
A3(t) =
1
4
e−4t
(
1 + e2t
)2
,
A4(t) =
1
4
e−4t
(
1− e2t)2 ,
A5(t) = −1
4
(
1− e−4t) ,
A6(t) = −e−4t(1 + 4t− e4t),
A7(t) =
1
2
e−4t
(
1 + e2t
)
,
A8(t) =
1
4
e−4t
(
1− e2t) ,
A9(t) =
1
2
(
1 + e−2t
)
,
A10(t) = −1
2
(
1− e−2t) .
(A.6)
At the steady state (i.e., t → ∞), we are left with only the following nonzero coefficients
A3 = A4 = −A5 = 14 , A6 = 1 and A9 = −A10 = 12 .
Appendix B (Kraus operators of map (19))
The map (19) can be represented as
Dt(ρ(0)) =
4∑
j=1
K ′′j (t)ρ(0)K
′′†
j (t), (B.1)
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where the (time dependent) Kraus operators can be derived by the spectral decomposition of
the Choi matrix associated to Dt [20], and given by (I ⊗ Dt) (|Φ〉 〈Φ|), with |Φ〉 ≡ |e1〉 |e2〉+
|e1〉 |g2〉+ |g1〉 |e2〉+ |g1〉 |g2〉. It explicitly results as
C =

A21 0 0 0 0 A7 A8 0 0 A8 A7 0 0 0 0 A1
0 A2 A2 0 0 0 0 −2A8 0 0 0 −2A8 0 0 0 0
0 A2 A2 0 0 0 0 −2A8 0 0 0 −2A8 0 0 0 0
0 0 0 A6 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A7 0 0 0 0 A3 A5 0 0 A5 A3 0 0 0 0 A9
A8 0 0 0 0 A5 A4 0 0 A4 A5 0 0 0 0 A10
0 −2A8 −2A8 0 0 0 0 −2A5 0 0 0 −2A5 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A8 0 0 0 0 A5 A4 0 0 A4 A5 0 0 0 0 A10
A7 0 0 0 0 A3 A5 0 0 A5 A3 0 0 0 0 A9
0 −2A8 −2A8 0 0 0 0 −2A5 0 0 0 −2A5 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A1 0 0 0 0 A9 A10 0 0 A10 A9 0 0 0 0 1

.
(B.2)
It is straightforward to show that this matrix is Hermitian and positive, therefore it can be
expressed as the eigen-decomposition C = ∑4j=1 |cj〉 〈cj |, with |cj〉 its eigenvectors normalized
to the respective eigenvalues. The |cj〉 are then used to form the Kraus operators. Following
[21] this is done by dividing |cj〉 (of length 4×4) into 4 equal segments each of length 4. Then
each Kraus operator K ′′j (t) is obtained by constructing a matrix having the kth segment as
the its kth column. They result as follow:
K ′′1 (t) =

A1(t) 0 0 0
0 A9(t) A10(t) 0
0 A10(t) A9(t) 0
0 0 0 1
 , K ′′2 (t) =

0 0 0 0
0 0 0 0
0 0 0 0√
A6(t) 0 0 0
 ,
K ′′3 (t) =

0 0 0 0
Λ+(t) 0 0 0
Λ+(t) 0 0 0
0 Ξ+(t) Ξ+(t) 0
 , K ′′4 (t) =

0 0 0 0
Λ−(t) 0 0 0
Λ−(t) 0 0 0
0 Ξ−(t) Ξ−(t) 0
 ,
(B.3)
where
Λ±(t) =
√
2(1− e−2t)√
Υ(t) (Υ(t)± e4tA6(t))
√
Θ(t)±Υ(t),
Ξ±(t) =
e−2t − 1√
2Υ(t)Λ±(t)
√
Θ(t)±Υ(t),
(B.4)
and
Θ(t) := −1 + e4t + 4t,
Υ(t) := 16t2 − 8e4tt+ 8t− 32e2t + 14e4t + e8t + 17. (B.5)
Taking the limit t→∞ in Eq.(B.3) we readily obtain Eq.(20).
