Drought as an exigent natural phenomenon, with high frequency in arid and semi-arid regions, leads to enormous damage to agriculture, economy, and environment. In this study, the seasonal Standardized Precipitation Index (SPI) drought index and time series models were employed to model and predict seasonal drought using climate data of 38 Iranian synoptic stations during 1967-2014. In order to model and predict seasonal drought ITSM (Interactive Time Series Modeling) statistical software was used. According to the calculated seasonal SPI, within the study area, drought severity classes 4 and 3 had the greatest occurrence frequency, while classes 6 and 7 had the least occurrence frequency. Results indicated that the best fitted models were Moving-Average or MA (5) Innovations and MA (5) Hannan-Rissenen, with 60.53 and 15.79 percentage, respectively. On the other hand, results of the prediction as well, indicated that drought class 4 with the highest percentages, was the most abundant class over the study area and drought class 7 was the least frequent class. According to results of trend analysis, without attention to significance of them, observed seasonal SPI data series , in 84.21% of synoptic stations had a negative trend, but this percentage changes to 86.84% when studying the combination of observed and predicted simultaneously .
INTRODUCTION
In recent decades, increasing regard has been assigned to drought events and their tremendous detrimental influences on agriculture, economy, and environment, in scheduling water management programs (Zarei et al. ; Hao et al. ) . As Iran is located in an arid and semi-arid region, prediction and modeling drought in the future is vital.
Prediction of drought will lead to plans and administrations that are significantly effective for preparation against drought (Salhvand & Montazeri ) . Drought is a costly and frequent phenomenon that usually occurs after an extraordinary water deficit due to low rainfall over a large geographical area. The frequency of drought occurrence increases as the region becomes more and more arid utilized, due to being modest, flexible, with a precise approach to calculating and the least number of meteorological parameters needed (Choubin et al. ) . This index can be used in different time scales (3, 6, 12, 24, 48-month scale) . Various studies have been done on drought analysis using SPI (Shakiba et The aims of this study are to focus on: (1) evaluation of occurrence of seasonal drought severity in Iran, using SPI index; (2) modeling and prediction of seasonal drought using time series models, from 2015 up to 2019 based on seasonal SPI index data series of 1967 to 2014; (3) considering the changes trend of drought (using nonparametric trend analysis techniques), termed as: (Spearman rho test) based on observed and the combination of observed and predicted 
METHODS Standardized Precipitation Index
Mckee et al. () reported the SPI index to monitor and evaluate drought. Fitting a gamma probability density to the total precipitation is essential, in order to assess SPI indices. The gamma distribution function (г(α)) is fitted to the dataset of precipitation involving a shape factor and a scale factor, termed as α and β, respectively, which require an estimation for each year and time scale, hence the maximum likelihood solutions are employed. If the amount of precipitation is represented by x, the cumulative probability (G(x)), can be assessed by:
If x is equal to zero, the gamma function is undefined and the precipitation distribution may contain zeros (Mckee et al. ) , and the definition of cumulative probability (H(x)) changes to (Zarei & Mahmudi ) :
where q is the probability of a zero. The cumulative probability is then transformed to the standard normal random variable Z with mean zero and variance of one, which is the value of SPI. SPI is categorized based on their range values as shown in Table 2 .
Time series models
In general, time series models have three major models:
Auto-Regressive (AR), Moving-Average (MA), and Auto- 
AR model
In series where persistency is present, that is the event outcome of (t þ 1)th period is dependent on the present tth period magnitude and those preceding values, then for such a series, the observed sequence X 1 , X 2 , . . ., X t is used to fit an AR model (Equation (3)):
where ∅ 1 , ∅ 2 , … , ∅ p are model parameters and coefficients, e t is random error and Z t is the random component of the data that follows a normal distribution with mean 0
MA model
Moving average models are simple covariance stationary and ergodic models that can be used for a wide variety of autocorrelation patterns (Equation (4)):
where θ 1 , θ 2 , … , θ q are model parameters and coefficient, e t is random error, and Z t is the random component of the data that follows a normal distribution with mean 0 (Jahan-
ARMA model
The ARMA model is a synthesis of an AR and an MA model.
ARMA models form a type of linear models which are widely applicable and parsimonious in parameterization (Equation (5)): Stationarity of SPI data series
For stationarity of calculated seasonal SPI indices, Box-Cox (Equation (6)) power (Shumway ) and difference conversion were used:
where z i is the initial value in time i, λ conversion parameter and z i λ is the converted value.
Time series model selection
The best time series models were selected based on autocorrelation functions (ACF), partial autocorrelation functions (PACF) and AICC indices. ACF with k lag as a function for expressing time depending on a time series structure is as follows:
where ρ k is the value of time series autocorrelation function with k lags, z i and z iþk are the values of variables or time series data within phase time I, and phase with lag time k and z is average value corresponding to variables.
Another approach for expressing time independently within a time series structure, is the definition of PACF (Equation (8)). If ϕ k is the PACF of time series with lag time of k, the equation for PACF becomes:
where ϕ k is the value of time series PACF with the lag of k.
The equation for computing AICC index depends upon the number of data used for calibration (n) and parameters used in modeling process (k) and the abbreviation form of mean square error as presented in Equation (9):
The less AICC index, the better the model fits the dataset.
Prediction and validation of SPI index
In this stage, the best time series models that fitted the sea- 
RESULTS AND DISCUSSION

SPI index
In the present study, the SPI index in seasonal scale for 38 
Stationarity of SPI series
After calculation of SPI indices, for stationarity of seasonal data series, Box-Cox power conversion was used to immobilize the variances of datasets of seasonal SPI indices.
Difference conversion was used for removal of trend in data series and to exert the frequency impact in the SPI indices dataset. Then the set of non-stationary data was converted to stationary data and was ready for modeling ( Figure 3) .
Selection of the best time series model
In this stage, various kinds of time series models were fitted to SPI datasets and the best fitted model was chosen based on having the least AICC index (Table 4 ). To determine order of time series models (p and q), ACF and PACF were used (Figure 4 ). (14) Burg, and AR (22) Burg, respectively.
Time series model validation
In order to validate the model dataset of seasonal SPI indices, five years (20 seasons) observed data were available, and were predicted using ARAR model. To compare predicted and observed seasonal SPI data, correlation coefficient was used (Table 5 ). According to the results, in all stations correlation coefficients between observed and predicted data series of seasonal SPI from 2010 to 2014 were significant at 5% level. In stations with humid, 
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sub-humid, semi-humid, and semi-arid climate condition and stations with high relative humidity such as Chabahar, Gorgan, and Orumieh stations, R was less than the correlation coefficient in stations with arid and hyper-arid climate condition with low relative humidity such as Zabol, Yazd, and Tabas stations.
Model prediction
In this stage, to predict seasonal SPI indices for five years after 2014 (from 2015 to 2019), the ARAR approach was employed. Predicted seasonal SPI indices and occurrence frequency are presented in Tables 6 and 7 and Figure 5 .
Results of observed, validated, and predicted seasonal SPI data series are indicated in Figure 5 for some stations.
According to the results, in all the synoptic stations, drought severity class 4 (normal) had the most frequency (in 71% of stations occurrence frequency of class 4 was 100%, in 21% of stations occurrence frequency of class 4 was more than 80%, occurrence frequency of class 4 in other stations was more than 60%). In addition, classes 1 and 7 (extremely wet and extremely dry) had the least occurrence frequency (Tables 6 and 7 ).
In the next stage, capability of time series models (based on ARAR method) for prediction of seasonal SPI indices were evaluated using Ljung-Box p-value and residual ACF and PACF methods ( Figure 6 and Table 8 ).
Results of residual ACF and residual PACF demonstrated that in all the stations, capability of time series models was suitable at the 5% significance level because in both charts, residual ACF and PACF, no more than 5% of maximum number of lags (40) was out of the 95% confidence band ( Figure 5 ). According to the Ljung-Box p-value, in 82% of stations randomness of data series was suitable at 5% significance level.
Trend analysis of seasonal SPI data series
Finally, trend of observed seasonal SPI data series from 1967 to 2014 and the whole observed and predicted seasonal SPI data series from 1967 to 2019 simultaneously was assessed statistically at 5% significance level, using Spearman's rho and Pearson, non-parametric and parametric tests, respectively (Table 9 ).
Based on the statistical test for observed seasonal SPI data series, in none of the stations except Gorgan, Sanandaj, and Tabriz was any significant trend observed. However, these three stations (Gorgan, Sanandaj, and Tabriz) had a significant decreasing trend in the values of their observed seasonal SPI data series. The same results were shown in the statistical test for the combination of observed and 
CONCLUSIONS
Since drought affects human activities, agriculture, economy, environment, water resources management, evaluation and recognition of drought behavior will help have more detrimental effects on Iran. Therefore, drought assessment and drought prediction can be more helpful in reducing drought impacts. Finally, it is suggested that other research should be done using other models to predict 
