INTRODUCTION
Applications at the tactical level of security in analog voice channel communications have been established as a topic of interest in relation to the activities of not only the armed forces on our borders but also of the federal and civil police in several regions of our country. This paper presents a voice cryptography system based on a scrambler that lends itself to this purpose, providing: significant resistance to the breach of information, the ability to reconfigure internal modules and encryption algorithms, and a low cost product.
Time-frequency scramblers have been an object of study for more than three decades leading analog technology into digital technology. Speech scrambler applications in the time domain may be found in literature (Mitchell and Piper, 1985 ; Lee and Chou, 1984; Huang and Stansfield, 1993) . The voice signal is segmented and temporally scrambled. The size of the segment and the scramble order may follow a pseudorandom scheme. In the frequency domain, the first algorithms based on digital signal processing techniques used a Fast Fourier Transform (FFT). The FFT coefficients are permuted frame to frame and a frame synchronization becomes necessary regularly (Sakurai, Koga, and Muratani, 1984; Woo and Cyril, 1997; Ehsani, and Borujeni, 2002) . Proposals using the discrete cosine and the Hadamard transforms are also found in Abstract -This work presents a real-time frequency voice scrambler algorithm and its implementation in TMS 320C6X -TEXAS Instruments DSP (Digital Signal Processor) architecture. The voice channel cryptography system is based on a scrambled discrete Hartley Transform. It includes large energy random components inserted into the voice channel bandwidth. As result it is not possible to identify pauses between words, and it is also observed that the speaker could not be identified. The proposal uses low cost hardware architecture adapted for tactical level security in network voice communications. Real-time experimental results have been performing well in a variety of analog voice channels.
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Francisco Assis de O. Nascimento and Ricardo G. Toscano literature (Dawson, 1991; Milosevic, Delic, and Senk, 1997) .
Techniques combining the time-domain and frequency-domain speech scrambler have also been applied with the intention of making the algorithm more robust, minimizing residual intelligibility in the scrambled signal and dispensing with the need for synchronization (Milton, 1989) . Approaches using band-split audio scramblers (Ali, and Alawi, 2004) , time-frequency analysis using wavelet transform (Ma, Cheng, and Wang, 1996; Sadkhan et al., 2007) , and using Principal Components Analysis (PCA) (Abbas, 2009) have also been the subject of studies. Examples of algorithms implemented in digital signal processor (DSP) architecture for applications in narrowband channels point to frequency scramblers performing well in respect to cost-benefit characteristics for operating in real time.
A voice scrambler is proposed in this work which is based on the pseudo-random permutation of frequency components in the discrete Hartley transform domain implemented with a fast algorithm (Bracewell, R. N., 1983; Nascimento and Malvar, 1990). The scrambler also allows configuring the insertion of frequency components with the aim of masking the identity of the speaker as well as keeping the signal energy constant during the entire period of communication, preventing the beginnings and endings of words from being identified. This work proposes a pseudo-random scrambler based on the discrete Hartley transform and shows its real time implementation in a low cost platform based on a TMS320C6713 processor (Texas Instruments, 2005). Section 2 presents, briefly, the discrete Hartley transform which is the most important module of the scrambler.
THE DISCRETE HARTLEY TRANSFORM
The Discrete Hartley Transform (DHT) maps a real sequence of size N samples in another sequence that is also real and of size N in the frequency domain (Bracewell, R. N., 1983) . Similar to the discrete Fourier transform which may be implemented by a fast algorithm known as FFT (Fast Fourier Transform), the discrete Hartley transform may also be implemented with another fast algorithm known as FHT (Fast Hartley Transform). The FHT has a computational complexity of O(Nlog 10 (N)) like FTT, but it involves only real operations (Nascimento and Malvar, 1990) . The pair of the discrete Hartley transforms may be written as: In recent years, the Hartley transform has reemerged as a possible alternative to the Fourier transform. Among its applications, it may be used for spectral estimation, for signal interpolation and for designing cyclic codes. The great advantage of FHT resides in the absence of complex arithmetic and the direct Hartley transform is the same as the inverse, meaning that it does not have direction. This occurs because, besides being orthogonal, the Hartley basis functions are also symmetrical, causing the discrete matrix transformation to be equal in its inverse. Computationally, this means that the fast algorithm used in the direct transform is the same used in the inverse transform.
The Hartley transform has properties similar to those in the Fourier transform. The kernel of the Hartley transform is periodic and the convolution in the time domain corresponds to two multiplications in the frequency domain. The transform and other operations in the Hartley space take less processing time than corresponding operations in a Fourier space.
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Multiplying complex numbers in a digital processor requires four multiplications and two fixedpoint (or floating) additions due to the very nature of complex operations. The amount of memory required and the number of necessary operations make the Fourier transform less suitable from a computational efficiency point of view in embedded applications for transforming real sequences into the frequency domain (Bracewell, R. N., 1983).
The Discrete Hartley Transform (DHT), in turn, transforms a sequence of real numbers in the time domain into a sequence of real numbers in the frequency domain. In this sense, the Hartley transform may be seen as an algorithm that removes the redundancy of Fourier by packing the complex coefficients through this relationship: (2) where H[k] is the k-th Hartley transform coefficient, and X[k] is the k-th Fourier transform coefficient.
Observing the sequences that make up the Fourier and Hartley basis, a great similarity may be noted between the two which may be formalized mathematically. The real part of the Fourier coefficients may be obtained from the Hartley coefficients through: The Fourier coefficient magnitude and phase are also related to the Hartley coefficients in the following form:
Owing to the similarities in respect to the properties and mainly due to its computational efficiency, the Hartley transform was chosen to be used when implementing the voice cryptography system based on the pseudorandom permutation of frequency bands in the transform domain.
DESCRIPTION OF THE CRYPTOGRAPHY ALGORITHM
The encoding corresponds to the process of spectral scrambling of the voice signal in the Hartley space which consists of several functional modules. Figure 1 illustrates, in a block diagram, how the encoding works.
Initiating the encryption system process requires synchronization between the encoder and the decoder and the transmission of a training sequence for adapting a channel equalizer, which will be commented on in the next section when the decoder is presented. A periodic resynchronization between encoder and decoder is necessary to prevent a frame slip. The synchronization signal uses a PSK modulation technique. The receiver must be waiting for the transmitter to send the signal given that this system does not have handshake implemented.
After being digitalized at a rate of 8000 samples/second, the voice signal undergoes dynamic range conditioning in order that overflow is not caused in the Fast Hartley Transform (FHT) algorithm which is implemented in fixedpoint arithmetic. This module corresponds to automatic gain control shown in figure 1 . Next, the discrete Hartley transform is applied to a window of 256 conditioned voice signal samples, also leading to a vector with 256 coefficients in the frequency domain (Bracewell, R. N., 1983).
To accomplish the pseudo-random scrambling, the Hartley coefficients are grouped together to form "frequency bands" with the same 250 Hz width (5 Hartley coefficients for each band). The process of scrambling is implemented symmetrically in relation to the coefficient of index N/2, creating a scrambled signal identical to the discrete Fourier transform. Observe that similar to the Fourier transform, the Hartley transform maps the unit circle in the interval (0, 2π) radian, and in Fourier transform, the coefficients between (π, 2π) are symmetrical conjugates of those located on the other half circle (0, π). In order to maintain the characteristic properties of scrambling using Fourier, symmetrical scrambling in relation to the index N/2 coefficient was chosen.
A pseudo-random scrambling with uniform probability density function is then applied symmetrically to the set of bands. Figure 2 illustrates this process. Optionally, the system allows inserting random frequency components. This practice increases the robustness of the algorithm since it maintains the signal energy and eliminates the pauses in conversation. The insertion of random frequency components can make difficult the identification of the beginnings and ends of phonemes and words.
After, the inverse Hartley transform algorithm is applied to the frequency scrambled Hartley coefficients which in this specific case is equal to the direct algorithm transform. The time scrambled signal is finally applied to the analog channel. Figure 3 shows the diagram of the signal decoder with its main modules. The first module of the decoder is for detecting frame synchronization which is performed for the first time at the start of the communication to adapt the channel equalization. Decoding begins after convergence of the algorithm and computing of the adaptive filter equalizer coefficients. The frame synchronization detection module has to be prepared to receive a new resynchronization periodically. Periods of resynchronization from 30 seconds to 5 minutes were tested.
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DESCRIPTION OF THE DECODING ALGORITHM
After synchronization, the signal, distorted and scrambled by the channel that reaches the decoder, is first equalized to restore the correct amplitudes. This is mainly done to correct the phase distortion from the channel which causes the frequency components to shift out of their respective temporal segment. The adaptive channel equalization is implemented in a classic transversal form with fifty coefficients.
A segment of the scrambled and equalized signal is applied to the discrete Hartley transform. The coefficient vector undergoes an inverse permutation and the inserted spurious components are removed. The inverse Hartley transform is applied to the descrambled coefficient vector obtaining a digital voice signal which finally takes its final analog form. Consecutive segments of the decoded signal are concatenated creating an analog signal which is then reproduced.
REAL-TIME IMPLEMENTATION PLATFORM
The implementation of this cryptography system was carried out using a C6713™ DSK (Development Starter Kit) which is a lowcost development board based on the TM-S320C6713 signal processor. The DSK communicates with a host microcomputer by a parallel port encapsulating a debugging protocol known as JTAG.
The DSK is made up of a 225 MHz signal processor with support for two clock signals, parallel port controller (bi-directional EPP or SPP), 16 Mb SDRAM memory and 512 kb FLASH memory, mapped-memory I/O, JTAG emulation and a 16-bit audio codec.
For the most part, the algorithms are implemented in ANSI C programming language. Only the critical and start-up codes were written in ASSEMBLY. To optimize the compilation of this code, some directives were also followed such as using pointers instead of arrays and simple ifthen-else structures, amongst others. To manage the tasks of signal acquisition, encoding and decoding processing, we chose to use DSP/BIOS. DSP/BIOS is a dedicated scalable real-time kernel for applications that require task synchronization execution in real time, host-to-target communication and real-time instrumentation. DSP/BIOS provides preemptive multi-tasking, hardware abstraction, real-time analysis and configuration tools. Figure 4 shows a segment of the original voice signal and just below that there is the same segment encrypted. Note how the encrypted signal loses the characteristics of a voice signal. In figure 5 , a longer segment is illustrated showing the appearance of an encrypted signal and below the respective Fourier magnitude spectrum is shown. It may be confirmed that the encrypted temporal signal does not present the typical pauses or the beginnings or endings of words and the amplitude spectrum occupies the entire channel band. A low-pass filter with a 3.4 kHz cutoff frequency is used for bandwidth limiting. Figures 6 and 7 present decoded signal waveforms. Figure 6 emphasizes the effect of random frequency components that were added during the spectral permutation. In the decoding process, this band of frequency is eliminated and may be clearly observed in the figure. The real-time full-duplex implementation (including adaptive channel equalizer) in the TMS320C6713 processor consumes 33% of the total capacity of processing. The encoding and decoding algorithms uses on average 2.5 milliseconds during for each voice segment of 256 samples.
ExPERIMENTAL RESULTS
CONCLUSIONS
A voice cryptography system was presented which may be implemented in simplified hardware using signal processors from the C6X or C5X lines. Processors from the C5X line are more interesting in relation to their cost, their computational capacity that meets the requirements of the project, the line interface already implemented in the DSK module and the low power consumption.
The discrete Hartley transform was used with a fast algorithm due to its similarity to the Fourier transform mainly in relation to the common properties. Besides this, in the implementation of the FHT, only real operations are used. In the specific case of the Hartley transform, the direct transform is equal to the inverse given that the basis
The experimental results show that the cryptography system performs well. Subjective evaluations demonstrate that the scrambled signal prevents the speaker from being identified. The insertion of random frequency components into the voice band, in addition to not causing a significant loss in the decoded voice signal it also prevents identifying pauses in a conversation.
