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We investigate the microstructural and microrheological response to a tracer particle of a two-
dimensional colloidal suspension under thermodynamic conditions close to a liquid-gas phase
boundary. On the liquid side of the binodal, increasing the velocity of the (repulsive) tracer
leads to the development of a pronounced cavitation bubble, within which the concentration of
colloidal particles is strongly depleted. The tendency of the liquid to cavitate is characterized by
a dimensionless “colloidal cavitation” number. On the gas side of the binodal, a pulled (attractive)
tracer leaves behind it an extended trail of colloidal liquid, arising from downstream advection
of a wetting layer on its surface. For both situations the velocity dependent friction is calculated.
I. INTRODUCTION
The equilibrium bulk phases of colloidal soft matter are
now rather well understood, both from a theoretical and an
experimental perspective. However, in many real-world situa-
tions the occurrence of stable bulk colloidal systems is rather
the exception than the rule. In practical situations almost all
colloidal soft matter is to be found in a state of nonequilib-
rium, undergoing either transient relaxation or driven out of
equilibrium by chemical, thermal, or mechanical perturbation.
Mechanical driving forces have proven to be particularly
useful probes of the structural and dynamical properties of
soft materials. In traditional rheology the perturbing force
is applied at the sample boundaries, leading to macroscopic
deformation of the sample.1–4 The measured relationship
between stress and strain provides information about the rel-
evant relaxation times of the system and informs the develop-
ment of constitutive relations.5 However, the microstructural
changes underlying the observed rheological response remain
unresolved. Improved spatial resolution can be achieved by
measuring the response to locally applied stress or strain
ﬁelds, implemented by pulling tracer particles through the
sample.6–8 This method, termed active microrheology, probes
the local environment and can be used to determine the effec-
tive viscosity (“microviscosity”) experienced by the tracer.3
Active microrheology has traditionally been implemented by
measuring the response of dispersed magnetic particles to an
applied magnetic ﬁeld.9 More recently, laser tweezers have
provided ﬁner control, enabling individual tracer particles to
be driven along speciﬁed paths.
Regardless of whether the driving forces are applied to
a suspension at a global or local level, the richest physics
is often encountered when the thermodynamic state of the
quiescent system lies in the vicinity of an equilibrium phase
transition. Within this regime, applied stress or strain ﬁelds
can interact strongly with the underlying free energy land-
scape to produce a nonlinear response, even at relatively
low strain rates. Particular attention has been given to the
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question of how macroscopic shear ﬂow can inﬂuence the
phase separation dynamics of an initially homogeneous sys-
tem which is quenched into the coexistence region.10,11 It has
been found that during the process of spinodal decomposi-
tion under shear the morphologies and kinetics which emerge
are qualitatively different from those observed in the absence
of shear.12 Phase separating colloidal systems have also been
studied in sedimentation experiments13 and under shear in
both experiment14 and theory.15
Situations for which external forcing (e.g., gravity or
shear) perturbs the equilibrium phase transition dynamics dif-
fer from those which involve phase transitions both initiated
and sustained solely by the external force ﬁeld. This latter
type of drive-induced phase transition are potentially more
interesting, as they would not occur in the absence of ex-
ternal forces; the thermodynamic statepoints considered lie
outside coexistence regions in the equilibrium phase diagram.
In polymer solutions, for example, the phenomenon of shear-
induced demixing is well known16,17 and for large amplitude
oscillatory shear can lead to the formation of micro-phase sep-
arated states with sharp interfacial boundaries.18 For the case
of monodisperse colloidal suspensions, experiments have re-
vealed that crystallization can be induced in colloidal liquid
states close to, but below, the equilibrium freezing transi-
tion by applying an oscillatory shear stress.19, 20 These shear-
induced crystals thus represent true out-of-equilibrium states;
the microstructure relaxes back to that of a ﬂuid following
cessation of the ﬂow.
In the world of molecular liquids a well known type of lo-
cal phase transition is cavitation. When a solid object moves
rapidly through a liquid the local pressure is increased at the
front of the object and decreased behind it. A local phase sep-
aration, cavitation, occurs when the pressure behind the object
falls below the saturated vapour pressure, leading to the devel-
opment of a gas bubble (called a cavity) in the wake.21 This
phenomenon, which can have a profound effect on the per-
formance of many devices (e.g., ship propellers suffer dam-
age from vapour-ﬁlled wakes22), presents a difﬁcult problem
for ﬂuid dynamics; one has to deal with a nontrivial cou-
pling between the velocity ﬁeld and thermodynamic phase
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instabilities in the liquid. Cavitation remains an active re-
search ﬁeld with many important applications to pipe ﬂows
and marine engineering.
Given the ubiquity of cavitation in molecular liquids it is
natural to enquire whether similar physics can be observed in
colloidal suspensions. Although the formal analogy between
colloidal and atomic systems (colloids as “big atoms”) breaks
down in nonequilibrium, qualitatively similar behaviour may
still be anticipated in situations for which inertia and sol-
vent hydrodynamics are not dominant physical mechanisms.
Experiments on colloidal cavitation and related phenomena
may thus provide insight into fundamental physical processes
underlying local phase transformation. In particular, the in-
creased length- and time-scales presented by colloidal parti-
cles enable the motion of individual particles to be tracked
using confocal microscopy. Moreover, tailoring the tracer
surface chemistry may be expected to provide a very rich
phenomenology.
In this paper we employ a simple model system to in-
vestigate the microstructural response of a suspension to the
motion of a tracer particle moving with constant velocity. The
thermodynamic statepoints investigated lie close to, but out-
side, the coexistence region of the phase diagram. We fo-
cus on a minimal two-dimensional model in order to identify
and characterize the phenomenology without excessive com-
putational requirements. In contrast to the ﬁrst order freez-
ing/melting transition, for which dimensionality is of funda-
mental importance, the gas-liquid transition is qualitatively
similar in two- and three-dimensions (excluding critical phe-
nomena). We thus anticipate that our ﬁndings will remain
qualitatively valid for more realistic systems. The method
we employ is dynamical density functional theory (DDFT),
which is a reliable approach to calculating the dynamics of the
one-body density. The thermodynamic basis of this approxi-
mate theory makes it an ideal tool for studying the dynamics
of systems close to an equilibrium phase boundary. As we will
be concerned solely with states at low and intermediate vol-
ume fraction, the physics of particle cageing and glassy arrest,
dominant at high volume fraction, do not play a major role.
The paper is structured as follows: In Sec. II we set out
the theoretical basis for our investigations. In Sec. II A we
detail the many-body Brownian dynamics, in Sec. II B we
brieﬂy derive the DDFT, in Sec. II C we specify the approxi-
mate density functional used, in Sec. II D we provide details
of our numerical algorithms and in Sec. II E we describe the
speciﬁc colloidal model under consideration. In Sec. III A we
consider statepoints on the liquid side of the binodal and in-
vestigate colloidal cavitation. In Sec. III B we consider the
inﬂuence of an attractive tracer, for which the wetting layer
around the particle becomes strongly distorted by the ﬂow. Fi-
nally, in Sec. IV we discuss our ﬁndings and give suggestions
for future work.
II. THEORY
A. Colloidal dynamics
Assuming that momentum degrees of freedom equili-
brate much faster than the particle positions, the dynamics of
colloidal particles can be described on a microscopic level by
a stochastic Langevin equation,23
γ
(
∂ri(t)
∂t
− vsolv(ri , t)
)
= Fi(rN, t) + χ i(t), (1)
where γ is a friction constant related to the bare diffusion co-
efﬁcient, D0, by γ = kBT/D0, with kB the Boltzmann con-
stant and T the temperature. The solvent velocity is given
by vsolv(ri , t). The random force, χ i(t), represents the ther-
mal motion of the solvent and is auto-correlated according to
〈χ i(t)χ j (t ′)〉 = 2kBT γ δij δ(t − t ′)1. For a given particle con-
ﬁguration, rN, the total force due to interactions and external
ﬁelds is given by
Fi(rN, t) = −∇iU (rN ) + Fexti (ri , t), (2)
where U(rN) is the total interaction potential. For simplicity
we neglect hydrodynamic interactions, which would arise in
a full treatment of the solvent ﬂow.
An equivalent description of Brownian dynamics is
provided by the time-dependent conﬁgurational probability,
(rN, t). The time evolution of this probability is given
exactly by the many-body continuity equation,
∂(rN, t)
∂t
= −
∑
i
∇i · Ji(rN, t), (3)
where the sum is taken over all particles and where the current
of particle i is given by
Ji(rN, t) = γ −1(rN, t)
[
Fi(rN, t) + γ vsolv(ri , t)
− kBT ∇i ln(rN, t)
]
. (4)
The factor in square brackets appearing in (4) is the total
force acting on particle i. Taken together, Eqs. (3) and (4)
constitute a many-body drift-diffusion equation called the
Smoluchowski equation.24
B. Dynamical density functional theory
Integrating the Smoluchowski equation over all but one
of the particle coordinates yields an exact, coarse-grained
expression for the one-body density proﬁle,
∂ρ(r1, t)
∂t
= −∇1 · j(r1, t), (5)
where the one-body particle ﬂux is given by25
j(r1, t) = γ −1ρ(r1, t)
(
kBT ∇1 ln ρ(r1, t) + ∇1Vext(r1, t)
− γ vsolv(r1, t) +
∫
dr2
ρ(2)(r1, r2, t)
ρ(r1, t)
∇1u(r12)
)
,
(6)
with the equal-time, nonequilibrium two-body density,
ρ(2)(r1, r2, t), and pair potential, φ(r12) ≡ φ(|r1 − r2|). In
equilibrium the integral term in (6) obeys exactly the sum
rule,30 ∫
dr2
ρ(r1, r2)
ρ(r1)
∇1u(r12) = ∇1 δF
exc[ρ(r1)]
δρ(r1)
, (7)
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where Fex[ ρ(r)] is the excess Helmholtz free energy func-
tional dealing with interparticle interactions. The notation on
the right-hand side of (7) denotes a functional derivative.
The excess part is one of three contributions to the total free
energy,
F[ρ] = F id[ρ] + F exc[ρ] +
∫
dr ρ(r)V ext(r), (8)
where the ideal gas free energy is given exactly by
F id[ ρ(r1)] = kBT
∫
dr1 ρ(r1)[ ln(3ρ(r1)) − 1 ], (9)
with thermal wavelength .
Assuming that (7) holds in nonequilibrium (an adiabatic
approximation on the pair correlations31), substitution into (6)
yields the DDFT for the one-body density,26–29
∂ρ(r1, t)
∂t
= ∇1 ·
[
− ρ(r1, t)vsolv(r1, t)
+ γ −1ρ(r1, t)∇1 δF[ρ(r1, t)]
δρ(r1, t)
]
. (10)
From Eqs. (6) and (7) the DDFT approximation to the current
is found to be
j(r1, t) = −ρ(r1, t)
γ
(
kBT ∇1 ln ρ(r1, t) + ∇1Vext(r1, t)
− γ vsolv(r1, t) + ∇1 δF
exc[ρ(r1)]
δρ(r1)
)
, (11)
from which is it apparent that the DDFT approximation re-
places the real interaction forces in the system by an effective
one-body force generated from a chemical potential gradient.
C. Approximate density functional
The standard density functional treatment of attractive
forces is to separate the excess free energy into the sum of
a reference free energy and a perturbative mean-ﬁeld term,32
F exc[ρ] = F exchd [ρ] +
1
2
∫
dr1
∫
dr2 ρ(r1)ρ(r2)uatt(r12),
(12)
where uatt(r12) is the attractive component of the total pair
potential (deﬁned here to be zero within the hard core region).
The ﬁrst term in (12) is the free energy of a reference
system, taken to be a system of repulsive hard-disks. We ap-
proximate this reference free energy using a recently proposed
“fundamental measures” functional due to Roth et al.33 This
approximation incorporates correctly the geometry and pack-
ing physics of the disks (for details see Ref. 33). The sec-
ond, mean-ﬁeld term in (12) has been applied to a huge range
of problems in equilibrium liquid state theory and generally
provides qualitatively robust predictions.35
D. Numerical methods
The numerical solution of (5) and (11) is approached in
a fashion similar to Ref. 36, where a test particle method was
employed to calculate the distorted pair correlation function
under shear ﬂow. A primary difﬁculty is that the circular shape
of the tracer particle does not ﬁt naturally with discretisations
based on a cartesian grid. This is especially true for the re-
gion close to the boundary of the excluded volume, where the
numerically determined density is very sensitive to the spatial
discretisation. For this reason we employ methods similar to
the Finite Element Method (FEM), which provide a great deal
of ﬂexibility for the spatial discretisation. This makes it pos-
sible to choose a very ﬁne grid to properly represent the shape
of the tracer and achieve a high accuracy in critical parts of the
computational domain. For regions far away from the tracer,
where the density is slowly varying, a coarse grid is sufﬁ-
cient. This keeps the computational demand low and allows
the treatment of sufﬁciently large domains, which is necessary
to accommodate the extended wake structures which develop
at higher tracer velocities.
The main complication in the solution of the density
functional equations is the necessity to evaluate nonlocal
terms stemming from the excess free energy contribution (12).
The Fast-Fourier-Transform techniques which allow for sim-
ple and fast evaluation of convolution integrals on cartesian
grids are not applicable to more general meshes.34 As the
weight functions appearing in the mean-ﬁeld and reference
parts of the excess free energy are independent of the den-
sity, the necessary convolutions can be pre-calculated and
evaluation of the nonlocal terms reduces to a number of
matrix-vector products. Due to the ﬁnite range of the weight
functions, the pre-calculated convolution matrices have many
zero entries, which keeps the memory requirements man-
ageable. As the methods we employ are closely related to
the FEM, we can exploit the high-quality libraries, tools,
and utilities which are already available. Our custom solvers
are based on the ﬁnite element framework deal.II37 and the
meshes used for our calculations were created using Gmsh.38
E. Model system and parameters
The speciﬁc model we employ is a two-dimensional sys-
tem of Brownian hard-disks with a square-well attraction. The
pair potential for this model is given by
u(r) =
⎧⎪⎨
⎪⎩
∞ 0 < r < σ
−
 σ ≤ r < σδ
0 r ≥ σδ
, (13)
where 
 is the depth of the attractive well, δ sets the range, and
σ ≡ 2R is the diameter of a disk. We will henceforth measure
all distances in units of R.
As only relative velocities are of physical signiﬁcance,
the motion of the tracer is implemented by setting the solvent
velocity ﬁeld equal to a constant, vsolv = −vsolveˆx, modelling
tracer motion in the positive x-direction. We will henceforth
use a dimensionless tracer velocity, deﬁned according to
v ≡ v
solvR
D0
, (14)
which compares the timescale of external driving, τdrive
≡ R/vsolv, with that of diffusive relaxation, τ diff ≡ R2/D0. For
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FIG. 1. Phase diagram of the hard-disk attractive square well system. B char-
acterizes the integrated strength of the attractive interaction. The critical point
is at φcrit = 0.215 and Bcrit = 11.68. Red and green symbols indicate the
thermodynamic statepoints for which we perform detailed structural inves-
tigations in Secs. III A and III B, respectively. Inset: Close-up of the bin-
odal (blue line). The points indicate the path taken for the calculations in
Sec. III B. The rightmost point (φ = 0.121) lies approximately on the numer-
ical binodal.
values of v greater than unity external driving will dominate
diffusive relaxation.
The square-well system is characterized by two indepen-
dent parameters, 
 and δ. In the following we will ﬁx the range
of the potential to the value δ = 2 and report our results in
terms of the attraction strength parameter
B = −4(δ2 − 1)β
φ, (15)
where the two-dimensional area fraction is given by φ
= πN/V , with N the number of particles and V the system
volume. The parameter B emerges naturally from the bulk
limit of the mean-ﬁeld density functional (12) and enables the
phase behaviour of the system for all values of 
 and δ to be
captured by a single phase diagram in the (φ , B) plane.
For sufﬁciently high attraction strength (B > Bcrit
= 11.68) the bulk free energy, obtained by setting ρ(r) = ρb
in (9) and (12), exhibits a van der Waals loop, indicating the
onset of gas-liquid phase separation. In Fig. 1 we show the
phase diagram of the square well system, including both the
binodal line enclosing the coexistence region and the spin-
odal line which marks the boundary of mechanical stability.
The symbols locate the thermodynamic statepoints for which
we conduct detailed microstructural investigations. The inset
shows a close-up of the gas side of the binodal and gives the
thermodynamic path followed for our investigation of wetting
in Sec. III B.
III. RESULTS
A. Cavitation
The ﬁrst situation we consider is the response of the
square-well host suspension to a purely repulsive tracer. The
total system, consisting of tracer plus suspension, is then fully
speciﬁed by (13) together with the tracer-colloid interaction
potential, given by
uct(r) =
{
∞ 0 < r < (Rt + R)
0 r ≥ (Rt + R)
, (16)
where Rt is the radius of the tracer disk. For our study of cav-
itation we choose Rt = 4R. This value is sufﬁciently large
to clearly distinguish the tracer from the colloidal particles,
while avoiding unnecessary numerical effort associated with
very large tracers. In implementing Eq. (11) the external ﬁeld
is Vext(r) = uct(r).
1. Equilibrium proﬁle
In the left column of Fig. 2 we show two-dimensional
density proﬁles about a stationary tracer. As the attraction
strength is increased for ﬁxed volume fraction, φ = 0.4 (state-
points indicated in Fig. 1), there is relatively little change in
the overall density proﬁle, except in the vicinity of the contact
peak. However, close to the binodal we observe the develop-
ment of a region of gas density, a drying layer, around the
tracer surface. The phenomenon of drying (“wetting by gas”)
is well known for systems of attractive particles at planar hard
walls: the density proﬁle loses its oscillatory character and a
layer of gas develops at the substrate. As the distance from
coexistence vanishes the thickness of the gas layer diverges.
This is a consequence of the fact that the liquid particles are
attracted more strongly to each other than to the wall. Pla-
nar drying was ﬁrst observed in computer simulations39,40 and
later using a mean ﬁeld DFT similar to that employed here41
(see also Ref. 42).
The behaviour of the drying layer at curved substrates is
complicated by the (geometrical) fact that the area of the in-
terface between gas and liquid phases changes with the layer
thickness. Due to the surface tension between gas and liquid,
which acts against the increase of interfacial area, thick gas
layers become energetically unfavorable (for detailed studies
in this direction see Refs. 48–50). The drying layer around
our circular tracer thus remains ﬁnite all the way up to coex-
istence (see Refs. 51 and 52 and references therein). The top
left panel of Fig. 2 shows the proﬁle for a statepoint very close
to coexistence. The drying layer extends to approximately 2R
from the tracer surface (see the proﬁle indicated by the arrow
in Fig. 3 for a radial slice).
2. Cavitation proﬁles
In the bottom row of Fig. 2 we show the steady state den-
sity proﬁle for pure hard disks (B = 0) at velocities v = 0.1
and 0.2. Although some anisotropy is induced by the tracer
motion, there is no major disruption of the equilibrium mi-
crostructure, as demonstrated by the one-dimensional slices
shown in Fig. 3. For the velocities shown there is only a slight
reduction in density behind the tracer. We ﬁnd that only for
v > 0.8 does the structure behind the particle become signif-
icantly modiﬁed by the ﬂow (the height of the contact peak
behind the particle drops below the bulk density). This in-
dicates that the reduced velocity (14) provides an appropri-
ate scaling for the purely repulsive, hard disk system at the
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FIG. 2. Density proﬁles around a tracer pulled with constant velocity. The bulk volume fraction is φ = 0.4 and the tracer radius Rt = 4R. Bottom row: Proﬁles
for pure hard disks (B = 0) and dimensionless tracer velocities (left to right) v = 0 , 0.1 , 0.2. Only very slight anisotropy develops at ﬁnite tracer velocity.
Middle row: Proﬁles for intermediate attraction strength (B = 6.25) at the same three values of v. Top row: Proﬁles for a statepoint close to the binodal
(B = 12.5) illustrating the phenomenon of cavitation. Due to the proximity of the binodal, the equilibrium proﬁle (v = 0 , B = 12.5) exhibits a drying layer
about the tracer surface.
densities considered; microstructural distortion arises from a
balance between the rate at which colloids being pushed out
of the way by the tracer and single particle diffusive relax-
ation to equilibrium. For larger area fractions, approaching
the glass transition43,44 a more appropriate scaling would be
provided by the dimensionless velocity vsolvτα/R, where τα
is the timescale of structural relaxation. A treatment of struc-
tural relaxation which incorporates glassy physics (see, e.g.,
Ref. 45) lies beyond the scope of adiabatic DDFT.46,47
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FIG. 3. Focusing on the wake behind the tracer. The coordinate x measures
the distance from the center of the tracer out through the wake behind it. The
bulk volume fraction is φ = 0.4. Here we compare the wake which develops
for statepoints close to the binodal (broken lines) with that for the pure hard
disk system (B = 0, full lines). For B = 12.5 and v > 0.4 the proﬁle saturates
and becomes velocity independent in the region −40 < x < 0.
In the top row of Fig. 2 we again show steady state den-
sity proﬁles for different values of v, but now for a state-
point close to the binodal. As the velocity is increased the
drying layer begins to extend into the region behind the par-
ticle, forming the colloidal analogue of a cavitation bubble.
A signiﬁcant region of colloid depletion can be observed al-
ready by velocity v = 0.1 (top center panel), for which the
corresponding pure hard disk density proﬁle is barely dis-
torted from its equilibrium form (lower centre panel). As the
velocity is increased to v = 0.2 the cavitation bubble becomes
more pronounced, extending beyond 60R behind the tracer
surface. The dimensionless velocity deﬁned in (14) does not
capture the correct competition of timescales within the “cav-
itation regime” of system parameters and it is thus desirable
to ﬁnd a more appropriate scaling.
In Fig. 3 we show one-dimensional slices through the
density distribution, focusing on the cavitation region directly
behind the tracer. At equal volume fraction and velocity the
cavitating proﬁles (B = 12.5) differ greatly from those of
pure hard disks (B = 0) and clearly exhibit a large region of
reduced colloid density. The calculation of these proﬁles is
very time consuming and many iterations are required to ob-
tain satisfactory convergence. The numerical challenge here is
very similar to that presented by standard equilibrium calcula-
tions of planar wetting or drying, for which the ﬁlm thickness
only evolves very slowly as the solution is iterated. We ﬁnd
that roughly within the range −40 < x < 0 the density proﬁle
saturates and ceases to change for velocity values in excess
of 0.4. Increasing the velocity beyond this value leads to a de-
velopment of the cavitation bubble for x < −40, but no longer
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modiﬁes the structure closer to the tracer. It thus appears that
there is some qualitative change in the evolution of the proﬁle
with v beyond a value around 0.4. Whether the bubble grows
indeﬁnitely with increasing v remains unclear, due to limita-
tions on the numerical grid sizes we can implement.
3. Colloidal cavitation number
For molecular liquids the parameter which describes the
conditions for cavitation in steady state ﬂow is the dimension-
less “cavitation number,”21
K ≡ pbulk − pcoex1
2ρmU
2
, (17)
where pbulk and pcoex are the bulk and vapour pressures,
respectively, ρm is the mass density and U is the ﬂow veloc-
ity at inﬁnity (far from the tracer). For a given temperature
the tendency of a molecular liquid to cavitate at a particular
spatial location depends upon the the difference between the
local pressure, p(r), and the vapour pressure, pcoex. The for-
mer is not known a priori and depends nontrivially on both
the ﬂow and details of the tracer shape. In order to obtain
a simple constant characterizing the state of the system one
can replace the local pressure by that of the bulk (i.e., thesys-
tem in the absence of a tracer), which yields the numerator
in (17). This pressure difference, which has units of energy
density, is then compared with the kinetic energy density of
the liquid, the denominator in (17), to generate a dimension-
less ratio K. It has been found empirically that for values of K
below a critical value, typically of order unity, the liquid will
begin to cavitate. The cavitation number thus provides the ba-
sis for scaling cavitation phenomena and for designing model
experiments.53
In colloidal suspensions inertial effects are not impor-
tant. The kinetic energy will therefore be of no relevance for a
scaling argument. However, a natural candidate to replace the
kinetic energy in (17) is provided by the rate of viscous dis-
sipation in the ﬂowing system. Within the adiabatic DDFT
approximation employed here the local energy loss per unit
volume per unit time, the dissipated power density, is given
by γ j2(r)/ρ(r).46 In order to provide a simple constant charac-
terizing the system we replace spatially dependent functions
with their bulk values, γ j2(r)/ρ(r) → γρv2solv, and compare
this with the osmotic pressure deviation, bulk − coex. Di-
viding the osmotic pressure difference by the power density
yields a characteristic timescale for cavitation
τcav ≡ β(bulk − coex)
ρbulkv2
R2
D0
, (18)
where we here explicitly include factors of R and where the
dimensionless v is given by (14). The ratio of τ cav to the dif-
fusive relaxation time τ diff deﬁnes a dimensionless colloidal
cavitation number
Ca ≡ τcav
τdiff
= β(bulk − coex)
ρbulkv2
. (19)
This can be neatly rewritten in terms of the compressibility
factor, Z ≡ β/ρ, as follows:
Ca = 1
v2
(
Zbulk − φcoex
φbulk
Zcoex
)
. (20)
The colloidal cavitation number is a function of the exter-
nal control parameters φbulk, T, and v (where the temperature
dependence is obtained via the function φcoex(T)).
For our approximate density functional (12) the com-
pressibility factor is given by a simple function,
Z(φ,B) = 1(1 − φ)2 −
1
2
Bφ, (21)
where B is given by (15). For B = 12.5 the coexistence vol-
ume fraction is given by φcoex = 0.349. Taking the value φbulk
= 0.4 thus yields the relationship between cavitation num-
ber and velocity Ca = 0.122/v2. If we now assume that a
value of Ca equal to unity characterizes the onset of cavi-
tation, then we obtain a cavitation velocity, vcav = 0.35. This
estimate corresponds surprisingly well to the velocity value
found in our numerical calculations, beyond which the den-
sity proﬁle partially saturates (within the range −40 < x < 0)
as the velocity is increased.
4. Friction coefﬁcient
We deﬁne the velocity dependent friction coefﬁcient as
the magnitude ratio of the frictional force acting on the
particle to the far ﬁeld velocity
ξ = |Ft ||vsolv| , (22)
which is a function of B, φ, and v. The force on the tracer is
calculated from the density distribution by integration
Ft =
∫
dr ρ(r)∇Vext(r), (23)
which acts in the negative x-direction. The friction de-
ﬁned by (22) is related to the microviscosity according to
ξ ≡ 6πημRt.3
In the left panel of Fig. 4 we show the friction coefﬁcient
as a function of v, for ﬁxed volume fraction φ = 0.4. For a
given velocity, increasing the amount of cohesion between
colloids makes it more difﬁcult for the tracer to push through
them, leading to an increase of ξ as a function of attraction
strength. For both B = 0 and B = 6.25 the friction exhibits a
plateau at low velocities, followed by a gradual reduction as
the velocity is increased. For B = 12.5, however, the friction
coefﬁcient shows a stronger reduction with increasing veloc-
ity, reﬂecting the onset of cavitation. Although we anticipate
the emergence of a plateau for small velocities, resolving the
friction coefﬁcient in this regime is unfortunately beyond the
capabilities of our current algorithms. At low velocity the
friction coefﬁcient (22) is formed by the ratio of two small
numbers, thus requiring high accuracy calculations of the
force integral (23).
The velocity dependence of the friction coefﬁcient shown
in Fig. 4 is reminiscent of, and is indeed closely related to,
the phenomenon of shear thinning in macroscopic bulk rheol-
ogy. In both cases, changes in the equilibrium conﬁgurational
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FIG. 4. Friction coefﬁcient, ξ , as a function of velocity. Left panel: Purely
repulsive tracer, φ = 0.4 for three values of B. For B = 12.5 the onset of
cavitation leads to a strong reduction in the friction as a function of velocity.
Right panel: Attractive tracer (see Eq. (24)) at φ = 0.117. The friction reduces
rapidly as a function of v due to ﬂow induced modiﬁcation of the wetting
layer behind the tracer.
distribution enable the ﬂow to proceed with a reduced num-
ber of particle collisions, and hence a reduced dissipation. In
bulk systems these conﬁgurational changes can take the form
of spatial ordering (“layering”4,66). In the present case, the
packing structure that develops around the front of the tracer,
and which moves along with it for a certain distance before
rolling off, serves to lubricate the motion of the tracer through
the suspension. The formation of a cavity modiﬁes the mi-
crostructure around the sides of the tracer in such a way that
the lubrication effect is enhanced.
B. Wetting
We now consider the more complex situation for which
the tracer has an attractive interaction with the surrounding
colloidal particles. The system is thus speciﬁed by (13), to-
gether with the following tracer-colloid interaction potential
uct(r) =
⎧⎪⎨
⎪⎩
∞ 0 ≤ r < Rtc
ar3 + br2 + cr + d Rtc ≤ r ≤ δtRtc
0 r > δtRtc
, (24)
where Rtc = Rt + R is the sum of tracer and colloid radii and
δt sets the range of the interaction. The particular choice of
polynomial form was chosen to facilitate numerical solution
of our equations. The coefﬁcients, a, . . . , d, were determined
by requiring that uct(r) has a vanishing derivative at r = Rtc
and r = δtRtc, such that the force entering the DDFT equation
(11) remains continuous. We henceforth employ the values
a = −6.6, b = 168.3, c = −1425.6, and d = 4009.5, which
correspond to a potential depth of 3.3kBT and a range of one
colloid radius (the potential is shown in the inset to Fig. 5).
To study the effect of wetting on the tracer surface we choose
Rt = 7, which represents a compromise between the desired
low surface curvature (required to obtain a good size wetting
ﬁlm) and our numerical constraints.
1. Equilibrium proﬁles
The physical adsorption of an atomic or molecular gas
onto a planar solid substrate is a problem of three-phase
10 15 20 25 30 35 40
r
0.00
0.04
0.08
0.12
0.16
ρ
8.0 8.5 9.0 9.5
r
−3
−2
−1
0
β
u
c
t
FIG. 5. Equilibrium density proﬁles at the surface of the tracer particle for B
= 12.3 and values of φ along the path shown in the inset to Fig. 1. Proﬁles
are shown for φ = 0.05, 0.08, 0.09, 0.10, 0.11, 0.115, 0.12, and 0.121, where
the arrow indicates the direction of increasing φ. A wetting layer around the
tracer is clearly visible. Inset: The tracer-colloid interaction potential (24) for
the parameters employed in our numerical calculations.
coexistence and presents a rich phenomenology of surface
phase behaviour. In addition to the temperature and density,
the tendency of a condensed liquid droplet to spread out and
“wet” the substrate is governed by the strength of the inter-
molecular potential relative to that exerted on the molecules
by the substrate. As thermodynamic control parameters are
(adiabatically) tuned towards their values on the gas side of
the binodal, the substrate can become either partially or com-
pletely wet by the liquid phase, depending upon whether the
temperature is above or below the wetting temperature. Com-
plete wetting can occur either continuously or in a sequence
of discontinuous layering transitions, for which the adsorption
jumps by a ﬁnite amount.54, 55
Recently, it has been shown that the depletion attrac-
tion induced (e.g., by adding nonadsorbing polymer) between
colloids and a substrate can also lead to interesting wet-
ting phenomena.56–60 Although much of the interface phe-
nomenology is closely analogous to that found in molecular
systems, novel surface transitions arising from many-body de-
pletion interactions have been predicted by both theory and
simulation.59,60 Moreover, the surface tension between coex-
isting colloidal gas and liquid phases is orders of magnitude
lower than in molecular liquids (of order μN/m, rather than
N/m).61, 62 This is a result of the fact that the surface ten-
sion scales as kBT/R2, where the colloid radius is typically
larger than that of a molecule by a factor of 103. In a slightly
more realistic treatment of colloidal active microrheology our
chosen potentials (13) and (24) could be replaced by the
Asakura-Oosawa depletion potential.
In the present application to microrheology the substrate
presented by the tracer surface has a ﬁnite curvature. Equilib-
rium wetting at curved or structured substrates is more com-
plicated than the standard planar case and remains an active
ﬁeld of research. Most relevant for our present work are the
publications of Gil and co-workers63–65 who considered the-
oretically the wetting of circular substrates immersed in two
dimensional ﬂuids close to phase separation. The salient ﬁnd-
ing is that the positive curvature of the interface prohibits the
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development of an inﬁnitely thick ﬁlm of liquid as the binodal
is approached from the gas side. The adsorption at coexistence
is thus ﬁnite.
In Fig. 5 we show equilibrium radial density proﬁles
around a static attractive tracer for B = 12.3 and various
volume fractions up to the numerically determined binodal.
The thermodynamic path taken is indicated in the inset to
Fig. 1. Despite the efﬁcient algorithms we employ, our ﬁnite
element DDFT solver is subject to some practical limitations
of accuracy. Some slight discrepancy thus exists between the
true binodal (obtained by a high accuracy common tangent
construction on the analytic free energy) and the location of
the numerical binodal which emerges from the ﬁnite element
code. The position of the numerical binodal can be estimated
by slowly increasing the chemical potential (for B > Bcrit) and
noting where the proﬁle jumps to a liquid asymptote (the sys-
tem ﬁlls with liquid) and then reducing the chemical potential
to observe where the density proﬁle jumps back down to a gas
asymptote. This procedure is subject to hysteresis, but never-
theless enables us to locate the binodal to an accuracy of a
few percent in volume fraction. We thus avoid computation-
ally expensive free energy calculations. The proﬁles shown
in Fig. 5 show clear evidence for the development of a ﬁnite
thickness wetting layer as the volume fraction is increased
towards coexistence.
2. Wetting trails
The left column of Fig. 6 shows the two-dimensional,
steady-state density proﬁles around an attractive tracer for B
= 0 and three different values of the velocity. These results
serve as a reference with which the density proﬁles closer to
coexistence can be compared. As the velocity is increased
there is a pile-up of particles at the front of the tracer, as
would be intuitively expected, leading to a high density region
which becomes more compressed as the velocity is increased.
v = 0 B = 0 v = 0 B = 12.3
v = 0.6 B = 0 v = 0.6 B = 12.3
v = 1.2 B = 0
10 R
v = 1.2 B = 12.3
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
FIG. 6. Density proﬁles for an attractive tracer, φ = 0.117. Left column:
Pure hard disks (B = 0). Right column: Square well attraction (B = 12.3).
The top right panel shows an equilibrium wetting layer, which evolves into
an extended wetting trail as the velocity is increased.
Due to the curvature of the surface, the accumulated particles
are swept ﬁrst around the tracer and then downstream by the
ﬂow. For velocities around unity the high density, comet-like
trails left behind diffuse away at a distance of 2Rt from the
rear tracer surface. There is also a slight reduction in den-
sity immediately behind the tracer surface, but this is a small
effect.
The right column of Fig. 6 shows density proﬁles of at-
tractive disks (B = 12.3) around an attractive tracer for three
different values of the velocity. The thermodynamic statepoint
lies close to the binodal and for v = 0 (top right panel) a wet-
ting layer is clearly visible around the tracer surface. For ﬁ-
nite velocities the local pressure reduction directly behind the
tracer tends to suppress the wetting layer, as the local thermo-
dynamic statepoint of this spatial region is effectively moved
further away from coexistence. In front of the tracer the wet-
ting layer becomes compressed, leading to a strong increase
in density within the range of the tracer attraction and an
enhanced oscillatory packing structure at larger distances.
The most interesting feature of the density proﬁles in
Fig. 6 are the “wetting trails” deposited behind the particle.
These regions of high (but not quite liquid) colloidal density
advect away from the wetting layer and, for a given tracer
velocity, are much more pronounced than for the B = 0 refer-
ence system. For a velocity close to unity (lower right panel)
the wetting trail extends to around 5Rt from the tracer sur-
face before diffusion drives relaxation back to equilibrium.
The lifetime, and hence spatial extent, of the wetting trails is
longer than in the corresponding pure hard disk system. This
reﬂects the fact that the free energy cost of liquid-like density
inhomogeneities is low for statepoints close to the gas side of
the binodal.
The genesis of the liquid trail is shown in more detail
in Fig. 7, where we focus on the vicinity of the tracer sur-
face and compare the nonequilibrium proﬁle at B = 12.3 with
that at B = 0 for equal volume fraction and tracer veloc-
ity. For B = 0 (upper left panel) the contact packing peak is
v = 1.2 B = 0 v = 1.2 B = 12.3
0.02
0.04
0.06
0.08
−20 −15 −10 −5 0
x
0.040
0.042
0.044
0.046
0.048
0.050
ρ
−20 −15 −10 −5 0
x
0.044
0.046
0.048
0.050
0.052
0.054
FIG. 7. Top: Focusing on the surface region for the proﬁles shown in the
lower two panels of Fig. 6. For B = 12.3 there exists a region of en-
hanced density in the upper left quadrant of the wetting layer. Bottom: Slices
through the two-dimensional density proﬁles, taken along the lines indicated
in the top panels. The ﬂow induces additional correlation structure behind the
tracer (x < 0).
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advected away from the tracer surface, generating a short trail
of increased density. The angle at which the trail departs the
surface region is approximately 20◦ to the negative x-axis. For
B = 12.3 (upper right panel) the behaviour is quite different;
here the trail originates in the wetting layer, rather than in the
contact peak, and leaves the surface region at a departure an-
gle of around 10◦. A nontrivial feature of this density proﬁle
is that the ﬂow leads to region of increased density in a region
behind the center of the tracer. Particles within the wetting
layer are swept around the particle by the ﬂow, where they
ﬁrst accumulate before being ejected out into the wake. In or-
der to focus on this aspect of the density distribution we take
a slice from x = 0 → −20 (indicated by the broken line) and
show the density variation in the lower two panels. For B = 0
(lower left panel) the density in the trail decays monotonically
towards the bulk value ρbulk = 0.117/π = 0.03724. However,
for B = 12.3 we observe two additional peaks within the trail.
The most prominent peak, located at x ≈ −5, arises from
the accumulation of particles swept around within the wetting
layer. The weaker peak, at around x ≈ −11, is not present
in equilibrium and reveals nontrivial correlation effects in the
wetting trail. Such a detailed structural description is a con-
sequence of the high accuracy treatment of packing physics
afforded by the fundamental measures excess free energy
functional.33
3. Friction coefﬁcient
In the right hand panel of Fig. 4 we show the friction co-
efﬁcient, ξ , as a function of velocity for B = 0 and B = 12.3.
As previously, we are restricted to intermediate velocities by
the limitations of our numerical algorithms. As was the case
for a purely repulsive tracer (left hand panel), the friction re-
duces as a function of velocity. The primary reason for this re-
duction is again the lubrication afforded by the packing shells
which build up at the font of the tracer. In contrast to pure hard
disks, for which the friction depends only on the tracer contact
density ρ(Rt + R), the frictional force of attractive disks de-
pends also upon the density distribution over the entire range
of the attractive potential (24).
IV. DISCUSSION
In this paper we have considered the active microrhe-
ology of a two-dimensional colloidal suspension at thermo-
dynamic statepoints close to the gas-liquid phase boundary.
Applying DDFT to study the response of the suspension to a
hard tracer moving with constant velocity v we obtain cavitat-
ing density proﬁles, for which a large region of low colloidal
volume fraction develops behind the tracer. The tendency of
the ﬂow to cavitate increases as the bulk osmotic pressure ap-
proaches the vapour pressure and as the velocity of the tracer
is increased, as described by the colloidal cavitation number
Ca. When applied to an attractive tracer at a statepoint close
to the gas side of the binodal we ﬁnd that the wetting of the
tracer surface interacts in a complex way with the imposed
ﬂow ﬁeld, leading to the generation of long wetting trails. We
hope that the phenomena predicted in the present study can
serve to stimulate future colloidal experiments and Brownian
dynamics simulations. However, there remain open issues and
possibilities for future investigation.
Throughout the present work we have neglected entirely
any effects arising from solvent hydrodynamics. Within this
“free draining” approximation the solvent simply ﬂows un-
perturbed through the tracer. This is clearly an idealization.
The simplest ﬁrst step beyond this approach would be to use
a Stokes ﬂow proﬁle21 around the tracer as input to the DDFT
equation (10). In many real suspensions the hydrodynamic
radius of the tracer is less than the range of its potential in-
teraction with the colloids. The tracer thus comes into direct
physical contact with the colloids, rather than being kept apart
by hydrodynamic lubrication forces. In such cases our the-
oretical calculations should capture qualitatively the correct
phenomenology.
Although we have restricted our attention to ﬁxed tracer
radii and selected thermodynamic statepoints, a more exten-
sive exploration of the parameter space is desirable and is
currently underway. In particular, we expect that employing
larger tracer radii will serve to enhance the phenomena iden-
tiﬁed in this work. Increasing the size of the tracer would
lead to a correspondingly increased area of reduced pressure
in the wake, which would very likely enhance the cavitation
effect. Moreover, a larger attractive tracer has lower geometri-
cal curvature and thus approximates more accurately a planar
wall, leading to thicker wetting layers. We also plan to inves-
tigate the physics of multiple tracer particles for which wet-
ting or cavitation induced interactions will play an important
role. For example, a cavitation induced interaction between
tracer particles could lead to steady state ordering effects in
sedimentation experiments.
We have focused on steady states, but the transient
response to time-dependent driving is also a topic of consider-
able interest. Our methods are well suited to such studies and
preliminary investigations show, for example, that the cavi-
tation bubbles shown in Fig. 2 develop on a slow timescale.
The investigation of time-dependent response to both start-up
ﬂow (for which the stationary tracer is suddenly pulled with a
ﬁxed velocity) and oscillatory driving will be the subjects of
future investigations. When applying the former protocol we
anticipate the occurrence of a transient “overshoot” in the fric-
tional force, analogous to that observed in macroscopic start-
up rheological tests.67 For a recent study of transient nonlinear
microrheology see Ref. 68.
Finally, it is important to point out that our simple mean
ﬁeld approach neglects ﬂuctuations, which may be important
in experiment and thus leaves some important open questions.
For example, the inception of a colloidal cavity following the
onset of ﬂow probably occurs via a process of nucleation and
growth, however the precise nature of the nucleation sites and
the character of the subsequent growth remain unclear. An-
other interesting problem is whether capillary wave-type ﬂuc-
tuations in the interface of the cavitation bubble could lead to
instability and “pinch off” events, whereby a bubble of low
colloidal density ﬁrst detaches from the main cavity and then
collapses further downstream. It is known that shearing the
planar interface between colloidal liquid and gas phases tends
to suppress capillary waves,69 but whether this effect is sufﬁ-
cient to prevent pinch-off ﬂuctuations remains to be seen.
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