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This paper is a continuation of Zhang [M. Zhang, Continuity in
weak topology: Higher order linear systems of ODE, Sci. China
Ser. A 51 (2008) 1036–1058; M. Zhang, Extremal values of small-
est eigenvalues of Hill’s operators with potentials in L1 balls,
J. Differential Equations 246 (2009) 4188–4220]. Given a poten-
tial q ∈ Lp([0,1],R), p ∈ [1,∞]. We use λm(q) to denote the mth
Dirichlet eigenvalue of the Sturm–Liouville operator with potential
q(t), where m ∈ N. The minimal value Lm,p(r) and the maximal
value Mm,p(r) of λm(q) with potentials q in the Lp ball of radius
r are well deﬁned. In this paper, we will exploit the continuity
of λm(q) in q with weak topologies and the variational method
to give characterizations of Lm,p(r) and Mm,p(r) when p ∈ (1,∞).
By using the limiting approach as p ↓ 1, we ﬁnd that the most
important extremal values Lm,1(r) and Mm,1(r) can be evaluated
explicitly using some elementary functions of r. The correspond-
ing extremal problems for Neumann eigenvalues and some periodic
eigenvalues will be reduced to Lm,p(r) and Mm,p(r).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This paper is a continuation of recent works by Zhang [21,22]. We aim at giving the extremal
values of eigenvalues of Sturm–Liouville operators with potentials in L1 balls.
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Q. Wei et al. / J. Differential Equations 247 (2009) 364–400 365Given a (real) potential q in the Lebesgue space Lp := Lp([0,1],R), 1  p ∞. The eigenvalue
problem
x′′ + (λ + q(t))x= 0 (1.1)
with the Dirichlet boundary condition
x(0) = x(1) = 0 (1.2)
has a sequence of eigenvalues
λ1(q) < λ2(q) < · · · < λm(q) < · · · , λm(q) → +∞.
See [2,18,19]. We use ‖q‖p := ‖q‖Lp [0,1] to denote the Lp norm for q ∈Lp . Given r ∈ [0,∞). Let
Bp[r] :=
{
q ∈Lp: ‖q‖p  r
}
be the ball of the radius r centered at 0 in the space Lp . In this paper, we will study the following
extremal values
Lm,p(r) := inf
{
λm(q): q ∈ Bp[r]
}
, Mm,p(r) := sup
{
λm(q): q ∈ Bp[r]
}
. (1.3)
Here the parameters are
m ∈ N, p ∈ [1,∞], r ∈ [0,∞). (1.4)
Since λm(0) = (mπ)2, one has
Lm,p(0) =Mm,p(0) = (mπ)2. (1.5)
These extremal values Lm,p(r) and Mm,p(r) are well deﬁned, ﬁnite for all (m, p, r) as in (1.4). To
see this, let us consider λm(q) as a (nonlinear) functional from Lp to R. It is well known that
λm : (Lp,‖ · ‖p) → R is continuously differentiable. See, for example, [6,18]. A deep result proved
by Zhang [21] very recently shows that eigenvalues have stronger dependence on potentials.
Theorem 1.1. (Zhang [21].) Given m ∈ N and 1 p ∞. Then
(Lp,wp)→ R, q → λm(q)
is continuous. Here wp is the topology of weak convergence in the space Lp for 1  p < ∞ and w∞ is the
topology of weak∗ convergence in the space L∞ .
Other kinds of eigenvalues of Sturm–Liouville operators possess the same continuity [21]. For some
related continuity results of solutions and eigenvalues in weak topologies, see also [4,10,11,15,17].
Let 1 < p ∞. Since Bp[r] ⊂ (Lp,wp) is sequentially compact for any r  0, an immediate con-
sequence of Theorem 1.1 is that both Lm,p(r) and Mm,p(r) can be attained by some potentials in
Bp[r] and therefore are ﬁnite. However, when p = 1, the ﬁniteness of Lm,1(r) and Mm,1(r) cannot be
deduced from Theorem 1.1 directly because L1 balls are no longer compact even in the weak topol-
ogy w1. In order to obtain the ﬁniteness of Lm,1(r), let us recall a deep result of Zhang [22]. We use
λN0 (q) to denote the smallest or the zeroth Neumann eigenvalue of (1.1) for q ∈Lp .
366 Q. Wei et al. / J. Differential Equations 247 (2009) 364–400Theorem 1.2. (Zhang [22, Theorem 6.5].) For any r ∈ [0,∞), one has
LN0,1(r) := inf
{
λN0 (q): q ∈ B1[r]
}= Zˆ−10 (r). (1.6)
Here Zˆ0(x) is the following elementary function
Zˆ0(x) :=
√−x tanh(√−x), x ∈ (−∞,0],
which is a decreasing diffeomorphism from (−∞,0] onto [0,∞).
Since
λm(q) > λ
N
0 (q), ∀q ∈L1, ∀m ∈ N,
it follows from (1.5) and (1.6) that
Lm,1(r) ∈
[
LN0,1(r),Lm,1(0)
]= [Zˆ−10 (r), (mπ)2].
Consequently, Lm,1(r) is always ﬁnite for any m ∈ N and r  0.
Note from [22, formula (6.6)] that the maximal values of λN0 (q) in Bp[r] are trivially
MN0,p(r) := sup
{
λN0 (q): q ∈ B1[r]
}= r, p ∈ [1,∞].
In order to see that Mm,1(r) is also well deﬁned, let us recall some asymptotical distribution results
of large eigenvalues like
λn(q) = (nπ)2 + O (1) as n → +∞.
See, e.g., [8,11]. In fact, this asymptotical result is uniform for potentials q in any bounded subset
of (Lp,‖ · ‖p), including the L1 case. For the L2 case, such a uniformity can be found in [11]. For the
L1 case, it can be obtained by a modiﬁcation of the proof there. The uniformity above means that for
any r  0, there exist Cr  1 and nr  1 such that
∣∣λn(q) − (nπ)2∣∣ Cr, ∀q ∈ B1[r], n nr .
Hence
(mπ)2 =Mm,1(0)Mm,1(r) Cr + π2
(
max{m,nr}
)2
< ∞, m ∈ N.
Thus all extremal values of (1.3) are ﬁnite and are well deﬁned.
As noted in [22], the most important extremal values of (1.3) are those in L1 balls. The main aim
of this paper is to give an explicit construction of Lm,1(r) and Mm,1(r). Deﬁne Rm : [0,∞) → [0,∞)
by
Rm(x) = x/m2.
For the minimal values Lm,p(r), the main results are as follows.
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values of higher order and the principal eigenvalues
Lm,p(r) = R−1m ◦ L1,p ◦ Rm(r). (1.7)
Deﬁne the function Z1 : (−∞,π2] → [0,∞) by
Z1(x) =
⎧⎪⎨
⎪⎩
2
√−x coth(√−x/2) for x ∈ (−∞,0),
4 for x= 0,
2
√
x cot(
√
x/2) for x ∈ (0,π2].
(1.8)
Then Z1 is a decreasing diffeomorphism mapping (−∞,π2] onto [0,∞).
Theorem 1.4. Let p = 1. One has, for all r ∈ [0,∞),
L1,1(r) = Z−11 (r). (1.9)
By (1.7)–(1.9), we have obtained Lm,1(r) for all m ∈ N.
The results for the maximal values Mm,p(r) are as follows. Deﬁne Y1 : [0,∞) → [π2,∞) by
Y1(x) := 1
4
(
π +
√
π2 + 4x )2. (1.10)
Then Y1 is an increasing diffeomorphism mapping [0,∞) onto [π2,∞).
Theorem 1.5.
(i) Let (m, p, r) be as in (1.4). There holds the following ampliﬁcation equality
Mm,p(r) = R−1m ◦M1,p ◦ Rm(r). (1.11)
(ii) Let p = 1. One has, for all r ∈ [0,∞),
M1,1(r) = Y1(r). (1.12)
By (1.10)–(1.12), we have obtained Mm,1(r) for all m ∈ N.
For the case p ∈ (1,∞), though Lm,p(r) and Mm,p(r) can be expressed using singular integrals,
they are not elementary functions of r. However, for the most important case p = 1, Theorems 1.3–1.5
show that all Lm,1(r) and Mm,1(r) are elementary functions of r.
The general program of proofs in this paper is like [22] where the extremal values of the smallest
periodic eigenvalues and the smallest Neumann eigenvalues with potentials in L1 balls are considered.
Roughly speaking, the proof of Theorem 1.4 consists of the following three steps.
• For p ∈ (1,∞), it follows from Theorem 1.1 that Lm,p(r) has minimizers in Bp[r], which are actu-
ally on Sp[r].
• By the Lagrangian multiplier method, one can deduce the critical equations for minimizers
of Lm,p(r) and yield a representation for Lm,p(r) with p ∈ (1,∞).
• The ﬁnal result (1.9) is obtained from a careful examination on the limit limp↓1 Lm,p(r), which is
just Lm,1(r).
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In Section 2, we will give some basic properties on eigenvalues and extremal values, following
Zhang [22]. Due to some topological fact on Lp balls [22], one has the limiting equality for Lm,1(r)
Lm,1(r) = lim
p↓1 Lm,p(r).
Similar limiting equality is also true for Mm,1(r). See Lemma 2.4. Let us introduce Lp spheres as
Sp[r] :=
{
q ∈Lp: ‖q‖p = r
}⊂ Bp[r].
Due to basic properties of eigenvalues, the extremal values Lm,p(r) and Mm,p(r) in Lp balls are actually
the same as those on the Lp spheres
Lm,p(r) := inf
{
λm(q): q ∈ Sp[r]
}
, Mm,p(r) := sup
{
λm(q): q ∈ Sp[r]
}
(1.13)
for all (m, p, r) as in (1.4). See Lemma 2.6.
In Section 3, we use the variational method to characterize the minimal values Lm,p(r) with
p ∈ (1,∞). The critical equations for Lm,p(r) have different nature for small radius and large radius.
The exact zeros Rm,p of the functions Lm,p(·) found by Zhang [20] can distinguish this. For the con-
struction of these important radii Rm,p , see also Section 2.2. Using these critical equations, together
with some limiting analysis, ampliﬁcation relation (1.7) of Theorem 1.3 will be proved at the end of
Section 3.
In Section 4 we will study limp↓1 L1,p(r) and complete the proof of Theorem 1.4. Though the basic
idea is as in [22] for LN0,p(r), some considerations for L1,p(r) are more delicate, because the critical
equations for L1,p(r) have some nature different from that for LN0,p(r). The proof of Theorem 1.4 will
be given at the end of Section 4.2. In Section 4.3, the asymptotical formula for Lm,p(r) with large r
will be given. See Corollary 4.8.
In Section 5, we will derive the critical equations for the maximal values Mm,p(r) with p ∈ (1,∞).
The ampliﬁcation (1.11) can be obtained from the corresponding critical equations. However, in study-
ing limp↓1M1,p(r), we will adopt an approach which is completely different from that in Section 4.
This is caused by the facts that Mm,1(r) can be attained by some potentials in B1[r], while Lm,1(r)
cannot be attained by any potential in B1[r]. See Remark 4.7 and Corollary 5.8. Roughly speaking,
result (1.12) is obtained by ﬁnding the limiting equation of the critical equations of M1,p(r) as p ↓ 1.
The detailed proof of Theorem 1.5 is given in Section 5.2.
Recall from [19] that there are some close relations between several kinds of eigenvalues of Sturm–
Liouville operators, including the Dirichlet, the Neumann, periodic and anti-periodic eigenvalues. In
Section 6, we will exploit these relations to show that some extremal problems of other eigenvalues
can be completely reduced to Lm,p(r) and Mm,p(r) of the Dirichlet eigenvalues. For example, if we
use LNm,p(r) and M
N
m,p(r), m ∈ N, to denote the corresponding extremal values of the mth Neumann
eigenvalues λNm(q), it will be proved that
LNm,p(r) = Lm,p(r), MNm,p(r) =Mm,p(r).
Some extremal problems of higher-order periodic and anti-periodic eigenvalues of Hill’s operators can
also be reduced to Lm,p(r) and Mm,p(r). See Theorem 6.1 and Corollary 6.2.
Combining with the extremal values found in [22] for the smallest periodic eigenvalues and the
smallest Neumann eigenvalues, we have given a fairly complete construction of extremal values for
eigenvalues of Sturm–Liouville operators with potentials in L1 balls. Some open problems on extremal
values of periodic eigenvalues will be imposed in Section 6.
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2.1. Eigenvalues, eigen-functions and extremal values
Most of the results of this subsection are analogous to that for the smallest periodic eigenvalues
of Hill’s operators as in [22, Section 2]. We will give only the statements and necessary proofs. For
details, one may refer to [22].
Given q ∈ Lp . The following characterization on the mth eigenvalue λm(q) using nodes of eigen-
functions is a basic result in spectral theory [11,18].
Lemma 2.1. Let λ ∈ R be an eigenvalue of (1.1)–(1.2) and E(t) be an eigen-function associated with λ. Then
λ is the mth eigenvalue λm(q) if and only if E(t) has precisely (m + 1) zeros in the interval [0,1], including 0
and 1.
One has the following comparison or monotonicity results for eigenvalues [19].
Lemma 2.2. Let qi ∈ Lp . If q1(t)  q2(t) a.e. t, then λm(q1)  λm(q2). If, furthermore, the strict inequality
q1(t) > q2(t) holds on a subset of [0,1] of positive measure, the strict inequality λm(q1) < λm(q2) is true.
Suppose that q ∈L∞ . By Lemma 2.2, one has
(mπ)2 − ess supq = λm(ess supq) λm(q) λm(ess infq) = (mπ)2 − ess infq.
From these, one can obtain
Lm,∞(r) = λm(+r) = (mπ)2 − r, Mm,∞(r) = λm(−r) = (mπ)2 + r. (2.1)
By the Hölder inequality, one has Bp1 [r] ⊃ Bp2 [r] for all 1  p1  p2 ∞. From the deﬁnition,
Lm,p(r) and Mm,p(r) possess the following monotonicity.
Lemma 2.3. Letm and r be ﬁxed. Then Lm,p(r) is non-decreasing andMm,p(r) is non-increasing in p ∈ [1,∞].
Like [22, Lemma 2.2], one has the following limiting equalities.
Lemma 2.4. One has the following limiting equalities
Lm,1(r) = lim
p↓1 Lm,p(r) = infp∈(1,∞)Lm,p(r), (2.2)
Mm,1(r) = lim
p↓1Mm,p(r) = supp∈(1,∞)Mm,p(r). (2.3)
Proof. We only prove (2.2) because (2.3) is similar. By the monotonicity of Lm,p(r) in p in Lemma 2.3,
we know that the second equality of (2.2) holds.
Note that Bp[r] ⊂ B1[r] implies that
Lm,1(r) Lm,p(r), ∀p ∈ (1,∞).
Taking the limit as p ↓ 1, we get
Lm,1(r) lim
p↓1 Lm,p(r).
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that ‖qp − q‖1 → 0 as p ↓ 1. Thus
λm(q) = lim
p↓1λm(qp) limp↓1 Lm,p(r).
Taking the inﬁmum over q ∈ B1[r], we get
Lm,1(r) lim
p↓1 Lm,p(r).
Hence we have (2.2). 
Lemma 2.5. Assume that
m ∈ N, p ∈ (1,∞), r ∈ (0,∞). (2.4)
(i) The minimal value Lm,p(r) can be attained by some qˆ ∈ Bp[r], called a minimizer. Moreover,
qˆ(t) 0 a.e. t ∈ [0,1], ‖qˆ‖p = r. (2.5)
(ii) The maximal valueMm,p(r) can be attained by some qˇ ∈ Bp[r], called a maximizer. Moreover,
qˇ(t) 0 a.e. t ∈ [0,1], ‖qˇ‖p = r. (2.6)
The existence of minimizers and maximizers follows from Theorem 1.1 and compactness of Bp[r]
in weak topology wp . Properties (2.5) and (2.6) follow from comparison results of Lemma 2.2. The
detailed proof is like that for Lemma 2.9 of [22].
Lemma 2.6. For all (m, p, r) as in (1.4), one has the equalities described in (1.13).
Proof. For p ∈ (1,∞), equalities in (1.13) have been obtained in (2.5) and (2.6). For p = ∞, the equal-
ities are trivial from (2.1). In case p = 1, one can deduce (1.13) using the corresponding results for
p ∈ (1,∞) and the limiting equalities (2.2) and (2.3). 
For the case p = 2, results in (1.13) have been observed in [11] using the basic fact that λm(q+c) =
λm(q) − c for all c ∈ R.
Next we consider Lm,p(r) and Mm,p(r) as functions of radius r.
Lemma 2.7. Let p ∈ [1,∞] and m ∈ N. As functions of r,
[0,∞) → (−∞, (mπ)2], r → Lm,p(r)
is a decreasing homeomorphism, while
[0,∞) → [(mπ)2,∞), r →Mm,p(r)
is an increasing homeomorphism.
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of λm(q) in q ∈ (Lp,‖ · ‖p). The most important ingredient of Lemma 2.7 is that Lm,p(r) and Mm,p(r)
are strictly monotone in r. For the case p = ∞, this is trivial from (2.1). For the case p ∈ (1,∞),
as Lm,p(r) and Mm,p(r) have minimizers and maximizers respectively, one can see that the proofs
of Lemmas 2.10 and 2.11 of [22] also apply to the present case. Hence one can actually obtain
stronger monotonicity, like result (2.11) of [22]. For the case p = 1, one can obtain from the results
for p ∈ (1,∞) and the limiting equalities (2.2) and (2.3). For more details, see [22, Section 2].
2.2. Sobolev inequalities and zeros of minimal functions
Let m ∈ N and p ∈ [1,∞] be ﬁxed. By Lemma 2.7, Lm,p(r) is strictly decreasing in r ∈ [0,∞). Note
that Lm,p(0) = (mπ)2 and limr↑∞ Lm,p(r) = −∞. Hence there exists the unique Rm,p ∈ (0,∞) such
that Lm,p(r) = 0 at r = Rm,p . These zeros Rm,p have been found explicitly by Zhang [20] in the study
of non-degeneracy of the p-Laplacian. See also [23] for their role in the stability of Hill’s equations.
Consider the following Sobolev inequality
C‖u‖2γ  ‖u′‖22 for all u ∈ H10(0,1),
where the exponent γ ∈ [1,∞]. The optimal Sobolev constant is denoted by K(γ ). Explicitly,
K(γ ) = inf
u∈H10(0,1),u =0
‖u′‖22
‖u‖2γ
=
{
2π
γ (
2
γ+2 )
1−2/γ ( (1/γ )
(1/2+1/γ ) )
2 for 1 γ < ∞,
4 for γ = ∞.
See, for example, [14]. Here (·) is the Gamma function of Euler. As a function of γ ∈ [1,∞], K(γ ) is
continuous and is strictly decreasing in γ .
In the terminology of the minimal values Lm,p(r) of this paper, the results of [20] can be stated as
follows.
Lemma 2.8. (Zhang [20].)
(i) Let p ∈ [1,∞] and p∗ = p/(p − 1) ∈ [1,∞] be the conjugate exponent of p. Then
L1,p(r) π2
(
1− r/K(2p∗)), ∀r ∈ [0,K(2p∗)]. (2.7)
(ii) The zeros Rm,p are given by
Rm,p =m2K(2p∗), m ∈ N, p ∈ [1,∞]. (2.8)
In particular, Rm,1 =m2K(∞) = 4m2 for all m ∈ N.
The minimal value L1,p(r) and its lower bound π2(1− r/K(2p∗)) in (2.7) share the same zero, i.e.,
r = K(2p∗). The zeros Rm,p of Lm,p(r) are found using this and the node structure of Dirichlet eigen-
functions. After we ﬁnd precise values of L1,p(r) in this paper, a comparison to its lower bound π2(1−
r/K(2p∗)) can be given. Results (2.7) and (2.8) have been extended to the so-called p-Laplacian [20].
3. Variational approach to minimal values Lm,p(r)
In this section, we always assume that (m, p, r) is as in (2.4).
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From (1.13) and (2.5), one has
Lm,p(r) =min
{
λm(q): q ∈ Sp[r]
}
. (3.1)
As a functional of potentials in the space (Lp,‖ · ‖p), the mth Dirichlet eigenvalue λm(q) is contin-
uously differentiable in q ∈ (Lp,‖ · ‖p) [6,9,18], because λm(q) is simple. See also [17] for a simpler
treatment and its generalization to the p-Laplacian. Let E(t) = E(t;q) be an eigen-function associated
with λm(q). Then the differential of λm(q) at q is given by
∂qλm(q) = −E2(t;q)/
∥∥E(·;q)∥∥22. (3.2)
We write the constraint q ∈ Sp[r] of (3.1) as the following equation
‖q‖pp =
1∫
0
∣∣q(t)∣∣p dt = rp . (3.3)
Note that the functional q → ‖q‖pp is continuously differentiable in q ∈ (Lp,‖ ·‖p) with the differential
∂q‖q‖pp = p
∣∣q(t)∣∣p−2q(t). (3.4)
Suppose that q ∈ Sp[r] is a minimizer of problem (3.1). By the Lagrangian multiplier method [13],
we obtain from (3.2) and (3.4) the following equality
E2(t) = c0
∣∣q(t)∣∣p−2q(t), (3.5)
where c0 = 0 is the multiplier.
We are going to deduce from (3.5) the critical equation for q(t). As an eigen-function, E(t) satisﬁes
E ′′ + (λm(q) + q(t))E = 0 (3.6)
and boundary condition (1.2). Moreover, E(t) has exactly (m + 1) zeros in [0,1], including 0 and 1.
For deﬁniteness, we always take E(t) so that E ′(0) > 0. As E(t) has only non-degenerate zeros and
the minimizer q(t) is non-negative, one sees from (3.5) that c0 > 0 and q(t)  0 for all t . Moreover,
q(t) has the same zeros as E(t). By (3.5) and (3.6), both E(t) and q(t) are actually C∞ functions.
Let us introduce, for the minimizer q ∈ Sp[r], the following two objects
μ := λm(q) ∈
(−∞, (mπ)2), y(t) := E(t)/√c0. (3.7)
Then y(t) is also an eigen-function associated with μ = λm(q)
y′′ + μy + q(t)y = 0. (3.8)
As q(t) 0, equality (3.5) can be rewritten as
q(t) = ∣∣y(t)∣∣2/(p−1) = ∣∣y(t)∣∣2p∗−2. (3.9)
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y′′ + μy + φ2p∗(y) = 0, (3.10)
because q(t)y(t) = |y(t)|2p∗−2 y(t) = φ2p∗(y(t)), where
φγ (x) = |x|γ−2x, x ∈ R, γ ∈ (1,∞),
is the function in deﬁning the γ -Laplacian. Note from (3.7) that μ and y(t) are, respectively, the
eigenvalue λm(q) and an appropriate eigen-function for the minimal potential q(t). Such a reduction
has been worked out for the smallest periodic and Neumann eigenvalues in [22].
In the following, we consider μ ∈ (−∞, (mπ)2) as a parameter. Let y(t) be any non-zero solution
of (3.10)-(1.2) such that y(t) has exactly (m + 1) zeros in [0,1]. Deﬁne a potential q(t) by (3.9). Then
constraint (3.3) for q(t) is transformed into the following condition on y(t)
‖y‖2p∗/p2p∗ = r. (3.11)
Eq. (3.10) is just the critical equation of problem (3.1), expressed in some eigen-function y(t) with a
parameter μ, because we have the following explanations to (3.10)–(3.11).
Lemma 3.1.
(i) Suppose that q ∈ Sp[r] is a minimizer of problem (3.1). Then (μ, y), deﬁned by (3.7), satisﬁes (3.10)–
(3.11).
(ii) Suppose that y(t) is a solution of problem (3.10)-(1.2) with some parameter μ ∈ (−∞, (mπ)2) so that
y(t) has exactly (m + 1) zeros in [0,1] and satisﬁes condition (3.11). Then q(t) deﬁned by (3.9) is a
non-negative critical potential of problem (3.1) with the corresponding critical value λm(q) = μ.
Proof. We need only to notice that conclusion (ii) follows from the characterization in Lemma 2.1 on
Dirichlet eigenvalues by simply rewriting (3.10) as (3.8). 
Note that the critical equation (3.10) is autonomous and is symmetric with respect to the trans-
formation y → −y. Finding those y(t) as in Lemma 3.1(ii) can be transformed into periodic solutions
of (3.10).
Lemma 3.2. Let y(t), t ∈ R, be a solution of (3.10) such that y(t) satisﬁes (1.2) and has exactly (m + 1) zeros
in [0,1]. Then y(t) satisﬁes
y(t + 1/m) ≡ −y(t), t ∈ R, (3.12)
and y(t) is a periodic solution of (3.10) of the minimal period 2/m.
Proof. Since y(0) = 0, the ﬁrst integral of Eq. (3.10) is
(
y′(t)
)2 + μ(y(t))2 + ∣∣y(t)∣∣2p∗/p∗ ≡ (y′(0))2. (3.13)
From this, y(t) is well deﬁned for t ∈ R. See Figs. 1 and 2 below.
Let
t1 :=min
{
t > 0: y(t) = 0}
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t1 is the ﬁrst positive zero, one has actually y′(t1) = −y′(0). Denote yˆ(t) := −y(t + t1), t ∈ R. Then
yˆ(t) is also a solution of (3.10). As
(
yˆ(0), yˆ′(0)
)= (y(t1),−y′(t1))= (0, y′(0))= (y(0), y′(0)),
the uniqueness of solutions of initial value problems of Eq. (3.10) implies
y(t + t1) ≡ −y(t), t ∈ R.
Hence the positive zeros of y(t) must be
t1 < 2t1 < · · · < nt1 < · · · .
Since y(t) has precisely m zeros in (0,1] and t = 1 is the mth positive zero, we have t1 = 1/m. Thus
y(t) satisﬁes (3.12), which means that y(t) is anti-periodic of the minimal period 1/m. Consequently,
y(t) is periodic of the minimal period 2/m. 
For a T -periodic function f ∈ Lp(R/TZ), we write ‖ f ‖p,T := ‖ f ‖Lp [0,T ] . Let y(t) be as in
Lemma 3.2. Then
‖y‖2p∗/p2p∗ =
( 1∫
0
∣∣y(t)∣∣2p∗ dt
)1/p
=
(
1
2
2∫
0
∣∣y(t)∣∣2p∗ dt
)1/p
=
(
m
2
2/m∫
0
∣∣y(t)∣∣2p∗ dt
)1/p (
as y(t) is 2/m-periodic
)
= (m/2)1/p‖y‖2p∗/p2p∗,2/m. (3.14)
Lemma 3.3. Let μ ∈ (−∞, (mπ)2). Suppose that y(t) is a periodic solution of (3.10) such that
y(0) = 0, y(t) has the minimal period 2/m, (m/2)1/p‖y‖2p∗/p2p∗,2/m = r. (3.15)
Then the potential q(t) deﬁned by (3.9) has the following properties
q(t) has the minimal period 1/m, q ∈ Sp[r]. (3.16)
Moreover, q(t) is a (non-negative) critical potential of problem (3.1) with the critical eigenvalue λm(q) = μ.
Proof. Properties (3.16) for q(t) can be directly obtained from (3.15), with the help of formulas (3.11)
and (3.14).
In order that q(t) is a critical potential of problem (3.1), it suﬃces to have y(1) = 0. Since y(0) = 0
and y(t) has the minimal period 2/m, arguing as in the proof of Lemma 3.2, one can see that y(t)
satisﬁes (3.12). In particular, we have from (3.12)
y(1) = (−1)m y(0) = 0,
proving the lemma. 
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From these results, one sees that the minimal problems (3.1) can be completely determined by
those parameters μ so that Eq. (3.10) has solutions which possess properties (3.15).
As a dynamical system, Eq. (3.10) has quite different phase portraits for the case μ > 0 and μ < 0.
In order to use (3.10) and (3.15) to characterize minimal values Lm,p(r), we need to distinguish two
cases.
3.2. Minimal values with small radius
By a small radius r we mean that r ∈ (0,Rm,p). In this case, it follows from Lemma 2.8 that
μ := Lm,p(r) ∈ (0, (mπ)2). As in [22], let us scale Eq. (3.10) by
ν = √μ ∈ (0,mπ), y(t) = ν p−1z(νt). (3.17)
Then Eq. (3.10) is transformed into
z′′ + z + φ2p∗(z) = 0. (3.18)
The phase portrait of Eq. (3.18) is as in Fig. 1. It consists of an equilibrium (0,0) and a family of
non-constant periodic solutions surrounding the equilibrium (0,0).
In order to study Lm,p(r), we need only to consider non-constant periodic solutions z(t) of (3.18).
Since Eq. (3.18) is autonomous and is symmetric with respect to the transformation z → −z, after
a translation of times t , solutions of (3.18) can be parameterized as z(t;a) using a single parameter
a ∈ (0,∞) by maxt z(t;a) = a. The ﬁrst integral for z(t) = z(t;a) is
z′2 + z2 + |z|2p∗/p∗ = a2 + a2p∗/p∗. (3.19)
Let us introduce a crucial parameter for z(t;a) as
A = Ap(a) := a2p∗−2/p∗ > 0. (3.20)
Then we have from (3.19)
z′ = dz = ±
√
a2 + a2A − z2 − |z|2p∗/p∗. (3.21)dt
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Tp(a) = 4
a∫
0
dz√
a2 + a2A − z2 − z2p∗/p∗
= 4
1∫
0
dx√
1− x2 + A(1− x2p∗) (by setting z = ax). (3.22)
Deﬁne
Up(a) := ‖z‖2p
∗
2p∗,Tp(a) =
Tp(a)∫
0
∣∣z(t)∣∣2p∗ dt
= 4
a∫
0
z2p
∗
dz√
a2 + a2A − z2 − z2p∗/p∗
(
by (3.21)
)
= 4a2p∗
1∫
0
x2p
∗
dx√
1− x2 + A(1− x2p∗)
= 4(p∗)p Ap
1∫
0
x2p
∗
dx√
1− x2 + A(1− x2p∗) , (3.23)
because relation (3.20) implies a2p
∗ = (p∗A)p . Note that Tp(a) and Up(a) can also be understood as
functions of A ∈ (0,∞).
Lemma 3.4. Given p ∈ (1,∞). The functions Tp(a) and Up(a) possess the following properties.
• The period function Tp(a) is strictly decreasing in a ∈ (0,∞). Moreover,
Tp(0+) = 2π, Tp(+∞) = 0. (3.24)
• The function Up(a) is strictly increasing in a ∈ (0,∞). Moreover,
Up(0+) = 0, Up(+∞) = +∞. (3.25)
Proof. By (3.20), A = Ap(a) is strictly increasing in a ∈ (0,∞).
By formula (3.22), it is easy to see that Tp(a) is decreasing in A ∈ (0,∞) and therefore is decreas-
ing in a ∈ (0,∞). Note that the integrand of (3.22) is controlled by
1√
1− x2 + A(1− x2p∗ ) 
1√
1− x2 ∈L
1.
When a ↓ 0, one has A = Ap(a) ↓ 0 and
1√
1− x2 + A(1− x2p∗) →
1√
1− x2 for x ∈ [0,1).
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lim
a↓0 Tp(a) = 4
1∫
0
dx√
1− x2 = 2π.
When a ↑ ∞, one has A = Ap(a) ↑ ∞ and
Tp(a) = 4√
A
1∫
0
dx√
1− x2p∗ + (1− x2)/A
 4√
A
1∫
0
dx√
1− x2p∗ → 0. (3.26)
We have the second limit of (3.24).
Function Up(a) of (3.23) can be rewritten as
Up(a) = 4(p∗)p
1∫
0
f (x, A)dx, (3.27)
where
f (x, A) = A
px2p
∗√
1− x2 + A(1− x2p∗) .
For any x ∈ [0,1) ﬁxed, we have
∂ f (x, A)
∂ A
= A
p−1x2p∗(2p(1− x2) + (2p − 1)A(1− x2p∗))
2(1− x2 + A(1− x2p∗))3/2 > 0.
Hence the integrand of (3.23) is increasing in A. Now the monotonicity of Up(a) follows simply
from (3.27). The ﬁrst limit of (3.25) can be obtained from (3.23)
Up(a) 4a2p
∗
1∫
0
x2p
∗
√
1− x2 dx→ 0 as a ↓ 0.
For the second limit of (3.25), by formula (3.27) for Up(a), we have
Up(a) = 4(p∗)p Ap−1/2
1∫
0
x2p
∗√
1− x2p∗ + (1− x2)/A dx.
As a ↑ ∞, by the LDCT, the integral above has the positive limit
1∫
0
x2p
∗
√
1− x2p∗ dx=: Cp .
Hence one has Up(a) = (4(p∗)pCp + o(1))Ap−1/2 ↑ ∞ as a ↑ ∞. 
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tions (3.17), periodic solutions y(t) of (3.10) of the minimal period 2/m are transformed to periodic
solutions z(t) of (3.18) of the minimal period 2ν/m ∈ (0,2π) where ν = √μ.
Lemma 3.5. Suppose that
m ∈ N, p ∈ (1,∞), r ∈ (0,Rm,p).
Then Lm,p(r) = ν2 ∈ (0, (mπ)2), where ν ∈ (0,mπ) satisﬁes
Tp(a) = 2ν/m and (m/2)1/pν2−1/p
(
Up(a)
)1/p = r (3.28)
for some a ∈ (0,∞). Moreover, system (3.28) for (a, ν) is equivalent to the following equation for ν
(m/2)1/pν2−1/p
(
Up ◦ T−1p (2ν/m)
)1/p = r. (3.29)
Proof. Let y(t) be the eigen-function associated with the minimal potential q. Then y(t) can be trans-
formed to a solution z(t) = z(t;a) of (3.18) for some a ∈ (0,∞). Due to the requirement for minimal
periods, one has Tp(a) = 2ν/m. Thus
y(t) = ν p−1z(νt;a).
Moreover, by (3.17),
‖y‖2p∗/p2p∗,2/m =
( 2/m∫
0
∣∣y(t)∣∣2p∗ dt
)1/p
=
(
ν2p
∗(p−1)
2/m∫
0
∣∣z(νt;a)∣∣2p∗ dt
)1/p
=
(
ν2p−1
2ν/m∫
0
∣∣z(t;a)∣∣2p∗ dt
)1/p
= ν2−1/p(Up(a))1/p .
By formula (3.14), the requirement (3.11) is the same as
r = (m/2)1/p‖y‖2p∗/p2p∗,2/m = (m/2)1/pν2−1/p
(
Up(a)
)1/p
.
That is, (ν,a) satisﬁes (3.28).
Due to the monotonicity of Tp(a), the ﬁrst condition of (3.28) is
a = am,p,r = T−1p (2ν/m).
Substituting into the second condition, we know that ν =√Lm,p(r) satisﬁes (3.29). 
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3.3. Minimal values with large radius
By a large radius r we mean that r ∈ (Rm,p,∞). In this case, we have Lm,p(r) ∈ (−∞,0). Let us
normalize Eq. (3.10) by
ν = √−μ ∈ (0,∞), y(t) = ν p−1z(νt).
Then Eq. (3.10) is transformed into
z′′ − z + φ2p∗(z) = 0. (3.30)
The phase portrait of Eq. (3.30) is as in Fig. 2.
We have met the normalized equation (3.30) in [22] in the study of the minimal values of smallest
periodic eigenvalues of Hill’s operators, where only positive periodic solutions of (3.30) are needed.
However, in the present case, by Lemma 3.3, we need to consider sign-changing periodic solutions
of (3.30), which can be parameterized as z(t;a) using maxt z(t;a) = a. However, different from the
preceding case, the parameter a takes values in
a ∈ (bp,∞), bp := (p∗)(p−1)/2.
For the obtention of such a parameter bp , see [22]. From the basic limit limx↓0 xx = 1, we have
lim
p↓1bp = 1. (3.31)
Moreover, one has
inf
p∈(1,∞)bp = 1, supp∈(1,∞)bp =
√
e.
The minimal period of z(t;a) is now
Tˆp(a) = 4
a∫
dz√
z2 − a2 + (a2p∗ − z2p∗)/p∗0
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1∫
0
dx√
x2 − 1+ A(1− x2p∗ ) . (3.32)
Here A = Ap(a) is as in (3.20). However, as a > bp , A = Ap(a) is now in (1,∞). Similarly, we intro-
duce
Uˆp(a) :=
Tˆp(a)∫
0
∣∣z(t)∣∣2p∗ dt
= 4
a∫
0
z2p
∗√
z2 − a2 + (a2p∗ − z2p∗ )/p∗ dz
= 4(p∗A)p
1∫
0
x2p
∗√
x2 − 1+ A(1− x2p∗) dx. (3.33)
The following properties of Tˆp(a) and Uˆp(a) of (3.32) and (3.33) can be veriﬁed as before.
Lemma 3.6.
• The period function Tˆp(a) is strictly decreasing in a ∈ (bp,∞). Moreover, Tˆp(bp+) = +∞ and
Tˆp(+∞) = 0.
• The function Uˆp(a) is strictly increasing in a ∈ (bp,∞). Moreover, Uˆp(+∞) = +∞ and
Uˆp(bp+) = 4(p∗)p
1∫
0
x2p
∗
√
x2 − x2p∗ dx=
2ppB(p,1/2)
(p − 1)p−1 . (3.34)
Here B(·,·) is the Beta function of Euler.
Proof. We need only to verify (3.34). Let a ↓ bp in (3.33). We have A = Ap(a) ↓ 1. The limit is then
given by (3.34). 
Arguing as in the proof of Lemma 3.5, we can use Tˆp(a) and Uˆp(a) of (3.32) and (3.33) to charac-
terize ν =√−Lm,p(r) ∈ (0,∞).
Lemma 3.7. Suppose that
m ∈ N, p ∈ (1,∞), r ∈ (Rm,p,∞).
Then Lm,p(r) = −ν2 ∈ (−∞,0), where ν ∈ (0,∞) satisﬁes
Tˆp(a) = 2ν/m and (m/2)1/pν2−1/p
(
Uˆp(a)
)1/p = r
for some a ∈ (bp,∞). This is equivalent to the following equation for ν ∈ (0,∞)
(m/2)1/pν2−1/p
(
Uˆp ◦ Tˆ−1p (2ν/m)
)1/p = r. (3.35)
Q. Wei et al. / J. Differential Equations 247 (2009) 364–400 381In summary, let p ∈ (1,∞) be given. By Lemmas 3.4 and 3.6, the inverse T−1p (x) is well deﬁned for
x ∈ (0,2π), and the inverse Tˆ−1p (x) is well deﬁned for x ∈ (0,∞). Now we can introduce a function
Z1,p : (−∞,π2] → [0,∞) by
Z1,p(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 for x= π2,
1
4 (2
√
x)2−1/p(Up(T−1p (2
√
x)))1/p for x ∈ (0,π2),
R1,p = K(2p∗) for x= 0,
1
4 (2
√−x)2−1/p(Uˆp(Tˆ−1p (2
√−x)))1/p for x ∈ (−∞,0).
(3.36)
The function Z1,p is well deﬁned and is continuous, following from Lemmas 3.4 and 3.6.
Theorem 3.8. Let p ∈ (1,∞) be given.
• The function Z1,p : (−∞,π2] → [0,∞) of (3.36) is a decreasing homeomorphism.
• Let m ∈ N. The minimal values Lm,p(r) are given by
Lm,p(r) =m2Z−11,p
(
r/m2
)
, r ∈ [0,∞). (3.37)
• In particular, we have
L1,p(r) = Z−11,p(r), r ∈ [0,∞). (3.38)
Proof. Using the function Z1,p of (3.36), equality (3.29) for the case r ∈ (0,Rm,p) and equality (3.35)
for the case r ∈ (Rm,p,∞) can be rewritten in the uniﬁed form
Z1,p
(
Lm,p(r)/m
2)= r/m2. (3.39)
This is also true for the special radii r = 0 and r = Rm,p . By Lemma 2.7, we have known that Lm,p(r)
is a decreasing homeomorphism of r ∈ [0,∞). From (3.39), it is necessary that Z1,p(x) is also a
decreasing homeomorphism mapping (−∞,π2] onto [0,∞). Due to this, (3.39) can be rewritten
as (3.37). 
Proof of Theorem 1.3. For the case p ∈ (1,∞), ampliﬁcation relation (1.7) follows simply from (3.37)
and (3.38). For the case p = ∞, (1.7) is trivial by equality (2.1). For the case p = 1, by letting p ↓ 1
in (1.7), we get (1.7) for p = 1 because we have the limiting equalities (2.2) for Lm,1(r). 
We remark that the zeros r = Rm,p of Lm,p(r) in (2.8) satisfy Rm,p =m2R1,p . This is consistent with
ampliﬁcation relation (1.7).
4. Limiting approach to minimal values L1,1(r)
In this section, we will complete the proof of Theorem 1.4, using the limiting approach as in [22].
We need to distinguish two cases for different radius r.
4.1. Small radius
In this subsection we always assume that r ∈ (0,R1,1) = (0,4).
Since K(γ ) is strictly decreasing in γ ∈ [1,∞], it follows from formula (2.8) that
0 < r < R1,1 < R1,p = K(2p∗) for p ∈ (1,∞).
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√
L1,p(r) ∈ (0,π) is determined by system (3.28) where
m = 1. Let us introduce
ap = ap,r := T−1p (2νp), Ap = Ap,r := a2p
∗−2
p /p
∗. (4.1)
System (3.28) is
Tp(ap) = 2νp and ν2−1/pp
(
Up(ap)/2
)1/p = r. (4.2)
In the following, we consider ap and Ap of (4.1) as functions of p ∈ (1,∞). Some crucial observa-
tions are as follows.
Lemma 4.1. There holds the following limit
lim
p↓1 Ap = cot
2(ν1/2) ∈ (0,∞), (4.3)
where ν1 = ν1,r :=
√
L1,1(r) ∈ (0,π). In particular,
lim
p↓1ap = 1. (4.4)
Proof. Recall from (3.20) that ap = bp A(p−1)/2p . One sees that (4.4) is a simple consequence of (4.3)
because we have the limit (3.31). Hence we need only to prove (4.3).
By (2.2), we have known
lim
p↓1 νp = ν1 ∈ (0,π). (4.5)
• We assert that
lim inf
p↓1 Ap > 0.
Otherwise, there exists pn ↓ 1 such that limn→∞ Apn = 0. In (3.22), we have
1√
1− x2 + Apn (1− x2p∗n )
 1√
1− x2 ∈L
1,
and, when n → ∞,
1√
1− x2 + Apn (1− x2p∗n )
→ 1√
1− x2
for all x ∈ [0,1). Now the LDCT shows that
2νpn ≡ Tpn (an) → 4
1∫
0
dx√
1− x2 = 2π.
This is a contradiction, because (4.5) implies that 2νpn → 2ν1 < 2π .
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limsup
p↓1
Ap < ∞.
Otherwise, there exists pn ↓ 1 such that limn→∞ Apn = +∞. By (3.26), we have
2νpn ≡ Tpn (apn )
4√
Apn
1∫
0
dx√
1− x2p∗n
→ 0.
Again, this is a contradiction with (4.5).
For any sequence pn so that pn ↓ 1, we know from the two assertions above that there exists some
subsequence of {pn}, still denoted by {pn}, such that
lim
n→∞ Apn = α0 ∈ (0,∞). (4.6)
Let now p = pn and a = apn in (3.22). Due to the limit (4.6), by applying the LDCT to (3.22), we obtain
2ν1 = lim
n→∞Tpn (apn )
= lim
n→∞4
1∫
0
dx√
1− x2 + Apn (1− x2p∗n )
= 4
1∫
0
dx√
1− x2 + α0
= 4cot−1 √α0.
Thus α0 = cot2(ν1/2). As the limit α0 of Apn is independent of the choice of sequences pn , the
limit (4.3) does exist and is equal to cot2(ν1/2). 
Next we can compute the limit of Up(ap) as p ↓ 1.
Lemma 4.2. One has the following limit
lim
p↓1Up(ap) = 4cot(ν1/2) ∈ (0,∞). (4.7)
Proof. In this case, Up(a) is given by (3.23). However, formula (3.23) is not convenient in ﬁnding the
limit. As in [22], let us compute Up(a) in another way. Multiplying Eq. (3.18) by z(t) and integrating
over one period [0,Tp(a)], we get
Up(a) =
Tp(a)∫
0
∣∣z(t)∣∣2p∗ dt
=
Tp(a)∫ (
z′2(t) − z2(t))dt
0
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Tp(a)∫
0
(
a2 + a2p∗/p∗ − 2z2(t) − ∣∣z(t)∣∣2p∗/p∗)dt (by (3.19))
= 4
a∫
0
a2 + a2p∗/p∗ − 2z2 − z2p∗/p∗√
a2 + a2p∗/p∗ − (z2 + z2p∗/p∗) dz
(
by (3.21)
)
= 4a2
1∫
0
1− 2x2 + A(1− x2p∗ )√
1− x2 + A(1− x2p∗) dx.
At this moment, we have the convergence results (4.3) and (4.4). Now we can apply the LDCT to
obtain
lim
p↓1Up(ap) = limp↓1 4a
2
p
1∫
0
1− 2x2 + Ap(1− x2p∗)√
1− x2 + Ap(1− x2p∗ )
dx
= 4
1∫
0
1− 2x2 + cot2(ν1/2)√
1− x2 + cot2(ν1/2)
dx
= 4cot(ν1/2).
This proves (4.7). 
Lemma 4.3. The value ν1 = ν1,r :=
√
L1,1(r) ∈ (0,π) is determined by
2ν1 cot(ν1/2) = r. (4.8)
Proof. Based on limits (4.5) and (4.7), by letting p ↓ 1 in the second equality of (4.2), we get
r = ν2−1/pp
(
Up(ap)/2
)1/p → ν1 · 2cot(ν1/2).
This gives Eq. (4.8) for ν1. 
4.2. Large radius
In this subsection we always assume that r > R1,1 = 4.
As R1,p = K(2p∗) ↓ 4 when p ↓ 1, there exists some pr > 1 such that
r > R1,p for all p ∈ (1, pr].
In the following we only consider p ∈ (1, pr]. By Lemma 3.7, L1,p(r) < 0 in this case. Denote
νp = νp,r :=
√−L1,p(r) > 0,
ap = ap,r := Tˆ−1p (2νp,r) > bp = (p∗)(p−1)/2,
Ap = Ap,r := (ap,r)2p∗−2/p∗ > 1.
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Tˆp(ap) = 2νp and ν2−1/pp
(
Uˆp(ap)/2
)1/p = r. (4.9)
Note that
lim
p↓1 νp = ν1 = ν1,r :=
√−L1,1(r) ∈ (0,∞).
Lemma 4.4. One has the following limits
lim
p↓1 Ap = coth
2(ν1/2) ∈ (1,∞), (4.10)
lim
p↓1ap = 1. (4.11)
Proof. • We assert that
lim inf
p↓1 Ap  1+ 4exp(−ν1) > 1. (4.12)
By (3.32), we have
Tˆp(ap) = 4
1∫
0
dx√
Ap − 1+ x2 − Apx2p∗
> 4
1∫
0
dx√
Ap − 1+ x2
= 4 log 1+ A
1/2
p√
Ap − 1
> 4 log
2√
Ap − 1
.
An elementary computation shows that
Ap > 1+ 4exp
(−Tˆp(ap)/2)= 1+ 4exp(−νp),
proving (4.12).
• We assert that
limsup
p↓1
Ap  1+ (π/ν1)2 < +∞. (4.13)
Note that
1− x2p∗
2
 1, x ∈ [0,1).1− x
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Tˆp(ap) = 4
1∫
0
dx
√
1− x2
√
Ap
1−x2p∗
1−x2 − 1
< 4
1∫
0
dx√
1− x2√Ap − 1
= 2π√
Ap − 1
.
We have
Ap < 1+
(
2π/Tˆp(ap)
)2 = 1+ (2π/νp)2,
proving (4.13).
By (4.12) and (4.13), for any sequence pn ∈ (1, pr] with pn ↓ 1, one can choose some subsequence,
still denoted by pn , such that Apn has some limit α0 ∈ (1,∞). Applying the LDCT to
2νpn ≡ Tpn (apn ) = 4
1∫
0
dx√
x2 − 1+ Apn (1− x2p∗n )
,
we can obtain
2ν1 = lim
n→∞4
1∫
0
dx√
x2 − 1+ Apn (1− x2p∗n )
= 4
1∫
0
dx√
x2 − 1+ α0
= 4coth−1 √α0.
That is, α0 = coth2(ν1/2), which is independent of {pn}. We have proved (4.10). Now (4.11) is a simple
consequence of (4.10), like the observation in Lemma 4.1. 
Lemma 4.5. One has
lim
p↓1 Uˆp(ap) = 4coth(ν1/2). (4.14)
Proof. As did in the proof of Lemma 4.2, we rewrite (3.33) in another form by exploiting Eq. (3.30)
Uˆp(a) = 4
a∫
0
2z2 − a2 + (a2p∗ − z2p∗)/p∗√
z2 − a2 + (a2p∗ − z2p∗ )/p∗ dz
= 4a2
1∫
0
2x2 − 1+ A(1− x2p∗)√
x2 − 1+ A(1− x2p∗ ) dx,
where A = Ap(a) > 1 is as in (3.20).
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lim
p↓1 Uˆp(ap) = 4
1∫
0
2x2 − 1+ coth2(ν1/2)√
x2 − 1+ coth2(ν1/2)
dx
= 4coth(ν1/2),
proving (4.14). 
Lemma 4.6. The value ν1 =
√−L1,1(r) > 0 satisﬁes the following equation
2ν1 coth(ν1/2) = r. (4.15)
Proof. The second equation of (4.9) is
ν
2−1/p
p
(
Uˆp(ap)/2
)1/p = r, p ∈ (1, pr].
By letting p ↓ 1, we can use (4.14) to obtain (4.15). 
Proof of Theorem 1.4. We have known that ν1 :=
√
L1,1(r) is determined by (4.8) for r ∈ (0,4), and
ν1 :=
√−L1,1(r) is determined by (4.15) for r ∈ (4,∞). Moreover, L1,1(0) = π2 and L1,1(4) = 0. Using
the function Z1(x) in (1.8), L1,1(r) can be written as (1.9) in a uniﬁed way. 
Remark 4.7. For any r > 0, L1,1(r) and Lm,1(r) cannot be realized by any potential in B1[r]. In fact, one
can show that as p ↓ 1, the minimizers qp,r(t) ∈ Bp[r] of L1,p(r) will tend in some weak sense to the
Dirac measure rδ1/2(t) which is outside the L1 space. This phenomenon has some close connection
with the theory for generalized ordinary differential equations [12].
4.3. Asymptotical formulas of Lm,p(r) in large radius
Note that the function Z1(x) of (1.8) has the asymptotical expression
Z1(x) = 2
√−x coth(√−x/2) = 2√−x+ O (√−xexp(−√x)) for x −1.
Thus
−r2/4− o(1) = L1,1(r) < −r2/4 for all r  1.
By (1.7), one has, for m ∈ N,
Lm,1(r) = −r2/
(
4m2
)− o(1) for all r  1. (4.16)
For the case p = ∞, Lm,∞(r) is given by (2.1). The asymptotical behavior of Lm,∞(r) in r  1 is quite
clear. For m ∈ N and p ∈ (1,∞), the orders of the minimal functions Lm,p(r) in r large can be found
explicitly.
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C(p) :=
(
(p − 1)p−1
ppB(p,1/2)
)2/(2p−1)
.
Then, for any m ∈ N, one has the following order of Lm,p(r) in r  1
lim
r↑∞
−Lm,p(r)
r(2p)∗
=m2(1−(2p)∗)C(p) =m−2/(2p−1)C(p). (4.17)
Proof. By (1.7), we need only to prove (4.17) for m = 1. Let p ∈ (1,∞) be ﬁxed. For r > R1,p , we know
that νr :=
√−L1,p(r) and ar := Tˆ−1p (2νr) are determined by
Tˆp(ar) = 2νr and ν2−1/pr
(
Uˆp(ar)/2
)1/p = r.
Here Tˆp(a) and Uˆp(a) are given by (3.32) and (3.33), respectively. The second equality implies that
−L1,p(r)/r(2p)∗ = ν2r /r(2p)
∗ = (2/Uˆp(ar))2/(2p−1). (4.18)
As limr↑∞ νr = ∞, we know that
lim
r↑∞ar = limr↑∞ Tˆ
−1
p (2νr) = bp = (p∗)(p−1)/2.
See Lemma 3.6. Now (3.34) implies
lim
r↑∞ Uˆp(ar)/2= p
pB(p,1/2)/(p − 1)p−1.
By letting r ↑ ∞ in (4.18), we can get (4.17) for the case m = 1. 
Remark 4.9. The orders (4.17) of L1,p(r) are consistent with (4.16) for p = 1 and formula (2.1) for
p = ∞, because we have limp↓1 C(p) = 1/4 and limp↑∞ C(p) = 1. Note that, as p increases from 1
to ∞, the order (2p)∗ of −L1,p(r) in r  1 decreases from 2 to 1. One may compare these results with
the minimal values of the smallest periodic and the smallest Neumann eigenvalues in [22, Section 6].
5. Maximal values Mm,p(r) and Mm,1(r)
5.1. Variational approach toMm,p(r)
Let (m, p, r) be as in (1.4). By (2.1) and Lemma 2.3, we have a trivial lower bound for maximal
values Mm,p(r)
Mm,p(r) (mπ)2 + r. (5.1)
In case p = ∞, (5.1) is an equality.
In the following we assume that (m, p, r) is as in (2.4). As in Section 3, μ := Mm,p(r) can be
characterized using variational method. In this case, as the maximizers q ∈ Sp[r] are non-positive, see
Lemma 2.5, the expression (3.9) for q using y should be replaced by
q(t) = −∣∣y(t)∣∣2/(p−1) = −∣∣y(t)∣∣2p∗−2.
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Now the critical equation (3.10) is changed to
y′′ + μy − φ2p∗(y) = 0. (5.2)
This is the critical equation for Mm,p(r). As y(t) is an eigen-function satisfying (1.2), Eq. (5.2) shows
that y(t) cannot be constant. Consequently, q(t) = −|y(t)|2p∗−2 is non-constant. Thus (5.1) is actually
strict
Mm,p(r) > (mπ)
2 + r, m ∈ N, p ∈ [1,∞), r > 0. (5.3)
Now we consider μ in the critical equation (5.2) as a parameter, taking values in ((mπ)2 + r,∞).
The conditions for μ to be Mm,p(r) are as follows. As y(t) is an eigen-function associated with the
mth Dirichlet eigenvalue, we shall seek solutions y(t) of (5.2) so that y(t) has precisely (m+ 1) zeros
in [0,1], including 0 and 1. Arguing as in Section 3, we need to consider sign-changing periodic
solutions y(t) of (5.2) which have the minimal period 2/m and fulﬁll the requirement (3.11).
Let us normalize Eq. (5.2) by
μ = ν2, ν >
√
(mπ)2 + r, y(t) = ν p−1z(νt). (5.4)
Then Eq. (5.2) is transformed to
z′′ + z − φ2p∗(z) = 0. (5.5)
The phase portrait of Eq. (5.5) is as in Fig. 3. Notice that Eq. (5.5) is a nonlinear autonomous
Schrödinger equation, which has three equilibria: z = 0 which is elliptic, and z = ±1 which are hy-
perbolic. Eq. (5.5) has a family of sign-changing periodic solutions surrounding the equilibrium (0,0).
Due to the autonomy and symmetry of Eq. (5.5), sign-changing periodic solutions can be parame-
terized as z(t;a) by maxt z(t;a) = a. Here the parameter a takes value in (0,1). Integrating (5.5), we
know that z(t) = z(t;a) satisﬁes
z′2 + z2 − |z|2p∗/p∗ = a2 − a2p∗/p∗.
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Tˇp(a) = 4
a∫
0
dz√
a2 − z2 − (a2p∗ − z2p∗ )/p∗
= 4
1∫
0
dx√
1− x2 − B(1− x2p∗)/p∗ . (5.6)
Here B = Bp(a) is deﬁned by
B = Bp(a) := a2p∗−2 = a2/(p−1) ∈ (0,1). (5.7)
Let us introduce
Uˇp(a) =
∥∥z(·;a)∥∥2p∗
2p∗,Tˇp(a)
=
Tˇp(a)∫
0
∣∣z(t;a)∣∣2p∗ dt
= 4
a∫
0
z2p
∗√
a2 − a2p∗/p∗ − (z2 − z2p∗/p∗) dz
= 4a2p∗
1∫
0
x2p
∗√
1− x2 − B(1− x2p∗)/p∗ dx
= 4Bp
1∫
0
x2p
∗√
1− x2 − B(1− x2p∗)/p∗ dx. (5.8)
Formulas (5.6) and (5.8) show that Tˇp(a) and Uˇp(a) can be considered as functions of B = Bp(a) ∈
(0,1) deﬁned by (5.7). Note that Tˇp(a) is strictly increasing in a ∈ (0,1). Moreover,
Tˇp(0+) = 2π and Tˇp(1−) = +∞.
In order to study
νp = νm,p,r :=
√
Mm,p(r) >
√
(mπ)2 + r, (5.9)
we need to consider periodic solutions z(t;a) of (5.5) which have the minimal period 2νp/m. Using
the functions Tˇp(a) and Uˇp(a), computation as in preceding sections can yield the following charac-
terization on Mm,p(r).
Theorem 5.1. Given m ∈ N, p ∈ (1,∞) and r > 0. Let νp = νm,p,r be as in (5.9).
(i) There exists the unique ap = am,p,r ∈ (0,1) such that
Tˇp(ap) = 2νp/m and (m/2)1/pν2−1/pp
(
Uˇp(ap)
)1/p = r.
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Yˇ1,p
(
Mm,p(r)/m
2)= r/m2, (5.10)
where the function Yˇ1,p(x) is
Yˇ1,p(x) = 1
4
(2
√
x)2−1/p
(
Uˇp
(
Tˇ−1p (2
√
x)
))1/p
, x ∈ [π2,∞).
We remark from (2.1) that (5.10) is also true for p = ∞ by setting
Yˇ1,∞(x) := π2 − x, x ∈
[
π2,∞).
The ampliﬁcation relation (1.11) for Mm,p(r) can be deduced simply from (5.10), including p = ∞
and p = 1, as did in the proof of Theorem 1.3.
5.2. Limiting approach toM1,1(r)
This subsection is devoted to the proof of Theorem 1.5. That is, we will use the limiting approach
to obtain (1.10) and (1.12).
In the following, let m = 1, p ∈ (1,∞) and r > 0. Let
νp = νp,r :=
√
M1,p(r) ∈
(√
π2 + r,∞),
ap = ap,r := Tˇ−1p (2νp,r) ∈ (0,1),
Bp = Bp,r := a2p
∗−2
p,r ∈ (0,1).
We have known
lim
p↓1 νp,r = ν1 = ν1,r :=
√
M1,1(r) ∈
(√
π2 + r,∞). (5.11)
For the maximal values M1,p(r), some crucial observations are as follows.
Lemma 5.2. One has the following limits
lim
p↓1 Bp = 1, (5.12)
lim
p↓1ap = 1. (5.13)
Proof. Note that (5.13) follows simply from (5.12).
• We assert that
α0 := lim inf
p↓1 Bp > 0. (5.14)
One has the following elementary inequalities
(
1− x2)/p∗  (1− x2p∗)/p∗  1− x2, x ∈ [0,1]. (5.15)
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2νp = Tˇp(ap) = 4
1∫
0
dx√
1− x2 − Bp(1− x2p∗ )/p∗
 4
1∫
0
dx√
1− x2 − Bp(1− x2)
= 2π√
1− Bp
.
Thus
Bp  1− (π/νp)2 → 1− (π/ν1)2 > 0.
See (5.11). Hence we have (5.14).
• We assert that α0 = 1.
Otherwise, let us assume that α0 ∈ (0,1). By (5.15), one has
1√
1− x2 − Bp(1− x2p∗ )/p∗
 1√
1− Bp
√
1− x2
= 1√
1− α0 + o(1)
1√
1− x2 ∈L
1.
Moreover, we have, for x ∈ [0,1),
lim
p↓1
1√
1− x2 − Bp(1− x2p∗ )/p∗
= 1√
1− x2 .
Applying the LDCT to the integral expression (5.6) of Tˇp(ap), we get
lim
p↓1 Tˇp(ap) = 4
1∫
0
dx√
1− x2 = 2π.
However, (5.11) shows that this limit shall be 2ν1 > 2π . Hence we get a contradiction. This proves
the assertion α0 = 1.
Finally, as Bp ∈ (0,1), we have (5.12) because α0 = 1. 
The limiting equality (5.12) shows that for any r > 0, Bp = Bp,r is very close to 1 when p ↓ 1. Note
that Bp,r depends on r as well. Different from (4.3) and (4.10) for minimal values, we are not able to
use (5.12) to distinguish Bp,r for different r. The approach in the preceding section cannot be adopted
to M1,1(r) in a direct way.
In the following we use a completely different approach to ﬁnd M1,1(r). Let zp(t) = zp,r(t) :=
z(t;ap) be the solution of (5.5), where p ∈ (1,∞). Note that zp(t) has different period 2/νp for
different p. Hence we go back Eqs. (5.2) via transformations (5.4). Set
yp(t) = yp,r(t) := ν p−1p zp(νpt), t ∈ [0,1].
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that
yp(0) = yp(1) = 0, yp(t) > 0 for t ∈ (0,1). (5.16)
Now the equation for yp(t) is
y′′p(t) + ν2p yp(t) −
(
yp(t)
)2p∗−1 = 0, t ∈ [0,1]. (5.17)
Besides the requirement (3.11) for the L2p
∗
norm of yp(t), some properties of yp(t) are
yp(1− t) ≡ yp(t) on [0,1], (5.18)
‖yp‖∞ = yp(1/2) = ν p−1p ap . (5.19)
Our goal is to ﬁnd the limiting function of yp(t) as p ↓ 1.
Lemma 5.3. Let p0 > 1. The set {yp: 1 < p < p0} ⊂ (W 1,∞0 [0,1],‖ · ‖′) is bounded, where ‖y‖′ := ‖y′‖∞
for y ∈ W 1,∞0 [0,1].
Proof. Results (5.11), (5.13) and (5.19) imply
‖yp‖∞ = ν p−1p ap → 1 (5.20)
as p ↓ 1. The ﬁrst integral of Eq. (5.17) is
(
y′p(t)
)2 + ν2p(yp(t))2 − (yp(t))2p∗/p∗ = ν2p(yp(1/2))2 − (yp(1/2))2p∗/p∗
= ν2pp a2p(1− Bp/p∗). (5.21)
In particular, we have from (5.11)–(5.13) and (5.21)
(
y′p(t)
)2
< ν
2p
p a
2
p +
(
yp(t)
)2p∗
/p∗  ν2pp a2p + ν2pp a2p Bp/p∗ → ν21 .
That is, ‖y′p‖∞ is bounded. 
Let {pn} be any sequence such that pn ↓ 1. Since (W 1,∞0 [0,1],‖ · ‖′) is compactly embedded into
(C[0,1],‖ · ‖∞), going to a subsequence if necessary, we may assume that
ypn → y1 in
(
C[0,1],‖ · ‖∞
)
. (5.22)
Inherited from properties (5.16), (5.18), (5.19) and (5.20), the limiting function y1 has the following
properties.
Lemma 5.4. The limiting function y1 ∈ C[0,1] satisﬁes
y1(0) = y1(1) = 0, ‖y1‖∞ = y1(1/2) = 1, (5.23)
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y1(t) 0, y1(1− t) ≡ y1(t). (5.24)
Due to the symmetry (5.24) of y1(t), we need only to consider y1(t) for t ∈ I0 := [0,1/2].
Lemma 5.5. For t ∈ I0 , y1(t) is differentiable and satisﬁes the following limiting equation
y′1 = ν1
√
1− y21 =: f (y1). (5.25)
Proof. For p ∈ (1,∞) and t ∈ I0, Eq. (5.21) reads as
y′p(t) =
√
ν
2p
p a
2
p − ν2p
(
yp(t)
)2 + gp(t), (5.26)
where
gp(t) :=
(
yp(t)
)2p∗
/p∗ − ν2pp a2p Bp/p∗.
By boundary conditions (5.16) and Eq. (5.26),
yp(t) =
t∫
0
√
ν
2p
p a
2
p − ν2p
(
yp(t)
)2 + gp(t)dt, t ∈ I0. (5.27)
By Lemma 5.2 and (5.20), (5.22), as pn ↓ 1, we have ν2pnpn a2pn → ν21 and
ν2pn
(
ypn (t)
)2 → ν21 (y1(t))2, ∣∣gpn (t)∣∣ 2ν2pnpn a2pnbpn/p∗n → 0.
The latter two are uniform in t ∈ I0. Let p = pn in (5.27) and n → ∞. We obtain the equality
y1(t) =
t∫
0
ν1
√
1− y21(t)dt, t ∈ I0.
This shows that y1 ∈ C1(I0) and satisﬁes the nonlinear ODE (5.25). 
In the following we will use ODE (5.25) to ﬁnd the limiting function y1(t), t ∈ I0. Note ﬁrst
from (5.25) that y1(t) is non-decreasing in t ∈ I0. Moreover, y1(t) satisﬁes the boundary conditions
in (5.23). One crucial observation on ODE (5.25) is that it is singular at y1 = ±1. That is, f (y1) is not
differentiable at y1 = ±1. Hence the solutions of (5.25) satisfying y1(1/2) = 1 are not unique. In fact,
besides the constant solution y(t) ≡ 1, problem
dy
dt
= ν1
√
1− y2, t ∈ R, y(1/2) = 1
has also the following family of solutions
ϕα(t) :=
⎧⎨
⎩
−1 for t ∈ (−∞,α − π/ν1],
cos(ν1(t − α)) for t ∈ [α − π/ν1,α],
1 for t ∈ [α,∞),
(5.28)
where the parameter α ∈ (−∞,1/2].
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α =min{t ∈ I0: y1(t) = 1} ∈ (0,1/2].
Then y1(t) ≡ ϕα(t) for t ∈ I0, where ϕα(t) is as in (5.28). Since y1(t) 0 for t ∈ I0, it is easy to see
from (5.28) that α ∈ [0,π/(2ν1)]. Moreover, y1(0) = ϕα(0) = 0 shows that
α = π/(2ν1) ∈ (0,1/2), (5.29)
by recalling ν1 > π . From (5.28) and (5.29), the limiting function y1(t) is uniquely determined by ν1.
That is,
y1(t) =
{
sin(ν1t) for t ∈ [0,π/(2ν1)],
1 for t ∈ [π/(2ν1),1/2]. (5.30)
From Eq. (5.26), one has also
y′pn (t) → ν1
√
1− (y1(t))2 = y′1(t) =
{
ν1 cos(ν1t) for t ∈ [0,π/(2ν1)],
0 for t ∈ [π/(2ν1),1/2], (5.31)
uniformly in t ∈ I0. Since the limits (5.30) and (5.31) are independent of sequences pn ↓ 1, we con-
clude the following result.
Lemma 5.6. As p ↓ 1, one has
yp → y1 in C1(I0), (5.32)
where y1(t) = y1,r(t) is given by (5.30).
Proof of Theorem 1.5. Multiplying Eq. (5.17) by yp(t) and integrating over [0,1], we obtain
‖yp‖2p
∗
2p∗ =
1∫
0
(
ν2p y
2
p + yp y′′p
)
dt = ν2p‖yp‖22 −
∥∥y′p∥∥22,
because yp(0) = yp(1) = 0. Using equality (3.11), we get
ν2p‖yp‖22 −
∥∥y′p∥∥22 = ‖yp‖2p∗2p∗ = rp .
By the symmetry (5.18), we get
2ν2p‖yp‖2L2[0,1/2] − 2
∥∥y′p∥∥2L2[0,1/2] = rp .
By letting p ↓ 1, we use the uniform convergence (5.32) to obtain the limiting equality
2ν21‖y1‖2L2[0,1/2] − 2
∥∥y′1∥∥2L2[0,1/2] = r.
By formulas (5.30) and (5.31), we have
2ν21‖y1‖22 − 2
∥∥y′1∥∥22 = (ν21 − πν1/2)− πν1/2= ν21 − πν1.L [0,1/2] L [0,1/2]
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√
π2 + r satisﬁes
ν21 − πν1 = r,
with the unique solution being
M1,1(r) = ν21 =
(
π +
√
π2 + 4r )2/4= Y1(r).
This is the desired result (1.12). 
Remark 5.7. We remark that (1.12) is consistent with the known lower bound (5.3) for M1,1(r). More-
over, if one introduces the function
Y1,1(x) = x− π
√
x, x ∈ [π2,∞),
formula (5.10) is also true for p = 1.
Corollary 5.8. Let r  0. The maximal valueM1,1(r) = Y1(r) in B1[r] can be realized by the following potential
q1,r ∈ S1[r] ⊂ B1[r]
q1,r(t) :=
{
0 for t ∈ [0,π/cr) ∪ (1− π/cr,1],
−Y1(r) for t ∈ [π/cr,1− π/cr],
where
cr := 2
√
Y1(r) = π +
√
π2 + 4r.
That is,
M1,1(r) =max
{
λ1(q): q ∈ B1[r]
}= λ1(q1,r) = Y1(r).
Moreover, the corresponding eigen-function is y1,r(t) given by (5.30) on [0,1/2] and y1,r(t) = y1,r(1− t) for
t ∈ [1/2,1].
Proof. These can be veriﬁed directly. 
Remark 5.9. Corollary 5.8 shows that the maximal problems M1,1(r) and Mm,1(r) in L1 balls B1[r] are
completely different from the corresponding minimal problems L1,1(r) and Lm,1(r), because the latter
problems have no minimizers in B1[r] for all r > 0. See Remark 4.7. This is why the approach in the
preceding sections for Lm,1(r) cannot be applied to Mm,1(r) in a direct way.
6. Extremal values of other eigenvalues
Given q ∈ Lp . Problem (1.1) with the Neumann boundary condition x′(0) = x′(1) = 0 has also a
sequence of eigenvalues
λN0 (q) < λ
N
1 (q) < · · · < λNm(q) < · · · .
For q ∈ Lp = Lp([0,1],R), q(t) can be extended to R by 1-periodicity. In this sense one can identify
Lp as Lp(S1,R), S1 = R/Z. It is well known that problem (1.1) deﬁnes also a double-sequence
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such that λm(q), λm(q) are 1-periodic eigenvalues of (1.1) for m even, and λm(q), λm(q) are 1-anti-
periodic eigenvalues of (1.1) for m odd. See [8,19].
Recall from [19, Theorem 4.3] the following relations between Dirichlet, Neumann and periodic,
anti-periodic eigenvalues
λm(q) =min
{
λσm(qs): s ∈ [0,1]
}
, λm(q) =max
{
λσm(qs): s ∈ [0,1]
}
(6.1)
for all q ∈ Lp(S1) and all m ∈ N. Here σ = N or D , qs(t) := q(t + s) are translations of q(t). Notice
that, in preceding sections, λDm(q) is written as λm(q). Due to relations like (6.1), the extremal values
Lm,p(r) and Mm,p(r) of Dirichlet eigenvalues are also actually the extremal values for other related
eigenvalues.
For 1-periodic and 1-anti-periodic eigenvalues λm(q) and λm(q) of (1.1), we have the following
four sequences of extremal values
Lm,p(r) := inf
q∈Bp [r]
λm(q), Lm,p(r) := inf
q∈Bp [r]
λm(q), (6.2)
Mm,p(r) := sup
q∈Bp [r]
λm(q), Mm,p(r) := sup
q∈Bp [r]
λm(q), (6.3)
where m ∈ Z+ , p ∈ [1,∞] and r  0. Note that, for m = 0, L0,p(r) and M0,p(r) are void. For the zeroth
periodic eigenvalues λ0(q), one has M0,p(r) ≡ r, while
L0,1(r) ≡ Z−10 (r),
where
Z0(x) := 2
√−x tanh(√−x/2), x ∈ (−∞,0].
See (1.4) and Theorem 1.2 of [22] respectively. For m ∈ N, it follows from relations (6.1) and the results
for Dirichlet eigenvalues that all extremal values of (6.2)–(6.3) are well deﬁned.
For m ∈ N, two extremal values Lm,p(r) and Mm,p(r) of (6.2)–(6.3) can be reduced to Lm,p(r) and
Mm,p(r) for the Dirichlet eigenvalues.
Theorem 6.1. For all m ∈ N, p ∈ [1,∞], r  0, there hold the following equalities
Lm,p(r) = Lm,p(r), Mm,p(r) =Mm,p(r). (6.4)
In particular, L1,1(r) is just Z
−1
1 (r) andM1,1(r) is just Y1(r).
Proof. We use the Dirichlet eigenvalues in relations (6.1). Thus
λm(q) λDm(q) λm(q).
Taking the inﬁmum and supremum over q ∈ Bp[r] respectively, we get
Lm,p(r) Lm,p(r) Lm,p(r), Mm,p(r)Mm,p(r)Mm,p(r), (6.5)
where Lm,p(r) and Mm,p(r) are extremal values of Dirichlet eigenvalues.
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On the other hand, for any given q ∈ Bp[r], we have some t0 ∈ R such that
λm(q) = λDm(qt0 ) Lm,p(r),
because ‖qt0‖p = ‖q‖p . Taking the inﬁmum, we have
Lm,p(r) Lm,p(r). (6.6)
Now the ﬁrst equality of (6.4) follows from (6.5) and (6.6). The second equality of (6.4) can be ob-
tained in a similar way. 
Instead of the Dirichlet eigenvalues, we can use the Neumann eigenvalues in the proof of Theo-
rem 6.1. Thus (6.4) is also true when Lm,p(r) and Mm,p(r) are replaced by the corresponding extremal
values LNm,p(r) and M
N
m,p(r) of the Neumann eigenvalues λ
N
m(q), m ∈ N. From these, we have the fol-
lowing results.
Corollary 6.2. Let m ∈ N, p ∈ [1,∞], r  0. One has
LNm,p(r) = Lm,p(r), MNm,p(r) =Mm,p(r).
In summary, combined with the results of [22], for eigenvalues of (1.1) with potentials in L1 balls,
we have obtained the following explicit, elementary extremal functions.
• LN0,1(r) = Zˆ−10 (r), the minimal values of the zeroth Neumann eigenvalues,
• L0,1(r) = Z−10 (r), the minimal values of the zeroth periodic eigenvalues,
• Lm,1(r) =m2Z−11 (r/m2), m ∈ N, the minimal values of the Dirichlet, Neumann and periodic, anti-
periodic eigenvalues, abbreviated as D , N , P and A eigenvalues, respectively,
• M0,1(r) = r, the maximal values of the zeroth N and the zeroth P eigenvalues, and
• Mm,1(r) =m2Y1(r/m2), m ∈ N, the maximal values of the D , N , P and A eigenvalues.
These extremal functions are plotted in Fig. 4.
Let us mention some open problems of extremal values for periodic/anti-periodic eigenvalues. For
the zeroth periodic eigenvalues λ0(q), both L0,p(r) and M0,p(r) are clear [22]. However, for m ∈ N, we
have only known Lm,p(r) and Mm,p(r) in Theorem 6.1. The following are open.
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Whether Lm,1(r) and Mm,1(r) can be found explicitly?
Let us see why these are open. Since λ0(q) is simple, λ0 : (Lp,‖ · ‖p) → R is also continuously
differentiable. The extremal values of λ0(q) can be studied similarly, because λ0(q) is also continuous
in q ∈ (Lp,wp) [21]. In fact, in [22], we ﬁrst use these approaches to solve the extremal problems
for λ0(q) and then reduce λN0 (q) to problems of λ0(q) by a simple scaling technique. However, when
m ∈ N, the pair of eigenvalues λm(q) and λm(q) may coexist, i.e.,
λm(q) = λm(q). (6.7)
See [1,3]. At those q so that coexistence (6.7) occurs, both λm(q) and λm(q) may not be continuously
differentiable at q. See [6,9,18]. Though the minimizers for Lm,p(r) and maximizers for Mm,p(r) exist
when p ∈ (1,∞), the variational approach cannot be applied in a direct way because of the lack of
continuous differentiability. Notice that the coexistence (6.7) is the most delicate problem for linear
equations with periodic coeﬃcients.
Finally, let us mention some extremal problems of weighted Dirichlet eigenvalues of
x′′ + λρ(t)x= 0, ρ(t) 0, t ∈ [0,1].
See [5,7,16]. In a classical paper [7], Krein has completely solved the extremal values of the weighted
Dirichlet eigenvalues with the assumption on densities ρ(t)
0 ρ(t) h < ∞ a.e. t, ‖ρ‖1 = r.
The approach there is completely different from here. In [17], Yan and Zhang have generalized the re-
sults in [21] to eigenvalues of the one-dimensional p-Laplacian. Some generalized problems of Krein
can be solved using the analytical method developed in [22] and in this paper. We think the ap-
proaches in [22] and the present paper are more analytical and have applications to other extremal
problems of eigenvalues.
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