This paper is motivated by recent evidence that many univariate economic and …nan-cial time series have both nonlinear and long memory characteristics. Hence, this paper considers a general nonlinear, smooth transition regime autoregression which is embedded within a strongly dependent, long memory process. A time domain M LE with simultaneous estimation of the long memory, linear AR and nonlinear parameters is shown to have desirable asymptotic properties. The Bayesian and Hannan-Quinn information criteria are shown to provide consistent model selection procedures. The paper also considers an alternative two step estimator where the original time series is fractionally …ltered from an initial semi-parametric estimate of the long memory parameter. Simulation evidence indicates that the time domain M LE is generally superior to the two step estimator. The paper also includes some applications of the methodology and estimation of a fractionally integrated, nonlinear autoregressive-EST AR model to forward premium and real exchange rates.
Introduction
This article is concerned with the modeling of univariate economic and …nancial time series which exhibit both nonlinear and long memory characteristics. The need for such an approach is motivated by several recent empirical studies which are discussed later in this paper. Furthermore, a recent article by Baillie and Kapetanios (2007) developed tests based on logistic approximations and arti…cial neural networks, for the presence of general forms of nonlinearity within a long memory process. The authors found strong evidence for the presence of both nonlinear and long memory components in many economic and …nancial time series.
From a theoretical perspective, the literature on nonlinear time series models has largely developed within the context of stationary I(0) processes, where the nonlinear component is a complement to a stationary autoregression. There is also a large body of literature on strongly dependent, long memory processes which is largely independent of the work on nonlinear time series. One aim of the present paper is to bring these two …elds together in a coherent modeling framework. Hence this paper considers estimation and model selection of a nonlinear smooth transition regime autoregression appended to a stationary long memory process. In this study the nonlinearity is modeled by parametric models such as the Exponential Smooth Transition Autoregression, or EST AR model of Terasvirta (1994) and Granger and Teräsvirta (1993) Given the substantial recent econometric literature on semi-parametric estimation of the long memory parameter, e.g. Phillips and Shimotsu (2006) and Phillips (2007) , this study also considers an alternative two step estimation procedure. In particular, the semi-parametric Local Whittle estimator of the long memory parameter is used to generate a fractionally …ltered series; which is then used to estimate the parameters associated with the stationary, I(0) linear and nonlinear parts of the model. Simulation evidence indicates that the two step estimator generally produces inferior quality parameter estimates compared with the M LE.
A stationary, fractionally integrated, nonlinear autoregression with EST AR regime is then applied to two controversial areas of international …nance; namely forward premia and real exchange rates. The models suggested in this paper turn out to be quite appropriate for these time series.
The plan for the rest of the paper is as follows: Section 2 presents the theoretical framework of the various parametric models for long memory and nonlinearity. The next section deals with the properties of the M LE in this case with technical details relegated to an appendix. The next section then outlines the two step estimator with the Local Whittle estimator used in the initial step. Section 5 then discusses results on the use of various information criteria with details also in an appendix. Section 6 presents quite detailed simulation evidence on the performance of the estimators and information criteria in …nite samples. Surprisingly, the simulation appears to be the …rst study to deal with the performance of the estimators of the parameters in an EST AR model. The remaining sections contain applications to forward premium and real exchange rates, with a …nal short section containing a summary and conclusion.
Nonlinear-Long Memory Models
Long memory, fractionally integrated processes are characterized by having slow hyperbolic rates of decay associated with the impulse response weights and autocorrelations. Following Granger and Joyeux (1980) , Granger (1980) and Hosking (1981) , a univariate time series process with fractional integration in its conditional mean is represented by
where L is the lag operator and u t is a short memory, I(0) process. Then y t is said to be a fractionally integrated process of order d, or I(d). An I(0) process is de…ned as having partial sums that converge weakly to Brownian motion. The d parameter represents the degree of "long memory", or persistence in the series. For 0:5 < d < 0:5 the process is stationary and invertible; while for 0:5 d 1, the process does not have a …nite variance, but still has a cumulative impulse response function with …nite sum. The Wold decomposition, or in…nite order moving average representation of this process is given by
where 
where (L) and (L) are polynomials in the lag operator of orders p and q respectively, with all their roots lying outside the unit circle. This paper considers situations where the short memory process u t is allowed to be a nonlinear process rather than a pure ARM A process.
There are several possible explanations concerning the origin of the long memory property in time series. In particular, Granger (1980) showed that contemporaneous aggregation of stationary, independent …rst order autoregressive processes can generate a fractionally integrated process. Parke (1999) has considered a discrete time error duration model where a set of iid shocks have di¤erent durations or times of being "alive" and has shown that this model generates long memory. Of particular relevance is Diebold and Inoue (2001) who showed that a process with Markov switching regimes can be mistaken for a long memory process; so that long memory can arise from some forms of nonlinearity. A priori it would seem reasonable for the long memory property found in macroeconomic series such as in ‡ation to be due to regime shifts in monetary policy; while realized volatility in frictionless …nancial markets seem to be pure long memory; Andersen, Bollerslev, Diebold and Labys (2003) . However, the application of the tests developed by Baillie and Kapetanios (2007) suggested the existence of both nonlinear and long memory components in many economic and …nancial time series. Also, van Dijk, Frances, and Paap (2002) …nd evidence of both long memory and LSTAR behavior for unemployment in the Netherlands. Hence this paper is directed at the joint modeling of this phenomenon.
It is possible to use techniques which allow for quite general nonlinear processes, and from the de…nition of u t in (1),
so that the short memory part of the process is a possibly nonlinear autoregression involving the last p lags of the variable u t . The nonlinear part of the model can be approximated by an Arti…cial Neural Network (AN N ) as suggested by Lee, White, and Granger (1993) , so that the conditional mean of u t given lags of u t is a linear function of the past information set, and the nonlinear part of F ( ) in (4) is given by P q j=1 j (
where ( ) is some basis function such as the logistic function, given by [1 + exp( )] 1 , which as noted by Lee, White, and Granger (1993) , can approximate arbitrarily well any continuous function. One possibility would be to jointly estimate the long memory component in (1) with a nonlinear model based on an AN N expansion. While it is in principle straightforward to estimate such a system, the route adopted in this study is to concentrate on a simple parametric structure of the nonlinearity. Hence a natural model is one where the strongly dependent component is 
where the polynomials in the lag operator are
and (u t D ) is the smooth transition autoregression function. Finally, D is a delay parameter.
As previously discussed there is considerable evidence in the literature for the presence of both long memory and nonlinearity in economic and …nancial data. There are several possible models to represent the nonlinearity and one of the most widely is the EST AR of Terasvirta (1994) and Granger and Teräsvirta (1993) , where
. It is usual in empirical applications to represent the EST AR model as 1
Hence the N LAR(p; k) EST AR part of the model is represented as
and this is the form of the model that is subsequently used in the Monte Carlo and empirical sections of this paper; see Kapetanios, Shin, and Snell (2003) , Kilic (2004) , and Kapetanios (2003) for empirical applications.
It should be noted that there are many other possible parameterizations that can be used to model the short memory component of the process. Examples include the Gaussian transformation and the Logistic Smooth Transition Autoregressive (LST AR) process which has been used in applications by van Dijk, Frances, and Paap (2002), Michael, Nobay, and Peel (1997) and Sarantis (1999) among others. However, the EST AR model has the advantage of neatly representing the fact that many time series realizations appear highly persistent with close to unit root behavior, for small absolute deviations from the process's attractor. On the other hand, the realizations seem to behave as weakly dependent processes, with much reduced persistence for large absolute deviations around the attractor; see ; see Kilic (2004) and Kapetanios (2003) . The EST AR model de…nes a distinct regime around the attractor and is designed to capture the above e¤ects and unlike LST AR models, allows for relatively high persistence in one regime. The model presented in this paper also allows for the presence of long memory, which is not attainable from a short memory nonlinear model alone. Hence the combination of the two features may well be important to represent the realizations of many economic and …nancial time series processes, as documented by Baillie and Kapetanios (2007) . Neglecting very persistent short memory behavior is likely to bias the estimation of the long memory component. Using an EST AR model for the short memory component ensures that such potential quite persistent short memory behavior is taken into account.
In some circumstances it may be possible to use the alternative class of threshold models and T ARs. However, the poor small sample estimation properties of the parameters of the threshold model cast doubt on their practical applicability; see Kapetanios (2000) .
Time Domain MLE
The assumption of Gaussianity for the white noise process t , leads to the approximate M LE of the F I(d) N LAR(p; k) ST AR being computed through the minimization of the conditional sum of squares (CSS), i.e. and l (d) are the coe¢ cients of the in…nite AR representation of y t in terms of u t . Robinson (2006) has shown that, for fractionally integrated models, the M LE is asymptotically equivalent to minimization of the CSS. The derivation of the asymptotic properties of the time domain M LE requires making the following assumptions:
Assumption 1 y t is a zero mean process.
Assumption 2 The range of (:) is the unit interval, while the lim y! 1 (y)y = 0 and (:) belongs to C s where s 2 N and s > 3.
Assumption 3 The disturbance t is i:i:d:(0; 2 ), with E( 4 t ) < 1 and the density of t , denoted by ', is positive everywhere and belongs to C s where s 2 N and s > 3.
Assumption 4 Corollary 1 Let y t be given by the following
where l max(p; k), and the parameter vector is denoted by = ( 0 ; 1 ; :::; p ; 0 ; 1 ; :::; k ; ; c; d) 0 .
Then, under assumptions 1 through 4, the M LE of is T 1=2 consistent and has a limiting nor-
The proof is given in the Appendix. It should again be emphasized that the above corollary allows for a very wide class of nonlinear functions (:), which are considerably more general than the EST AR type of speci…cation used in this paper. The behavior of these functions is not speci…ed at all points on the real line, but only at the tails; and in this sense, the result has a semi-parametric interpretation. The need to specify the tails of the function via assumption 2, motivates the use for the EST AR model in the subsequent analysis.
Two Step Estimation
Given the substantial recent econometric literature on semi-parametric estimation of the long memory parameter, see, e.g., Phillips and Shimotsu (2006) and Phillips (2007) , this study also considers an alternative two step estimation procedure. There is now a wide variety of semiparametric methods for the estimation of d and this study uses Local Whittle, which is known to have desirable properties; see Robinson (1995) , Dalla, Giraitis, and Hidalgo (2005) and Phillips and Shimotsu (2006) . The Local Whittle semi-parametric estimator for d is obtained
by minimizing the objective function, ln
. The estimator depends on the choice of bandwidth, m, and for all the simulation and empirical work reported in this study, the bandwidth is chosen as m = [T 0:5 ]. 1 More generally, it might be of interest, although beyond the scope of the present paper, to consider data dependent methods for setting the bandwidth such as, e.g., those discussed in Andrews and Sun (2004) or Henry and Robinson (1996) .
While there is a large literature on semi-parametric estimation of d, there is relatively little consideration of subsequent estimation of the remaining parameters in the model. A two-step approach considered in this study is to fractionally …lter the observed series y t using the in…nite
, where d replaced by its semi-parametric estimate. This generates residuals denoted byû t : The next stage is to estimate a N LAR(p; k) EST AR model for theû t series, by minimizing the CSS. Details on this standard nonlinear least squares estimation may be found in Granger and Teräsvirta (1993) . The small sample properties of such an estimation strategy, as an alternative to the one-step M LE, are considered in section 6 of this paper which is concerned with a Monte Carlo study.
Information Criteria for Model Selection
The successful implementation of a modeling strategy for using F I(d) N LAR(p; k) EST AR requires an adequate model selection approach for the orders of p and k. It is well known that the Bayesian (Schwarz (1978) ) and Hannan-Quinn (Hannan and Quinn (1979) ) information criteria can consistently estimate the lag order of linear models with weakly dependent data, while the Akaike Information Criterion (AIC) is known to be inconsistent. Further, Sin and White (1996) and Kapetanios (2001) have shown that these properties extend to nonlinear models for weakly optimality results of Shibata (1980) to stationary long memory processes. Since none of the above results are directly relevant for the model considered in this study, it is necessary to provide some new theory for lag order selection of p and k using information criteria. In the following the conditional sum of squares objective function is denoted as Q(y 1 ; :::; y T ; p;k ) = P T t=max(p;k) t ( p;k ) 2 , where p;k = ( 0 ; 1 ; :::; p ; 0 ; 1 ; :::; k ; ; c; d) 0 and t = t ( p;k ) is de…ned in (9). Then, lag order selection, via the use information criteria, is carried out by maximizing
over 1 p p max and 1 k k max , where c T (p; k) is a penalty term depending on p, k and T . The following theorem provides a result on the properties of the estimated lag orders.
Theorem 1 Consider the following
for some 1 p 
The proof is provided in the Appendix. The conditions on c T (p; k) given in Theorem 1 are standard for information criteria consistency for weakly dependent data. They imply that the Bayesian and Hannan-Quinn information criteria provide consistent estimates of p 0 and k 0 whereas the Akaike information criterion does not.
Simulation Study
This section reports the results from a detailed Monte Carlo study to investigate the performance of the various estimation procedures applied to data generated from various speci…cations the long memory parameter. However, rather surprisingly, this simulation analysis appears to be the …rst to investigate the properties of parameter estimators for ST AR models.
The chosen parameter values for the nonlinear speci…cations is similar to those in other Monte Carlo studies using EST AR models such as Kapetanios, Shin, and Snell (2003) . All the experiments represent geometrically ergodic processes for u t . Since these processes are geometrically ergodic, they possess su¢ ciently rapid decay in their mixing coe¢ cients to satisfy -mixing. Then, an important corollary is that all the above processes are I(0). Tables 1 through 7 give the results of the simulation study, with Table 1 giving the mean   and Table 2 Table 5 reports some additional experiments for the much larger sample size of T = 5; 000; while Table 6 reports both the mean and standard deviation of the parameter estimates for experiments 3, 6 and 9, for the d = 0 case. Finally, Table 7 Whittle estimator for simply estimating the long memory parameter. However, the simulation results caution against using the Local Whittle estimator to fractionally …lter the series before estimating the remaining parameters in a second step.
The estimates of are generally poor for all designs. This is not surprising given the nature of the parameter measuring slope or curvature. The quality of the estimator improves both with increasing degrees of persistence in the autoregressive processes and also with increasing sample sizes. Some further aspects of the issue of estimating the parameter can be seen from Table 5 where the average values and standard deviation of the parameter estimates are investigated for Experiments 3, 6 and 9 for the sample size of T = 5; 000. It should be noted that the bias in the M LE of is now very small for all three designs, although its standard deviation remains quite large for Experiment 9.
The parameter, 1 , which is associated with the degree of persistence in the linear autoregressive processes is generally estimated with a downward bias in all cases. This is in contrast to the parameter, 1 , which represents with the degree of persistence in the nonlinear autoregressive processes and is estimated with an upward bias across experiments. In general a measure of total persistence, which is the sum of the parameters ( 1 + 1 ) is quite well estimated.
The value of d does not appear to be related to the quality of any of the M LE parameter estimates, including the long memory parameter itself. Table 6 is of particular interest since it is relevant for the short memory case of d = 0, and the results are entirely consistent for the d = 0:2 and d = 0:4 cases. Hence, as expected, the estimation procedure appears to be equally appropriate for the pure short memory EST AR model. The …nal set of estimation results appear in Table 7 and refer to the case where a nonlinear model is estimated under linearity. It can be seen form Table 7 lags. In general, the information criteria all perform reasonably well; and as expected the AIC, HQ and SBIC are increasingly parsimonious in that order. One interesting …nding is that while 2 linear and 2 nonlinear lags are the true model, there are large frequencies of selecting 1 linear and 2 nonlinear lags and vice versa indicating that there is a degree of substitutability between the two kinds of lags for the short run dynamics. It is also worth noting that all criteria choose on average a nonlinear lag which is higher than the chosen linear lag. Finally, it is worth noting that although the AIC is not consistent in the sense of Theorem 1, it nevertheless performs better than the other criteria in this Monte Carlo investigation.
7 Empirical Applications
Forward Premium
An interesting application for the above methodology is provided by the well known forward premium anomaly in currency markets. From the theory of Uncovered Interest Parity, (U IP ), the expected future rate of appreciation, (depreciation) on a currency is equal to the current forward premium (discount), or equivalently the interest rate di¤erential. Hence
where E t (:) denotes the conditional expectation based on all relevant information at time t. The variable s t is the logarithm of the spot exchange rate and is measured in terms of the number of dollars in terms of a unit of foreign currency at time t;
while i t and i t denote the common maturity nominal interest rates available on similar domestic and foreign assets respectively. A common test for U IP is to estimate the regression equation
where under the null hypothesis of U IP , = 0, = 1 and t+1 is a serially uncorrelated disturbance. The forward premium anomaly is the widespread empirical …nding of a negative slope coe¢ cient in the above regression, so that the rate of appreciation of the spot exchange rate is negatively correlated with the lagged forward premium. This phenomenon has been consistently found for most freely ‡oating currencies in the current ‡oat and appears robust to the choice of numeraire currency. There have been many theories to explain the phenomenon and as noted by Baillie and Kilic (2006) and others, a version of the Lucas Breeden asset pricing model leads to the model
where t+1 is a time dependent risk premium. An important issue concerns the balance of the equation, and orders of integration of the variables on the right hand side of the equation, given the abundant evidence that the forward premium (f t s t ), the conditional variance of the spot rate, V ar t [s t+1 ] and possibly also the risk premium t+1 , may have very persistent, or long memory serial correlation; see Baillie and Bollerslev (1994) and Maynard and Phillips (2001) .
Monthly data on spot exchange rates, and one month forward exchange rates were used for (2007) for further details. These appear to be the only tests that have been developed explicitly for long memory processes, unlike standard tests for EST AR nonlinearity which are designed for short memory processes. Probability values for these tests are reported in Table 10 and provide signi…cant evidence for neglected nonlinearity.
The chosen orders, p and k of the models that optimized the information criteria vary across the currencies. In most cases all three criteria agreed on the lag order, otherwise, and given the previous Monte Carlo results, the choice from the Akaike criterion was used.
The most appropriate order of the linear autoregressive component varies between 10 for JY and 15 for BF , while the optimum order for the nonlinear autoregressive component varies between one for BL, F F , IL and U K, to 2 for the CD and 3 for JY . The M LE of the long memory parameter d is relatively close to the Local Whittle estimate for most currencies and is in the stationary region of 0:0 < d < 0:5 only for the IL. Otherwise it is in the region of 0:50 < d < 1:00 for the others, which implies nonstationarity of the process, but nevertheless existence of cumulative impulse response weights. The implied nonstationarity of the forward premium is also consistent with the …ndings of previous authors such as Baillie and Bollerslev (1994) and Maynard and Phillips (2001) who used di¤erent methods. Hence for all eight currencies, the F I N LAR(p; k) EST AR model is found to work well and includes as few as 16 parameters for the UK and as many as 21 parameters for Belgium. For two of the estimated models on the forward premium series the estimated models have the …rst nonlinear autoregressive coe¢ cient 1 being small and not signi…cantly di¤erent from zero. However, the e¤ect of nonlinearity enters through the statistically signi…cant constant term 0 .
The diagnostic analysis of the estimated models can also be based on examining the roots of the estimated lag polynomial (L) + (L), which is the relevant operator for the outer regime. Note that this is di¤erent from the theoretical analysis of Section 3 since there the transition function is (u t D ) rather than 1
(cf. assumption 4). As seen in Table 10 , all the eigenvalues of the determinantal polynomial, (i.e. the inverse of the lag polynomial), lie inside the unit circle, which is consistent with the process being stationary. It should be noted that the possible existence of an explosive root in the lag polynomial (L) is only of interest in terms of the behavior inside the regime and is not relevant for the issue of global stationarity. 2 Since the estimated long memory parameters 2 It did not prove possible to …nd a satisfactory model for the German Deutschmark, since the estimate of exceeded 0:5 in most cases, the models were also estimated after having …rst di¤erenced the data. It was found that this did not change the results after having added unity to the estimate of the long memory parameter.
Real Exchange Rates
Many previous studies, see, e.g., Diebold, Husted, and Rush (1991) , Papell (1997) and Cheung and Lai (2001) have considered whether the real exchange rate series exhibit mean reversion, and whether there is evidence of long run absolute Purchasing Power Parity. Some of these studies have also tried to measure the magnitude and duration of shocks. The evidence has generally been mixed with less evidence of stationarity in the post Bretton Woods regime. One of the motivations of previous studies has been to explain the puzzling inability to reject the null hypothesis of unit root nonstationarity using standard unit root tests. This section of the paper considers an interesting historical series of the U S dollar vis a vis the U K pound.
The data are annual and stretch from 1791 through 1994 and were compiled and analyzed by Lothian and Taylor (1996) . Clearly such a long historical series covers a number of regimes of ‡oating and …xed exchange rates. However, many previous researchers have argued for the validity of testing the law of one price over such a long span of data. The last column of Table 10 presents the estimates of an F I(d) N LAR(15; 6) EST AR for the logarithm of the U S U K real exchange rate, where, as before, order have been chosen using information criteria. As with the forward premium series, all the eigenvalues of the relevant determinantal polynomial lie inside the unit circle, implying that the estimated u t component is indeed I(0).
Interestingly, the estimated long memory parameter is 0:403 and has a two sided con…dence interval that is still within the stationarity region of being < 0:50, in contrast to the Local Whittle estimate of 0:554, which has a two sided con…dence interval that includes 0:50. Hence the estimated F I(d) N LAR(p; k) EST AR model provides evidence of slow, mean reversion of this historical Dollar-Pound real exchange rate.
Conclusion
This paper has examined estimation and lag order selection for fractionally integrated, nonlinear autoregressions with smooth transition nonlinearities. In these models the nonlinear times series structure is embedded in a strongly dependent, long memory process, unlike most previous studies which have considered nonlinearity in a purely short memory environment. The paper has provided some new theoretical results on the properties of a time domain M LE for these models. A detailed simulation study found that the time domain M LE overall performs really quite well. An alternative procedure of …rst estimating the long memory parameter by was very large, and both the Local Whittle and M LE methods were unable to reject the hypothesis that d = 1. Full details of these results are not reported here, but are available from the authors on request.
using the Local Whittle estimator to obtain a fractionally …ltered series, before estimating the remaining parameters, is generally found to be inferior to the full M LE. The estimated F I(d) N LAR(p; k) EST AR models are found to be successful in representing the nonlinear structures and strong dependencies within forward premia and real exchange rates.
Appendix

Proof of Corollary 1
The proof of Corollary 1 requires the following lemmas
Lemma 1 Under the assumptions 2 through 4, u t is -mixing and strictly stationary.
Proof: It is su¢ cient to prove that u t is geometrically ergodic; since it then it immediately follows that u t is strictly stationary and by (Carrasco and Chen, 2002, Sec. 2 .1) that u t ismixing with exponentially declining mixing coe¢ cients. Geometric ergodicity can be established from the drift condition of Tweedie (1975) , which states that a process is ergodic under the regularity condition that its disturbances have positive densities everywhere if the process tends towards the center of its state space at each point in time. In particular, a multivariate Markov process v t is geometrically ergodic if there exists constants < 1, B; L < 1, and a small set C such that
where k k is the Euclidean norm. For direct relevance to this paper, de…ne v t = u t (d); :::
By the boundedness of (:), it easily follows that (15) holds for any compact set C. Hence it is necessary to show that there exists a compact set C such that (14) holds. On denoting E l [:j:] as the linear projection operator given by
where if k > p, we set i = 0, i = p + 1; :::; k, then, for any " > 0, and by virtue of the fact that lim y! 1 (y)y = 0, there exists a compact set C " such that
But, by assumption 4, for any compact set C there exists 1 < 1 and
3 In fact, any 1 which exceeds the maximum eigenvalue, in absolute value, of the companion matrix 0 B B @ Then, (14) follows immediately from (17) and (18) since " can be as small as desired.
Lemma 2 The spectral density of u t is continuous and belongs to C 3 Proof: It is necessary to show that the continuity and thrice-di¤erentiability parts of (C.2) holds for the autocovariance function of u t . The nonlinearity of (9) implies that a closed form expression for the autocovariance function of u t is not trivial to obtain. However, the stationary density function of u t , denoted by h(u) is known to exists given the geometric ergodicity of u t .
As before, de…ne v t = u t (d); :::; u t max(p;k)+1 (d) 0 . v t is a geometrically ergodic Markov chain.
De…ne H v (v) to be the distribution of v t . Following Section 4.2 of Tong (1990) the function
is the solution to the integral equation
where '(:) denotes the density of t and P '; denotes the conditional transition probability that is de…ned by v t and is a linear function of ' and . The above equation (19) is a special case of a nonlinear Volterra integral equation as discussed in Corduneanu (1991) . A standard method for proving existence of a solution for such an integral equation is by the method of successive approximations, which simply involves taking successive integrals containing and ' (see, e.g., (Corduneanu, 1991, Sec. 1.3) ). Hence the continuity and di¤erentiability properties of and '
are inherited by H v (v) and thereby by h(u). Having established the above for the probability density of u t it is straightforward to see that the autocovariance function of u t will belong to
A corollary of this is that the spectral density of u t , denoted by f u (!; ) at frequency ! is continuous and belongs to C 3 . It should be noted that the spectral density of y t , denoted f y (!; ) can be written as
which further illustrates the decomposition of the density into a nonlinear short memory component and a long memory component.
Lemma 3
The process y t has …nite fourth moment.
Proof: It is …rst necessary to prove that E (ju 4 t j) < 1, which is done through focusing on a model with no constants. Set`= max(p; k) and, as before, v t = (u t ; :::; u t `+1 ) 0 . Then,
where u 
where
is an independent copy of f t g 1 t=0 and u i tjt 1 = E(u i t jv t 1 ), where v t = u t ; :::; u t `+1 0 . Then
By the assumption that t has …nite fourth moment, A 1 is bounded. On next examining A 2 , and by (21)
as long as f v (v t 1 ) < f v (v t 1 ) when v t 1 = 2 C and v t 1 = 2 C, and where f v (v t 1 ) is the density of v t 1 . However, the right hand side of (22) is bounded since v t is an AR process whose error term has …nite fourth moment by assumption. Hence the result of the Lemma is proved if
It su¢ ces to show that for all sets X = 2 C,
which follows once it is shown that for all v t 1 and sets X = 2 C
But, similarly to the proof of (21) and by the fact that max [c( )] < 1 and max [c( )] < 1, it follows immediately that there exists a compact set C 1 R`such that for sets X = 2 C 1 and for all v t 1 , (23) holds. Hence E (ju 4 t j) < 1. It can now be shown that E (jy 4 t j) < 1, which follows from the …niteness of the fourth moment of u t as shown above, the Wold decomposition in (2) and the square summability of the i coe¢ cients. In particular, using the Marcinkiewicz-Zygmund inequality (see, e.g., equation (25) of Park (2002) ) for some constant c, it follows that Fox and Taqqu (1986) are satis…ed without assuming Gaussianity (see Hosoya (1997, pp. 106) ). Conditions (A.1)-(A.6) of Fox and Taqqu (1986) 
Proof of Theorem 1
To prove Theorem 1 it is necessary to use the theoretical framework of Sin and White (1996) , and to show the two properties
and that
Together, (25) and (26) 
which uses identical arguments to those in the proof of Corollary 1.
It is now possible to start by showing (25). On de…ning Q T ( p;k ) = Q(y 1 ; :::; y T ; p;k ) and on taking a two term mean value expansion of Q T ( p;k ) around^ p;k and noting that rQ T (^ p;k ) = 0,
By the quadratic nature of Q T ( p;k ), the boundedness of (y)y, the fact that (:) belongs to C 3 , and a limit theorem for long memory processes (see, .e.g., Theorem 3.1 of Beran (1994) ) it follows that r 2 Q T ( p;k ) = O p (T ) and therefore that
Then,
where the second equality follows by combining (2.8) of Robinson (2006) and Lemma 3.3.of Hosoya (1997) . (25) holds if
when either p < p 0 or k < k 0 . However, by (28) and the fact that c
with probability approaching one, if follows that, for all p max p p 0 and k max k k 0 , Table 3 . Average Parameter Estimates for d=0.4 (Experiments 3, 6 and 9) One Step MLE Two
Step Estimator T 
