The integral of the squares modulus of the difference between the empirical characteristic function and the characteristic function of the hypothesized distribution is used by Wong and Sim (2000) to test for goodness of fit. A weighted version of Wong and Sim (2000) under ranked set sampling, a sampling technique introduced by McIntyre (1952) , is examined. Simulations that show the ranked set sampling counterpart of Wong and Sim (2000) is more powerful.
Introduction
In any one-sample goodness of fit test problem where a random sample is a known distribution function. Stephens (1974) provided a practical guide to goodness of fit tests using statistics based on the empirical distribution function (EDF). Green and Hegazy (1976) Takahasi and Wakimoto (1968) developed the theoretical framework for RSS. Visual ranking is accomplished based on an experimenter's experience. Hence, two factors affect the efficiency of an RSS: the set size and the ranking errors. The larger the set size, the larger the efficiency of the RSS; however, the larger the set size, visual ranking is more difficult and the ranking error is larger (AlSaleh & Al-Omari, 2002) . For this, several authors have modified MacIntyre's RSS scheme to reduce the error in ranking and to make visual ranking easier for an experimenter. Samawi, et al. (1996) investigated Extreme Ranked Set Sample (ERSS), i.e. they quantified the smallest and the largest order statistics. Muttlak (1997) introduced Median Ranked Set Sampling (MRSS) which consists of quantifying only the median in each set. Bhoj (1997) proposed a modification to the RSS and called it new ranked set sampling (NRSS). Al-Odat and AlSaleh (2001) introduced the concept of varied set size RSS, which is called later by moving extremes ranked set sampling (MERSS). For more details about these developments see Chen (2000) . Stockes and Sager (1988) were the first who proposed a Kolmogorov-Smirnov goodness of fit test based on the empirical distribution function of an RSS. In addition, they derived the null distribution of their proposed test. Al-Subh, et al. (2008) studied the Chi-square test for goodness of fit test under the RSS technique and its modifications. Their simulation showed that the Chi-square test for the null logistic distribution is more powerful than its counterpart under SRS technique. This article examines the power of the test given in equation (1) when sample is selected using one of the modifications of the RSS, specifically, the modification that chooses only the th i order statistic for quantification.
Problem Formalization
It can be noted that testing the hypotheses: 
where ( ) w t is a suitable weight function. Using complex integration, it may be shown that: 
