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ABSTRACT 
Clinically-relevant forms of acute cell injury, which include stroke and myocardial infarction, have 
been of long-lasting challenge in terms of successful intervention and treatments. Although laboratory 
studies have shown it is possible to decrease cell death after such injuries, human clinical trials based on 
laboratory therapies have generally failed. We suggested these failures are due, at least partially, to the 
lack of a quantitative theoretical framework for acute cell injury. Here we provide a systematic study on a 
nonlinear dynamical model of acute cell injury and characterize the global dynamics of a nonautonomous 
version of the theory. The nonautonomous model gives rise to four qualitative types of dynamical patterns 
that can be mapped to the behavior of cells after clinical acute injuries. In addition, the concept of a 
maximum total intrinsic stress response, Smax*, emerges from the nonautonomous theory. A continuous 
transition across the four qualitative patterns has been observed, which sets a natural range for initial 
conditions. Under these initial conditions in the parameter space tested, the total induced stress response 
can be increased to 2.5-11 folds of Smax*. This result indicates that cells possess a reserve stress response 
capacity which provides a theoretical explanation of how therapies can prevent cell death after lethal 
injuries. This nonautonomous theory of acute cell injury thus provides a quantitative framework for 
understanding cell death and recovery and developing effective therapeutics for acute injury. 
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I. INTRODUCTION 
Acute cell injury occurs when a biological cell is injured by a clearly definable injury mechanism of 
intensity I. Clinically-relevant forms of acute cell injury are of great medical concern and cost society 
billions of dollars per year in healthcare costs, lost productivity, and research costs [1-3]. Examples of 
clinically-relevant acute cell injury include traumatic brain injury (caused by concussive forces), 
myocardial infarction (“heart attack”, caused by loss of blood flow - ischemia - to the heart), stroke 
(ischemia of the brain), cardiac arrest and resuscitation (ischemia of the whole body), and acute nephrotic 
injury (ischemia of the kidney), among many others. Laboratory studies show it is possible to halt cell 
death associated with these injuries in experimental animals [4-6]. However, when therapies designed to 
halt cell death are taken to human clinical trials, they usually fail [7-10]. A typical example is stroke. 
Following a stroke there is an initial core of necrotic brain tissue surrounded by a penumbra of tissue that 
dies days to weeks following the initial stroke [11,12]. Stroke research seeks to halt penumbral death, an 
effort termed neuroprotection [5]. Over one thousand neuroprotectants have been shown in preclinical 
animal studies to stop penumbral death. Over one hundred of these drugs went to human clinical trials and 
all failed to improve outcome [13]. Stroke exemplifies the common situation in biomedical research 
where cell death can be stopped by therapeutic treatment in controlled laboratory animal studies but not in 
human clinical populations. 
The past decades of research have revealed that cells react in more or less stereotypical ways to 
various acute injuries by undergoing a wide range of forms of injury-induced damage and stress responses 
at the cellular and subcellular levels. These include changes in gene expression, damage to organelles, and 
destruction of the molecules of which cells are composed [14-16]. The details, including proportions of 
specific forms of damage, predominance of specific stress responses, etc., vary with different tissues and 
forms of injury but draw on the same finite pool of cell responses. The current understanding of biological 
acute injury is framed almost exclusively in qualitative biological terms. Most biomedical research seeks 
to show a causal relationship between a specific qualitative form of damage and cell death. However, we 
have argued this is inadequate logic given that all of the other cellular changes are not taken into account 
[17]. It is a problem of induction: how can a single factor be causal when, first, there are multiple injury-
induced changes, and second, our general knowledge of cellular structure and function is incomplete? 
Thus the failure of clinical trials stems, at least in part, from the overreliance on inductive, descriptive 
approaches based on qualitative molecular details and pathways at the expense of a global, quantitative 
understanding of the system [17]. As an alternative, we have suggested the need for a deductive, 
quantitative theoretical framework. 
Such inordinately complex biological systems with mutually interacting molecular components of 
e.g., genes, proteins, and metabolites, should be more effectively studied as a nonlinear dynamical 
network. Kaufmann first proposed that random Boolean networks could model gene networks in 
biological cells and that the network attractor states could be identified with cell phenotypes [18]. Several 
decades later Kaufmann’s proposal was empirically validated when Huang and colleagues showed that 
gene expression following differentiation of multipotent hemopoietic cells followed the nonlinear 
dynamics of a coarse-grained approximation of the Boolean networks [19]. By adapting the autonomous 
nonlinear dynamical system used by Huang et al., we have developed a “toy model” of acute cell injury 
that succeeded partially in capturing the phenomenology of acute cell injury [20]. The theory posits that 
all of the injury-induced molecular changes form an intracellular influence network which is effectively 
reduced by representing the network nodes via two coarse-grained, intrinsically antagonistic order 
parameters: the total damage D accounting for the overall or aggregate effect of all the pro-death 
molecular influences, and the total induced stress response S representing all of the pro-survival 
influences. The coupling and competition between D and S determine the global dynamics of acute cell 
injury and the binary outcome of death or recovery. 
The purpose of this paper is to systematically study an improved model of acute cell injury based on a 
nonautonomous system of differential equations (the NA model) that overcomes the limitations of the 
previous autonomous model and offers novel insights and predictions about acute cell injury. In addition, 
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the NA model can serve as a building block for models that better approximate real tissue injury, such as 
simulating multiple injuries over time, or simulating organ injury in 3D space [21]. It also provides a 
novel approach to solving a system of nonautonomous differential equations based on the physical 
interpretation of the theory, given a new feature of the NA model that cell outcome is determined by the 
intermediate state of system dynamics, instead of the steady state as for most other nonautonomous 
nonlinear systems.  
Through large scale computations across a broad range of model parameters and system initial 
conditions (with close to 35 million sets of parameter choices), we show below that the NA model 
generates four distinguishable qualitative dynamical patterns when injury intensity, I, is the control 
parameter. A unique feature of the NA model is the continuous transition through these four qualitative 
patterns between the limits of initial condition ranges, which determines a natural range of initial 
conditions for the NA model. In addition, the concept of a maximum total intrinsic stress response, Smax* 
emerges naturally from the NA model. Under the natural initial condition range, S can be increased from 
2.5- to 11-fold over Smax*.  The increase over Smax* imparted by initial conditions can be interpreted as a 
theoretical reserve stress response capacity which explains how a cell on a pro-death trajectory can 
transform to a pro-survival trajectory. The NA model thus gives a dynamical explanation of therapy. The 
new results reported here provide a systematic and quantitative framework for understanding cell death 
and for developing therapies to halt cell death after acute injury. 
 
II. DYNAMICAL THEORY AND MODELS OF ACUTE CELL INJURY 
Both the autonomous and NA models capture salient features of real acute cell injury and are to be 
understood as follows. One is given a generic biological cell that is injured by a generic injury mechanism 
of intensity, I.  It is well-established empirically that, given an injury mechanism, there is a tipping point 
of injury intensity, IX (often called the “cell death threshold” in biomedical literature) below which the 
cell survives the injury and above which the cell dies from the injury. The models give rise to a two-state 
system in which the cell either lives or dies following application of an injury of intensity I. It is governed 
by two order parameters, total cell damage D, and total induced stress response S, that represent coarse-
grained variables meant to capture the totality of a cell’s biological responses to acute injury. 
It is now well-established that acute injury produces in the target cell many forms of damage that 
manifests as molecules that are either not present (or present at insignificantly low levels) under normal 
physiologic conditions or shifted to non-physiologic locations in the cell [14-16]. Examples of such 
molecular damage include: free radical damage to lipids, proteins, nucleic acids, and metabolites [22,23], 
denatured proteins [24], excess proteolysis [25,26], changes in ion concentrations and ion 
compartmentalization [27], altered pH and redox status[28-31], and so on. The concentrations of all 
nonphysiologically molecular changes in an acutely injured cell can in principle be summed to give the 
total cell damage D.  D will vary over time after the acute injury, initially accumulating, reaching some 
maximum, then declining. 
However, cells are not passive bystanders in the face of acute injury. It is common knowledge that 
tissue heals when injured within a bound of injury intensities. Healing of tissue results from the presence 
of a diverse array of molecular stress response systems that are genetically-encoded in the individual cells 
of a tissue. Some stress responses are present at all times in the cell and serve as first responders to the 
presence of cell damage [32,33]. Other stress responses are encoded in the genes and expressed following 
significant acute injury (such as the heat shock response or the anti-oxidant enzyme response, among 
others [24,34-36]). Most real-life acute injures result in hundreds to thousands of genes changing over 
time after injury [37-41]. The concentrations of all of the stress responses activated following acute injury 
can in principle be summed to give the total induced stress response S, which also will vary over time. 
Thus, D and S are coarse-grained measures of all the injury-induced changes inside a cell. By 
definition, D and S are mutually inhibitory. The stress responses function to inhibit the various forms of 
cell damage, remove damage products, and repair the cell following injury. Similarly, the various forms 
of molecular damage (free radical products, protein denaturation, etc.) can destroy the stress responses 
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just as they can destroy any subsystem in the cell. However, D and S are quantitatively asymmetrical.  
The cell mass dedicated to all stress responses is only a fraction of the total cell mass. The magnitude of 
D, on the other hand, is maximum when all cell mass is converted to damage products. Thus, D can 
saturate S. 
The theory outputs D and S time courses coupled in a winner-take-all form, with magnitudes of D and 
S determined by injury intensity I. At low I when S dominates, stress responses win out over damage (i.e., 
S > D), and the cell survives. At high I when D dominates, the cell cannot withstand the damage (i.e., D > 
S) and dies. The tipping point injury intensity, IX, demarcates survival from death outcomes. The theory is 
studied using I as the main control parameter to determine the global dynamics along a range Imin < I < 
Imax where Imin > 0 and Imax is the injury intensity after which there are no survival outcomes. 
The base of both the autonomous and NA models is Eq. (1), used to specify a winner-take-all 
competition between D and S where the net rates of change of D and S equal their formation rates minus 
decay rates [42], i.e.,  
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where the v and k parameters scale the rates of formation and decay, respectively. The threshold ΘD is the 
amount of D that decreases S by 50%, and ΘS is the amount of S to decrease D by 50%. The Hill 
coefficient, n, can be taken as a measure of the degree of coupling within the D and S biomolecular 
networks [43-46]. The autonomous model substitutes the threshold terms by  
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which posits that ΘD increases and ΘS decreases exponentially with I, with the scaling parameters cD, cS 
and the exponential parameters λD and λS. As discussed previously [47], the parameters (cD, λD) represent 
a specific form of injury (e.g., ischemia vs mechanical trauma, etc.), and (cS, λS) represent a specific cell 
type (e.g., neuron vs cardiomyocyte, etc.). The autonomous model assumes constant v and k parameters 
which are equal for the D and S differential equations, giving [20] 
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For the NA model, the v and k parameters are now time dependent and substituted by  
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In Eq. (4), the velocity parameter decays exponentially with time, while Eq. (5), based on our previous 
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work [21], states that the decay parameter is proportional to the magnitude of difference between the 
instantaneous values of D and S. Substituting Eqs. (2), (4), and (5) into Eq. (1) gives the NA model: 
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III. SOLVING THE MODEL EQUATIONS 
Here we briefly describe the procedure of solving the autonomous and NA model Eqs. (3) and (6). 
Given fully specified input parameter values, Eqs. (3) and (6) output a pair of covarying D and S time 
courses. By holding all parameters except I constant, we model a specific injury type damaging a specific 
cell type. Then outcome is studied as a function of I across Imin < I < Imax. The set of solutions across the I-
range is called an “injury course”, which is the natural entity to characterize acute cell injury. 
In the case of the autonomous model, Eq. (3), injury courses are bifurcation diagrams of the fixed 
points (D*, S*) with I as the control parameter. An example bifurcation diagram is shown in Fig. 1. In 
general, there is a tipping point between survival and death at IX, which is determined by [20] 
 
ln( ) ln( )S D
X
D S
c cI λ λ
−
=
+
.  (7) 
  
From the initial condition (D0, S0,) = (0, 0), when I < IX, we have S* > D*, which is interpreted as the 
survival outcome. When I > IX, D* > S*, representing the death outcome. Imax is then defined as the I value 
after which S*=0 for all subsequent I, meaning the injury is so intense that the cell cannot mount any 
defense to it. 
 
 
FIG 1. Example injury course calculated from the autonomous model Eq. (3) and expressed as a bifurcation 
diagrams of D* vs. I (red) and S* vs. I (green), with model parameters (cD, λD, cS, λS, v, k, n) = (0.025, 0.1, 10, 0.9, 1, 
1, 4). The bistable region is indicated by the yellow area, and repellers are indicated with open circles. For the 
bistable region to the right of IX (purple dashed line), trajectories from initial condition (0, 0) lead to the death 
attractor (D* > S*), but there are solutions where S* > D* for different initial conditions. This result illustrates the 
dynamical concept of therapy to emerge from the autonomous model, e.g., that to prevent a cell from dying, the 
dynamics must be bistable. 
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The autonomous model provided two novel insights. First, cell death is a dynamical effect: death 
occurs when D* > S*, which is in stark contrast to the prevailing biomedical thought that sees cell death in 
terms of qualitative molecular pathways such as apoptosis, necrosis, and so on [15,48-51]. Second, the 
theory gave a dynamical mechanism for therapy whereby a cell fated to die could be made to survive.  
This was only possible on bistable phase planes with I > IX, where, in principle, the trajectory could be 
diverted from the death (D* > S*) to the survival (S* > D*) attractor. Thus, therapy was also dynamical and 
not biological per se. However, the autonomous model was unable to implement how such a diversion of 
trajectories could occur. 
Equation (3) has other limitations. It calculates time courses that converge to the attractor state (D*, 
S*) which physically represents the farthest distance on the phase plane the injured cell deviates from the 
uninjured state D = S = 0. However, the cell must return from (D*, S*) to (D, S) = (0, 0). In the case of 
survival, returning to (0, 0) represents elimination of injury-induced damage and the shut-off of stress 
responses, i.e., complete recovery. In the case of death, all cell variables, including D and S go to zero. 
For the autonomous model an ad hoc approach has to be employed to return the system from the attractor 
state to the (0, 0) state [20]. This is improved via the formulation of the NA model, i.e., Eq. (6) produces 
closed loop trajectories that naturally return to (D, S) = (0, 0). 
 
 
FIG 2. Sample procedure for solving the NA model Eq. (6). The percent death plot (in d) serves as a function 
analogous to a bifurcation diagram (e.g., that in Fig. 1) by representing injury courses in the NA model. In (a) D and 
S time courses are red and green, respectively. In (b) and (c), red and green points represent death and survival 
outcomes, respectively. 
 
Solutions to the NA model cannot be expressed as bifurcation diagrams since now the steady state is 
always given by the trivial solution (D, S)t → ∞ = (0, 0) for all the initial conditions and model parameters. 
Instead, the cell outcome is governed by the intermediate state of D and S (particularly at the late time 
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stage). We thus needed to conduct a comprehensive study by solving Eq. (6) under a vast variety of 
choices of parameter vector (cD, λD, cS, λS, n, cV1, cV2, cK, I, D0, S0) to examine the time evolution of (D, 
S). In this work we studied a total of 34,992,000 combinations of parameter values (with details of 
parameter and initial condition setup described in Appendix A) and analyze the corresponding huge data 
sets generated. 
We have identified a method to express the solutions to Eq. (6) so that they functionally resemble the 
bifurcation diagram solutions of Eq. (3) [52]. At each I, time courses are calculated across ranges of initial 
conditions (0 < D0 < D0,max and 0 < S0 < S0,max) [Fig. 2(a)]. Next, an “outcome plane” is constructed by 
plotting a green or red point, indicating survival or death respectively, at each initial condition [Fig. 2(b)]. 
Here each outcome of death vs survival is determined by comparing the late-time-stage solution of D and 
S, i.e., Dend and Send (see Appendix B for details). Then, many outcome planes are calculated across the I-
range [Fig. 2(c)]. Finally, the percentage of death outcomes on each plane is plotted vs. I to give a 
“percent death plot” [Fig. 2(d)]. The percent death plot functions analogously to a bifurcation diagram 
from the autonomous model and is the representation of an injury course in the NA model. Like a 
bifurcation diagram, it accounts for initial conditions at each I across the I-range. This approach raised the 
issue of what constitutes the appropriate range of initial conditions as will be addressed below. 
The novel finding of solving Eq. (6) in this manner was to recognize that, in general, at each I, there 
are nonzero possibilities of both death and survival outcomes. This situation is analogous to bistability in 
that both death and survival outcomes are present. However, unlike the autonomous model, values of 
injury intensity corresponding to the occurrence of both outcomes are not confined to a limited range of I 
(e.g., in Fig. 1), but generally present across the entire I-range up to Imax, after which the outcome is 100% 
death. As we discussed previously [52], this provides a more realistic model of acute cell injury. 
In general, different input parameters to Eq. (6) give qualitatively different percent death plots. Thus, 
the major goal here is to study the qualitative dynamics of Eq. (6) by parameter sweeps under different 
ranges of initial conditions, with results described in the following. 
 
IV. RESULTS 
A. Global dynamics 
Study of the sets of 216 continuation plots used to organize the ~35 million solutions to Eq. (6) (see 
Appendix A for detailed parameter setup) revealed two regularities in the global dynamics. First, the I-
range changed in a regular way across each continuation plot. Second, four distinguishable qualitative 
dynamical patterns were observed, and the patterns followed a specific ordering. We discuss each in turn. 
 
1. I-ranges 
Figures 3(a) and 3(b) show a typical continuation plot expressed in two different ways. In Fig. 3(a), 
the percentage of death outcomes is plotted vs I/IX and log(cS), while Fig. 3(b) plots the percent death 
outcomes as a function of the absolute value of I and the ratio cS/cD. As shown in Fig. 3(a), as cS 
increases, the I-range (expressed in units of IX) seems to decrease: in this instance from 12IX in curve 1 
(right-most curve) to 5IX in curve 27 (left-most curve). However, as seen in Fig. 3(b), the I-range, 
expressed as absolute value of I, increases as cS increases. While curve 1 represents 12IX units, these 
actually span < 5 in absolute units of I. Curve 27 is 5IX units but spans approximately 17 units of I. In 
short, as cS increases, the I-range decreases in IX units, but increases in absolute I units. This 
generalization held for all continuation plots studied. Across all of the sets of continuation plots studied, 
the smallest I-range in IX units was on the order of 2IX when cS ~75cD, and the largest was ~1000IX when 
cS = 1.1cD. The implications of these observation will be elaborated in the discussion in Sec. V. 
 
2. Qualitative dynamics 
Figure 4 illustrates the four distinguishable qualitative dynamical patterns observed in the 
continuation plots. The four dynamical patterns transform continuously from one into the next with the 
change of cS (most evident in Fig. 3(a)) but are nevertheless individually distinguishable. We gave these 
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qualitative names: hill, hook, peak, and plateau. The hill pattern (Fig. 4(a), column 1) begins at zero 
percent cell death at Imin and the cell death outcome percentage increases monotonically across the 
majority of the I-range (with some plateaus in between). The hook pattern (Fig. 4(b), column 1) shows a 
decrease in cell death percentage with increasing injury intensity at low I before its monotonical increase 
with I, giving this percent death curve the appearance of a hook. The peak (Fig. 4(c), column 1) and 
plateau (Fig. 4(d), column 1) patterns never reach zero percent death at low I (≥ Imin). The peak pattern 
shows an increase (peak) in cell death when I > IX (Fig. 4(c), column 1, arrow), followed by a decline, 
then increases to 100% death. The plateau pattern starts at ~45 % death at Imin that gently slopes upward 
before more quickly increasing to 100% death outcomes, resembling a plateau. 
 
 
FIG 3. The continuation plot at the parameter vector (cD, λD, λS, n, cV1, cV2, cK) = (0.5, 1, 0.5, 4, 1, 1, 1), showing 
as the percentage of death outcomes as a function of (a) I/IX and log(cS), and (b) I and cS/cD. In this example, both D 
and S initial conditions were calculated over the range (0, Smax*) for each curve. Each percent death plot curve is an 
injury course and the form of the injury courses transforms continuously across the continuation in cS. Each percent 
death curve ends at Imax.  
 
For all the continuation plots studied, the four qualitative patterns followed the same ordering (as 
illustrated in Fig. 3): plateau → peak → hook → hill from low cS to high cS values. What varied across 
continuation plots was the extent of the cS range occupied by one or the other of the dynamical types, the 
absolute I-ranges, and the number of IX units spanning the I-ranges. 
 
B. Dynamical types and time courses from initial condition (0, 0) 
Time courses across the I-range that begin only from the initial condition (D0, S0) = (0, 0) are of 
special importance in the context of the theory. We refer to them as “time courses run from initial 
condition (0, 0)” and notate as TC0. In the scope of the theory, altering initial conditions from (0, 0) 
represent therapeutic manipulations, as will be discussed in Sec. V. Time courses started only from (0, 0) 
represent the natural, unperturbed response of the cell to the acute injury across the injury course. Said in 
biological terms, TC0 represents the intrinsic responses of the cell to acute injury.  
The NA model gave two novel insights about TC0: (1) Each dynamical type possessed a 
corresponding qualitative pattern of TC0, and (2) given a TC0, there was one time course in which S was 
greater than in any of the other time courses. This greatest value of S in TC0 we notate Smax*, which is the 
maximal intrinsic total stress response for that cell type. 
TC0 associated with the hill dynamic type made long time courses in a range centered at IX that 
resembled a plateau in the plots of TC0 (see Fig. 4(a), column 2, with “plateau range” of long time course 
indicated by blue line). The hook dynamics displayed TC0 with roughly symmetrical, sharp time courses 
on both sides of IX (Fig. 4(b), column 2). For the peak and plateau type dynamics, their TC0 shared the 
(a) (b)
I
cS/cD
I/IX
log(cS)
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feature that the S time courses obtained higher values after IX. This, in part, explains how these dynamics 
extend survival outcomes for more IX units than the hill and hook dynamics: larger stress responses after 
IX allows the system to survive further into the injury I range. For the peak dynamic, the S time courses 
were more symmetrical around IX, whereas for the plateau dynamic, the S time courses were 
asymmetrical, being higher after IX. Most time courses in the TC0 for the peak and plateau dynamics were 
sharp except near IX. 
 
 
FIG 4. Column 1: Four types of qualitative dynamics obtained from solutions of Eq. (6). IX is marked by purple 
dashed line in column 1 panels. Column 2: The corresponding TC0 patterns obtained when time courses are 
calculated along the I-range from the initial condition (D0, S0) = (0, 0). Column 3: Plots of the D and S maxima of 
each time course of column 2 vs I/IX.  Smax* is the maximum value of S across the TC0 time courses in column 2. The 
input parameter vector (cD, λD, cS, λS) for each row is: (a) (0.5, 0.25, 37.5, 0.25); (b) (0.1, 0.5, 3.5, 1); (c) (0.075, 0.5, 
0.1875, 0.1); (d) (0.075, 0.075, 0.0825, 0.075). The percent death curves in column 1 were calculated over the initial 
condition range (0, 1.5) for D0 and S0. 
 
I 2 3
Smax*
Smax*
Smax*
Smax*
(a)
(b)
(c)
(d)
hill
hook
peak
plateau
plateau range
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Plots of the maximum values of each D time course (Dmax) and each S time course (Smax) across TC0 
displayed a greatest maximum value for both Dmax and Smax. This result does not occur in the autonomous 
model and is unique to the NA model. The greatest Smax (in Fig. 4, column 3) determines the value of 
maximum intrinsic total stress response Smax*. Each of the 5,832 primary parameter vectors (cD, λD, cS, λS) 
displayed a unique Smax* which ranged from 0.148 to 1. The notion that a cell has a natural maximum total 
stress response has important implications for cell biology and for therapeutics, which we will further 
elaborate in Sec. V. 
 
C. Initial condition ranges 
It was found that the qualitative dynamical pattern of a percent death curve changed as a function of 
the initial condition ranges, 0 < D0 < D0,max and 0 < S0 < S0,max. This is illustrated in Fig. 5 using the first, 
last, and middle parameter vectors from the 5,832 primary parameter vectors (cD, λD, cS, λS) to calculate 
the percent death curves under different initial condition ranges. In each plot, as the range of initial 
conditions approached zero, the percent death curve became binary with no cell death at I < IX and 100% 
cell death at I > IX. As the initial condition range approached infinity, the curve again became binary with 
percent death = 45% at I < IX and 55% at I < IX. In between these limits the percent death curve passed 
through all four qualitative dynamical types in the order of hill → hook → peak → plateau as D0,max and 
S0,max increased, which was the same ordering displayed by the cS continuation plots. 
 
  
FIG 5. Effect of initial condition range on qualitative dynamics, for (a) and (b) the first, (c) the middle, and (d) the 
last of 5,832 primary parameter vectors (cD, λD, cS, λS), which are (0.075, 0.075, 0.0825, 0.075) for (a) and (b), 
(0.25, 1, 3.125, 1) for (c), and (1, 1, 75, 1) for (d). (b) extends the I-range of (a) to show convergence of the percent 
death curves to their final values. The number next to each curve is the corresponding value of D0,max = S0,max used. 
 
This result held for all 5,832 combinations of the primary parameter vector (cD, λD, cS, λS). However, 
it was dependent on the parameters cv1 and cK being equal to 1. When cv1 ≠ cK, this result did not hold. We 
have not systematically explored the effect of changing cv1 and cK and save this for a future study. 
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When D0,max and S0,max were about 1.5, this was the last value of the initial condition maxima at which 
the percent death curves achieved 100% at I > Imax. When the initial condition maxima were >~1.5, the 
percent death curves no longer achieved 100% death at any I. Therefore, from the point of view of the 
theory, initial conditions with D0,max, S0,max >~1.5 are unphysical.  
Thus, the qualitative dynamics of a given input vector formed a continuous transition through the four 
types of percent death curves from the 0%/100% to the 45%/55% limit as initial condition ranges 
approached zero and infinity, respectively. Mathematically, the value of ~1.5 for the initial condition 
maxima is an arbitrary point along this transition. But from the biological viewpoint of cell injury, the 
value of ~1.5 marks the upper limit of physically-applicable initial condition ranges for Eq. (6). Thus, we 
come to the surprising conclusion that the NA model, under the tested parameter conditions, determines 
the natural range of initial conditions for the cell injury theory and this range is the same for all the input 
parameter vectors tested. 
In addition, our calculations indicate that the maximal stress response across TC0, Smax*, is not the 
maximum possible S across the natural range of initial conditions. As described above, Smax* ranged from 
0.148 to 1 for the 5,832 parameter vectors (cD, λD, cS, λS). When Smax* = 0.148, the maximum S across all 
time courses in the initial condition range [0, 1.5] was 1.64, an 11-fold increase over Smax*. When Smax* = 
1, the maximum S across all time courses in the initial condition range [0, 1.5] was 2.5, a 2.5-fold increase 
over Smax*. This result predicts the presence of a latent potential stress response capacity in cells that may 
be exploitable for therapeutic technology to halt cell death when I > IX.  
 
V. DISCUSSION 
There were five main findings from our analysis of the NA model of acute cell injury: (1) We 
observed four qualitatively distinct types of percent death curves that formed on a sequence of transition 
on the continuation plots. (2) Across the continuation plots there was an inverse relationship between the 
size of the absolute I-range and the number of IX units it contained. (3) The form of a percent death curve 
changed as a function of the initial condition range, and the change recapitulated that observed in the 
continuation plots. (4) Ultimately, all percent death curves exhibited the same behavior in the limits 
where initial condition ranges went to zero and infinity. (5) There was a “natural” interval of initial 
conditions, [0, ~1.5], for all input parameter vectors. This natural range of initial conditions allowed the 
maximum possible value for S to increase 2.5- to 11-fold over Smax*. We now discuss how these 
observations link to experimental and clinical biomedicine and their implications for therapeutic 
technologies. 
 
A. Status of the toy models of acute cell injury 
It is appropriate to begin with a discussion of the status of the models discussed here. One reason we 
refer to them as toy models is because we recognize the complexity of real biological injuries. This 
complexity stems from the fact that tissues, not individual cells, are the target of real acute injuries of 
relevance to human medicine [53]. A single type of tissue (e.g., heart, brain, etc.) is composed of several 
to dozens of major cell types in various proportions, and each cell type, such as neurons, may have many 
dozen variations. After acute injury, there is a complex interplay between individual cell type responses 
and the interactions of the various cell types, including immune system cells that have the ability to enter 
and exit the injured tissue. But in the final analysis, the tissue is constructed from individual cells. 
Our models take a reductionistic, bottom-up approach to first determine the behavior of the individual 
cells, the basic units of tissue, and then seeks to build increasingly complex models that ultimately will 
simulate injury to real tissues. The analysis of the NA model is an intermediary step in this progression, 
characterizing the behavior of individual cell types to acute injury, and setting the groundwork for more 
complex models to simulate real tissue injury. Hence, we have “gone back to basics” and sought a 
unifying theoretical framework by which to understand acute cell injury. The toy models have proven 
fruitful for giving new insights about acute cell injury, by retrodicting many known phenomena (e.g., as 
described in Refs. [17,20,47,52]), and by offering qualitative and semi-quantitative predictions, as we 
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now discuss. 
 
B. Injury Intensity Ranges 
In our previous study of the autonomous model [20], Imax was the injury intensity at which S* = 0 and 
S* remained zero for all I > Imax. This indicated an injury intensity so high that the cell’s final stress 
response was zero and the cell was annihilated very quickly after the injury. The concept of Imax takes on 
an analogous but more practical meaning with the NA model. In the NA model, Imax is the lowest I after 
which there is only 100% death outcome. This definition of Imax is not possible in the autonomous model 
because bistable states exist only in a limit range of I values and the I value at the top of the bistable 
regime could be less than Imax (e.g., as seen in Figs. 4C and 4D of Ref. [20]). 
In the NA model, survival outcomes exist all the way up to Imax, by definition. Thus, Imax sets the 
upper limit for any possible therapies designed to prevent cell death. The number of time course solutions 
with survival outcomes decreases as Imax is approached, suggesting a case of diminishing returns if the last 
survival time course is sought in a therapeutic context. Nonetheless, the NA model, unlike the 
autonomous model, provides a continuous range of injury intensities from Imin to Imax that guarantee the 
presence of survival outcomes. This provides a quantitative framework for the design of therapies 
intended to prevent cell death after acute injury, such as, for example, neuroprotection efforts to prevent 
neuron death after stroke [54,55]. 
The second feature related to the I-range was the inverse relationship where systems with large 
numbers of IX units occupied a small absolute I-range, and systems with large I-ranges contained less IX 
units. This result serves as a qualitative prediction of how real injured cell types should behave. From the 
viewpoint of developing therapies, this result makes clear that cell types that survive a larger absolute I-
range, in spite of how many IX units are contained in that I-range, are optimal targets for therapies simply 
because death can potentially be prevented over a larger range of injury intensities. 
 
C. Four Qualitative Dynamical Patterns 
In our study of the autonomous model we showed there were four distinct forms for the bifurcation 
curves that defined injury courses [20]. Similarly, Eq. (6) produced four distinct forms for the percent 
death curves that serve as injury courses in the NA model. In both cases, the four types made a continuous 
succession across continuation plots (Fig. 3 for the NA model, and Ref. [20] for the autonomous model), 
although mathematically, bifurcation curves and percent death plots cannot be directly compared because 
they are different mathematical entities. 
That different cell types display different dynamics after acute injury is well-known in medicine. For 
example, cardiomyocytes die in minutes to hours following exposure to moderate but lethal levels of 
ischemia after myocardial infarction [16]. After stroke, the penumbral neurons die many hours to days 
after exposure to equivalent ischemia intensity [56]. Such differences in post-injury behavior link directly 
to the four qualitative patterns that emerge from the models. The TC0 of the hill dynamics show long 
times to cell death around IX which is reminiscent of the behavior of penumbral neurons in stroke. On the 
other hand, the other three dynamical patterns, hook, peak, and plateau, show rapid decay to death when I 
> IX and one of these could serve to model the behavior of heart muscle cells to lethal injury after 
myocardial infarction. We thus conclude that the four basic dynamic patterns, corresponding to different 
model parameters that represent different cell types and injury mechanisms, provide a unifying 
framework to understand and quantify the responses of various cell types to acute injury. 
 
D. Initial conditions 
The physical interpretation of initial conditions in the context of the models is of vital importance. If 
D0 or S0 > 0, this means there is some pre-existing damage or activation of the stress responses, 
respectively, at the moment the injury of intensity I is applied. But how did D or S become nonzero in the 
first place? Clearly, something happened to the cell before application of the injury, and this is nothing 
other than that the cell was injured prior by a different injury. 
We alluded to this in Sec. I when speaking of the NA model as a basis for models of multiple injuries 
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over time. We introduced the basics of a multi-injury model (MIM) elsewhere [21], and its concept is 
relevant here when discussing the interpretation of initial conditions in the NA model: If two sequential 
injuries occur over time, the effect of the first injury on the second injury is that, at the instant of the 
second injury, the values of D and S in the cell will be nonzero. Thus, the place of a MIM is occupied by 
nonzero initial conditions in the NA model.  
Why is this important and what is it attempting to model? Two therapies have repeatedly shown to be 
highly effective in halting cell death after lethal injury in experimental animals and in some clinical 
circumstances. The first is “preconditioning” in which the tissue or cell is first exposed to a sublethal (I < 
IX) injury, then a time interval is allowed to pass (ranging from minutes to days depending on the cell 
type), before a lethal (I > IX) injury is applied [57-59]. In this case, there is no, or greatly reduced, cell 
death following the lethal insult. The second therapy is hypothermia, in which temperature is reduced 
prior to acute injury [60,61]. Like preconditioning, hypothermia results in greatly decreased cell death. 
Both methods are used experimentally but also in medical procedures such as transplantation [62] and 
some cardiac surgeries [63-65], and hypothermia is currently under intensive study as a therapy to slow 
brain damage in cardiac arrest patients [66]. Preconditioning, by definition, is two sequential injuries: the 
first sublethal, followed within a time span by a lethal injury. Hypothermia is also a form of injury, lethal 
at high intensity (e.g. large temperature reduction), but protective at moderate, sublethal intensities. MIMs 
are meant to model these types of circumstances. Therefore, when considering the role of initial 
conditions in the NA model, the nonzero D and S initial conditions are envisioned in these contexts and 
this is why we spoke earlier of nonzero initial conditions representing therapies in the models. 
We observed two important effects of initial conditions on the NA model. First, the form of a percent 
death curve was a function of the initial condition ranges. Second, there was a natural range of initial 
conditions in which the NA model produced physically plausible results.  
That the form of percent death curves changed with initial condition ranges is a sensible result. As 
D0,max increases, there will be more death outcomes, and as S0,max increases, there will be more survival 
outcomes. The net percentage of death outcomes will then be a function of the remaining parameters in 
the input vector. In the limit where the initial condition ranges go to zero, all percent death curves reduce 
to the same curve with the intuitive and idealized result that 100% survival occurs at I < IX and 100% 
death occurs at I > IX. On the other hand, in the limit where initial condition ranges go to infinity, we 
obtained the 45%/55% percent death curves. There is no way to make physical sense of this form of 
outcome in the context of real cell injury. This unphysical result occurred when D0,max = S0,max >~ 1.5 and 
applied to all input parameter vectors, leading us to conclude that a natural range of initial conditions 
emerged from the physical interpretation of the mathematics provided by the NA model. 
An important implication of the natural initial condition range is that any MIM formulation must 
respect these limits. If two NA models are summed over time to give a double injury model, the input 
parameter vectors cannot be arbitrary. Instead, the first injury must have an input vector that keeps the 
second injury within the [0, ~1.5] limit. A major future study will need to formulate and implement the 
natural initial condition range in the MIM framework. 
The natural initial condition range [0, ~1.5] was an unexpected finding to emerge from Eq. (6).  For 
TC0, the maximum possible values of D or S are 1 because we used the parameter constraint cV1 = cK = 1 
(see Appendix A) that confines trajectories to the unit plane. The natural initial condition range maximum 
of ~1.5 is only 50% greater than the TC0 maxima for D and S, putting this range in the same order of 
magnitude as the time course solutions. It seems fortuitous that these are on the same scale. Because we 
did not analyze outside the parameter constraint cV1 = cK = 1, we have no basis to attempt to explain this 
result, which will require a future study of a larger parameter space. However, that these are on the same 
scale lends credence to the interpretation, given in the next section, that S can be larger than Smax*. 
 
E. Maximum intrinsic total stress response Smax*: Basic and therapeutic considerations 
There has been much research to determine why hypothermia or preconditioning can prevent cell 
death after acute injury. However, both have evaded explanation in terms of the qualitative specifics of 
any given biological system. The analysis of the NA model offers new insights into this question. 
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We have shown that, given any TC0, one could identify Smax*. Thus, the NA model predicts that a 
given cell type will display a unique maximal intrinsic total stress response, Smax*. Currently, stress 
responses are understood mainly in terms of specific qualitative molecular pathways [67]. This level of 
understanding merely describes and catalogs stress responses expressed by cell types. There is a smaller 
literature on quantifying stress responses using classical kinetic and equilibrium expressions of products 
and reactants [68-70]. This approach is limited because: (1) cells are not at equilibrium and it is 
questionable if equilibrium expressions are applicable, especially following acute cell injury where the 
biology is in a constant state of transformation, and (2) it suffers from the problem of induction; that is, 
there is no guarantee that all possible molecular interactions are accounted for in the choices of products 
and reactants. Our theories use coarse-graining to account for all possible interactions, thus the problem 
of induction is avoided. Further, our equations are phenomenological and agnostic to the status of 
chemical equilibrium. Thus, while intended to quantify acute cell injury, the NA model, via the concept of 
Smax*, unintentionally provides a foundation for examining the quantitative biology of cellular stress 
responses. 
When initial conditions (D0, S0) were nonzero, there was at least one S time course for an input 
parameter vector that gave an S from 2.5 to 11 times larger than Smax*. This is a semi-quantitative 
prediction to emerge from the NA model: a cell’s total stress response can increase from its intrinsic 
maximum total stress response, Smax*, by an order of 2-10 folds. 
The occurrence of S > Smax* provides a dynamical explanation of how it is possible to prevent death at 
I > IX. It indicates that there is reserve stress response capacity available to the cell. Our theoretical results 
suggest that therapies such as preconditioning and hypothermia are accessing this reserve stress response 
capacity. That is, upon induction of the lethal injury, the reserve stress response capacity becomes 
accessible due to the prior sublethal injury such that S overcomes D in the subsequent lethal injury, 
leading to survival instead of death. In the standalone NA model, this is expressed by initial conditions, 
but as alluded to above, this can be explicitly modeled using a MIM. The theory thus can, in principle, 
calculate these situations and thereby provide a comprehensive catalog of system states that could be 
technologically exploited to develop quantitative therapy to halt cell death following lethal acute injury. 
 
VI. CONCLUSION 
We have conducted a systematic analysis on a nonlinear, nonautonomous dynamical model system 
for acute cell injury. We conclude that this NA model is a much improved model of acute cell injury 
compared to the autonomous model. The autonomous model was an important first step by showing that: 
(1) cell death following acute injury is a dynamical effect where the cellular and molecular specifics are 
not causal but instead serve to instantiate the dynamics, and (2) therapy is only possible when a fully 
specified system possessed both death and survival outcomes, which took the form of bistable attractor 
states in the autonomous model. However, the autonomous model also produced unrealistic output, for 
example, that for monostable I < IX the system always survived even as D0 → ∞. The NA model shows 
that, in general, across an injury course there are both survival and death outcomes, and, intuitively, the 
percentage of death outcomes increases with I up to Imax after which all outcomes are death. The NA 
model naturally produces Smax*, the unperturbed or intrinsic maximum total stress response, which was 
not observed in the autonomous model. The NA model sets intrinsic limits on the initial conditions with 
two consequences: First, unlike the autonomous model, there is not a potentially infinite range of initial 
conditions, but a physically relevant range of initial conditions, up to 50% more than the maximum values 
of D or S obtained from TC0. Second, and most importantly, the natural initial conditions demonstrate that 
S can be greater than Smax*, indicating there is reserve stress response capacity in the cell. The new 
concept of reserve stress response capacity can be used to give a dynamical explanation for therapies that 
are well-known to be effective at halting cell death after acute injury such as hypothermia and 
preconditioning. 
Taken in sum, the NA model offers new and deeper insights into the dynamics of acute cell injury. It 
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holds out the hope that it may be possible to develop quantitative and systematic medical therapeutic 
technologies that have the same robustness, precision, and therefore success, as technological applications 
based on quantitative physical theories. 
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Appendix A: Details of Numerical Calculation 
The NA model equation (6) cannot be solved analytically and thus numerical solutions were 
undertaken in Matlab using ode45 and the built-in parallel computing functions. The workflow was 
designed to optimizing computational time, minimize floating point errors, and maximize the range of 
parameters tested. The general workflow was the following: A total of 34,992,000 different values of 
input parameter vector (cD, λD, cS, λS, n, cV1, cV2, cK, I, D0, S0) were used to generate D and S time courses 
and the corresponding outcomes. Percent death plots were constructed across various I-ranges.  Because 
there were 27 cS chosen per cD (see below), continuation plots of 27 percent death curves for each of the 
216 combinations of (cD, λD, λS) were used to organize the time courses. The set of 216 continuation plots 
was repeated seven times across different ranges of initial conditions. The specifics are as follows. 
 
1. Initial Parameter Vector 1 
The 216 combinations of (cD, λD, λS) were constructed from:  
 
cD = [0.075    0.1    0.25    0.5    0.75    1] 
λD = [0.075    0.1    0.25    0.5    0.75    1] 
λS = [0.075    0.1    0.25    0.5    0.75    1] 
 
By Eq. (7), a strict parameter constraint of the model is cS > cD so that IX > 0. Thus, parameter cS was 
chosen as multiples of cD. Our studies showed that: (1) percent death plots tended to become uniform 
after cS ≈ 75cD, and (2) the following 27-valued choice of cS led to reasonably uniform spacing on log(cS) 
plots: 
 
cS = cD[1.1, 1.25, 1.5, 1.75, 2, 2.5, 3, 3.5, 4, 5, 6, 8, 10, 12.5, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 
70, 75] 
  
In addition, the following parameters were held constant for all parameter sets: 
 
n = 4; cV1 = 1; cV2 = 1; cK = 1 
 
where cv1 and cK scale the time course heights, the values of which gave rise to important parameter 
constraints as elaborated in Sec. IV. Setting them to 1 constrains D and S to the unit plane. Parameters n 
and cV2 were kept constant to simplify the analysis. Thus, initial parameter vector 1, IPV1, is defined as 
(cD, λD, cS, λS, n, cV1, cV2, cK). 
 
2. Determination of I-ranges 
The I-range (Imin < I < Imax) was determined for each IPV1 because Imax is specific for a given IPV1, 
recalling that Imax is the value of I after which there is only 100% death outcome for all subsequent I. To 
be computationally efficient, a two-step procedure was used to determine Imax. 
Step 1 incremented I in units of IX [as calculated by Eq. (7)] and calculated the D and S time courses 
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only from the single initial condition (D0, S0) = (0, 0). I was incremented until the S time course was 
effectively zero across all the time. The value of I at which this occurred was Itest. 
Step 2 calculated the outcome plane at Itest across a range of 100 initial conditions (as specified in the 
next subsection). If the outcome plane was 100% death, Itest was decremented by 1 IX unit until the 
outcome plane was <100% death and the prior value of I was taken as Imax. If the outcome plane at Itest 
was <100% then Itest was incremented in 1 IX unit, taking as Imax the first I to give an outcome plane of 
100% death. Thus, Imax was determined to within 1 IX unit. 
Once Imax was estimated, the I-range was divided into 60 equal increments (e.g. Imin = Imax/60), and 
each IPV1 was spawned into 60 initial parameter vector 2, IPV2, across Imin < I < Imax: (cD, λD, cS, λS, n, 
cV1, cV2, cK, I). 
 
3. Initial Conditions  
Seven initial condition ranges, 0 < D0 < D0,max and 0 < S0 < S0,max, with D0,max = S0,max, were studied 
over the interval [0, 2]. Each initial condition range was divided into 10 equal increments, and a 10x10 
grid of all combinations were constructed, giving 100 initial conditions per initial parameter vector 2. 
Negative initial condition values were not studied. 
 
4. Summary of parameter choices 
Eq. (6) was solved 34,992,000 times using input vector (cD, λD, cS, λS, n, cV1, cV2, cK, I, D0, S0). The 
quantitative summary of the choices of parameter vectors is: 
 
(1) 216 combinations of (cD, λD, λS) 
(2) 27 cS per (cD, λD, λS) combination → 216 x 27 = 5,832 combinations 
(3) 60 values across I-range → 5,832 x 60 = 349,920 
(4) 100 initial conditions (D0, S0) per (cD, λD, λS, cS, I) → 100 x 349,920 = 34,992,000 
(5) n = 4; cV1 = 1; cV2 = 1; cK = 1 for each run of the 34,992,000 parameter vectors. 
 
Most results reported in this paper were from this set of 34,992,000 runs with initial condition 
maxima D0,max = S0,max = 1.5. Additional calculations have been conducted for other 6 sets (each having 
these 34,992,000 parameter combinations) when choosing different values of D0,max = S0,max, with some 
results summarized in Table 1 of Appendix B. 
 
5. Time Course Durations 
Given around two orders of magnitude differences in the chosen range of several parameters, each 
input vector had unique durations for the D and S time courses. For every run of Eq. (6) described above, 
the time course solutions were passed through a subroutine to determine the ratios Dend /Dmax and Send 
/Smax, where Dend and Send were the last points computed for each time course (representing the results at 
late time stage), and Dmax and Smax were the maximum values of the respective time course. These ratios 
had to be < 1% to accept a pair of time courses as “completed”. If they failed this test, the time course 
duration was incremented by a factor of 5 until this test was passed. The minimum time course range was 
50 time units in 0.1 increments, and the maximum was 3,906,250 time units in 7812.5 increments.  
 
Appendix B: Outcome Determination 
Each of the 34,992,000 parameter vectors used in Eq. (6) produced a pair of D and S time courses. 
For Eq. (6), at t = ∞, (D, S) = (0, 0).  However, at late time stage with large t (e.g., at the end of each time 
course numerically calculated, with results Dend and Send), the dominant time course is always greater than 
the subdominant, which served as our effective definition of a winner-take-all model. Therefore, if Dend > 
Send, the outcome was death, and if Send > Dend, the outcome was survival. Given the above criteria for 
determining time course durations (Appendix A.5), Dend and Send were well within floating point limits.  
In our previous work presenting the method to express the solutions to Eq. (6) [52], we used the 
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maximum points of the D and S time courses to determine the cell outcome where Dmax > Smax 
corresponds to death and Smax > Dmax to survival. However, in the present study the extensive exploration 
of initial conditions revealed that maxima comparisons were inadequate across the parameter ranges. As 
shown in Fig. A1, when values of initial conditions were greater than or equal to time course maxima for t 
> 0, the overall maximum point would be the initial one at t = 0. When this occurred, it might or might 
not agree with the determination of outcome using the late-stage points of the calculated time courses.  
We quantified this disagreement on outcome determination and found, expectedly, the number of 
disagreements decreased as the range of initial conditions decreased, as shown in Table 1, column 3, 
where the initial condition range is expressed in terms of the maximum value of S across TC0, Smax* 
(column 1). Further, the effect was ubiquitous across primary parameter vectors (cD, λD, cS, λS), affecting 
over 95% of them when the maximum initial condition was > 0.25Smax* (column 2). Thus, in the present 
study we used the late-stage results of time course (i.e., end points of the numerical calculation) to 
determine outcome and did not use time course maxima. 
 
 
Figure A1: Example time course in which the initial condition, D0, was greater than any point along the D time 
course. In this example, at late time stage the S time course (green curve) is seen to dominate and therefore this 
solution to Eq. (6) is taken as a survival outcome. Input parameter vector (cD, λD, cS, λS, I) is (0.075, 0.25, 1.5, 0.75, 
0.28). 
 
TABLE 1: Quantification of outcome mismatches as a function of initial condition ranges. In Column 1, initial 
conditions are expressed as fold of Smax*. Column 2 shows the percentage of the 5,832 (cD, λD, cS, λS) primary 
parameter vectors (PPV) displaying mismatches in outcome determination between the maxima and end point 
methods (a PPV is counted as containing mismatch as long as any one of the (I, D0, S0) combinations corresponding 
to it displays the mismatch). Column 3 lists the percentage of all the ~35 million input parameter vectors displaying 
outcome mismatches.  
 
S0,max/Smax* % of PPV % mismatches 
2.00 99.9% 5.08% 
1.00 99.8% 2.62% 
0.50 99.2% 0.85% 
0.25 96.4% 0.33% 
0.125 86.7% 0.15% 
0.05 76.2% 0.06% 
  
D0 = 0.39, S0 = 0.025
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