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Adiabatic quantum transistors allow quantum logic gates to be performed by applying a large field to a quan-
tum many-body system prepared in its ground state, without the need for local control. The basic operation
of such a device can be viewed as driving a spin chain from a symmetry-protected phase to a trivial phase.
This perspective offers an avenue to generalise the adiabatic quantum transistor and to design several improve-
ments. The performance of quantum logic gates is shown to depend only on universal symmetry properties of
a symmetry-protected phase rather than any fine tuning of the Hamiltonian, and it is possible to implement a
universal set of logic gates in this way by combining several different types of symmetry protected matter. Such
symmetry-protected adiabatic quantum transistors are argued to be robust to a range of relevant noise processes.
I. INTRODUCTION
Quantum computers promise a computational speedup for
problems believed to be hard to solve using classical comput-
ers. There are many different architectures for the implemen-
tation of quantum computation (QC), each realising the same
computational power with different requirements on physical
hardware. Along with the canonical quantum circuit model,
there is measurement-based QC [1], adiabatic QC [2], holo-
nomic QC [3], and topological QC [4], as well as variations
that combine aspects from different models. One such hy-
brid scheme — the adiabatic quantum transistor (AQT) model
proposed by Bacon, Flammia and Crosswhite [5] — is ap-
pealing from a practical perspective, as it demands very min-
imal control requirements. This model is technically open
loop holonomic QC but draws upon aspects of all the afore-
mentioned architectures, and requires only the ability to pre-
pare the ground state of an interacting many-body Hamilto-
nian and perform an adiabatic application of a global control
field, without the need for any local control.
The AQT model builds upon earlier work on one-
dimensional quantum computational wires and their useful-
ness for measurement-based and holonomic quantum com-
putation [6–13]. These models are best understood in terms
of computation on information encoded in the correlations
amongst qubits in the ground state [6], which can also be
viewed from a very recent perspective as fractionalized edge
modes associated with the boundaries of symmetry-protected
phases of spin chains [11, 12]. In the measurement-based
model, a very precise relationship between the computational
properties of a spin chain and its symmetry-protected quan-
tum order was developed by Else et al. [13, 14]. Such a pre-
cise relationship is lacking in the open loop holonomic QC
setting, and so the general physical principles that define the
AQT models and give rise to their special properties are not
yet explored.
In this paper, we show that the operation of an adia-
batic quantum transistor can be viewed as driving the sys-
tem through a symmetric phase transition, from a symmetry-
protected (SP) phase to a trivial symmetric phase, using a
global control field. Within this perspective, we extend the
specific AQT gates defined using finely tuned model Hamilto-
nians in Ref. [5] to whole SP phases of matter, thereby further
reducing the control requirements for this scheme. Such adi-
abatic quantum transistors that are based solely on the prop-
erties of symmetry-protected phases can be called symmetry-
protected adiabatic quantum transistors (SPAQT).
This new perspective in terms of processing quantum logic
at the boundary of a SP ordered phase provides several other
natural generalizations of the AQT model. We explore the
degenerate ground state encoding used in the AQT model in
terms of the defining properties of a SP phase, and in doing so,
determine the quantum logic gates that can be implemented by
a spin chain referencing only the symmetries of a SP phase.
We show how multiple different logic gates can be performed
by preserving distinct subgroups of a larger symmetry group
during the evolution. Finally we address the issue of errors
within the model, drawing the distinction between errors to
which the model is inherently robust and errors which will
require standard fault tolerance constructions.
The paper is laid out as follows. In Sec. II we begin with
a brief review of symmetry-protected (topological) phases of
matter, followed by Sec. III with an explanation of the gen-
eral ground state encoding used for any SP phase and its
robustness properties throughout the phase. In Sec. IV, we
present the general process to implement an elementary logic
gate upon the encoded information by adiabatically shifting
a phase boundary between SP and trivial matter by a single
lattice spacing. We go on to describe the generic require-
ments needed to achieve a universal gate set with SP chains
in Sec. V. Then, building upon the basic gate construction,
we explain in Sec. VI how one can implement a symmetry-
protected adiabatic quantum transistor gate by adiabatically
traversing a symmetric phase transition from a SP to trivial
phase. We discuss the robustness of our proposed scheme to a
large class of realistic errors in Sec. VII, and conclude with a
discussion of these results and future directions in Sec. VIII.
Explicit details of the operation of an SPAQT based on the
Haldane phase of a spin-1 chain are presented in the Ap-
pendix, building on the results of Ref. [12] and offering sev-
eral new results.
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2II. SYMMETRY-PROTECTED PHASES
In this section, we review the definition of SP phases in one-
dimension, and their characterisation in terms of the second
cohomology class of a symmetry group. For further details,
see Refs. [13, 15, 16].
A zero temperature quantum phase is defined as a family
of uniformly gapped Hamiltonians (and their ground states)
on periodic, regular lattices of all finite sizes that are equiva-
lent under constant-length, adiabatic evolutions that preserve
a uniform gap. A richer set of phases arise when consider-
ing Hamiltonians that commute with a given representation of
a symmetry group. Allowing only adiabatic paths that also
commute with the symmetry, a SP phase is defined to be a
class of symmetric uniformly gapped HamiltoniansH that are
equivalent under such symmetry-respecting adiabatic evolu-
tions. We will consider only on-site symmetries, i.e., those
whose representations take the form of a tensor product of
the same representation Ug on each physical site, and hence
the symmetry condition is
[
U⊗Ng , H
]
= 0, ∀g ∈ G. (We
note that symmetries which are not on-site may also support
SP phases, but we do not consider these here.) We further
restrict our consideration to only those symmetric Hamilto-
nians possessing a unique symmetric ground state under pe-
riodic boundary conditions. In this setting distinct equiva-
lence classes emerge, the class containing a symmetric prod-
uct state is a trivial symmetric phase and other distinct classes
are called symmetry-protected (SP) phases.
A consequence of this definition is that no constant length,
gapped, symmetric adiabatic evolution of a ground state in a
non-trivial SP phase can map it to a product state. This can be
interpreted as being due to a non-trivial symmetry-protected
entanglement structure that persists in all ground states of a
SP phase [17]. In one dimension, we identify this entangle-
ment by a Schmidt rank greater than one across any bipartition
of the system. This entanglement can be intuitively under-
stood as arising from a pair of maximally entangled, fraction-
alised virtual particles localised on opposite sides of the bipar-
tition which cannot be disentangled by any symmetric adia-
batic evolution. There may also be some trivial entanglement
present across the bipartition that can be removed by sym-
metric adiabatic evolution and hence is not robust through-
out the phase and consequently not symmetry-protected. Only
the nontrivial, symmetry-protected entanglement persists in a
renormalisation fixed point state of a SP phase. A chain with
open boundary conditions can be viewed as a periodic chain
that has been cut open and had its boundaries separated. In
this case, the virtual particles at the boundaries are not corre-
lated, as they are separated by an arbitrary distance of gapped
bulk material with exponentially decaying correlations, and
because we have removed the relevant Hamiltonian term that
was coupling them, they become free. Hence a nontrivial SP
Hamiltonian on an open chain will possess some ground state
degeneracy that can be associated to these fractionalised edge
modes.
Because the Hamiltonian commutes with the symmetry, its
degenerate ground space is closed under the symmetry action.
We can therefore restrict the representation of the symmetry
group to the ground space. Because the symmetry group acts
locally in tensor product on the chain it cannot entangle the
two spatially separated edge modes and therefore acts as a
tensor product on the left and right edges modes, as V Lg ⊗V Rg .
While V Lg ⊗ V Rg must form a unitary representation of the
group, there is additional freedom in defining the individual
representations V L/Rg . In particular, we can allow an equal
and opposite phase in the multiplication rules of the group
action on left and right modes, i.e.,
V L/Rg V
L/R
h = ω(g, h)L/RV
L/R
gh , (1)
where ω(g, h)L/R is a function onG×G giving a U(1) phase
subject to ω(g, h)Lω(g, h)R being trivial (in the second coho-
mology sense explained below). The associativity of the mul-
tiplication enforces a constraint on the ω phases. We further
take equivalence classes under multiplication of each Vg by
some arbitrary phase function β(g) onG. The resulting equiv-
alence classes of phase functions ω onG×G form the second
cohomology group of the symmetryH2(G,U(1)) [18]. These
equivalence classes are in one-to-one correspondence with the
different SP phases possible in one dimension [15, 16], and so
provide a way of labeling the different SP phases. Given the
cohomology label of the phase the edge modes must transform
under some projective representation Vg of the group with the
specified cohomology.
III. SYMMETRY-PROTECTED GROUND STATE
ENCODING
In this section, we will describe how quantum information
can be encoded into the fractionalized degree of freedom as-
sociated with a single edge mode of a non-trivial SP phase of
a one-dimensional spin chain.
It is well known that topologically ordered phases of matter
provide families of quantum codes that are insensitive to the
microscopic detail of the Hamiltonian. Symmetry-protected
phases provide degenerate ground states with similar robust-
ness but only to errors that obey a certain symmetry condition.
The defining symmetries of a SP phase also provide uniform
global operations that enact logical transformations upon the
ground space. Remarkably both the encoding and global log-
ical operations are robust to local perturbations of the parent
Hamiltonian, so long as these perturbations are symmetric.
The essential property of a SP phase that enables us to en-
code information into the ground space is an equivalence of
the global symmetry operators and a projective representation
acting upon the edge mode. In many ways, these global sym-
metry operators are analogous to logical operators of a stabi-
lizer code, as they commute with the constraints (Hamiltonian
terms) that define the code and have a nontrivial action upon
the encoded information. In the particular example of the clus-
ter state model used to define the AQT of Bacon et al. [8],
which has a stabilizer parent Hamiltonian, these symmetry op-
erators are logical operators. In the general case, the terms in
the Hamiltonian whose ground space is the ‘code space’ do
not necessarily commute with one another.
3FIG. 1: A ground state of a symmetric Hamiltonian with one bound-
ary condition (right) fixed. Large (blue) spheres denote the spins of
the chain, each of which transform as Ug under the symmetry action.
A fractional particle, denoted on the right by a small (grey) sphere,
transforms as V edgeg . The left edge carries a fractionalized edge de-
gree of freedom (orange), transforming as U⊗Ng ⊗ V physg |E0 ∼ Vg .
The physical systems we consider for the remainder of the
paper are chains of spin degrees of freedom, with interactions
governed by a spatially local Hamiltonian
HN =
N−1∑
s=0
Hs (2)
where the Hs terms act on a constant number of spins around
site s and the energy scale is normalized such that ‖Hs‖ ≤ 1.
We only consider models where the energy gap ∆ between the
smallest set of quasi-degenerate eigenvalues (meaning their
energy spacing shrinks exponentially as the size of the chain
grows) and the next lowest eigenvalue (the first excitation) is
uniformly lower bounded by a constant as N increases. We
restrict our attention to models where the Hamiltonian’s terms
all commute with a representation of some symmetry group
G. The representations we will consider are N -fold tensor
productsU⊗Ng of some on-site unitary representationsUg , and
so the relevant symmetry condition is [HN , U⊗Ng ] = 0 for all
g ∈ G.
A. Isolating one edge mode
A one-dimensional spin chain with fixed boundary condi-
tions from a non-trivial SP phase provides two fractionalized
edge modes – one at each boundary – that can be used to en-
code quantum information. These edge modes can be qubits
or qudits (higher-dimensional generalisations of qubits), de-
pending on the dimension of the representation Vg . As the
two boundary modes must remain well-separated, for the pur-
poses of quantum computation it is useful to restrict to only
one of them; we choose the left edge mode. If the chain is
sufficiently long, the right mode may be ignored. For conve-
nience of description, however, we shall consider finite chains
and provide a conceptually simple way to terminate the right
boundary such that it can be subsequently ignored from the
description.
To isolate the left edge mode for our encoding, we terminate
the right edge by a symmetric coupling hedge to an additional
new particle. This coupling will remove the right edge from
the description, allowing us to focus purely on the left edge
mode. The new particle is required to transform under a pro-
jective representation of the symmetry V physg from the same
cohomology class as the left edge mode; see Fig. 1. This cou-
pling will be spatially local but may have to act on a number of
sites up to the injectivity radius [19] of a matrix product state
representation of the ground state such that it is possible to
achieve the desired coupling on the edge mode by acting only
on the physical level. The key importance of this boundary
fixing is that the global symmetry action changes as
U⊗Ng → U⊗Ng ⊗ V physg . (3)
Hence the symmetry now acts on the entire chain by a pro-
jective representation with the same cohomology class as the
remaining left edge mode. By making the global symmetry
projective, it allows us to directly identify the restriction of
the global symmetry action on the ground space with a single
irreducible projective representation Vg . Isolating one edge
also has the effect of forcing the ground space degeneracy to
be exact as the ground space now forms an irreducible projec-
tive representation of the symmetry group. In contrast, when
there are two edge modes there may be an energy splitting
that shrinks exponentially with the system size due to a weak
coupling between the edges that allows the two irreducible
projective representations to couple into a direct sum of uni-
tary representations with slightly different energies. Along
with convenience of description, avoiding this coupling has
the added advantage that it prevents phase errors accumulat-
ing due to the energy splitting of the quasi-degenerate levels
of the ground space.
B. Symmetry-protection of the encoding
A defining feature of 1D SP phases [13] is the identifica-
tion of the global symmetry’s action within the ground space
and the action of a projective symmetry on an emergent edge
mode, as
U⊗Ng ⊗ V physg
∣∣
ground space ∼ Vg . (4)
This identification persists throughout the whole SP phase and
we find it natural to think of these projective symmetries as
‘logical’ operators acting on the information encoded within
the ground space.
Any deformation of the Hamiltonian that maintains the
symmetry and a uniform lower bound on the spectral gap
gives rise to an adiabatic evolution that must remain in the
same SP phase. Hence, the identification given in Eq. (4) re-
mains valid throughout such an evolution, and because of this,
we can talk about the same projective symmetry action Vg on
the edge mode throughout the evolution. As we maintain the
symmetry at every point of the adiabatic deformation, the re-
sulting evolution within the ground space must commute with
this symmetry Vg . If the edge symmetry Vg is irreducible,
then by Schur’s lemma any adiabatic deformation within the
SP phase must necessarily act as the identity operation on the
encoded information (up to a global phase) and hence we say
that the information encoded into the ground space is pro-
tected by the symmetry of the SP phase. (We do not con-
sider the case where Vg is reducible, although we note that the
methods developed in the context of decoherence free sub-
systems [20–23] can be used to generalise our results to the
reducible case.)
4In summary, in this section we have considered adiabatic
deformations that strictly preserve the symmetry of the Hamil-
tonian. However, if an evolution changes the way the symme-
try acts, then the arguments given above do not necessarily
hold. It is precisely this fact that allows us to perform non-
trivial unitary gates upon encoded states using adiabatic evo-
lutions, which will be described in the coming sections.
IV. ELEMENTARY GATES
In this section, we demonstrate how an adiabatic evolu-
tion involving terms at the boundary between a non-trivial SP
phase and a trivial one can result in the implementation of a
protected quantum logic gate acting on the fractionalised edge
mode. This gate provides a generalisation of the holonomic
gates described in Ref. [12].
We first illustrate the functioning of this gate using a model
Hamiltonian that is representative of the SP phase, and subse-
quently show that the gate properties are generic throughout
the phase and independent of the microscopic details of the
Hamiltonian. For simplicity, we will only consider models of
SP spin chains with nearest neighbor interactions. (This con-
dition will hold for all 1D models after sufficient real space
renormalization.) We use the notation Hi,i+1 to indicate a
Hamiltonian term acting on sites i and i+ 1, such that the full
Hamiltonian H =
∑
iHi,i+1 describes a spin chain in a non-
trivial SP phase. We explicitly single out the interaction term
hedge that couples the spins near the right edge (siteN−1) to a
fractional particle (that transforms under the projective repre-
sentation V physg ) effectively fixing the relevant boundary con-
dition. (This could be thought of as modelling the left edge
mode of a semi-infinite SP chain.) We require that the Hamil-
tonian terms commute with the symmetry[
Hi,i+1, U
⊗N
g ⊗ V physg
]
= 0, ∀ i, g , (5)[
hedge, U
⊗N
g ⊗ V physg
]
= 0, ∀ g , (6)
and that the degenerate ground space transforms under an ir-
reducible projective representation of the symmetry
U⊗Ng ⊗ V physg
∣∣
ground space ∼ Vg , (7)
corresponding to the free, left edge mode.
We now construct a spin chain possessing a phase bound-
ary, with a trivial symmetric phase on the left of the boundary
and a non-trivial SP phase on the right. We model the trivial
phase by introducing a uniform symmetric field F that acts on
a single site, satisfies [F,Ug] = 0, ∀g, and possesses a nonde-
generate ground state |χ〉. Due to the symmetry condition, the
ground state |χ〉 carries a one-dimensional representation, i.e.,
a character χ : G→ U(1), such thatUg |χ〉 = χ(g) |χ〉. Writ-
ing Fi for F at site i in tensor product with identity elsewhere,
the uniform field Hamiltonian HF :=
∑
i Fi has a unique,
symmetric ground state and hence lies in a trivial symmetric
phase.
The Hamiltonian describing a boundary, localized at some
site j, between a trivial symmetric phase to the left of j and
FIG. 2: Snapshots of the evolution described by Eq. (10) at times
H8,3(0), H8,3(T/2) and H8,3(T ). The notation used is the same as
that in Fig. 1, with local fields depicted by (red) lines.
a SP phase to the right (with far right boundary fixed) is then
given by
HN,j :=
j−1∑
i=0
Fi +
N−2∑
i=j
Hi,i+1 + hedge . (8)
States in its ground space take the form of a tensor product
between a trivial symmetric phase described by |χ〉⊗j on sites
i < j and a SP ordered ground state on sites i ≥ j. The
symmetry acts within the ground space as
U⊗Ng ⊗ V physg
∣∣
ground space = χ(g)
j U⊗N−jg ⊗ V physg
∣∣
ground space
∼ χ(g)jVg . (9)
As discussed in the previous section, we assume that the pro-
jective representation Vg is irreducible.
The elementary gate is performed by adiabatically moving
the phase boundary one site to the right along the chain, from
j to j + 1, as depicted in Fig. 2. This is achieved by turning
off the two body Hamiltonian interaction Hj,j+1 and turning
on a symmetric field Fj . The adiabatic evolution is governed
by the time-dependent Hamiltonian
HN,j(t) =
j−1∑
i=0
Fi+f(t)Fj+g(t)Hj,j+1+
N−2∑
i=j+1
Hi,i+1+hedge
(10)
with f(0) = g(T ) = 0 and g(0) = f(T ) = 1. We require
T = Ω
(
1/∆3
)
to ensure adiabaticity, where ∆ is the mini-
mum spectral gap of HN (t) as t is varied. (To be precise, we
also require standard smoothness conditions on f and g [24].)
The adiabatic evolution induced by the parametrised
Hamiltonian of Eq. (10) is designed to commute with the sym-
metry and to preserve the ground space. We use this prop-
erty to enact a logical transformation on the SP edge mode
by decoupling the spin at site j into a symmetric state |χ〉
in tensor product with the remaining nontrivial SP phase on
sites j+1, . . . , N−1. This evolution moves the phase bound-
ary and the edge mode one site to the right along the chain
while simultaneously multiplying the projective symmetry ac-
tion on the edge mode by a phase χ(g)−1. That is, at the start
of the evolution the ground space carries an irreducible pro-
jective representation of the symmetry group given by Vg as
5in Eq. (4), and at the end of the evolution carries the irre-
ducible representation V ′g = χ(g)
−1Vg . This rephasing does
not change the cohomology class of the projective represen-
tation and hence does not alter the class of SP ordered phase
to the right of the phase boundary. However, it does allow the
evolution within the ground space W to act nontrivially on
the encoded information as specified by its intertwining of the
two irreducible projective representations
WVgW
† = χ(g)Vg, ∀ g , (11)
or, equivalently,
WVg = χ(g)VgW, ∀ g. (12)
In the case where χ is the trivial character χ = 1, Eq. (12)
together with Schur’s lemma imply that W = c I, ∃c ∈ U(1)
(since we are considering an irreducible representation). In
contrast, nontrivial characters may generate nontrivial evolu-
tions within the encoded subspace, but in that case we cannot
simply invoke Schur’s lemma to calculate the evolution.
For the remainder of this section, we will characterise the
evolutions W when χ 6= 1. We emphasise that our results
characterising the evolutions depend only on the symmetry
properties of the Hamiltonians and their ground states (which
persist throughout a SP phase), and not on any specific de-
scription of these Hamiltonians as in Eq. (10). We first recast
the conditions of Eq. (12) in terms of the fixed point of a par-
ticular channel. We then present some basic properties of this
channel and show that the fixed points of different channels
arising from the same SP phase form a faithful projective rep-
resentation of the abelianisation of the symmetry group (pre-
sented as Theorem 3). Finally we show how to construct fixed
points from tensors satisfying a certain natural symmetry con-
dition and give a simple example.
A. The group of elementary gates
We begin by expressing the conditions of Eq. (12) in terms
of the fixed point of a channel defined by the one-dimensional
representation (character) χ ∈ Gˆ, where Gˆ is the group of
one dimensional representations, and then show that the fixed
point is unique up to a phase.
Proposition 1. The conditions WVg = χ(g)VgW for all g
are equivalent to the condition that the matrix W is a fixed
point of the channel
Γχ( · ) := 1|G|
∑
g∈G
χ(g)Vg( · )V †g , (13)
Proof. To show the equivalence in the forward direction, we
note that if a matrix W satisfies WVg = χ(g)VgW for all g
then
Γχ(W ) =
1
|G|
∑
g
χ(g)VgWV
†
g
=
1
|G|
∑
g
χ(g)χ−1(g)WVgV †g
=
1
|G|
∑
g
W
= W . (14)
Conversely, if Γχ(W ) = W , then ∀ g ∈ G
VgW = Vg
1
|G|
∑
h
χ(h)VhWV
†
h
=
1
|G|
∑
h
χ(h)VghWV
†
h
=
1
|G|
∑
h′
χ(g−1h′)Vh′WV
†
g−1h′
= χ(g−1)
1
|G|
∑
h′
χ(h′)Vh′WV
†
h′V
†
g−1
= χ−1(g)Γχ(W )Vg
= χ−1(g)WVg . (15)
Lemma 2. The fixed point of the channel Γχ is unique up to
a phase.
Proof. We consider any two fixed point solutions W, W ′ for
the same channel Γχ and combine them to form the matrix
W (W ′)†. It is easy to see that W (W ′)† must be a fixed point
of the channel Γ1 (the channel given by the trivial character
χ = 1) as
Γ1
(
W (W ′)†
)
=
1
|G|
∑
g
VgW (W
′)†V †g
=
1
|G|
∑
g
χ−1(g)WVg (VgW ′)
†
=
1
|G|
∑
g
χ−1(g)WVg
(
χ−1(g)W ′Vg
)†
=
1
|G|
∑
g
|χ−1(g)|2WVgV †g (W ′)†
= W (W ′)†. (16)
Hence we must have W (W ′)† = c I, ∃c ∈ U(1) by Schur’s
lemma and the irreducibility of the projective representation
Vg .
These results show that the maps W satisfying Γχ(W ) =
W are determined, up to a phase, by the characters χ ofG. We
will therefore label the fixed point of Γχ by the matrix Wχ,
where we make an arbitrary choice of multiplicative phase
factor.
The next theorem reveals the group structure of the maps
Wχ.
Theorem 3. The fixed points {Wχ, χ ∈ Gˆ} of the channels
Γχ form a faithful projective representation of the abelianisa-
tion of the symmetry group G.
6Proof. LetWχ, Wϕ be the fixed points corresponding to char-
acters χ, ϕ respectively. Note the one dimensional represen-
tations of G form an abelian group under pointwise multipli-
cation, i.e., [χ · ϕ](g) := χ(g)ϕ(g). Then, by Lemma 2, the
fixed point Wχ·ϕ of the channel Γχ·ϕ is also unique up to a
phase. Now observe
Γχ·ϕ(WχWϕ) =
1
|G|
∑
g
χ(g)ϕ(g)VgWχWϕV
†
g (17)
=
1
|G|
∑
g
χ(g)ϕ(g)χ−1(g)WχVgWϕV †g
=
1
|G|
∑
g
ϕ(g)ϕ−1(g)WχWϕVgV †g
= WχWϕ.
and so WχWϕ is also a fixed point of the channel Γχ·ϕ.
Hence WχWϕ = α(χ, ϕ)Wχ·ϕ for some phase function
α : G′ × G′ → U(1), where G′ := G/ [G,G] is the abelian-
isation (maximal abelian quotient) of G. Because Wχ was
itself only defined up to a phase, the possible solutions form a
projective representation of G′. Furthermore, this representa-
tion is faithful, since the identity is a fixed point of Γχ if and
only if χ = 1 by the orthonormality of distinct characters.
The abelianisation appears because it is isomorphic to the
group of one dimensional representations of G. This abelian-
isation is a natural object in this context, since Γχ·ϕ = Γϕ·χ.
We emphasise, however, that being a projective representation
of an abelian group, the unitaries Wχ need not commute, only
‘commute up to a phase’, i.e., WχWϕ = eiθWϕWχ.
Theorem 3 represents the central result of this section,
in that it determines the set (actually a group) of unitary
logic gates that can be performed by adiabatically shifting
the boundary between a SP ordered phase and a trivial sym-
metric phase, as described by the Hamiltonian in Eq. (10).
This directly generalises the approach of Ref. [12] to arbitrary
groups, and moreover can be thought of as a generalisation of
this scheme to generate open loop holonomic gates via the ma-
nipulation of the phase boundary at the edge of a SP ordered
spin chain.
B. Constructing elementary gates from tensors
In the following, we provide an explicit construction of the
elementary gates using tensor network language, and in doing
so connect the elementary gates to the so called by-product
operators [13, 52] that arise in measurement-based quantum
computation (MBQC) using a SP phase [14]. We begin by
demonstrating some properties of the channels Γχ.
Lemma 4. The channels Γχ are orthogonal projectors.
Equivalently, Γχ ◦ Γϕ = δϕ,χΓχ.
Proof. For an arbitrary matrix M , we have
Γχ ◦ Γϕ (M) = Γϕ
(
Γχ(M)
)
=
1
|G|2
∑
g
ϕ(g)Vg
(∑
h
χ(h)VhMV
†
h
)
V †g
=
1
|G|2
∑
g,h
ϕ(g)χ(h)VghMV
†
gh
=
1
|G|2
∑
a,b
ϕ(b)χ(b−1a)VaMV †a
=
1
|G|2
∑
a,b
ϕ(b)χ(b−1)χ(a)VaMV †a
=
1
|G|2
[∑
b
ϕ(b)χ∗(b)
]∑
a
χ(a)VaMV
†
a
= δϕ,χΓχ(M) , (18)
where we have made use of the orthonormality of distinct
characters.
Finding the fixed points Γχ (Wχ) = Wχ of the chan-
nel is essentially the same problem as finding the symmet-
ric subspace of the representation χ(g)Vg ⊗ V ∗g , where ∗
denotes complex conjugation. We can see that the maps
Πχ :=
1
|G|
∑
g χ(g)Vg ⊗ V ∗g form a set of orthogonal projec-
tions by Lemma 4. The representation χ(g)Vg⊗V ∗g acts upon
the two virtual degrees of freedom associated to any single
site in a symmetric matrix product state (MPS) representation
of a renormalisation fixed point ground state in a SP phase;
see Fig. 3 and Refs. [13, 15, 16].
FIG. 3: The symmetry condition satisfied by a renormalisation fixed
point MPS tensor of a SP phase. A tensor A satisfying this condition
is referred to as a (Ug, Vg)-symmetric MPS tensor.
We can equivalently understand the virtual entangled states
acted upon by this representation in terms of a Clebsch-
Gordon matrix coupling the two projective representations to
a single representation on the physical level. We note that the
Clebsch-Gordon matrix is essentially the same object as the
fixed point MPS tensor but without any projection onto a sub-
space at the physical level.
We define a (Ug, Vg)-symmetric MPS tensor Aiα,β , i =
1, . . . , d and α, β = 1, . . . , D to be a tensor that obeys the
symmetry condition depicted in Fig. 3, i.e.,
D∑
γ,δ=1
(Vg)α,γ A
i
γ,δ
(
V †g
)
δ,β
=
d∑
j=1
Ajα,β ⊗ (Ug)j,i (19)
for all g ∈ G, where Ug is a unitary representation and Vg
a projective representation of G. This definition encompasses
the cases of fixed point MPS tensors and Clebsch-Gordon ma-
trices.
7The matrix A [ψ]α,β can be constructed by projecting the
physical leg of the tensor Aiα,β onto the state |ψ〉 ∈ Cd as
depicted in Fig. 4, i.e.,
A [ψ]α,β :=
d∑
i=1
Aiα,β 〈i |ψ〉 . (20)
Theorem 5. Given a (Ug, Vg) symmetric MPS tensor A (for
the same Ug, Vg appearing in Eq. (9)) the fixed point of Γχ is
Wχ = cA[χ] for some arbitrary phase c ∈ U(1).
Proof. By the symmetry condition in Fig. 3 and the transfor-
mation of |χ〉 underUg we have the property depicted in Fig. 4
from which it is clear that A [χ] is a fixed point of Γχ. Hence
by Lemma 2 we have Wχ = c A [χ] for some c ∈ U(1).
FIG. 4: A fixed point solution Wχ = A [χ] of the channel Γχ, con-
structed from a (Ug, Vg)-symmetric MPS tensor A, and describing
the adiabatic evolution within the ground space.
From this theorem, we also see, conversely, how to con-
struct a (Ug, Vg)-symmetric MPS tensor A from a set of solu-
tionsWχ to the channels Γχ for a given set of one dimensional
representations {χ} of G, i.e.,
A =
∑
χ
Wχ ⊗ 〈χ| (21)
as depicted in Fig. 5. For nonabelian groups, however, this
limits us to only considering unfaithful, abelian representa-
tions Ug on the physical level. This result is essentially the
same as that given in Refs. [13, 14] except that we have not
required the additional condition that the projective represen-
tation Vg is maximally noncommutative.
FIG. 5: A (Ug, Vg)-symmetric MPS tensor A constructed from a
fixed point solution Wχ of the channel Γχ.
Example: Haldane phase
We now present two simple examples of the gate construc-
tion described above. These examples are fixed-point states
in Haldane phases of spin chains with different local physical
dimension.
Firstly the Affleck-Kennedy-Lieb-Tasaki (AKLT) fixed-
point state [25], which is representative of the spin-1 Haldane
phase [26] protected by the group of pi-rotations about two or-
thogonal spatial axes (isomorphic to Z2 × Z2) represented by
spin-1 pi-rotation matrices. The choice of the axes of rotation
are arbitrary so let us fix them to be xˆ and zˆ. A nontrivial ir-
reducible projective representation of this group is given by
the Pauli matrices {I, σx, σy, σz}. The AKLT tensor A is
constructed by taking the sum over m = x, y, z of a tensor
product of the Pauli matrix σm with the 0-eigenstate |m〉 of
the corresponding spin-1 operator, i.e., Sm |m〉 = 0,
A =
∑
m∈{x,y,z}
σm ⊗ 〈m| . (22)
The states |m〉 transform under the spin-1 pi-rotations via the
character χm defined by χm(1) = χm(m) = 1, with all other
values −1. This tensor A is easily seen to be a (Ug, Vg) sym-
metric MPS tensor (where Ug is the group generated by the
spin-1 pi-rotations about xˆ and zˆ, and Vg is generated by the
Pauli matrices) because it is of the general form in Eq. (21)
and Fig. 5. Hence each matrix A [m] = Wm is the fixed point
of the corresponding channel Γm. We note that these maps
Wm form the Pauli group of a single qubit, which is a faithful
projective representation of the symmetry group Z2 ×Z2 that
protects the phase.
Our second example is given by the cluster state, a fixed-
point state in a Haldane phase of a chain of sites each con-
taining two spin- 12 particles, which is protected by the group
generated by Pauli σx matrices applied simultaneously to all
odd or even particles respectively (which is isomorphic to
Z2 × Z2). We group pairs of spins together, and the cluster
state can be written as a MPS with local tensor
A = 1⊗〈++|+σx⊗〈+−|+σz⊗〈−+|−iσy⊗〈−−| . (23)
The states |±±〉 clearly transform as characters of Z2×Z2 un-
der the on-site representation Ug generated by σx⊗1 , 1 ⊗σx.
One can readily verify the MPS tensor A is (Ug, Vg) symmet-
ric (for Ug the on-site representation mentioned above and Vg
the projective representation generated by the Pauli matrices)
and is of the particular form given in Eq. (21) and Fig. 5. This
immediately yields that the maps Wχ are Pauli matrices.
C. Section summary
In this section, we have introduced the basic adiabatic evo-
lution that moves the boundary between a trivial symmetric
and SP phase along a chain by one site. This evolution has
the effect of moving the information encoded into the edge
mode at the boundary spatially while simultaneously apply-
ing a nontrivial evolution determined by the symmetric field
applied. We have shown that the abelian group action (one-
dimensional representation) χ of the symmetry group on the
trivial ground state completely specifies this evolution on the
encoded quantum information. The one-dimensional repre-
sentations form an Abelian group, and the associated evolu-
tions form a projective representation of this abelianisation of
8the symmetry group G. We also showed how to construct ex-
plicit solutions starting from the symmetric tensors of an ex-
act MPS description of a fixed-point ground state. Again, we
emphasise that our construction makes use only of symmetry
group properties, and thus properties of the zero-temperature
phase, and not of any specific form of the Hamiltonian.
V. EXTENDING THE SET OF LOGIC GATES
As we have shown, symmetry-respecting adiabatic evolu-
tion of the fractionalised edge mode at the boundary of a SP
phase allow us to perform certain quantum logic gates, specifi-
cally, those given by a projective representation of the abelian-
isation of the symmetry group. This is related to similar re-
sults for MBQC using the ground state of a non-trivial SP
phase [13, 14], wherein the identity gate can be performed
perfectly throughout the phase, up to some unitary correction
operators that depend on the measurement results. These spe-
cial quantum logic gates ‘commute up to a phase’, and in ad-
dition they act only on a single encoded qudit. As such, they
cannot form a universal gate set for quantum computation. We
now explore ways to supplement this elementary gate set with
additional operations to make it universal.
To implement additional logic gates in the standard MBQC
model, and similarly in the AQT model, measurements or
fields that do not respect the symmetry of the phase are em-
ployed. One would not expect these unprotected operations to
function uniformly well throughout a phase, but instead would
depend on the microscopic details of the Hamiltonian. For
this reason, we do not explore this direction further. We point
the interested reader to two recent proposals that employ ad-
ditional ingredients to endow such gates with protection, by
imposing additional symmetries (that are not both unitary and
on-site) [53] or via the inclusion of an additional decoupling
procedure between gates [54].
An alternate approach to achieve more general logic gates is
to employ several different types of SP matter, each with an in-
herent symmetry protecting a distinct gate that together make
up a universal set. The techniques of Ref. [12] can be used to
illustrate this idea using a particular, well understood exam-
ple based upon the spin-1 Haldane phase, described in detail
in Appendix A. For a universal set of single qubit gates, we
exploit the fact that both Z2 × Z2 pi-rotation symmetry about
two orthogonal spatial axes and full SO(3) rotation symme-
try protect the same edge modes on a chain of spin-1 particles.
By choosing three distinct SP phases, each protected by a dif-
ferent embedding Z2 × Z2 ⊂ SO(3), we can implement the
Hadamard gate (requiring one distinct phase) and the pi/8-
rotation gate (requiring a combination of two others) that to-
gether yield a universal single qubit gate set. We note that the
protected gates performed using a single embedding require
us to explicitly break the SO(3) symmetry down to a sub-
group, and thus are not compatible with any other embedding.
To perform multiple gates protected by different embeddings
requires different SP phases, to achieve this one could make
use of large (bulk) regions of the requisite nontrivial SP phase
for each gate, connected to one another by bulk regions which
satisfy the full SO(3) symmetry. This perspective naturally
leads us to the quantum transistors discussed in the next sec-
tion.
To achieve a universal gate set for many qubits, we comple-
ment the single qubit gates with a nontrivial entangling gate
(equivalent to a controlled-phase gate up to local Pauli op-
erations) on two qubits achieved within a SP phase of two
coupled spin-1 chains. This SP phase is shown to be pro-
tected by a semi-direct product symmetry (Z2 × Z2)o Z4 ⊂
SO(3) × SO(3) embedded within the rotation group of two
decoupled chains, which protects the same edge modes as the
full SO(3) × SO(3) symmetry in this case. This example
is based upon the work in Ref. [12] but goes beyond, as ex-
plained in detail in Appendix A, with proof of the previously
unknown fact that the full gate set is symmetry-protected. Our
approach differs from Ref. [12] in that they consider a contin-
uous, dynamical embedding Z2 × Z2 ⊂t SO(3); we have
avoided this and use three fixed embeddings.
Although the above example is specific to the group SO(3),
it is shown in Ref. [27] that for both SO(2k + 1) and SU(k)
there exist discrete, abelian subgroups protecting the same SP
phase as the full continuous symmetry. Hence we expect in
these cases that a similar approach could be employed to gen-
erate a desired set of symmetry-protected gates by using dif-
ferent embeddings of the discrete subgroup that protects the
same edge modes as the full continuous group.
The single qubit untwisted cluster gate described in Ref. [5]
also falls into our framework (see [13] for a description of the
analogous MBQC description of the cluster state), while the
twisted cluster gates of Ref. [5] do not as they employ fields
that do not respect the Z2 × Z2 symmetry. Hence we expect
such gates to function well only near exact fixed points of a
SP phase such as the AKLT point or cluster state. Further-
more, their method for implementing two qubit gates does not
possess an irreducible edge mode. This raises the possibility
of finding two qubit couplings that do not support irreducible
edge modes but are still capable of generating unique logi-
cal evolutions outside the natural gate set of the specific SP
model. However, there may not be the same robustness of
the edge mode encoding if the coupling Hamiltonian in such
a process is varied, since the edge modes are no longer irre-
ducible and hence not protected throughout the phase.
VI. REALISING A TRANSISTOR
In the previous sections, we showed that quantum logic
gates acting on the information encoded in the fractionalised
edge modes defined at the boundary of a nontrivial SP phase
can be performed using local adiabatic evolutions. In this sec-
tion, we will generalise the notion of an adiabatic quantum
transistor, defined by Bacon, Crosswhite and Flammia [5], to
show that our logic gates can also be performed by applying a
global field across the whole chain simultaneously in the adi-
abatic limit.
For a spin chain of length N , let HSPV be a Hamiltonian in
a non-trivial SP phase whose ground state transforms via the
projective representation Vg of G associated to a fractional-
9FIG. 6: Snapshots of the evolution described by Eq. (26) at times
H8(0), H8(T/2) and H8(T ). The notation used is the same as that
in Fig. 1 and Fig. 2. The orange shading indicates the support of the
quantum information that is initially localised in the left edge mode,
which then becomes delocalised across the whole chain and ends up
in the physical particle at the right edge.
ized left boundary, as in Sec. III. Let Htrivχ be a Hamiltonian
describing a uniform field applied to the chain on all but the
right boundary, with a non-degenerate ground state that trans-
forms under G with character χ. As a model, let
HSPV =
N−2∑
i=0
Hi,i+1 + hedge , (24)
Htrivχ =
N−1∑
i=0
Fi , (25)
as described in Sec. IV, although our results are not restricted
to Hamiltonians of this form and apply throughout the respec-
tive SP and trivial phases of any two such Hamiltonians. We
consider an adiabatic evolution initiated entirely within the SP
phase and to which a global field is then applied, given by
HN (t) = f(t)H
triv
χ + g(t)H
SP
V , (26)
where again f(0) = g(T ) = 0 and g(0) = f(T ) = 1. To en-
sure adiabaticity, we again require T = Ω
(
1/∆3
)
, with ∆ the
minimum spectral gap of HN (t). With this time-dependent
Hamiltonian, it is clear that we are driving the system through
a symmetric phase transition from a SP phase to a trivial
symmetric phase. Furthermore, the unitary evolution on the
ground space will be the same Wχ no matter what point of
the SP phase we start in, and hence the evolution is truly a
property of the whole phase.
We note that the assumption of adiabaticity is significant,
given that, in the thermodynamic limit (N→∞), this evolu-
tion will pass through a phase transition. The total time T will
be much longer than that of the single spin evolution of Eq. 10
as the minimum gap ∆ will approach zero as the system size
grows (although remaining nonzero for any finite size). The
exact rate at which the gap closes will determine the efficiency
with which we are able to simulate circuits on single or mul-
tiple qudits (dependent upon the coupling Hamiltonian) and
the required time must not increase by more than a polyno-
mial factor for the scheme to be viable. Hence, we require
that the gap can be bounded from below by the inverse of a
polynomial in the system size, ∆ = Ω (1/poly(N)).
There are relatively few techniques for bounding the spec-
tral gap of arbitrary Hamiltonians, and so one does not expect
to prove efficiency in general for all SP phases. However, as
noted by Bacon et al. [5], a proof for a universal gate set would
be an important step. For 1D systems we take a different ap-
proach to argue for efficiency, making use of the fact that all
ground states of gapped 1D Hamiltonians are well approxi-
mated by MPS [28, 29], and that the circuit to construct an
MPS is in general linear in the chain length N . Even under
completely symmetric evolution, any SP state (with an exact
MPS representation) can be mapped to a product state by a
circuit of depth O(N) [30] by taking the standard circuit to
construct the MPS representation of the state and applying its
inverse. This circuit will also commute with the symmetry,
provided that the MPS tensors are symmetric. Furthermore,
this scaling should be optimal as we expect one edge must
communicate with the other edge to complete the disentan-
gling map to a product state. In principle, then, there could
exist O(N) length symmetric adiabatic evolutions that map
from a trivial phase to a SP phase (and similarly between SP
phases). As such, we expect that generic adiabatic evolutions
generated by the application of a field for a period scaling
polynomially with the system sizeO(poly(N)) will pass from
SP to trivial phase, and these may even be as fast as O(N).
Another interesting and relevant aspect of the efficiency is-
sue is addressed in the work of Dziarmaga and Rams [31, 32],
investigating the adiabatic traversal of symmetry-breaking
phase transitions in one-dimensional quantum spin models. In
comparison to the uniform application of a global field driving
the system through a phase transition, it is found that sweep-
ing a spatially-varying field profile sufficiently slowly across a
chain leads to a polynomial speed up in the time required for
adiabatic traversal. In addition, the slow sweeping can lead
to an exponential suppression in the density of thermal er-
rors. We expect that similar results should apply at least in the
case of an abelian symmetry group with maximally noncom-
mutative factor system [27] as there exist locality-preserving
mappings between the symmetry broken and SP phases in this
case. This approach may also become natural when trying
to implement a full circuit, as we envision sweeping a uni-
form field sufficiently slowly across a network of SPAQTs ar-
ranged to simulate the circuit so as to only address a number
of SPAQT gates in parallel at each time step, rather than ap-
plying the field simultaneously to the whole complex network
(by sweeping we hope to avoid the kind of trade off described
in [33]). Finally, we note that the adiabatic sweep can be run
in reverse, which could be advantageous if, as is suggested
in Ref. [31, 32], the thermal errors generated by the sweep-
ing field propagate ahead of the phase transition wave front.
In this situation, the excitations will be swept away from the
edge mode on the SP portion of the chain and into the trivial
phase.
VII. ERRORS AND THEIR EFFECTS
The SPAQT offers some natural robustness to a variety of
errors that could occur in a quantum computation. In this sec-
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tion, we will survey the various error channels for this scheme,
following the outline of the discussion in Bacon et al. [5]. See
also [34] for a more thorough analysis of error channels rel-
evant to holonomic adiabatic quantum computation using a
many-body ground state.
As our model is technically adiabatic open loop holonomic
quantum computation, the result that general holonomic quan-
tum computation can be performed fault-tolerantly [35] are
relevant, although the construction in Ref. [35] does not lend
itself directly to our framework. Nonetheless, it shows in prin-
ciple that a holonomic scheme for universal quantum compu-
tation such as ours can be made fault tolerant. The question of
whether we can design such a fault-tolerant construction while
preserving the desirable physical properties of our scheme is
open.
As a first requirement, our scheme relies on the existence
of robust non-trivial SP phases, for example the Haldane
phase [36, 37] and topological insulators [38], which have
been observed in both condensed matter and cold atomic sys-
tems. In particular, we require that SP phases should still exist
for small non-symmetric Hamiltonian perturbations and small
nonzero temperatures. We note that recent studies have shown
that localization through disorder in SP phases can provide
some robustness to the fractionalized edge modes [40].
Each individual SPAQT is inherently thermodynamically
protected from all symmetric errors due to the irreducibility of
the edge mode representation within the ground space and the
energy gap to the excited states. In this sense, our encoding
is essentially a decoherence free subspace [22, 23] for sym-
metric errors. This property can be combined with dynami-
cal decoupling pulses [39] implementing all global symmetry
transformations in order to symmetrize the noise operators to
a certain order in perturbation theory. Performing such se-
quences would then provide thermodynamic protection from
these now symmetrized errors, as they must act as the iden-
tity on the ground space to the same order of approximation.
However, this scheme may not suit the adiabatic implemen-
tation in practice as the dynamic decoupling requires active
application of fast pulse sequences to implement global sym-
metries throughout the evolution.
Any errors that have the sole effect of changing the energy
eigenspace of the chain during the adiabatic evolution should
be equivalent to having an excited state (or superposition of
excited states) at the end of the computation, where the Hamil-
tonian consists of purely uniform local fields. We restrict our
attention to the case of a single excited state, as any superpo-
sition can be collapsed by measuring each spin in the basis
of the field being applied to it. We can understand such an
error as causing some of the spins to end up in excited eigen-
states of this applied field. Provided that the eigenspaces of
the field are nondegenerate, the excited state should transform
as some irreducible representation ϕ : G→ U(1) of the sym-
metry. If we label the excited state by |ϕ〉 then the effect of
this error is precisely to implement the gate Wϕ in place of
the Wχ that would have occurred without the error (there may
also be a global phase factor due to the Wϕ matrices forming
a projective representation). Upon measuring all the spins in
the trivial phase at the end of the evolution, we can in princi-
ple determine what excitation errors have occurred during the
computation and furthermore collapse a superposition of such
errors into the energy eigenbasis of the applied field.
A subtlety we have overlooked thus far is the possibility of a
small accidental, adiabatic deformation away from the desired
final state of the applied field. While this would seem easy to
suppress in practice by simply applying a stronger uniform
local field it does not cause any change in the intended logic
gate so long as the deformation is symmetric. The only effect
this may have is to entangle the encoded information at the
edge of the SP chain with some spins in the trivial phase near
the phase boundary. This could necessitate some operation
to disentangle the logical information, again, measuring the
spins in the basis of the applied field should suffice with high
probability.
A. Protection through delocalisation
For the remainder of the section, we speculate about some
possible fault tolerant properties of the encoding we use at dif-
ferent points in a SP phase. The ground state encoding is asso-
ciated to a gapless edge mode and it is known to be localised
to the edge in the following sense: there is a renormalisation
fixed point of the phase in which the information is strictly lo-
calised to a single physical site and as we follow a symmetric,
adiabatic path this mode spreads out up to the point where it
persists across the majority of the chain at a phase transition.
This implies that the encoding will possess different degrees
of inherent robustness to local errors. As noted by Bacon et
al. [5], at an exact fixed point and at the decoupled end point
of the adiabatic evolution in Eq. (26), the encoded information
is essentially as unprotected as a bare qubit. They propose a
solution to this by scheduling the adiabatic evolution to spend
a minimal amount of time at the beginning and end of the
computation, where the gap is almost constant and the infor-
mation is unprotected. They go a step further and conjecture
that the encoded information is inherently robust to local er-
rors during the middle of the adiabatic evolution where it is
maximally delocalised over the bulk of the chain, see Fig. 6.
We note that even for points in a SP phase that are a constant
distance from the fixed point, the encoded information could
spread over a constant number of sites that is sufficiently large
to protect against errors that act independently on single phys-
ical spins. An analysis of the general case is complicated by
the fact that, if the parent Hamiltonian consists of commut-
ing terms, then the information lives precisely on the single
physical edge spin and is therefore unprotected. Hence any
inherently robust encoding must have non-commuting Hamil-
tonian terms, and analysing the precise properties of such an
encoding would be difficult. We further propose that dur-
ing computation, when no measurements are necessary, one
should take advantage of the inherent robustness of points in
the phase where the edge mode is spread out. In particular we
consider starting and finishing the computation at such points,
rather than the points with exactly localised encoded informa-
tion described by Eq. (26).
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B. Nonsymmetric errors
Finally, we consider the most general nonsymmetric error
operators. For a generic Hamiltonian in a SP phase, there
will be a nontrivial dispersion relation, hence, localized er-
rors will propagate across the chain. We believe that it should
still be possible to deal with these errors by globally cooling
the system while sweeping a field to implement the computa-
tion. In this case the errors can only propagate a certain mean
path length determined by the temperature of the memoryless
cooling reservoir to which the chain is coupled. Then with
high probability the region which could possibly be effected
by each error is of constant size in time and space and should
be uncorrelated with other errors. Hence we expect that such
an error should be correctable by simulating standard fault tol-
erant circuit constructions such as Ref. [41] with the SPAQTs.
It may be possible to formalize the above analysis by treat-
ing the spin chain as weakly coupled to a bath where the open
system dynamics can be described by a master equation. In
some such cases it has been shown that the light cone of in-
formation spread can asymptote to a finite region [42]. Fur-
thermore the presence of some weak disorder in the system
could have a similar effect in localizing the excitations caused
by errors such that they can be corrected using the procedure
described above [40].
VIII. CONCLUSION
We have argued that material properties of SP phases make
them natural systems to use when designing adiabatic quan-
tum transistors, in loose analogy to the use of semiconduc-
tor materials in building classical transistors. We have pro-
posed an understanding of the operation of an adiabatic tran-
sistor in terms of driving a spin chain through a phase tran-
sition from a symmetry-protected phase to a trivial symmet-
ric phase. This perspective also extends the understanding of
Hamiltonians that lead to adiabatic quantum transistor gates
from finely tuned exact models to whole SP phases of mat-
ter, thereby further reducing the control requirements of the
scheme. We would particularly like to highlight the fact that
the logical transformations implemented by a SPAQT depend
only upon symmetry properties that are universal to a whole
SP phase.
We further hope that our general approach can be applied
to a broad range of situations to characterise useful properties
of particular fine tuned parent Hamiltonians in terms of more
robust and universal properties of whole quantum phases.
Finally, we put forward the conjecture that our scheme may
be adaptable to exploit the inherent protection of 2D topologi-
cally ordered surface states of 3D SP or topological bulk mate-
rials [43], thus achieving inherent fault tolerance of the infor-
mation encoded into the edge mode. We also conjecture that
our schemes extends, in a natural way, to currently engineer-
able topological wires with Majorana edge modes [44–47]
which are fermionic analogs to the (bosonic) SP spin chains
studied here.
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Appendix A: SPAQT with the Haldane phase
In this appendix, we analyze the model of Ref. [12] as an
example of a SPAQT. Much of the material presented here is
a review of the details of Ref. [12], expressed in the language
and notation of the present paper for clarity; however, several
new results are included. First, we demonstrate that the two
qubit gate of Ref. [12] is associated with a non-trivial symme-
try protected phase of two spin chains (while this was previ-
ously only known to hold for the single qubit gates). Second,
we demonstrate how combining evolutions under several dif-
ferent discrete symmetry groups give rise to a universal gate
set. Together, these facts confirm the claim that the model of
Ref. [12] falls into our framework.
FIG. 7: A Haldane chain of spin-1 particles with open (top) and and
one fixed (bottom) boundary conditions.
1. Encoding in the Haldane phase
In this section, we review the spin-1 Heisenberg chain pro-
posed in Ref. [12] for holonomic quantum computation. We
consider a 1D chain of spin-1 particles that locally interact via
a pairwise, symmetric, antiferromagnetic coupling, favoring
local anti-alignment of neighboring spins. A two-body, near-
est neighbor Hamiltonian which describes such an interaction
with full SO(3) rotation symmetry is
HHaldane = J
∑
i
(
~Si · ~Si+1 − β
(
~Si · ~Si+1
)2)
, (A1)
where J > 0 for an antiferromagnetic coupling. This Hamil-
tonian describes the Heisenberg model at β = 0 and the
AKLT model at the point β = − 13 . These two models lie
within a common phase – the Haldane phase – corresponding
to the range −1 < β < 1 in the SO(3) symmetric Hamilto-
nian (A1), and characterised by fractionalized spin- 12 bound-
ary degrees of freedom throughout this parameter range. This
is an instance of a SP phase protected by the SO(3) rotation
symmetry, with the boundary spins described by the spin- 12
projective representation of SO(3).
The states of the spin- 12 boundary degrees of freedom la-
bel a fourfold degeneracy (in the thermodynamic limit) in the
ground states of the spin chain. To be precise we note that for
any finite chain there is a small splitting between the energy
eigenvalues of the set of ground states corresponding to the
singlet and triplet states of the edge modes. This splitting de-
cays exponentially as the size of the system grows, while the
gap to the first excitation converges to a non-zero value. This
is due to the general property that correlations decay expo-
nentially in gapped ground states, causing the strength of the
interaction between the two edge modes to decay accordingly.
As described in Sec. III, we consider coupling one boundary
to a real spin- 12 which possesses a nontrivial, projective rep-
resentation of the symmetry group with a cohomology class
label, inverse to that of the boundary mode. This effectively
purifies that edge mode and removes the fractional degree of
freedom. The product of the emergent mode Hilbert space
with that of the real spin- 12 is now equivalent to a linear rep-
resentation of the symmetry. Hence, coupling at one bound-
ary breaks the (near) fourfold degeneracy of the ground states
down to a twofold degeneracy (which is exact, even for a fi-
nite sized system) corresponding to a single spin- 12 boundary
13
mode.
HHaldanem,n = J
n−1∑
i=m
(
~Si · ~Si+1 − β
(
~Si · ~Si+1
)2)
+J ~Sn·~sn+1
(A2)
The purification of one boundary, effectively fixing that de-
gree of freedom, reduces the dimension of the degenerate
ground space to two. We identify the logical Pauli operators
on this subspace with global conserved quantities, generated
by the symmetries of the Hamiltonian
Σmˆn =
 n⊗
j=1
exp(ipiSmˆj )
⊗ exp(ipi
2
σmˆ) (A3)
=
n⊗
j=1
(
I − 2(Smˆj )2
)⊗ iσmˆ (A4)
These operators form a nontrivial projective representation of
SO(3), with the same second cohomology label as the 2D
spin- 12 representation. The logical operators of the single en-
coded qubit are ZL = Σzˆn and XL = Σ
xˆ
n. The encoded spin-
1
2 degree of freedom spanned by the eigenstates of these op-
erators within the degenerate ground state is identified with
the state of the gapless boundary mode. This encoding per-
sists throughout the SP phase since it relies only on conserved
quantities generated by the symmetries of the whole phase and
the ground state degeneracy that is protected by this symme-
try.
We note that the Haldane phase can be protected by the
Abelian subgroup D2 = Z2 × Z2 ⊂ SO(3) [48]. We
can think of this group D2 as being embedded in the natural
SO(3) symmetry, corresponding to a subgroup generated by
pi-rotations about two orthogonal, spatial axes. The relaxation
of the symmetry condition allows us to explicitly consider D2
symmetry respecting local fields of the form (~Smˆ)2 acting on
single spin sites along the three spatial axes which define the
embedding ofD2 ⊂ SO(3). For an explicit embedding ofD2
generated by pi-rotations about two orthogonal axes mˆ, mˆ⊥,
we can use the local fields (~Smˆ)2, (~Smˆ
⊥
)2 and (~Smˆ×mˆ
⊥
)2
without breaking the symmetry.
In the next section we will use these symmetry respecting
fields to generate logical evolutions of the encoded qubits.
2. Single-Qubit Gates
In this section, we continue reviewing the results of
Ref. [12], demonstrating that single-qubit Pauli rotations can
be performed by adiabatically decoupling a single spin from
the chain while applying aD2-symmetry respecting field to it.
We describe the operation of the gates using the exact Heisen-
berg Hamiltoniann β = 0 for simplicity, but the arguments are
based purely on symmetry arguments and hold equally well if
we use any Hamiltonian throughout the Haldane phase.
The qubit encoded in the free edge of the ground state by
the XL and ZL operators can be manipulated by adiabatically
FIG. 8: The holonomic evolution inducing a single-qubit gate and
the coupling strengths throughout the process.
decoupling a single spin from the end of the chain while ap-
plying a local field to it. This unitary evolution forces the de-
coupled spin into the ground state of the local field operator.
For a field aligned along the zˆ-axis, this evolution is governed
by the following time dependent Hamiltonian
Hn(t) = f(t)J(S
zˆ
1 )
2 + g(t)J ~S1 · ~S2 +HHaldane2,n (A5)
where f and g are monotonic functions with: f(0) = g(T ) =
0 and f(T ) = g(0) = 1. Note that the addition of the (S zˆ1 )
2
field fixes one axis of the embedding D2 ⊂ SO(3) to be the zˆ
axis. To complete a nontrivial closed holonomy withD2 sym-
metry we apply a local field along another axis, orthogonal to
zˆ. The choice of the second axis specifies the embedding of
D2 ⊂ SO(3). The particular choice of a field along the xˆ axis
identifies D2 ⊂ SO(3) with the group of pi-rotations about
the xˆ, yˆ, zˆ axes. The full holonomy is then described by the
Hamiltonian
Hn(t) = f1(t)J(S
zˆ
1 )
2+f2(t)J(S
xˆ
1 )
2+g(t)J ~S1·~S2+HHaldane2,n
(A6)
where f1, f2 and g are smooth functions, piecewise-
monotonic on the three time intervals: [0, T1], (T1, T2],
(T2, T3], with: f1(0) = f1(T2) = f1(T3) = f2(0) =
f2(T1) = f2(T3) = g(T1) = g(T2) = 0 and f1(T1) =
f2(T2) = g(0) = g(T3) = 1; see Fig. 8. This time varying
Hamiltonian respects the D2 symmetry throughout the cou-
pling and hence supports the SP phases protected by this sym-
metry. Consequently the boundary modes persist so long as
there is no phase transition in the path of the time dependent
Hamiltonian. (Note that Ref. [12] cites strong numerical evi-
dence that the energy gap remains finite for these evolutions,
and hence there is no phase transition.) We analyze the ac-
tion of the holonomy on the encoded spin by making use of
the conserved quantities Σxˆn,Σ
zˆ
n generated by the on-site sym-
metries, which remain constant during the unitary evolution.
First we consider the evolution over the interval [0, T1], as a
spin-1 is decoupled from the n-chain and the encoded qubit
squeezed into a shorter chain of length (n − 1). This evolu-
tion results in a Pauli ZL gate on the encoded information.
We fix notation as follows. A quantum state |H = 0〉 de-
notes a state in the ground space of H , normalised such that
this has lowest eigenvalue 0; for degenerate ground states, ad-
ditional quantum numbers are used to uniquely specify a state.
For an initial +1 eigenstate of Σzˆn, the |0〉L logical state on n
spins
|Ψ(0)〉 = |Σzˆn = 1, HHaldane1,n = 0〉 = |0〉n (A7)
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after the adiabatic decoupling becomes
|Ψ(T1)〉 = |Σzˆn = 1, (S zˆ1 )2 = 0, HHaldane2,n = 0〉 (A8)
up to a phase factor. This eigenstate represents a spin-1 de-
coupled from the remaining (n− 1) length chain.
To determine the results of this evolution we make use of
the conserved quantities on the chain. The ground state of the
decoupled spin |(S zˆ1 )2 = 0〉 = |S zˆ1 = 0〉 is a +1 eigenstate of
the rotation operator exp(ipiS zˆ) hence the remaining symme-
try operator Σzˆn−1 must have eigenvalue +1, so that the value
of the total Σzˆn is conserved. Hence the final state can be writ-
ten
|Ψ(T1)〉 = |S zˆ = 0〉 ⊗ |Σzˆn−1 = 1, HHaldane2,n = 0〉 (A9)
= |S zˆ = 0〉 ⊗ |0〉n−1 (A10)
and we see that the encoded |0〉L state is fixed under
this evolution. Similarly an initial state |1〉n evolves to|S zˆ = 0〉 ⊗ |1〉n−1 up to another phase.
Since the evolution fixes the |0〉L and |1〉L states up to pos-
sibly different phase factors, it must amount to some rotation
about the zˆ-axis of the Bloch sphere, corresponding to the uni-
tary operator
UL =
[
1 0
0 eiθ
]
(A11)
up to an irrelevant global phase, and where θ ∈ (−pi, pi].
To calculate the rotation θ we consider the evolution of the
XL basis under the decoupling, making use of the fact that
exp(ipiSxˆ) |S zˆ = 0〉 = − |S zˆ = 0〉. For the initial +1 eigen-
state of Σxˆn, the |+〉L logical state:
|Ψ(0)〉 = |Σxˆn = 1, HHaldane1,n = 0〉 = |+〉n (A12)
after decoupling becomes
|Ψ(T1)〉 = |S zˆ = 0〉 ⊗ |Σxˆn−1 = −1, HHaldane2,n = 0〉
= |S zˆ = 0〉 ⊗ |−〉n−1 (A13)
up to a phase factor eiγ .
We can fully determine the evolution by comparing the two
different descriptions in Eq. (A11) and Eq. (A13). This com-
parison implies that UL |+〉L = |0〉L + eiθ |1〉L = eiγ |−〉L,
which specifies eiθ = −1, hence the rotation is θ = pi about
the z-axis:
UL =
[
1 0
0 −1
]
. (A14)
Hence the full evolution of the logical qubit described by Eq.
(A5) has been specified to be a pi-rotation about the zˆ axis of
the Bloch sphere that takes |+〉L 7→ |−〉L and |−〉L 7→ |+〉L.
An important point is that this whole argument works just
as well when we replace zˆ and xˆ by any pair of orthogonal
axes mˆ and mˆ⊥ and the field (S zˆ1 )
2 7→ (Smˆ1 )2, which would
lead to a pi-rotation about the mˆ axis along which the local
field is aligned.
Since this evolution is unitary, it can equally well be run in
reverse, effectively recoupling a spin, initially in the ground
state of a local field, to the chain. This increases the length
of the chain and reverses the logical evolution of the decou-
pling process. Hence the recoupling process also causes a
pi-rotation about the axis mˆ along which the local field is
aligned.
Equipped with a description of the decoupling and recou-
pling processes, we can determine the full evolution described
by Eq. (A6). We see that this corresponds to first a pi-rotation
about the zˆ axis as a spin is decoupled over the period [T0, T1],
followed by the adiabatic realignment of the local boundary
field from the zˆ axis to the xˆ axis during [T1, T2] and finally
another pi-rotation about the xˆ axis as the spin is recoupled
from [T2, T3]. Hence the total evolution associated to the
holonomy is just a pi-rotation about the yˆ = zˆ × xˆ axis of
the logical Bloch sphere.
3. A symmetry-protected two-qubit gate
In this section, we review the entangling gate of Ref. [12] between the qubits encoded in two separate chains. This gate uses
a similar procedure to the single-qubit evolution, but this time by coupling a pair of physical spins, one from each chain, as they
are simultaneously decoupled from their respective chains. We then present several new results. We first calculate the symmetry
group (which we call G2) of the two-chain interaction Hamiltonian in Sec. A 3 b, and investigate the representations (including
projective representations) of this group in Sec. A 3 c. With this symmetry group, we then prove the main result of the appendix,
Theorem 8 in Sec. A 3 c, that this symmetry group protects a SP phase and hence also protects the two-qubit gate.
a. A two-qubit gate
In this section, we review the operation of the two-qubit entangling gate of Ref. [12].
To simulate more complicated quantum circuits involving multiple qubits we need to be able to generate entanglement between
encoded qubits. We do this in a similar way to the single-qubit gates, but this time by brining together two spin chains (A and
B) and applying two-body interaction terms to a pair of spins at the edge of the chains. We use the particular choice of coupling
Hamiltonian WAB introduced in Ref. [12] which yields a controlled-Z gate (abbreviated as the ‘CZ gate’) followed by local
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FIG. 9: The holonomic evolution which induces a an entangling gate on two encoded qubits.
Pauli operators (by-products) on each individual chain as we decouple the pair of end spins.
Hn(t) = f(t)J W
AB + g(t)J
(
~SA1 · ~SA2 + ~SB1 · ~SB2
)
+HA,Haldane2,n +H
B,Haldane
2,n (A15)
where f(0) = g(T ) = 0, f(T ) = g(0) = 1 and the symmetric coupling WAB is given by
WAB =
[
(Sxˆ1 )
2 − (Syˆ1 )2
]
A
⊗ [S zˆ1]B + [S zˆ1]A ⊗ [(Sxˆ1 )2 − (Syˆ1 )2]B (A16)
To calculate the evolution of the encoded qubits under the Hamiltonian (A15) we make use of similar symmetry arguments
to those for the single-qubit gate. For this purpose, the symmetry operators of the interaction term WAB and the conserved
operators generated by them upon the full two chains are instrumental. The state of the decoupled end spins determines the
evolution of the remaining chains via the conserved quantities. The WAB coupling has the unique groundstate
|ξ〉 =1
2
(− |1〉 |1〉+ |1〉 |−1〉+ |−1〉 |1〉+ |−1〉 |−1〉) (A17)
note that this groundstate is invariant under the full symmetry group of the two chain interaction and hence does not induce any
symmetry breaking in the state of the chain. The invariance of the groundstate precisely corresponds to it being an eigenstate of
all the symmetry operators on the pair of decoupled spins.
The particular eigenvalues of |ξ〉 given in Table I, under symmetries of WAB which generate conserved quantities on the
pair of chains, will determine the evolution of the encoded qubits caused by the decoupling process. The total evolution of the
encoded qubits caused by the decoupling in Eq. (A15) turns out to be a CZ gate followed by Pauli σxˆ operators on each qubit,
which is a nontrivial entangling gate.
To calculate the evolution we first consider pi-rotations about each zˆ axis (Rzˆ, 1) and (1, Rzˆ). For an initial state in the
combined S zˆ product basis, |1〉An |2〉Bn where 1, 2 ∈ {0, 1}, we have
|Ψ12(0)〉 =
∣∣∣Σzˆn ⊗ 1 = (−1)1 , 1⊗ Σzˆn = (−1)2 , HA,Haldane1,n = 0, HB,Haldane1,n = 0〉 (A18)
= |1〉An |2〉Bn
which becomes, after the decoupling
|Ψ′1′2(T )〉 =
∣∣∣WAB = 0,Σzˆn ⊗ 1 = (−1)1 , 1⊗ Σzˆn = (−1)2 , HA,Haldane2,n = 0, HB,Haldane2,n = 0〉
= |ξ〉 ⊗ |Σzˆn = −(−1)1 , HA,Haldane2,n = 0〉 ⊗ |Σzˆn = −(−1)2 , HB,Haldane2,n = 0〉
= |ξ〉 ⊗ |1+1〉An−1 ⊗ |2+1〉Bn−1 (A19)
up to an unknown phase θ12 , where the addition inside these kets is mod 2. To determine the state in Eq. (A19) we have used
the −1 eigenvalue of |ξ〉 under the (Rzˆ, 1) and (1, Rzˆ) rotations on the decoupled spins. Hence the logical evolution must take
the form
UAB =

0 0 0 θ11
0 0 θ10 0
0 θ01 0 0
θ00 0 0 0
 (A20)
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WAB Symmetry |ξ〉 Eigenvalue Corresponding Conserved Quantity
(
√
Rzˆ, Rxˆ) i
√
Σzˆn ⊗ Σxˆn
(Ruˆ, Ruˆ) 1 Σuˆn ⊗ Σuˆn
(Rvˆ, Rvˆ) 1 Σvˆn ⊗ Σvˆn
(Rzˆ, 1) −1 Σzˆn ⊗ 1
(1, Rzˆ) −1 1⊗ Σzˆn
TABLE I: The eigenvalues of |ξ〉 for various different symmetry operators.
for the unknown phases θ11, θ10, θ01, θ00 defined above.
To specify the constants θ12 we consider the reducible projective representations of the conserved quantities listed in Table
I, and match their eigenvectors to the respective eigenvalues of the irreducible projective representations shown in Table II. This
corresponds to identifying the logical states encoded in the degenerate ground space by the operators in Eq. (A3) with the state of
the edge mode. The action of the symmetries within the degenerate ground space is then described by the irreducible projective
representation on the boundary mode.
We define a set of states in the degenerate ground space of the two chains
|u, v〉n =
∣∣Σuˆn ⊗ Σuˆn = (−1)u ,Σvˆn ⊗ Σvˆn = (−1)v , HAn = 0, HBn = 0〉 . (A21)
The +1 eigenvalue of the edge state |ξ〉 under the rotations (Ruˆ, Ruˆ) and (Rvˆ, Rvˆ) specify the evolution of the spin chain
initialized in this state to be
|u, v〉n → |ξ〉 ⊗ |u, v〉n−1 (A22)
and so we have
|u = 1, v = 1〉 7→ |1〉 |0〉+ |0〉 |1〉
|u = 1, v = 0〉 7→ |0〉 |0〉+ i |1〉 |1〉
|u = 0, v = 1〉 7→ |0〉 |0〉 − i |1〉 |1〉
|u = 0, v = 0〉 7→ |1〉 |0〉 − |0〉 |1〉
To this end we will compare the action of UAB on the states encoded at the boundary to the effect of the adiabatic evolution on
the full spin chains, allowing us to determine the unknown constants.
The adiabatic evolution takes the set of initial states
|Ψuv (0)〉 = ∣∣Σuˆn ⊗ Σuˆn = (−1)u ,Σvˆn ⊗ Σvˆn = (−1)v , HAn = 0, HBn = 0〉 (A23)
(which are possible since the two operators Σuˆn ⊗ Σuˆn and Σvˆn ⊗ Σvˆn commute) to the final states
|Ψuv (T )〉 = |ξ〉 ⊗ ∣∣Σuˆn ⊗ Σuˆn = (−1)u ,Σvˆn ⊗ Σvˆn = (−1)v , HAn−1 = 0, HBn−1 = 0〉 (A24)
since |ξ〉 has the eigenvalue 1 under the rotations (Ruˆ, Ruˆ) and (Rvˆ, Rvˆ) on the decoupled spins, effectively fixing the |u, v〉L
logical states up to a set of phase shifts φuv .
We focus our attention on the (unnormalized) state (|1〉 |0〉+ |0〉 |1〉), the joint −1 eigenstate of of iσuˆ ⊗ iσuˆ and iσvˆ ⊗ iσvˆ ,
we have
UAB (|1〉 |0〉+ |0〉 |1〉) = θ10 |0〉 |1〉+ θ01 |1〉 |0〉 (A25)
which must agree with the evolution of |u = 1, v = 1〉 that merely accumulates a phase shift φ11. Hence after the evolution
we have: φ11(|1〉 |0〉+ |0〉 |1〉) = (θ10 |0〉 |1〉+ θ01 |1〉 |0〉), which requires that θ10 = θ01.
Similarly we consider the evolution of (|0〉 |0〉+ i |1〉 |1〉), the -1 eigenstate of of iσuˆ ⊗ iσuˆ and +1 eigenstate of iσvˆ ⊗ iσvˆ
UAB (|0〉 |0〉+ i |1〉 |1〉) = θ00 |1〉 |1〉+ iθ11 |0〉 |0〉 (A26)
which must agree with the evolution of the state |u = 1, v = 0〉L encoded in the spin chains. Hence the equality:
φ11 (|0〉 |0〉+ i |1〉 |1〉) = (θ00 |1〉 |1〉+ iθ11 |0〉 |0〉), which specifies θ00 = −θ11.
Finally we consider the e−i
3pi
4 eigenstate of
[
1√
2
(I + iσzˆ)⊗ iσxˆ
]
, (|1〉 |1〉 − |1〉 |0〉) which evolves to
UAB (|1〉 |1〉 − |1〉 |0〉) = θ11 |0〉 |0〉 − θ10 |0〉 |1〉 (A27)
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Conserved quantity Projective representation eigenvectors grouped by eigenvalue
Σuˆn ⊗ Σuˆn iσuˆ ⊗ iσuˆ |0〉|0〉+ i|1〉|1〉, |1〉|0〉+ |0〉|1〉︸ ︷︷ ︸
eigenvalue: −1
, |0〉|0〉 − i|1〉|1〉, |1〉|0〉 − |0〉|1〉︸ ︷︷ ︸
+1
Σvˆn ⊗ Σvˆn iσvˆ ⊗ iσvˆ |0〉|0〉 − i|1〉|1〉, |1〉|0〉+ |0〉|1〉︸ ︷︷ ︸
−1
, |0〉|0〉+ i|1〉|1〉, |1〉|0〉 − |0〉|1〉︸ ︷︷ ︸
+1√
Σzˆn ⊗ Σxˆn 1√2 (I + iσzˆ)⊗ iσxˆ |1〉|1〉 − |1〉|0〉︸ ︷︷ ︸
e
−i 3pi
4
, |1〉|1〉+ |1〉|0〉︸ ︷︷ ︸
e
i pi
4
, |0〉|1〉 − |0〉|0〉︸ ︷︷ ︸
e
−i pi
4
, |0〉|1〉+ |0〉|0〉︸ ︷︷ ︸
e
i 3pi
4
TABLE II: The eigenvectors of the projective representations of various symmetry operators.
and the corresponding encoded state
|Ψ(0)〉 =
∣∣∣∣√Σzˆn ⊗ Σxˆn = e−i 3pi4 , HA,Haldane1,n = 0, HB,Haldane1,n = 0〉 (A28)
evolves to
|Ψ(T )〉 = |ξ〉 ⊗
∣∣∣∣√Σzˆn−1 ⊗ Σxˆn−1 = ei 3pi4 , HA,Haldane2,n = 0, HB,Haldane2,n = 0〉 (A29)
up to a multiplicative phase φ, due to the conservation of
√
Σuˆn ⊗ Σxˆn and the i-eigenvalue of |ξ〉 under the symmetry operator
(
√
Rzˆ, Rxˆ) on the decoupled spins. For these to agree requires that: (θ11 |0〉 |0〉 − θ10 |0〉 |1〉) = φ(|0〉 |1〉 + |0〉 |0〉) and hence
θ11 = −θ10 which specifies UAB up to an irrelevant global phase.
UAB =

0 0 0 −1
0 0 1 0
0 1 0 0
1 0 0 0
 = (σxˆ ⊗ σxˆ)CZ
which constitutes a CZ gate followed by a simultaneous Pauli σxˆ operator on each of the encoded qubits. To complete this
holonomy we could consider undoing the σxˆ operators on each chain using the reverse of the evolution described in Eq. (A5).
We have seen, in this section and the previous one, how adiabatic holnomic evolutions of the spin chains can cause unitary
logical evolutions of the qubits encoded within their degenerate ground states. In the next section we will look more closely at
the symmetry group of the two chain interaction G2.
b. Symmetry Group of the Two-Chain Interaction
In this section, we will examine the structure of the symmetry groupG2 of the two-qubit coupling HamiltonianWAB in detail.
This group is important since it will determine whether or not the two-qubit gate is symmetry protected. We will determine the
full set of elements within this group and use this description to identify it with one of the isomorphism classes of all size 16
groups, specifically the class labeled by D2 o Z4.
The symmetries of WAB that were explicitly used in the calculation of the two-qubit gate are given in Table I. From these we
can see that the symmetry groupG2 consists of a discrete set of joint rotations of each pair of spins from the two chains. We have
found that the set of symmetries listed in Table I are not independent, and the group can be generated by the rotations (Ruˆ, Ruˆ),
(Rvˆ, Rvˆ), and (
√
Rzˆ, Rxˆ), where uˆ = 1√
2
(xˆ + yˆ) and vˆ = 1√
2
(xˆ − yˆ). We can decompose the rotation Rxˆ =
√
Rzˆ · Ruˆ
which leads us to conclude that the element (Rvˆ, Rvˆ) can be written as a product of the other two. Hence the group has only
two independent generators, depicted in Figure 10. We have written out these three redundant generators since they allow us to
more easily identify this rotation group with the semidirect product group D2 o Z4.
As a set, D2oZ4 is made up of the same elements as the direct product D2×Z4 but possesses a different multiplication rule
and hence a different group structure, given by
(n1, h1)× (n2, h2) =
(
n1(h1n2h
−1
1 ), h1h2
)
, n1, n2 ∈ D2, h1, h2 ∈ Z4 (A30)
Under this multiplication rule, the semidirect product group is non-Abelian even though it is built from Abelian components.
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FIG. 10: The (
√
Rzˆ, Rxˆ) rotation (left) and the (Ruˆ, Ruˆ) rotation (right) generating the symmetry group.
To see how the group G2 has the structure of D2 o Z4, we note that the subgroup generated by (
√
Rzˆ, Rxˆ) is isomorphic to
Z4, and that generated by (Ruˆ, Ruˆ) is isomorphic to Z2. It is the interaction of these two terms via multiplication that produces
(Rvˆ, Rvˆ) which, along with (Ruˆ, Ruˆ), generates D2. It is the non-commutativity of the rotations that generates the non-Abelian
structure of the semidirect product D2 o Z4 upon combining the two subgroups.
A useful description of D2 o Z4 is the presentation in terms of its generators and their relations[
α, β|α4 = β2 = 1, αβ = (αβ)2βα3] (A31)
this notation means the set of all products of α and β where these two elements satisfy the relations on the right of Eq. (A31).
Using this description we have identified α 7→ (
√
Rzˆ, Rxˆ) and β 7→ (Ruˆ, Ruˆ), which specifies the correspondence for all the
other group elements and establishes the isomorphism G2 ∼= D2 o Z4.
To make this identification, we made use of the derived subgroup G′2 = [G2, G2] :=
{
g1g2g
−1
1 g
−1
2
∣∣g1, g2 ∈ G2}. Note G′2 is
nontrivial in this case, as a consequence of the group’s non-Abelian structure, and provides us with a useful tool as it will allow us
to uniquely determine the correspondence between a nontrivial element from each of the different descriptions. This is because
it consists of only two elements, given by G′2 = {1, (αβ)2α2} ∼= {1, (Rzˆ, Rzˆ)} allowing us to identify (αβ)2α2 ∼= (Rzˆ, Rzˆ)
and pin down the exact structure.
Another useful tool is the center subgroup Z(G2), consisting of elements which commute with the whole group. For G2 it is
given by Z(G2) = {1, α2, (αβ)2, (αβ)2α2} ∼= {1, (Rzˆ, 1), (1, Rzˆ), (Rzˆ, Rzˆ)}, i.e., with the structure Z2×Z2. We will harness
the commutative property of this subgroup in the following to prove that a particular projective representation ofG2 is nontrivial.
c. The Symmetry Group Protects a nontrivial SP Phase
We will now show that G2 ∼= D2 o Z4 has nontrivial pro-
jective representations, and therefore protects a nontrivial SP
phase. We will prove this by considering its action on a pair
of spin-1/2 particles, and explicitly demonstrate its nontrivi-
ality. To be precise, the symmetry group G2 ∼= D2 o Z4 is
an embedding of the semidirect product group D2 o Z4 into
two copies of the 3D rotation group G2 ⊂ SO(3) × SO(3).
We have used this identification to construct the canonical lin-
ear representation of G2 on a pair of spin-1 particles by map-
ping each rotation to its corresponding spin-1 rotation oper-
ator. Because the symmetry group G2 is generated by the
two rotations, (
√
Rzˆ, Rxˆ) and (Ruˆ, Ruˆ), we need only define
the operators that represent each of these rotations to uniquely
specify a representation. These are given by
(
√
Rzˆ, Rxˆ) 7→ exp(ipi
2
S zˆ)⊗ exp(ipiSxˆ),
(Ruˆ, Ruˆ) 7→ exp(ipiSuˆ)⊗ exp(ipiSuˆ) (A32)
which act upon pairs of spins from the two chains respectively.
In a similar way, we can construct the 12 ⊗ 12 projective
representation of G2 on a pair of spin- 12 particles by mapping
each rotation to its corresponding spin- 12 rotation operator
(
√
Rzˆ, Rxˆ) 7→ exp(ipi
4
σzˆ)⊗ exp(ipi
2
σxˆ),
(Ruˆ, Ruˆ) 7→ exp(ipi
2
σuˆ)⊗ exp(ipi
2
σuˆ). (A33)
We will show that this projective representation is irreducible
and nontrivial.
We introduced the classification of 1D SP phases protected
by an on-site symmetry group G in terms of its second co-
homology class H2(G,U(1)) in Sec. II. Each ground state is
labeled by the equivalence class [ω] of the factor set ω induced
by the projective representation of G acting upon its bound-
ary modes. We will show now that the symmetry group G2 of
the coupling HamiltonianWAB protects a nontrivial SP phase
with four-dimensional 12 ⊗ 12 boundary excitations and hence
the two-qubit gate is symmetry-protected in the same sense
as the single-qubit gates. Before doing so, we will introduce
the arguments used in the proof, with the known example of a
single chain protected by a D2 symmetry group.
It is well known that the D2 symmetry protects a nontriv-
ial SP phase, labeled by the nontrivial element of its second
cohomology classH2(D2, U(1)) = Z2. This phase is charac-
terized by the irreducible, nontrivial spin- 12 representation of
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D2 that maps the non-unit group elements to Pauli operators
X , Y and Z (up to multiplicative constants).
We will go through the arguments leading to the conclusion
that this representation of D2 is nontrivial and irreducible, de-
veloping tools that will be useful in making the same argu-
ments for G2. To prove the irreducibility condition we will
first outline a lemma which is key to the type of arguments we
want to make.
Lemma 6. Any proper, nontrivial invariant subspaceW ( H
of a unitary matrixU : H → H is spanned by the eigenvectors
of the matrix U
∣∣
W formed by restricting U to the subspaceW .
For a proof, see Ref. [49]. (We make explicit mention of this
fact because it is not true for general matrices. For a general
matrix M assuming that all invariant subspaces are spanned
by eigenvectors of M is known as the ‘diagonal fallacy’.)
We can easily see that the Pauli projective representation
of D2 is irreducible, because all its matrices are unitary and
no two Pauli operators share a joint eigenspace. Hence by
Lemma 6 there can be no proper subspace left invariant under
all actions in this projective representation.
To see that the factor system is nontrivial we must show that
multiplication by any 2-coboundary cannot take it to the triv-
ial factor system. This is not particularly easy to see directly
and so we introduce a function ϕ that will give us an easily
calculable, sufficient condition for the nontriviality of a par-
ticular factor system. This function ϕ : G → U(1) is given
(see Ref. [50]) by the sum
ϕω(a) =
∑
b∈G
(
ω(a, b)
ω(b, a)
)
=
∑
b∈G
ω(a, b)ω∗(b, a) (A34)
since ω−1 = ω∗ for a complex phase ω ∈ U(1).
Lemma 7. For any two factor systems of G, say ω and ν,
the existence of some a ∈ Z(G) for which ϕω(a) 6= ϕν(a)
implies that [ω] 6= [ν] (i.e. that ω and ν lie in distinct coho-
mology classes).
Proof. Suppose we are given two factor systems ω and ν from
the same cohomology class, by definition they are related by
some 2-coboundary function [µ(ab)/µ(a)µ(b)] i.e.
µ(ab)ω(a, b) = µ(a)µ(b)ν(a, b) . (A35)
This implies that the functions ϕω and ϕν are equal for all
group elements in the center1 of the symmetry group, i.e. a ∈
Z(G) =⇒ ϕω(a) = ϕν(a), since
ϕω(a) =
∑
b∈G
(
ω(a, b)
ω(b, a)
)
=
∑
b∈G
(
µ(a)µ(b)
µ(b)µ(a)
µ(ba)
µ(ab)
ν(a, b)
ν(b, a)
)
=
∑
b∈G
(
ν(a, b)
ν(b, a)
)
= ϕν(a) (A36)
1 For an Abelian group G = Z(G), hence ω ∼ ν =⇒ ϕω ≡ ϕν .
ω I X Y Z
I 1 1 1 1
X 1 1 i −i
Y 1 −i 1 i
Z 1 i −i 1
TABLE III: The factor system of the Pauli projective representation
of D2.
where we have used Eq. (A35) and then the fact that ab = ba,
∀ b ∈ G, ∀ a ∈ Z(G). So far we have shown that [ω] =
[ν] =⇒ [a ∈ Z(G) =⇒ ϕω(a) = ϕν(a)], taking the
contrapositive of this statement we achieve the desired result
We will now use Lemma 7 to give a simple sufficient con-
dition for the nontriviality of a factor system. We first note
that for the trivial factor system (defined to be 1(a, b) = 1,
∀a, b ∈ G) we have ϕ1(a) = |G| for all group elements
a ∈ G. Hence for any factor system ω, the existence of a
group element a ∈ Z(G) for which ϕω(a) 6= |G| implies by
Lemma 7 that ω is nontrivial.
In the particular case of the Pauli projective representation
of D2 one can readily verify from the factor system in Ta-
ble III that ϕω(X) = ϕω(Y ) = ϕω(Z) = 0 and hence that
the factor system ω is nontrivial.
We now show that the particular projective representa-
tion of G2 given by qubit rotation operators on the four-
dimensional 12 ⊗ 12 Hilbert space is irreducible and nontrivial
using the arguments introduced above.
Theorem 8. The projective representation of G2, constructed
by mapping each pair of rotations to their corresponding ro-
tation operators on the four dimensional 12 ⊗ 12 Hilbert space,
is irreducible and nontrivial.
Proof. To prove the irreducibility of the 12⊗ 12 projective repre-
sentation of the symmetry group G2 we consider the possibil-
ities for invariant subspaces of C4 under all the 4× 4 matrices
in this representation of G2. A consequence of Lemma 6 is
that any unitary matrix U : Cn → Cn which possesses an in-
variant subspaceW must have a block structure, also leaving
the orthogonal subspaceW⊥ invariant under U .
For the 12 ⊗ 12 projective representation of G2, we are left
with the possibility of either two invariant two-dimensional
subspaces, or a one- and a three-dimensional invariant sub-
space. (Note that the invariant subspaces of dimension d > 1
may split up further.) We can immediately exclude the later
case, because the existence of a one-dimensional invariant
subspace would require all matrices in the projective represen-
tation to share an eigenstate due to Lemma 6, and an explicit
calculation (not shown) confirms that this is not the case.
Any two-dimensional invariant subspace of a matrix U in
the projective representation must be the span of two eigen-
vectors, as guaranteed by Lemma 6. If all matrices of the
projective representation are to share such an invariant sub-
spaceW it must be possible to write at least one eigenvector
of any matrix U1 as a linear combination of two eigenvectors
20
of any other matrix U2. Again we have confirmed that this is
not the case for the 12 ⊗ 12 projective representation of G2. A
counter example is given by considering the eigenvectors of
the matrices representing the group elements (
√
Rzˆ, Rxˆ) and
(Rxˆ,
√
Rzˆ). In particular, we can see by explicitly listing the
eigenvectors of the matrix representation (A33) that no lin-
ear combination of any two eigenvectors of one matrix can be
used to form an eigenvector of the other. Hence the 12⊗ 12 pro-
jective representation must be irreducible, since there cannot
be any subspace invariant under all of its operators.
To show that the 12 ⊗ 12 projective representation has a non-
trivial factor system ω we consider the function ϕω defined
in Eq. (A34). Then we calculate ϕω directly from the factor
system (implicitly defined by the choice of representation) to
find ϕω(Rzˆ, 1) = ϕω(1, Rzˆ) = ϕω(Rzˆ, Rzˆ) = 0, a suffi-
cient condition to conclude that ω cannot lie within the trivial
cohomology class after invoking Lemma 7.
Corollary 9. The symmetry group G2 protects at least one
nontrivial SP phase, labeled by the factor system ω of the rep-
resentation described in Eq. (A33).
In this section we have shown that the symmetry group G2
of the two-qubit coupling Hamiltonian WAB protects a non-
trivial SP phase which supports two-qubit boundary modes.
Hence the two-qubit gate generated under this Hamiltonian
is protected against symmetric perturbations by G2. In the
next section we will use this result, along with the symmetry-
protection of the single-qubit operation to find a minimal sym-
metry requirement for universal quantum computation using
only these symmetry-protected gates.
4. Symmetry Requirements for Universal Quantum
Computation
Using the results of the previous section, we now give min-
imal symmetry requirements for universal quantum computa-
tion with only symmetry-protected gates.
The process used to generate arbitrary single-qubit gates
proposed in Ref. [12] requires a continuous, time-dependent
embedding of the D2 symmetry, that protects the single-
qubit gate, within the full SO(3) symmetry of the chain.
For practical simplicity (and to avoid such considerations)
we will now investigate the minimal set of different symme-
tries required for universal quantum computation with only
symmetry-protected gates. Recall that a universal gate set can
be achieved by generating arbitrary single-qubit gates along
with a nontrivial entangling gate.
For the single-qubit gates, our argument relies on the
geometric result of applying a pair of pi-rotations about
non-orthogonal axes depicted in Fig. 11. Applying a pi-
rotation about the mˆ axis, followed by a pi-rotation about
the mˆ′ axis amounts to a total rotation through the angle[
2 cos−1(mˆ · mˆ′)] about the mˆ × mˆ′ axis. In this way we
can perform a smaller rotation of the encoded qubit by apply-
ing the one qubit gate described in Eq. (A6) twice, picking a
different, but fixed, embedding of D2 for each evolution.
To find exactly what symmetry embeddings are sufficient
to simulate any single-qubit unitary transformation efficiently,
we make use of the Solovay-Kitaev theorem. Specifically we
will use a corollary of this theorem described in Ref. [51]
which ensures that any single-qubit unitary can be efficiently
decomposed into a product of Hadamard, Phase and pi/8
gates.
Hence we need only generate enough different embeddings
of theD2 symmetry to make performing these three gates pos-
sible, through the repeated application of pi-rotations. The
Hadamard gate can be performed using an embedding with pi-
rotations about the axes µˆ, νˆ, yˆ, where µ = x+ z, ν = x− z.
The Phase gate requires a combination of two different em-
beddings, a suitable choice is given by the standard embed-
ding defined by the xˆ, yˆ, zˆ axes accompanied by a rotation of
this embedding by (−pi/4) about the zˆ axis. Similarly the pi/8
gate can be generated with a combination of two embeddings,
using the previously chosen standard embedding defined by
the xˆ, yˆ, zˆ axes along with another rotation of this embedding,
this time by (−pi/8) about the zˆ axis, will suffice. So we only
need four independent embeddings of D2 ⊂ SO(3), as de-
picted in Fig. 12, to generate arbitrary single-qubit gates (note
that we could in fact use only three embeddings as the Phase
gate is generated by two consecutive pi/8 gates).
Hence we have identified the ability to perform universal
quantum computation in this model with the ability to gener-
ate four independent embeddings of theD2 symmetry protect-
ing the single-qubit gate combined with the ability to generate
the nontrivial two-qubit entangling gate.
FIG. 11: Result of consecutive pi-rotations about two non-orthogonal
axes.
The benefits of finite embedding include ease of implemen-
tation, and the ability at each point to tolerate more general
perturbations to the Hamiltonian (symmetric under a specific
set of pi-rotations). However, since we produce a set of gates
dense in all rotations of the encoded qubits, the set of perturba-
tions to the Hamiltonian that are protected against throughout
all the single-qubit gates must have a rotation symmetry that
is dense in all rotations, essentially the same as the full SO(3)
symmetry.
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FIG. 12: Finite symmetry embedding requirement for universal
quantum computation.
