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The detection of change points is a pivotal task in statistical analysis. In the quantum realm, it
is a new primitive where one aims at identifying the point where a source that supposedly prepares
a sequence of particles in identical quantum states starts preparing a mutated one. We obtain the
optimal procedure to identify the change point with certainty—naturally at the price of having a
certain probability of getting an inconclusive answer. We obtain the analytical form of the opti-
mal probability of successful identification for any length of the particle sequence. We show that
the conditional success probabilities of identifying each possible change point show an unexpected
oscillatory behaviour. We also discuss local (online) protocols and compare them with the optimal
procedure.
We are surrounded by changes. In many physical set-
tings there is a point when things start to be different
from what they used to be. This may be due to a per-
manent alteration that occurred at some previous time.
The specific time when this mutation happened can have
many significant practical consequences that make its
identification crucial. In statistical analysis this problem,
the detection of sudden changes in the characteristics of
an observed process, is known as the change point prob-
lem, a vast field of research with many applications [1–3].
The first extension of this problem into a quantum
setting was introduced very recently in Ref. [4]: a source
that is supposed to prepare a sequence of quantum parti-
cles in some default state suffers an alteration at some un-
specified point, after which it starts preparing a different,
mutated state. Then, given a sequence of particles, the
task is to detect when this change point has taken place.
In this bare-bones setting the initial and final states are
assumed to be pure and known and no prior information
is given about the location of the change, that is, for a
given sequence of length n, every point in the sequence is
equally likely to be the change point. Remarkably, an an-
alytical expression for the success probability of correct
identification in terms of complete elliptic functions has
been obtained in the asymptotic limit of long sequences.
Furthermore, it is shown to be a finite quantity that de-
pends only on the overlap of the initial and final state.
The protocols devised in Ref. [4] allow for errors, that
is, with some nonzero probability the change point will be
misidentified and the optimal protocol is defined as the
one that minimizes the rate of errors. There are, however,
situations where giving an erroneous answer is inadmis-
sible. In these, one would take action only if the event is
detected with absolute certainty, and otherwise remain
idle. The optimization then consists in maximizing the
rate of correct identification under the constraint that no
errors are made, or, equivalently, in minimizing the rate
of inconclusive outcomes, i.e., those that do not provide
a certain answer [5]. In the context of quantum state
discrimination the first approach is known as minimum-
error discrimination, whereas the second is termed un-
ambiguous discrimination. Very much like it happens in
the minimum-error approach, there are very few exam-
ples of unambiguous discrimination scenarios with a com-
plete analytical solution: beyond two hypotheses they
reduce essentially to very symmetric cases [6] (see also
Refs. [7, 8]). Exceptionally, the unambiguous detection of
quantum change points is one of the unique cases involv-
ing multiple hypotheses that can be solved completely.
In this Letter, we find the optimal measurement and the
optimal success probability for unambiguous detection of
quantum change points for any possible pair of default
and mutated states and sequences of arbitrary length.
The path to finding the analytical solution relies
on formulating the problem as a semidefinite program
(SDP) [9]. SDPs are a type of efficiently solvable convex
optimization problems that admit linear constraints over
matrix variables. Each SDP has a primal and a dual ver-
sion whose feasible sets provide lower and upper bounds
on the solution of the optimization, certifying its level
of accuracy. Generic formulations of state discrimination
tasks as SDPs can be found in the literature [10–12], usu-
ally with the aim of deriving optimality conditions on the
measurements, or as a form amenable to efficient numer-
ical optimization. Here we are not interested in SDPs
as a numerical tool, rather we use the complementary
features of the primal and dual programs to propose a
solution that turns out to be exact, as we can prove an-
alytically that the upper and lower bounds coincide.
Let us start by deriving the SDP of the problem at
hand. We denote by |0〉 the default state and by |φ〉 the
mutated one. Given a sequence of n particles, the change
point identification ultimately corresponds to identify-
ing a state within the set of equally likely source states
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2{|Ψk〉}nk=1, where
|Ψk〉 = | 0 . . . 0︸ ︷︷ ︸
k−1
φ . . . φ︸ ︷︷ ︸
n−k+1
〉 (1)
is associated with the change point occurring at position
k. All the discrimination properties of a set of linearly
independent pure states are encapsulated in the Gram
matrix of the set of states [4, 12]. For the source states
|Ψk〉, it formally reads
G =
n∑
i,j=1
〈Ψi|Ψj〉 |i〉〈j| = R†R , (2)
where {|i〉} is an orthornormal basis of dimension n, and
R =
∑
k |Ψk〉〈k|. According to Eq. (2) one has Gij =
c|i−j|, where the overlap c = 〈0|φ〉 can be assumed to
be a positive real number 0 ≤ c ≤ 1, without loss of
generality.
The inverse of R exists due to the linear independence
of the set of source states and reads R−1 =
∑n
k=1 |k〉〈Φ˜k|,
where 〈k|R−1R |l〉 = 〈Φ˜k|Ψl〉 = δkl. The tilde reminds
us that |Φ˜k〉 is not a normalized state in general. Hence
we can write
(R−1)†R−1 =
n∑
k=1
|Φ˜k〉〈Φ˜k|. (3)
An unambiguous discrimination strategy is characterized
by a positive operator valued measure (POVM) consist-
ing of n elements {Ek ≥ 0}nk=0 for the hypothesis and
an additional element E0 = 1 −
∑n
k=1Ek ≥ 0 corre-
sponding to the inconclusive outcome. In addition, for
the strategy to be unambiguous we need to impose that
each outcome k ∈ [1, n] can only be triggered by one hy-
pothesis |Ψk〉, i.e., p(k|Ψl) = tr (Ek |Ψl〉〈Ψl|) = γkδkl.
From the observations preceding Eq. (3) we see that
the POVM elements fulfilling this condition are uniquely
given by Ek = γk|Φ˜k〉〈Φ˜k|. The so-called efficiencies [12]
0 ≤ γk ≤ 1 are the conditional success probabilities of
identifying each source state and are the only free pa-
rameters left to optimize the average success probabil-
ity Ps =
1
n
∑n
k=1 γk. The efficiencies must satisfy the
nontrivial constraint given by the completeness relation
E0 = 1 −
∑n
k=1 γk |Ψk〉〈Ψk| ≥ 0, which, multiplied by R†
(from left) and R (from right), and using Eq. (2), results
in G− ΓD ≥ 0, with ΓD = diag{γ1, γ2, . . . , γn}.
We are now in a position to write down the optimiza-
tion of the overall success probability as an SDP (see
Appendix, and also Ref. [12]):
Ps =
1
n
max
Γ
tr Γ
subject to G− ΓD ≥ 0 , (4)
Γ ≥ 0 .
For convenience, we have relaxed the SDP to operate over
a matrix variable Γ, whose diagonal is ΓD. This SDP
formally coincides with the type of classical optimiza-
tion problems known as trace factor analysis [16], where,
e.g. one wants to bound the amount of noise compatible
with an observed correlation matrix. Note that the low-
est eigenvalue of G directly yields a lower bound for Ps,
because the two inequalities in Eq. (4) are trivially sat-
isfied. In symmetric discrimination scenarios, e.g., when
the hypotheses are generated by the action of a unitary
operation U satisfying Un = 1 , all the efficiencies coin-
cide, and the lowest eigenvalue is in fact the exact suc-
cess probability. Instead, the change point problem has a
privileged direction from left to right, hence one expects
a more involved solution.
The primal SDP, Eq. (4), entails an optimization that
is hard to tackle analytically. In contrast, its dual form
is much more eloquent (see Appendix):
Ps =
1
n
min
Z
trGZ
subject to Zkk ≥ 1 , k = 1, . . . , n ,
Z ≥ 0 . (5)
Its structure facilitates the means to introduce an ana-
lytical ansatz of the dual variable Z. Notice that any
choice of a positive semidefinite operator Z with di-
agonal terms larger or equal than unity yields an up-
per bound to the success probability. The minimiza-
tion of the objective function in Eq. (5) suggests tak-
ing the most straightforward choice, a rank-one pro-
jector Z = |u〉〈u|, and to consider the components of
|u〉 to have the minimal value with alternating signs,
uk = 〈k|u〉 = (−1)k+1, k = 1, . . . , n. Remarkably, as we
prove below, this ansatz attains the optimal success prob-
ability for values of the overlap up to a critical threshold
c∗, that is, in the interval 0 ≤ c ≤ c∗. The existence
of such a threshold is related to the convex structure of
the problem: up to c∗ the optimal probability is attained
by a boundary point of the feasibility region of Eq. (5)
(i.e., it fulfills Zkk = 1), but for c > c
∗ the optimal Z
demands some of its diagonal components to be strictly
larger than the unity; thus, it becomes an interior point.
This notwithstanding, a slight modification of the vector
|u〉 leads to the optimal success probability for c > c∗,
hence completing the solution for any value of the over-
lap.
Let us start by analyzing the first regime, c < c∗. The
ansatz with uk = (−1)k+1 provides, in principle, an up-
per bound to the success probability:
Ps ≤ 1
n
〈u|G |u〉 = 1
n
n∑
i,j=1
(−c)|i−j|
=
1− c
1 + c
+
1
n
2c [1− (−c)n]
(1 + c)2
≡ P Is . (6)
In order to prove the tightness of this upper bound, it is
enough to find a feasible point of the primal problem in
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FIG. 1: Conditional success probabilities γ′k (black) for n = 20
and c = 0.7 > c∗ ' 0.62. The efficiencies γ′2 and γ′19 vanish
and the rest are all positive, as required in Eq. (4). The
oscillations in the values of the efficiencies attenuate as one
approaches the central values of k. We also depict (gray) the
efficiencies γk as would be given by Eq. (7). The meaningful
ones in the region c ≥ c∗, given by Eq. (11), can be seen as
a compression of the oscillations exhibited by the unphysical
efficiencies γk.
Eq. (4) that attains the same value P Is . For this purpose,
given ansatz Z = |u〉〈u| of the dual problem, we construct
an ansatz of the primal problem Γ = diag{γ1, γ2, . . . , γn}
with
γk = uk
n∑
j=1
Gkjuj =
n∑
j=1
(−c)|k−j| , k = 1, . . . , n . (7)
These induced efficiencies, when plugged into the objec-
tive function of Eq. (4), trivially give P Is . Hence, it just
remains to prove that Γ is a feasible solution, i.e., that it
satisfies the conditions Γ ≥ 0 and G− ΓD ≥ 0.
We will shortly see that this is indeed the case for
overlaps smaller than a critical value. As can be seen
in Fig. 1, the value of the induced efficiencies γk oscil-
late with the position k of the change point. This is a
rather unexpected behavior. The optimal protocol fa-
vors the identification of some hypotheses at the expense
of penalizing others in an alternating way. The end hy-
potheses, corresponding to k = 1 and k = n, have the
highest efficiencies, while k = 2 and k = n − 1 have the
lowest. To demonstrate that ΓD ≥ 0 it is enough to prove
that indeed γk ≥ γ2 = γn−1, ∀k 6= 2, n − 1, and that
γ2 = γn−1 ≥ 0 (see Appendix). The efficiencies for the
central hypotheses, i.e., around k ∼ n/2, are essentially
constant for large values of n. The oscillations become
noticeable at the end points and can be seen as a bor-
der effect. It is interesting to note that, if we consider
the symmetric change point with periodic boundary con-
ditions, these oscillations disappear [17]. At the critical
overlap (and beyond as we show below), γ2 and γn−1 van-
ish, i.e., it pays off to give up the identification of these
two points. This behavior, although surprising, is not to-
tally unusual: in the unambiguous discrimination of two
quantum states, if the prior probability of one of them
is above some threshold, it is preferable to forget about
the other state and design a POVM that either confirms
the state with higher probability or gives an uninforma-
tive outcome. Then, as argued, the equation γ2 = 0 (or,
equivalently, γn−1 = 0) determines the critical overlap
c∗. Using Eq. (7), we have
γ2 = γn−1 =
1− c− c2 − (−c)n−1
1 + c
(8)
and the equation for c∗ can be written as
1− c∗ − c∗2 − (−c∗)n−1 = 0 . (9)
For large n the critical overlap c∗ is given by the inverse
of the golden ratio, and actually, since the correction is
exponentially small, n need not be very large to achieve
this value.
As for the remaining condition A := G− ΓD ≥ 0, note
that A has at least one zero eigenvalue, for 〈u|G |u〉 =
〈u|ΓD |u〉. Then, if the first n − 1 leading principal mi-
nors [20] of A are positive and detA = 0, A is positive
semidefinite [18]. One can prove that, up to the critical
overlap, this is so (see details in Appendix). Hence, in
the interval 0 ≤ c ≤ c∗, ΓD is a feasible solution of the
SDP (4) and thus P Is is the optimal success probability.
For c ≥ c∗, the ansatz for |u〉 has to be modi-
fied to keep all the efficiencies positive. We do the
minimal modification and consider (in vector notation)
u′ = (1,−b, 1,−1, . . . , (−1)n−1b, (−1)n), and define the
new induced efficiencies γ′k following the same prescrip-
tion as in Eq. (7). These efficiencies can be shown to
have the same behavior as γk, in particular they fulfil
γ′k ≥ γ′2 = γ′n−1 (see Appendix). Hence, in order to war-
rant the positivity condition on Γ′, the parameter b is
chosen is such a way that nullifies γ′2 and γ
′
n−1,
b = 1− γ2
1 + (−c)n−3 . (10)
The modified efficiencies then read
γ′k = γk − (1− b)
[
(−c)|k−2| + (−c)|n−k−1|
]
. (11)
Figure 1 illustrates how all the efficiencies γ′k with
k 6= 2, n− 1 are positive while γ′2 and γ′n−1 remain null,
for all c ≥ c∗. The success probability can be readily
computed from Eq. (11) to give
P IIs = P
I
s + ∆ , with ∆ = −
2
n
γ22
1 + (−c)n−3 . (12)
For large n one has
∆ ' − 2
n
(
1− c− c2
1 + c
)2
. (13)
4Again, we still have to verify that Γ′ =
diag{γ′1, γ′2, . . . , γ′n} yields a semidefinite positive
operator A′ = G−Γ′ ≥ 0. It is easy to check numerically
that A′ ≥ 0 for any value of c in the region c∗ < c ≤ 1,
but the analytical proof is much more involved, as
now the first and second rows and columns of A′ are
linearly dependent and, hence, all its leading principal
minors vanish. Then, in principle, one should prove
the positivity of all principal minors [18], and there
are 2n − 1 of them instead of the n leading minors.
This may seem a prohibitive task, but the following
observation greatly simplifies the problem. It is easy
to check that the kernel of A′ is spanned by the
vectors v1 = (1,−c, 0, . . . , 0), vn−2 = (0, . . . , 0,−c, 1),
and the modified alternating vector u′. Taking the
intermediate basis vectors v2 = (0, 0, 1, 0, . . . , 0), v3 =
(0, 0, 0, 1, 0, . . . , 0), . . . ,vn−3 = (0, . . . , 0, 1, 0, 0), and
defining v⊥1 := (c, 1, 0, . . . , 0) and v
⊥
n−2 := (0, . . . , 0, 1, c),
one can construct the operator P that has the vectors
v⊥1 ,v2, . . . ,vn−3,v
⊥
n−2 as rows and removes the part of
the kernel of A′ corresponding to vectors v1 and vn−2.
The resulting operator, B := PA′PT , has dimensions
(n−2)×(n−2), the same number of positive eigenvalues
as A′ (the eigenvalues are not exactly the same because
for simplicity we have not normalized v1 and vn−2),
and one zero eigenvalue corresponding to u′. Since
B ≥ 0 ⇒ A′ ≥ 0, at this point we can use the easier
criterion for positive semidefiniteness of B that concerns
only its leading principal minors, in the same fashion as
we proved that A ≥ 0 for 0 ≤ c ≤ c∗. The interested
reader can find the the technical details and the complete
proof in the Appendix.
The analytical expression of the optimal success prob-
ability is a piecewise function given by Eq. (6) for 0 ≤
c ≤ c∗ and Eq. (12) for c∗ < c ≤ 1. This function,
depicted in Fig. 2, is differentiable, but has a discontinu-
ity in the second derivative at the critical value c∗ (see
Ref. [19] where a similar effect is observed). Note that,
for n → ∞, the success probability converges to a con-
stant Ps ' (1 − c)/(1 + c) (valid for all c), which is the
lowest eigenvalue of the Gram matrix in this asymptotic
regime [4].
For c < 1 the factors cn vanish exponentially fast with
n. Disregarding these factors the success probability is
Ps '

1−c
1+c +
1
n
2c
(1+c)2 0 ≤ c ≤ c∗ = (
√
5− 1)/2
1−c
1+c +
1
n
2c
(1+c)2 − 2n
(
1−c−c2
1+c
)2
c∗ < c ≤ 1 .
(14)
It is interesting to compare the optimal success proba-
bility, attained by a collective measurement on the whole
sequence of particles, with that obtained with local proto-
cols, i.e., those where each particle is measured individu-
ally. Online strategies are particularly interesting among
this class of protocols: in these, an observer measures the
particles sequentially and, with some probability, detects
FIG. 2: Probability of exact identification of the change point
as a function of c = |〈0|φ〉| for n = 15. The solid (dark blue)
line is the exact piecewise function of the success probability
for 0 ≤ c ≤ 1. Notice that Ps, although piecewise defined, is
a differentiable function. The dashed (light blue) curve is the
continuation of the success probability P Is , Eq. (6), into the
region c ≥ c∗ where it is not the valid solution. The dotted
(light blue) curve is the continuation of P IIs , Eq. (12), into
the region 0 ≤ c ≤ c∗ where it is also not an acceptable solu-
tion. The solid (pink) curve is the success probability of the
local protocol, PLs , given by Eq. (15). The red circles are the
results of a numerical optimization over a more general class
of local protocols, where we considered the local efficiencies
as independent parameters. Below c∗L the numerical points
essentially coincide with PLs , which corresponds to a strategy
of equal local efficiencies (the difference is of the order 10−3).
Above this threshold, they match the success probability of
a strategy that exclusively detects either |0〉 or |φ〉 at each
position, in an alternate way (dashed red). The optimal local
strategy sharply transitions between these two regimes at c∗L.
the change point as soon as it occurs. A simple online
strategy that one can consider consists in performing lo-
cally optimal unambiguous discrimination measurements
for the states |0〉 and |φ〉 with equal priors. Such strat-
egy enforces equal efficiencies, γL = 1− c, for all possible
change points. This is a reasonable assumption, specially
in the limit of large n where there are no boundary effects
and where, for the optimal collective strategy, efficiencies
approach a constant value (except for a few points near
the boundary). The probability of a correct identification
is the probability of obtaining two conclusive outcomes
just before and at the change point, hence, PLs ≈ (1−c)2 .
For sequences of a given length n, if we take into account
that for the first and last change point we only need one
inconclusive outcome, we have the refined expression
PLs =
n− 2
n
γ2L +
2
n
γL =
n− 2
n
(1− c)2 + 2(1− c)
n
= (1− c)2 + 2c(1− c)
n
. (15)
As expected, the ratio (Ps − PLs )/Ps ' c2 is positive.
Notice that for small values of c, i.e., very orthogonal
5states, PLs ' Ps, which tells us that the full quantum
correlations of the global measurements do not provide
too much advantage over this simple online strategy in
this regime.
One can, of course, devise more sophisticated local
strategies. A reasonable approach is to optimize over the
local efficiencies to maximize the overall success proba-
bility. Note that, as opposed to the strategy described
above, this one, in principle, will have the specific length
of the sequence of particles embedded in its design. We
carry out this optimization numerically and observe that,
up to a certain overlap, c∗L, the found efficiencies are
indeed essentially constant for the majority of possible
change points. However, beyond this overlap, contrary
to our naive ansatz of equal efficiencies, the oscillatory
behavior emerges again: the local unambiguous measure-
ments become two-outcome measurements and are com-
pletely biased to detect only one of the states, |0〉 or |φ〉,
in an alternate fashion. This results in an improvement
over PLs for c > c
∗
L, although not large enough to reach
the performance of the collective strategy. The transi-
tion between these two regimes is sharp. We illustrate
this phenomenon in Fig. 2 for n = 15. In the Appendix
we discuss in more detail this strategy and give a semi-
analytical proof that for large n the local critical overlap
that determines the change of regime is c∗L ≈
√
2− 1.
In summary, we have computed the optimal probabil-
ity of exact identification of a quantum change point for
any length of the sequence of particles and for any value
of the overlap between the default and mutated states.
The SDP formalism provided the necessary insight to
find the analytical solution. The exact identification of
change points thus constitutes one of the unique exam-
ples of multihypothesis discrimination problems where a
closed solution can be found beyond symmetric cases.
The optimal protocol exhibits an unexpected and non-
trivial oscillatory behavior of the efficiencies as a func-
tion of the position of the change point, illustrated in
Fig. 1. More general scenarios with, e.g., several change
points seem to be addressable with the results presented
here and are currently under investigation. We have also
described a simple online strategy capable of unambigu-
ously detecting the change point, and have shown that
the optimal protocol substantially outperforms it, espe-
cially for states with a rather large overlap close to the
critical threshold c∗. Exploring more sophisticated lo-
cal protocols, we have seen that the performance of the
optimal protocol remains unchallenged.
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Primal and dual SDP
A very convenient way of writing a SDP for quantum
mechanical problems is [1]
max trAX
Φ[X] = B (16)
X ≥ 0 ,
where X is the unknown matrix and A, B and Φ[•] are
determined by the problem to be solved. Here Φ[•] is a
linear hermiticity preserving map and A, B and X are
6hermitian matrices. Notice that this formulation differs
from the standard canonical form of [2], although both
are completely equivalent.
The dual version of Eq. (16) is [1]
min trBY
Φ†[Y ] ≥ A . (17)
Now the variable is Y , and the dual map Φ†[•] is defined
from the condition trY Φ[X] = tr Φ†[Y ]X.
If instead of an equality constraint one has an inequal-
ity, as is the case in unambiguous discrimination,
max trAX
Φ[X] ≤ B (18)
X ≥ 0 ,
one simply introduces a slack variable Z ≥ 0, writes X˜ =
X
⊕
Z, defines the map Φ˜[X˜] = Φ[X]+Z and makes the
extension A˜ = A
⊕
0, where 0 is the null matrix. These
definitions transform the problem into the standard form
for A˜, Φ˜[•] and B [cf. Eq. (16)]:
max tr A˜X˜ = trAX
Φ˜[X˜] = Φ[X] + Z = B (19)
X˜ ≥ 0⇔ X,Z ≥ 0 .
The dual version can be directly read from Eq. (17):
min trBY
Φ†[Y ] ≥ A (20)
Y ≥ 0 .
Notice the beautiful duality between Eqs. (18) and (20).
In the unambiguous problem of the main text, Eq. (4),
A = 1 , B = G, X = Γ, Φ[X] = XD, where XD =
diag{X11, X22, . . . , Xnn}, and the dual map just reads
Φ†[Y ] = YD.
Proofs of optimality
In this section we prove the optimality of our solu-
tion, that is, we prove that Eqs. (6) and (12) correspond
to the exact optimal unambiguous discrimination prob-
ability for arbitrary n for 0 ≤ c ≤ c∗ and c∗ < c ≤ 1,
respectively. We begin with the first region. As argued in
the main text, an appealing ansatz for Z of the dual SDP
problem, Eq. (5), is Z = |u〉〈u|, with |u〉 being a vector
with components uk = (−1)k+1. The induced efficiencies
γk then read
γk =
n∑
j=1
(−c)|j−k| . (21)
We now check whether these efficiencies satisfy the SDP
constraint ΓD ≥ 0. Notice that γk = γn−k+1, hence one
needs to consider only k = 1, . . . , dn/2e (from now on
and to ease the presentation, we omit references to the
identical symmetric efficiencies). It is easy to prove that
γ2 = γn−1 < γk for all k 6= 2, n − 1. Then, if one has
γ2 > 0, the positivity condition ΓD ≥ 0 is automatically
satisfied. We observe that
γk − γ2 =
k−1∑
j=2
(−1)j [cj − cn−j ] =
k−1∑
j=2
(−1)jaj . (22)
Since aj ≥ 0 and aj > aj+1 for k ≤ dn/2e, one has that
γk − γ2 ≥ 0. Also from γ2 = [1− c− c2 − (−c)n]/(1 + c)
[cf. Eq. (8)] one has γ2 ≤ 0 for c∗ ≤ c ≤ 1, where the
equality is attained at c = c∗, i.e., at the positive root of
the equation
1− c− c2 − (−c)n−1 = 0 . (23)
Thus, in the region 0 ≤ c ≤ c∗, the efficiencies given
by Eq. (21) are all positive. Interestingly, in the limit
n→∞ we can neglect the exponential term in Eq. (23),
and c∗ becomes the inverse of the golden ratio, that is,
c∗ → (√5− 1)/2.
Next we have to demonstrate the positivity condition
A = G− Γ ≥ 0. Recall that a matrix A is positive semi-
definite if the first n−1 leading principal minors of A are
positive and detA ≥ 0 [3]. Denoting by Mk the leading
minor of order k of the matrix A = G−Γ, one can easily
check that
ηk :=
Mk+1
Mk
=
c+ (−c)n−k
(1 + c)[1− (−c)n−k] [1− c− (−c)
k+1 − (−c)n−k].
(24)
Defining M0 = 1, Eq. (24) holds for any k and Mk =∏k−1
s=0 ηs. Therefore one just has to prove that ηk > 0 for
all k ∈ [1, n−2] and that ηn−1 ≥ 0. Actually, it is trivially
seen from Eq. (24) that ηn−1 = 0, hence detA = 0.
Notice that the fraction factor in Eq. (24) is positive for
k ∈ [1, n− 2], so only the last factor
1− c− (−c)k+1 − (−c)n−k = 1− c− c2 − (−c)n−1 + ∆k ,
(25)
where
∆k =
[
c2 + (−1)kck+1]+ (−1)n−1 [cn−1 + (−1)kcn−k] ,
(26)
is relevant for the positivity of ηk. Recall that 1 − c −
c2 − (−c)n−1 is positive for 0 ≤ c < c∗ [see Eq. (23)].
Finally notice that ∆k = ∆n−k+1 and that the first term
in Eq. (26) is always non-negative and bigger or equal
than the absolute value of the second term for k ≤ dn/2e.
When k is even this is clear, and when k is odd just notice
7that cs − cm = (1 − c)∑m−1j=s cj . Thus we have ∆k ≥ 0,
k ∈ [0, n− 1], which finishes the proof for 0 ≤ c ≤ c∗.
We now complete the proof by focusing on the overlap
interval c∗ < c ≤ 1. We show that the efficiencies in
Eq. (11) yield a feasible solution of the SDP problem (4)
and, therefore, P IIs is the optimal success probability of
identification. As outlined in the main text, we need to
prove the positivity of the operator A′ = G − Γ′. The
operator A′ has three zero eigenvalues, with an associated
eigenspace spanned by the vectors
v1 = (1,−c, 0, . . . , 0) , (27)
vn−2 = (0, . . . , 0,−c, 1) , (28)
u′ = (1,−b, 1,−1, . . . , (−1)n−1b, (−1)n) , (29)
where
b = c
(
1 +
1 + (−c)n−5c
(1 + c)[1 + (−c)n−3]
)
. (30)
Let P be an operator that removes the zero-eigenvalue
subspace span{v1,vn−2} from A′, and B := PA′P † be
the result after the action of P . Note that B still contains
one zero eigenvalue, corresponding to the vector u′. If
B ≥ 0, then A′ ≥ 0. One can check numerically that
all leading principal minors of B, denoted by M ′k, where
k ∈ [1, n− 2], are positive except for M ′n−2. This makes
the problem much more tractable than trying to prove
directly that A′ is positive semidefinite, since, according
to Silvester’s criterion [3], it is enough to show that the
leading principal minors (but M ′n−2) are positive.
It is tedious but straightforward to deduce the explicit
form of M ′k by induction based on examples for small
values of n. It reads M ′k = Rk · Sk, where
Rk :=
(1 + c2)2
c
k(k−1)
2 [c3 − (−c)n]k−1
(1− c)b k−12 c+k−1
×
k∏
s=3
[cs+2 − (−1)s(−c)n]
× {ck+3 + (−1)k(−c)n[1− c− (−c)k]} , (31)
Sk :=
b k−22 c∏
m=0
2m∑
j=0
(−c)j
b k−32 c∏
r=0
r∑
i=0
c2i
 . (32)
We want to show that M ′k > 0, k ∈ [1, n − 3] for
c∗ < c ≤ 1. To this end, we can get rid of the trivially
positive factors in M ′k, namely the first line of Eq. (31)
and the second factor in Eq. (32). Let us call the remain-
ing terms R2k, R
3
k and S
1
k, where the superindex marks
the appearance order in Eqs. (31) and (32). The term S1k
is a product of positive sums, each of them being strictly
smaller than the previous one as the index m increases.
The smallest possible sum that can be added to the prod-
uct is then
∑∞
j=0(−c)j = 1/(1+c), which is also positive.
The positivity of R2k and R
3
k becomes apparent by tak-
ing into account that k ∈ [1, n − 3]. Since M ′k > 0 and
M ′n−2 = detB = 0, we conclude that B ≥ 0 and so is A′.
Local strategies
The conditional probability of unambiguous discrimi-
nation of state |0〉 with prior probability η1 is 1−c
√
η2/η1
and 1− c√η1/η2 for state |φ〉 [4]. Hence, the parameter
characterizing the unambiguous measurement of system
k is the weight xk :=
√
η
(k)
2 /η
(k)
1 . The probability of ex-
act identification at position k is (1 − cxk−1)(1 − c/xk),
where the constraint c ≤ xk ≤ 1/c has to be taken into
account. The average success probability reads
PLs (x) =
1
n
n−1∑
k=0
(1− cxk)
(
1− c
xk+1
)
, (33)
where x = {x0, x1, x2, . . . xn}, and the boundary con-
ditions have been taken into account by setting x0 = 0
(i.e., the state before the first position is |0〉 for sure) and
1/xn = 0 (i.e., we are sure that the last particle is in state
|φ〉). For overlaps below a critical value c∗L, a numerical
maximization of Eq. (33) over x shows that xk ≈ 1 for all
k away from k = 1 and k = n−1. However, for c ≥ c∗L this
solution ceases to be an overall maximum. The choice of
the extremal values x1 = 1/c, x2 = c, x3 = 1/c . . . yields
a higher success probability. This strategy corresponds
to a two-outcome measurement that detects unambigu-
ously only one of the states, starting with |φ〉 and fol-
lowed by |0〉 in an alternated way. Hence, roughly only
half of the change points are detected. The transition
from one strategy to the other is sharp, and the crossing
of the curves of PLs (x) for the two strategies determines
the value c∗L. Using Eq. (33), in the large n limit we
obtain
(1− c)2 = (1− c
2)2
2
→ c∗L ≈
√
2− 1 . (34)
There is a minor subtlety when the number of particles
is even. The values of the weights start with x1 = 1/c,
i.e., with a measurement that detects |φ〉, and have to
end with xn−1 = c, i.e., a measurement detecting only
|0〉. When n is even these boundaries cannot be matched
unless some weight is repeated or takes another value.
The optimal solution in that case is the alternated value
of the extreme weights but one, with xk = 1, at one odd
position k = 2j + 1, e.g., x1 = 1/c, x2 = c, . . . , x2j = c,
x2j+1 = 1, x2j+2 = 1/c, . . . , xn−1 = c. The solution
is degenerate in the sense that the value xk = 1, at any
odd position except k = 1 and k = n−1, yields the same
optimal success probability. Of course, this correction
is not important to compute the success probability and
the critical overlap value for large n, as it is enough to
consider strings with odd number of particles, which do
not present this particularity.
One could refine further the local strategy and consider
Bayesian updating protocols. However, unlike in the min-
imum error case [5], where preceding outcomes can be
8quite informative, here all the inconclusive outcomes are
of little use, and only the last conclusive outcome is ex-
pected to provide some useful information. This matter
is currently under investigation.
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