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Abstract
In this note, we address a description of the general form of additive rank-one preservers on block trian-
gular matrix spaces over an arbitrary field. As an application, we characterize additive mappings preserving
rank-additivity on block triangular matrix algebras.
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1. Introduction
Let U and V be matrix spaces over an arbitrary field. Let ρ be the rank function, and r be
a positive integer. We recall that a mapping ψ : U→V is said to be rank-r preserving or a
rank-r preserver if ρ(ψ(A)) = r whenever ρ(A) = r . More generally, we say that ψ is rank-r
nonincreasing if ρ(A)  r implies ρ(ψ(A))  r .
One of the most fertile research subjects in matrix theory as well as in operator theory is
the linear preserver problem which concerns the classification of linear mappings on spaces of
matrices or operators that leave certain properties, subsets or relations invariant (for a general
introduction, see [10,11,15]). In the study of linear preserver problems, rank-one preservers are
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among the most studied subject. This is because, in many cases, linear preserver problems can be
reduced to the problem of classifying rank-one preservers. Indeed, this fact has been early observed
in the survey paper [12]. For example, Watkins [17] used the structure of rank-one preservers to
characterize commutativity preservers on full matrices; Grone and Marcus [8] showed that all
isometries on complex full matrices are rank-one preservers; and Minc [13] re-proved the classical
result of Frobenius [6] by showing determinant preservers on full matrices preserve rank one
matrices. For an extensive expository survey of the subject, see [15] and the references therein.
Rank-one preserving linear mappings on triangular matrix spaces were studied in [4,14].
Besides that, some related linear preserver problems such as commutativity preservers, adjugate-
commuting mappings and rank-one idempotent preservers on triangular matrices have been also
studied by considering rank-one preservers. Recently, Bell and Sourour [3] studied surjective
additive rank-one preservers on block triangular matrix algebras, and also, gave a classification
of rank-one preserving linear mappings on fairly general subspaces of matrices.
In this note we study additive rank-one preservers on block triangular matrix spaces over an
arbitrary field. In our main result we give a description of the general form of additive rank-one
preservers, which generalizes some results of Bell and Sourour in [3]. This result is obtained
by using the structure of additive rank-one preservers on full matrices. As an application, we
deduce from this result a classification of additive mappings ψ preserving rank-additivity, i.e.,
ρ(ψ(A) + ψ(B)) = ρ(ψ(A)) + ρ(ψ(B)) whenever ρ(A + B) = ρ(A) + ρ(B), on block trian-
gular matrix algebras. When ψ is bijective, this was considered by Tang and Cao [16] on triangular
matrices.
2. Notation and preliminaries
Let us now introduce some notation that will be required throughout our discussion. Let F
be an arbitrary field, and let m, n be integers  2. Let Mm,n(F) (Mm,n for short) denote the
vector space of all m × n matrices over F, and as usual, we shall writeMn instead ofMn,n. Let
k,m1, . . . , mk, n1, . . . , nk be a finite sequence of positive integers satisfying m1 + · · · + mk = m
and n1 + · · · + nk = n. ByTmi,ni ,k , we designate the subspace ofMm,n consisting of all block
matrices (Aij ) of the form

A11 A12 · · · A1k
0 A22 · · · A2k
...
...
.
.
.
...
0 0 · · · Akk

 ,
where Aij ∈Mmi,nj for all 1  i, j  k. We shall call such a vector space Tmi,ni ,k a block
triangular matrix space. In particular, when mi = ni for all i, the algebraTni ,ni ,k is abbreviated
toTni ,k , and if mi = ni = 1 for all i, then it constitutes the algebra of all n × n upper triangular
matrices and is abbreviated toTn. Also, we useT∗mi,ni ,k to denoteTmi,ni ,k when m1, nk  2.
Given two vectors u = (µi) ∈Mm,1 and v = (νj ) ∈ Fn, we denote by u ⊗ v the m × n matrix
whose (i, j)-th entry is µiνj . For any integer 1  k  min{m, n}, let Rk designate the set of rank-
k matrices ofMm,n. It is obvious that a matrix A ∈ R1 if and only if A = u ⊗ v for some nonzero
vectors u ∈Mm,1 and v ∈ Fn. As usual, we will denote the elements of the standard bases of
Mm,1 and Fn by e1, . . . , em and f1, . . . , fn, respectively. We also use the common notation Eij to
denote the matrix units inMm,n whose (i, j)-th entry is one, and all others are zero. Given a matrix
A = (aij ) ∈Mm,n, we denote by A∼ the matrix (bij ) ∈Mn,m for which bij = an+1−j,m+1−i for
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all i, j . It is easy to verify that A∼ = JnATJm, where Jn is the n × n matrix with 1’s on the
anti-diagonal and 0’s elsewhere. Here, AT stands for the transpose of A. We use 〈u1, . . . , ur 〉
to denote the subspace spanned by the vectors u1, . . . , ur . With a block triangular matrix space
Tmi,ni ,k , we associate two chains of subspaces
{0} =U0 ⊂ U1 ⊂ · · · ⊂ Uk−1 ⊂ Uk =Mm,1, (1)
{0} =Vk+1 ⊂Vk ⊂ · · · ⊂V2 ⊂V1 = Fn, (2)
where
Ui = 〈ej | 1  j  m1 + · · · + mi〉,
Vi = 〈fj | n0 + · · · + ni−1 < j  n〉
for all 1  i  k, with n0 = 0.
3. Additive rank-one preservers
Let U and V be vector spaces over a field F. Let σ : F → F be a field homomorphism. An
additive mapping f : U→V is called σ -quasilinear if f (λu) = σ(λ)f (u) for all λ ∈ F and
u ∈ U. If, in addition, σ is an automorphism, then f is called semilinear.
We start with the following result which can be obtained by slightly modifying the proof of
Theorem 2.1 in [9].
Lemma 3.1. Let m, n, p and q be integers satisfying m, n, p, q  2. Then ψ :Mm,n →Mp,q
is a rank-one nonincreasing additive mapping if and only if there exists a field homomorphism
σ : F → F such that ψ takes one of the following forms:
(a) ψ(x ⊗ y) = u ⊗ G(x ⊗ y) for all x ⊗ y ∈Mm,n, where u ∈Mp,1 and G :Mm,n → Fq
is additive;
(b) ψ(x ⊗ y) = F(x ⊗ y) ⊗ v for all x ⊗ y ∈Mm,n, where v ∈ Fq and F :Mm,n →Mp,1
is additive;
(c) ψ(x ⊗ y) = f (x) ⊗ g(y) for all x ⊗ y ∈Mm,n, where f :Mm,1 →Mp,1 and g : Fn →
Fq are σ -quasilinear;
(d) ψ(x ⊗ y) = g(y) ⊗ f (x) for all x ⊗ y ∈Mm,n, where f :Mm,1 → Fq and g : Fn →
Mp,1 are σ -quasilinear.
For any integers 1  s, t  k, we denote by Ts,t the subspace of Tmi,ni ,k consisting of all
matrices (aij ) in which aij = 0 for all 1  i  m and 1  j  n1 + · · · + ns−1, and aij = 0 for
all m1 + · · · + mt < i  m and 1  j  n. Clearly, T1,k =Tmi,ni ,k . For the sake of conve-
nience, we abbreviateTs,s toTs , and denoteT1,0 =Tk+1,k = {0}.
Lemma 3.2. Let s1 and s2 be integers satisfying 1  s1 < s2  k, and let ψ :T∗mi,ni ,k →Mp,q
be an additive rank-one preserver. For each 1  i  2, if ψ(x ⊗ y) = fi(x) ⊗ gi(y) for all x ⊗
y ∈Tsi , where fi : Usi →Mp,1 and gi :Vsi → Fq are injective σ -quasilinear with
dim〈Im f1〉  2 and dim〈Im g2〉  2, then there exist injective σ -quasilinear mappings f :
Us2 →Mp,1 and g :Vs1 → Fq such that ψ(x ⊗ y) = f (x) ⊗ g(y) for all x ⊗ y ∈Ts1,s2 .
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Proof. Since dim〈Im f1〉  2 and dim〈Im g2〉  2, it follows from Lemma 3.1 that there exist
injective σ -quasilinear mappings h : Us1+1 →Mp,1 and k :Vs1+1 → Fq such that ψ(x ⊗ y) =
h(x) ⊗ k(y) for all x ⊗ y ∈Ts1+1. For any nonzero vectors x ∈ Us1 and y ∈Vs1+1, we have
f1(x) ⊗ g1(y) = h(x) ⊗ k(y), and so, 〈f1(x)〉 = 〈h(x)〉 for all nonzero vector x ∈ Us1 . By the
injectivity of f1 and dim〈Im f1〉  2, it follows that there exists a nonzero scalar λ ∈ F such
that f1(x) = λh(x) for all x ∈ Us1 . Similarly, we show that k(y) = λg1(y) for all y ∈Vs1+1.
Let f3 : Us1+1 →Mp,1 be the mapping defined by f3(x) = λh(x) for all x ∈ Us1+1. Clearly,
f3 is injective σ -quasilinear and ψ(x ⊗ y) = f3(x) ⊗ g1(y) for all x ⊗ y ∈Ts1,s1+1. If s2 −
s1 > 1, then, by continuing in this manner, we can show that there exist injective σ -quasilinear
mappings f : Us2 →Mp,1 and g :Vs1 → Fq such that ψ(x ⊗ y) = f (x) ⊗ g(y) for all x ⊗
y ∈Ts1,s2 . 
Lemma 3.3. Let ψ :T∗mi,ni ,k →Mp,q be an additive rank-one preserver. It is not possible to
have two distinct integers 1  s1, s2  k such that ψ(x ⊗ y) = f1(x) ⊗ g1(y) for all x ⊗ y ∈
Ts1 and ψ(x ⊗ y) = g2(y) ⊗ f2(x) for all x ⊗ y ∈Ts2 , where f1 : Us1 →Mp,1, g1 :Vs1 →
Fq, f2 : Us2 → Fq and g2 :Vs2 →Mp,1 are injective σ -quasilinear with dim〈Im f1〉  2 or
dim〈Im g2〉  2.
Proof. Assume, to the contrary, that there exist two integers 1  s1 < s2  k such that ψ(x ⊗
y) = f1(x) ⊗ g1(y) for all x ⊗ y ∈Ts1 , and ψ(x ⊗ y) = g2(y) ⊗ f2(x) for all x ⊗ y ∈Ts2 ,
where dim〈Im f1〉  2 or dim〈Im g2〉  2. We consider the case dim〈Im f1〉  2 only; the remain-
ing one can be proved similarly. Then, there exist x1, x2 ∈ Us1 such that f1(x1), f1(x2) are
linearly independent. Then, for any nonzero vector y ∈Vs2 , we have f1(xi) ⊗ g1(y) = g2(y) ⊗
f2(xi) for i = 1, 2. Hence 〈f1(x1)〉 = 〈g2(y)〉 = 〈f1(x2)〉, a contradiction. This completes our
proof. 
Let σ : F → F be a field homomorphism. For any A = (aij ) ∈Mm,n, we denote by Aσ the
m × n matrix whose (i, j)-th entry is σ(aij ). LetS be a nonempty subspace ofMn,1, and k be a
positive integer such that k  min{m, dimS}. A matrix P ∈Mm,n is said to be k-regular with
respect to (σ,S) if Pxσ1 , . . . , P xσk are linearly independent whenever x1, . . . , xk are linearly
independent vectors in S. We shall call P a k-regular matrix with respect to σ , or simply, k-
regular if P is k-regular with respect to (σ,Mn,1). In particular, P is one-regular with respect to
σ if Pxσ /= 0 for all nonzero vectors x ∈Mn,1, and thus, PAσ is of rank one whenever A is of
rank one.
We also note that a k-regular matrix P ∈Mm,n, with k < min{m, n}, is not necessarily a full-
rank matrix. For example, suppose F is a field which is isomorphic to a proper subfield K of F
such that the dimension of F as a vector space over K is n. Let σ : F → K be an isomorphism
and {1, τ1, . . . , τn−1} be a basis of F over σ(F). Let
P1 =


1 τ1 · · · τn−1
0 0 · · · 0
...
...
.
.
.
...
0 0 · · · 0

 and P2 =


1 0 · · · 0 τ1
0 1 · · · 0 τ2
...
...
.
.
.
...
...
0 0 · · · 1 τn−1
0 0 · · · 0 0
...
...
.
.
.
...
...
0 0 · · · 0 0


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be m × n matrices. It is readily seen that P1 and P2, which are not full-rank matrices, are respec-
tively one-regular and (n − 1)-regular matrices with respect to σ , and PiAσ ∈ R1 for all A ∈ R1,
i = 1, 2. Here, we should point out that P1 is not two-regular and P2 is not n-regular with respect
to σ .
Theorem 3.4. Let Tmi,ni ,k be a subspace of Mm,n over F. Then ψ :Tmi,ni ,k →Mp,q is an
additive rank-one preserver if and only if ψ takes one of the following forms:
(i) there exist nonzero vectors u ∈Mp,1, v ∈ Fq such that, for each integer 1  i  k, either
• ψ(A) = u ⊗ Fi(A) for all A ∈Ti , or
• ψ(A) = Gi(A) ⊗ v for all A ∈Ti ,
where Fi :Ti → Fq,Gi :Ti →Mp,1 are additive with Fi |R1 ,Gi |R1 injective; or
(ii) there exist integers 1  s  t  k and a nonzero field homomorphism σ : F → F such that
• ψ(A) = u ⊗ F(A) for all A ∈T1,s−1,
• ψ(A) = PAσQ for all A ∈Ts,t , and
• ψ(A) = G(A) ⊗ v for all A ∈Tt+1,k,
where P ∈Mp,m, QT ∈Mq,n are of rank  2 one-regular with respect to (σ,Ut )
and (σ,VTs ) respectively, u ∈Mp,1, v ∈ Fq are nonzero, and F :T1,s−1 → Fq,G :
Tt+1,k →Mp,1 are additive withF |R1 ,G|R1 injective, such thatPxσ = α(x)uandF(x ⊗
y) = α(x)yσQ for all x ⊗ y ∈Ts,s−1, and yσQ = λ(y)v and G(x ⊗ y) = λ(y)Pxσ for
all x ⊗ y ∈Tt+1,t , with α : Us−1 → F, λ :Vt+1 → F injective σ -quasilinear; or
• ψ(A) = G(A) ⊗ v for all A ∈T1,s−1,
• ψ(A) = P(Aσ )TQ for all A ∈Ts,t , and
• ψ(A) = u ⊗ F(A) for all A ∈Tt+1,k,
where P ∈Mp,n, QT ∈Mq,m are of rank  2 one-regular with respect to (σ,VTs ) and
(σ,Ut ) respectively,u ∈Mp,1, v ∈ Fq are nonzero,andF :Tt+1,k → Fq,G :T1,s−1 →
Mp,1 are additive with F |R1 ,G|R1 injective, such that P(yσ )T = α(y)u and F(x ⊗ y) =
α(y)(xσ )TQ for all x ⊗ y ∈Tt+1,t , and (xσ )TQ = λ(x)v and G(x ⊗ y) = λ(x)P (yσ )T
for all x ⊗ y ∈Ts,s−1, with α :Vt+1 → F, λ : Us−1 → F injective σ -quasilinear.
Remarks. We have the following two observations of Theorem 3.4(i).
(i) If there exist two consecutive integers 1  s, s + 1  k such that ψ(A) = u ⊗ Fi(A) for
all A ∈Ti , i = s, s + 1. Then, since u ⊗ Fs(A) = u ⊗ Fs+1(A) for all A ∈Ts+1,s , we
have Fs(A) = Fs+1(A) for all A ∈Ts+1,s . Thus
ψ(A) = u ⊗ F(A) for all A ∈Ts,s+1,
where F :Ts,s+1 → Fq is additive with F |R1 injective and F(A) = Fi(A) for all A ∈Ti ,
i = s, s + 1.
(ii) If there exist two consecutive integers 1  s, s + 1  k such that ψ(A) = u ⊗ F(A) for all
A ∈Ts , and ψ(A) = G(A) ⊗ v for all A ∈Ts+1. Then
〈F(A)〉 = 〈v〉 and 〈G(A)〉 = 〈u〉
for all A ∈Ts+1,s .
Proof of Theorem 3.4. The sufficiency part is clear. We prove the necessity below.
Let ψ(E1n) = u ⊗ v for some nonzero vectors u ∈Mp,1 and v ∈ Fq . We consider only the
following two cases as the other cases can be proved similarly.
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Case I: Suppose m1, nk  2.
By Lemma 3.1, we see, for each 1  i  k, that ψ |Ti takes one of the forms as stated in
Lemma 3.1(a)–(d). We distinguish between two cases.
Case I-1: For each 1  i  k, ψ |Ti takes the form of type (a) or type (b). By ψ(E1n) = u ⊗ v,
we see, for each 1  i  k, that either there exists an additive mapping Fi :Ti → Fq such that
ψ(A) = u ⊗ Fi(A) for all A ∈Ti ,
or there exists an additive mapping Gi :Ti →Mp,1 such that
ψ(A) = Gi(A) ⊗ v for all A ∈Ti .
Since ψ preserves rank one matrices, it follows that Fi |R1 ,Gi |R1 are injective. Also, it is not
difficult to see that if there exist integers 1  s < t  k such that ψ(A) = u ⊗ Fs(A) for all
A ∈Ts , and ψ(A) = Gt(A) ⊗ v for all A ∈Tt , then u ⊗ Fs(A) = Gt(A) ⊗ v for all A ∈Tt,s
implies 〈Fs(A)〉 = 〈v〉 and 〈Gt(A)〉 = 〈u〉 for all A ∈Tt,s . This completes the proof of Case I-1.
Case I-2: ψ |Ti takes the form of type (c) or type (d) for some 1  i  k. Then there exists a
nonzero field homomorphism σi : F → F such that either
ψ(x ⊗ y) = fi(x) ⊗ gi(y) for all x ⊗ y ∈Ti , (3)
where fi : Ui →Mp,1 and gi :Vi → Fq are injective σi-quasilinear mappings; or
ψ(x ⊗ y) = gi(y) ⊗ fi(x) for all x ⊗ y ∈Ti , (4)
where fi : Ui → Fq and gi :Vi →Mp,1 are injective σi-quasilinear mappings. Suppose that
dim〈Im fi〉 = 1 (similar arguments apply when dim〈Im gi〉 = 1) and that ψ |Ti is of (3), then,
by ψ(E1n) = u ⊗ v, there exists an injective additive functional β : Ui → F such that fi(x) =
β(x)u for all x ∈ Ui . Thus,
ψ(x ⊗ y) = u ⊗ β(x)gi(y) for all x ⊗ y ∈Ti .
We define the additive mapping H :Ti → Fq by H(x ⊗ y) = β(x)gi(y) for all x ⊗ y ∈Ti .
Clearly, H |R1 is injective and ψ |Ti is the form of type (a). We may now assume that dim〈Im fi〉 
2 and dim〈Im gi〉  2. Suppose that s and t are respectively the smallest and the largest integers
with 1  s  t  k such that each ψ |Ti , i = s, t , is of (3) or (4). We consider only the case
where ψ |Ts takes the form (3) as the second case follows similarly. By Lemma 3.3, we conclude
that ψ |Tt takes the form (3) as well, i.e., there exists a nonzero field homomorphism σt : F → F
together with two injective σt -quasilinear mappings ft : Ut →Mp,1 and gt :Vt → Fq such that
ψ(x ⊗ y) = ft (x) ⊗ gt (y) for all x ⊗ y ∈Tt . Let a ⊗ b be a nonzero element in Tt,s . Since
σs(λ)fs(a) ⊗ gs(b) = σt (λ)ft (a) ⊗ gt (b) for all λ ∈ F, it follows that σs = σt = σ . By Lemma
3.2, we obtain
ψ(x ⊗ y) = f (x) ⊗ g(y) for all x ⊗ y ∈Ts,t , (5)
wheref : Ut →Mp,1 andg :Vs → Fq are injectiveσ -quasilinear mappings with dim〈Im f 〉 
2 and dim〈Im g〉  2. Hence, we have
ψ(A) = PAσQ for all A ∈Ts,t , (6)
where P ∈Mp,m, Q ∈Mn,q are of rank  2 such that Puσ /= 0 and vσQ /= 0 for all nonzero
vectors u ∈ Ut and v ∈Vs . Then P and QT are one-regular matrices with respect to (σ,Ut )
and (σ,VTs ), respectively. If s = 1 and t = k, then this completes the proof of Case I-2. We
consider only the case s > 1 and t < k as the other cases follow similarly. By (5) and the fact
that dim〈Im g〉  2, we see, for each 1  i < s, that ψ |Ti takes the form of type (a). Since
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ψ(E1n) = u ⊗ v, we see, for each 1  i < s, that ψ(A) = u ⊗ Fi(A) for all A ∈Ti , where
Fi :Ti → Fq is additive withFi |R1 injective. Also, for each 1  i  s − 2, we haveu ⊗ Fi(A) =
u ⊗ Fi+1(A) for all A ∈Ti+1,i . So, Fi(A) = Fi+1(A) for all A ∈Ti+1,i . Let F :T1,s−1 → Fq
be the additive mapping defined by, for each 1  i < s, F(A) = Fi(A) for all A ∈Ti , and thus,
ψ(A) = u ⊗ F(A) for all A ∈T1,s−1 with F |R1 injective. Moreover, in view of (6), we see
that Pxσ ⊗ yσQ = u ⊗ F(x ⊗ y) for all x ⊗ y ∈Ts,s−1, it follows that there exists an injective
σ -quasilinear functional α : Us−1 → F such that
Pxσ = α(x)u and F(x ⊗ y) = α(x)yσQ
for all x ⊗ y ∈Ts,s−1.
On the other hand, by (5), since dim〈Im f 〉  2, we conclude that ψ |Ti is of type (b) for all
t < i  k. By a similar argument, we can show that ψ(A) = G(A) ⊗ v for all A ∈Tt+1,k , where
G :Tt+1,k →Mp,1 is an additive mapping with G|R1 injective such that G(x ⊗ y) = λ(y)Pxσ
for all x ⊗ y ∈Tt+1,t and yσQ = λ(y)v for all y ∈Vt+1, with λ :Vt+1 → F injective σ -
quasilinear.
Case II: Suppose m1 = nk = 1.
It is clear that ψ(T1\{0}) and ψ(Tk\{0}) are additive subgroups inMp,q consisting of matri-
ces of rank one. We treat only ψ(T1) as the consideration of ψ(Tk) can be dealt with similarly.
By ψ(E1n) = u ⊗ v, we have either ψ(T1) ⊆ u ⊗ Fq or ψ(T1) ⊆Mp,1 ⊗ v. As for the case
ψ(T1) ⊆ u ⊗ Fq , we see that for each nonzero matrix A ∈T1, there exists a nonzero vector
y ∈ Fq such that ψ(A) = u ⊗ y. Evidently, the mapping A → y is injective additive. So, y =
F1(A) for some injective additive mapping F1 :T1 → Fq , and hence, ψ(A) = u ⊗ F1(A) for all
A ∈T1. Likewise, as for the case ψ(T1) ⊆Mp,1 ⊗ v, we can show that ψ(A) = G1(A) ⊗ v
for all A ∈T1, where G1 :T1 →Mp,1 is injective additive. If k = 2, then this completes our
proof of Case II. Suppose that k  3. We distinguish our proof into the following two cases.
Case II-1: ψ |T2,k−1 takes the form of type (i) as stated in Theorem 3.4. It follows, for each
2  i  k − 1, that either ψ(A) = u ⊗ Fi(A) for all A ∈Ti , where Fi :Ti → Fq is additive
with Fi |R1 injective; or ψ(A) = Gi(A) ⊗ v for all A ∈Ti , where Gi :Ti →Mp,1 is additive
with Gi |R1 injective. This completes the proof of Case II-1.
Case II-2: ψ |T2,k−1 takes one of the forms of type (ii) as stated in Theorem 3.4. We consider
only the first case as the second case follows similarly. By ψ(E1n) = u ⊗ v, we see that there
exist integers 2  s  t  k − 1 and a nonzero field homomorphism σ : F → F such that
• ψ(A) = u ⊗ H(A) for all A ∈F2,s−1,
• ψ(A) = PAσQ for all A ∈Ts,t , and
• ψ(A) = K(A) ⊗ v for all A ∈Ft+1,k−1,
with
F2,s−1 =
{{0} if s = 2,
T2,s−1 if s > 2,
Ft+1,k−1 =
{
Tt+1,k−1 if t < k − 1,
{0} if t = k − 1,
where P ∈Mp,m, QT ∈Mq,n are of rank  2 one-regular with respect to (σ,Ut ) and (σ,VTs )
respectively, u ∈Mp,1, v ∈ Fq are nonzero, and H :F2,s−1 → Fq , K :Ft+1,k−1 →Mp,1 are
additive with H |R1 ,K|R1 injective. We consider only the case s > 2 and t < k − 1 as the other
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cases can be proved similarly. Since P,Q are of rank 2, it follows that there exist x1 ⊗ y1, x2 ⊗
y2 ∈Ts,t such that 〈Pxσ1 〉 /= 〈Pxσ2 〉 and 〈yσ1 Q〉 /= 〈yσ2 Q〉. We conclude that ψ(A) = u ⊗ H1(A)
for all A ∈T1 and ψ(A) = K1(A) ⊗ v for all A ∈Tk , where H1 :T1 → Fq and K1 :Tk →
Mp,1 are injective additive mappings. Since H1(A) = H(A) for all A ∈T2,1, and K1(A) =
K(A) for all A ∈Tk,k−1, we define the additive mappings F :T1,s−1 → Fq and G :Tt+1,k →
Mp,1 by
F(A) =
{
H1(A) if A ∈T1,
H(A) if A ∈T2,s−1,
G(A) =
{
K(A) if A ∈Tt+1,k−1,
K1(A) if A ∈Tk.
Since ψ(A) = PAσQ for A ∈Ts,t , it is easy to verify that F(x ⊗ y) = α(x)yσQ and Pxσ =
α(x)u for all x ⊗ y ∈Ts,s−1, and G(x ⊗ y) = λ(y)Pxσ and yσQ = λ(y)v for all x ⊗ y ∈
Tt+1,t , where α : Us−1 → F and λ :Vt+1 → F are injective σ -quasilinear functionals. We are
done. 
We now give some examples associated with Theorem 3.4.
In Example 3.5, we provide four examples of additive rank-one preservers, related to the form
of type (i) as stated in Theorem 3.4, for four different types of block triangular matrix spaces. We
note that some similar examples have also been mentioned in [3].
Example 3.5. LetT∗mi,ni ,4 be the block triangular matrix subspace ofM5 over a field F. Let φ1 :
F6 → F, φ2 : F11 → F, φ3 : F9 → F, φ4 : F3 → F and µ, η : F → F be injective additive func-
tionals. We define the mappings ψ1 :T4 →M3,4, ψ2 :T6 →M5,4, ψ3 :T∗mi,ni ,4 →M5,4
and ψ4 :T2 →T2 by
ψ1


λ1 a1 a2 a3
0 λ2 a4 a5
0 0 λ3 a6
0 0 0 λ4

 =


λ1 λ3 0 φ1(a1, . . . , a6)
0 0 0 0
0 0 0 λ2 + λ4

 ,
ψ2


λ1 λ2 a1 a2 a3 a4
0 λ3 a5 a6 a7 a8
0 0 γ1 γ2 γ3 a9
0 0 0 γ4 γ5 a10
0 0 0 0 γ6 a11
0 0 0 0 0 β


=


0 γ1 + γ5 0 0
β φ2(a1, . . . , a11) λ2 λ1 + λ3
0 0 0 0
0 γ2 + γ6 0 0
0 γ3 + γ4 0 0


,
ψ3


λ1 λ2 a1 a2 a3
λ3 λ4 a4 a5 a6
0 λ5 a7 a8 a9
0 0 γ1 γ2 γ3
0 0 0 γ4 γ5


=


0 0 γ3 0
λ2 λ1 + λ4 φ3(a1, . . . , a9) λ3 + λ5
αλ2 α(λ1 + λ4) αφ3(a1, . . . , a9) α(λ3 + λ5)
0 0 γ2 + γ5 0
0 0 γ1 + γ4 0


,
ψ4
(
a c
0 b
)
=
(
µ(a) φ4(a, b, c)
0 η(b)
)
,
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where α ∈ F. It is clear that each ψi is an additive rank-one preserver. The mappings ψ1, ψ2 and
ψ3 are neither injective nor surjective, and ψ4 preserves rank two matrices.
In the following example, we give an additive rank-one preserver to illustrate the form of type
(ii) in Theorem 3.4.
Example 3.6. Let F be a field which is isomorphic to a proper subfield K of F such that it is a
field extension of K of degree 4. Let σ : F → K be an isomorphism, and let {1, τ1, τ2, τ3} be a
basis of F over σ(F). Let ψ :T6 →M5 be the mapping defined by
ψ


λ1 λ2 λ3 a11 a12 a13
0 λ4 λ5 a21 a22 a23
0 0 λ6 a31 a32 a33
0 0 0 a41 a42 a43
0 0 0 0 γ1 γ2
0 0 0 0 0 γ3


=


λ1 + λ4 + λ6 λ2 + λ5 11 λ3 13
0 0 0 0 γ2
0 0 σ(a41) 0 43
0 0 0 0 0
0 0 0 0 γ1 + γ3


,
where

 11 0 130 0 0
σ(a41) 0 43

 =

1 τ1 τ2 τ30 0 0 0
0 0 0 1




σ(a11) σ (a12) σ (a13)
σ (a21) σ (a22) σ (a23)
σ (a31) σ (a32) σ (a33)
σ (a41) σ (a42) σ (a43)


×

1 0 τ20 0 τ1
0 0 1

 .
It is easy to verify that ψ , which is neither injective nor surjective, is an additive mapping
preserving rank-one matrices.
Remark 3.7. If ψ :Tmi,ni ,k →Mp,q is a linear rank-one preserver, then by Theorem 3.4 it can
be shown that ψ takes one of the following forms:
(i) there exist a nonzero vector u ∈Mp,1 and a linear mapping F :Tmi,ni ,k → Fq with F |R1
injective such that ψ(A) = u ⊗ F(A) for all A ∈Tmi,ni ,k , or
(ii) there exist a nonzero vector v ∈ Fq and a linear mapping G :Tmi,ni ,k →Mp,1 with G|R1
injective such that ψ(A) = G(A) ⊗ v for all A ∈Tmi,ni ,k , or
(iii) p  m and q  n, and ψ(A) = PAQ for all A ∈Tmi,ni ,k , where P ∈Mp,m, Q ∈Mn,q
are full-rank matrices, or
(iv) p  n and q  m, and ψ(A) = PATQ for all A ∈Tmi,ni ,k , where P ∈Mp,n, Q ∈Mm,q
are full-rank matrices.
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We remark that this result was due to Bell and Sourour in [3], while for triangular matrices, it was
studied in [4,14].
Example 3.8. Let m, n, p and q be integers satisfying p, q  m, n  2. LetTmi,ni ,k be a block
triangular matrix subspace ofMm,n over a field F. Let σ : F → F be a nonzero field homomor-
phism, and let ϕ1, . . . , ϕq , φ1, . . . , φp be additive mappings on F. When m1 = n1 = 1, we define
the mappingLϕ1,...,ϕq ,σ :Tmi,ni ,k →Mp,q by
Lϕ1,...,ϕq ,σ (aij ) =


ϕ1(a11) · · · ϕq−n+1(a11) ϕq−n+2(a11) + σ(a12) · · · ϕq(a11) + σ(a1n)
0 · · · 0 σ(a22) · · · σ(a2n)
...
...
...
.
.
.
...
0 · · · 0 0 · · · σ(amn)
0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0


for all (aij ) ∈Tmi,ni ,k . When mk = nk = 1, we define Rφ1,...,φp,σ :Tmi,ni ,k →Mp,q by
Rφ1,...,φp,σ (aij ) =


0 · · · 0 σ(a11) · · · σ(a1,n−1) φ1(amn) + σ(a1n)
...
...
...
.
.
.
...
...
0 · · · 0 0 · · · σ(am−1,n−1) φm−1(amn) + σ(am−1,n)
0 · · · 0 0 · · · 0 φm(amn)
...
...
...
...
...
0 · · · 0 0 · · · 0 φp(amn)


for all (aij ) ∈Tmi,ni ,k . We see that
(I) Lϕ1,...,ϕq ,σ is an additive rank-one preserver if and only if for every nonzero element
a ∈⋂q−n+1i=1 Kerϕi , ϕi(a) /∈ Im σ for some q − n + 1 < i  q;
(II) Rφ1,...,φp,σ is an additive rank-one preserver if and only if for every nonzero element a ∈⋂p
i=m Kerφi , φi(a) /∈ Im σ for some 1  i < m;
(III) if every nonzero field homomorphism σ on F is surjective, thenLϕ1,...,ϕq ,σ is an additive
rank-one preserver if and only if
⋂q−n+1
i=1 Kerϕi = {0};
(IV) if every nonzero field homomorphism σ on F is surjective, then Rφ1,...,φp,σ is an additive
rank-one preserver if and only if
⋂p
i=m Kerφi = {0}.
For the sake of simplicity, we useLϕ1,...,ϕq and Rφ1,...,φp to denoteLϕ1,...,ϕq ,σ and Rφ1,...,φp,σ ,
respectively, if σ is the identity mapping on F.
Corollary 3.9. Let F be a field that is not isomorphic to a proper subfield of itself, and let
Tmi,ni ,k be a subspace of Mm,n over F with n1 = 1 when m1 = 1, and mk = 1 when nk = 1.
Then ψ :Tmi,ni ,k →Mp is an additive rank-one preserver if and only if p  min{m, n} and ψ
takes one of the following forms:
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(i) there exist nonzero vectors u ∈Mp,1, v ∈ Fp such that, for each integer 1  i  k, either
• ψ(A) = u ⊗ Fi(A) for all A ∈Ti , or
• ψ(A) = Gi(A) ⊗ v for all A ∈Ti ,
where Fi :Ti → Fp, Gi :Ti →Mp,1 are additive with Fi |R1 ,Gi |R1 injective; or
(ii) there exist nonsingular matrices P,Q ∈Mp and a scalar α ∈ {0, 1} such that
ψ(A) = P(ατ(A) + (1 − α)τ(A)T)Q for all A ∈Tmi,ni ,k
and τ :Tmi,ni ,k →Mp is the additive mapping defined by
• τ(A) =
(
0
0
Aσ
0
)
for all A ∈Ts,t , where σ is an automorphism on F, and s = 2 when
m1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k,
• τ(aE11) =Lϕ1,...,ϕp (aE11) for all a ∈ F,whereLϕ1,...,ϕp :Tmi,ni ,k →Mp is the rank-
one preserver mentioned in Example 3.8(III), but this is present only when m1 = 1,
• τ(aEmn) = Rφ1,...,φp (aEmn) for alla ∈ F,whereRφ1,...,φp :Tmi,ni ,k →Mp is the rank-
one preserver mentioned in Example 3.8(IV), but this is present only when nk = 1.
Proof. The sufficiency part is clear. We consider the necessity part.
We consider only the case m1 = nk = 1 and ψ takes the form of type (ii) as stated in Theorem
3.4. Since F is not isomorphic to a proper subfield of itself, it is clear that σ is an automorphism on
F, p  min{m, n}, and P,Q are full rank matrices. After composing by the mapping A → AT,
if necessary, we may assume, without loss of generality, that
• ψ(e1 ⊗ y) = Pe1 ⊗ H(e1 ⊗ y) for all e1 ⊗ y ∈T1,
• ψ(x ⊗ y) = Pxσ ⊗ yσQ for all x ⊗ y ∈T2,k−1, and
• ψ(x ⊗ fn) = K(x ⊗ fn) ⊗ fnQ for all x ⊗ fn ∈Tk ,
where P ∈Mp,m, Q ∈Mn,p, and H :T1 → Fp, K :Tk →Mp,1 are injective additive such
that H(e1 ⊗ y) = yσQ for e1 ⊗ y ∈T2,1, and K(x ⊗ fn) = Pxσ for x ⊗ fn ∈Tk,k−1. Note
that there exist nonsingular matrices X, Y ∈Mp such that
XP =
(
Im
0
)
∈Mp,m and QY =
(
0 In
) ∈Mn,p.
We define ψ1 :Tmi,ni ,k →Mp by ψ1(A) = Xψ(A)Y for all A ∈Tmi,ni ,k . Clearly, ψ1 is the
additive rank-one preserver with
ψ1(A) =
(
0 Aσ
0 0
)
for all A ∈T2,k−1,
ψ1(aE11) = e1 ⊗ F(aE11) and ψ1(aEmn) = G(aEmn) ⊗ fn for all a ∈ F, where F(aE11) =
H(aE11)Y and G(aEmn) = XK(aEmn), and F and G are injective additive mappings. It follows
that there exist additive mappings ϕ1, . . . , ϕp, φ1, . . . , φp on F such that
ψ1(aE11) =
p∑
j=1
ϕj (a)E
′
1j and ψ1(aEmn) =
p∑
i=1
φi(a)E
′
in
for all a ∈ F, where E′ij ’s are the matrix units in Mp . Since Kerψ1|T1 = {0}, it follows that
for each nonzero element a ∈ F, there exists 1  j  p − n + 1 such that ϕj (a) /= 0, and thus,⋂p−n+1
j=1 Kerϕj = {0}. Similar arguments apply to the case Kerψ1|Tk = {0}. We are done. 
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Let k and h be positive integers, and let Tmi,ni ,k and Tpi,qi ,h be block triangular
matrix subspaces of Mm,n and Mp,q , respectively. We recall that {U0,U1, . . . ,
Uk} and {Vk+1,Vk, . . . ,V1} are the chains of subspaces of Tmi,ni ,k as defined in (1) and
(2). Analogously, with the block triangular matrix space Tpi,qi ,h, we associate two chains of
subspaces
{0} = X0 ⊂ X1 ⊂ · · · ⊂ Xh−1 ⊂ Xh =Mp,1,
and
{0} = Yh+1 ⊂ Yh ⊂ · · · ⊂ Y2 ⊂ Y1 = Fq,
where
Xi =〈e′j |1  j  p1 + · · · + pi〉,
Yi =〈f ′j |q0 + · · · + qi−1 < j  q〉
for all 1  i  h, with q0 = 0. Here, {e′1, . . . , e′p} and {f ′1, . . . , f ′q} denote the standard bases of
Mp,1 and Fq , respectively.
Lemma 3.10. Let m, n, p and q be integers such that p  m  2 and q  n  2. Let P ∈Mp,m
and Q ∈Mn,q be nonzero matrices. Then the following statements are equivalent:
(i) PEstQ ∈Tpi,qi ,h whenever Est ∈Tmi,ni ,k,
(ii) For each 1  i  k, there exists 1  j  h such that PUi ⊆ Xj andViQ ⊆ Yj .
Proof. (ii) ⇒ (i): Let Est ∈Tmi,ni ,k , there exists an integer 1  i  k such that es ∈ Ui and
ft ∈Vi . Then Pes ∈ Xj and ftQ ∈ Yj for some 1  j  h. So, PEstQ = Pes ⊗ ftQ ∈ Xj ⊗
Yj ⊂Tpi,qi ,h.
(i) ⇒ (ii): For each 1  i  k, we letAi = {Pu|u ∈ Ui} ⊆Mp,1 andBi = {vQ|v ∈Vi} ⊆
Fq . Since P,Q are nonzero matrices, we have Ai /= {0} and Bi /= {0}. Then there exist inte-
gers 1  u, v  h such that Ai ⊆ Xu\Xu−1 and Bi ⊆ Yv\Yv+1. Then there exist es ∈ Ui
and ft ∈Vi such that Pes ∈ Xu\Xu−1 and ftQ ∈ Yv\Yv+1. If u > v, then Pes ⊗ ftQ =
PEstQ /∈Tpi,qi ,h, a contradiction. So, we haveu  v, and hence,PUi ⊆ Xu andViQ ⊆ Yu, as
desired. 
Remark 3.11. If Tpi,qi ,h and Tmi,ni ,k are block triangular matrix subspaces of Mm,n with
dimTpi,qi ,h = dimTmi,ni ,k , and if P ∈Mm and Q ∈Mn are nonsingular matrices such that
condition (i) of Lemma 3.10 holds true, then the mapping τ :Tmi,ni ,k →Tpi,qi ,h defined by
τ(A) = PAQ, A ∈Tmi,ni ,k , is a linear isomorphism of Tmi,ni ,k onto Tpi,qi ,h. Hence, by a
similar argument as in the proof of Lemma 4.3 in [3], we getTpi,qi ,h =Tmi,ni ,k , and P ∈Tmi,k
and Q ∈Tni ,k .
Let ψ :Tn :→Tn be a mapping. We define the mapping ψ∼ :Tn →Tn by ψ∼(A) =
ψ(A)∼ for all A ∈Tn. As an immediate consequence of Theorem 3.4 and Lemma 3.10, we have
the following result.
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Corollary 3.12. Let ψ :Tn →Tn be an additive mapping. Then ψ is a rank-one preserver if
and only if ψ or ψ∼ takes one of the following forms:
(i) there exist nonzero vectors u ∈ Us , v ∈Vt for some integers 1  s  t  n such that for
each integer 1  i  n, either
• ψ(A) = u ⊗ Fi(A) for all A ∈Ti , or
• ψ(A) = Gi(A) ⊗ v for all A ∈Ti ,
where Fi :Ti →Vs ,Gi :Ti → Ut are additive with Fi |R1 ,Gi |R1 injective; or
(ii) there exist integers 1  s  t  n and 1  i  j  n, and a nonzero field homomorphism
σ : F → F such that
• ψ(A) = u ⊗ F(A) for all A ∈T1,s−1,
• ψ(A) = PAσQ for all A ∈Ts,t , and
• ψ(A) = G(A) ⊗ v for all A ∈Tt+1,n,
whereP,Q∼ ∈Mn are rank 2 one-regular matrices with respect to (σ,Ut ) and (σ,V∼s ),
respectively, satisfying condition (i) of Lemma 3.10, u ∈ Ui , v ∈Vj are nonzero vec-
tors, and F :T1,s−1 →Vi , G :Tt+1,n → Uj are additive mappings with F |R1 ,G|R1
injective such that Pxσ = α(x)u and F(x ⊗ y) = α(x)yσQ for all x ⊗ y ∈Ts,s−1, and
yσQ = λ(y)v and G(x ⊗ y) = λ(y)Pxσ for all x ⊗ y ∈Tt+1,t , with α : Us−1 → F, λ :
Vt+1 → F injective σ -quasilinear.
Remark 3.13. We note that rank  2 one-regular matrices P,Q obtained in Corollary 3.12 (ii)
are not necessarily upper triangular matrices. For example, let F be a field which is isomorphic
to a proper subfield K of F such that F/K is a field extension of degree 4, and let σ : F → K be
an isomorphism. We consider the mapping A → PAσQ, A ∈T4, where
P =


1 π1 π2 0
1 0 0 π3
0 0 0 0
0 0 0 0

 , Q =


0 0 0 1
0 0 1 0
0 0 0 π1
0 0 π2 0


and {1, π1, π2, π3} is a basis of F over K = σ(F). Clearly, the mapping is an additive rank-one
preserver on triangular matrices.
A mapping ψ from a vector space of matrices into another is said to be rank-one preserving
in both directions if ψ(A) is of rank one if and only if A is of rank one.
Example 3.14. Let F be a field which is isomorphic to a proper subfield K of F such that F/K
is a field extension of degree 3. Let {1, π1, π2} be a basis of F over K, and let σ : F → K be an
isomorphism. Let ψ :T3 →T3 be the mapping defined by
ψ

a11 a12 a130 a22 a23
0 0 a33

 =

0 σ(a11)π1 + σ(a12) σ (a11)π2 + σ(a13)0 σ(a22) σ (a23)
0 0 σ(a33)


for all (aij ) ∈T3. Let φ1, φ2 and φ3 be additive mappings on F defined by φ1(a) = a1π1 + a2π2,
φ2(a) = a3π1 and φ3(a) = a3π2 for every a = a1π1 + a2π2 + a3 ∈ F with a1, a2, a3 ∈ K. Let
ϕ :T3 →T3 be the mapping defined by
ϕ

a11 a12 a130 a22 a23
0 0 a33

 =

φ1(a11) φ2(a11) + σ(a12) φ3(a11) + σ(a13)0 σ(a22) σ (a23)
0 0 σ(a33)


for all (aij ) ∈T3. Clearly, ψ and ϕ are additive mappings preserving rank-one in both directions.
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Example 3.15. Let F be a field which is isomorphic to a proper subfield K of F such that F/K
is a field extension of degree 3. Let {1, π1, π2} be a basis of F over K with π1π2 ∈ K, and let
σ : F → K be an isomorphism. Consider the mapping ψ :T3 →T3 defined by
ϕ


a11 a12 a13
0 a22 a23
0 0 a33

 =


φ1(a11) φ2(a11) + σ(a12)π1 φ3(a11) + σ(a13)π2
0 σ(a22)π1 σ(a23)π2
0 0 σ(a33)π2


for all (aij ) ∈T3, where φ1(a1π1 + a2π2 + a3) = a1π1 + a2π2 for any a1, a2, a3 ∈ K, and φ2
and φ3 are the identity mapping. We see that ϕ is an additive mapping preserving rank-one in
both directions.
Corollary 3.16. LetTmi,ni ,k be a block triangular matrix subspace ofMm,n over F with n1 = 1
when m1 = 1, and mk = 1 when nk = 1 such thatTmi,ni ,k /=T2. If ψ :Tmi,ni ,k →Tmi,ni ,k
is an additive mapping preserving rank-one in both directions, then there exist a nonzero homo-
morphism σ : F → F, and integers 1  s  2 and k − 1  t  k satisfying the conditions: s = 2
when m1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k, such that ψ takes one of
the following forms:
(i) there exist two-regular matrices P ∈Mm, QT ∈Mn with respect to (σ,Ut ) and (σ,VTs ),
respectively, satisfying condition (i) of Lemma 3.10 such that
• ψ(A) = PAσQ for all A ∈Ts,t ,
• τ(aE11) = P(Lϕ1,...,ϕn(aE11)) for all a ∈ F, whereLϕ1,...,ϕn :Tmi,ni ,k →Tmi,ni ,k is
the rank-one preserver stated in Example 3.8 with 〈(ϕ1(a), . . . , ϕn(a))〉 /= 〈yσQ〉 for all
nonzero a ∈ F and y ∈V2, but this is present only when m1 = 1,
• τ(aEmn) = (Rφ1,...,φm(aEmn))Q for all a ∈ F, where Rφ1,...,φmTmi,ni ,k →Tmi,ni ,k is
the rank-one preserver stated in Example 3.8 with 〈(φ1(a), . . . , φm(a))〉 /= 〈Pxσ 〉 for all
nonzero a ∈ F and x ∈ Uk−1, but this is present only when nk = 1;
(ii) there exist two-regular matrices P ∈Mm,n,Q∼ ∈Mn,m with respect to (σ,V∼s ) and
(σ,Ut ), respectively, satisfying condition (i) of Lemma 3.10 such that
• ψ(A) = P(Aσ )∼Q for all A ∈Ts,t ,
• ψ(aE11) = (Lϕ1,...,ϕm(aE11))∼Q for all a ∈ F, where Lϕ1,...,ϕm :Tmi,ni ,k →Tmi,k
is the rank-one preserver stated in Example 3.8 with 〈(ϕ1(a), . . . , ϕm(a))〉 /= 〈Pxσ 〉 for
all nonzero a ∈ F and x ∈V∼2 , but this is present only when m1 = 1,• ψ(aEmn) = P(Rφ1,...,φn(aEmn))∼ for all a ∈ F, whereRφ1,...,φn :Tmi,ni ,k →Tni ,k is
the rank-one preserver stated in Example 3.8 with 〈(φ1(a), . . . , φn(a))〉 /= 〈yσQ〉 for all
nonzero a ∈ F and y ∈ U∼k−1, but this is present only when nk = 1.
Proof. We first claim that ψ preserves rank two matrices. For any rank two matrix A ∈Tmi,ni ,k ,
it is clear that ρ(ψ(A))  2. Suppose that ψ(A) = 0. Then there exists a rank one matrix B ∈
Tmi,ni ,k such that A + B is of rank two. Thus, ψ(A + B) = ψ(B) ∈ R1, a contradiction. Hence
ψ is a rank-two preserver. Moreover, since ψ preserves rank one matrices in both directions, by
Theorem 3.4, ψ must take one of the forms of type (ii) as described in Theorem 3.4. Here, we
consider only the case of m1 = nk = 1 as the other cases can be proved similarly. After composing
by the mapping A → A∼, if necessary, we may assume, without loss of generality, that there exist
a nonzero homomorphism σ : F → F and two-regular matrices P ∈Mm, QT ∈Mn with respect
to (σ,Uk−1) and (σ,VT2 ), respectively, satisfying condition (i) of Lemma 3.10, such that
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ψ(e1 ⊗ y) = Pe1 ⊗ F(e1 ⊗ y) for all e1 ⊗ y ∈T1,
ψ(x ⊗ y) = Pxσ ⊗ yσQ for all x ⊗ y ∈T2,k−1, and
ψ(x ⊗ fn) = G(x ⊗ fn) ⊗ fnQ for all x ⊗ fn ∈Tk,
where F :T1 → Fn, G :Tk →Mm,1 are injective additive mappings such that F(e1 ⊗ y) =
yσQ for all e1 ⊗ y ∈T2,1 and G(x ⊗ fn) = Pxσ for all x ⊗ fn ∈Tk,k−1. Since ψ preserves
rank two matrices, it follows that 〈F(aE11)〉 /= 〈yσQ〉 and 〈G(aEmn)〉 /= 〈Pxσ 〉 for all nonzero
elements a ∈ F, x ∈ Uk−1 and y ∈V2. So, there exist additive mappings ϕ1, . . . , ϕn on F for
which
e1 ⊗ F(aE11) =
n∑
j=1
ϕj (a)E1j for all a ∈ F
such that 〈(ϕ1(a), . . . , ϕn(a))〉 /= 〈yσQ〉 for all nonzero elements a ∈ F and y ∈V2. Likewise,
we have
G(aEmn) ⊗ fn =
m∑
i=1
φi(a)Ein for all a ∈ F,
where φ1, . . . , φm are additive mappings on F such that 〈(φ1(a), . . . , φm(a))〉 /= 〈Pxσ 〉 for all
nonzero elements a ∈ F and x ∈ Uk−1. We are done. 
Remark 3.17. We note, in Corollary 3.16, that if h = max{m, n}, and if the matrices P and QT
are k-regular with respect to σ , where k  h2  + 1, and x denotes the smallest integer greater
than or equal to the real number x, then A → PAσQ is an additive mapping preserving rank one
in both directions. To see this, we first observe that the mapping is a rank-r preserver for each
r = 1, . . . , k, and hence, it will not map any rank r matrix, with 1 < r  k, to a rank one matrix.
For any rank s matrix with s = k + t and t > 0, we note that the mapping preserves both rank
k and rank t matrices, it will not map rank s matrices to a rank one matrix as well. Hence, it
preserves rank one matrices in both directions.
Remark 3.18. We should point out, in Corollary 3.16, that if F is a field that is not isomorphic to
a proper subfield of itself, then σ is an automorphism on F, and P and Q are nonsingular block
triangular matrices. This was obtained by Bell and Sourour in [3, Theorem 7.2].
We recall that Tni ,k denotes a block triangular matrix subalgebra of Mn over a field F. In
what follows, we considerTni ,k /=T2.
Theorem 3.19. Let p, n be integers such that p  n  2. Then ψ :Tni ,k →Mp is an additive
rank-one preserver such that ψ(X) ∈ Rn for some nonsingular matrix X ∈Tni ,k if and only if
there exist nonsingular matrices P,Q ∈Mp and a scalar α ∈ {0, 1} such that
ψ(A) = P(ατ(A) + (1 − α)τ(A)T)Q for all A ∈Tni ,k,
and τ :Tni ,k →Mp is the additive mapping defined by
• τ(A) =
(
0
0
Aσ
0
)
for all A ∈Ts,t , where σ is a nonzero field homomorphism on F, and s = 2
when n1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k,
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• τ(aE11) =Lϕ1,...,ϕp,σ (aE11) for all a ∈ F, where Lϕ1,...,ϕp,σ :Tni ,k →Mp is the rank-
one preserver mentioned in Example 3.8(I) with ϕi /= 0 for some 1  i  p − n + 1, but this
is present only when n1 = 1,
• τ(aEnn) = Rφ1,...,φp,σ (aEnn) for all a ∈ F, whereRφ1,...,φp,σ :Tni ,k →Mp is the rank-one
preserver mentioned in Example 3.8(II) with φi /= 0 for some n  i  p, but this is present
only when nk = 1.
Furthermore, ψ |D is quasilinear, where
D = {(aij ) ∈Tni ,k | a11 = 0 if n1 = 1, and ann = 0 if nk = 1}.
In particular, if n1, nk  2, then ψ is quasilinear.
Proof. The sufficiency part is trivial. We consider the necessity part.
Since ψ(X) ∈ Rn for some nonsingular matrix X ∈Tni ,k , by Theorem 3.4, ψ takes one of
the forms of type (ii) as described in Theorem 3.4. We consider only the case of n1 = nk = 1 as
the other cases can be proved similarly. After composing by the mapping A → AT, if necessary,
we may assume, without loss of generality, that there exists a nonzero homomorphism σ : F → F
such that
ψ(e1 ⊗ y) = Me1 ⊗ H(e1 ⊗ y) for all e1 ⊗ y ∈T1,
ψ(x ⊗ y) = Mxσ ⊗ yσN for all x ⊗ y ∈T2,k−1, and
ψ(x ⊗ fn) = K(x ⊗ fn) ⊗ fnN for all x ⊗ fn ∈Tk,
(7)
where M,NT ∈Mp,n are one-regular matrices with respect to (σ,Uk−1) and (σ,VT2 ) respec-
tively, and H :T1 → Fp, K :Tk →Mp,1 are injective additive mappings such that H(e1 ⊗
y) = yσN for e1 ⊗ y ∈T2,1, and K(x ⊗ fn) = Mxσ for x ⊗ fn ∈Tk,k−1.
Suppose that X = e1 ⊗ αf1 + x2 ⊗ y2 + · · · + xn−1 ⊗ yn−1 + βen ⊗ fn, where α, β are non-
zero scalars in F, and x2 ⊗ y2 + · · · + xn−1 ⊗ yn−1 ∈T2,k−1. By (7), we see that
ψ(X) = Me1 ⊗ H(αE11) + Mxσ2 ⊗ yσ2 N + · · · + Mxσn−1 ⊗ yσn−1N + K(βEnn) ⊗ fnN
is of rank n. Thus, {Me1,Mxσ2 , . . . ,Mxσn−1,K(βEnn)} and {H(αE11), yσ2 N, . . . , yσn−1N, fnN}
are linearly independent sets. Therefore, dimMUk−1 = dimV2N = n − 1. Define P ∈Mp,n
and Q ∈Mn,p by
Pei =
{
Mei if i = 1, . . . , n − 1,
K(βEnn) if i = n
and
fiQ =
{
H(αE11) if i = 1,
fiN if i = 2, . . . , n.
Clearly, P,Q are rank n matrices. Then there exist nonsingular matrices P ′,Q′ ∈Mp such that
P ′P =
(
In
0
)
∈Mp,n and QQ′ =
(
0 In
) ∈Mn,p.
We define ψ1 :Tni ,k →Mp by ψ1(A) = P ′ψ(A)Q′ for all A ∈Tni ,k . Clearly, ψ1 is the addi-
tive rank-one preserver such that
ψ1(A) =
(
0 Aσ
0 0
)
for all A ∈T2,k−1,
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andψ1(aE11)=∑pj=1 ϕj (a)E′1j andψ1(aEnn) =∑pi=1 φi(a)E′in for alla∈F, whereϕ1, . . . , ϕp,
φ1, . . . , φp are additive mappings onF, andE′ij denotes the matrix units inMp. Sinceψ1(X) ∈ Rn
and Kerψ1|T1 = {0}, it follows that ϕj /= 0 for some 1  j  p − n + 1, and also, for each non-
zero element a ∈⋂p−n+1j=1 Kerϕj , ϕj (a) /∈ Im σ for some p − n + 1 < j  n. Similar arguments
apply to the case for Kerψ1|Tk = {0}. This completes our proof. 
The following result was obtained by Bell and Sourour in [3].
Corollary 3.20. Let ψ :Tni ,k →Tni ,k be an additive mapping. Then ψ is a surjective rank-one
preserver if and only if ψ is a composition of some or all of the following mappings:
• The map A → PAQ for some nonsingular matrices P,Q ∈Tni ,k.
• The map A → Aσ for some field automorphism σ : F → F.
• The map A → A∼. This is present only when ni = nk+1−i for all i = 1, . . . , k.
• The map Lϕ1,...,ϕn defined in Example 3.8 with ϕ1 bijective, but this is present only when
n1 = 1.
• The map Rφ1,...,φn defined in Example 3.8 with φn bijective, but this is present only when
nk = 1.
Proof. The sufficiency part is clear. We consider the necessity below.
By the surjectivity of ψ , we conclude that ψ takes one of the forms of type (ii) as described in
Theorem 3.4. Consequently, ρ(ψ(A))  ρ(A) for all A ∈Tni ,k . Since ψ is surjective, it follows
that Rn ⊆ ψ(Rn), and hence, there exists a nonsingular matrix X ∈Tni ,k for which ψ(X) ∈ Rn.
As an immediate consequence of Theorem 3.19 and Remark 3.11, we complete our proof. 
Now, we apply the result of additive rank-one preservers to characterize additive mappings
preserving rank-additivity on block triangular matrix algebras. Additive mappings preserving
rank-additivity on various matrix spaces have been studied in a number of papers, see [1,2,5,7,16,
18–20]. We recall thatT∗mi,ni ,k is a block triangular matrix subspace ofMm,n with m1, nk  2.
To establish our result, we have the following interesting lemma.
Lemma 3.21. If ψ :T∗mi,ni ,k →Mp,q is an additive mapping preserving rank-additivity, then
ρ(ψ(A)) = ρ(ψ(B)) for all rank one matrices A,B ∈T∗mi,ni ,k.
Proof. Let x1 ⊗ y1, x1 ⊗ y2 ∈T∗mi,ni ,k be two rank one matrices such that y1, y2 are linearly
independent. Then there exists x2 ∈Mm,1 such that x1, x2 are linearly independent vectors and
x2 ⊗ y1, x2 ⊗ y2 ∈T∗mi,ni ,k . We note that (x1 + x2) ⊗ (y1 + y2) + (−x1 ⊗ y1) = x2 ⊗ (y1 +
y2) + x1 ⊗ y2 and (x1 + x2) ⊗ (y1 + y2) + (−x1 ⊗ y2) = x2 ⊗ (y1 + y2) + x1 ⊗ y1 are of rank
two. It follows that
ρ(ψ((x1 + x2) ⊗ (y1 + y2))) + ρ(ψ(−x1 ⊗ y1))
= ρ(ψ(x2 ⊗ (y1 + y2))) + ρ(ψ(x1 ⊗ y2)), (8)
ρ(ψ((x1 + x2) ⊗ (y1 + y2))) + ρ(ψ(−x1 ⊗ y2))
= ρ(ψ(x2 ⊗ (y1 + y2))) + ρ(ψ(x1 ⊗ y1)). (9)
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(8)–(9) yieldsρ(ψ(−x1 ⊗ y1)) − ρ(ψ(−x1 ⊗ y2)) = ρ(ψ(x1 ⊗ y2)) − ρ(ψ(x1 ⊗ y1)). This im-
plies thatρ(ψ(x1 ⊗ y1)) = ρ(ψ(x1 ⊗ y2)). Similarly, we haveρ(ψ(x1 ⊗ y1)) = ρ(ψ(x2 ⊗ y1)).
For any rank one matrices A,B ∈T∗mi,ni ,k , there exist nonzero vectors u1 ∈ Us1 , v1 ∈Vs1 ,
u2 ∈ Us2 and v2 ∈Vs2 such that A = u1 ⊗ v1 and B = u2 ⊗ v2 for some integers 1  s1, s2 
k. We may assume s1  s2, and select C = u1 ⊗ v2 ∈T∗mi,ni ,k . Then we have ρ(ψ(A)) =
ρ(ψ(C)) = ρ(ψ(B)), as desired. 
Theorem 3.22. Let ψ :Tni ,k →Mn be an additive mapping. Then ψ preserves rank-additivity
if and only if ψ takes one of the following forms:
(a) there exist integers 1  s  2 and k − 1  t  k satisfying the conditions: s = 2 when
n1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k, such that ψ(A) = 0 for
all A ∈Ts,t , and ψ |〈E11,Enn〉 is an additive mapping preserving rank-additivity; or
(b) there exist a scalar α ∈ {0, 1} and nonsingular matrices P,Q ∈Mn such that
ψ(A) = P(ατ(A) + (1 − α)τ(A)T)Q for all A ∈Tni ,k,
and τ :Tni ,k →Tni ,k is the additive mapping defined by
• τ(A) = Aσ for all A ∈Ts,t , where σ is a nonzero field homomorphism on F, and s = 2
when n1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k,
• τ(aE11) =Lϕ1,...,ϕn(aE11) for all a ∈ F, whereLϕ1,...,ϕn :Tni ,k →Mn is defined in
Example 3.8 with ϕ1 injective, but this is present only when n1 = 1,
• τ(aEnn) = Rφ1,...,φn(aEnn) for all a ∈ F, where Rφ1,...,φn :Tni ,k →Mn is defined in
Example 3.8 with φn injective, but this is present only when nk = 1.
Proof. The sufficiency is clear. We now prove the necessity.
We consider the following two cases as the other cases can be proved similarly.
Case I: n1, nk  2. By Lemma 3.21, we see that ρ(ψ(A)) = ρ(ψ(B)) for all rank one matrices
A,B ∈Tni ,k . We now distinguish between two cases. Suppose thatψ(E11) = 0. Thenψ(A) = 0
for all rank one matrices A ∈Tni ,k , and hence, ψ is a zero mapping. Next, we suppose that
ψ(E11) /= 0, then ψ(Eii) /= 0 for all i. So, we have
n 
n∑
i=1
ρ(ψ(Eii)) = ρ(ψ(In))  n. (10)
Therefore, ψ(Eii) ∈ R1 for all i, and thus, ψ is an additive rank-one preserver with ψ(In) ∈ Rn.
By Theorem 3.19, there exist nonsingular matrices P,Q ∈Mn such that ψ(A) = PAσQ for all
A ∈Tni ,k , or ψ(A) = P(Aσ )TQ for all A ∈Tni ,k . This completes the proof of Case I.
Case II: n1, nk = 1. We argue between two cases. If ψ |T2,k−1 is a zero mapping, then we have
ψ |〈E11,Enn〉 is an additive mapping preserving rank-additivity. We are done. Next, if ψ |T2,k−1 is
not a zero mapping, then, by Lemma 3.21, we see that ψ(A) /= 0 and ρ(ψ(A)) = ρ(ψ(B)) for
all rank one matrices A,B ∈T2,k−1. Suppose that ψ(αE11) = 0 for some nonzero scalar α ∈ F.
Since ρ(αE11 + E12 + E22) = ρ(αE11 + E12) + ρ(E22), it follows that ρ(ψ(E12 + E22)) =
ρ(ψ(E12)) + ρ(ψ(E22)) which is an impossibility since E12 + E22, E12 and E22 are rank one
matrices inT2,k−1. Then ψ(λE11) /= 0 whenever λ ∈ F\{0}. Likewise, ψ(λEnn) /= 0 whenever
λ ∈ F\{0}. By using an argument similar to that in (10), we conclude that ψ is an additive rank-one
preserver with ψ(A) ∈ Rn for any nonsingular matrix A ∈Tni ,k . By Theorem 3.19, there exist
a scalar α ∈ {0, 1} and nonsingular matrices P,Q ∈Mn such that
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ψ(A) = P
(
ατ(A) + (1 − α)τ(A)T
)
Q for all A ∈Tni ,k
and τ :Tni ,k →Tni ,k is the additive mapping defined by
• τ(A) = Aσ for all A ∈T2,k−1, where σ is a nonzero field homomorphism on F,
• τ(aE11) =Lϕ1,...,ϕn(aE11) for all a ∈ F, where Lϕ1,...,ϕn :Tni ,k →Mn is defined in
Example 3.8 with ϕ1 injective,
• τ(aEnn) = Rφ1,...,φn(aEnn) for all a ∈ F, where Rφ1,...,φn :Tni ,k →Mn is defined in
Example 3.8 with φn injective.
We are done. 
In Theorem 3.22, we see that when k = 1 (or equivalently,Tni ,k =Mn), we obtain an alter-
native short proof of the classification of additive maps preserving rank-additivity onMn.
As an immediate consequence of Theorem 3.22 and Remark 3.11, we have
Corollary 3.23. Let Tni ,k be a block triangular matrix subalgebra of Mn over F. Then ψ :
Tni ,k →Tni ,k is an injective additive mapping preserving rank-additivity if and only if there
exist nonsingular matrices P,Q ∈Tni ,k such that either
ψ(A) = Pτ(A)Q for all A ∈Tni ,k,
or, when ni = nk+1−i for all i = 1, . . . , k,
ψ(A) = Pτ(A)∼Q for all A ∈Tni ,k,
where τ :Tni ,k →Tni ,k is the additive mapping defined by
• τ(A) = Aσ for all A ∈Ts,t , where σ is a nonzero field homomorphism on F, and s = 2 when
n1 = 1, and t = k − 1 when nk = 1, otherwise s = 1 and t = k,
• τ(aE11) =Lϕ1,...,ϕn(aE11) for all a ∈ F, whereLϕ1,...,ϕn is defined in Example 3.8 with ϕ1
injective, but this is present only when n1 = 1,
• τ(aEnn) = Rφ1,...,φn(aEnn) for all a ∈ F, where Rφ1,...,φn is defined in Example 3.8 with φn
injective, but this is present only when nk = 1.
Corollary 3.24. Let ψ :Tni ,k →Tni ,k be an additive mapping. Then ψ is a surjective mapping
preserving rank-additivity if and only if ψ is a composition of some or all of the following
mappings:
• The map A → PAQ for some nonsingular matrices P,Q ∈Tni ,k.
• The map A → Aσ for some field automorphism σ : F → F.
• The map A → A∼. This is present only when ni = nk+1−i for all i = 1, . . . , k.
• The mapLϕ1,...,ϕn stated in Example 3.8 with ϕ1 bijective, but is present only when n1 = 1.• The map Rφ1,...,φn stated in Example 3.8 with φn bijective, but is present only when nk = 1.
We note that bijective additive mappings preserving rank-additivity on the upper triangular
matrix algebraTn were considered by Tang and Cao [16].
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