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Proper orthogonal decomposition (POD) finds an orthonormal basis yielding an optimal
reconstruction of a given dataset. We consider an optimal data reconstruction problem for
two general datasets related to balanced POD, which is an algorithm for balanced truncation
model reduction for linear systems. We consider balanced POD outside of the linear systems
framework, and prove that it solves the optimal data reconstruction problem. The theoretical
result is illustrated with an example.
1 Introduction
Proper orthogonal decomposition (POD) is an optimal data reconstruction technique that is used
in many applications. The POD process finds the best low rank approximation to a dataset and
therefore POD has been used to detect the dominant features (or “coherent structures”) of the
data (see, e.g., [1, 2]). POD has also been frequently applied to data from dynamical systems and
used for model reduction [1, 3] and control design [4, 5, 6, 7, 8]. See the many references in the
above works for further applications of POD.
In this work, we consider another data reconstruction problem related to balanced proper or-
thogonal decomposition. Balanced POD is an algorithm introduced by Rowley [9] for approximate
balanced truncation model reduction of linear systems. The algorithm is also related to balanced
model reduction algorithms proposed by Willcox and Peraire [10] and Lall, Marsden, and Glavasˇki
[11]. Rowley’s balanced POD algorithm is related to the method of snapshots for standard POD
computations [12], however there are now two separate datasets. For further details on the al-
gorithm, see the above references and also [13, 14], where Rowley’s algorithm is extended to an
infinite dimensional setting. Also, for recent examples of the application of balanced POD for model
reduction, see [15, 16, 17, 18].
We consider balanced POD outside of the linear system setting, and show that the balanced
POD eigenvalues and modes solve an optimal data reconstruction problem for two general datasets.
Therefore, besides the algorithmic connection between POD and balanced POD, this result shows
that balanced POD is related to POD in optimal data reconstruction capability. We do not believe
the connection between balanced POD and this data reconstruction problem has previously been
noticed. We discuss potential applications of balanced POD outside of model reduction for linear
systems in the conclusion of this work.
Our proof technique relies on concepts from Rowley’s original algorithm, linear systems theory,
and standard POD theory. Also, our approach is similar to Djouadi’s recent work [19] in which
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he proves that balanced truncation model reduction for linear systems is optimal in the following
sense: the Hankel operator of the balanced reduced model optimally approximates the Hankel
operator of the original system in the Hilbert-Schmidt norm. In this work, we approach the data
approximation problem for the two general datasets by defining the balanced POD operator, which
is analogous to the Hankel operator for linear systems. We approximate the balanced POD operator
in the Hilbert-Schmidt norm to establish the main result. The fundamental difference of this work
is we are considering a data approximation problem for two general datasets instead of a model
reduction problem for linear systems.
We consider datasets consisting of time varying functions taking values in a Hilbert space
since this case arises often in applications involving dynamical systems. The results are similar
for discrete datasets; one need only replace integrals with sums. Also, most of the proofs should
translate directly to the discrete case.
We begin this work with notation and background on the singular value decomposition of
compact operators. A brief overview of POD is considered in Section 2.1, and the balanced POD
problem follows in Section 3. We consider a brief example in Section 4, and prove the balanced
POD data approximation result in Section 5.
2 Notation and Background
Throughout this work, let X be a real and separable Hilbert space with inner product (·, ·) and
corresponding norm ‖ · ‖ = (·, ·)1/2. For the standard finite dimensional case, X is taken to be Rn
and the inner product can be taken as the standard Euclidean inner product, (a, b) = aT b, or a
weighted Euclidean inner product, (a, b) = aTMb, where M ∈ Rn×n is symmetric positive definite.
Let I ⊂ (−∞,∞) be any interval (finite or infinite). Let L2(I;X) be the set of all functions w







Let K be a compact linear operator from a Hilbert space X1 to a Hilbert space X2. The
operator K∗K is symmetric nonnegative definite and therefore its eigenvalues can be ordered σ21 ≥
σ22 ≥ · · · ≥ 0. The square roots of these eigenvalues {σk} are the singular values of K. If there are
infinitely many singular values, they must tend to zero since K is compact. The singular vectors
of K are the orthonormal eigenvectors {uk} ⊂ X1 and {vk} ⊂ X2 of the operators K∗K and KK∗,
respectively.





and also ‖K‖ = σ1, the largest singular value of K. The operator K is Hilbert-Schmidt (HS) if the












for any orthonormal basis {ϕj} ⊂ X1. The operator K is trace class (or nuclear) if the sum of all
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If two operators K : X1 → X2 and L : X2 → X3 are HS, then the product KL : X1 → X3
is trace class and ‖KL‖tr ≤ ‖K‖HS‖L‖HS . Also, ‖K‖ = ‖K∗‖ for any of the above norms and
‖K‖ ≤ ‖K‖HS ≤ ‖K‖tr.
Note that in finite dimensions, the operator norm of a matrix is the usual induced 2 norm (or
spectral norm for symmetric matrices); also, the HS norm of a matrix is the Frobenius norm.
A best rank r approximation to a compact operator K is given by a solution of the following
problem: find the minimizer over all rank r operators Fr of the operator norm error ‖K − Fr‖. A
solution of this problem (which may not be unique) is given by the rth order truncated singular





The best value of the operator norm error ‖K −Kr‖ is equal to σr+1, the first neglected singular
value. The truncated singular value decomposition also gives a best rank r approximation of K if







2.1 Proper Orthogonal Decomposition
In order to connect balanced POD with standard POD, we give a brief overview of the standard
POD theory for a collection of time varying functions taking values in a Hilbert space. For more
details and for the proof of the main POD theory (for both discrete and time varying data), see,
e.g., [1, 19, 20, 21, 22].
POD problem: Let {wj}mj=1 be a dataset in L2(I;X). Find an orthonormal basis {ϕk} ⊂ X so












∥∥wj(t)− wrj (t)∥∥2 dt. (2)
The proper orthogonal decomposition of the dataset {wj} gives the solution of the above prob-
lem.










It is known that the POD operator is self adjoint, compact, and nonnegative; thus, the eigen-
values of Z may be ordered λ1 ≥ λ2 ≥ · · · ≥ 0 (with repetitions according to multiplicity) and the
corresponding orthonormal eigenvectors {ϕk} ⊂ X form a complete set.
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Definition 2. The eigenvalues {λk} of the POD operator Z are called the POD eigenvalues of
{wj} and the orthonormal eigenvectors {ϕk} ⊂ X of Z are called the POD modes of {wj}.
Theorem 1. A solution of the POD problem is given by the POD modes {ϕk} ⊂ X of the dataset





∥∥wj(t)− wrj (t)∥∥2 dt = ∑
k>r
λk <∞.
Furthermore, no other orthonormal basis gives a smaller reconstruction error.
3 Balanced Proper Orthogonal Decomposition
We now consider a related data reconstruction problem involving two separate datasets {zi}pi=1 ⊂
L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X), where Iz ⊂ (−∞,∞) and Iw ⊂ (−∞,∞) are two possibly
different intervals (finite or infinite). Instead of looking for an orthonormal basis, we search for two
sequences {ϕk} ⊂ X and {ψk} ⊂ X that are biorthogonal, i.e., (ψj , ϕi) = δij .
Balanced POD problem: Let {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X) be two given

























∣∣(zi(t)− zri (t), wj(s)− wrj (s))∣∣2 dt ds. (4)
This expression for the error measures the individual data reconstruction errors weighted against
each other. In this sense, the goal of the balanced POD problem is to obtain data approximations
so that the individual data reconstruction errors (weighted against each other) are small simulta-
neously.
We define the balanced proper orthogonal decomposition of two datasets {zi} and {wj} and
prove that it gives the solution of the balanced POD problem.
Definition 3. Let {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X) be given datasets with POD
operators ZC and ZB, respectively. Let {λk} and {ψk} ⊂ X be the eigenvalues and eigenvectors of
the product ZCZB, and let {λk} and {ϕk} ⊂ X be the eigenvalues and eigenvectors of ZBZC . We
call {λk, ϕk, ψk} the balanced POD eigenvalues and modes of the two datasets.
We give an alternate expression for the balanced POD eigenvalues and modes in terms of the
singular values and singular vectors of the balanced POD operator in Definition 2 and Proposition
2 below. Furthermore, we prove in Proposition 2 that the eigenvalues of ZCZB and ZBZC are the
same, the eigenvalues can be ordered λ1 ≥ λ2 ≥ · · · ≥ 0, and also that the balanced POD modes
are biorthogonal. The main result is the following:
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Theorem 2. A solution of the balanced POD problem is given by the balanced POD modes {ϕk, ψk} ⊂
X of the datasets {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X). The data reconstruction error








∣∣(zi(t)− zri (t), wj(s)− wrj (s))∣∣2 dt ds = ∑
k>r
λk <∞.
Furthermore, no other biorthogonal sequences give a smaller reconstruction error.
If λr+1 = 0, then we cannot decrease the error by further increasing r. Therefore, in this case,
we understand that we do not consider the problem for further values of r.
In addition, when the balanced POD eigenvalues are nonzero, we show in Proposition 3 that








where σk = λ
1/2
k .
It is possible that the data reconstruction error can become small if the individual data approx-
imation errors become nearly orthogonal; thus, in this situation the individual data approximation
errors might not tend to zero even if the data reconstruction error tends to zero. However, if the
balanced POD eigenvalues are nonzero, we show in Proposition 4 that the individual datasets can














Therefore, in this case the individual data reconstruction errors must tend to zero.
4 Example
Before proving the main result, we illustrate the balanced POD data approximation theorem with
a brief example. Consider the 1D Burgers’ equation
ut(t, x) + u(t, x)ux(t, x) = µuxx(t, x),
u(t, 0) = 0, u(t, 1) = 0, u(0, x) = f(x).
Let w(t, x) be the solution with initial condition f(x) = −2x sin(pi/x), and let z(t, x) be the solution
with f(x) = 1 if 0 < x < 1/2 and f(x) = 0 if 1/2 < x < 1.
Suppose we want to use all of the solution data to construct a small set of functions that can
reconstruct both solutions accurately over the time interval 0 < t < 1. Currently, a popular option
for such a problem is to compute (standard) POD modes for the two functions w1(t, x) = w(t, x)
and w2(t, x) = z(t, x) together in one dataset. Then the data reconstructions (1) using the POD
modes minimize the POD integral error measure (2). Another option is to compute balanced
POD modes for the functions w(t, x) and z(t, x). In this case, the data reconstructions (3) using
the balanced POD modes minimize the balanced POD integral error measure (4). Again, one
fundamental difference between the two approaches is that standard POD minimizes the sum of
the reconstruction errors, while balanced POD minimizes the reconstruction errors weighted against
each other.
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We approximated the solutions of the Burgers’ equation using the group finite element method
(see, e.g., [23, 24, 25]) with continuous piecewise linear basis functions. We used Matlab’s ode15s
time stepping routine to approximate the solutions of the resulting differential equation systems
for 0 < t < 1. For the error measures, we considered the data in the Hilbert space X = L2(0, 1) of
square integrable functions with standard inner product (u, v) =
∫ 1
0 u(x) v(x) dx and corresponding
norm ||u|| = (∫ |u(x)|2 dx)1/2. We computed the POD modes and balanced POD modes using a
snapshot approach, i.e., by considering the solution data to be piecewise constant in time. See the
references in the introduction for further details.
Figure 1 shows the solution data computed using 259 equally spaced finite element nodes. The
standard POD approximations with r = 4 are shown in Figure 2, and the balanced POD approx-
imations with r = 4 are shown in Figure 3. Both POD and balanced POD approximations give
good reconstructions of the data. Increasing r causes the POD and balanced POD reconstructions
to converge to the original data. For r = 4, the balanced POD integral error measure (4) for the
standard POD reconstructions is 3.1× 10−6, while the error for the balanced POD reconstructions
is 4.5× 10−8, two order of magnitude smaller. Similar results were found for other values of r and














































Figure 2: Standard POD approximations with r = 4 to w(t, x) (left) and z(t, x) (right).
It is also interesting to compare the values of the POD integral error measure (2) for the two
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Figure 3: Balanced POD approximations with r = 4 to w(t, x) (left) and z(t, x) (right).
reconstructions. For r = 4, the error for the POD reconstructions is 0.0087, while the error for the
balanced POD reconstructions is slightly smaller at 0.0061. The balanced POD reconstructions
also gave a smaller value for the POD error measure for all other values of r and all other solution
data that we considered. We do not know if this is true in general. However, at least for this
example, balanced POD not only provides the optimal data reconstructions for the balanced POD
weighted error measure, but it also yields more accurate results for the POD error measure.
It should be noted that even though the balanced POD reconstructions give a smaller value for
the POD error measure (2) than the POD reconstructions, this does not contradict the optimality
of POD for this error measure. This is explained as follows. First, the standard POD problem
contains the constraint that the basis is orthonormal. Djouadi has recently shown in [19] that
POD is optimal even if this constraint is removed from the POD problem statement. Therefore,
for a given number of basis functions (orthonormal or otherwise), POD – not balanced POD –
provides the optimal value for this reconstruction error measure. Although the balanced POD
reconstructions give a smaller error using r terms in the data reconstructions, balanced POD uses
2r different basis functions instead of only r basis functions for POD.
Given, however, that the balanced POD data reconstructions gave a smaller value for both error
measures than the standard POD reconstructions, balanced POD may be preferable to standard
POD in applications in which the number of terms in the data reconstructions is more important
than the number of basis functions. This is true in many model reduction applications where the
number of states in the model is more important than how many basis functions are used to create
the model.
5 Proof of Main Result
We now prove Theorem 2. We begin by defining the balanced POD operator.
Definition 4. The balanced POD operator H : L2(Iw;R
m)→ L2(Iz;Rp) for two datasets {zi}pi=1 ⊂




k(t, s)u(s) ds, (5)
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It is straightforward to check that the individual POD operators and the balanced POD operator
can be factored in terms of the above operators.
Lemma 1. The balanced POD operator H : L2(Iw;R
m) → L2(Iz;Rp) for any two datasets
{zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X) can be factored as H = CB, where the operators
C and B are defined above. Furthermore, the POD operators for each dataset can be factored as
ZB = BB
∗ and ZC = C∗C.
The factorizations allow us to obtain many properties of the POD and balanced POD operators.
First, we directly obtain that the POD operators are self adjoint and nonnegative. Next, we show
the POD and balanced POD operators are trace class, i.e., the sum of the eigenvalues of each
operator is finite. See Section 2 for the more information on Hilbert-Schmidt and trace class
operators.
Proposition 1. For any two datasets {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X), the operators
B, B∗, C and C∗ are Hilbert-Schmidt, and therefore the POD operators ZB and ZC and the balanced
POD operator H are all trace class.
Proof. Our proof follows an argument used in [26, Theorem 4]. We prove that B∗ is Hilbert-Schmidt
which implies also that B is HS. The argument for C and C∗ is similar.









‖wi(t)‖2 dt <∞ since wi ∈ L2(Iw;X). Theorem 5 in [26] (which is a modifica-
tion of Theorem 6.12, page 140, in [27]) shows each Li is Hilbert-Schmidt.
The operator B∗ is given by [B∗x](t) = [L1x(t), . . . , Lmx(t) ]T . Let {xj} be any orthonormal
basis for X. Since each Li is Hilbert-Schmidt,
∑











by above. Therefore B∗ is Hilbert-Schmidt and the result follows.
Since the balanced POD operator is trace class, it is compact. Therefore, there exist singular
values σ1 ≥ σ2 ≥ · · · ≥ 0 (with repetitions according to multiplicity) and corresponding singular
vectors {fk} ⊂ L2(Iw;Rm) and {gk} ⊂ L2(Iz;Rp) satisfying Hfk = σkgk, and H∗gk = σkfk. The
singular vectors are also orthonormal with respect to the L2 inner product, i.e., (fj , fk)L2(Iw;Rm) =
δjk and (gj , gk)L2(Iz ;Rp) = δjk. We call these quantities the balanced POD singular values and
singular vectors for the data {zi, wj}.
Next, we define vectors {ϕk, ψk} in terms of the balanced POD singular values and vectors. In
Proposition 2 below we show that these vectors are the balanced POD modes.
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Definition 5. For two datasets {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X), define the vectors
{ϕk, ψk} ⊂ X by
ϕk = σ
−1/2



















where fk,` and gk,` are the `th components of fk and gk.
Proposition 2. Let {zi}pi=1 ⊂ L2(Iz;X) and {wj}mj=1 ⊂ L2(Iw;X) be two datasets with balanced
POD eigenvalues {λk}. Then for each i for which λi is nonzero, the vectors {ϕi, ψi} ⊂ X defined
above are balanced POD modes for the two datasets. More specifically, for any i and j for which λi
and λj are nonzero, the following properties hold:
1. The balanced POD modes are biorthogonal, i.e., (ϕj , ψi) = δij.
2. Let ZC = C
∗C and ZB = BB∗ be the POD operators for {zi} and {wj}, respectively. Then
the balanced POD modes satisfy
ZBψi = σiϕi, ZCϕi = σiψi.
3. The balanced POD modes are the eigenvectors of the product of the POD operators ZC and
ZB with corresponding nonzero eigenvalues {λi} = {σ2i }. Therefore, the balanced POD eigen-
values can be ordered λ1 ≥ λ2 ≥ · · · ≥ 0, and for each i when σi is nonzero,
ZCZBψi = σ
2
i ψi, ZBZCϕi = σ
2
i ϕi.




∗ψi, gi = σ
−1/2
i Cϕi, (6)
for each i when σi is nonzero.
Proof. To prove property 1, we compute:
(ϕj , ψi) = (σiσj)









j δij = δij .
Here, we used CBfj = Hfj = σjgj .
Property 2 is also proved by direct computation. For σk nonzero,








=⇒ ZBψk = σkϕk.
A similar computation shows ZCϕk = σkψk.
Our proof of property 3 follows a similar argument used in the proof of Lemma 8.2.9 of Curtain
and Zwart’s book [28]. First, note that since the POD operators ZC and ZB are each compact, the
products ZCZB and ZBZC are compact. Therefore, each operator ZCZB and ZBZC has at most a
countable number of eigenvalues, which can only accumulate at zero.
Let λ be a nonzero eigenvalue of ZCZB with corresponding eigenvector ψ. Applying B
∗ to the
identity ZCZBψ = λψ gives H
∗H(B∗ψ) = λ(B∗ψ). The vector B∗ψ cannot be zero since otherwise
Preprint; published in: Numer. Funct. Anal. Optim. 31 (2010) no. 7, 852–869 9
John R. Singler Optimality of Balanced POD
ZBψ = 0 and so 0 = ZCZBψ = λψ, which implies ψ = 0. Thus, λ is an eigenvalue of H
∗H with
corresponding eigenvector B∗ψ.
Now let σ2 be a nonzero eigenvalue of HH∗ with eigenvector g. Applying C∗ to the identity
HH∗g = σ2g gives ZCZB(C∗g) = σ2(C∗g). The vector C∗g cannot be zero since otherwise H∗g = 0
and 0 = HH∗g = σ2g, which implies g = 0. Thus σ2 is an eigenvalue of ZCZB with corresponding
eigenvector C∗g.
Next, let {σ2i , gi} be the eigenvalues and orthonormal eigenvectors of HH∗. Recall the vectors
{ψi} are defined by ψi = σ−1/2i C∗gi. Then for each i where σi is nonzero, the arguments above
show that ψi is the eigenvector of ZCZB corresponding to the eigenvalue σ
2
i . Also, let {σ2i , fi}
be the eigenvalues and orthonormal eigenvectors of H∗H. A similar argument shows that the
vectors {ϕi} defined by ϕi = σ−1/2i Bfi are the eigenvectors of ZBZC corresponding to the nonzero
eigenvalues σ2i . Thus, {ϕj , ψi} ⊂ X are the balanced POD modes. Furthermore, for nonzero σi,
the eigenvectors gi and fi must be constant multiples of B
∗ψi and Cϕi, respectively.
It remains to check that the singular vectors expressed in terms of the balanced POD modes in
equation (6) are indeed orthonormal. Consider first fi = σ
−1/2
i B
∗ψi. For any i and j where σi and
σj are nonzero,
(fi, fj) = (σiσj)
−1/2(B∗ψi,B∗ψj) = (σiσj)−1/2(ψi, ZBψj)
= (σiσj)
−1/2(ψi, σjϕj) = δij ,
where we used Properties 1 and 2. A similar argument shows (gi, gj) = δij .
We now prove the balanced POD data reconstruction result.
Proof of Theorem 2. Let {xk} and {yk} in X be any biorthogonal sequences, and define the data














xk. Define the p×m error
kernel er by its ij entries
er,ij(t, s) =
(





)− (zi(t), wrj (s))− (zri (t), wj(s))+ (zri (t), wrj (s)).





















Let the operator Fr : L
2(Iw;R


























The above expression (7) for er gives∫
Iw
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The truncated singular value expansion Hr gives an optimal rank r approximation to H in the
Hilbert-Schmidt norm. Therefore, we have







with equality when Fr = Hr. Also, since the integral operator H − Fr has kernel er,




















∣∣(zi(t)− zri (t), wj(s)− wrj (s))∣∣2 dt ds.
Combining these expressions shows that for any biorthogonal sets {xk} and {yk}, the data recon-














We have Hru =
∑r
k=1 σk(u, fk) gk is the rth order truncated singular value expansion of H.




∗ψk and gk = σ
−1/2






Cϕk. The operator Hr has the same
form as the operator Fr considered above with xk = ϕk and yk = ψk. Therefore, the above argument














If we assume none of the balanced POD eigenvalues are zero, we can prove that the balanced
POD modes “balance” the POD operators for the individual datasets. To do this, we first express
the operators B and C in terms of the singular values and singular vectors of the balanced POD
operator and the balanced POD modes.
Lemma 2. Let {wj}mj=1 ⊂ L2(Iw;X) and {zi}pi=1 ⊂ L2(Iz;X) be any two datasets with nonzero bal-
anced POD eigenvalues. Let {σk, fk, gk} be the singular values and singular vectors of the balanced























k (x, ψk) gk.
Proof. Let u ∈ L2(Iw;Rm). Since {fk} ⊂ L2(Iw;Rm) is an orthonormal basis, we have the ex-
pansion u =
∑
k≥1(u, fk) fk. Then Bu =
∑
k≥1(u, fk)Bfk. Using ϕk = σ
−1/2
k Bfk gives Bu =∑
k≥1 σ
1/2
k (u, fk)ϕk. A direct computation of the adjoint operator using this expression for B shows
B∗ takes the desired form. The expressions for C∗ and C are obtained in a similar fashion.
The above result shows that the balanced POD modes “balance” the POD operators of the two
datasets.
Proposition 3. Let {wj}mj=1 ⊂ L2(Iw;X) and {zi}pi=1 ⊂ L2(Iz;X) be any two datasets with nonzero
balanced POD eigenvalues, and let their POD operators be denoted by ZB and ZC , respectively.
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Proof. The proof follows directly from the factorizations ZB = BB
∗ and ZC = C∗C, the above
lemma, and the orthonormality of the sets {fk} and {gk}.
When the balanced POD eigenvalues are nonzero, we can also prove that the data can be
expanded in terms of the balanced POD modes.
Proposition 4. Let {wj}mj=1 ⊂ L2(Iw;X) and {zi}pi=1 ⊂ L2(Iz;X) be two datasets with nonzero


















k (u, fk)ϕk. Property 3 of
Proposition 2 gives fk = σ
−1/2
k B
∗ψk. Therefore, Bu =
∑













































Since this equality holds for any u ∈ L2(Iw;Rm), this proves the result. This can be seen as follows.

















Fix j and set uk(t) ≡ 0 for any k 6= j. Also, for any x ∈ Iw, take uj(t) = 1 for t < x and uj(t) = 0














where a is the left endpoint of the interval Iw (which may be finite or infinite). The indefinite
integral is differentiable for almost every x [29, Corollary 2, page 88] and thus the integrand must
be zero for almost every t.
The expansion of each zi is proved similarly.
6 Conclusion
We proved that balanced POD solves an optimal data reconstruction problem for two sets of square
integrable time varying functions taking values in a Hilbert space. Although balanced POD has
been used for balanced model reduction of linear systems, we considered general data and proved
the optimal data reconstruction property which appears to be new.
Due to its optimal data reconstruction capability, standard POD has been used with success in
a variety of applications. Since balanced POD also has an optimal data approximation property
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for two datasets, balanced POD has potential to be successfully used in applications outside of
model reduction for linear systems. Similar to standard POD, balanced POD could be used to
find coherent structures in data that is naturally separated (or clustered) into two sets. Also,
balanced POD has promise for more general types of model reduction problems. Specifically, it
may be beneficial to use balanced POD when data from a dynamical system can be placed into
two separate, but related, sets. As is known, for nonlinear control systems one can use balanced
POD in a similar manner to the model reduction algorithm of Lall, Marsden, and Glavasˇki [11].
Furthermore, data that can naturally be placed in two separate sets include solution data from a
dynamical system for two different initial conditions or parameter values, or solution data generated
separately from initial conditions and forcing terms, or solution data from two separate but related
problems (such as a forward and adjoint problem). Balanced POD can be performed on this data,
and model reduction can then be performed using a Petrov-Galerkin projection. We plan to explore
these ideas in the future.
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