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ABSTRACT. We study Cheeger-Simons differential characters and provide geometric de-
scriptions of the ring structure and of the fiber integration map. The uniqueness of dif-
ferential cohomology (up to unique natural transformation) is proved by deriving an ex-
plicit formula for any natural transformation between a differential cohomology theory
and the model given by differential characters. Fiber integration for fibers with bound-
ary is treated in the context of relative differential characters. As applications we treat
higher-dimensional holonomy, parallel transport, and transgression.
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CHAPTER 1
Introduction
Differential characters were introduced by Cheeger and Simons in [17]. Let X be
a differentiable manifold. A differential character of degree k on X is a homomorphism
h : Zk−1(X ;Z) → U(1). Here Zk−1(X ;Z) denotes the group of smooth integral-valued
singular cycles of degree k− 1. It is supposed that the evaluation on boundaries is given
by integration of a form, more precisely, there exists a differential form curv(h) ∈ Ωk(X)
such that h(∂c) = exp
(
2pi i
´
c
curv(h)
)
. The form curv(h) is uniquely determined by h and
is called its curvature. We denote the set of all differential characters on X of degree k by
Ĥk(X ;Z).
In degree k = 1 a differential character is essentially a smooth U(1)-valued function
on X . If one is given a U(1)-bundle over X with connection, then one can associate a dif-
ferential character by mapping any 1-cycle to the holonomy of the bundle along this cycle.
This sets up a bijection between isomorphism classes of U(1)-bundles with connection to
the set of differential characters of degree k = 2. In a similar way, differential characters
of higher degree correspond to “higher U(1)-gauge theories” like Hitchin gerbes in degree
k = 3.
The Chern class provides a bijection between H2(X ;Z) and the set of isomorphism
classes of U(1)-bundles (without connection). Hence Ĥ2(X ;Z) may be considered as a
geometric enrichment of the singular cohomology group H2(X ;Z). In fact, in any degree
there is an analogous map c : Ĥk(X ;Z)→ Hk(X ;Z) associating to a differential character
its characteristic class. This observation can be axiomatized and leads to the concept of
differential cohomology theory. Differential characters form a model for differential coho-
mology. We give a constructive proof of the uniqueness of differential cohomology up to
unique natural transformations by deriving an explicit formula for any natural transforma-
tion between a differential cohomology theory and differential characters.
Pointwise multiplication provides Ĥk(X ;Z) with an obvious abelian group structure.
There is a less obvious multiplication Ĥk(X ;Z)× Ĥ l(X ;Z) → Ĥk+l(X ;Z) which turns
Ĥ∗(X ;Z) into a ring. We show that a set of natural axioms uniquely determines the ring
structure. Again, the proof is constructive and gives us an explicit geometric description of
the ring structure, quite different from the original definition in [17].
Like for singular cohomology and for differential forms there is a concept of fiber
integration for differential characters. We show that naturality and two compatibility con-
ditions uniquely determine the fiber integration map. Let pi : E → X be a fiber bundle with
closed oriented fibers F . For the fiber integration map pi! : Ĥk+dim(F)(E;Z)→ Ĥk(X ;Z)
we obtain the geometric formula
(pi!h)(z) = h(λ (z)) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.
Here λ is a transfer map and essentially does the following: given a cycle z in X look at the
homology class represented by z and choose a closed manifold whose fundamental class
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also represents this homology class. Then pull back the bundle E to this manifold and take
a representing cycle of the fundamental class of the resulting total space. This is then a
cycle in E which can be inserted into h. The “correction factor” exp
(
2pi i
´
a(z)
ffl
F curv(h)
)
involves the fiber integration
ffl
of differential forms and a chain a(z) associated with z. It
ensures that the construction is independent of the choices.
The uniqueness results for fiber integration and for differential cohomology together
show that the various fiber integration maps for different models of differential cohomology
in the literature are all equivalent.
There is the technical problem that not every homology class can be represented by a
manifold. For this reason we have to allow for certain “manifolds” with singularities, called
stratifolds. We use stratifolds to define geometric chains in order to provide a geometric
description of singular homology theory.
There is a second reason to consider differential characters on more general “smooth
spaces”, rather than manifolds only. Certain infinite-dimensional manifolds have to be
allowed because we want to apply the theory to the loop space of a manifold, for instance.
The multiplication ∗ and the fiber integration map are compatible: Given h ∈ Ĥk(X ;Z)
and f ∈ Ĥ l(E;Z), we show that the up-down formula holds:
pi!(pi
∗h ∗ f ) = h ∗ (pi! f ) ∈ Ĥk+l−dimF(X ;Z).
If the fibers of the bundle bound, then the fiber integrated differential character turns
out to be topologically trivial. This means that its characteristic class vanishes. One finds
an explicit topological trivialization involving the curvature. A special case of this situation
is the well-known homotopy formula. Let f : [0,1]×X →Y be a homotopy between smooth
maps f0, f1 : X → Y and h ∈ Ĥk(Y ;Z). Then we find
f ∗1 h− f ∗0 h = ι
(ˆ 1
0
f ∗s curv(h)ds
)
.
We also consider the groups of relative differential characters, denoted Ĥk(X ,A;Z).
In degree k = 1 they correspond to smooth U(1)-valued functions on X with a lift to an
R-valued function over A. In degree k = 2 they correspond to U(1)-bundles with connec-
tion over X with a section over A. We derive long exact sequences relating absolute and
relative differential characters. Since differential cohomology theories are not cohomology
theories in the usual sense, these exact sequences are more subtle than those in singular co-
homology theory, for instance. Our sequences provide criteria for a differential character
to be topologically trivial over A. Fiber integration for fibers with boundary can now be
defined. It is a map piE! : Ĥk+dim(F)(E;Z)→ Ĥk+1(X ,X ;Z).
We apply fiber integration to construct transgression maps to the loop space L (X)
of a smooth manifolds X and more general mapping spaces. Transgression along S1 is a
homomorphism Ĥk(X ;Z)→ Ĥk−1(L (X);Z). It is constructed by pull-back of differential
characters from X to L (X)×S1 using the evaluation map followed by integration over the
fiber of the trivial bundle. Analogously, we define transgression along any oriented closed
manifold Σ. Using fiber integration for fibers with boundary we also define transgression
along a compact oriented manifold with boundary.
Differential characters are thin invariant: A smooth singular chain c ∈ Ck(X ;Z) is
called thin if the integral of any k-form over c vanishes. For instance this happens if c
is supported on a (k− 1)-dimensional submanifold. Differential characters of degree k
vanish on boundaries of thin k-chains. In particular, they are invariant under barycentric
subdivision.
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We apply the notion of thin invariance to chain field theories, a modification of topo-
logical quantum field theories in the sense of Atiyah. Generalizing work of Bunke and
others, we show that chain field theories are invariant under thin 2-morphisms.
Acknowledgment. It is a great pleasure to thank Matthias Kreck for very helpful dis-
cussion. Moreover, the authors thank Sonderforschungsbereich 647 funded by Deutsche
Forschungsgemeinschaft for financial support.

CHAPTER 2
Smooth spaces
Differential characters were introduced by Cheeger and Simons in [17] on finite-
dimensional smooth manifolds. We will need to consider differential characters on more
general spaces X . First of all, X may be a manifold with a nonempty boundary. Secondly,
we have to allow certain infinite-dimensional spaces because we want to include exam-
ples such as the loop space X = L (M) =C∞(S1,M) of a finite-dimensional manifold M.
Thirdly, X may also be any oriented compact regular p-stratifold as in [35]. Stratifolds will
be needed to represent homology classes.
One convenient class of spaces to work with is that of differential spaces in the sense
of Sikorski [45]. Recall their definition:
DEFINITION 2.1. A differential space is a pair (X ,C∞(X)) where X is a topological
space and C∞(X) is a subset of the set C0(X) of all continuous real-valued functions such
that the following holds:
• Initial topology: X carries the weakest topology for which all functions in C∞(X) are
continuous;
• Locality: If f ∈C0(X) is such that for every point in X there is a function g ∈C∞(X)
coinciding with f on a neighborhood of that point, then f ∈C∞(X);
• Composition with smooth functions: If f1, . . . , fk ∈C∞(X) and g is a smooth function
defined on an open neighborhood of f1(X)× fk(X)⊂Rk, then g◦( f1, . . . , fk)∈C∞(X).
The functions in C∞(X) are called smooth functions. A map f : X → Y between dif-
ferential spaces is called smooth if smooth functions on Y pull back to smooth functions
on X along f . This way we obtain the category of differential spaces.
On differential spaces one can define tangent vectors, k-forms, their exterior differen-
tial and one can pull back forms. The usual rules such as Stokes’s theorem apply [38]. In
addition to that we will need that certain definitions of homology and cohomology which
are equivalent in the case of manifolds remain equivalent.
DEFINITION 2.2. A differential space is called a smooth space if the following holds:
• Continuous versus smooth singular (co-)homology: The inclusion of the complex of
smooth singular chains (with integral coefficients) into that of continuous singular
chains induces isomorphisms for the corresponding homology and cohomology the-
ories;
• deRham theorem: Integration of differential forms induces an isomorphism from deR-
ham cohomology to smooth singular cohomology with real coefficients;
• Stratifold- versus singular homology: Pushing forward fundamental cycles induces
an isomorphism from the bordism theory of oriented p-stratifolds to smooth singular
homology theory with integral coefficients.
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Finite-dimensional manifolds (possibly with boundary), stratifolds and also infinite-
dimensional Fre´chet manifolds such as the loop space of a compact manifold are all exam-
ples for smooth spaces, see [36, Ch. 7] for infinite-dimensional manifolds and [35, 21] for
stratifolds.
REMARK 2.3. Instead of differential spaces one could also use diffeological spaces
as in [34] to define smooth spaces in Definition 2.2. A smooth space would then be defined
as a diffeological space satisfying the properties in Definition 2.2. These properties are not
automatic; by [34, p. 272] there are diffeological spaces for which the de Rham map fails
to be an isomorphism.
CHAPTER 3
Refined smooth singular homology
Let X be a smooth space in the sense explained above. For n ∈ N0, we denote by
Cn(X ;Z) the abelian group of smooth singular n-chains in X with integral coefficients. The
spaces of n-cycles and n-boundaries of the complex (Cn(X ;Z),∂ ) are denoted by Zn(X ;Z)
and Bn(X ;Z), respectively. Denote the space of smooth n-forms on X by Ωn(X).
DEFINITION 3.1 (Thin chains). A smooth singular chain y ∈Cn(X ;Z) is called thin ifˆ
y
ω = 0
for all ω ∈ Ωn(X). We denote by Sn(X ;Z)⊂Cn(X ;Z) the subgroup of thin n-chains in X .
This definition of thin chains is similar to that of thin homotopies in the literature, see
e.g. [2, 14]. Thin homotopies will not occur in this paper, however.
If X and Y are smooth spaces and if f : X → Y is a smooth map, then if c ∈Cn(X ;Z)
is thin, so is f∗c ∈Cn(Y ;Z). Namely, for any ω ∈ Ωn(Y ) we haveˆ
f∗c
ω =
ˆ
c
f ∗ω = 0.
Hence f∗(Sn(X ;Z))⊂ Sn(Y ;Z) and f∗ induces a homomorphism f∗ : Cn(X ;Z)/Sn(X ;Z)→
Cn(Y ;Z)/Sn(Y ;Z).
Denote the equivalence class of c∈Cn(X ;Z) in Cn(X ;Z)/Sn(X ;Z) by [c]Sn . By defini-
tion, integration of an n-form ω ∈Ωn(X) descends to a linear map Cn(X ;Z)/Sn(X ;Z)→R,
[c]Sn 7→
´
c
ω .
Moreover, thin chains are preserved by the boundary operator. Namely, for c ∈
Sn+1(X ;Z) and any η ∈ Ωn we have by Stokes’s theoremˆ
∂c
η =
ˆ
c
dη = 0.
Thus ∂Sn+1(X ;Z)⊂ Sn(X ;Z). The boundary operator induces a homomorphism
Cn+1(X ;Z)/Sn+1(X ;Z)
∂
−→ Bn(X ;Z)/∂Sn+1(X ;Z) .
Since Zn(X ;Z)⊂Cn(X ;Z) and ∂Sn+1(X ;Z)⊂ Sn(X ;Z) we have a natural homomorphism
(1) Zn(X ;Z)/∂Sn+1(X ;Z) −→ Cn(X ;Z)/Sn(X ;Z) .
Denote the equivalence class of z ∈ Zn(X ;Z) in Zn(X ;Z)/∂Sn+1(X ;Z) by [z]∂Sn+1 . Inte-
gration of differential forms induces well-defined maps
Ωn(X)×Cn(X ;Z)/Sn(X ;Z)→ R, (η , [c]Sn) 7→
ˆ
[c]Sn
η :=
ˆ
c
η ,
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and
Ωn(X)×Zn(X ;Z)/∂Sn+1(X ;Z)→R, (η , [z]∂Sn+1) 7→
ˆ
[z]∂ Sn+1
η :=
ˆ
z
η .
Stokes’s theorem says ˆ
[c]Sn
dη =
ˆ
∂ [c]Sn
η .
Recall that for a closed form ω ∈ Ωn(X), integration over a smooth singular cycle z ∈
Zn(X ;Z) corresponds to evaluation of the de Rham class [ω ]dR ∈HndR(X) on the homology
class [z] ∈ Hn(X ;Z), i.e., ˆ
z
ω = 〈[ω ]dR, [z]〉 .
REMARK 3.2. The quotients Cn(X ;Z)/Sn(X ;Z) and Zn(X ;Z)/∂Sn+1(X ;Z) are geo-
metrically very natural and appear in elementary constructions: for instance, if X is a
closed smooth oriented n-manifold (or, more generally, an oriented compact n-dimensional
regular p-stratifold without boundary) and if c,c′ ∈ Zn(X ;Z) represent the fundamental
class of X , then they are homologous, i.e., there exists y ∈ Cn+1(X ;Z) with c− c′ = ∂y.
For dimensional reasons Cn+1(X ;Z) = Sn+1(X ;Z), hence [c]∂Sn+1 = [c
′]∂Sn+1 . In fact, in
this case Hn(X ;Z) = Zn(X ;Z)/Bn(X ;Z) = Zn(X ;Z)/∂Sn+1(X ;Z).
If X has a boundary and c,c′ ∈ Cn(X ;Z) represent the fundamental class of X in
Hn(X ,∂X ;Z), then we can find y ∈Cn+1(X ;Z) = Sn+1(X ;Z) such that c− c′− ∂y is sup-
ported in the boundary of X and is hence thin. Therefore [c]Sn = [c′]Sn in this case.
Generalizations of these elementary observations are crucial for the construction of
geometric chains in the next section.
CHAPTER 4
Geometric chains
We now define our notion of geometric chains. The idea is to represent singular ho-
mology classes in X by manifolds because this geometric description is well adapted for a
geometric definition of fiber integration for Cheeger-Simons differential characters as we
shall see. There is the problem however, that not all homology classes are representable by
smooth manifolds. Fortunately, Kreck’s stratifolds [35] provide a suitable generalization
of manifolds which repairs this defect.
For n∈N0 let Cn(X) be the set of diffeomorphism classes of smooth maps f : M → X
where M is an oriented compact n-dimensional regular p-stratifold with boundary, compare
[35, pp. 35 and 43]. Here two maps f : M → X and f ′ : M′ → X are called diffeomorphic
if there is an orientation preserving diffeomorphism F : M →M′ such that
M
f
  ❆
❆❆
❆❆
❆❆
❆
F

M′
f ′ // X
commutes. The equivalence class of f : M → X is denoted by [M f−→ X ]. For n < 0 put
Cn(X) := {0}. If f : X → Y is a smooth map, then we define f∗ : Cn(X) → Cn(Y ) by
f∗([M g−→ X ]) := [M f◦g−−→ Y ].
Disjoint union defines a structure of abelian semigroup on Cn(X). The boundary op-
erator ∂ : Cn(X)→ Cn−1(X) is given by restriction to the geometric boundary. For the
boundary orientation we use the convention that an outward pointing tangent vector of M
at a regular point p of ∂M followed by an oriented basis of Tp(∂M) yields an oriented basis
of TpM.
We define a homomorphism ϕn : Cn(X)→Cn(X ;Z)/Sn(X ;Z) as follows: For f : M →
X choose a representing n-chain c of the fundamental class of M in Hn(M,∂M;Z). Then
the equivalence class of c in Cn(M;Z)/Sn(M;Z) is independent of the particular choice of
c and we put ϕn([M
f
−→ X ]) := [ f∗(c)]Sn .
Similarly, if ∂M = /0, then the equivalence class in Zn(M;Z)/∂Sn+1(M;Z) of an
n-cycle c representing the fundamental class of M in Hn(M;Z) does not depend on
the particular choice of c and we can define ψn : Zn(X) → Zn(X ;Z)/∂Sn+1(X ;Z) by
ψn([M
f
−→ X ]) := [ f∗(c)]∂Sn+1 .
We call elements of Cn(X) geometric chains and elements of
Zn(X) := {ζ ∈ Cn(X) |∂ζ = 0}
and Bn(X) := {ζ ∈ Cn(X) |∃β ∈ Cn+1(X) : ∂β = ζ}
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geometric cycles and geometric boundaries, respectively. We obtain the following com-
mutative diagram:
(2) · · · // Cn+1(X) ∂ //
ϕn+1

Bn(X)
inclusion //
ψn|Bn(X)

Zn(X)
inclusion //
ψn

Cn(X)
ϕn

// · · ·
· · · // Cn+1(X ;Z)Sn+1(X ;Z)
∂ // Bn(X ;Z)
∂Sn+1(X ;Z)
inclusion// Zn(X ;Z)
∂Sn+1(X ;Z)
// Cn(X ;Z)
Sn(X ;Z)
// · · ·
The map Zn(X ;Z)/∂Sn+1(X ;Z) →Cn(X ;Z)/Sn(X ;Z) is the one from (1). Diagram (2) is
natural. In particular, for any smooth map f : X → Y the diagram
Cn(X)
f∗ //
ϕn

Cn(Y )
ϕn

Cn(X ;Z)
Sn(X ;Z)
f∗ // Cn(Y ;Z)
Sn(Y ;Z)
commutes and similarly for ψn.
From now on, we will, by slight abuse of notation, write [ζ ]∂Sn+1 instead of ψn(ζ ) forζ ∈Zn(X) and [β ]Sn instead of ϕn(β ) for β ∈ Cn(X).
For an oriented stratifold M we denote by M the same stratifold with reversed orien-
tation. Then [M f−→ X ] 7→ [M f−→ X ] is an involution on Cn(X) which commutes with ∂ .
Furthermore, ζ + ζ ∈ Bn(X) for any ζ ∈ Zn(X) because f ⊔ f : M⊔M → X is bounded
by f : [0,1]×M → X . In other words, the involution : Zn(X)→Zn(X) induces − id on
homology,
[ζ ] =−[ζ ] in Hn(X) := Zn(X)/Bn(X).
In particular, the geometric homology Hn(X) := Zn(X)/Bn(X) is an abelian group, not
just a semigroup.
The reason for using stratifolds instead of manifolds is the fact that the homomor-
phisms ψn : Zn(X)→ Zn(X ;Z)/∂Sn+1(X ;Z) induce isomorphisms on homology (see [35,
Thm. 20.1]) :
Hn(X) :=
Zn(X)
Bn(X)
−→
Zn(X ;Z)/∂Sn+1(X ;Z)
Bn(X ;Z)/∂Sn+1(X ;Z)
=
Zn(X ;Z)
Bn(X ;Z)
= Hn(X ;Z) .
The cross product of geometric chains is defined by
× : Ck(X)⊗Ck′(X ′)→ Ck+k′(X ×X ′),
[M g−→ X ]⊗ [M′ g
′
−→ X ′] 7→ [M×M′ g×g
′
−−→ X ×X ′].
By [35, Thm. 20.1] this cross product in H∗ is compatible with the usual cross product in
H∗.
REMARK 4.1. At various occasions we will have to extend homomorphisms
Zn(X ;Z) → G to homomorphisms Cn(X ;Z) → G where G is an abelian group. Since
Bn−1(X ;Z) is free, the exact sequence
0 → Zn(X ;Z)
i
−→Cn(X ;Z)
∂
−→ Bn−1(X ;Z)→ 0
splits, though not canonically. In particular, any basis of Zn(X ;Z) can be extended to a
basis of Cn(X ;Z). Therefore, any group homomorphism Zn(X ;Z)→ G can be extended
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as a group homomorphism to Cn(X ;Z)→ G by defining it in an arbitrary manner on the
complementary basis elements.
LEMMA 4.2 (Representation by geometric chains). There are homomorphisms ζ :
Cn+1(X ;Z)→Cn+1(X), a : Cn(X ;Z)→Cn+1(X ;Z), and y : Cn+1(X ;Z)→ Zn+1(X ;Z) such
that
∂ζ (c) = ζ (∂c) for all c ∈Cn+1(X ;Z);(3)
[ζ (c)]Sn+1 = [c− a(∂c)− ∂a(c+ y(c))]Sn+1 for all c ∈Cn+1(X ;Z);(4)
[ζ (z)]∂Sn+1 = [z− ∂a(z)]∂Sn+1 for all z ∈ Zn+1(X ;Z).(5)
PROOF. a) For any z ∈ Zn(X ;Z) the singular homology class represented by z lies
in the image of the map induced by ψn. Hence we may choose a geometric cycle
ζ (z) ∈ Zn(X) such that [z]∂Sn+1 − [ζ (z)]∂Sn+1 ∈ Bn(X ;Z)/∂Sn+1(X ;Z). We may thus
choose a smooth singular chain a(z) ∈ Cn+1(X ;Z) such that (5) holds. In particular, if
z = ∂c ∈ Bn(X ;Z) is a smooth singular boundary, then ζ (z) = ζ (∂c) ∈ Bn(X) is a geo-
metric boundary.
Since Zn(X ;Z) is free, the choices in z 7→ ζ (z) and z 7→ a(z) can be made such that
ζ : Zn(X ;Z)→ Zn(X) and a : Zn(X ;Z)→ Cn+1(X ;Z) are homomorphisms. One simply
makes choices on elements of a basis of Zn(X ;Z) and extends as a homomorphism. In
particular, we then have ζ (0) = 0. We perform this construction in all degrees n ∈ N0. By
Remark 4.1 we can extend a to a homomorphism a : Cn(X ;Z)→Cn+1(X ;Z).
b) We construct an extension of the homomorphism ζ to a homomorphism from sin-
gular chains to geometric chains such that it commutes with the boundary operations. As
an auxiliary tool, we first define a group homomorphism α : Cn+1(X ;Z)→ Cn+1(X) by
choosing α(c) on basis elements and extending as a homomorphism. On the basis ele-
ments of Zn+1(X ;Z) we set α(c) = ζ (c). On the complementary basis elements we choose
α(c) such that ∂α(c) = ζ (∂c). This can be done since ζ (∂c) is a geometric boundary. We
then have
(6) [∂ (c− a(∂c)− ∂a(c))]∂Sn+1 = [∂c− ∂a(∂c)]∂Sn+1
(5)
= [ζ (∂c)]∂Sn+1 = ∂ [α(c)]Sn+1 .
Hence there exists a smooth singular cycle y(c) ∈ Zn+1(X ;Z) such that
(7) [c− a(∂c)− ∂a(c)− y(c)]Sn+1 = [α(c)]Sn+1 .
We can choose c 7→ y(c) as a group homomorphism y : Cn+1(X ;Z)→ Zn+1(X ;Z) by defin-
ing it on basis elements, as explained above. On the basis elements of Zn+1(X ;Z) we set
y(c) = 0. Condition (5) implies that (7) holds in this case. On the complementary basis
elements, we choose y(c) ∈ Zn+1(X ;Z) such that (7) holds.
We have ζ (y(c)) ∈Zn+1(X) and a(y(c)) ∈Cn+2(X ;Z) with
[y(c)− ∂a(y(c))]∂Sn+2 = [ζ (y(c))]∂Sn+2 .
If c ∈ Cn+1(X ;Z) is a cycle we have α(c) + ζ (y(c)) = ζ (c) + ζ (0) = ζ (c). We may
thus extend the homomorphism ζ : Zn+1(X ;Z)→Zn+1(X) constructed above to a homo-
morphism ζ : Cn+1(X ;Z)→ Cn+1(X) by setting ζ (c) := α(c)+ ζ (y(c)) ∈ Cn+1(X). We
perform this construction in all degrees n ∈ N0.
c) We have constructed a group homomorphism ζ : Cn+1(X ;Z)→ Cn+1(X) such that
in addition to (5) we have for all c ∈Cn+1(X ;Z):
∂ζ (c) = ∂α(c)+ ∂ζ (y(c)) = ζ (∂c)+ 0 = ζ (∂c)
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which is (3) and
[c− a(∂c)− ∂a(c+ y(c))]Sn+1 = [c− a(∂c)− ∂a(c)− y(c)]Sn+1 +[y(c)− ∂a(y(c))]Sn+1
(7),(5)
= [α(c)]Sn+1 +[ζ (y(c))]Sn+1
= [ζ (c)]Sn+1 .(8)
which is (4). 
Now we turn to fiber bundles. Let F →֒ E ։ X be a fiber bundle whose fibers are
compact oriented manifolds possibly with boundary. For ζ = [M g−→ X ] ∈ Ck(X) (and
ζ ∈Zk(X) if F has a boundary) let
g∗E

g˜ // E

M
g // X
be the pull-back of the fiber bundle to M. Since M and F do not both have a boundary, g∗E
is an (k+ dimF)-dimensional compact oriented stratifold with boundary. The orientation
of g∗E is chosen such that an oriented horizontal tangent basis (defined by the orientation
of M) followed by an oriented tangent basis along the fiber yields an oriented tangent basis
of the total space. Put
PBE(ζ ) := [g∗E g˜−→ E] ∈ Ck+dimF(E).
This defines homomorphisms PBE : Zk(X) → Ck+dimF(E) and also PBE : Ck(X) →
Ck+dimF(E) if ∂F = /0. The following holds:
• For each ζ ∈Zk(X) we have
(9) ∂ (PBEζ ) =
{
PB∂E(ζ ), if k is odd,
PB∂E(ζ ), if k is even.
• If ∂F = /0, then we have for all ζ ∈ Ck(X)
(10) ∂ (PBEζ ) = PBE(∂ζ ).
• PB• is natural in the following sense: Whenever we have a commutative diagram
E H //

E ′

X h // X ′
where h is smooth and H restricts to an orientation preserving diffeomorphism Ex →
E ′h(x) for any x ∈ X , then
(11) Ck+dimF(E) H∗ // Ck+dimF(E ′)
Zk(X)
PBE
OO
h∗ // Zk(X ′)
PBE′
OO
commutes (replace Zk by Ck if ∂F = /0).
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• PB• is compatible with integration of differential forms in the following sense: For all
differential forms ω ∈ Ωk+dimF(E) and all ζ ∈Zk(X) we have
(12)
ˆ
[PBE ζ ]Sk+dimF
ω =
ˆ
[ζ ]∂ Sk+1
 
F
ω .
Here
ffl
denotes the ordinary fiber integration of differential forms. If ∂F = /0 replace
[ζ ]∂Sk+1 by [ζ ]Sk and demand (12) for all ζ ∈ Ck(X).
• PB• is functorial with respect to composition of fiber bundle projections: For a fiber
bundle κ : N → E with compact oriented fibers over a fiber bundle pi : E → X with
compact oriented fibers, we have the composite fiber bundle pi ◦ κ : N → X with the
composite orientation. In this case, we have
(13) PBpi◦κ = PBκ ◦PBpi .
• PB• is compatible with the fiber product of bundles: For fiber bundles E → X and
E ′→ X ′ with compact oriented fibers and geometric chains ζ = [M g−→ X ] ∈ Ck(X) and
ζ ′ = [M′ g′−→ X ′] ∈ Ck′(X ′), we have:
(14) PBE×E ′(ζ × ζ ′) = (−1)k′·dimF PBE(ζ )×PBE ′(ζ ′) ∈ Ck+k′+dimF×F ′(E ×E ′).
Properties (9), (10), (12), and (13) are readily checked. The sign in (14) is caused
by the conventions on orientations. To verify (11) we observe that there is an orientation
preserving diffeomorphism J : E → h∗E ′ such that
E H //

J
  
E ′

h∗E ′
˜hoo

X h //
id
>>X
′ Xhoo
commutes. Now for any ζ = [M g−→ X ] ∈ Ck(X) we get an induced orientation preserving
diffeomorphism g∗J : g∗E → g∗h∗E ′ such that
g∗h∗E ′
˜h◦g˜ // E ′
g∗E
g∗J
OO
H◦g˜
<<②②②②②②②②②
commutes. Thus [g∗E H◦g˜−−→ E ′] = [g∗h∗E ′
˜h◦g˜
−−→ E ′] ∈ Ck+dimF(E ′). We compute
PBE ′(h∗(ζ )) = PBE ′([M h◦g−−→ X ′])
= [g∗h∗E ′
˜h◦g˜
−−→ E ′]
= [g∗E H◦g˜−−→ E ′]
= H∗([g∗E
g˜
−→ E])
= H∗(PBE(ζ ))
and (11) is shown.
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REMARK 4.3. Transfer map on cycles. We construct a transfer map on the level
of singular cycles. Let ζ : Ck−dimF(X ;Z) → Ck−dimF(X) be the homomorphism from
Lemma 4.2. We construct a homomorphism λ : Zk−dimF(X ;Z)→ Zk(E;Z) such that
(15) [λ (z)]∂Sk+1 = [PBE(ζ (z))]∂Sk+1
for all cycles z ∈ Zk−dimF(X ;Z). For any z in a basis of Zk−dimF(X ;Z) we choose a
cycle λ (z)∈ Zk(E;Z) representing [PBE(ζ (z))]∂Sk+1 and extend λ as a homomorphism. In
particular, λ maps Bk−dimF(X ;Z) to Bk(E;Z). We perform this construction in all degrees
k ≥ dimF .
Extension to chains. We extend the transfer map λ : Zk−dimF(X ;Z)→ Zk(E;Z) to a
homomorphism λ : Ck−dimF(X ;Z)→Ck(E;Z) in an appropriate manner. First, we extend
λ : Zk−dimF(X ;Z)→ Zk(E;Z) to a homomorphism γ : Ck−dimF(X ;Z)→ Ck(E;Z) as de-
scribed in Remark 4.1. On the basis elements of Zk−dimF(X ;Z) we set γ(c) := λ (c). On
the complementary basis elements we choose k-chains γ(c) such that ∂γ(c) = λ (∂c). This
is possible since λ (∂c) is a boundary.
We then have:
∂ [γ(c)]Sk = [∂γ(c)]∂Sk
= [λ (∂c)]∂Sk
(15)
= [PBE(ζ (∂c))]∂Sk
(3)
= [PBE(∂ζ (c))]∂Sk
(10),(2)
= ∂ [PBE(ζ (c))]Sk .
Hence there exists a cycle w(c) ∈ Zk(E;Z) such that
(16) [γ(c)−w(c)]Sk = [PBE(ζ (c))]Sk .
We can choose c 7→ w(c) as a group homomorphism w : Ck−dimF(X ;Z) → Zk(X ;Z) by
defining it on basis elements, as explained above. On the basis elements of Zk−dimF(X ;Z)
we set w(c) = 0. Condition (15) implies that (16) holds in this case. On the complementary
basis elements, we choose w(c) ∈ Zk(E;Z) such that (16) holds.
If c ∈ Ck−dimF(X ;Z) is a cycle, we have γ(c)−w(c) = λ (c) + 0 = λ (c). We set
λ (c) := γ(c)−w(c) for general c ∈Ck−dimF(X ;Z).
Transfer map on chains. We have extended the transfer map on cycles to a group
homomorphism λ : Ck−dimF(X ;Z)→Ck(E;Z) with
(17) ∂λ (c) = λ (∂c)
and
(18) [λ (c)]Sk = [γ(c)−w(c)]Sk
(16)
= [PBE(ζ (c))]Sk
The transfer map λ should be thought of as the pull-back mapping on the level of chains.
REMARK 4.4. Transfer map and fiber integration of differential forms. From (12),
we conclude that for any differential form ω ∈ Ωk(E) and any smooth singular chain c ∈
Ck−dimF(X ;Z), we have:
(19)
ˆ
λ (c)
ω =
ˆ
[ζ (c)]Sk−dimF
 
F
ω .
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In particular, if ω is a closed form, (4) yields:
(20)
ˆ
λ (c)
ω =
ˆ
c−a(∂c)
 
F
ω .
For a cycle z ∈ Zk−dimF(X ;Z) and ω ∈ Ωk(E), we also have:
(21)
ˆ
λ (z)
ω =
ˆ
[ζ (z)]Sk−dimF
 
F
ω =
ˆ
[ζ (z)]∂ Sk−dimF+1
 
F
ω .
REMARK 4.5. Transfer map and fiber integration on singular cohomology. Let F →֒
E → X be a fiber bundle with compact oriented fibers without boundary. The construction
of the Leray-Serre spectral sequence in [43] involves the construction of Eilenberg-Zilber
type maps EZ : Cp(X ;Z)⊗Cq(F ;Z)→ E0p,q for all p,q ∈ N0. These maps induce a map
of bigraded chain complexes
(C•(X ;Z)⊗C•(F ;Z),1⊗ ∂F) EZ−→ (E0•,•,d0) .
The induced maps on homology yield identifications Cp(X ;Hq(Fx;Z))
EZ
−→ E1p,q. Here Fx
denotes the fiber of the bundle over x ∈ X and {Hq(Fx;Z)}x∈X the corresponding local
coefficient system.
We consider the special case q = dim(F). Since the bundle F →֒ E → X has compact
oriented fibers the local coefficient system {Hq(Fx;Z)}x∈X has a canonical section x 7→ [Fx]
where [Fx] ∈HdimF(Fx;Z) is the fundamental class.
The maps Z→ Hdim(F)(Fx;Z), k 7→ k · [Fx], induce a homomorphism of chain com-
plexes
(C•(X ;Z),∂ )→ (C•(X ;Hdim(F)(Fx;Z)),∂ )
EZ
−→ (E1•,•,d1) .
On the homology of the last two chain complexes we get the well-known identification
Hp(X ;Hq(Fx;Z))
∼=
−→ E2p,q for the case q = dimF .
Let c ∈ Ck−dimF(X ;Z) be a smooth singular chain in the base X . Let [µ ] ∈ Hk(E;Z)
be a cohomology class on the total space and µ ∈Ck(E;Z) a cocycle representing it. Fiber
integration for singular cohomology as constructed in [5] maps the class [µ ] ∈Hk(E;Z) to
pi![µ ] :=
[
c 7→ µ(EZ(c⊗ [Fx]))
]
∈Hk−dimF(X ;Z) .
By the constructions of the pull-back operation PBE on smooth chains and the transfer map
λ on singular chains, the chain λ (c) ∈Ck(E;Z) represents the equivalence class EZ((c−
a(∂c)−∂a(c+y(c)))⊗ [Fx])∈ E1k−dimF,dimF of smooth singular k-chains in E . Combining
this observation with the definition of the map pi! : Hk(E;Z)→Hk−dimF(X ;Z) we obtain:
pi![µ ] =
[
c 7→ µ(EZ(c⊗ [Fx]))
]
=
[
c 7→ µ(EZ(c⊗ [Fx]))
]
+
[
δ (c 7→ µ(EZ(a(c)⊗ [Fx])))
]
=
[
c 7→ µ(EZ(c⊗ [Fx]))
]
+
[
c 7→ µ(EZ(a(∂c))⊗ [Fx])
]
+
[
c 7→ µ(EZ(∂a(c+ y(c))⊗ [Fx]))︸ ︷︷ ︸
=0
]
=
[
c 7→ µ(EZ(c− a(∂c)− ∂a(c+ y(c)))⊗ [Fx])
]
=
[
c 7→ µ(λ (c))
]
= [µ ◦λ ].(22)
20 4. GEOMETRIC CHAINS
Thus pre-composition of cochains with the transfer map on chains yields the fiber integra-
tion on singular cohomology.
REMARK 4.6. Transfer map on homology. As for fiber integration on singular co-
homology, the Eilenberg-Zilber map from the Leray-Serre spectral sequence induces the
so-called homology transfer H∗(X ;Z)→ E2∗,dimF ։ H∗+dimF(E;Z), [z] 7→ [EZ(z⊗ [Fx])].
By construction, homology transfer is represented on the level of cycles by the transfer
map λ : Z∗(X ;Z)→ Z∗+dimF(E;Z) constructed in Remark 4.3. Hence the name.
REMARK 4.7. Fiber integration, transfer and push-forward. In the literature, fiber
integration is sometimes referred to as cohomology transfer. Both homology and coho-
mology transfer can be defined for any smooth map between compact oriented smooth
manifolds by conjugating the pull-back and push-forward maps with Poincare´ duality, see
e.g. [19, Ch. VIII, § 10]. Therefore, fiber integration is also referred to as push-forward.
CHAPTER 5
Differential characters
Differential characters were introduced by Cheeger and Simons in [17]. The group
Ĥk(X ;Z) of differential characters in a smooth space has various equivalent descriptions.
For instance, it is isomorphic to the smooth Deligne cohomology group Hk−1
D
(X ;U(1)),
see e.g. [15]. Differential characters can also be described by differential forms with sin-
gularities as in [16] or as de Rham-Federer currrents as in [29, 30, 31]. The groups of
differential characters are often referred to as differential cohomology. We use the original
definition of differential characters due to Cheeger and Simons.
We first recall the definition and some elementary properties of Cheeger-Simons dif-
ferential characters. Then we give a new proof of a result of Simons and Sullivan saying
that for any differential cohomology theory there is a unique natural transformation to the
model given by differential characters. Our proof yields an explicit formula for this natural
transformation. Similarly, we reprove the abstract uniqueness result for the ring structure
due to Simons and Sullivan by deriving an explicit formula from the axioms.
Stratifolds enter the game because they can be used to represent homology classes.
However, we do not modify the definition of differential characters as in [10]. The us-
age of stratifolds in [10] to represent cohomology classes is responsible for the limitation
to finite-dimensional manifolds. Instead of stratifolds one could also use Baas-Sullivan
pseudomanifolds. It was proposed in [25] to use them to describe differential characters.
1. Definition and examples
Let X be a smooth space. We denote by Ĥk(X ;Z) the abelian group of degree k ≥ 1
differential characters, i.e.1,
(23) Ĥk(X ;Z) := {h ∈ Hom(Zk−1(X ;Z),U(1)) ∣∣h ◦ ∂ ∈ Ωk(X)} .
The notation h ◦ ∂ ∈ Ωk(X) means that there exists a differential form ω ∈ Ωk(X) such
that for every smooth singular chain c ∈Ck(X ;Z), we have:
(24) h(∂c) = exp
(
2pi i
ˆ
c
ω
)
.
The differential form ω is uniquely determined by the differential character h ∈ Ĥk(X ;Z).
Moreover, it is closed and has integral periods. This form ω =: curv(h) is called the
curvature of h. If curv(h) = 0, then h is called a flat differential character.
Moreover, a differential character h determines a class c(h) ∈ Hk(X ;Z), constructed
as follows: Since Zk−1(X ;Z) is a free Z-module, there exists a real lift ˜h of the dif-
ferential character h, i.e., ˜h ∈ Hom(Zk−1(X ;Z),R) such that h(z) = exp(2pi i˜h(z)) for all
1It is convenient to shift the degree of the differential characters by +1 as compared to the original definition
from [17]. Thus a degree k differential character has curvature and characteristic class of degree k.
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z ∈ Zk−1(X ;Z). Then set
(25) µ ˜h : Ck(X ;Z)→ Z, c 7→
ˆ
c
curv(h)− ˜h(∂c) .
Since curv is closed µ ˜h is a cocycle, and it follows from equation (24) that it takes integral
values. The cohomology class [µ ˜h] ∈Hk(X ;Z) does not depend on the choice of the lift ˜h.
Now c(h) := [µ ˜h] ∈ Hk(X ;Z) is called the characteristic class of h. If c(h) = 0, then h is
called a topologically trivial differential character.
By definition, any real lift ˜h of a differential character h yields a cocycle for the char-
acteristic class c(h). Conversely, if µ ∈Ck(X ;Z) is a cocycle representing the cohomology
class c(h) ∈ Hk(X ;Z), then we can find a real lift ˜h′ such that µ = µ ˜h′ := curv(h)− δ ˜h′.
For if ˜h is any real lift of h, then µ and µ ˜h are cohomologous, i.e. there exists a cochain
t ∈ Ck−1(X ;Z) such that δ t = µ ˜h − µ . Setting ˜h′ := ˜h+ t yields a real lift of h with
µ ˜h′ = curv(h)− δ ˜h− δ t = µ ˜h− δ t = µ .
Note that by (25), the image of c(h) in Hk(X ;R) coincides with the image of the de
Rham cohomology class [curv(h)]dR of curv(h) under the de Rham isomorphism.
REMARK 5.1. Even though the abelian group U(1) is written multiplicatively, we
write Ĥk(X ;Z) additively, i.e., for h,h′ ∈ Ĥk(X ;Z) and z ∈ Zk−1(X ;Z) we have
(h+ h′)(z) = h(z) ·h′(z).
The neutral element 0 ∈ Ĥk(X ;Z) is the constant map
0(z) = 1.
The reason for this convention is that there is an additional multiplicative structure on
Ĥ∗(X ;Z) analogous to the cup product turning it into a ring. The ring structure will be
discussed in Section 6.
Let η ∈Ωk−1(X) be a differential form on X . We define a differential character ι(η)∈
Ĥk(X ;Z) by setting
(26) ι(η)(z) := exp
(
2pi i
ˆ
z
η
)
.
Evaluating on boundaries, we see that in this case,
(27) curv(ι(η)) = dη .
Taking ι˜(η)(z) :=
´
z η as real lift, we have by Stokes’s theorem
µ ι˜(η)(x) =
ˆ
x
dη− ι˜(η)(∂x) =
ˆ
x
dη −
ˆ
∂x
η = 0
so that h is topologically trivial. If also dη = 0, then curv(ι(η)) = 0, thus h is flat.
We thus obtain a homomorphism ι : Ωk−1(X)→ Ĥk(X ;Z). If the closed form η has
integral periods, then ι(η)(z) = 1 for every z, thus ι(η) = 0. A form η ∈ Ωk−1(X) such
that ι(η) = h ∈ Ĥk(X ;Z) is called a topological trivialization of h.
Let u ∈ Hk−1(X ;U(1)). We define a differential character j(u) ∈ Ĥk(X ;Z) by setting
(28) j(u)(z) := 〈u, [z]〉.
Thus we obtain an injective map j : Hk−1(X ;U(1))→ Ĥk(X ;Z).
1. DEFINITION AND EXAMPLES 23
By Ωkcl(X) we denote the space of closed k-forms and by Ωk0(X) ⊂ Ωkcl(X) the set of
closed k-forms with integral periods. We identify the quotients
Hk(X ;R)
Hk(X ;Z)R
∼=
Ωkcl(X)
Ωk0(X)
using the de Rham isomorphism. Here Hk(X ;Z)R ⊂ Hk(X ;R) denotes the image of
Hk(X ;Z) in Hk(X ;R) under the natural map induced by the change of coefficients. Re-
call that ι : Ωk−1(X)→ Ĥk(X ;Z) induces a homomorphism Ω
k−1(X)
Ωk−10 (X)
→ Ĥk(X ;Z), again
denoted ι .
We obtain the following commutative diagram with exact rows and columns:
(29) 0

0

0

0 // H
k−1(X ;R)
Hk−1(X ;Z)R

// Ωk−1(X)
Ωk−10 (X)
ι

d // dΩk−1(X)

// 0
0 // Hk−1(X ;U(1))

j // Ĥk(X ;Z)
c

curv // Ωk0(X)

// 0
0 // Ext(Hk−1(X ;Z),Z)

// Hk(X ;Z)

// Hom(Hk(X ;Z),Z)

// 0
0 0 0
The left column is obtained from the long exact cohomology sequence induced by the
coefficient sequence 0→ Z→R→U(1)→ 0 together with the canonical identification of
Ext(Hk−1(X ;Z),Z) with the torsion subgroup of Hk(X ;Z). The middle column says that
a differential character admits a topological trivialization if and only if it is topologically
trivial.
For reasons that will become apparent later, we extend the definition of the group
Ĥk(X ;Z) by setting
(30) Ĥk(X ;Z) := Hk(X ;Z) for k ≤ 0.
This is the only possible choice compatible with the diagram (29). In particular, we have
Ĥk(X ;Z) = {0} for k < 0. For k ≤ 0, we define the characteristic class c : Ĥk(X ;Z)→
Hk(X ;Z) to be the identity.
REMARK 5.2. Thin invariance. By construction, the evaluation of differential charac-
ters is well defined on Zk−1(X ;Z)/∂Sk(X ;Z): If z ∈ Zk−1(X ;Z) with z = ∂y and
´
y η = 0
for all η ∈Ωk(X), then we find:
h(z) = h(∂y) = exp
(
2pi i
ˆ
y
curv(h)︸ ︷︷ ︸
=0
)
= 1 .
We refer to this property of differential characters as thin invariance.
In particular, differential characters are invariant under barycentric subdivision of
smooth singular cycles. This was already observed in [17, p. 55].
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REMARK 5.3. Naturality. If f : X → Y is a smooth map, then one can pull back
differential characters h ∈ Ĥk(Y ;Z) on Y to X by
f ∗h := h ◦ f∗
where f∗ : Zk−1(X ;Z)→ Zk−1(Y ;Z) is the induced map on cycles. This defines a homo-
morphism f ∗ : Ĥk(Y ;Z)→ Ĥk(X ;Z). One easily checks that curv( f ∗h) = f ∗curv(h) and
c( f ∗h) = f ∗c(h).
REMARK 5.4. Evaluation on torsion cycles. Let h ∈ Ĥk(X ;Z) and let z ∈ Zk−1(X ;Z)
be a cycle that represents a torsion class in Hk−1(X ;Z).Hence there exists an N ∈ N such
that N · [z] = 0 ∈ Hk−1(X ;Z). Choose x ∈ Ck(X ;Z) such that N · z = ∂x. In particular,
z = 1N ·∂x as real cycles. Then we have:
h(z) = exp
(
2pi i · ˜h(z)
)
= exp
(
2pi i · ˜h
( 1
N
·∂x
))
= exp
(2pi i
N
˜h(∂x)
)
= exp
(2pi i
N
δ ˜h(x)
)
= exp 2pi i
N
(ˆ
x
curv(h)− µ ˜h(x)
)
.
If µ ∈ Zk(X ;Z) is another cocycle representing the characteristic class c(h), then we have
µ ˜h− µ = δ t for some t ∈Ck+1(X ;Z). This yields
1
N
· (µ ˜h− µ)(x) = δ t( 1
N
· x) = t(
1
N
·∂x) = t(z) ∈ Z.
Thus although the evaluation of c(h) on x is not well defined, by abuse of notation we may
write
(31) h(z) = exp 2pi i
N
(ˆ
x
curv(h)−〈c(h),x〉
)
.
In particular, if h is topologically trivial and flat, then it vanishes on torsion cycles.
The latter fact can also be deduced from the commutative diagram (29): if h is in the
image of the map H
k−1(X ;R)
Hk−1(X ;Z)R
→ Ĥk(X ;Z), then the real lift ˜h can be chosen to be a real
cocycle. Thus ˜h vanishes on torsion cycles, and so does h.
REMARK 5.5. Let h ∈ Ĥk(X ;Z) be a differential character on a smooth space X , and
let z∈ Zk−1(X ;Z) be a smooth singular cycle. According to Lemma 4.2, we get a geometric
cycle ζ (z) = [M g−→ X ] ∈ Zk−1(X) and a smooth singular chain a(z) ∈Ck(X ;Z) such that
[z− ∂a(z)]∂Sk = [ζ (z)]∂Sk . Since differential characters are thin invariant, we have
h(z) = h([ζ (z)]∂Sk ) ·h(∂a(z)) = h([ζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
curv(h)
)
.
We may also pull back the differential character along the smooth map g to the stratifold
M. For dimensional reasons, g∗h is topologically trivial and flat, hence g∗h = ι(ρ) for
a closed differential form ρ ∈ Ωk−1cl (M). By definition, the evaluation of h on [ζ (z)]∂Sk
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is the same as the evaluation of g∗h on any representing chain of the fundamental class
[M] ∈Hk−1(M;Z) = Zk−1(M;Z)/∂Sk(M;Z) of the stratifold M. So we may write:
h(z) = h([ζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
curv(h)
)
(32)
= g∗h([M]) · exp
(
2pi i
ˆ
a(z)
curv(h)
)
(33)
= exp
(
2pi i
ˆ
M
ρ
)
· exp
(
2pi i
ˆ
a(z)
curv(h)
)
.(34)
We check that (33) is consistent with the property (24) that defines differential char-
acters: for a boundary z = ∂c ∈ Bk−1(X ;Z) we choose ζ (c) ∈ Ck(X) and a(c) ∈Ck(X ;Z)
as in Lemma 4.2. This yields:
h(∂c) = h(∂ [ζ (c)]Sk ) · exp
(
2pi i
ˆ
a(∂c)
curv(h)
)
= exp
[
2pi i
(ˆ
[ζ (c)]Sk
curv(h)+
ˆ
a(∂c)
curv(h)
)]
(4)
= exp
[
2pi i
(ˆ
c
curv(h)−
ˆ
∂ (a(c+y(c))
curv(h)︸ ︷︷ ︸
=0
)]
= exp
(
2pi i
ˆ
c
curv(h)
)
.
We identify differential characters in low degrees as mentioned in [17, p. 54].
EXAMPLE 5.6. U(1)-valued smooth functions. Let X be a differentiable manifold and
let k = 1. We show Ĥ1(X ;Z) = C∞(X ,U(1)). Any homomorphism h : Z0(X ;Z)→ U(1)
corresponds to a map ¯h : X → U(1). For a fixed point x0 ∈ M we identify a neighborhood
of x0 with a ball such that x0 corresponds to its center. For x in this neighborhood we let
y(x) be the straight line from x0 to x. By (24) we have
¯h(x) = ¯h(x0) · exp
(
2pi i ·
ˆ
y(x)
curv(h)
)
.
This shows that ¯h is smooth.
Conversely, given a smooth function ¯h : X → U(1), we choose a smooth local lift
˜h :U ⊂X →R, i.e., exp(2pi i˜h(x)) = ¯h(x), and put ω := d ˜h. This form ω does not depend on
the choice of lift and is therefore a globally defined 1-form on X . Now h : Z0(X ;Z)→U(1)
given by h(Σ jα jx j) = ∏ j ¯h(x j)α j is a differential character with curvature ω . Hence h is
flat if and only if ¯h is locally constant. Moreover, h is topologically trivial if and only if ¯h
has a global lift ˜h : X →R.
For the characteristic class one can check that
c(h) = ¯h∗θ
where θ ∈H1(U(1);Z) is the fundamental class. From now on we will identify Ĥ1(X ;Z) =
C∞(X ,U(1)) and not distinguish between h ∈ Ĥ1(X ;Z) and ¯h ∈C∞(X ,U(1)).
EXAMPLE 5.7. U(1)-bundles with connection. Let X be a differentiable manifold and
let k = 2. For a U(1)-bundle with connection (P,∇) on X , the holonomy map associates
to each smooth 1-cycle z an element h(z) ∈ U(1). Let P∇c denote parallel transport along
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an oriented curve c with respect to the connection ∇. If c is closed and z is the cycle
represented by c, then h(z) is characterized by P∇c (p) = p · h(z). Here p ∈ P lies in the
fiber over the initial point of c and h(z) does not depend on its choice.
This defines a differential character h∈ Ĥ2(X ;Z) whose curvature is curv(h) = −12pi i R
∇
,
where R∇ is the curvature of ∇. The characteristic class c(h) is the first Chern class of P.
Conversely, any h ∈ Ĥ2(X ;Z) is the holonomy map of a U(1)-bundle with connec-
tion and determines the bundle up to connection-preserving isomorphism. Hence differen-
tial characters in Ĥ2(X ;Z) are in 1-1 correspondence with isomorphism classes of U(1)-
bundles with connection.
Change of connections. Given a U(1)-bundle with connection (P,∇) and a 1-form
ρ ∈ Ω1(X), we get a new connection ∇′ = ∇+ iρ on P. The differential character corre-
sponding to (P,∇′) is obtained by adding ι(−12pi ρ) to the character corresponding to (P,∇).
Topological trivializations. If the U(1)-bundle P → X is topologically trivial, any
trivialization T : P → X ×U(1) yields a 1-1 correspondence of connections ∇ on P and
differential forms ϑ(∇,T ) ∈ Ω1(X).Under this correspondence, the connection 1-form of
∇ is given as (T ◦pr1)∗(−2pi iϑ(∇,T )). Parallel transport along a curve c in X with respect
to a connection ∇ on P corresponds to multiplication with exp
(
2pi i
´
c
ϑ(∇,T )
)
. In partic-
ular, the holonomy map of (P,∇) is given as c 7→ exp
(
2pi i
´
c
ϑ(∇,T )
)
, hence h = ι(ϑ).
Conversely, given a 1-form ρ ∈ Ω1(X) such that h = ι(ρ), then the first Chern class
of the correponding U(1)-bundle P vanishes, hence P is topologically trivial. One can
directly construct global sections and hence trivializations of the bundle P from the 1-form
ρ . This is explained in detail in Example 8.4 below.
Flat bundles. If P → X is a U(1)-bundle which admits a flat connection ∇, then
c1(P) is a torsion class. The holonomy of ∇ along a closed curve now only depends
on the homotopy class of the curve and thus yields an element in Hom(pi1(X),U(1)) ∼=
Hom(H1(X);U(1))∼= H1(X ;U(1)).
Conversely, for any homomorphism χ : pi1(X)→ U(1), the U(1)-bundle P := X˜ ×χ
U(1) associated to the universal cover via the representation χ has Chern class c1(P) =
χ ∈Hom(pi1(X),U(1))∼=H1(X ;U(1)). The canonical flat connection on the trivial bundle
X˜ ×U(1) descends to a flat connection on P with holonomy map χ .
The 1-1 correspondence between isomorphism classes of flat bundles and homomor-
phisms pi1(X)→ U(1) thus obtained corresponds to the isomorphism j : H1(X ,U(1))
∼=
−→
Ĥ2flat(X ;Z) of diagram (29).
EXAMPLE 5.8. Hitchin gerbes with connection. Let X be a differentiable manifold
and let k = 3. Similar to the case k = 2 and U(1)-bundles with connection, there is a 1-1
correspondence between differential characters in Ĥ3(X ;Z) and isomorphism classes of
Hitchin gerbes with connection [32].
2. Differential cohomology
There are several ways to define differential cohomology axiomatically as a functor
H˜∗( · ;Z) from the category of smooth spaces to the category of Z-graded abelian groups,
together with natural transformations c˜urv : H˜∗( · ;Z)→Ω∗0( ·) (curvature), c˜ : H˜∗( · ;Z)→
H∗( · ;Z) (characteristic class), ι˜ : Ω∗−1( ·)/Ω∗−10 ( ·) → H˜∗( · ;Z) (topological trivializa-
tion) and j˜ : H∗−1( · ;U(1))→ H˜∗( · ;Z) (inclusion of flat classes). One difference of our
definition from those used in [44] and [12] is that we require the functor to be defined on a
class of spaces also containing stratifolds.
2. DIFFERENTIAL COHOMOLOGY 27
DEFINITION 5.9 (Differential cohomology theory). A differential cohomology theory
is a functor H˜∗( · ;Z) from the category of smooth spaces to the categoy ofZ-graded abelian
groups, together with four natural transformations
• c˜urv : H˜∗( · ;Z)→ Ω∗0( ·), called curvature,
• c˜ : H˜∗( · ;Z)→H∗( · ;Z), called characteristic class,
• ι˜ : Ω∗−1( ·)/Ω∗−10 ( ·)→ H˜∗( · ;Z), called topological trivialization, and
• j˜ : H∗−1( · ;U(1))→ H˜∗( · ;Z), called inclusion of flat classes,
such that for any smooth space X the following diagram commutes and has exact rows and
columns:
(35) 0

0

0

0 // H
∗−1(X ;R)
H∗−1(X ;Z)R

// Ω∗−1(X)
Ω∗−10 (X)
ι˜

d // dΩ∗−1(X)

// 0
0 // H∗−1(X ;U(1))

j˜ // H˜∗( · ;Z)
c˜

c˜urv // Ω∗0(X)

// 0
0 // Ext(H∗−1(X ;Z),Z)

// H∗(X ;Z)

// Hom(H∗(X ;Z),Z)

// 0
0 0 0
REMARK 5.10. Note that the upper and lower rows as well as the left and right
columns of (35) are exact sequence, independently of the differential cohomology theory
H˜∗( · ;Z). Thus the requirement is that the middle row and column are exact sequences
and the whole diagram commutes. Commutativity of the right upper quadrant means
that c˜urv ◦ ι˜ is the exterior differential. Commutativity of the left lower quadrant means
that c˜ ◦ j˜ is the connecting homomorphism in cohomology for the coefficient sequence
0 → Z→R→U(1)→ 0. Hence our definition of differential cohomology coincides with
that of character functors in [44, p. 46].
In this section, we show uniqueness of differential cohomology theories up to unique
natural transformations. More precisely, for any differential cohomology theory H˜∗( · ;Z),
there exists a unique natural transformation Ξ : H˜∗( · ;Z)→ Ĥ∗(X ;Z) that commutes with
the identity on the other functors in diagram 35. Equivalent statements were proved in [44,
Thm. 1.1] and in [12, Thm. 3.1]. Our proof differs from both in that for any fixed smooth
space X we obtain an explicit formula for Ξ : H˜∗(X ;Z)→ Ĥ∗(X ;Z). However, we rely on
[44, Lemma 1.1] to conclude that Ξ commutes with the characteristic class.
The proof of uniqueness of differential cohomology up to unique natural transforma-
tion is done in two steps: We first show that if there exists a natural transformation, then it
is uniquely determined.
THEOREM 5.11 (Uniqueness of differential cohomology I). Let H˜∗( · ;Z) be a differ-
ential cohomology theory in the sense of Definition 5.9. Suppose there exists a natural
transformation Ξ : H˜∗( · ;Z) → Ĥ∗( · ;Z) that commutes with curvature and topological
trivializations. Then Ξ is uniquely determined by these requirements.
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PROOF. Let X be a smooth space. By assumption, we have a homomorphism Ξ :
H˜∗(X ;Z)→ Ĥ∗(X ;Z) satisfying
Ξ◦ ι˜ = ι ,(36)
curv◦Ξ = c˜urv .(37)
Moreover, naturality means that for any smooth map f : Y → X and any x ∈ H˜∗(X), we
have:
(38) f ∗(Ξ(x)) = Ξ( f ∗x) .
Now let x ∈ H˜k(X ;Z), and let z ∈ Zk−1(X ;Z). We show that Ξ(x)(z) is uniquely de-
termined: Choose homomorphisms ζ : Zk−1(X ;Z) → Zk−1(X) and a : Zk−1(X ;Z) →
Ck(X ;Z) as in Lemma 4.2 such that [z− ∂a(z)]∂Sk = [ζ (z)]∂Sk . By Remark 5.2, differ-
ential characters are thin invariant. Thus we have
Ξ(x)(z) = Ξ(x)([ζ (z)]∂Sk ) ·Ξ(x)(∂a(z))
(24)
= Ξ(x)([ζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
curv(Ξ(x))
)
.
Write ζ (z) = [M g−→ X ]. For dimensional reasons, we have c˜(g∗x) = 0. Thus by (35), we
find ρ ∈ Ωk−1(X) such that g∗x = ι˜([ρ ]). This yields:
Ξ(x)(z)(37)= g∗Ξ(x)([M]) · exp
(
2pi i
ˆ
a(z)
c˜urv(x)
)
(38)
= Ξ(g∗x)([M]) · exp
(
2pi i
ˆ
a(z)
c˜urv(x)
)
= Ξ(˜ι([ρ ]))([M]) · exp
(
2pi i
ˆ
a(z)
c˜urv(x)
)
(36)
= ι(ρ)([M]) · exp
(
2pi i
ˆ
a(z)
c˜urv(x)
)
(26)
= exp
[
2pi i
(ˆ
M
ρ +
ˆ
a(z)
c˜urv(x)
)]
.(39)
We have derived an explicit formula for Ξ and, in particular, proved its uniqueness. 
Now we take (39) to define a natural transformation Ξ : H˜∗( · ;Z)→ Ĥ∗( · ;Z):
DEFINITION 5.12. Let H˜∗( · ;Z) be a differential cohomology theory. We define a
natural transformation Ξ : H˜∗( · ;Z)→ Ĥ∗( · ;Z) as follows: Let X be a smooth space and
x ∈ H˜k(X ;Z). Choose homomorphisms ζ : Zk−1(X ;Z)→Zk−1(X) and a : Zk−1(X ;Z)→
Ck(X ;Z) as in Lemma 4.2 such that [z−∂a(z)]∂Sk = [ζ (z)]∂Sk for all z∈ Zk−1(X ;Z). Write
ζ (z) = [M g−→ X ]. For dimensional reasons, we have c˜(g∗x) = 0. Thus by (35), we find
ρ ∈Ωk−1(M) such that g∗x = ι˜([ρ ]). Now we set:
(40) Ξ(x)(z) := exp
[
2pi i
(ˆ
M
ρ +
ˆ
a(z)
c˜urv(x)
)]
.
The following Lemma shows that Ξ is well defined. The fact that ζ and a are homo-
morphisms will be convenient for the proof of Theorem 5.14 but for formula (40) this is
not relevant.
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LEMMA 5.13. Let X be a smooth space and x ∈ H˜k(X ;Z). Let z ∈ Zk−1(X ;Z). Let
ζ ′(z) = [M′ g′−→ X ] ∈Zk−1(X) and a′(z) ∈Ck(X ;Z) be any choice of geometric cycle and
singular chain such that [z−∂a′(z)]∂Sk = [ζ ′(z)]∂Sk . Let ρ ′ ∈Ωk−1(M′) be any differential
form such that g′∗x = ι˜([ρ ′]). Then we have
(41) Ξ(x)(z) = exp
[
2pi i
(ˆ
M′
ρ ′+
ˆ
a′(z)
c˜urv(x)
)]
.
PROOF. Since ζ (z) and ζ ′(z) both represent the homology class of z, we find a geo-
metric boundary ∂β (z) ∈Bk−1(X) such that ∂β (z) = ζ ′(z)− ζ (z). Since
[∂a(z)− ∂a′(z)]∂Sk = [∂β (z)]∂Sk = ∂ [β (z)]Sk ,
we find a smooth singular cycle w(z) ∈ Zk(X ;Z) such that
(42) [a(z)− a′(z)−w(z)]Sk = [β (z)]Sk .
Write β (z) = [N G−→ X ], where N is a k-dimensional oriented compact p-stratifold with
boundary ∂N =M′⊔M and g =G|M , g′= G|M′ . Since Hk(N;Z) = {0}, we have c˜(G∗x) =
0. By (35), we find a differential form η ∈Ωk−1(N) such that G∗x = ι˜([η ]). Then we have
ι˜([ρ ′])− ι˜([ρ ]) = g∗x− g′∗x = G|∗∂Nx = (G∗x)|∂N = ι˜([η ])|∂N .
In particular, we have η |∂N − (ρ ′−ρ) ∈ Ωk−10 (∂N). Inserting this into (40) and (41), we
find:
Ξ(x)(z) · exp
[
2pi i
(ˆ
M′
ρ ′+
ˆ
a′(z)
c˜urv(x)
)]−1
= exp
[
2pi i
(ˆ
M′
ρ ′−
ˆ
M
ρ +
ˆ
a′(z)−a(z)
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
∂N
η +
ˆ
a′(z)−a(z)
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
N
dη +
ˆ
−w(z)
c˜urv(x)︸ ︷︷ ︸
∈Z
+
ˆ
−[β (z)]Sk
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
N
G∗c˜urv(x)+
ˆ
−[β (z)]Sk
c˜urv(x)
)]
= exp
(
2pi i
ˆ
G∗[N]Sk − [β (z)]Sk︸ ︷︷ ︸
=0
c˜urv(x)
)
= 1 .
This yields (41). 
Now we complete the proof of uniqueness of differential cohomology up to unique
natural transformation by establishing existence of a natural transformation.
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THEOREM 5.14 (Uniqueness of differential cohomology II). The map Ξ : H˜∗( · ;Z)→
Ĥ∗( · ;Z) defined in (40) is a natural transformation and commutes with curvature, topo-
logical trivializations and inclusion of flat classes. More explicitly, we have
Ξ◦ ι˜ = ι ,(43)
Ξ◦ j˜ = j ,(44)
curv◦Ξ = c˜urv .(45)
For any smooth map f : Y → X, and any x ∈ H˜k(X), we have:
f ∗Ξ(x) = Ξ( f ∗x) .(46)
REMARK 5.15. It follows from [44, Lemma 1.1], that Ξ also satisfies
c◦Ξ = c˜ .
PROOF OF THEOREM 5.14. a) We first show that Ξ takes values in Ĥ∗( · ;Z). Let X
be a fixed smooth space and x ∈ H˜k(X ;Z). By construction, the maps ζ : Zk−1(X ;Z)→
Zk−1(X) and a : Zk−1(X ;Z) → Ck(X ;Z) are group homomorphisms, first defined on
basis elements and then extended linearly. Similarly, the choice of differential forms
ρ ∈ Ωk−1(M) for ζ (z) = [M g−→ X ] is made on a basis of Zk−1(X ;Z). Extending lin-
early, the map z 7→ exp
[
2pi i
(´
M ρ +
´
a(z) c˜urv(x)
)]
defines a group homomorphism
Ξ(x) : Zk−1(X ;Z)→U(1).
It remains to show that Ξ(x) satisfies condition (24) for the homomorphism z 7→
Ξ(x)(z) to be a differential character. The argument is almost the same as in the proof
of Lemma 5.13. Let z = ∂c for some c ∈ Ck(X ;Z). By Lemma 4.2, the homomor-
phism ζ : Ck(X ;Z)→ Ck(X ;Z) satisfies ζ (∂c) = ∂ζ (c). We write ζ (c) = [N f−→ X ], where
M = ∂N and g = f |M .
If N were an oriented smooth manifold with boundary, we would have Hk(N;Z) =
{0}. By the following argument (suggested to us by M. Kreck), we may also choose
the stratifold N such that its top dimensional cohomology vanishes: Replacing the top
dimensional strata of N and M by the connected sum of their components if necessary,
we may assume the top dimensional strata of N and M to be connected. This yields
Hk(N,M;Z) ∼= Hk−1(M;Z) ∼= Z, the first isomorphism being the boundary map. Now
the long exact sequence of the pair (N,M) yields Hk(N;Z) = {0}.
Since Hk(N;Z) = {0}, we have f ∗x= ι˜([η ]) for some η ∈Ωk−1(N). Since ι˜ is natural
with respect to smooth maps, we have:
ι˜([ρ ]) = g∗x = ( f ∗x)|∂N = ι˜([η ])|∂N = ι˜([η |∂N ]) .
In particular, ρ −η |M ∈ Ωk−10 (M). This yields:
exp
(
2pi i
ˆ
M
ρ
)
= exp
(
2pi i
ˆ
∂N
η
)
= exp
(
2pi i
ˆ
N
dη
)
= exp
(
2pi i
ˆ
N
c˜urv( f ∗x)
)
.
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Inserting this into (40), we obtain:
Ξ(x)(∂c) = exp
[
2pi i
(ˆ
∂N
ρ +
ˆ
a(∂c)
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
N
c˜urv( f ∗x)+
ˆ
a(∂c)
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
[ζ (c)]Sk
c˜urv(x)+
ˆ
a(∂c)
c˜urv(x)
)]
(4)
= exp
[
2pi i
(ˆ
c
c˜urv(x)+
ˆ
∂a(c+y(c))
c˜urv(x)︸ ︷︷ ︸
=0
)]
= exp
(
2pi i
ˆ
c
c˜urv(x)
)
.
Thus Ξ(x) is a differential character in Ĥk(X ;Z) with curv(Ξ(x)) = c˜urv(x).
b) For any smooth space X , the map Ξ : H˜∗(X ;Z) → Ĥ∗(X ;Z) defined by (40) is
additive. Thus Ξ : H˜∗(X ;Z)→ Ĥ∗(X ;Z) is a degree 0 homomorphism of graded groups.
c) We show that Ξ is natural with respect to smooth maps. Let f : Y → X be a smooth
map. Let x ∈ H˜k(X) and z ∈ Zk−1(Y ;Z). We need to show that Ξ( f ∗x)(z) = f ∗(Ξ(x))(z).
Choose ζ (z) ∈Zk−1(Y ) and a(z) ∈Ck(Y ;Z) such that [z− ∂a(z)]∂Sk = [ζ (z)]∂Sk .
Write ζ (z) = [M g−→ Y ]. Setting ζ ( f∗z) := f∗ζ (z) = [M f◦g−−→ X ] and a( f∗z) := f∗a(z),
we obtain
[ f∗z− ∂a( f∗z)]∂Sk = f∗[z− ∂a(z)]∂Sk = f∗[ζ (z)]∂Sk = [ f∗ζ (z)]∂Sk .
Now choose ρ ∈ Ωk−1(M) such that ( f ◦ g)∗x = g∗( f ∗x) = ι˜([ρ ]). By Remark 5.3 and
Lemma 5.13, we find:
f ∗(Ξ(x))(z) := Ξ(x)( f∗z)
= exp
[
2pi i
(ˆ
M
ρ +
ˆ
a( f∗z)
c˜urv(x)
)]
= exp
[
2pi i
(ˆ
M
ρ +
ˆ
a(z)
c˜urv( f ∗x)
)]
= Ξ( f ∗x)(z) .
d) We show that Ξ commutes with inclusions of flat classes. Let u ∈ Hk−1(X ;U(1))
and z ∈ Zk−1(X ;Z). We choose ζ (z) = [M g−→ X ] and a(z) ∈Ck(X ;Z) as above. Note that
c˜(g∗ j˜(u)) = 0 for dimensional reasons. Thus g∗u is the reduction mod Z of a class in
Hk−1(M;R). Let ρ ∈ Ωk−1(M) such that g∗( j˜(u)) = ι˜([ρ ]). Since the upper left quadrant
of diagram (35) commutes, the reduction mod Z of [ρ ]dR ∈ Hk−1(M;R) coincides with
g∗u. Moreover, the diagram (35) yields c˜urv( j˜(u)) = 0. Thus we have:
Ξ( j˜(u))(z) = exp
[
2pi i
(ˆ
M
ρ +
ˆ
a(z)
c˜urv( j˜(u))︸ ︷︷ ︸
=0
)]
= exp
(
2pi i
ˆ
M
[ρ ]dR
)
= 〈g∗u, [M]〉
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= 〈u,g∗[M]〉
(5)
= 〈u, [z]〉
(28)
= j(u)(z) .
e) We show that Ξ commutes with topological trivializations. Let ρ ∈Ωk−1(X). Then
we have:
Ξ(˜ι([ρ ]))(z) = exp
[
2pi i
(ˆ
M
g∗ρ +
ˆ
a(z)
c˜urv(˜ι([ρ ]))
)]
(35)
= exp
[
2pi i
(ˆ
g∗[M]∂ Sk
ρ +
ˆ
a(z)
dρ
)]
= exp
[
2pi i
(ˆ
[ζ (z)]∂ Sk
ρ +
ˆ
∂a(z)
ρ
)]
(5)
= exp
(
2pi i
ˆ
z
ρ
)
(26)
= ι(ρ)(z) . 
CHAPTER 6
The ring structure
In this section we discuss the ring structure on differential cohomology. Existence
of a natural ring structure on Ĥ∗(X ;Z) compatible with curvature, characteristic class and
topological trivializations was established in [17, Thm. 1.11] by an explicit formula using
barycentric subdivision of singular chains and the chain homotopy from the subdivision to
the identity. Simple formulas for the product are obtained for differential characters rep-
resented by differential forms with singularities as in [16] or by de Rham-Federer currents
as in [31, Sec. 3].
An axiomatic definition of a ring structure on differential cohomology was established
in [44], together with a proof that the ring structure is uniquely determined by these axioms
(see [44, Thm. 1.2]). We use an axiomatic definition of the ring structure similar to the one
in [44]. The sign convention for topological trivializations differs from the one in [44,
p. 51] but coincides with the one in [11, Def. 1.2]. We give a corresponding axiomatic
definition of an external or cross product and prove that this product is uniqely determined
by the axioms. Uniquess of the external product has also been discussed in [37, Ch. 6].
Our proof has the advantage of giving an explicit geometric formula for the product.
DEFINITION 6.1. An internal product of differential characters yields for any smooth
space X and any (k, l) ∈ Z×Z a map
(47) ∗ : Ĥk(X ;Z)× Ĥ l(X ;Z)→ Ĥk+l(X ;Z) , (h, f ) 7→ h ∗ f ,
such that the following holds:
1. Ring structure. The product ∗ is associative and Z-bilinear, i.e. (Ĥ∗(X ;Z),+,∗) is a
ring.
2. Graded commutativity. The product ∗ is graded commutative, i.e. for h∈ Ĥk(X ;Z) and
f ∈ Ĥ l(X ;Z), we have f ∗ h = (−1)klh ∗ f .
3. Naturality. For any smooth map g : Y → X and h, f ∈ Ĥ∗(X ;Z), we have g∗(h ∗ f ) =
g∗h ∗ g∗ f .
4. Compatibility with curvature. The curvature curv : Ĥ∗(X ;Z)→Ω∗0(X) is a ring homo-
morphism, i.e. for h, f ∈ Ĥ∗(X ;Z), we have curv(h ∗ f ) = curv(h)∧ curv( f ).
5. Compatibility with characteristic class. The characteristic class c : Ĥ∗(X ;Z) →
H∗(X ;Z) is a ring homomorphism, i.e. for h, f ∈ Ĥ∗(X ;Z), we have c(h ∗ f ) =
c(h)∪ c( f ).
6. Compatibility with topological trivialization. For ρ ∈ Ω∗(X) and f ∈ Ĥ l(X ;Z), we
have ι(ρ)∗ f = ι(ρ ∧ curv( f )).
An internal product on differential cohomology induces an external product or differ-
ential cohomology cross product
× : Ĥk(X ;Z)× Ĥk
′
(X ′;Z)→ Ĥk+l(X ;Z), h× h′ := pr∗1 h ∗ pr∗2 h′ .
Here pr1,pr2 denotes the projection on the first and second factor of X ×X ′, respectively.
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We may also define an external product or differential cohomology cross product ax-
iomatically:
DEFINITION 6.2. An external product of differential characters yields for any smooth
spaces X and X ′ and any (k,k′) ∈ Z×Z a map
(48) × : Ĥk(X ;Z)× Ĥk′(X ′;Z)→ Ĥk+k′(X ×X ′;Z) , (h,h′) 7→ h× h′ ,
such that the following holds:
1. Associativity, bilinearity. The product × is associative and Z-bilinear.
2. Graded commutativity. The product × is graded commutative, i.e. for h ∈ Ĥk(X ;Z)
and h′ ∈ Ĥk′(X ′;Z), we have:
(49) h′× h = (−1)kk′h× h′ .
3. Naturality. For any smooth maps g : Y → X and g′ : Y ′→ X ′ and for h ∈ Ĥ∗(X ;Z) and
h′ ∈ Ĥ∗(X ′;Z), we have:
(50) (g× g′)∗(h× h′) = g∗h× g′∗h′ .
4. Compatibility with curvature. The curvature curv : Ĥ∗(X ;Z)→Ω∗0(X) commutes with
external products, i.e. for h ∈ Ĥ∗(X ;Z) and h′ ∈ Ĥ∗(X ′;Z), we have:
(51) curv(h× h′) = curv(h)× curv(h′) .
5. Compatibility with characteristic class. The characteristic class
c : Ĥ∗(X ;Z)→H∗(X ;Z) commutes with external products, i.e. for h ∈ Ĥ∗(X ;Z) and
h′ ∈ Ĥ∗(X ′;Z), we have:
(52) c(h× h′) = c(h)× c(h′) .
6. Compatibility with topological trivialization. For ρ ∈ Ω∗(X) and h′ ∈ Ĥk(X ′;Z), we
have:
(53) ι(ρ)× h′ = ι(ρ × curv(h′)) .
An external product yields an internal product by setting h ∗ f := ∆∗X (h× f ) for any
h, f ∈ Ĥ∗(X ;Z). Here ∆X : X → X ×X denotes the diagonal map.
Internal and external products are equivalent in the sense that any one determines the
other. Starting with an internal product ∗, the induced external product recovers the original
internal product: for any h, f ∈ Ĥ∗(X ;Z), we have
(54) ∆∗X(h× f ) = ∆∗X(pr∗1 h ∗ pr∗2 f ) = (pr1 ◦∆X)∗h ∗ (pr2 ◦∆X)∗ f = h ∗ f .
Conversely, starting with an external product ×, the induced internal product recovers the
original external product: for h ∈ Ĥ∗(X ;Z) and h′ ∈ Ĥ∗(X ′;Z), we have
pr∗1 h ∗ pr∗2 h′ = ∆X×X ′(pr∗1 h× pr∗2 h′)
= ∆∗X×X ′(pr1×pr2)
∗(h× h′)
= ((pr1×pr2)◦∆X×X ′︸ ︷︷ ︸
=idX×X ′
)∗(h× h′)
= h× h′.
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Internal products are useful, since they provide differential cohomology with a ring struc-
ture. On the other hand, external products are sometimes more useful for explicit calcula-
tions, as we shall see below.
In the following, we show that the ring structure on differential cohomology is
uniquely determined by the axioms in Definition 6.1. By the discussion above, this is
equivalent to the fact that the induced external product is uniquely determined by the ax-
ioms in Definition 6.2. To prove the latter, we start with the following special case:
LEMMA 6.3 (Evaluation on cartesian products). Let M and M′ be closed oriented p-
stratifolds. Suppose dim(M×M′) = k+ k′− 1. Let × be an external product in the sense
of Definition 6.2. Then for differential characters h ∈ Ĥk(M;Z) and h′ ∈ Ĥk′(M′;Z), we
have:
(55)
(h× h′)([M×M′]) =

h([M])〈c(h′),[M′ ]〉 for (dim(M),dim(M′)) = (k− 1,k′)
h′([M′])(−1)k〈c(h),[M]〉 for (dim(M),dim(M′)) = (k,k′− 1)
1 otherwise
PROOF. If (dim(M),dim(M′)) /∈ {(k− 1,k′),(k,k′− 1)}, then either dim(M) < k− 1
or dim(M′) < k′− 1. In these cases we have Ĥk(M;Z) = {0} or Ĥk′(M′;Z) = {0}. Since
× is bilinear, we have h× h′ = 0 in these cases.
Suppose (dim(M),dim(M′)) = (k− 1,k′). Then h is topologically trivial for dimen-
sional reasons. Thus we may choose ρ ∈ Ωk−1(M) such that ι(ρ) = h. By Definition 6.2,
we then have:
(h× h′)([M×M′]) = (ι(ρ)× h′)([M×M′])
(53)
= (ι(ρ × curv(h′)))([M×M′])
= exp
(
2pi i
ˆ
M×M′
ρ × curv(h′)
)
= exp
(
2pi i
(ˆ
M
ρ ·
ˆ
M′
curv(h′)
)
= exp
(
2pi i
ˆ
M
ρ
)〈c(h′),[M′]〉
= h([M])〈c(h′),[M′]〉 .
Similarly, for (dim(M),dim(M′)) = (k,k′−1), we find ρ ′ ∈Ωk′−1(M′) such that h′= ι(ρ ′).
This yields
h× h′ = h× ι(ρ ′)
= (−1)kk
′
ι(ρ ′)× h
= (−1)kk
′
ι(ρ ′× curv(h))
= (−1)kk
′
ι((−1)k(k
′−1)curv(h)×ρ)
= (−1)kι(curv(h)×ρ ′)
and hence
(h× h′)([M×M′]) = exp
(
2pi i
ˆ
M×M′
(−1)kcurv(h)×ρ ′
)
= h′([M′])(−1)k〈c(h),[M]〉 . 
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Now we use this special case to show that the differential cohomology cross product
is uniquely determined by the axioms in Definition 6.2. The main idea of the proof is to
use a splitting of the Ku¨nneth sequence
0 →
[
H∗(X ;Z)⊗H∗(X ′;Z)
]
n
×
−→Hn(X ×X ′;Z)→ Tor(H∗(X ;Z),H∗(X ′;Z))n−1 → 0
on the level of cycles. We use the well-known Alexander-Whitney and Eilenberg-Zilber
maps C∗(X ×X ′;Z)
AW // C∗(X ;Z)⊗C∗(X ′;Z)
EZ
oo . These are chain homotopy in-
verses of each other with AW ◦EZ = idC∗(X ;Z)⊗C∗(X ′;Z) and EZ ◦AW chain homotopic to
the identity on C∗(X×X ′;Z), see [39, p. 167]. Let i : Z∗(X ;Z)→C∗(X ;Z) be the inclusion
and let s : C∗(X ;Z)→ Z∗(X ;Z) be a splitting as in Remark 4.1. Similarly, we have the in-
clusion i′ and a splitting s′ on X ′. Set S := (s⊗ s′)◦AW and K := EZ ◦ (i⊗ i′). Denoting by
Z(C∗(X ;Z)⊗C∗(X ′;Z)) the cycles of the tensor product complex, we obtain the following
splitting of the Ku¨nneth sequence on the level of cycles:
0 // Z∗(X ;Z)⊗Z∗(X ′;Z)
i⊗i′ //
K
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱ Z(C∗(X ;Z)⊗C∗(X
′;Z))
EZ

//
s⊗s′
oo❴ ❴ ❴ ❴ ❴ ❴ . . .
Z∗(X ×X ′;Z)
AW
OO✤
✤
✤S
kk❱ ❱ ❱ ❱ ❱ ❱ ❱ ❱ ❱ ❱
In particular, we have S ◦K = (s⊗ s′)◦AW ◦EZ ◦ (i⊗ i′) = idZ∗(X ;Z)⊗Z∗(X ′;Z).
Using this splitting, we proceed by carefully choosing the homomorphism
ζ X×X ′ : Z∗(X × X ′;Z) → Z∗(X × X ′): We first construct the homomorphism
ζ X : Z∗(X ;Z)→Z∗(X) as in Lemma 4.2, and similarly for X ′. We compose ζ X ⊗ ζ X ′
with the cross product
× : Z∗(X)⊗Z∗(X ′)→Z∗(X ×X ′), [M
g
−→ X ]⊗ [M′ g
′
−→ X ′] 7→ [M×M′ g×g
′
−−→ X ×X ′],
and obtain a homomorphism Z∗(X ;Z)⊗Z∗(X ′;Z)→Z∗(X ×X ′). Using the splitting we
extend this map to a homomorphism ζ X×X ′ : Z∗(X ×X ′;Z)→Z∗(X ×X ′). We thus obtain
the commutative diagram:
(56) Z∗(X)⊗Z∗(X ′) × // Z∗(X ×X ′)
Z∗(X ;Z)⊗Z∗(X ′;Z)
K //
ζ X⊗ζ X ′
OO
Z∗(X ×X ′;Z)S
oo❴ ❴ ❴ ❴ ❴ ❴
ζ X×X ′
OO
Now let h ∈ Ĥk(X ;Z) and h′ ∈ Ĥk′(X ′;Z) and z ∈ Zk+k′−1(X ×X ′;Z). We write z =
K ◦ S(z)+ (z−K ◦ S(z)). The Ku¨nneth sequence implies that (z−K ◦ S(z)) represents a
torsion class. Hence (h×h′)(z−K ◦S(z)) may be computed as in Remark 5.4. We compute
(h× h′)(K ◦ S(z)) as described in Remark 5.5 using geometric chains:
The splitting S decomposes a cycle z ∈ Z∗(X ×X ′;Z) into a sum of tensor products of
cycles with degrees adding up to k+ k′− 1. We write
(57) S(K ◦ S(z)) = S(z) = ∑
i+ j=k+k′−1
∑
m
ymi ⊗ y
′m
j ,
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where ymi ∈ Zi(X ;Z) and y′
m
j ∈ Z j(X ′;Z). For the geometric cycles, we obtain correspond-
ingly
ζ X×X ′(K ◦ S(z)) = ∑
i+ j=k+k′−1
∑
m
ζ X (ymi )× ζ X ′(y′mj ).
Now we are able to compute (h× h′)(K ◦ S(z)).
THEOREM 6.4 (Uniqueness of cross product). The differential cohomology cross
product is uniquely determined by the axioms in Definition 6.2.
Explicitly, for h ∈ Ĥk(X ;Z) and h′ ∈ Ĥk′(X ′;Z), the evaluation of h× h′ on a cycle
z ∈ Zk+k′−1(X ×X ′;Z) can be computed as follows: Decompose S(z) as in (57). Choose
N ∈ N and x ∈ Ck+k′(X ;Z) as in Remark 5.4 such that N · (z−K ◦ S(z)) = ∂x. Then we
have:
(h× h′)(z) = ∏
m
[
h([ζ X(ymk−1)]∂Sk)〈c(h
′),y′mk′ 〉 ·h′([ζ X ′(y′mk′−1)]∂Sk′ )(−1)
k〈c(h),ymk 〉
]
· exp2pi i ·
[ˆ
a(K◦S(z))
curv(h× h′)+ 1
N
(ˆ
x
curv(h× h′)−〈c(h× h′),x〉
)]
.(58)
PROOF. As above, we write z = K ◦S(z)+(z−K ◦S(z)). We evaluate (h×h′) on the
two summands separately.
a) By Remark 5.4, we have:
(h× h′)(1−K ◦ S(z))(31)= exp 2pi i
N
(ˆ
x
curv(h× h′)−〈c(h× h′),x〉
)
(51),(52)
= exp 2pi i
N
(ˆ
x
curv(h)× curv(h′)−〈c(h)× c(h′),x〉
)
.
which yields the last contribution to (58). This shows in particular, that the value of h× h′
on torsion cycles is uniquely determined by compatibility with curvature and characteristic
class in Definition 6.2.
b) We represent the cycle K ◦ S(z) by the geometric cycle ζ X×X ′(K ◦ S(z)) and a
coboundary ∂a(K ◦ S(z)) as in Lemma 4.2. We compute (h× h′)(K ◦ S(z)) as in Re-
mark 5.5:
(h× h′)(K ◦ S(z))(32)= (h× h′)([ζ X×X ′ (K ◦ S(z))]∂Sk+k′ ) · exp
(
2pi i
ˆ
a(K◦S(z))
curv(h× h′)
)
= ∏
i+ j=k+k′−1
∏
m
(h× h′)
(
[ζ X (ymi )× ζ X ′(y′mj )]∂Sk+k′
)
· exp
(
2pi i
ˆ
a(K◦S(z))
curv(h× h′)
)
(59)
Now we write ζ X (ymi ) = [Mmi
gmi−→ X ] and ζ X ′(y′mj ) = [M′mj
g′mj
−−→ X ]. This yields:
(h× h′)
(
[ζ X (ymi )× ζ X ′(y′mj )]∂Sk+k′
)
= (gmi × g
′m
j )
∗(h× h′)([Mmi ×M′
m
j ])
(50)
= ((gmi )
∗h× (g′mj )∗h′)([Mmi ×M′
m
j ]).(60)
By construction of ζ X and ζ X ′ , we have dim(Mmi ) = i and dim(M′mj ) = j. Using
Lemma 6.3, we find:
((gmi )
∗h× (g′mj )∗h′)([Mmi ×M′
m
j ])
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=

(gmk−1)
∗h([Mmk−1])〈(g
′m
k′ )
∗c(h′),[M′mk′ ]〉 for i = k− 1, j = k′
(g′mk′−1)∗h′([M′
m
k′−1])
(−1)k〈(gmk )
∗c(h),[Mmk ]〉 for i = k, j = k′− 1
1 otherwise
=

h([ζ X (ymk−1)]∂Sk)〈c(h
′),y′mk′ 〉 for i = k− 1, j = k′
h′([ζ X ′(y′mk′−1)]∂Sk′ )(−1)
k〈c(h),ymk 〉 for i = k, j = k′− 1
1 otherwise
(61)
Inserting (60) and (61) into (59) we obtain:
(h× h′)(K ◦ S(z)) = ∏
m
[
h([ζ X(ymk−1)]∂Sk )〈c(h
′),y′mk′ 〉 ·h′([ζ X ′(y′mk′−1)]∂Sk′ )(−1)
k〈c(h),ymk 〉
]
· exp
(
2pi i
ˆ
a(K◦S(z))
curv(h× h′)
)
which yields the remaining terms in (58). In particular, the evaluation of h×h′ on K ◦S(z)
is uniquely determined by the axioms in Definition 6.2 (through Lemma 6.3). 
COROLLARY 6.5 (Uniqueness of ring structure). The ring structure on differential
cohomology is uniquely determined by the axioms in Definition 6.1.
REMARK 6.6. We have shown uniqueness of the ring structure. We could take (58)
as definition of a differential cohomology cross product to prove existence of the cross
product and ring structure on differential cohomology. This would require to verify the
axioms in Definition 6.2. Since this amounts to no more than tedious computation, we take
existence of the ring structure and cross product for granted (see [17, p. 55f]).
EXAMPLE 6.7. Let h1,h2 ∈ Ĥ1(X ;Z)∼=C∞(X ;U(1)). As in Example 5.6, we denote
the corresponding smooth functions by ¯h1, ¯h2. Now h1 ∗ h2 ∈ Ĥ2(X ;Z). Hence, given two
smooth functions ¯h j : X → U(1), we obtain a U(1)-bundle with connection over X (up to
isomorphism). We now describe this bundle in classical geometric terms.
Let i ∈ Ĥ1(U(1);Z) be the differential character that corresponds to the smooth func-
tion ¯i = idU(1) : U(1)→ U(1). Then we have ¯h j = idU(1) ◦¯h j and thus h j = ¯h∗j i. We put
¯h = (¯h1, ¯h2) : X → U(1)×U(1) =: T 2. Let ∆ : U(1)→ T 2, t 7→ (t, t), the diagonal map.
This yields
h1 ∗ h2 = ∆∗(h1× h2)
= ∆∗(¯h∗1i× ¯h∗2i)
(50)
= ∆∗(¯h1× ¯h2)∗(i× i)
= ((¯h1× ¯h2)◦∆)∗(i× i)
= ¯h∗(i× i).
The bundle corresponding to h1∗h2 is thus given by pull-back along ¯h of a universal bundle
with connection (P,∇) on T 2 which represents i× i ∈ Ĥ2(T 2;Z).
The bundle (P,∇) was described in algebraic geometric terms in [4, Sec. 1] where
it leads to the regulator map in algebraic K-theory. The total space is identified with the
Heisenberg manifold H(R)/H(Z). In [9, p. 60] it is called the Poincare´ bundle. We now
determine this bundle.
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The curvature curv(i) is a volume form on U(1) with total volume 1. Thus by (51),
the curvature curv(i× i) is a volume form on T 2 with total volume 1. Since H2(T 2;Z)
has no torsion, the characteristic class c(i× i) can be identified with the de Rham class of
curv(i× i). This class determines the U(1)-bundle P → T 2 topologically. It remains to
determine the connection ∇.
Let Θ1,Θ2 :R2 →R denote the projection on the first and second factor, respectively.
Let p :R2 →R2/Z2 ∼= T 2, v = (v1,v2) 7→ (exp(2pi iv1),exp(2pi iv2)), denote the projection.
Let ∇ be any connection on P with curvature i2pi curv(∇) = curv(i× i). Fix a trivialization
T : p∗P → R2×U(1). As in Example 5.7, we denote by ϑ(p∗∇,T ) ∈ Ω1(R2) the 1-form
that corresponds to the connection p∗∇. The trivialization can be chosen such that
ϑ(p∗∇,T ) = (Θ1/2−w1)dΘ2− (Θ2/2−w2)dΘ1 =: Aw
for some w = (w1,w2) ∈ R2. Two forms Aw and Aw′ describe the same connection ∇ on P
if and only if w−w′ ∈ Z2.
The parameter w, and hence the connection ∇, can be determined by the holonomy
along two particular curves in T 2. Consider the curves γ1 : [0,1]→ T 2, t 7→ (exp(2pi it),1),
and γ2 : [0,1]→ T 2, t 7→ (1,exp(2pi it)). Set Γ1 : [0,1]→R2, t 7→ (t,0), and Γ2 : [0,1] 7→R2,
t 7→ (0, t), so that Γ j lifts γ j. Then we have:
Hol∇(γ1) = exp
(
2pi i
ˆ
Γ1
Aw
)
= exp
(
2pi i
ˆ
Γ
(−0/2+w2)dΘ1
)
= exp
(
2pi iw2
)
and similarly
Hol∇(γ2) = exp
(
− 2pi iw1
)
.
To determine the connection, we evaluate i× i on the cycles γ1 and γ2. Denote the funda-
mental cycle [0,1]→ U(1), t 7→ exp(2pi it), of U(1) by y. Then the decomposition (57) of
γ1 is given by
γ1 = y× 1 = K(y⊗ 1).
We apply Theorem 6.4 with z = γ1 and observe that we can choose x = 0 because γ1 =
K(S(γ1)). Since [ζ U(1)(y)]∂S2 = [γ1]∂S2 we may choose a(γ1) = 0. Now (58) says
i× i(γ1) = i(1)−1 = 1.
Similarly, we get i× i(γ2) = 1. Hence our connection ∇ is given by A0 = Θ1/2dΘ2 −
Θ2/2dΘ1.
REMARK 6.8. Ku¨nneth sequence. The exactness of the Ku¨nneth sequence for singular
cohomology
0 →
[
H∗(X ;Z)⊗H∗(X ′;Z)
]
n
×
−→Hn(X ×X ′;Z)→ Tor(H∗(X ;Z),H∗(X ′;Z))n+1 → 0
implies that the cohomology cross product is injective. The Ku¨nneth sequence is usually
constructed in two steps: the first one is purely algebraic and relates the homology of
tensor products of chain complexes with the tensor product of the homologies; the second
one identifies the singular homology of the cartesian product of spaces with the homology
of the tensor product of the singular chain complexes.
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The question arises whether there is a Ku¨nneth sequence for differential cohomology.
As to the above mentioned first step, the differential cohomology groups of a space X
can be constructed as the homology groups of a chain complex using a modification of the
Hopkins-Singer complex, as described in [7, p. 271]. This way one obtains the homological
algebraic Ku¨nneth sequence for that complex. The middle term of that sequence is the
homology of the tensor product complex. The relation of this tensor product homology to
the differential cohomology of the cartesian product seems to be unknown.
The following example illustrates that the differential cohomology cross product is in
general not injective:
EXAMPLE 6.9. Let X ,X ′ be closed manifolds of dimensions k−1 and k′, respectively.
Let ρ ∈ Ωk−1(X) and ρ ∈ Ωk′(X ′) be volume forms for some Riemannian metrics on X
and X ′ with total volume 1. In particular, ρ and ρ ′ are closed with integral periods, and
1
2 ρ does not have integral periods. Choose a differential character h′ ∈ Ĥk
′
(X ′;Z) with
curv(h′) = 2ρ ′. Set h := ι( 12 ·ρ) 6= 0 ∈ Ĥk(X). Then we have h× h′
(53)
= ι( 12 ·ρ × 2ρ ′) =
ι(ρ ×ρ ′). This vanishes since
´
X×X ′ ρ ×ρ ′ = 1 and ρ ×ρ ′ thus has integral periods.
CHAPTER 7
Fiber integration
In this section we construct the fiber integration map for differential characters. Fiber
integration has been described in some of the various models for differential cohomol-
ogy. The construction of Hopkins and Singer in [33] is based on their own model and
uses embeddings into high-dimensional Euclidean spaces. In [20] and [37] Dupont and
Ljungmann give a geometric construction of fiber integration for smooth Deligne cohomol-
ogy where the combinatorial complications are taken care of by the calculus of simplicial
forms. Uniqueness of fiber integration is discussed in [37, Ch. 6]. A model for differ-
ential characters involving stratifolds is described in [10] where fiber integration is also
discussed. The fiber integration or Gysin map for de Rham-Federer currents is described
in [31, Sec. 10].
We use the original definition of differential characters due to Cheeger and Simons.
Our construction of the fiber integration map works for fiber bundles (with compact ori-
ented fibers) on all smooth spaces in the sense of Section 2. The approaches in [10] and
[20, 37] seem to be limited to fiber bundles over finite dimensional bases. However, allow-
ing infinite-dimensional manifolds is important. For example, the transgression map from
equivalence classes of gerbes on X to equivalence classes of line bundles with connection
on the free loop space L (X) is constructed using fiber integration in the trivial bundle
S1×L (X)→L (X), compare Section 9.
We show that fiber integration (for fiber bundles whose fibers are closed oriented man-
ifolds) is uniquely determined by certain naturality conditions. This yields an explicit for-
mula for the fiber integration map which we then use for its definition. We show that this
yields a well-defined fiber integration map that has the required properties. Finally, we
discuss fiber integration in the case where the fiber has a boundary.
Similar approaches to our construction of the fiber integration map have been sketched
briefly in [23, Prop. 2.1], in [15, Sec. 3.6] and in [9, Thm. 3.135].
1. Fiber integration for closed fibers
DEFINITION 7.1. Let F →֒ E
pi
։ X be a fiber bundle over a smooth space X whose
fibers are closed (i.e., finite-dimensional, compact and boundaryless) oriented manifolds.
Fiber integration for differential characters associates to each such bundle a group homo-
morphism pi! : Ĥ∗(E;Z)→ Ĥ∗−dimF(X ;Z) such that the following holds:
1. Naturality. For any smooth map g : Y → X the fiber integration map commutes with
the maps in the pull-back diagram
g∗E
pi

G // E
pi

Y
g // X .
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This means that for any h ∈ Ĥk(E;Z), we have
(62) pi!(G∗h) = g∗pi!(h) .
In other words, the following diagram is commutative for all k:
(63) Ĥk(E;Z) G∗ //
pi!

Ĥk(g∗E;Z)
pi!

Ĥk−dimF(X ;Z)
g∗ // Ĥk−dimF(Y ;Z)
2. Compatibility with curvature. Let
ffl
F : Ω
∗(E)→ Ω∗−dimF(X) be the usual fiber inte-
gration of differential forms, see [27, Ch. VII]. We require that the fiber integration of
differential characters is compatible with the fiber integration of the curvature form,
i.e.,
(64) Ĥk(E;Z)
pi!

curv // Ωk0(E)
ffl

Ĥk−dimF(X ;Z) curv // Ωk−dimF0 (X)
commutes.
3. Compatibility with topological trivializations of flat characters. We demand that the
following diagram commutes:
(65) Ωk−1cl (E)
ffl

ι // Ĥk(E;Z)
pi!

Ωk−1−dimFcl (X)
ι // Ĥk−dimF(X ;Z) .
Before we construct fiber integration for differential characters using geometric
chains, we first show that it is uniquely determined by the above conditions:
THEOREM 7.2 (Uniqueness of fiber integration). If fiber integration for differential
characters exists, then it is uniquely determined by the conditions of naturality and com-
patibility in Definition 7.1.
PROOF. Let F →֒ E
pi
։ X be a fiber bundle with closed oriented fibers over a smooth
space X . Let pi! : Ĥk(E;Z)→ Ĥk−dimF(X ;Z) be a fiber integration map as in Definition 7.1.
For k < dimF the map pi! is uniquely determined, since in this case Ĥk−dimF(X ;Z) =
{0} by (30). For k = dimF , the compatibility with curvature implies that curv(pi!h) =ffl
F curv(h) ∈ Ω
0
0(X). For degree 0, the diagram (29) yields the isomorphisms
(66) Ĥ0(X ;Z)
c=id ∼=

curv
∼=
// Ω00(X)
∼=

H0(X ;Z) ∼=
// Hom(H0(X ;Z),Z)
Thus pi!h is uniquely determined by its curvature.
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Now let k > dimF . Let h ∈ Ĥk(E;Z) be a differential character on the total E and
z ∈ Zk−1−dimF(X ;Z) a smooth singular cycle in the base X . We show that the value of pi!h
on z is uniquely determined by the conditions in Definition 7.1.
As in Lemma 4.2 we choose a geometric cycle ζ (z) = [M g−→X ]∈Zk−1−dimF(X) and a
smooth singular chain a(z) ∈Ck−dimF(X ;Z) such that [z−∂a(z)]∂Sk−dimF = [ζ (z)]∂Sk−dim F .
We then have:
(pi!h)(z)
(33)
= (g∗pi!h)[M] · exp
(
2pi i
ˆ
a(z)
curv(pi!h)
)
(64)
= (g∗pi!h)[M] · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
(62)
= (pi!G∗h)[M] · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.
The differential character G∗h∈ Ĥk(g∗E;Z) is topologically trivial and flat for dimensional
reasons (note that dim(g∗E) = k−1). Hence G∗h = ι(χ) for some closed differential form
χ ∈Ωk−1(g∗E). From the commutative diagram (65) we then have
(pi!h)(z) = (pi!G∗h)[M] · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= (pi!ι(χ))[M] · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
(65)
= ι(
 
F
χ)[M] · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= exp
(
2pi i
ˆ
M
 
F
χ
)
· exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.(67)
We thus obtained an expression for the value of pi!h on z, which is uniquely determined by
the conditions of naturality and compatibility. 
We can rewrite formula (67) more elegantly in terms of the pull-back operation PB•
from Section 4: As above, let h∈ Ĥk(E;Z) be a differential character on the total space and
z∈Zk−1−dimF(X ;Z) a smooth singular cycle in the base. As above we get the geometric cy-
cle ζ (z) = [M g−→ X ] ∈Zk−1−dimF(X) and the smooth singular chain a(z) ∈Ck−dimF(X ;Z)
such that [z− ∂a(z)]∂Sk−dimF = [ζ (z)]∂Sk−dim F . We then have:
(pi!h)(z)
(67)
= exp
(
2pi i
ˆ
M
 
F
χ
)
· exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= exp
(
2pi i
ˆ
g∗E
χ
)
· exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= ι(χ)([g∗E]) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= G∗h([g∗E]) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= h([g∗E G−→ E]∂Sk) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= h([PBE([M
g
−→ X ])]∂Sk) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
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= h([PBEζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.
Hence we obtain the following constructive definition for the fiber integration map on
differential characters:
DEFINITION 7.3. Let F →֒ E ։ X be a fiber bundle with closed oriented fibers
over a smooth space X . For k < dimF , the fiber integration map pi! : Ĥk(E;Z) →
Ĥk−dimF(X ;Z) = {0} is trivial. For k = dimF , the fiber integration map pi! :
ĤdimF(E;Z)→ Ĥ0(X ;Z) = H0(X ;Z) is defined as:
pi!h := pi!c(h) .
For k > dimF , the fiber integration map pi! : Ĥk(E;Z)→ Ĥk−dimF(X ;Z) is defined as:
(pi!h)(z) :=h([PBEζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
(68)
=(G∗h)([g∗E]) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.(69)
Using the transfer map λ constructed in Remark 4.3, we obtain the following expres-
sion for fiber integration:
LEMMA 7.4 (Fiber integration via transfer map). Let k > dimF. Let h ∈ Ĥk(E;Z)
and let λ : Ck−1−dimF(X ;Z)→Ck−1(E;Z) as defined in Remark 4.3. Then we have for any
z ∈ Zk−1−dimF(X ;Z):
(70) (pi!h)(z) = h(λ (z)) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.
PROOF. By (68) and the construction of λ , we find:
(pi!h)(z) := h([PBEζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
(15)
= h([λ (z)]∂Sk) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= h(λ (z)) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
.
In the last equation we have used thin invariance of differential characters. 
LEMMA 7.5. The fiber integration pi! as defined in (68) is a group homomorphism
Ĥk(E;Z)→ Ĥk−dimF(X ;Z). In particular, for k > dimF the map z 7→ pi!h(z) is indeed a
differential character.
PROOF. For k < dimF , we obtain the trivial map Ĥk(E;Z) → Ĥk−dimF(X ;Z) =
{0}, which is a group homomorphism. For k = dimF , the fiber integration map
pi! = pi! ◦ c : ĤdimF(E;Z) → Ĥ0(X ;Z) is the composition of the group homomorphisms
c : ĤdimF(E;Z)→HdimF(E;Z) and pi! : HdimF(E;Z)→H0(X ;Z).
Now let k > dimF . We show that pi!h is indeed a differential character. The map
z 7→ pi!h(z) is a group homomorphism Zk−1−dimF(X ;Z)→ U(1) because all ingredients of
the right hand side of (68) are homomorphisms.
We check that the evaluation of pi!h on a boundary is given by the integral of a dif-
ferential form. Let z = ∂c ∈ Bk−1−dimF(X ;Z) be a smooth singular boundary on X . As in
Lemma 4.2, we choose geometric chains ζ (∂c) ∈Bk−dimF−1(X) and ζ (c) ∈ Ck−dimF(X),
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and smooth singular chains a(z) ∈ Ck−dimF(X ;Z) and y(c) ∈ Zk−dimF(X ;Z) such that
∂ζ (c) = ζ (∂c) and [c− a(∂c)− ∂a(c+ y(c))]Sk−dim F = [ζ (c)]Sk−dimF . Using (20) for the
transfer map λ , we obtain:
(pi!h)(∂c) = h(λ (∂c)) · exp
(
2pi i
ˆ
a(∂c)
 
F
curv(h)
)
(17)
= h(∂λ (c)) · exp
(
2pi i
ˆ
a(∂c)
 
F
curv(h)
)
= exp
(
2pi i ·
(ˆ
λ (c)
curv(h)+
ˆ
a(∂c)
 
F
curv(h)
))
(20)
= exp
(
2pi i ·
(ˆ
c−a(∂c)
 
F
curv(h)+
ˆ
a(∂c)
 
F
curv(h)
))
= exp
(
2pi i
ˆ
c
 
F
curv(h)
)
.(71)
Thus pi!h is indeed a differential character. From (68) it is now clear that h 7→ pi!h is a
homomorphism Ĥk(E;Z)→ Ĥk−dimF(X ;Z). 
We show that the definition of pi!h in (68) is independent of the choices.
LEMMA 7.6. Let k > dimF. Let ζ ′ : Zk−1−dimF(X ;Z) → Zk−1−dimF(X) and
a′ : Zk−1−dimF(X ;Z)→Ck−dimF(X ;Z) be any maps (not necessarily homomorphisms)
such that (5) in Lemma 4.2 holds, i.e.,
[z− ∂a′(z)]∂Sk−dimF = [ζ ′(z)]k−1−dimF
is true for all z ∈ Zk−1−dimF(X ;Z). Then (68) remains valid, i.e.,
(pi!h)(z) := h([PBEζ ′(z)]∂Sk ) · exp
(
2pi i
ˆ
a′(z)
 
F
curv(h)
)
holds for all z ∈ Zk−1−dimF(X ;Z) and all h ∈ Ĥk(E;Z).
PROOF. Let z ∈ Zk−1−dimF(X ;Z) be a cycle. Then we find a geometric boundary
∂β (z) ∈Bk−1−dimF(X) such that ζ ′(z)− ζ (z) = ∂β (z). Since
[∂a(z)− ∂a′(z)]∂Sk−dimF = [∂β (z)]∂Sk−dim F = ∂ [β (z)]Sk−dimF ,
we find a smooth singular cycle w(z) ∈ Zk−dimF(X ;Z) such that
(72) [a(z)− a′(z)−w(z)]Sk−dimF = [β (z)]Sk−dimF .
We then have:
h([PBEζ ′(z)]∂Sk ) ·h([PBE ζ (z)]∂Sk )−1
= h([PBE∂β (z)]∂Sk )
(10)
= h([∂PBE β (z)]∂Sk)
(2)
= h(∂ [PBE(β (z)]Sk )
(24)
= exp
(
2pi i
ˆ
[PBE β (z)]k
curv(h)
)
(12)
= exp
(
2pi i
ˆ
[β (z)]Sk−dimF
 
F
curv(h)
)
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(72)
= exp
(
2pi i
ˆ
a(z)−a′(z)−w(z)
 
F
curv(h)
)
= exp
(
2pi i
ˆ
a(z)−a′(z)
 
F
curv(h)
)
· exp
(
2pi i
ˆ
w(z)
 
F
curv(h)︸ ︷︷ ︸
∈Z
)−1
= exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
· exp
(
2pi i
ˆ
a′(z)
 
F
curv(h)
)−1
.
This proves the lemma. 
THEOREM 7.7 (Existence of fiber integration). Fiber integration pi! as defined in (68)
satisfies the axioms in Definition 7.1.
PROOF. For k < dimF , the trivial map pi! : Ĥk(X ;Z)→ Ĥk−dimF(X ;Z) = {0} obvi-
ously satisfies the axioms in Definition 7.1. For k = dimF , the fiber integration pi! = pi! ◦ c
is natural since pi! : Hk(E;Z)→Hk−dimF(X ;Z) is natural with respect to bundle maps and
c : Ĥk(E;Z)→Hk(E;Z) is natural with respect to any smooth maps. Compatibility with
curvature follows from the commutative diagram (66). To show compatibility with topo-
logical trivializations, let h = ι(ρ) for some ρ ∈ ΩdimF−1(E). Then we have c(ι(ρ)) = 0.
For dimensional reasons, we have
ffl
F ρ = 0. Thus pi!ι(ρ) = pi!c(ι(ρ)) = 0 = ι(
ffl
F ρ).
Now let k > dimF . Equation (71) yields for the curvature of pi!h:
(73) curv(pi!h) =
 
F
curv(h) .
This is compatibility with curvature (64).
Now let h = ι(η) for some η ∈ Ωk−1(E). Let z ∈ Zk−1−dimF(X ;Z). Using Stokes’s
theorem we find:
(pi!h)(z) = h(λ (z)) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= exp
(
2pi i
ˆ
λ (z)
η
)
· exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
(19)
= exp
(
2pi i
ˆ
[ζ (z)]∂ Sk−dimF
 
F
η
)
· exp
(
2pi i
ˆ
a(z)
 
F
dη
)
(5)
= exp
(
2pi i ·
(ˆ
z−∂a(z)
 
F
η +
ˆ
a(z)
 
F
dη
))
= exp
(
2pi i
ˆ
z
 
F
η
)
.
Hence pi!h = ι(
ffl
F η), as claimed in (65).
It remains to prove naturality. Let g : Y → X be a smooth map. We have the pull-back
diagram
g∗E
pi

G // E
pi

Y
g // X .
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Let z ∈ Zk−1−dimF(Y ;Z). As in Lemma 4.2 we choose ζ (z) ∈ Zk−1−dimF(Y ) and a(z) ∈
Ck−dimF(Y ;Z) such that [z− ∂a(z)]∂Sk−dimF = [ζ (z)]∂Sk−dimF . Hence
[g∗ζ (z)]∂Sk−dimF = g∗[ζ (z)]∂Sk−dimF = g∗[z− ∂a(z)]∂Sk−dimF = [g∗z− ∂g∗a(z)]∂Sk−dimF .
Now let h ∈ Ĥk(E;Z). By Lemma 7.6, we may choose ζ (g∗z) = g∗ζ (z) and a(g∗z) =
g∗a(z) to compute g∗(pi!h)(z). This yields:
pi!G∗h(z) = G∗h([PBg∗Eζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
curv(G∗h)
)
= h(G∗[PBg∗Eζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
G∗curv(h)
)
= h([G∗PBg∗Eζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
g∗
 
F
curv(h)
)
(11)
= h([PBE(g∗ζ (z))]∂Sk ) · exp
(
2pi i
ˆ
g∗a(z)
 
F
curv(h)
)
= h([PBEζ (g∗z)]∂Sk) · exp
(
2pi i
ˆ
a(g∗z)
 
F
curv(h)
)
= pi!h(g∗z)
= g∗(pi!h)(z).
For the third equality we use compatibility of fiber integration and pull-back of differential
forms, see [27, Ch. VII, Prop. VIII]. This proves (62). 
COROLLARY 7.8 (Existence and uniqueness of fiber integration). There is a unique
fiber integration of differential characters satisfying the axioms in Definition 7.1.
REMARK 7.9. The proof of Theorem 7.7 shows more than compatibility with topo-
logical trivializations of flat characters. Namely, (65) commutes for all η ∈ Ωk−1(E), not
necessarily closed. In other words, we have shown compatibility with topological trivial-
izations of characters, not necessarily flat.
PROPOSITION 7.10 (Compatibility of fiber integration with characteristic class).
Fiber integration of differential characters is compatible with the characteristic class, i.e.,
the diagram
(74) Ĥk(E;Z)
pi!

c // Hk(E;Z)
pi!

Ĥk−dimF(X ;Z) c // Hk−dimF(X ;Z)
commutes.
PROOF. For k < dimF , there is nothing to show. For k = dimF , this follows from the
commutative diagram (66).
Thus let k > dimF . We compute the characteristic class c(pi!h). Let ˜h ∈
Hom(Zk−1(E;Z),R) be a real lift of the differential character h ∈ Ĥk(E;Z) and denote
by
µ ˜h : c 7→
ˆ
c
curv(h)− ˜h(∂c)
the corresponding cocycle representing the characteristic class c(h).
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Let z ∈ Zk−1−dimF(X ;Z) be a smooth singular cycle in the base X . As in Lemma 4.2,
we get the geometric cycle ζ (z) ∈ Zk−1−dimF(X) and the smooth singular chain a(z) ∈
Ck−dimF(X ;Z) such that [z− ∂a(z)]∂Sk−dimF = [ζ (z)]∂Sk−dimF . By definition, the (k− 1)-
chain λ (z) represents the fundamental class of the pull-back PBE ζ (z), i.e., [λ (z)]∂Sk =
[PBEζ (z)]∂Sk , where λ : Zk−1−dimF(X ;Z)→ Zk−1(E;Z) is the transfer map constructed in
Remark 4.3. We obtain a real lift ˜̂pi!h of the differential character pi!h by setting
(75) ˜̂pi!h(z) := ˜h(λ (z))+ˆ
a(z)
 
F
curv(h) .
Hence the characteristic class of the differential character pi!h is represented by the cocycle
c 7→
ˆ
c
curv(pi!h)− ˜̂pi!h(∂c)
=
ˆ
c
 
F
curv(h)− ˜h(λ (∂c))−
ˆ
a(∂c)
 
F
curv(h)
(17)
=
ˆ
c−a(∂c)
 
F
curv(h)− ˜h(∂λ (c))
(20)
=
ˆ
λ (c)
curv(h)− ˜h(∂λ (c))
= (µ ˜h ◦λ )(c) .(76)
By Remark 4.5 this cocycle represents the cohomology class pi!(c(h)), hence
c(pi!(h)) = pi!(c(h)) . 
PROPOSITION 7.11. Fiber integration of differential characters is compatible with the
inclusion of cohomology classes with coefficients in U(1), i.e., the diagram
Hk−1(E;U(1))
j //
pi!

Ĥk(E;Z)
pi!

Hk−1−dimF(X ;U(1))
j // Ĥk−dimF(X ;Z)
commutes.
PROOF. For k < dimF there is nothing to show since both fiber integration maps are
trivial for dimensional reasons. Let k = dimF and u ∈ HdimF−1(E;U(1)). Diagram (29)
shows that c( j(u)) is a torsion class. Thus pi! j(u) = pi!c( j(u)) = 0 since Ĥ0(X ;Z) =
H0(X ;Z) is torsion free. On the other hand, we have pi!u ∈ H−1(X ,U(1)) = {0} and hence
j(pi!u) = 0.
Now let k > dimF and u ∈ Hk−1(E;U(1)). Diagram (29) shows curv( j(u)) = 0. As
explained in Remark 4.5, fiber integration pi! for singular cohomology is induced by pre-
composition of cocycles with the transfer map λ : Ck−1−dimF(X ;Z)→Ck−1(E;Z) con-
structed in Remark 4.3. Thus for any z ∈ Zk−1−dimF(X ;Z) we have:
pi! j(u)(z) (70)= j(u)(λ (z)) · exp
(
2pi i
ˆ
a(z)
 
F
curv( j(u))︸ ︷︷ ︸
=0
)
(28)
= 〈u, [λ (z)]〉
(22)
= 〈pi!u, [z]〉
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(28)
= ( j(pi!u))(z). 
PROPOSITION 7.12 (Orientation reversal). Let E pi−→ X be a fiber bundle with closed
oriented fibers over a smooth space X. Let pi : E → X denote the bundle with fiber ori-
entation reversed and pi ! the corresponding fiber integration. For every h ∈ Ĥk(E;Z) we
have
pi !h =−pi!h.
PROOF. There is nothing to show in case k < dimF . For k = dimF , we have
pi ! = pi ! ◦ c =−pi! ◦ c =−pi!.
Now let k > dimF . Let h ∈ Ĥk(E;Z) and z ∈ Zk−1−dimF(X ;Z). Choose ζ (z) ∈
Zk−1−dimF(X) and a(z) ∈ Ck−dimF(X ;Z) as in Definition 7.3. We have PBE(ζ (z)) =
PBE(ζ (z)) and fflF =−
ffl
F . This yields
(pi !h)(z) = h([PBEζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
F
curv(h)
)
= h([PBEζ (z)]∂Sk) · exp
(
− 2pi i
ˆ
a(z)
 
F
curv(h)
)
= h(−[PBEζ (z)]∂Sk ) · exp
(
− 2pi i
ˆ
a(z)
 
F
curv(h)
)
= (pi!h(z))−1
= (−pi!h)(z) . 
EXAMPLE 7.13. We consider the case k = 1 and dimF = 0. Then h ∈ Ĥ1(E;Z) =
C∞(E,U(1)) is a smooth U(1)-valued function on E and pi : E → X is a finite covering.
We orient the fibers such that each point is positively oriented. It is easy to see that the
function pi!h ∈ Ĥ1(X ;Z) =C∞(X ,U(1)) is given by
pi!h(x) = ∏
e∈pi−1(x)
h(e).
EXAMPLE 7.14. Again consider a finite covering pi : E → X , i.e., dimF = 0, but now
k = 2. Let P→ E be a U(1)-bundle with connection whose isomorphism class corresponds
to a differential character h ∈ Ĥ2(X ;Z). Here it is convenient to take for P the Hermitian
line bundle rather than the U(1)-principal bundle. Then pi!h is given by the bundle whose
fibers over x ∈ X is
(pi!P)x =
⊗
e∈pi−1(x)
Pe.
This bundle inherits a natural tensor product connection from P.
EXAMPLE 7.15. Now let pi : E → X be a circle bundle with oriented fibers, hence
dimF = 1. The fiber integration map pi! : Ĥ2(E;Z)→ Ĥ1(X ;Z) can be described as fol-
lows: Let P → E be a U(1)-bundle with connection. For any x ∈ X the holonomy of P
along the oriented fiber Ex yields an element in U(1). In this way, we obtain a smooth
function X → U(1).
We show that fiber integration is functorial with respect to composition of fiber bundle
projections, compare [10, p. 12].
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PROPOSITION 7.16 (Functoriality of fiber integration). Let κ : N → E and pi : E → X
be fiber bundles with compact oriented fibers L and F, respectively. Let pi ◦κ : N → X be
the composite fiber bundle with the composite orientation. Then we have
(77) (̂pi ◦κ)! = pi! ◦ κ̂! .
PROOF. Denote the fibers of pi ◦κ by Q. The bundle projection κ restricts to a fiber
bundle κ |Q : Q→ F with fibers L.
For k < dimF + dimL, we have (̂pi ◦κ)! ≡ 0. Now let h ∈ Ĥk(N;Z). Then we have
κ̂!h ∈Hk−dimL(E;Z) and k− dimL < dimF . Thus pi!(κ̂!h) = 0.
For k = dimF + dimL, we have:
(̂pi ◦κ)! = (pi ◦κ)! ◦ c = pi! ◦κ! ◦ c
(74)
= pi ◦ c◦ κ̂! = pi! ◦ κ̂!.
In the second equality we have used the functoriality of fiber integration for singular coho-
mology, see [5, p. 484].
Now let k > dimF + dimL. Let h ∈ Ĥk(N;Z) and z ∈ Zk−dim(F)−dim(L)−1(X ;Z).
Choose ζ (z) = [M g−→ X ] ∈ Zk−dim(F)−dim(L)−1(X) and a(z) ∈ Ck−dim(F)−dim(L)(X ;Z) as
in Lemma 4.2. Then we have the pull-back bundles
G∗N G //

N
κ

g∗E G //

E
pi

M
g // X
which define the geometric cycles PBpi(ζ (z)) = [g∗E G−→ E] and PBκ(PBpi(ζ (z))) =
PBpi◦κ(ζ (z)) = [G∗N G−→ N]. We pull back h to the stratifold G∗N, where it is topologically
trivial for dimensional reasons. Thus we find a differential form χ ∈Ωk−1(G∗N) such that
G∗h = ι(χ). By the compatibility conditions (62) and (65), we have κ̂!(G∗h) = G∗(κ̂!h) =
ι(
ffl
L χ). In particular, (G∗h)([G∗N]) = ι(χ)([G∗N]) = ι(
ffl
L χ)([g∗E]) = (κ̂!(G∗h))([g∗E]).
This yields:
(pi ◦κ !h)(z)
(69)
= (G∗h)([G∗N]) · exp
(
2pi i
ˆ
a(z)
 
Q
curv(h)
)
= (G∗(κ̂!h))([g∗E]) · exp
(
2pi i
ˆ
a(z)
 
F
curv(κ̂!h)
)
(69)
=
(
pi!(κ̂!h)
)
(z). 
2. Fiber integration for fibers with boundary
Let (F,∂F) →֒ (E,∂E) (pi
E ,pi∂ E)
−−−−−→ X be a fiber bundle bundle whose fibers are compact
oriented manifolds with boundary. For any differential form ω ∈ Ω∗(E) on the total space
E we have the fiberwise Stokes theorem [27, p. 311]:
(78)
 
F
dω = d
 
F
ω +(−1)degω+dim∂F
 
∂F
ω .
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In particular, if ω ∈Ωk(E) is a closed form, then
ffl
∂F ω ∈Ω
k−im∂F(X) is exact. Thus fiber
integration of differential forms in the bundle pi∂E : ∂E → X induces the trivial map on de
Rham cohomology. The same holds true for fiber integration on singular cohomology.
Denote by pi∂E! : Ĥk(∂E;Z)→ Ĥk−dim∂F(X ;Z) the fiber integration map for the bundle
∂F →֒ ∂E pi
∂ E
−−→ X as constructed in the previous section. In the following, we do not
distinguish in notation between a differential character h ∈ Ĥk(E;Z) and its pull-back to
∂E . Applying the fiber integration map pi∂E! to h∈ Ĥk(E;Z) yields the following (compare
also [33, p. 363] and [23, p. 305]):
PROPOSITION 7.17 (Fiber integration for fibers that bound). Let (F,∂F) →֒
(E,∂E) (pi
E ,pi∂ E )
−−−−−→ X be a fiber bundle with compact oriented fibers with boundary over
X and let h ∈ Ĥk(E;Z) be a differential character. Then pi∂E! h ∈ Ĥk−dim∂F(X ;Z) is topo-
logically trivial. A topological trivialization is given by:
(79) pi∂E! h = ι
(
(−1)k−dimF
 
F
curv(h)
)
.
In particular, for k = dim∂F, we have pi∂E! h = 0 ∈ Ĥ0(X ;Z).
PROOF. As explained in Remark 4.3, we construct transfer maps λ E and λ ∂E for the
bundles piE : E → X and pi∂E : ∂E → X , respectively. By (9), we have
PB∂E(ζ (z)) =
{
∂ (PBEζ (z)) for z ∈ Zn(X ;Z), n even,
∂ (PBEζ (z)) for z ∈ Zn(X ;Z), n odd.
Thus we can arrange the choices in the construction of the transfer maps λ E and λ ∂E in
such a way that we have:
(80) λ ∂E = (−1)n ·∂ ◦λ E : Zn(X ;Z)→ Bn+dimF(E;Z) .
Now we prove the claim:
For k < dim∂F , there is nothing to show. Let k = dim∂F and h ∈ Hdim∂F(E;Z). Let
˜h be a real lift of h and µ ˜h ∈ CdimF(E;Z) the corresponding cocycle representing c(h).
Since Z0(X ;Z) =C0(X ;Z), we may use (80) and (22) to conclude:
pi∂Eh = pi∂Ec(h) (22)= [µ ˜h ◦λ ∂E ] (80)= [µ ˜h ◦ ∂ ◦λ E ] = [0].
Now let k > dim∂F . Let h ∈ Ĥk(E;Z) and z ∈ Zk−1−dim∂F(X ;Z). Choose ζ (z) ∈
Ck−1−dim∂F(X) and a(z)∈Ck−dim∂F(X ;Z) such that [z−∂a(z)]∂Sk−dim∂ F = [ζ (z)]∂Sk−dim ∂ F .
Then we compute:
pi∂E! h(z)
(70)
= h(λ ∂E(z)) · exp
(
2pi i
ˆ
a(z)
 
∂F
curv(h)
)
(80),(78)
= h((−1)deg(z)∂λ E(z)) · exp
(
2pi i
ˆ
a(z)
d
 
F
curv(h)
)
(78)
= exp
[
2pi i(−1)k−dimF
(ˆ
λ E(z)
curv(h)+
ˆ
∂a(z)
 
F
curv(h)
)]
(21)
= exp
[
2pi i(−1)k−dimF
(ˆ
[ζ (z)]∂ Sk−dim∂ F
 
F
curv(h)+
ˆ
∂a(z)
 
F
curv(h)
)]
(5)
= exp
(
2pi i
ˆ
z
(−1)k−dimF
 
F
curv(h)
)
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= ι
(
(−1)k−dimF
 
F
curv(h)
)
(z) . 
REMARK 7.18. Proposition 7.17 says that pi∂E! (h) is topologically trivial. However,
pi∂E! (h) is in general not flat, since
curv(pi∂E! h) =
 
∂F
curv(h) (78)= (−1)k−dimF d
 
F
curv(h) ,
is an exact form, but need not be 0.
As a special case of fiber integration for fibers with boundary, we obtain the well-
known homotopy formula:
EXAMPLE 7.19. Differential cohomology is not a generalized cohomology theory, in
particular, it is not homotopy invariant. Let f : [0,1]×X → Y be a homotopy between
smooth maps f0, f1 : X → Y and h ∈ Ĥk(Y ;Z) a differential character. Then we have the
well-known homotopy formula [9, Prop. 3.28]:
f ∗1 h− f ∗0 h = ι
(ˆ 1
0
f ∗s curv(h)ds
)
.
This is a special case of (79) for the trivial bundle X × [0,1]→ X : for the left hand side we
have f ∗1 h− f ∗0 h = pi∂E! f ∗h. By the orientation conventions, we obtain for the right hand
side
ffl
F f ∗curv(h) = (−1)k−1
´ 1
0 f ∗s curv(h)ds with k = 1.
EXAMPLE 7.20. Let the fibers of pi : E → X be diffeomorphic to compact intervals
and carry an orientation. Hence dimF = 1. The boundary of E decomposes as ∂E =
∂+E ⊔ ∂−E where ∂+E consists of the endpoints of the oriented fibers and ∂−E of the
initial points. The restriction of pi to ∂+E is a diffeomorphism whose inverse we denote
by j+ := (pi |∂+E)−1 : X → ∂+E , and similarly for j−.
We consider the case k = 1. Then for any h ∈ Ĥ1(E;Z) = C∞(E,U(1)) we have
pi∂E! h ∈C∞(X ,U(1)) where
pi∂E! h = (h ◦ j+) · (h ◦ j−)−1.
The exponent−1 in this formula is due to the fact that the points in ∂−E inherit a negative
orientation.
Recall from Example 5.6 that curv(h) = d ˜h where ˜h is a local lift of h. Integration
along the fiber Ex over x ∈ X yields ρ(x) = ˜h( j+(x))− ˜h( j−(x)). The ambiguity in the
choice of ˜h cancels and we obtain a global smooth function ρ : X → R. Obviously, ρ is a
lift of pi∂E! h.
EXAMPLE 7.21. Let pi : E → X be as in Example 7.20. Now we consider the case
k = 2. Let P → E be a U(1)-bundle with connection ∇ corresponding to h ∈ Ĥ2(X ;Z).
Fiber integration along ∂F yields the U(1)-bundle with connection over X whose fiber
over x is
(pi∂E! P)x = Pj+(x)⊗P
∗
j−(x) .
Fiber integration of curv(h) yields the 1-form ρ on X . Integrating ρ along a closed curve c
in X yields
exp
(
2pi i
ˆ
c
ρ
)
= exp
(
2pi i
ˆ
pi−1(c)
curv(h)
)
= h( j−∗ c− j+∗ c) = pi!h(c)−1 .
As explained in Example 5.7, the 1-form ρ corresponds to the parallel transport in (P,∇)→
E along F .
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3. Fiber products and the up-down formula
In this section we prove that the fiber integration in a fiber product is the external
product of the fiber integrations. The up-down formula is an immediate consequence.
Let E → X and E ′ → X ′ be fiber bundles over smooth spaces X and X ′ with compact
oriented fibers F and F ′, respectively. We consider the fiber product E ×E ′ pi
E×piE
′
−−−−−→ X ×X ′
as the composition of fiber bundles E×E ′ id×pi
E′
−−−−→ E×X ′ pi
E×id
−−−→ X ×X ′. Fiber integration
on singular cohomology commutes up to sign with the external product. Explicitly, for
singular cohomology classes u ∈ Hk(E;Z) and u′ ∈ Hk′(E ′;Z), we have:
piE×E
′
! (u× u
′) = (piE × id)!((id×piE
′
)!(u× u
′))
= (piE × id)!(u×piE
′
! u
′)
= (−1)(k′−dimF ′)dimF piE! u×piE
′
! u
′ .(81)
This follows from [18, p. 585] and the functoriality of fiber integration for singular coho-
mology, proved in [5, p. 484].
Similarly, for differential forms ω ∈ Ωk(E) and ω ′ ∈ Ωk′(E ′), we have:
(82)
 
F×F ′
ω×ω ′ = (−1)(k
′−dimF ′)dimF
( 
F
ω
)
×
( 
F ′
ω ′
)
.
The analogous result for differential characters is the following:
THEOREM 7.22 (Fiber integration on fiber products). Let E → X and E ′→ X ′ be fiber
bundles over smooth spaces X and X ′ with closed oriented fibers F and F ′, respectively.
Let h ∈ Ĥk(E;Z) and h′ ∈ Ĥk′(E ′;Z). Then we have:
(83) piE×E ′! (h× h′) = (−1)(k
′−dimF ′)dimF ·piE! h×piE
′
! h′.
PROOF. Conceptually, the proof is just a computation using the explicit formulas we
derived for fiber integration and external product. The crucial point is the construction
transfer maps commuting with external products.
a) We compute the curvature of the differential characters piE×E ′! (h× h′) and (piE! h×
piE
′
! h′):
curv(piE×E
′
! (h× h
′))
(64)
=
 
F×F ′
curv(h× h′)
(51)
=
 
F×F ′
curv(h)× curv(h′)
(82)
= (−1)(k′−dimF ′)dimF ·
( 
F
curv(h)
)
×
( 
F ′
curv(h′)
)
(64)
= (−1)(k
′−dimF ′)dimF · curv(piE! h)× curv(piE
′
! h′)
(51)
= (−1)(k
′−dimF ′)dimF · curv(piE! h×piE
′
! h′) .(84)
Similarly, we find for the characteristic class:
c(piE×E
′
! (h× h
′))
(74)
= piE×E
′
! (c(h× h
′))
(52)
= piE×E
′
! (c(h)× c(h
′))
(81)
= (−1)(k
′−dimF ′)dimF ·piE! (c(h))×piE
′
! (c(h′))
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(74)
= (−1)(k
′−dimF ′)dimF · c(piE! h)× c(piE
′
! h′)
(52)
= (−1)(k
′−dimF ′)dimF · c(piE! h×piE
′
! h′).(85)
Thus the differential characters piE×E ′! (h× h′) and (piE! h× piE
′
! h′) have the same curva-
ture and characteristic class. By Remark 5.4 this implies that they coincide on cycles
z ∈ Zk+k′−dimF×F ′−1(X ×X ′;Z) that represent torsion classes.
b) Let z ∈ Zk+k′−dimF×F ′−1(X ×X ′;Z) be a cycle. As in Section 6, we choose a split-
ting S of the cycles in the Ku¨nneth sequence. Composing the homomorphism ζ X with the
pull-back operation PBE , we construct a transfer map λ X : Z∗−dimF(X ;Z)→ Z∗(E;Z) as
in Remark 4.3, and similarly for λ X ′ . We use the splitting to extend λ X ⊗λ X ′ to a transfer
map λ X×X ′ : Z∗−dimF×F ′(X ×X ′;Z)→ Z∗(E ×E ′;Z) such that the following diagram is
graded commutative:
(86)
Z∗(E;Z)⊗Z∗(E ′;Z)
× //

Z∗(E×E ′;Z)

Z∗(E;Z)
∂S∗+1(E;Z) ⊗
Z∗(E ′;Z)
∂S∗+1(E ′;Z)
× // Z∗(E×E ′;Z)
∂S∗+1(E×E ′;Z)
Z∗(E)⊗Z∗(E ′)
× //
ψE∗ ⊗ψE
′
∗
OO
Z∗(E×E ′)
ψE×E′∗
OO
Z∗−dimF(X)⊗Z∗−dimF ′(X ′)
PBE⊗PBE′
OO
× // Z∗−dimF×F ′(X ×X ′)
PBE×E′
OO
Z∗−dimF(X ;Z)⊗Z∗−dimF ′(X ′;Z)
K //
ζ X⊗ζ X ′
OO
@A
GF
λ X⊗λ X ′
//
Z∗−dimF×F ′(X ×X ′;Z)S
oo❴ ❴ ❴
ζ X×X ′
OO
BC
ED
λ X×X ′
oo
The graded commutativity is caused by the orientation conventions. As in (14), we have
PBE×E ′(ζi× ζ ′j) = (−1) j·dimF PBE(ζi)×PBE ′(ζ ′j) for ζi ∈Zi(X) and ζ ′j ∈Z j(X ′). Con-
sequently, λ X×X ′(yi× y′j) = (−1) j·dimF λ X(yi)×λ X
′
(y′j).
Now write z=K◦S(z)+(z−K◦S(z)). By the Ku¨nneth sequence, the cycle z−K◦S(z)
represents a torsion class. Thus by part a) the differential characters piE×E ′! (h× h′) and
(piE! h×piE
′
! h′) coincide on z−K ◦ S(z). Hence it suffices to evaluate them on K ◦ S(z). By
(70), we have:
piE×E
′
! (h× h
′)(K ◦ S(z)) = (h× h′)(λ X×X ′(K ◦ S(z)))
· exp
(
2pi i
ˆ
a(K◦S(z))
 
F×F ′
curv(h× h′)
)
.(87)
As in (57), we write S(z) = ∑i+ j=k+k′−dimF×F ′−1 ∑m ymi ⊗ y′mj . As in the proof of The-
orem 6.4, we write ζ X (ymi ) = [Mmi
gmi−→ X ] and ζ X ′(y′mj ) = [M′mj
g′mj
−−→ X ]. Then we have
PBE(ζ X (ymi )) = [(gmi )∗E
Gmi−−→ E] and PBE ′(ζ X ′(y′mj )) = [(g′mj )∗E ′ G
′m
i−−→ E ′]. Lemma 6.3
applied to the product stratifolds (gmi )∗E× (g′
m
j )∗E ′ yields
(h× h′)(λ X×X ′(ymi × y′
m
j ))
(86)
= (h× h′)((−1) j·dimF λ X(ymi )×λ X
′
(y′mj ))
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=

h(λ X(ymk−dimF−1))(−1)
(k′−dimF′)dimF 〈c(h′),λ X ′ (y′mk′−dimF ′ 〉
for (i, j) = (k− dimF − 1,k′− dimF ′)
h(λ X ′(y′mk′−dimF ′−1))(−1)
(k′−dimF ′−1)dimF 〈c(h),λ X (ymk−dimF 〉
for (i, j) = (k− dimF,k′− dimF ′− 1)
1 otherwise .
(88)
Inserting this into (87) we obtain:
piE×E
′
! (h× h
′)(K ◦ S(z)) · exp
(
− 2pi i
ˆ
a(K◦S(z))
 
F×F ′
curv(h× h′)
)
= (h× h′)(λ X×X ′(K ◦ S(z)))
= (h× h′)(λ X×X ′( ∑
i+ j=k+k′−dimF×F ′−1
∑
m
ymi × y
′m
j ))
(88)
= ∏
m
[
h(λ X(ymk−dimF−1))(−1)
(k′−dimF ′)dimF 〈c(h′),λ X ′ (y′mk′−dimF′ )〉
h(λ X ′(y′mk′−dimF ′−1))(−1)
(k′−dimF ′−1)dimF 〈c(h),λ X (ymk−dimF )〉
]
(70),(76)
= ∏
m
[
piE! h([ζ X(ymk−dimF−1)]∂Sk−dimF )(−1)
(k′−dimF ′)dimF 〈piE
′
! c(h
′),y′mk′−dimF ′ 〉
piE
′
! h′([ζ X ′(y′mk′−dimF ′−1)]∂Sk′−dimF ′ )(−1)
(k′−dimF ′−1)dimF 〈piE! c(h),y
m
k−dimF 〉
]
(58)
=
[
(piE! h×piE
′
! h′)(K ◦ S(z))
· exp
(
− 2pi i
ˆ
a(K◦S(z))
curv(piE! h×piE
′
! h′)
)](−1)(k′−dimF ′)dimF
.
Using (84), we conclude
piE×E
′
! (h× h
′)(K ◦ S(z)) = (−1)(k
′−dimF ′)dimF · (piE! h×piE
′
! h′)(K ◦ S(z))
which completes the proof. 
Fiber integration for differential forms satisfies the following up-down formula: for
any η ∈Ωk(X) and ω ∈ Ωl(E), we have:
(89)
 
F
pi∗η ∧ω = η ∧
 
F
ω .
Likewise, fiber integration on singular cohomology satisfies the corresponding up-down
formula: for any u ∈ Hk(X ;Z) and w ∈ H l(E;Z), we have:
pi!(pi
∗u∪w) = u∪pi!w.
For a proof, see [18, p. 585] or [5, p. 483].
Now we prove the corresponding up-down formula for fiber integration of differential
characters. The idea of the proof is due to Chern who proved the up-down formula for
singular cohomology in [18, p. 585]. The same idea has been used in [10] along the lines
of a representation of differential cohomology by cohomology stratifolds.
THEOREM 7.23 (Up-down formula). Let E →X be a fiber bundle over a smooth space
X with closed oriented fibers F. Let h ∈ Ĥk(X ;Z) and f ∈ Ĥ l(E;Z). Then we have
(90) pi!(pi∗h ∗ f ) = h ∗ (pi! f ) ∈ Ĥk+l−dimF(X ;Z).
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PROOF. We decompose the fiber product E × E ′ → X × X ′ as the composite fiber
bundle E×E pi×idE−−−→ X×E idX ×pi−−−−→ X ×X . Let ∆E : E → E×E and ∆X : X → X×X denote
the diagonal maps. Then we have the bundle map
E
(pi×idE )◦∆E //
pi

X ×E
idX ×pi

X
∆X
// X ×X
The up-down formula now follows from the product formula (83) and the naturality (62)
of fiber integration:
piE! (pi
∗h ∗ f ) (54)= piE! (∆∗E(pi∗h× f ))
(50)
= piE! (∆∗E(pi × idE)∗(h× f ))
(62)
= ∆∗X(piX×E! (h× f ))
(83)
= ∆∗X(h×piE! f )
(54)
= h ∗piE! f .
There is no sign in the second last equation because the fiber over the first factor is zero-
dimensional. 
CHAPTER 8
Relative differential characters
In this chapter, we discuss several aspects of relative differential characters, defined in
[7]. From a geometric point of view, relative differential characters are to be considered
as topological trivializations or global sections of differential characters. We explain this
point of view in Section 1.
From a topological point of view, the group of relative differential characters should
be considered as a relative version of differential cohomology. However, differential coho-
mology is not a (generalized) cohomology theory in the sense of Eilenberg and Steenrod.
In particular, one cannot expect to obtain the usual long exact sequence relating the groups
of relative and absolute differential characters. In Section 2, we derive an exact sequence
that relates the groups of relative and absolute differential characters. This sequence char-
acterizes in particular the existence and uniqueness of global sections.
1. Definition and examples
Let k≥ 1 and ϕ : A→ X a smooth map. Relative differential characters in Ĥkϕ(X ,A;Z)
may be considered as differential characters on X with sections along the map ϕ . We briefly
recall the construction of Ĥkϕ(X ,A;Z) from [7]. Then we construct an exact sequence which
characterizes those differential characters in Ĥk(X ;Z) which admit sections along the map
ϕ , i.e., which are in the image of the natural map Ĥkϕ(X ,A;Z)→ Ĥk(X ;Z).
The mapping cone complex of a smooth map ϕ : A→ X is the complex Cϕk (X ,A;Z) :=
Ck(X ;Z)×Ck−1(A;Z) of pairs of smooth singular chains with the differential ∂ϕ(s, t) :=
(∂ s+ϕ∗t,−∂ t). The homology Hϕk (X ,A;Z) of this complex coincides with the homology
of the mapping cone of ϕ in the topological sense. For the special case of an embedding
A ⊂ X it coincides with the relative homology Hk(X ,A;Z).
Similarly, we consider the complex Ωkϕ(X ,A) :=Ωk(X)×Ωk−1(A) of pairs of differen-
tial forms with the differential dϕ(ω ,ϑ) := (dω ,ϕ∗ω − dϑ). The homology HkdR,ϕ(X ,A)
of this complex is the relative de Rham cohomology for the map ϕ , as explained in [6,
p. 78].
We denote by Zϕk (X ,A;Z) the group of cycles of the mapping cone complex and by
Bϕk (X ,A;Z) the space of boundaries. The group of relative differential characters is de-
fined as:
Ĥkϕ(X ,A;Z) :=
{ f ∈Hom(Zϕk−1(X ,A;Z),U(1)) ∣∣ f ◦ ∂ϕ ∈Ωkϕ(X ,A)} .
The notation f ◦∂ϕ ∈Ωkϕ(X ,A) means that there exists a pair of differential forms (ω ,ϑ)∈
Ωkϕ(X ,A) such that for every pair of smooth singular chains (x,y) ∈C
ϕ
k (X ,A) we have
(91) f (∂ϕ (x,y)) = exp
[
2pi i ·
(ˆ
x
ω +
ˆ
y
ϑ
)]
.
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The form ω =: curv( f ) in the definition is called the curvature of the relative differential
character f and the form ϑ =: cov( f ) is called its covariant derivative. As in the absolute
case, the curvature is uniquely determined by the differential character. For k ≥ 2, this
is also true for the covariant derivative. For k = 1, the function ϑ is unique only up to
addition of a locally constant integer valued function, see Example 8.3.
It is shown in [7, p. 273f] that relative differential characters f ∈ Ĥkϕ(X ,A;Z) have
characteristic classes c( f ) ∈ Hkϕ(X ,A;Z), the k-th cohomology of the mapping cone com-
plex. By [7, Thm. 2.4], the group Ĥkϕ (X ,A;Z) fits into short exact sequences similar to
the ones in (29):
0 // Ω
k−1
ϕ (X ,A)
Ωk−1ϕ,0 (X ,A)
ι // Ĥkϕ(X ,A;Z)
c // Hkϕ (X ,A;Z) //// 0,
0 // Hk−1ϕ (X ,A;U(1)) // Ĥkϕ(X ,A;Z)
(curv,cov) // Ωkϕ,0(X ,A) // 0.
Here Ωkϕ,0(X ,A) denotes the space of all dϕ-closed pairs (ω ,ϑ) ∈ Ωkϕ(X ,A) with integral
periods, i.e.,
´
(s,t)(ω ,ϑ) ∈ Z for all relative cycles (s, t) ∈ Zkϕ (X ,A;Z).
Furthermore, we have the obvious maps
(92) Ĥk−1(A;Z) ı˘ // Ĥkϕ (X ,A;Z)
p˘ // Ĥk(X ;Z)
which map a differential character g ∈ Ĥk−1(A;Z) to ı˘(g) : (s, t) 7→ g(t) and a relative
differential character f ∈ Ĥkϕ(X ,A;Z) to p˘( f ) : z 7→ f (z,0). One easily checks that
curv(ı˘(g)) = 0, cov(ı˘(g)) =−curv(g), and curv(p˘( f )) = curv( f ).
REMARK 8.1. Note that p˘ is defined also for k = 1. As in the absolute case we set
Ĥ0ϕ(X ,A;Z) := H0ϕ(X ,A;Z) and Ĥkϕ(X ,A;Z) := 0 for k < 0. Moreover, ı˘ : Ĥ0ϕ(A;Z) →
Ĥ1ϕ(X ,A;Z) is defined to be zero while p˘ : Ĥ0ϕ(X ,A;Z)→ Ĥ0(X ;Z) is defined to coincide
with the usual map in the long exact sequence
0 // H0ϕ(X ,A;Z) // H0(X ;Z) // · · ·
DEFINITION 8.2. Let ϕ : A → X be a smooth map of differentiable manifolds. A
differential character h ∈ Ĥk(X ;Z) is said to admit sections along ϕ if it lies in the image
of the map p˘ : Ĥkϕ(X ,A;Z)→ Ĥk(X ;Z).
Let h ∈ im(p˘) ⊂ Ĥk(X ;Z) be a differential character that admits sections along the
map ϕ . Then any relative differential character f ∈ Ĥkϕ(X ,A;Z) with p˘( f ) = h is called
a section of h along ϕ . A section f ∈ Ĥkϕ(X ,A;Z) of p˘( f ) ∈ Ĥk(X ;Z) along ϕ is called
parallel if cov( f ) = 0.
EXAMPLE 8.3. Let k = 1. Since Zϕ0 (X ,A;Z) = Z0(X ;Z), any relative differential
character of degree 1 corresponds to a function ¯f : X → U(1) as in the absolute case.
Using (91) with y = 0 one sees that ¯f is smooth and curv( f ) = d ˜f where ˜f is a local lift of
¯f as in Example 5.6. Equation (91) with x = 0 shows that ϑ is a lift of ¯f ◦ϕ on A. Such a
lift is unique only up to addition of a locally constant integer valued function.
To summarize, Ĥ1ϕ(X ,A;Z) is the subgroup of Ĥ1(X ;Z) = C∞(X ,U(1)) containing
those functions ¯f which are trivial along ϕ in the sense that ¯f ◦ϕ has a lift.
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EXAMPLE 8.4. Let k = 2. Given f ∈ Ĥ2ϕ(X ,A;Z) we have p˘( f ) ∈ Ĥ2(X ;Z) which by
Example 5.7 corresponds to a U(1)-principal bundle P → X with connection ∇. We pull
back P and ∇ along ϕ and we obtain a U(1)-principal bundle ϕ∗P → A with connection
ϕ∗∇.
Relative characters determine sections. Fix x0 ∈ A. For any two curves c and c′
emanating from x0 and ending at the same point x ∈ A, we look at the cycle c− c′ ∈
Z1(A;Z). Using (91) we compute:
ϕ∗(p˘ f )(c− c′) = (p˘ f )(ϕ∗(c− c′))
= f (ϕ∗(c− c′),0)
= f (∂ϕ (0,c− c′))
= exp
(
2pi i
ˆ
c−c′
ϑ
)
= exp
(
2pi i
ˆ
c
ϑ
)
· exp
(
2pi i
ˆ
c′
ϑ
)−1
.
We recall from Example 5.7 that for any p0 ∈ ϕ∗P over x0 we have
(P
ϕ∗∇
c′
)−1 ◦Pϕ
∗∇
c (p0) = P
ϕ∗∇
c−c′(p0) = p0 ·ϕ
∗(p˘ f )(c− c′).
Therefore
P
ϕ∗∇
c (p0) · exp
(
2pi i
ˆ
c
ϑ
)−1
= P
ϕ∗∇
c′
(p0) · exp
(
2pi i
ˆ
c′
ϑ
)−1
.
Hence the expression
P
ϕ∗∇
c (p0) · exp
(
2pi i
ˆ
c
ϑ
)−1
depends on x but not on the choice of curve connecting x0 and x. Fixing x0 and p0 we can
define a smooth section of ϕ∗P over the connected component containing x0 by
(93) σ(x) := Pϕ∗∇c (p0) · exp
(
2pi i
ˆ
c
ϑ
)−1
.
Choosing x0 and p0 in each connected component of A we obtain a smooth section of ϕ∗P
over all of A. If σ ′ is a section obtained by different choices of the x0’s and p0’s, then
σ ′ = σ ·u where u : A →U(1) is a locally constant function.
Isomorphism classes of sections. We further restrict the freedom in the choices of the
p0’s. Consider the pull-back diagram
ϕ∗P Φ //

P

A
ϕ // X
Equation (93) yields for any closed curve c in A starting and ending at x0 that
P
∇
ϕ∗c(Φ(p0)) = Φ(p0) · exp
(
2pi i
ˆ
c
ϑ
)
= Φ(p0) · f (∂ϕ(0,c)).
For a closed curve s in X (instead of A) starting and ending at ϕ(x0) we have more generally
P
∇
s (Φ(p0)) = Φ(p0) · f (s,0).
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Now, if x0 and x′0 lie in different connected components of A but ϕ(x0) and ϕ(x′0) lie in the
same connected component of X , then we demand for any curve s in X starting at ϕ(x0)
and ending at ϕ(x′0) that
P
∇
s (Φ(p0)) = Φ(p′0) · f (s,x0− x′0).
In this way, the choice of p′0 is determined by the choice of p0. Moreover, this relation does
not depend on the choice of s. With this additional requirement the freedom to choose the
p0’s reduces to one choice for each maximal set of x0’s which are mapped to the same
connected component of X . Hence two sections σ and σ ′ constructed in this way are
related by σ ′ = σ · (u ◦ϕ) where u : X →U(1) is a locally constant function.
Said differently, a relative differential character f ∈ Ĥ2ϕ(X ,A;Z) determines an iso-
morphism class [P,∇,σ ] of U(1)-bundles with connection (P,∇) and section σ along the
map ϕ . Here (P,∇,σ) is identified with (P′,∇′,σ ′) if and only if there is a bundle isomor-
phism Ψ : P → P′ such that ∇ = Ψ∗∇′ and Φ′ ◦σ ′ = Ψ ◦Φ ◦σ . In particular, sections of
the pull-back bundle are identified by bundle isomorphisms of P (and not of the pull-back
bundle ϕ∗P).
Sections determine relative characters. Conversely, let P → X be a U(1)-bundle with
connection ∇ and σ a section of ϕ∗P over A. For any relative cycle of the form (s,x− x′)
we define f (s,x− x′) by
P
∇
s (Φ(σ(x))) = Φ(σ(x′)) · f (s,x− x′).
Since Zϕ1 (X ,A;Z) is generated by cycles of this form, the differential character f is
uniquely determined. The definition of f is invariant under bundle isomorphisms as defined
above.
Curvature and connection form. To summarize, we have a 1-1 correspondence be-
tween relative differential characters f ∈ Ĥ2ϕ(X ,A;Z) and isomorphism classes [P,∇,σ ]
of U(1)-bundles with connection and section along ϕ . Under this correspondence,
−2pi i · curv( f ) is the curvature form of (P,∇) and −2pi i · cov( f ) is the connection 1-form
of ϕ∗∇ with respect to σ .
REMARK 8.5 (Relative differential cohomology). The group Ĥkϕ(X ,A;Z) of relative
differential characters may be considered as a relative differential cohomology group.
There have appeared different versions of relative differential cohomology in the litera-
ture: In [28], de Rham-Federer currents on manifolds X with boundary are used to describe
differential cohomology relative to A= ∂X . In [47], relative differential cohomology is de-
fined for the case of a submanifold A⊂ X . In both these models, the curvature of a relative
cohomology class vanishes upon restriction to the subset A.
However, the covariant derivatives of relative differential characters need not be
closed. In this sense, the relative differential cohomology group defined by relative differ-
ential characters is more general (or is a larger group) than the ones the relative differential
cohomology groups described in [28] and [47].
2. Existence of sections
Since differential cohomology is not a (generalized) cohomology theory, the question
arises whether there are long exact sequences that relate the absolute and relative differ-
ential cohomology groups. Here we fit the maps from (92) into an exact sequence that
characterizes those differential characters in Ĥk(X ;Z) that admit sections along ϕ .
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THEOREM 8.6 (Exact sequence). Let ϕ : A→ X be a smooth map. Then the following
sequences are exact:
(94)
0 → ϕ∗Ĥk−1flat (X ;Z)→ Ĥ
k−1(A;Z) ı˘−→ Ĥkϕ(X ,A;Z)
p˘
−→ Ĥk(X ;Z) ϕ
∗◦c
−−−→ ϕ∗Hk(X ;Z)→ 0 .
if k ≥ 2 and
(95) 0 −→ Ĥkϕ(X ,A;Z)
p˘
−→ Ĥk(X ;Z) ϕ
∗◦c
−−−→ ϕ∗Hk(X ;Z)→ 0 .
if k = 0 or k = 1.
REMARK 8.7. Sequences (94) and (95) can be derived by homological algebraic meth-
ods. There are several ways to obtain differential cohomology as the cohomology of a
chain complex. The smooth Deligne complex and the Hopkins-Singer complex that com-
pute degree-k differential cohomology both depend on k. Thus the cohomology groups in
the long exact sequence obtained from the corresponding mapping cone complexes coin-
cide with differential cohomology only in degree k.
The Hopkins-Singer complex can be modified so that all its cohomologies realize dif-
ferential cohomology, see [7, p. 271]. The mapping cone construction then yields a long
exact sequence where the absolute cohomology groups coincide with differential cohomol-
ogy. But the corresponding relative groups for this modified complex are only subquotients
of the groups of relative differential characters, [7, p. 278ff.].
Another long exact sequence for relative and absolute differential (generalized) coho-
mology is constructed in [47, Thm. 2.7]. Another way to define global trivializations of
differential cohomology, based on the Hopkins-Singer complex, is described in [42].
Here we do not use any of these identifications of the groups of differential characters
with the cohomologies of a chain complex, but give a direct proof.
PROOF OF THEOREM 8.6. We only consider the case k≥ 2 because the case k = 0 is
obvious and the case k = 1 is similar to but simpler than the case k ≥ 2.
At several steps in the proof we use the fact that the group U(1) is divisible,
hence that for every injective group homomorphism G′ → G the induced homomorphism
Hom(G,U(1)) → Hom(G′,U(1)) is surjective, see e.g. [40, pp. 32 and 372]. In other
words, any homomorphism from a subgroup of G to U(1) can be extended to a homomor-
phism from G to U(1).
a) The map ϕ∗Ĥk−1flat (X ;Z) → Ĥk−1(A;Z) is the inclusion of a subgroup and hence
injective.
b) We prove exactness at Ĥk−1(A;Z). For g¯ ∈ Ĥk−1flat (X ;Z) and any (s, t) ∈
Zϕk−1(X ,A;Z) we have:
ı˘(ϕ∗g¯)(s, t) = (ϕ∗g¯)(t)
= g¯(ϕ∗t)
= g¯(−∂ s)
= exp
(
2pi i
ˆ
s
−curv(g¯)
)
= 1 ,
because curv(g¯) = 0. Hence ϕ∗Ĥk−1flat (X ;Z)⊂ ker(ı˘).
To show the converse inclusion we pick g ∈ Ĥk−1(A;Z) with ı˘(g) = 1. Let Q ⊂
Zk−2(A;Z) be the subgroup of those t ∈ Zk−2(A;Z) for which there exists an s∈Ck−1(X ;Z)
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such that (s, t) ∈ Zϕk−1(X ,A;Z). The condition ı˘(g) = 1 is equivalent to g being trivial on Q.
We construct g¯∈ Ĥk−1flat (X ;Z) such that ϕ∗g¯= g. Let Q′ ⊂ Zk−2(X ;Z) be the subgroup gen-
erated by ϕ∗Zk−2(A;Z) and Bk−2(X ;Z). We define a group homomorphism g¯ : Q′→ U(1)
by setting
g¯(ϕ∗x) := g(x) ,(96)
g¯(∂y) := 1 .(97)
The conditions are consistent since ϕ∗Zk−2(A;Z)∩Bk−2(X ;Z) = ϕ∗Q. By (97), any exten-
sion to a group homomorphism g¯ : Zk−2(X ;Z)→ U(1) yields a flat differential character
on X . By (96), we have ϕ∗g¯ = g.
c) We prove exactness at Ĥkϕ(X ,A;Z). For every z ∈ Zk−1(X ;Z), we have p˘(ı˘(g))(z) =
ı˘(g)(z,0) = g(0) = 1. Hence im(ı˘)⊂ ker(p˘).
Conversely, let f ∈ ker(p˘). Thus f (z,0) = 1 for every z ∈ Zk−1(X ;Z). For cycles
(s, t),(s′, t) ∈ Zϕk−1(X ,A;Z), we have ∂ (s− s′) = −ϕ∗t +ϕ∗t = 0. Hence f (s− s′,0) = 1
and thus f (s, t) = f (s′, t). Let Q ⊂ Zk−2(A;Z) be the subgroup defined in b). We define a
group homomorphism g : Q →U(1) by setting g(t) := f (s, t).
Now Bk−2(A;Z) ⊂ Q, since for t = ∂y, we have (−ϕ∗y, t) = ∂ϕ(0,−y) ∈
Bϕk−1(X ,A;Z) ⊂ Z
ϕ
k−1(X ,A;Z). We can extend g as a group homomorphism
g : Zk−2(A;Z)→ U(1). On Bk−2(A;Z), we have
g(∂y) = f (∂ϕ (0,−y)) = exp
(
− 2pi i
ˆ
y
cov( f )
)
.
Hence g : Zk−2(A;Z) → U(1) is a differential character g ∈ Ĥk−1(A;Z) with curvature
curv(g) =−cov( f ). Since f (s, t) = g(t) for every (s, t) ∈ Zϕk (X ,A;Z), we have f = ı˘(g).
d) For the exactness at Ĥk(X ;Z) consider the following commutative diagram with
exact columns:
0

0

0

Ωk−1ϕ (X ,A)
Ωk−1ϕ,0 (X ,A)
//
ι

Ωk−1(X)
Ωk−10 (X)
ϕ∗ //
ι

Ωk−1(A)
Ωk−10 (A)
ι

Ĥkϕ(X ,A;Z)
c

p˘ // Ĥk(X ;Z)
c

ϕ∗ // Ĥk(A;Z)
c

Hkϕ(X ,A;Z) //

Hk(X ;Z)
ϕ∗ //

Hk(A;Z)

0 0 0
The bottom row is part of the long exact cohomology sequence obtained from the short
exact sequence of chain complexes
0 →C∗(X ;Z)→Cϕ∗ (X ,A;Z)→C∗−1(A;Z)→ 0 .
Let f ∈ Ĥkϕ(X ,A;Z). From the commutativity of the diagram and the exactness of the
bottom row we conclude c(ϕ∗ p˘( f )) = 0. Hence im(p˘)⊂ ker(ϕ∗ ◦ c).
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Conversely, let h ∈ ker(ϕ∗ ◦ c). We construct a section along ϕ . From the diagram we
conclude that there exists a differential form χ ∈ Ωk−1(A) such that ϕ∗h = ι(χ). Hence
ϕ∗curv(h) = curv(ϕ∗h) = curv(ι(χ)) = dχ . Let W ⊂ Zϕk−1(X ,A;Z) be the subgroup gen-
erated by Bϕk−1(X ,A;Z) and by pairs of the form (s, t) = (z,0) with z ∈ Zk−1(X ;Z). We
define a group homomorphism f : W → U(1) by setting:
f (∂ϕ (x,y)) := exp
[
2pi i ·
(ˆ
x
curv(h)+
ˆ
y
χ
)]
,(98)
f ((z,0)) := h(z) .(99)
This definition is consistent, since for (z,0) = ∂ϕ(x,y) = (∂x+ϕ∗y,−∂y), we have
f ((z,0)) (99)= h(∂x+ϕ∗y)
= exp
(
2pi i
ˆ
x
curv(h)
)
·ϕ∗h(y)
= exp
(
2pi i
ˆ
x
curv(h)
)
· ι(χ)(y)
= exp
[
2pi i ·
(ˆ
x
curv(h)+
ˆ
y
χ
)]
(98)
= f (∂ϕ (x,y)) .
We extend f to a U(1)-valued group homomorphism on Zϕk−1(X ,A;Z). By equation (98),
this homomorphism satisfies (91). Thus f ∈ Ĥkϕ(X ,A;Z). Equation (99) implies that
p˘( f ) = h.
e) Finally, the map ϕ∗ ◦ c : Ĥk(X ;Z)→ ϕ∗Hk(X ;Z) is surjective since c is surjective
by (29) and pull-back along ϕ is surjective onto its image. 
COROLLARY 8.8 (Long exact sequence). For k ≥ 2 we have the following long exact
sequence:
(100)
. . .→Hk−2(X ;U(1)) j◦ϕ
∗
−−−→ Ĥk−1(A;Z) ı˘−→ Ĥkϕ(X ,A;Z)
p˘
−→ Ĥk(X ;Z) c◦ϕ
∗
−−−→Hk(A;Z)→ ··· .
The sequence extends on the left and on the right as the mapping cone sequence for singu-
lar cohomology with coefficients U(1) and Z, respectively.
PROOF. We use the identification Hk−2(X ;U(1))
∼=
−→ Ĥk−1flat (X ;Z) from diagram (29).
In particular, the map j : Hk−2(X ;U(1))→ Ĥk−1(X ;Z) is injective.
Exactness at the three middle terms is clear from Theorem 8.6. From the mapping
cone sequence for cohomology with U(1)-coefficients, we conclude:
ker
[ j ◦ϕ∗ : Hk−2(X ;U(1))→ Ĥk−1(A;Z)] = ker[ϕ∗ : Hk−2(X ;U(1))→ Hk−2(A;U(1))]
= im
[
Hk−2ϕ (X ,A;U(1))→Hk−2(X ;U(1))
]
.
This proves exactness at Hk−2(X ;U(1)).
From the mapping cone sequence for cohomology with integral coefficients and sur-
jectivity of c, we conclude:
ker
[
Hk(A;Z)→ Hk+1ϕ (X ,A;Z)
]
= im
[
ϕ∗ : Hk(X ;Z)→Hk(A;Z)
]
= im
[
ϕ∗ ◦ c : Ĥk(X ;Z)→Hk(A;Z)
]
.
This proves exactness at Hk(A;Z). 
64 8. RELATIVE DIFFERENTIAL CHARACTERS
A differential character h ∈ Ĥk(X ;Z) is called topologically trivial along ϕ if
ϕ∗c(h) = 0. A differential character h ∈ Ĥk(X ;Z) is called flat along ϕ if ϕ∗curv(h) = 0.
As is well-known, a U(1)-bundle is topologically trivial if and only if it admits sec-
tions. Topological triviality is detected by the first Chern class. Thus the pull-back bundle
along a smooth map ϕ is topologically trivial if and only if the original bundle admits
sections along ϕ . A similar statement holds for differential characters of any degree:
COROLLARY 8.9 (Properties of sections). A differential character h ∈ Ĥk(X ;Z) ad-
mits sections along a smooth map ϕ : A → X if and only if it is topologically trivial along
ϕ .
If h admits parallel sections along ϕ , then h is also flat along ϕ . Conversely, if
(curv(h),0) ∈ Ωkϕ,0(X ,A) and h is topologically trivial along ϕ , then it admits a paral-
lel section.
Sections along ϕ are uniquely determined by their covariant derivatives if ϕ∗ :
Hk−2(A;Z)→Hk−2(X ;Z) is injective. Explicitly, if f1, f2 ∈ Ĥkϕ(X ,A;Z) with p˘( f1) = p˘( f2)
and cov( f1) = cov( f2), then f1 = f2.
PROOF. The first statement follows immediately from Theorem 8.6.
For the second, let f ∈ Ĥkϕ(X ,A;Z) with p˘( f ) = h and cov( f ) = 0. Then
dϕ(curv( f ),cov( f )) = 0 implies 0 = ϕ∗curv( f )− dcov( f ) = ϕ∗curv(h). Conversely, by
surjectivity of the map (curv,cov) : Ĥk(X ,A;Z)→Ωkϕ,0(X ,A), we find a parallel section if
(curv(h),0) ∈ Ωkϕ,0(X ,A). A necessary condition is ϕ∗curv(h) = 0, but this might not be
sufficient.
To show the last assertion, observe that ϕ∗Hk−2(A;Z) = Hk−2(X ;Z) implies
ϕ∗Ĥk−1flat (X ;Z)∼= ϕ∗Hk−2(X ;U(1))
= ϕ∗Hom(Hk−2(X ;Z),U(1))
= Hom(ϕ∗Hk−2(A;Z),U(1))
= Hom(Hk−2(A;Z),U(1))
= Hk−2(A;U(1))
∼= Ĥk−1flat (A;Z) .
Now let f1, f2 ∈ Ĥkϕ(X ,A;Z) be sections of h ∈ Ĥk(X ;Z) with cov( f1) = cov( f2). By The-
orem 8.6, we have f1 − f2 = ı˘(g) for some g ∈ Ĥk−1(A;Z). Since curv(g) = −cov( f1 −
f2) = 0, we have g ∈ Ĥk−1flat (A;Z) = ϕ∗Ĥk−1flat (X ;Z). Hence f1 − f2 = ı˘(g) = 0 by Theo-
rem 8.6. 
REMARK 8.10. Any differential character h ∈ Ĥk(X ;Z) has local sections in the fol-
lowing sense: If ϕ : A → X is smooth where A is contractible, then Hk(A;Z) = 0. Hence h
is topologically trivial along ϕ and therefore admits sections along ϕ .
EXAMPLE 8.11. Let G be a compact Lie group with Lie algebra g. An invariant
polynomial, homogeneous of degree k, is a symmetric AdG-invariant multilinear map
q : g⊗k → R. The Chern-Weil construction associates to any principal G-bundle with con-
nection (P,∇) a closed differential form CW (q) = q(R∇) ∈ Ω2k(X) by applying the poly-
nomial q to the curvature 2-form R∇ of the connection ∇. Consider those polynomials q for
which the Chern-Weil form CW (q) has integral periods. Let u ∈ H2k(X ;Z) be a universal
characteristic class for principal G-bundles that coincides in H2k(X ;R) with the de Rham
class of CW (q). The Cheeger-Simons construction [17, Thm 2.2] associates to this setting
3. RELATIVE DIFFERENTIAL CHARACTERS AND FIBER INTEGRATION 65
a differential character ĈW (q,u) ∈ Ĥ2k(X ;Z) with curvature curv(ĈW (q,u)) =CW (∇,q),
the Chern-Weil form, and characteristic class c(ĈW (q,u)) = u, the fixed universal charac-
teristic class. The construction is natural with respect to bundle maps.
Since the total space EG of the universal principal G-bundle is contractible, univer-
sal characteristic classes vanish upon pull-back to the total space. By Theorem 8.6 the
Cheeger-Simons character ĈW (q,u) thus admits sections along the bundle projection pi :
P→X . The so-called Cheeger-Chern-Simons construction of [3] yields a canonical section
ĈCS(q,u) ∈ Ĥ2kpi (X ,P;Z) with covariant derivative cov(ĈCS(q,u)) = CS(q) ∈ Ω2k−1(P),
the Chern-Simons form. The construction is natural with respect to bundle maps.
3. Relative differential characters and fiber integration
Throughout this section, we consider the case that A ⊂ X is a smooth subspace and
ϕ : A → X the inclusion. We drop ϕ in the notation and write Ĥk(X ,A;Z) instead of
Ĥkϕ(X ,A;Z).
Let us consider the space Ĥk(X ,X ;Z) of differential characters with global sections.
Let (x,y)∈ Zk(X ,X ;Z). Then we have x=−∂y, hence (x,y) = ∂ (0,−y) and Zk(X ,X ;Z) =
Bk(X ,X ;Z). Therefore any relative differential character f ∈ Ĥk(X ,X ;Z) is of the form
f (c,−∂c) = f (∂ (0,c)) = exp
(
2pi i
ˆ
c
cov( f )
)
.
Conversely, each (k− 1)-form ϑ defines a relative differential character in Ĥk(X ,X ;Z) by
f (c,−∂c) = exp
(
2pi i
ˆ
c
ϑ
)
.
Thus cov : Ĥk(X ,X ;Z)→ Ωk−1(X) is an isomorphism. Moreover, the diagram
Ĥk(X ,X ;Z) cov∼=
//
p˘ &&▼▼
▼▼
▼▼
▼▼
▼▼
Ωk−1(X)
ιyyss
ss
ss
ss
s
Ĥk(X ;Z)
commutes.
We may now reinterprete fiber integration for fibers F with boundary
as follows: Given h ∈ Hk(E;Z), fiber integration along F yields a form
ρ = (−1)k−dimF
ffl
F curv(h) ∈Ω
k−dimF(X) in the notation of Proposition 7.17.
Applying the isomorphism cov−1, we obtain a relative differential character
piE! h ∈ Ĥk−dim(F)+1(X ,X ;Z) with the property, that p˘(pi!h) = ι(ρ) = pi∂E! h. Hence
we have constructed a fiber integration map
(101) piE! = cov−1 ◦
 
F
◦(−1)k−dimFcurv : Hk(E;Z)→Hk−dim(F)+1(X ,X ;Z)
such that the diagram
(102) Ĥk(E;Z)
piE!
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥ pi∂ E!
''◆◆
◆◆◆
◆◆◆
◆◆◆
Ĥk−dimF+1(X ,X ;Z)
p˘
// Ĥk−dim∂F(X ;Z)
commutes.
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EXAMPLE 8.12. Let the fibers of pi : E →X be diffeomorphic to compact intervals and
carry an orientation. Let k = 2 and let P be a U(1)-bundle with connection ∇ corresponding
to h ∈ Ĥ2(E;Z). In the notation of Examples 7.20 and 7.21 we have
pi∂E! P = ( j+)∗P⊗ ( j−)∗P∗ = Hom(( j−)∗P,( j+)∗P)
where Hom stands for (unitary)1 homomorphisms. Now piE! P∈ Ĥ2(X ,X ;Z) yields a global
section σ of pi∂E! P = Hom(( j−)∗P,( j+)∗P), uniquely determined up to multiplication by
an element in U(1) over each connected component of X . In the construction of σ we
choose σ(x0) ∈ (pi∂E! P)x0 = Hom(Pj−(x0),Pj+(x0)) as the parallel transport in P along the
fiber Ex0 for some fixed x0. Then one can check that σ(x) is parallel transport in P along
the fiber Ex for all x in the connected component of X containing x0.
1If we regard pi∂ E! P as a U(1)-principal bundle, we have to take unitary homomorphisms. If we regard it as
a complex line bundle, we have to take all C-linear homomorphisms.
CHAPTER 9
Applications
We will now see how various constructions occurring in different contexts in the lit-
erature, such as higher-dimensional holonomy, parallel transport and transgression as well
as chain field theories, can be described using the general calculus of absolute and relative
differential characters developed in the preceding sections.
1. Higher dimensional holonomy and parallel transport
In this section, we discuss holonomy and parallel transport of differential characters
along compact oriented smooth manifolds. Holonomy of smooth Deligne classes has been
discussed in [15, Sec. 3]. Surface holonomy was considered as classical action for a quan-
tum field theory in [26, 24]. An approach to holonomy along surfaces with boundary using
D-branes is described in [24, Sec. 6].
For a U(1)-bundle with connection (P,∇) on X , holonomy around a closed loop is
defined geometrically by parallel transport. Parallel transport along a path γ : [0,1]→ X in
the associated complex line bundle takes values in the line L∗γ(0)⊗Lγ(1). Holonomy along a
closed path γ : [0,1]→ X is the element in U(1) that corresponds to the value of the parallel
transport in L∗γ(0)⊗Lγ(0) ∼= C.
Higher dimensional holonomy. In abritrary degree k, let h∈ Ĥk(X ;Z) be a differential
character. In view of Example 5.7, we may think of the map h as defining holonomy
around orientable closed manifolds of dimension k−1. More explicitly, for a smooth map
ϕ : Σ→ X from an oriented closed (k− 1)-manifold Σ, we set
(103) Holh(ϕ) := ϕ∗h([Σ]) = ϕ∗h([Σ]∂Sk) = h(ϕ∗[Σ]∂Sk).
Holonomy is invariant under thin cobordism in the sense of [13]: for a cobordism Φ :
W → X from ϕ : Σ → X to ϕ ′ : Σ′ → X , we have ϕ ′∗[Σ′]∂Sk −ϕ∗[Σ]∂Sk = ∂Φ∗[W ]Sk . If the
cobordism is thin, then Φ∗c∈ Sk(X ;Z) for any fundamental cycle c of W . Thus Holh(ϕ ′) =
h(ϕ ′∗[Σ′]∂Sk) = h(ϕ∗[Σ]∂Sk) = Hol
h(ϕ).
Higher dimensional parallel transport will be defined analogously by evaluating differ-
ential characters along oriented smooth (k− 1)-manifolds with boundary. The result will
be an element in a complex line attached to the boundary. For surfaces such constructions
are well known from Chern-Simons theory, see e.g. [41, Sec. 2] and [22, Sec. 2].
Construction of the line bundle L h. Let h∈ Ĥk(X ;Z) and let W be a compact oriented
(k− 1)-manifold W with boundary ∂W = Σ. Let ϕ : Σ → X be a smooth map which
extends to a map defined on W . In other words, it lies in the image of the restriction map
r : C∞(W,X)→C∞(∂W,X), Φ 7→Φ|∂W . For a smooth map Φ : W →X we set−Φ : W → X
for the same map from the manifold with reversed orientation. On the set C∞(W,X)×C,
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we consider the equivalence relation
(104) (Φ,c) ∼ (Φ′,c′) :⇔ r(Φ) = r(Φ′) and c = Holh(Φ′∪ϕ −Φ) · c′.1
For ϕ ∈ r(C∞(W,X)), this defines a complex line
(105) L hϕ := {(Φ,c) |Φ ∈ r−1(ϕ),c ∈ C}/∼ .
Varying the map ϕ , we obtain a complex line bundle L h → r(C∞(W,X)). Holonomy
defines a Hermitian metric on L h by
(106) 〈[Φ1,c1], [Φ2,c2]〉 := Holh(Φ1∪ϕ −Φ2) · c1 · c2 .
This is well defined, since for (Φ1,c1)∼ (Φ′1,c′1) we have c′1 = Hol
h(Φ1∪ϕ −Φ′1) ·c1 and
thus
〈[Φ′1,c′1], [Φ2,c2]〉= Holh(Φ′1∪ϕ −Φ2) · c′1 · c2
= Holh(Φ1∪ϕ −Φ′1) ·Holh(Φ′1∪ϕ −Φ2) · c1 · c2
= Holh(Φ1∪ϕ −Φ2) · c1 · c2
= 〈[Φ1,c1], [Φ2,c2]〉 .
Higher dimensional parallel transport. Parallel transport along Φ : W → X is defined
by
(107) PTh(Φ) := [Φ,1] ∈L hr(Φ).
The map PTh : C∞(W,X) → L h, Φ 7→ [Φ,1], is a section of L h along the restriction
map r. Moreover, [Φ,1] has unit length. Thus parallel transport yields a section of the
U(1)-bundle associated with the Hermitian line bundle L h.
The connection ∇h on L h. We construct a connection ∇h on the bundle L h by
describing its parallel transport (not to be confused with the higher dimensional par-
allel transport constructed above): Choose a path γ : [0,1] → r(C∞(W,X)) and a lift
Γ : [0,1]→C∞(W,X) with r ◦Γ = γ . Define F : [0,1]×W → X by F(t,w) := Γ(t)(w).
The path Γ yields a lift of the path γ to the total space L h, defined by
Γ : [0,1]→L h, Γ(t) := [Γ(t),1].
We define parallel transport along the path γ to be the homomorphism
(108)
P
∇h
γ : L
h
γ(0) →L
h
γ(t), Γ(0) = [Γ(0),1] 7→ exp
(
− 2pi i
ˆ
[0,t]×W
F∗curv(h)
)
· [Γ(t),1].
Identification of the holonomy of ∇h. Now we compute the holonomy of this connec-
tion. Let γ : [0,1]→ r(C∞(W,X)) be a closed curve, i.e. γ(0) = γ(1) = ϕ ∈ r(C∞(W,X)).
Then the lift Γ : [0,1]→C∞(W,X) need not be closed. But for any w ∈ ∂W , we have:
F(0,w) = Γ(0)(w) = γ(0)(w) = ϕ(w) = γ(1)(w) = F(1,w).
Hence F |[0,1]×∂W descends to a map f : S1× ∂W → X .
By definition, holonomy along γ in the bundle (L h,∇h) is the complex number
Hol∇h(γ) ∈ C∗ defined by
P
∇h
γ (Γ(0)) = Hol∇
h
(γ) ·Γ(0) .
1In general, Φ′ ∪ϕ −Φ is not smooth as a map defined on the manifold W ∪∂W W but it defines a smooth
singular cycle if the fundamental cycle of W ∪∂W W is chosen appropriately.
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By (104), we may write
Γ(0)= [Γ(0),1] =
(
Holh(Γ(1)∪ϕ −Γ(0))
)−1
· [Γ(1),1] =
(
Holh(Γ(1)∪ϕ−Γ(0))
)−1
·Γ(1).
Thus we obtain for the parallel transport along the closed curve γ:
P
∇h
γ (Γ(0)) = exp
(
− 2pi i
ˆ
[0,1]×W
F∗curv(h)
)
·Γ(1)
= exp
(
− 2pi i
ˆ
F∗([0,1]×W)
curv(h)
)
·Γ(1)
= h
(
− ∂F∗([0,1]×W)
)
·Γ(1)
= h
(
F∗([0,1]× ∂W)−F∗({1}×W ⊔{0}×W)
)
·Γ(1)
= h
(
F∗([0,1]× ∂W)
)
·h
(
Γ(1)∗W −Γ(0)∗W )
)−1
·Γ(1)
= f ∗h([S1× ∂W ]) ·Holh(Γ(1)∪ϕ −Γ(0))−1 ·Γ(1)
= f ∗h([S1× ∂W ]) ·Holh(Γ(1)∪ϕ −Γ(0))−1 ·Γ(1)
= Holh( f ) ·Γ(0) .
Consequently,
(109) Hol∇h(γ) = Holh( f ) ∈U(1)⊂ C∗ .
Thus the holonomy of ∇h along the path γ coincides with the higher dimensional holonomy
along the map f : S1× ∂W → X .
In particular, we have defined a unitary connection ∇h on the line bundle
L h → r(C∞(W,X)) with holonomy given by the holonomy of the differential character
h ∈ Ĥk(X ;Z).
Computation of the connection 1-form. The bundle L h → r(C∞(W,X)) with con-
nection ∇h and section PTh along the restriction map r : C∞(W,X)→C∞(∂W,X) yields
a relative differential character [L h,∇h,PTh] ∈ Ĥ2r (r(C∞(W,X)),C∞(W,X);Z). To com-
plete the picture of the equivalence class [L h,∇h,PTh] as a relative differential character,
it remains to compute the 1-form cov([L h,∇h,PTh]) ∈ Ω1(C∞(W,X)). By Example 8.4,
this corresponds to the connection 1-form of r∗∇h with respect to the section PTh. We now
compute this 1-form.
Let Γ : [0,1]→C∞(W,X) be a path as above and Γ the corresponding lift of the path
γ = r ◦Γ to the total space r∗L h. The connection 1-form ϑ r∗∇h of r∗∇h is determined by
parallel transport along the path Γ through the equation
P
r∗∇h
γ : r
∗
L
h
γ(0) → r
∗
L
h
γ(t), Γ(0) 7→ exp
(
−
ˆ t
0
ϑ r∗∇h(Γ′)(s)ds
)
·Γ(t) .
Comparing with (108), we obtain
exp
(
−
ˆ t
0
(ϑ r∗∇h(Γ′))(s)ds
)
= exp
(
− 2pi i
ˆ
[0,t]×W
F∗curv(h)
)
= exp
(
− 2pi i
ˆ
[0,t]
 
W
F∗curv(h)
)
= exp
(
− 2pi i
ˆ
[0,t]
Γ∗
( 
W
ev∗W curv(h)
))
.(110)
70 9. APPLICATIONS
Here evW : C∞(W,X)×W → X , (Φ,w) 7→ Φ(w), denotes the evaluation map and
ffl
W the
fiber integration in the trivial bundle [0,1]×W → [0,1]. Since (110) holds for any t ∈ [0,1],
we have ϑ r∗∇h(Γ′)(s) = 2pi i ·Γ∗(
ffl
W ev
∗
W curv(h))s( ∂∂ s ). This determines the connection 1-
form of r∗∇h with respect to the section Γ along the path γ : [0,1]→ r(C∞(W,X)). By
Example 8.4, we conclude
(111) cov([L h,∇h,PTh]) =−
 
W
ev∗W curv(h) .
The transgression maps defined in the following sections use fiber integration to gen-
eralize the construction of the line bundle with connection (L h,∇h) and the section PTh
along the restriction map.
2. Higher dimensional transgression
In this section, we define transgression of differential characters of arbitrary degree
along oriented closed manifolds. The classical case studied in the literature is transgression
along S1 for degree-2 and degree-3 differential cohomology. Our construction generalizes
these classical cases to transgression along oriented closed manifolds of arbitrary finite
dimension. It turns out that the holonomy defined in Section 1 is a special case of this
transgression.
Let Σ be a compact smooth manifold without boundary, and let X be any smooth
manifold. Then the space C∞(Σ,X) of smooth maps from Σ to X is again a smooth space as
explained in Section 2. The best-known space of this type is the free loop space L (X) :=
C∞(S1,X) of smooth maps from the circle S1 to X .
The evaluation map evΣ is defined in the obvious way:
evΣ : C∞(Σ,X)×Σ→ X , (ϕ ,s) 7→ ϕ(s).
We consider the pull-back ev∗Σ : Ĥk(X ;Z)→ Ĥk(C∞(Σ,X)×Σ;Z). If Σ is oriented, then
we can integrate differential characters in Ĥk(C∞(Σ,X)×Σ;Z) over the fiber of the trivial
fiber bundle C∞(Σ,X)×Σ
pi
։C∞(Σ,X).
DEFINITION 9.1 (Transgression along closed manifold). Let Σ be a compact oriented
smooth manifold without boundary, and let X be any smooth manifold. Transgression
along Σ is the map
(112) τΣ : Ĥ∗(X ;Z)→ Ĥ∗−dimΣ(C∞(Σ,X);Z) , h 7→ pi!(ev∗Σh) .
In particular, for Σ = S1 we have
τS1 : Ĥ
∗(X ;Z)→ Ĥ∗−1(L (X);Z) , h 7→ pi!(ev∗S1 h) .
EXAMPLE 9.2. For k = 2, transgression along Σ = S1 associates to a U(1)-bundle on
X its holonomy map L (X)→ U(1).
For k = 3, transgression along Σ = S1 has been discussed in quantum field theory
to construct the anomaly bundle over loop space [26, 8]. In this case, the image of the
transgression map has been characterized [48, 49].
EXAMPLE 9.3. Let h ∈ Ĥk(X ;Z). Let dimΣ = k− 1. Transgression along Σ yields a
differential character τΣh ∈ Ĥ1(C∞(Σ,X);Z), which by Example 5.6 corresponds to U(1)-
valued function on the mapping space C∞(Σ,X). We verify that this function coincides
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with holonomy of h as defined in Section 1. For any fixed ϕ ∈ C∞(Σ,X), we have the
pull-back diagram:
{ϕ}×Σ
pi!

ıϕ×id//
GF ED
ϕ˜

C∞(Σ,X)×Σ
pi!

evΣ // X
{ϕ}
ıϕ // C∞(Σ,X) .
Thus by naturality of fiber integration, we have:
Holh(ϕ)(103)= (ϕ∗h)([Σ])
= (pi!ϕ˜∗h)
= (pi!(ıϕ × id)∗ev∗Σh))
(62)
= ı∗ϕ (pi!ev
∗
Σh︸ ︷︷ ︸
=τΣh
)
(112)
= (τΣh)(ϕ) .(113)
To evaluate the U(1)-valued function τΣh on the map ϕ , we could have used Def-
inition 7.3 instead of the pull-back diagram. But the argument above can be general-
ized to compute the holonomy of the character τΣh for transgression of any degree: Let
h∈ Ĥk(X ;Z), and let Σ2 be an oriented closed manifold. Let Σ1 be an oriented closed man-
ifold of dimension dim(Σ1) = k− dim(Σ2)− 1, and let ϕ : Σ1 → C∞(Σ2,X) be a smooth
map. By (113) we have:
(114) HolτΣ2 h(ϕ) = (τΣ1(τΣ2 h))(ϕ).
We generalize this equation, replacing holonomy by transgression: Let Σ1 and Σ2 be com-
pact oriented smooth manifolds without boundary. The evaluation in the first entry yields
a canonical identification
ev1 : C∞(Σ1×Σ2,X)
∼=
−→C∞(Σ1,C∞(Σ2,X)), f 7→ (t 7→ f (t, ·)).
Using functoriality and naturality of fiber integration, we conclude that higher dimensional
transgression is functorial and graded commutative:
PROPOSITION 9.4 (Functoriality of transgression). Let Σ1 and Σ2 be compact oriented
smooth manifolds without boundary. Let h ∈ Ĥk(X ;Z). Then we have:
(115) τΣ1×Σ2h = ev∗1(τΣ1 ◦ τΣ2)h = (−1)dimΣ1·dimΣ2τΣ2×Σ1 h.
PROOF. The canonical diffeomorphism Σ1×Σ2
∼=
−→ Σ2×Σ1 yields a canonical identi-
fication C∞(Σ2×Σ1,X)
∼=
−→C∞(Σ1×Σ2,X). The fiber orientation in the trivial fiber bundles
with fiber Σ2 ×Σ1 is (−1)dimΣ1·dimΣ2 times the one in the bundles with fiber Σ1×Σ2. Ac-
cording to Proposition 7.12, we obtain τΣ1×Σ2h = (−1)dimΣ1·dimΣ2 τΣ2×Σ1 .
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The evaluation maps fit into the commutative diagram:
C∞(Σ1×Σ2,X)× (Σ1×Σ2)
ev1×id //
piΣ2

GF ED
evΣ1×Σ2

(C∞(Σ1,C∞(Σ2,X))×Σ1)×Σ2
piΣ2

evΣ1×id// C∞(Σ2,X)×Σ2
evΣ2 //
piΣ2

X
C∞(Σ1×Σ2,X)×Σ1
ev1×id //
piΣ1

C∞(Σ1,C∞(Σ2,X))×Σ1
evΣ1 //
piΣ1

C∞(Σ2,X)
C∞(Σ1×Σ2,X)
ev1 // C∞(Σ1,C∞(Σ2,X)) .
Here piΣi denote the various projections in trivial bundles with fiber Σi and piΣ1×Σ2 = piΣ1 ◦
piΣ2 denotes the projection in the trivial bundle with fiber Σ1×Σ2. We decompose evΣ1×Σ2
as in the top row of the above diagram:
evΣ1×Σ2 = evΣ2 ◦ (evΣ1 × idΣ2)◦ (ev1× idΣ1×Σ2) .
Using naturality of fiber integration, we obtain:
τΣ1×Σ2 = pi
Σ1×Σ2
! (ev
∗
Σ1×Σ2h)
(77)
= piΣ1! pi
Σ2
! (ev1× idΣ1×Σ2)
∗(evΣ1 × idΣ2)
∗ev∗Σ2h
(62)
= piΣ1! (ev1× idΣ1)
∗piΣ2! (evΣ1 × idΣ2)
∗ev∗Σ2h
(62)
= ev∗1 (pi
Σ1
! ◦ ev
∗
Σ1)︸ ︷︷ ︸
=τΣ1
(piΣ2! ◦ ev
∗
Σ2)︸ ︷︷ ︸
=τΣ2
h
= ev∗1(τΣ1 ◦ τΣ2)h. 
Holonomy of differential characters is additive with respect to topological sums
(i.e. disjoint union of oriented closed manifolds): for h ∈ Ĥk(X ;Z) and ϕ : Σ1⊔Σ2 → X ,
we have
Holh(ϕ) = h(ϕ∗[Σ1⊔Σ2]∂Sk) = h(ϕ1∗[Σ1]∂Sk +ϕ2∗[Σ2]∂Sk) = Hol
h(ϕ1) ·Holh(ϕ2).
Here ϕi denotes the restriction of ϕ : Σ1⊔Σ2 → X to Σi for i = 1,2.
Likewise, transgression along oriented closed manifolds is additive with respect to
topological sums: Denote by ri : C∞(Σ1⊔Σ2,X)→C∞(Σi;X), ϕ 7→ ϕi, i = 1,2, the restric-
tion maps. Then we have:
PROPOSITION 9.5 (Additivity of transgression). Let Σ1 and Σ2 be oriented closed
manifolds. Let h ∈ Ĥk(X ;Z). Then we have:
(116) τΣ1⊔Σ2 h = r∗1(τΣ1 h)+ r∗2(τΣ2 h) .
PROOF. For i = 1,2 set:
E :=C∞(Σ1⊔Σ2,X)× (Σ1⊔Σ2)
Di :=C∞(Σ1⊔Σ2,X)×Σi
Ei :=C∞(Σi,X)×Σi .
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The canonical inclusions Σi →֒ (Σ1⊔Σ2) yield inclusions ji : Di →֒ E . From the restriction
maps ri and the evaluation maps, we obtain the commutative diagram:
(117) E
evΣ1⊔Σ2
❅
❅❅
❅❅
❅❅
❅
Di
ji
>>⑥⑥⑥⑥⑥⑥⑥⑥
ri×idΣi ❅
❅❅
❅❅
❅❅
X
Ei
evΣi
??⑧⑧⑧⑧⑧⑧⑧⑧
Let z ∈ Zk−1−dimΣi(C∞(Σ1 ⊔Σ2,X);Z). Choose ζ (z) ∈ Zk−1−dimΣi(C∞(Σ1 ⊔Σ2,X)) and
a(z) ∈ Ck−dimΣi(C∞(Σ1 ⊔Σ2,X);Z) such that [z− ∂a(z)]∂Sk−dimΣi = [ζ (z)]∂Sk−dim Σi . More-
over, choose ζ (ri∗z) = ri∗ζ (z) and a(ri∗z) = ri∗a(z). Then we have:
[PBEζ (z)]∂Sk = j1∗[PBD1 ζ (z)]∂Sk + j2∗[PBD2 ζ (z)]∂Sk .
Applying the evaluation map evΣ1⊔Σ2 and using (117), we obtain:
(evΣ1⊔Σ2)∗[PBEζ (z)]∂Sk = (evΣ1⊔Σ2)∗
( 2
∑
i=1
ji∗[PBDi ζ (z)]∂Sk
)
(117)
=
2
∑
i=1
evΣi∗((ri× idΣi)∗[PBDi ζ (z)]∂Sk )
=
2
∑
i=1
evΣi∗[PBEiζ (ri∗z)]∂Sk .(118)
In the last equality we have used (11) for the pull-back diagram:
Di

ri×idΣi // Ei

C∞(Σ1⊔Σ2,X) ri
// C∞(Σi,X) .
Now we compute the transgression along Σ1⊔Σ2:
(τΣ1⊔Σ2 h)(z) = (pi!(evΣ1⊔Σ2)
∗h)(z)
(68)
= (evΣ1⊔Σ2)
∗h([PBE ζ (z)]∂Sk ) · exp
(
2pi i
ˆ
a(z)
 
Σ1⊔Σ2
curv(ev∗Σ1⊔Σ2 h)
)
= h
(
(evΣ1⊔Σ2)∗[PBEζ (z)]∂Sk
)
· exp
(
2pi i
ˆ
a(z)
2
∑
i=1
 
Σi
j∗i (evΣ1⊔Σ2)∗curv(h)
)
(118),(117)
= h
( 2
∑
i=1
(evΣi)∗[PBEiζ (ri∗z)]∂Sk
)
· exp
(
2pi i
ˆ
a(z)
2
∑
i=1
 
Σi
(ri× idΣi)
∗(evΣi)
∗curv(h)
)
(62)
= h
( 2
∑
i=1
(evΣi)∗[PBEiζ (ri∗z)]∂Sk
)
· exp
(
2pi i
2
∑
i=1
ˆ
a(ri∗z)
 
Σi
(evΣi)
∗curv(h)
)
= τΣ1 h(r1∗z)+ τΣ2 h(r2∗z)
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= (r∗1τΣ1 h+ r
∗
2τΣ2 h)(z) . 
EXAMPLE 9.6. Let W be a compact oriented closed (k− 1)-manifold with boundary
∂W =Σ. In Section 1, we have constructed a Hermitian line bundle with unitary connection
(L h,∇h) on r(C∞(W,X)). By Example 5.7, this corresponds to a degree-2 differential
character on r(C∞(W,X). To show that [L h,∇h] = τSh ∈ Ĥ2((r(C∞(W,X));Z) it suffices
to compare the holonomies, since holonomy classifies line bundles with connection up to
isomorphism.2 Let γ : S1 → r(C∞(W,X)) be a closed path, and let f : S1×Σ → X be the
induced map as in Section 1. We then have:
Hol∇
h
(γ) (109)= Holh( f ) (113)= (τS1×Σh)( f ) (115)= τS1(τΣh)(γ) (114)= HolτΣh(γ) .
Thus [L h,∇h] = τΣh.
REMARK 9.7. Transgression and Topological Quantum Field Theories. Topological
quantum field theories in the sense of Atiyah [1] are symmetric monoidal functors from a
cobordism category to the category of complex vector spaces. In particular, they associate
to topological sums of closed oriented manifolds the tensor products of the vector spaces
associated to the summands. Transgression of differential characters has similar functorial
properties in the sense that it is additive with respect to topological sums.
Topological quantum field theories associate to an oriented compact manifold with
boundary an element in the vector space associated to the boundary. Similarly, transgres-
sion along oriented manifolds with boundary yields a section along the restriction map
of the differential character obtained by transgression along the boundary. Transgression
along manifolds with boundary will be constructed in the following section.
3. Transgression along manifolds with boundary
Let W be a compact oriented smooth manifold with boundary ∂W . Restriction to the
boundary defines a map r : C∞(W,X)→C∞(∂W,X), r(ϕ) = ϕ |∂W . We consider the trivial
bundles
E =C∞(W,X)×W →C∞(W,X) ,
∂E =C∞(W,X)× ∂W →C∞(W,X)
and the evaluation map
evW : C∞(W,X)×W → X , (ϕ ,w) 7→ ϕ(w) .
In analogy to the transgression along oriented closed manifolds, we define:
DEFINITION 9.8 (Transgression along manifold with boundary). Let W be a compact
oriented smooth manifold with boundary ∂W and let X be a smooth manifold. Fiber inte-
gration for fibers with boundary yields the following two transgression maps along W and
∂W :
τE : Ĥk(X ;Z)→ Ĥk−dimW+1(C∞(W,X),C∞(W,X);Z) ,
h 7→ piE! ev∗W h ,
τ∂E : Ĥk(X ;Z)→ Ĥk−dim∂W (C∞(W,X);Z) ,
h 7→ pi∂E! ev∗W h .
2Here we do not distinguish notationally between τΣh as differential character on C∞(S,X) and its restriction
to r(C∞(W,X))⊂C∞(S,X).
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EXAMPLE 9.9. We consider the special case k = 2 and W = I = [0,1]. The space
P(X) := C∞(I,X) is called the path space of X . In this case, the trivial bundle ∂E =
C∞(I,X)× ∂ I = P(X)×{0,1} → P(X) is a twofold covering. By Example 5.7, any
differential character h ∈ Ĥ2(X ;Z) corresponds to (the isomorphism class of) a U(1)-
bundle with connection (P,∇) on X . Transgression along ∂ I yields a U(1)-bundle with
connection τ∂E(P,∇) on the path space P(X). Its fiber over a path γ ∈P(X) is given by
P∗γ(0)⊗Pγ(1). Transgression along I yields a section σ of this bundle along the restriction
map r : P(X)→ C∞({0,1},X) = X ×X , γ 7→ (γ(0),γ(1)). As we have seen in Exam-
ple 8.12, σ(γ) can be chosen to be the parallel transporter along γ ∈P(X).
In the following we consider the relations between the three transgression maps τ∂W ,
τ∂E and τE . We first note that τEh is a section of τ∂E h:
(119) p˘(τE h) = p˘(piE! ev∗W h)
(102)
= pi∂E! ev
∗
W h = τ∂Eh .
We note further that τ∂E is not the same as τ∂W defined in Section 2 (with Σ = ∂W ) since
the former takes values in differential characters on C∞(W,X) rather than on C∞(∂W,X).
But they are related by the restriction map r : C∞(W,X)→ C∞(∂W,X), ϕ 7→ ϕ |∂W . We
have the pull-back diagram:
(120) ∂E =C∞(W,X)× ∂W R //

C∞(∂W,X)× ∂W

C∞(W,X) r // C∞(∂W,X) .
By (62), fiber integration is natural with respect to pull-back along smooth maps, hence
pi∂E! ◦R
∗ = r∗ ◦piE! . This yields
(121) τ∂E h = pi∂E! (ev∗W h) = pi∂E! (R∗ev∗∂W h) = r∗pi!(ev∗∂W h) = r∗(τ∂W h) .
Thus the three transgression maps fit into the following commutative diagram:
(122) Ĥk−dimW+1(C∞(W,X),C∞(W,X);Z)
p˘

Ĥk(X ;Z)
τE
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢ τ∂ E //
τ∂W ++❳❳❳❳
❳❳❳❳
❳❳❳❳❳
❳❳❳❳
❳❳❳❳❳
❳❳ Ĥ
k−dim∂W (C∞(W,X);Z)
Ĥk−dim∂W (C∞(∂W,X);Z)
r∗
OO
In particular, τ∂W h ∈ Ĥk−dim∂W (C∞(∂W,X);Z) is topologically trivial along r: for the
pull-back along r of the characteristic class, we find:
r∗c(τ∂W h) = c(r∗τ∂W h)
(121)
= c(τ∂Eh) (119)= c(p˘(τEh)) (94)= 0.
By Corollary 8.9, we conclude that τ∂W h has sections along the restriction map. Thus
there exist relative characters f ∈ Ĥk−dim∂Wr (C∞(∂W,X),C∞(W,X);Z) with p˘( f ) = τ∂W h.
It would be nice to extend the transgression maps to a construction of such a section. In
some cases, it is possible to presribe its covariant derivative. In more special cases, this
uniquely determines the section.
Sections for τ∂W h with prescribed covariant derivative. We want to construct
a section f of τ∂W h along r with prescribed covariant derivative. Assume that
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r∗ : Hk−dim∂W−1(C∞(∂W,X);U(1)) → Hk−dim∂W−1(C∞(W,X);U(1)) is the trivial map.
This holds for instance if W = I and X is connected, since in this case the path
space C∞(W,X) = P(X) is contractible. We start with a pair (curv(τ∂W h,χ) ∈
Ωk−dim∂Wr,0 (C∞(∂W,X),C∞(W,X)). Since the map
(curv,cov) : Ĥk−dim∂W (C∞(∂W,X),C∞(W,X);Z)→Ωk−dim∂Wr,0 (C∞(∂W,X),C∞(W,X))
is surjective, we find a relative character f0 ∈ Hk−dim∂Wr (C∞(∂W,X),C∞(W,X);Z)
with (curv( f0),cov( f0)) = (curv(τ∂W h,χ). Now take any section f1 of τ∂W h.
Since curv( f0) = curv(τ∂W h) = curv( f1), we have p˘( f1) − p˘( f0) = j(u) for some
u ∈ Hk−dim∂W−1(C∞(∂W,X);U(1)). By the mapping cone sequence for cohomo-
logy with U(1)-coefficients and the assumption on the restriction map, we find u¯ ∈
Hk−dim∂W−1(C∞(∂W,X),C∞(W,X);U(1)) = {0} which maps to u. Now put f := f0 +
j(u¯). Then we have p˘( f ) = p˘( f0)+ j(u) = p˘( f1) = τ∂W h. Moreover, cov( f ) = cov( f0) =
χ . Thus we have found a section f of τ∂W h along the restriction map r with prescribed
covariant derivative cov( f ) = χ . By Corollary 8.9, the differential form χ uniquely
determines the section f if in addition the map r∗ : Hk−dim∂W−1(C∞(∂W,X);U(1)) →
Hk−dim∂W−1(C∞(W,X);U(1)) is surjective, i.e. if Hk−dim∂W−1(C∞(W,X);U(1)) = {0}.
Thus we have proved:
COROLLARY 9.10 (Transgression with prescribed covariant derivative I). Let X be
a smooth manifold, and let h ∈ Ĥk(X ;Z). Let W be an oriented manifold with bound-
ary. Assume Hk−dim∂W−1(C∞(W,X);U(1)) = {0}. Let χ ∈ Ωk−dim∂W−1(C∞(W,X)) be a
differential form such that (curv(τ∂W h),χ) ∈ Ωk−dim∂Wr,0 (C∞(∂W,X),C∞(W,X)).
Then the transgression maps τ∂W , τ∂E and τE defined in Sections 2 and 3 uniquely
determine a relative differential character τχW,∂W h ∈ Ĥk−dim∂Wr (C∞(∂W,X),C∞(W,X);Z)
satisfying
p˘(τχW,∂W h) = τ∂W h
cov(τχW,∂W h) = χ .
A distinguished form χ ∈ Ωk−dim∂W−1(C∞(W,X)) is obtained by integrating
ev∗W curv(h) over the fiber of the trivial bundle C∞(W,X)×W → C∞(W,X). This will be
discussed in the remainder of this section:
Sections for τ∂W h with covariant derivative determined by transgression. Transgres-
sion along W yields the form cov(τE h) ∈ Ωk−dim∂W−1(C∞(W,X)) as a natural candi-
date for the covariant derivative of a section τ∂W h along the restriction map. The pair
(curv(τ∂W h,cov(τE h)) is dr-closed since
r∗curv(τ∂W h) = curv(r∗τ∂W h)
(121)
= curv(τ∂E h) (119)= dcov(τE h) .
It remains to check that it has integral periods. In general this might not be the case.
COROLLARY 9.11 (Transgression with prescribed covariant derivative II). Let X be a
smooth manifold, and let h ∈ Ĥk(X ;Z). Let W be an oriented manifold with boundary. As-
sume Hk−dim∂W−1(C∞(W,X);U(1)) = {0}. Assume further that (curv(τ∂W h),cov(τE h))∈
Ωk−dim∂Wr,0 (C∞(∂W,X),C∞(W,X)).
Then the transgression maps τ∂W , τ∂E and τE defined in Sections 2 and 3 uniquely
determine a relative differential character τW,∂W h ∈ Ĥk−dim∂Wr (C∞(∂W,X),C∞(W,X);Z)
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satisfying
p˘(τW,∂W h) = τ∂W h
cov(τW,∂W h) = cov(τEh)
(101)
= (−1)k−dimW
 
W
ev∗W curv(h) .
EXAMPLE 9.12. Let k = dimW . In this case, the assumption on r∗ is automatically
satisfied. Given a differential character h ∈ Ĥk(X ;Z), we obtain the relative character
τW,∂W h ∈ Ĥ1r (C∞(∂W,X),C∞(W,X);Z), in other words a U(1)-valued function τ∂W h =
Holh on C∞(∂W,X) together with a real-valued function cov(τE h) on C∞(W,X). The con-
dition p˘(τW,∂W ) = τ∂W h says that Holh ◦r = exp◦2pi i ·cov(τE h). In the special case k = 2,
this is the well-known fact that the holonomy along a contractible loop is given by the
integral of the curvature over a spanning disk.
EXAMPLE 9.13. Let k = dimW + 1. In Section 1 we have constructed a Her-
mitian line bundle with connection (L h,∇h) on r(C∞(W,X)) together with a section
PTh along the restriction map r. By Example 8.4, this determines a relative differen-
tial character [L h,∇h,PTh] ∈ Ĥ2r (r(C∞(W,X)),C∞(W,X);Z). By Example 9.6, we have
p˘([L h,∇h,PTh]) = [L h,∇h] = τ∂W h. Moreover, by (111), we have cov([L h,∇h,PTh]) =
−
ffl
W ev
∗
W curv(h) = cov(τE h). Under the assumption of Corollary 9.11, we conclude
[L h,∇h,PTh] = τW,∂W h.
4. Chain field theories
Topological quantum field theories in the sense of Atiyah [1] are symmetric monoidal
functors from a cobordism category to the category of complex vector spaces. This con-
cept of topological field theories has been modified in several directions, e.g. by replacing
the source or target category.
Chain field theories in the sense of [46] are a modification of topological field theories
where the source category is replaced by a category with smooth cycles as objects and
chains as morphisms. Chain field theories are closely related to differential characters.
Using the notion of thin chains, we generalize [13, Thm. 3.5] from 2-dimensional thin
invariant field theories to chain field theories of arbitrary dimension: chain field theories
are invariant under thin 2-morphisms.
We briefly recall the notion of chain field theories: The objects of the category
Chain
n+1(X) are smooth singular n-cycles in X . A morphism from x to x′ is an (n+ 1)-
chain a such that ∂a = x′ − x. Taking the additive group structure of Zn(X ;Z) and
Cn+1(X ;Z) as the tensor product turns Chainn+1(X) into a strict monoidal category, more
precisely a strict symmetric monoidal groupoid, see [46, Prop. 1.1].
Let z ∈ Zn+1(X ;Z) and let x be any object in the category Chainn+1(X). Then we
have ∂ z = 0 = x− x. This yields a 1-1 correspondence of the automorphism group of any
object of Chainn+1(X) with the group Zn+1(X ;Z) of smooth singular (n+ 1)-cycles in X .
Let a,a′ ∈ Cn+1(X ;Z) and x,x′ ∈ Zn(X ;Z) with ∂a = ∂a′ = x′− x. Then the chains
a,a′ yield morphisms x a−→ x′, x a
′
−→ x′ in Chainn+1(X) between the same objects x,x′. A
chain b ∈ Cn+2(X ;Z) satisfying ∂b = a′− a is called a 2-morphism from the morphism
x
a
−→ x′ to the morphism x a
′
−→ x′.3 We write a b=⇒ a′ for a 2-morphism from x a−→ x′ to x a
′
−→ x′.
3In [46, p. 91], this is called a chain deformation.
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If b ∈ Cn+2(X ;Z) is thin in the sense of Definition 3.1, i.e. b ∈ Sn+2(X ;Z), then we call
a
b
=⇒ a′ a thin 2-morphism.
Denote by C-Lines the category whose objects are Hermitian lines and whose mor-
phisms are isometries. A chain field theory on X is defined to be a functor of symmet-
ric monoidal tensor categories E : Chainn+1(X)→ C-Lines with an additional smooth-
ness condition. To formulate this condition, note that E maps the automorphism group
Zn+1(X ;Z) of the monoidal unit 0 of Chainn+1(X) to the automorphism group U(1) of
the monoidal unit C of C-Lines. Hence we obtain a homomorphism Zn+1(X ;Z)→ U(1).
The smoothness condition for the functor E is the requirement that there exists a closed
differential form ω ∈Ωn+2(X) such that for any chain b ∈Cn+2(X ;Z), we have
(123) E(0 ∂b−→ 0) = exp
(
2pi i
ˆ
b
ω
)
∈ U(1) .
Thus a chain field theory E induces a homomorphism Zn+1(X ;Z)→ U(1), z 7→ E(z)(1).
By the smoothness condition (123), this yields a differential character in Ĥn+1(X ;Z) with
curvature ω . Moreover, chain field theories are classified up to equivalence by the differ-
ential characters obtained in this manner, see [46, Thm. 2.1].
For any Hermitian line L, the group of isometric automorphisms of L is canonically
identified with U(1). Thus let E be a chain field theory, x ∈ Zn(X ;Z) an object, and z ∈
Zn+1(X ;Z) an automorphism of x. Then the isometry E(x
z
−→ x) of the Hermitian line E(x)
is given as
(124) E(x z−→ x) = (E(0 z−→ 0)(1)) · idE(x) .
By [13, p. 434], chain field theories in the sense of [46] generalize thin invariant field
theories in the sense of [13]. By [13, Thm. 3.5], thin invariant field theories are invariant
under thin cobordism of morphisms. In the context of chain field theories, we obtain the
analogous result:
PROPOSITION 9.14 (Thin invariance). Chain field theories are invariant under thin 2-
morphisms: Let E : Chainn+1(X)→ C-Lines be a chain field theory. Let x,x′ ∈ Zn(X ;Z)
be objects and x a−→ x′, x a′−→ x′ morphisms in Chainn+1(X). Let b ∈ Sk+2(X ;Z) with ∂b =
a′− a and a b=⇒ a′ the corresponding thin 2-morphism. Then we have
E(x a−→ x′) = E(x a
′
−→ x′).
PROOF. The composition of the morphism x a
′
−→ x′ with the inverse of x a−→ x′ yields an
automorphism of x′. For the corresponding automorphism of E(x′), we have:
E(x a
′
−→ x′)◦ (E(x a−→ x′))−1 = E((x a
′
−→ x′)◦ (x′
−a
−→ x))
= E(x′ a
′−a
−−→ x′)
(124)
= (E(0 a
′−a
−−→ 0)(1)) · idx′
(123)
= exp
(
2pi i
ˆ
b
ω︸︷︷︸
=0
)
· idx′
= idx′ .
Thus E(x a
′
−→ x′) = E(x a−→ x′). 
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Cn(X), group of geometric chains, 13
Cn(X ;Z), group of singular chains, 11
cov, covariant derivative of a relative differential
character, 58
curv, curvature of a differential character, 21
[ · ]dR , de Rham cohomology class, 12
[·]∂ Sn+1 , equivalence class modulo boundaries of
thin chains, 11
∂ϕ (s,t), relative boundary map, 57
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R∇, curvature of ∇, 26
S, splitting of Ku¨nneth sequence, 36
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Alexander-Whitney map, 36
boundary
geometric ∼, 14
category of Hermitian lines, 78
chain
geometric ∼, 13
chain category, 77
chain field theories, 78
differential characters, 78
thin invariance, 78
character functor, 27
characteristic class
of a differential character, 21
of a relative differential character, 58
Cheeger-Chern-Simons construction, 65
Cheeger-Simons construction, 65
Chern class, 26
cohomology transfer, 20
compatibility
of external product with characteristic class, 34
of external product with curvature, 34
of external product with topological
trivialization, 34
of fiber integartion with curvature, 42
of fiber integration with characteristic class, 47
of fiber integration with topological
trivialization, 42
of internal product with characteristic class, 33
of internal product with curvature, 33
of internal product with topological
trivialization, 33
connection 1-form, 26
Corollary
existence and uniquess of fiber integration, 47
long exact sequence, 63
properties of sections, 64
transgression with prescribed covariant
derivative I, 76
transgression with prescribed covariant
derivative II, 76
uniqueness of ring structure, 38
covariant derivative
of a relative differential character, 58
prescribed ∼, 75
cross product
differential cohomology ∼, 34
of differential characters, 34
of geometric chains, 14
curvature
of a differential character, 21
of a line bundle with connection, 26
of a relative differential character, 58
cycle
geometric ∼, 14
de Rham-Federer currents, 21, 33, 41, 60
Definition
cross product, 34
differential cohomology theory, 27
differential space, 9
external product, 34
fiber integration, 41
fiber integration map, 44
internal product, 33
ring structure, 33
section, 58
smooth space, 9
thin chains, 11
transgression along closed manifold, 70
transgression along manifold with boundary, 74
Deligne cohomology, 21, 41
Deligne complex, 61
diffeological space, 10
differential characters, 21
admitting sections, 58
chain field theories, 78
Cheeger-Simons construction, 65
cross product, 34
external product, 34
flat along ϕ , 64
holonomy, 67
homotopy formula, 52
internal product, 33
local sections, 64
long exact sequence, 63
naturality, 24
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of degree 1, 25
of degree 2, 26
parallel transport, 68
relative ∼, 57
ring structure, 33
topologically trivial along ϕ , 64
transgression along closed manifold, 70
transgression along manifold with boundary, 74
up-down formula, 56
differential cohomology cross product, 34
differential cohomology theory, 27
differential space, 9
Eilenberg-Zilber map, 19, 36
evaluation map, 70, 71
fiber integration
for differential characters, 41
0-dimensional fiber, 49, 52
1-dimensional fiber, 49, 52, 66
fiber products, 53
fibers that bound, 51
for fibers with boundary, 65
functoriality, 50
up-down formula, 56
for differential forms, 17, 18
for fibers with boundary, 51
for singular cohomology, 19
field theory
chain ∼, 78
topological quantum ∼, 74, 77
flat along ϕ , 64
flat differential character, 21
flat line bundle, 26
functoriality
of fiber integration, 50
of pull-back operation, 17
of transgression, 71
geometric boundary, 14
geometric chain, 13
geometric cycle, 14
geometric homology, 14
Gysin map, 41
higher holonomy, 67
higher parallel transport, 68
Hitchin gerbes, 26
holonomy
higher ∼, 67
of a line bundle with connection, 25, 67
of transgressed character, 71
thin invariance, 67
homology transfer, 20
homotopy formula, 52
Hopkins-Singer complex, 40, 41, 61
internal product
of degree-1 characters, 38
of differential characters, 33
Ku¨nneth sequence, 36, 40
splitting, 36
Lemma
evaluation on cartesian products, 35
fiber integration via transfer map, 44
representation by geometric chains, 15
Leray-Serre spectral sequence, 19, 20
loop space, 70
mapping cone complex
for differential forms, 57
for singular chains, 57
naturality
of differential characters, 24
of fiber integration, 42
orientation
composite ∼, 50
of fiber bundles, 16
of stratifolds with boundary, 13
reversed ∼, 14
parallel transport
for line bundle with connection, 26, 67
higher ∼, 68
path space, 75
Poincare´ bundle, 38
Proposition
additivity of transgression, 72
compatibility of fiber integration with
characteristic class, 47
fiber integration for fibers that bound, 51
functoriality of fiber integration, 50
functoriality of transgression, 71
orientation reversal, 49
thin invariance, 78
pseudomanifold, 21
pull-back operation on geometric chains, 16
push-forward, 20
relative chains, 57
relative cycles, 57
relative de Rham cohomology, 57
relative differential characters, 57
Cheeger-Chern-Simons construction, 65
long exact sequence, 63
obtained from fiber integration, 65
of degree 1, 58
of degree 2, 59
relative differential cohomology, 60
relative differential forms, 57
restriction map, 75
section
local ∼, 64
of a differential character, 58
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of a line bundle, 59
parallel ∼, 58
smooth space, 9
space
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