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The nucleus of mammalian cells cradles the genome, an ensemble of nucleic acidmacromolec-
ular polymers that store information in a physical form. For a cell to perform life-sustaining
processes, reading and utilizing the information encoded in the genome monomers’ sequence
is necessary. Considerable attention has been paid to these processes since their discovery,
leading to remarkable breakthroughs in our understanding of basic cell biology and the Ge-
netics field’s birth. In the past two decades, the focus has shifted from this one-dimensional
approach to a more spatio-temporal perspective. It is now clear that the genome has a complex
architecture, with a multitude of organizational levels at different scales. Additionally, genome
architecture interplays with gene expression, and alterations to its spatial organization asso-
ciate with various pathologies like cancer, premature-aging diseases, and male infertility. In
this thesis, we present the development of two methods enabling the investigation of genome
architecture.
In Paper I, we established iFISH, a full-stack workflow for easy DNA fluorescence in situ
hybridization (FISH) setup and application. Specifically, iFISH includes a novel and accu-
rately crafted database of 40 nt long oligonucleotide sequences for labeling specific human
genomic loci. iFISH 40-mers provide a strikingly higher genomic coverage and shorter inter-
oligo distance than other state-of-the-art databases. Moreover, the iFISH database of homolo-
gous sequences allows for the design of a 96-oligo probe in more than half of the ten kb-wide
genomic regions and more than 85% of 15 kb-wide genomic regions (against a 15-30% for
other databases). iFISH also includes a computational tool, easily accessible and usable via
a web-based graphical user interface, for the automatic selection of optimal sets of oligos
(i.e., probe design), for single-probe or homogeneous multi-probe (i.e., spotting) labeling. We
applied our computational pipeline to design a total of 330 DNA FISH probes, covering all
human chromosomes homogeneously, with an inter-probe distance of 10Mb for chromosomes
1 to 16 and X and of 5 Mb for chromosomes 17 to 22.
Additionally, we systematically and individually tested most probes, whose sequences are
readily available for the community to download and utilize. Furthermore, we built upon
cutting-edge sequence amplification methods to provide an inexpensive and straightforward
protocol for the large-scale amplification of DNA FISH probes starting from relatively low
concentrated oligopools. To this end, we designed a set of novel 20-mer sequences orthogonal
to the human genome and compatible with the probe-specific PCR steps of the amplification
protocol. Finally, we showcased the extensive applicability and flexibility of the iFISH work-
flow in human IMR90 fibroblast cells, revealing the importance of a dense label sampling for
correct chromatin volume estimation, and in human embryonic stem cells, uncovering overall
less distinct chromosome territories, and a remarkable lack of chromosome territoriality in
a subset of cells. Altogether, these results support iFISH as an empowering set of tools and
resources for the research community, freely accessible online at https://www.ifish4u.org.
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In Paper II, we presented Genomic loci Positioning by sequencing (a.k.a., GPSeq), a
method for the genome-wide measurement of genomic loci position along the nuclear radius.
GPSeq follows a straightforward protocol based on a simple and elegant concept: nuclear dif-
fusion proceeds from the nucleus periphery towards its interior. We proved this concept by
applying it to restriction enzyme diffusion, where we exploited a FISH-based method (YFISH)
to visualize concentric genomic restriction signal waves generated by different digestion times.
Specifically, GPSeq combines the sequencing of genomic loci restricted at different digestion
time lengths into a so-called "GPSeq score," a reliable and accurate estimate of genomic loci
centrality. We validated the GPSeq score against a collection of 68 DNA FISH probes, span-
ning 11 different chromosomes, data obtained from DamID-seq of Lamin B1, and also Hi-C
chromatin contacts. Then, we utilized the radial maps drawn by GPSeq to reveal novel radial
arrangements of different chromatin states and identify centrality predictors at different reso-
lutions. Subsequently, we applied a novel 3D genome reconstruction algorithm to demonstrate
how an additional centrality constraint can improve reconstructed structures’ quality. Specif-
ically, 3D genome structures generated by a GPSeq-informed algorithm showed a higher cor-
relation with FISH-based radial measurements and an arrangement of chromosome territories
and genomic compartments that better reflects the underlying biology.
Additionally, structures generated by the combination of GPSeq and Hi-C intra-
chromosomal contacts allowed the recovery of the inter-chromosomal contacts, further un-
derscoring the necessity of additional constraints provided by orthogonal methods to Hi-C for
a more reliable 3D genome reconstruction. Finally, we applied GPSeq to provide insight into
the so-called "bodyguard hypothesis, " speculating that heterochromatin might act as a shield
from exogenous mutagens for the more internally located active chromatin. In this regard,
we showed that cancer-related single-nucleotide variants (SNVs) have a strikingly different
radial arrangement than germline single-nucleotide polymorphisms (SNPs), with the former
more peripherally located than the latter. We then showed that genomic regions involved with
gene fusions in cancer tend to locate more internally and contact other chromosomes more
frequently than other regions. We combined these observations and the fact that double-strand
breaks (DSBs) tend to locate more internally, further confirmed from immunofluorescence ex-
periments, to speculate that cancer-related SNVs and germline SNPs might come to be by dif-
ferent underlying mechanisms. Altogether, these results highlight the importance of genome-
wide high-resolution radial maps in the study of genome architecture, both as a standalone
resource and as a complementary feature to chromatin contacts.
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Disclaimer
The biomolecular (i.e., wet lab) method protocols presented here are the main work of other
students and researchers (mainly Dr. Joaquin Custodio and Dr. Tomasz Kallas for GPSeq, and
Eleni Gelali for iFISH). Instead, this thesis is focused on the development of the analytical and
deeply quantitative side (i.e., dry lab) of method development. At the same time, we would
like to stress that it is an impossible feat to fully separate these two sides, as novel method arise





Most cells of our body have at least a copy of an instruction manual containing all the details
they need to stay alive and carry out their job. This instruction manual takes the form of
deoxyribonucleic acid or DNA. The cell’s instruction manual needs to be stored somewhere,
just like an encyclopedia is usually held on a dedicated bookshelf. But the cell’s manual (also
known as its "genome") does not comprise just a few volumes. Instead, this text is more than
three billion characters long and written in an alphabet of four letters (A, T, C, and G). As
a comparison, the Lord of the Rings’ complete trilogy includes only 2-2.5 billion characters
(depending on whether one counts spaces and line breaks).
In humans’ case, most cells contain not one but two copies of their instruction manual—
each including 23 series, the chromosomes, made of many books and chapters. The cell stores
these books in its nucleus, which acts as a library dedicated to the manual. A cell can read
any part of the manual at any time, as it might simultaneously need instructions from different
chapters. Moreover, like a scribe, a cell can produce new copies of its genome, as daughter
cells will need their copy of the instruction manual.
Can you imagine a library where all the books’ pages are always open and readable? And
where flocks of readers and scribes keep roaming around to read and copy these pages?
It might help to imagine the genome not as books made of pages but as papyrus scrolls
or microfilms. Libraries often use microfilms to preserve their books and store them in more
compacted spaces. Indeed, the cell stores the genome in a similar form: not as paperback
pages, but as a single string of letters, the DNA. Now it might be easier to imagine accessing
any part of the manual at any time. One would only need to keep all microfilms unfolded all the
time. The cell does something in between, where the DNA is partially unfolded (or "naked")
and partially folded.
You can find most readers and scribes roaming the more internal part of this library. One
can imagine that area as having most of the tables and chairs, which writers and readers need
to copy and read the manual. Moreover, how can we keep the microfilm under tension to be
able to read it? Of course, we would need to hold it between two places! One can imagine
parts of the microfilm glued to the library walls while the readers and writers handle other
portions. Indeed, there is a big difference between the center and outer parts of this imaginary
library.
This thesis presents two methods to study how the cell folds and places the genome’s "mi-
crofilm" in its nucleus. The first is iFISH, a technique able to identify the position of a specific
word, section, chapter, or book in our imaginary and supposedlymessy library. It achieves such
a feat by flooding the whole library with colors that stain only the words, sections, chapters,
or books of interest. In this way, we can immediately identify them by eye.
The second isGPSeq (pronounced "gee-pea-seek"), which tells us whether the instruction
manual parts we are interested in are closer to the central area or the library walls. This method
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is a bit more complicated than iFISH. The idea behind GPSeq is to overflow the library with
people slowly walking from the library’s walls towards its internal area. As these people walk,
they keep reading aloud all the instruction manual parts that they stumble upon. A computer
hears everything they read out loud and then tells us the location of a specific part of the
genome based on when the roaming people read it for the first time. Of course, chapters stored
close to the library walls will be read first, as it takes a shorter time to reach them. Similarly,
these GPSeq people will read chapters stored in the library’s interior for last, as it takes time
to get to them.
Matching terminology
• library = nucleus
• instruction manual = genome
• GPSeq people = restriction enzyme
• readers = RNA polymerases
• scribes/writers = DNA polymerases
• library’s walls = nuclear envelope
• colors = FISH probes
• reading aloud = sequencing
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Riassunto della tesi a fini divulgativi
La maggior parte delle cellule del nostro organismo possiede almeno una copia di un manuale
di istruzioni che contiene tutti i dettagli necessari per funzionare correttamente e sopravvivere.
Questo manuale, che prende la forma di un acido desossiribonucleico anche noto come DNA,
ha bisogno di un luogo dove essere conservato, come un’enciclopedia viene esposta su un
ripiano dedicato. Diversamente da un’enciclopedia però il manuale della cellula, chiamato
"genoma", non è composto da pochi volumi. Questo testo è, invece, lungo più di tre miliardi
di caratteri ed è scritto in un alfabeto di quattro lettere (A, T, C, e G). Come paragone si pensi
che la trilogia completa de "Il Signore degli Anelli" include soltanto tra i due e i due miliardi
e mezzo di caratteri (a seconda che si contino o meno spazi e accapo).
Nel caso degli esseri umani, quasi ogni cellula contiene non una ma due copie di questo
manuale d’istruzioni. Ogni copia del manuale include ventitré serie, i cromosomi, composte
a loro volta di molti libri e capitoli. La cellula ha una biblioteca dedicata dove conservare
questi libri: il nucleo. La cellula può leggere qualsiasi parte del manuale in ogni momento, in
quanto potrebbe avere bisogno allo stesso tempo di istruzioni scritte in capitoli diversi. Inoltre,
come un copista, la cellula può produrre nuove copie del suo genoma, dato che le cellule figlie
avranno bisogno della propria copia del manuale di istruzioni.
È possibile immaginare una biblioteca dove tutte le pagine di tutti i libri sono sempre
aperte, pronte a essere lette, in cui stormi di lettori e di copisti girovagano di continuo per
leggere e copiare queste pagine?
Potrebbe essere d’aiuto immaginare il genoma non come dei libri ma come rotoli di papiro
o microfilm su pellicola. Le biblioteche usano spesso il formato in microfilm per preservare i
loro testi più preziosi e conservarli in spazi più ristretti. Infatti, la cellula conserva il proprio
genoma in una forma molto simile: come una pellicola di lettere (il DNA) e non come libri
cartacei. A questo punto, è più facile immaginare di avere accesso a una qualsiasi parte del
manuale in ogni momento, sarebbe solo necessario che il microfilm fosse sempre svolto. La
cellula si comporta in modo simile, in quanto il suo DNA è in parte svolto (o "nudo") e avvolto.
In questa ipotetica "biblioteca del genoma" si può trovare la maggior parte dei lettori e degli
scrittori nell’area più interna: una zona attrezzata con sedie, tavoli e postazioni necessarie
affinché lettori e scrittori possano leggere e copiare il manuale. Inoltre, come possiamo tenere
il microfilm in tensione per poterlo leggere? Lo si potrebbe impugnare alle due estremità,
oppure potremmo immaginare parti di microfilm fissate alle pareti della biblioteca, mentre
i lettori e gli scrittori ne impugnano altre. In questa nostra biblioteca immaginaria, ciò che
succede sulle pareti è decisamente diverso da quello che avviene al suo interno.
Questa tesi presenta due metodi per studiare come la cellula avvolge e posiziona il "mi-
crofilm" del genoma nel suo nucleo. Il primo metodo è iFISH (pronunciato "ai-fi-sh"), una
tecnica in grado d’identificare la posizione di specifiche parole, sezioni, capitoli o libri della
nostra biblioteca immaginaria e potenzialmete caotica. Riesce a ottenere tutto ciò inondando
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la biblioteca con colori che macchiano soltanto le parole, sezioni, capitoli, o libri a cui siamo
interessati. In questo modo, possiamo identificarli a prima occhiata.
Il secondo metodo è GPSeq (pronunciato "gi-pi-sik"), che può dirci se parti del manuale
si trovano più vicine all’area centrale o alle pareti della biblioteca. Questo metodo è decisa-
mente più complesso di iFISH. L’idea alla base di GPSeq è di riempire la biblioteca di persone
che camminino lentamente dall’esterno verso l’area più interna. Queste persone camminano
leggendo ad alta voce tutte le parti del manuale che incontrano sul loro percorso. Nel frat-
tempo, un computer ascolta tutto ciò che viene letto ad alta voce ed è in grado di calcolare la
posizione di una parte specifica del genoma in base a quando è stata letta per la prima volta.
Ovviamente, capitoli conservati vicino alle pareti della biblioteca saranno letti per primi, in
quanto si impiega meno tempo per raggiungerli. Allo stesso modo, queste persone leggeranno
per ultimi i capitoli conservati nelle aree più interne, in quanto impiegheranno maggior tempo
per avvicinarvisi.
Corrispondenze tra vocaboli
• biblioteca = nucleo
• manuale di istruzioni = genoma
• persone di GPSeq = enzimi di restrizione
• lettori = RNA polimerasi
• scrittori/copisti = DNA polimerasi
• pareti della biblioteca = membrana nucleare
• colore = sonde per ibridazione fluorescente in situ
• leggere ad alta voce = sequenziare
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Let us take a journey together. Imagine encountering life for the first time, in the form of a
eukaryotic cell. A human retinal pigment epithelial cell (RPE) minding its own business and
with no intention whatsoever to replicate.
One might be curious to see what sits at the cell’s core and thus travel on highways of
microtubules, the cytoskeleton, from the cell’s surface towards its interior. There, they would
find the nucleus: a large organelle separated from the internal cell volume, the cytoplasm, by
two double-layer membranes. Inside the nucleus, what awaits us is an ensemble of long thread-
like deoxyribonucleic acid (DNA) molecules, the chromosomes, that occupy some fraction of
the nuclear volume like a half-empty bowl of spaghetti. These thread-like molecules are poly-
mers, as they form through linearly assembling a set of subunits (monomers). The monomers
represent the alphabet, the chromosomes are the chapters, and the genome is the manual book
that contains the cell’s blueprint - what we were looking for at the beginning of our journey, a
journey to the center of the cell.
So, try to envision a book written not on pages but threads. Each thread is holding together
a series of beads, the letters. How are these threads organized for them to be easily accessible
and readable? They definitely cannot be placed on labeled shelves like in a library! In the late
1990s, such and similar questions triggered the birth of the genome architecture field, to which
this Ph.D. thesis aims to contribute.
This book comprises three main parts. The Introduction (Part I) intends to give a general
overview of our current knowledge of genome architecture (chapter 1) and the techniques used
to investigate it (chapter 2). Part II is the actual Doctoral Thesis, focusing on the development
of "Genomic loci Positioning by Sequencing" (a.k.a., GPSeq - pronounced "gee-pea-seek"):
a novel biomolecular assay to measure the distance of genomic regions from the nuclear sur-
face (section §4.1). This part also covers the development of iFISH: a fluorescence in situ
hybridization (FISH) database and probe design resource instrumental for the validation of
the newly developed GPSeq assay (section §4.2.1). The Final Remarks (Part III) conclude this









The genome of an interphase eukaryotic cell consists of multiple chromosomes: molecules of
deoxyribonucleic acid usually found folded around cores of histone proteins and interacting
with a number of other protein complexes and RNA (i.e., chromatin). The term genome archi-
tecture∗ indicates the 3D spatial organization that chromatin adopts within a cell’s nucleus.
One of the first hints of the non-random nature of chromatin organization† came from the
work of Dr. Emil Heitz in 1928. In a study performed on the moss Pellia epiphylla, Dr. Heitz
revealed heteropyknosis of the moss’ chromosomes: a different coloring of chromatin regions
when treated with a chromosomal stain. In his article, he uses heterochromatin to indicate
regions that remain heteropyknotic after late telophase and condensed during interphase and
euchromatin for regions that become invisible after late telophase.3–5 These heterochromatic
regions appear to be preferentially located at the nuclear periphery, as further proved by elec-
tron microscopy images6. A recent study revealed a layer of more dense chromatin at the
nuclear periphery when observing the genome of primary human Small Airway Epithelial
Cells with electron microscope tomography6.
During the past 10-15 years, the research community has seen a steady increase in the num-
ber of studies related to the genome architecture field (Figure 1.0.1). Numerous studies have
revealed links between chromatin architecture and clinically relevant topics such as aging7,8
and disease9–13, triggering a quest for the identification of its shaping principles.
This chapter aims at providing a general overview of the topics necessary to fully grasp the
aims, methods, and results presented in this doctoral thesis. It achieves this by initially present-
ing the genome architecture multi-scale organizational levels (section §1.1), before moving on
to its radial patterns (i.e., the chromatin arrangement from the nuclear periphery towards its
interior; section §1.2).
∗"Genome architecture" should not be confused with "genetic architecture." The former indicates how the
genome organizes in space, while the latter indicates the link between genotypic causes and phenotype variation.
†Generally, the term "chromatin architecture" is more apt to indicate short chromatin regions’ organization.
Here, instead, it will be used interchangeably as a synonym of "genome architecture."
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Figure 1.0.1: The number of references including the term "genome architecture" in their title, abstract,
author keywords, or Keywords Plus, according to Web of Science, from 1994 to 2020. Plot generated
with ggplot2 package in R.
1.1 Multiple scales of organization
The eukaryotic genome is characterized by non-hierarchical organizational levels at multiple
scales. In most human cells, the genome comprises two copies of each of 23 separate chro-
mosome molecules, representing the highest organizational level. Instead, the lowest scale
includes the linear order of nitrogenous bases and naked DNA wrapping around octameric
histone protein cores to form chromatin (Figure 1.1.1). This section introduces the different
levels of chromatin architecture, from chromosome- to local chromatin-scale.
1.1.1 Chromosomes and their territories
At the highest level, we find chromosomes characterized by telomeres located at their extrem-
ities and a centromere. Both centromeres and telomeres have highly repetitive sequences,
which can hinder their investigation via sequencing assays.
The centromere plays a crucial role in the cell duplication process. As the genome repli-
cates during S-phase, its copies must correctly segregate into two daughter cells. During meio-
sis and mitosis, centromeres are the location where a protein structure called kinetochore as-
sembles. The kinetochore plays a fundamental role in holding the condensed sister chromatids
together and attaching to the mitotic/meiotic spindle’s microtubules allowing for the correct
segregation of the sister chromatids to the daughter cells15. Moreover, chromosomes are cat-
egorized by the location of their centromere on their linear body: metacentric chromosomes
have their centromere approximately located in their middle, sub-metacentric have it closer to
their middle than to their telomeres, acrocentric have it closer to a telomere than to their middle,
and telocentric when chromosomes have the centromere located at one of their telomeres15.
Initially identified in 1978 by Elizabeth H. Blackburn and Joseph H. Gall, the telomeres are
chromosomes’ terminal regions constituted of a repetitive sequence16. In 1961, Hayflick and
Moorhead17 postulated a limit to a cell’s replicative ability. In 1973, in line with their theory,
the Russian scientist Alexei Olovnikov theorized that, due to the inability of DNA polymerase
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Figure 1.1.1: Multiple scales of genome organization. At the nucleosomal scale, one finds the linear
sequence of bases in the naked DNA and nucleosomes. At the supranucleosomal scale, one can ob-
serve chromatin loops (see section 1.1.4), topologically associating domains (see section 1.1.3), and
chromatin compartments (see section 1.1.2). At the nuclear scale, one can find chromosome territo-
ries (see section 1.1.1). Adapted by permission from Springer Nature via Copyright Clearance Center,
Inc: Springer Nature, Nature Plants, Three-dimensional chromatin packing and positioning of plant
genomes, Doğan E.S. & Liu C., 201814.
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to replicate the 3’-ends of DNA strands in the absence of a primer, chromosomes get shorter as
a cell replicates18. In particular, Olovnikov stated that chromosome extremities might contain
tandem repeats that act as a shield for the chromosome by being subjected to this shortening
in their stead. Moreover, he also proposed the presence of an enzyme capable of non-template
synthesis that would regenerate the terminal tandem repeats18, today called telomerase. Later
on, telomerase was identified as an active enzyme in germline and tumor cells, revealing it as
a key player in long-term cellular proliferation19.
While chromosome local intermingling events have been reported, mainly linked to con-
current expression of genes located on different chromosomes20,21, these appear to be the ex-
ception: chromosomes are largely not intermixed. Instead, chromosomes tend to preferen-
tially occupy separate regions, called chromosome territories, as initially proposed by Theodor
Heinrich Boveri in his observations on blastomeres of Ascaris megalocephala22. In fact, only
in the 1980s, the total genome material of hybrid cells with few chromosomes was used for
DNA labeling, allowing to observe a handful of chromosomes forming territories23,24. Later,
thanks to the establishment of chromosome sorting and DNA amplification techniques which
allowed for the development of chromosome-specific labeling probes, these observations were
extended to all chromosomes simultaneously25–28.
Initial hints of the segregated nature of chromosomes during interphase came as early as
the 1880s. In his observations, Carl Rabl described a peculiar arrangement of chromosomes
after mitosis, which he believed to be established during telophase, where telomeres and cen-
tromeres cluster at opposite sides of the nucleus21,29–31. This chromosome arrangement, later
referred to as Rabl-configuration, has been observed in various cell types from different organ-
isms, being recently confirmed by single-cell Hi-C studies on mouse embryonic stem cells32,33
(Figure 1.1.2).
Figure 1.1.2: Chromosome territories and chromatin compartments reconstructed from single-cell Hi-
C. (a) 3D genome reconstruction of haploid mouse ESCs. The expanded view shows separated chromo-
some territories. Left: colored by chromosome. Right: colored byA/B compartment. (b) Cross-section
of super-imposed 3D genome reconstructions of haploid mouse ESCs. Chromatin beads are colored by
A/B compartment (left), constitutive LADs (yellow), or highly expressed regions (blue)(middle), and
chromosome (right). Adapted by permission from Springer Nature via Copyright Clearance Center,
Inc: Springer Nature, Nature, 3D structures of individual mammalian genomes studied by single-cell
Hi-C, Stevens T.J., et al., 201732.
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1.1.2 Chromatin compartments
With the advent of chromosome conformation techniques (see section 2.2.1) measuring the
frequency of contact between genomic regions, multiple studies revealed the presence of two
major chromatin compartments – dubbed A and B compartments34,35. A chromatin compart-
ment is defined as a set of non-consecutive genomic regions that contact preferentially other
regions from the same compartment.
The first compartments were described in human cells, specifically B-lymphocytes
(GM06990) and chronic myelogenous leukemia cells (K562), showing an average linear size
ranging from few to tens of megabases34. Compartments were initially identified by eigen-
decomposition of each chromosome’s contact frequency matrix‡, where the sign of the first
eigenvector is used to distinguish regions belonging to the two compartments34. It is important
to note that, on some occasions, the first eigenvector associates with the chromosome arms,
while the second eigenvector correctly identifies the compartments34.
While the eigenvector sign distinguishes the two compartments, compartment labels "A"
and "B" are assigned based on the correlation between eigenvector values and epigenetic fea-
tures like chromatin accessibility, replication timing, or histone marks34,35. Specifically, initial
A compartment descriptions indicated higher gene density, gene expression, and chromatin
accessibility than B compartment, alongside enrichment for active and repressed chromatin
markers, respectively H3K36me3 and H3K27me334. In other words, the A compartment is
enriched in open and active chromatin regions, while the B compartment is enriched in more
compacted and silent or repressed ones34,35. Notably, the A/B compartmentalization appears
to be cell type-specific with loci switching compartment based on gene expression profiles36,
as themain determinant of compartmentalization appears to be transcription and not chromatin
contacts (see section 1.1.4)37–39.
Recent FISH-based studies performed on diploid human fibroblast IMR90 cells revealed
that A and B compartments tend to be radially arranged, with B compartments being more
peripheral than the internal A compartments40. Moreover, other FISH studies revealed how
this polarized arrangement holds true for each chromosome territory, with A compartments at
one pole (more internal) and B at the other (more peripheral)41. This polarized distribution of
A/B compartments has also been described in structures built from single-cell Hi-C maps32.
Recently, high-resolution Hi-C studies revealed the presence of a more refined compart-
ment categorization. Specifically, in 2014 Rao et al. proposed the presence of at least six
subcompartments, two for compartment A (namely A1 and A2) and four for compartment B
(namely B1-4), based on distinct histone marker patterns35.
Specifically, subcompartments A1 and A2 present many characteristics of A compart-
ment, including high gene density, high gene expression, enrichment for active chromatin
marks (H3K4me1, H3K27ac, H3K36me3, H3K79me2). Moreover, both subcompartments
‡In a contact frequency matrix, the value of cell cij is the contact frequency between genomic regions i and
j. See section 2.2.1.1 for more details.
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tend to localize at intermediate radial positions, being depleted at nucleolus-associated do-
mains (NADs) and lamina-associated domains (LADs). Interestingly, while both A1 and A2
subcompartments present early replication time, they terminate replicating at different cell cy-
cle points. Furthermore, The A2 subcompartment shows a stronger enrichment in H3K9me3
and longer genes while displaying a lower GC-content than A135.
Similarly, subcompartments B1, B2, and B3 present the same general characteristics as
B compartments while being differentiated by several features. Indeed, subcompartment B1
appears to indicate facultative heterochromatin regions, as suggested by its enrichment in
H3K27me3 and depletion in H3K36me3 chromatin marks. On the other hand, subcompart-
ments B2 and B3 do not show these B1-specific characteristics while sharing similar late repli-
cation times. Moreover, while subcompartment B2 shows enrichment in pericentromeric hete-
rochromatin regions, LADs, and NADs, subcompartment B3 is enriched in LADs but depleted
in NADs35.
Notably, the A and B compartments have also been annotated by methods that do not
rely on eigendecomposition. In 2015, Fortin and Hansen estimated the A/B compartment
eigenvector from the long-range correlation of epigenetic data (DNA methylation, DNAse
hypersensitivity, and scATAC-seq) without the use of Hi-C information42. In 2018, Zheng
and Zheng developed CScoreTool: a maximum-likelihood approach for estimating a C-score,
closely resembling the eigenvector values43. Moreover, in 2019, Xiong and Ma presented
Subcompartment iNference using Imputed Probabilistic ExpRessions (SNIPER): a machine-
learning approach for subcompartment annotation from Hi-C data44.
1.1.3 Chromatin domains
At a smaller scale, Hi-C allowed for the identification of topologically associating domains
(TADs), where a region within a TAD tends to contact other regions from the same domain
more frequently than regions outside it35,45. TADs have a variable size range, from 40 kb to 3
Mb (with a median size of 185 kb)35 and, while genome compartmentalization shows tissue-
specific features, TADs appear to be mostly conserved even across different species45–47. Ini-
tially thought to be the building blocks of genome architecture due to their highly conserved
nature48,49, TADs are now seen as the result of chromatin looping (see section 1.1.4, Fig-
ure 1.1.3a), as chromatin loop extrusion has been described as one of the mechanisms that
drive the formation of TADs50–52. Two types of TADs have been described: one arising from
chromatin loop extrusion, and with a characteristical CTCF enrichment and cohesin binding
at its borders, and the other characterized by specific histone marks but with no CTCF enrich-
ment35,49.
TADs appear to restrict enhancer-promoter interactions and thus regulate gene expres-
sion53–55 via chromatin condensation that has been suggested to be driven by transcription-
associated supercoiling56. It follows that TAD arrangement alterations, such as domain merg-
ing or splitting, are causally linked to a variety of diseases57, such as limb malformations58,59
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Figure 1.1.3: Chromatin loop extrusion and chromatin domains. (a) Schematic example of a topo-
logically associating domain formed via cohesin-based loop extrusion and including multiple loops.
Adapted by permission from Springer Nature via Copyright Clearance Center, Inc: Springer Nature,
Nature Reviews Molecular Cell Biology, The role of transcription in shaping the spatial organization
of the genome, van Steensel B. & Furlong E.M.E., 201967. (b) A general model of loop extrusion.
Cohesin’s loading onto chromatin is dependent on NIPBL. Extrusion proceeds until convergent head-
to-head oriented CTCF act as a block. Adapted by permission from Springer Nature via Copyright
Clearance Center, Inc: Springer Nature, Nature Reviews Genetics, Organizational principles of 3D
genome architecture, Rowley M.J. & Corces V.G., 201849.
and cancer60. Moreover, recent studies revealed the presence of TAD cliques, suggesting the
ability of TADs to interact with each other to shape the genome architecture61.
Unfortunately, the definition of TADs makes them somewhat elusive, as is apparent from
the number of algorithms that have been proposed and used over the years for their identifi-
cation. To mention a few: the Python package DomainCaller, first to be proposed, identifies
TADs by applying a Hidden Markov model (HMM) on a directionality index calculated on a
binned genome45; the Arrowhead algorithm, implemented in the Juicer Java software62, ap-
plies a matrix transformation to facilitate the identification of TAD boundaries35,62; Armatus
combines a score function and multi-scale approach to quantify a domain’s quality based on
local interaction density63; TADtree is an algorithm for the identification of nested TADs,
based on empirical contact frequency distributions64; and TADbit uses a Poisson regression
to identify the optimal number of domains a chromosome can be divided into, based on the
Bayesian Information Criterion65.§
Due to their link with chromatin looping, particular interest has been shown not only for
the TAD regions but also for their borders (i.e., the narrow regions between two consecutive
TADs). Indeed, TAD borders show enrichment in CTCF sites, whose orientation is instru-
mental for chromatin looping68. Moreover, TAD border strength (i.e., how marked a border
between two TADs is, or how easily two consecutive TADs can be distinguished) correlates
with structural protein occupancy, including CTCF or cohesin, which in turn has also been
linked to the ability of TADs to segregate enhancer activity to different regions69,70.
While TADs were initially described starting from bulk Hi-C, representing a cell pop-
§For more details, we direct the reader to a recently published review by Forcato et al., where they compare
these and other TAD calling tools66.
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ulation rather than a single-cell feature, recent FISH experiments performed on Drosophila
revealed them as nanometer-sized compartments (approx. 180 nm in average diameter)71.
1.1.4 Chromatin loops
High-resolution Hi-C maps allowed for the identification of chromatin loops as another chro-
matin architecture level. The fact that loops can encompass single or multiple TADs and
compartments supports these three structures’ interdependency49,50.
The first chromatin loop extrusion models to be drafted include a motor protein (such as
cohesin¶) as a requirement for chromatin loop formation68. Specifically, an initial loop extru-
sion model was proposed where a two-units DNA-binding extrusion complex would bind to
a single chromatin locus, forming a small chromatin loop. Subsequently, the extrusion com-
plex units would extrude DNA by moving in opposite directions along the genome, allowing
the loop to grow without knotting73. More recent models, where one or two cohesin rings
compose the extrusion complex, have been proposed in which the extrusion is tightly regu-
lated by the presence of CTCF-binding sites, which could arrest the extrusion in a binding-site
orientation-dependent manner68‖ (Figure 1.1.3b). At the same time, a new motor-less model
has been recently proposed, where loop extrusion is not performed by a protein but by thermal
motion instead75. A recent study on this topic provides the first real-time imaging of an SMC
complex, specifically a yeast condensin∗∗ complex, extruding a DNA loop, providing evidence
for asymmetric (one-direction) extrusion by a single ring complex78.
Crucial players in chromatin loops’ formation are the extrusion motor protein cohesin and
the transcription factor CTCF79, which behaves as a cohesin stopper. Specifically, CTCF con-
tains 11 zinc finger domains, with which it binds DNA, and it has been observed via atomic
force microscopy to be able to circularize naked 941-bp DNA, containing 3 CTCF-binding
sites, in vitro80. Moreover, the gain of CTCF-anchored chromatin loops has been proposed to
mark the passage from naive pluripotent to more differentiated cells, as revealed from Hi-C
data obtained from mouse ESC and NSC derivatives81.
Recent studies focused on the role of CTCF/cohesin-driven chromatin looping in genome
architecture by studying the impact of the loss of CTCF82, the cohesin-component Rad2183,
or the cohesin-loading factor Nibpl84 on chromatin organization. Specifically, long-range in-
teractions, characteristic of chromatin loops-associated TADs and loop stems, vanished glob-
ally. Simultaneously, compartments appeared to be preserved and even reinforced, revealing a
more refined compartment structure that reflected local chromatin features. Surprisingly, loss
¶For more details on cohesin’s role in genome architecture and gene expression, we direct the reader to a
recent review by Zhu and Wang72.
‖For more details on one-sided and two-sided extrusion models, we direct the reader to a recent review by
Banigan and Mirny74.
∗∗It is important to note that, while cohesin is related to chromatin loop extrusion, condensin is responsible for
chromatin condensation, especially in particular cellular processes like chromatid condensation during mitosis76
or gene repression during cell quiescence77.
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of cohesin affected the transcription only of a small subset of genes, typically located close
to super-enhancers, suggesting only a modest role of chromatin loops in promoter-enhancer
contact formation and a more prominent role played by chromatin features-based compart-
mentalization83,85.
Regarding the role that chromatin loops play in gene regulation, they appear to be involved
in gene repression duringDrosophila development86, and minor loops’ stem contact frequency
changes appear to be associated with differential gene expression87. Moreover, a class of cell-
type unspecific super-enhancers has been recently identified as having a strong associationwith
rapidly recovering chromatin loops88. Furthermore, loops play a role in establishing immunity,
as looping has been associated with transcription of major histocompatibility complex loci89
and recombination of antigen receptor genes90.
Given the fundamental importance of chromatin loops in driving point-wise chromatin
contacts (between the loop stems) and chromatin segregation49,50, and their involvement in
a large variety of cellular processes, special effort is currently dedicated to clarifying their
formation mechanism.
1.2 Radial patterns
The genome of interphase cells resides in the nucleus, a cellular organelle with a double layer
membrane and a protein mesh, known as nuclear lamina, coating its internal surface. This
spatial constraint, represented by the nucleus membrane and lamina, is crucial in creating two
different major environments: peripheral and internal.
Already from nucleic acid counter-staining experiments, it was apparent that the genome
assumes a non-random radial distribution from the nuclear lamina towards the nucleus interior.
Indeed, regions characterized by higher staining due to higher DNA density and compaction
tend to be enriched at the periphery and are known as heterochromatin. Conversely, more
relaxed, gene-enriched, active genomic regions, known as euchromatin, are enriched in the
internal environment91 (Figure 1.2.1b).
This non-random radial distribution of the genomic material seems to be tightly linked to
its function. For example, rod photoreceptor cells of nocturnal animals have an inverted chro-
matin distribution in their nucleus, with more silenced and compact chromatin in the interior.
This has been speculated to increase the ability to capture their environment’s low light by
acting as collecting lenses92. Another example is the lineage-dependent radial repositioning
of large portions of the genome during granulocyte differentiation, accompanied by decom-
paction of the same regions93,94.
In this section, we will describe features that characterize the nuclear peripheral (sec-
tion 1.2.1) and internal environments (section 1.2.2), to then describe the radial arrangement
of chromosome territories (section 1.2.3) and genes (section 1.2.4).
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Figure 1.2.1: Nuclear lamina’s role in genome architecture. (a) Schematic representation of genome
architecture alterations upon nuclear lamina disruption in Drosophila S2 cells. Specifically, the car-
toon depicts overall detachment from the nuclear envelope, LADs relaxation, and higher compaction
of transcriptionally active regions. Adapted by permission from Springer Nature via Copyright Clear-
ance Center, Inc: Springer Nature, Nature Communications, Nuclear lamina integrity is required for
proper spatial organization of chromatin in Drosophila, Ulianov S.V., Doronin S.A., et al., 201995. (b)
Schematic representation of genome arrangements in cells lacking nuclear lamina-chromatin contacts.
The carton depicts a normal nucleus (top left), a nucleus upon lamin knock-down (top right), the nucleus
of a senescent cell (bottom left), and the nucleus of a cell with inverted heterochromatin/euchromatin
arrangement (bottom right). Adapted by permission from MDPI: MDPI, Cells, The Nuclear Lamina
as an Organizer of Chromosome Architecture, Shevelyov Y.Y. & Ulianov S.V., 201996.
1.2.1 The nuclear periphery
As aforementioned, the nuclear periphery is characterized by the presence of heterochromatin:
i.e., mostly compacted, silenced, and gene-depleted regions. Heterochromatin appears to be
held in place by interactions with the nuclear lamina, a protein mesh composed of Lamin
A/C and B97. Thanks to the DamID method (see section 2.2.4), these interactions have been
thoroughly characterized. Specifically, DamID has uncovered the so-called lamina-associated
domains (LADs): large genomic regions that tend to interact with the nuclear lamina98,99.
LADs are greatly enriched at peripheral heterochromatic regions and have characteristically
low transcriptional levels, which led to postulating a silencing activity of the lamina100. Of
note, constitutive (i.e., cell-type independent) LADs are enriched in A/T base pairs101, consis-
tent with their gene-depleted nature.
Recent studies focused on the nuclear envelope’s role as a shaping force of the genome
architecture, revealing a functional behavior on top of its intrinsic nature of geometrical con-
straint. Specifically, nuclear lamina disruption in Drosophila S2 cells induces a reduction
of genome volume, caused by an increase in overall chromatin compaction. In their study,
Ulianov et al.95 hypothesized that attachment to the nuclear envelope allows for compaction
of local regions and stretching of active regions towards the nuclear interior. Upon nuclear
lamina disruption,Drosophila S2 cells show a characteristic complete detachment from the nu-
clear envelope, impeding proper active chromatin stretching and causing the observed genome
volume reduction (Figure 1.2.1). A similar study was recently carried out on mouse lamin B
knock-out embryonic stem cells102, showing an incomplete chromatin detachment from the nu-
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clear envelope, overall decompaction of LADs, and expression-linked alteration of chromatin
contacts.
Interestingly, lamina-associated domains have been linked to gene regulation in develop-
ment103,104 and cancer105, underscoring the pivotal role of lamins in shaping the genome orga-
nization. At the same time, different levels of promoter repression in LADs seem to be linked
to local chromatin features, suggesting the presence of an additional mechanism in place to
counteract the repressive effect of lamina-drive chromatin compaction.
1.2.2 The nuclear interior
Unlike the nuclear periphery, the internal region of the nucleus does not have a well-defined
boundary. The nuclear interior appears to be gene-enriched, showing higher GC-content, more
actively expressed genes, and relaxed or accessible chromatin91. Factually, a handful of genes
have been shown to relocalize from the peripheral to the internal environment upon expression
activation106.
Interestingly, lamins’ role in regulating the genome architecture appears not to be limited
to the peripheral environment. Indeed, by combining data obtained by ChIP-seq, RNA-seq,
ATAC-seq, and Hi-C, Pascual-reguant et al. recently described internally located euchromatin
LADs, characterized by the interaction between lamins and euchromatic regions, as opposed
to canonical LADs, typically constituted by peripherally located heterochromatin107.
In particular, Forsberg et al. investigated the genome architecture regulatory role of both
lamin B and A, in more detail, in HepG2 hepatocarcinoma cells108. In their study, chromatin
interactions appeared to be more stable with lamin B than its counterpart A, but the global
loss of lamin A caused an increase in chromatin mobility in the nuclear interior. Moreover,
they revealed that lamin B-associated domain (B-LAD) appearance after lamin A-associated
domain (A-LAD) loss results in the repositioning of the domain towards the nuclear periphery.
Vice-versa, A-LAD loss in regions with locally low lamin B levels correlates with relocaliza-
tion towards the nuclear interior. Altogether, these results underscore the complex interplay
between lamin A and B in regulating the radial genome architecture.
1.2.3 Radial positioning of chromosome territories
Chromosome territories also appear to follow a non-random radial distribution, and, over the
years, different chromosome radial positioning models have been proposed based on a variety
of genetic and genomic features.
Initially, researchers approached the study of chromosome radial arrangement in the con-
text of their localization, or the localization of centromeres, relative to the barycenter point of
metaphase spreads in human cells (peripheral lymphocytes and whole blood samples). The
primary rationale, in this case, was the straightforward, unambiguous identification of chro-
mosomes in metaphase spreads. Such early-day studies hinted at a correlation between radial
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positioning and chromosome size, with smaller chromosomes preferentially located closer to
the metaphase spread center109–111.
Afterward, observations on the localization of human chromosomes 18 and 19 in inter-
phase cells put this initial model to the test. Factually, while chromosomes 18 and 19 have
similar sizes (approximately 80 and 60Mb, respectively), they differ in their radial positioning.
Indeed, chromosome 18 tends to have a characteristically peripheral localization, as opposed
to the internally located 19112–114 (Figure 1.2.2a). Interestingly, these two chromosomes have
strikingly different gene densities, with 18 being the most gene-depleted and 19 being the most
gene-dense chromosome of the human genome115,116. These results seemed to point to a more
gene-density-based model of chromosome radial arrangement.
Indeed, FISH-based experiments revealed a preferentially internal localization for GC-
riched early-replicating regions, while R-riched late-replicating regions tend to localize pref-
erentially at the nuclear periphery117. Interestingly the study performed by Sadoni et al. also
indicated that each chromosome territory tends to follow this polarization, which hinted at the
polarization of A/B compartments that was revealed only later on (see section 1.1.2,34,35,40,41).
A later FISH-based study focused on the correlation between chromosome radial local-
ization and gene expression118. Specifically, labeling of highly or lowly transcribed genomic
regions (also referred to as ridges and anti-ridges, respectively) revealed a preferentially pe-
ripheral localization of anti-ridges and internal localization of ridges. Another FISH-based
study from the same year focused instead on gene-density as a potential predictor of chro-
mosome radial localization119. Similarly, Küpper et al. revealed internal chromosome polar-
ization with gene-dense and transcriptionally active regions localizing at the nuclear interior
and gene-poor and transcriptionally inactive regions localizing at the nuclear periphery (Fig-
ure 1.2.2b-c). In contrast with the previous studies, Küpper et al. argued for gene density
as the main predictor of chromosome radial positioning instead of replication timing117 and
transcriptional activity118.
Interestingly, Tanabe et al. performed a comparison of evolutionarily conserved human
chromosome 18 and 19 regions in chicken. Their study revealed the conservation of such
regions’ radial localization in interphase cells, potentially hinting at the evolutionary conser-
vation of radial genomic localization even across highly divergent genomes114, further under-
scoring the importance of the radial aspects of genome architecture.
1.2.4 Radial positioning of genes
Entire chromosome territories are not the only genomic structures to be radially distributed:
the same is true for sub-chromosomal regions. Indeed, studies on a handful of genes, like
the astrocytes-specific marker GFAP, supported a function-related differential positioning of
individual genes and their alleles121. It follows that many studies focused on genes that tend
to relocalize upon transcriptional activation122.
For example, the functionally unrelated genesGASZ, CFTR, and CORTBP2, preferentially
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Figure 1.2.2: Radial positioning of chromosomes 18 and 19, and schema of gene density as main pre-
dictor. (a) Image of chromosome paint FISH performed on human chromosomes 18 (green) and 19
(red). Blue: DNA staining channel. (b) Schematic representation of the radial organization of gene-
density in interphase cells. (c) Schematic representation of gene density radial polarization within sin-
gle chromosome territories (ellipses). Adapted by permission fromAnnual Reviews, Inc. via Copyright
Clearance Center: Annual Reviews, Annual Review of Genomics and HumanGenetics, The Spatial Or-
ganization of the Human Genome, Bickmore W.A., 2013120.
located at the nuclear periphery, have been reported to relocalize to the nuclear interior upon
their activation in various human cell types106. Moreover, in fibroblasts and B-lymphoblastoid
cells, upon treatment with interferon-gamma, major histocompatibility complex genes and
other regions on chromosome 6 appear to loop out from the bulk of the chromosome territory
towards the nuclear interior when transcribed89.
Studying gene radial positioning can be challenging due to the highly gene-specific nature
of the results; in other words, no clear general trends seem to stand out. Moreover, in gene-
dense regions, repositioning of the whole region might be driven by the activation of a subset
of its genes - a known confounding factor referred to as the "neighboring effect"122.
A recent work focused on three genes up-regulated upon embryonic stem cell differentia-
tion123 (Ptn, Sox6, and Nrp1). There, Therizols et al. tried to deconvolve the effect of radial
repositioning, chromatin decondensation, and expression on replication timing. The rationale
being that late-replicating regions tend to locate at the nuclear periphery. Specifically, this
study shows that radial relocalization and chromatin decondensation are insufficient to cause a
shift in replication time, which appeared to be a direct consequence of transcriptional activity.
Nonetheless, transcription appeared to be unlinked from gene repositioning, which seems to
be linked to chromatin decompaction instead123.
Another example is the study where Tan et al.124 focused on the radial localization of
olfactory receptors by exploiting Dip-C (see section 2.2.1.2), a novel Hi-C-based technique.
Specifically, this study revealed that olfactory receptor genes and enhancers locate preferen-
tially in the nucleus interior of mouse olfactory sensory neurons while showing a preferentially
peripheral localization in non-neuronal cells124.
Altogether, these results underscore the limits of a low-resolution chromosome-scale ap-
proach to genome radial architecture and support the need for more resolved approaches that
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The genome architecture field sits at the intersection between several disciplines, ranging from
biochemistry to physics. Thus, it does not come as a surprise that the methods available for
its investigation are incredibly varied, with most techniques belonging to two main categories:
imaging- and sequencing-based methods.
Imaging-based methods have been renowned for their high spatial and single-cell resolu-
tion while negatively impacted by a low multiplexity. Nevertheless, recent developments on
this front have ameliorated this situation by improving their multiplexity125–127. On the other
hand, sequencing-based methods provide a relatively simple and straightforward way to obtain
genome-wide bulk (or, more recently, single-cell) data while most often not providing direct
spatial measurements (this is not the case, for example, of spatial transcriptomics128,129). As
one might expect, these two types of orthogonal methods can often provide insights into the
same level of chromatin architecture (figure 2.0.1). Moreover, they might sometimes provide
what appear as contrasting results, which require a better interpretation to be reconciled130.
This chapter provides an overview of the techniques used in this thesis’ studies∗. Moreover,
it also covers techniques that we later compare to the methods established in this thesis to
provide a more thorough validation (see section §4.2) and rationale for their establishment
(see chapter 6). Specifically, we begin by covering imaging-based techniques (section §2.1),
before moving on with sequencing-based ones (section §2.2).
2.1 Imaging techniques
While imaging methods allow observing genomic regions, transcripts, or proteins directly in
single cells’ nuclear environment, this section focuses specifically on those techniques that
include a step of genome labeling. Such techniques allow for the precise localization of ge-
nomic regions in space to distinguish between interacting and non-interacting loci based on
the measured distance between them (Figure 2.1.1c).
∗For details on the methods used for genome architecture investigation, we direct the reader to a recent review
by Kempfer et al.131
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Figure 2.0.1: Methods to investigate different scales of genome architecture. (a) At the lower scales,
chromosome territories (see figure 1.1.2) have been characterized by 3D-DNA FISH (see section 2.1.1),
Hi-C (see section 2.2.1.1), and GAM (see section 2.2.2). (b) At sub-chromosomal scale, transcrip-
tional hubs (not covered in this thesis) and chromatin compartments (see section 1.1.2) have been
characterized by electron spectroscopy imaging132 (not covered in this thesis), Hi-C, and SPRITE
(see section 2.2.3). (c) Topologically associating domains (see section 1.1.3) and chromatin loops
(see section 1.1.4) have been characterized via multiplexed 3D-DNA FISH (see section 2.1.1.1), Hi-C,
and GAM. (d) Promoter-enhancer contacts have been characterized by live-cell imaging, 4C (see sec-
tion 2.2.1), and GAM. Adapted by permission from Springer Nature via Copyright Clearance Center,
Inc: Springer Nature, Nature Review Genetics, Methods for mapping 3D chromosome architecture,
Kempfer R. & Pombo A., 2020131.
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2.1.1 3D DNA Fluorescence In Situ Hybridization (3D-DNA FISH)
Fluorescence in situ hybridization (FISH) is one of the first visualization techniques used to
study genome architecture23,24. FISH takes advantage of single-stranded nucleic acids’ ability
to hybridize to a reverse complementary single strand. By labeling the complementary single
strand with a fluorophore, one can reveal the location of a specific sequence of interest in
a sample26. Given FISH’s ability to localize and, subsequently, quantify the copy number
status of the targeted genomic sequences, this technique has been used in the clinical setting
to identify prognostic chromosome rearrangements in cancer patients133.
In 3D-FISH, to each target sequence, a tagged oligonucleotide is first hybridized and then
visualized. It is important to note that a sufficient number of fluorophores is needed to gen-
erate a detectable FISH signal. Thus, a FISH signal can be achieved either by increasing the
number of fluorescent tags per target or of proximal target sequences. Thus, in this context,
the term "FISH probe" indicates the ensemble of target sequences that produce a detectable
signal when labeled. While the minimum number of fluorophores and target sequences re-
quired to constitute a FISH probe is available in published protocols125,134, particular care is
needed to identify the target sequences. Specifically, all target sequences in a probe should: (1)
minimize off-targets, (2) have a compatible and narrow melting temperature range, (3) avoid
self-annealing, and (4) avoid signal dilution (i.e., they cannot be spatially too far apart on the
target molecule)135.
Initially, FISH protocols did not build upon the synthesis of accurately designed target se-
quences. Instead, probes generation started from bacterial artificial chromosomes (BAC) with
large target regions inserted136. This procedure has little control over any probe’s sensitivity
and specificity and is not compatible with labeling small genomic regions (typically targeting
genomic regions of more than 100 kbp). A classical application, for example, is the so-called
"chromosome painting," where entire chromosomes were labeled at the same time to identify
rearrangements26.
Nonetheless, by combining FISH with different super-resolution microscopy techniques
and labeling strategies, several derivative techniques came to light over the years. Indeed,
multiple recent protocols tried to meet the need for higher resolution, higher multiplexity, and
better control over probe quality. Most importantly, target sequences are now being designed in
silico starting from a reference genome and then selectively amplified to produce ready-to-use
FISH probes125,126,134,135.
We call such FISH probes "oligonucleotide-based" (i.e., with accurately designed se-
quences), in opposition to "BAC-based" ones. Two recently developed FISH techniques
that use oligonucleotide-based probes are Oligopaints137 and MERFISH125,126. Both include
ad hoc oligonucleotide design pipelines, probe amplification, and hybridization protocols.
Specifically, MERFISH and Oligopaints probes design used OligoArrayAux138, a software
suite implemented to design microarray probes125,126,134. More recently, Oligopaints-based
studies used the OligoMiner pipeline instead, aiming to render the design of FISH probes
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more user-friendly139.
Grossly speaking, these two techniques differ on a few significant characteristics. First,
while Oligopaints probes are generally composed of oligonucleotides of variable length139,
that is not the case for MERFISH125,126. Secondly, MERFISH power resides in an iterative
hybridization protocol that provides each target with a specific color signature, allowing for
unambiguous identification of hundreds of targets in a single sample125,126. On the other hand,
Oligopaints designed sequences are either directly tagged with a fluorophore or combined
with orthogonal sequences that hybridize to a labeled oligonucleotide in a second step135.
Nonetheless, it is essential to note that both techniques can be combined relatively easily to
answer application-specific needs, given FISH’s intrinsic flexibility.
FISH experiments’ spatial resolution has continuously increased over the years, thanks to
advances in microscopy techniques and probe sequence design. Specifically, the development
of super-resolution microscopy techniques (e.g., STORM40) increased FISH applicability al-
lowing one to determine the signal location at unprecedented resolutions. Such improvements
lead the analysis of FISH experiments to move from the classical 2D approach (i.e., after pro-
jecting the signals over the Z dimension) to a 3D perspective, thus providing richer data that
can complement other assays.
2.1.1.1 Oligopaints
Initially published in 2012, the first Oligopaints FISH workflow introduced the computational
steps to design a set of sequences (32 nt long, in the original paper) homologous to genomic
regions of interest. Furthermore, it provided the protocol steps necessary to amplify such
sequences from synthesized oligonucleotide libraries to produce FISH-ready probes140.
As aforementioned, the oligonucleotide-based Oligopaints approach provided several ad-
vantages compared to BAC-based probes. First and foremost, the ability to refine a FISH
probe’s sequences’ design allows targeting smaller genomic regions. Furthermore, by discard-
ing any oligonucleotide able to hybridize on multiple genomic locations, the aspecific signal
is greatly diminished, resulting in FISH dots with a higher signal-to-noise ratio (SNR).
The main technical limitation of the oligonucleotide-based approach is that the target se-
quence must be known a priori. In other words, it is not possible to design sequences if the
organism of interest does not have an assembled reference genome.
Oligopaints probes amplification starts from a library of target oligonucleotides with ap-
pended probe-specific PCR adapters in the form of orthogonal 21 nt-long sequences. Notably,
one of the PCR primers used during probe amplification has a fluorophore-conjugated at one
of its ends. Thus, one can visualize an Oligopaints probe at the microscope right after hy-
bridization.
Initially presented with applications on both Drosophila and human cells, the Oligopaints
approach enabled several studies on different organisms. Interestingly, the developers of
Oligopaints expanded the approach by using a different design. Specifically, they introduced
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Figure 2.1.1: DNA-FISH workflow. The sample preparation process includes cell fixation, permeabi-
lization, and DNA denaturation. Then, fluorescently labeled FISH probe hybridize to the target regions
of interest. Finally, imaging of the sample allows measuring the position of the labeled regions. Panel:
interaction (often referred to as "contact") is often established based on the measured spatial distance
between two labeled genomic regions. Adapted by permission from Springer Nature via Copyright
Clearance Center, Inc: Springer Nature, Nature Review Genetics, Methods for mapping 3D chromo-
some architecture, Kempfer R. & Pombo A., 2020131.
two adapters at one end of each oligonucleotide, allowing a second hybridization step target-
ing such primers. This secondary-hybridization approach, combined with stochastic optical
reconstruction microscopy (STORM), allowed for the super-resolution imaging of the bithorax
complex genomic region (approx. 316 kb)137.
Beliveau et al. introduced homolog-specific Oligopaints (HOPs) to achieve differential al-
lele labeling. Specifically, HOPs are Oligopaints probes whose sequences overlap with known
SNPs, and the SNP base value is corrected to match the expected sequence of the targeted
allele. Successful applications of HOPs include the differential allele labeling of the genomic
region containing the X-inactivation center in chimeric mouse cells and the bithorax complex
genomic region chimeric Drosophila cells137. As such, HOPs-based results support FISH’s
ability to distinguish alleles, potentially allowing the study of the chromatin architecture of
chromosome alleles.
Furthermore, Beliveau et al. recently published OligoMiner139 and OligoMinerApp141 -
respectively, pipeline and web-server - for the streamlined design of Oligopaints sequences.
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Figure 2.2.1: 3C-based methods. Adapted by permission from Springer Nature via Copyright Clear-
ance Center, Inc: Springer Nature, Nature Review Genetics, Methods for mapping 3D chromosome
architecture, Kempfer R. & Pombo A., 2020131.
2.2 Sequencing techniques
While microscopy-based techniques allow for the spatial localization of genomic loci, tran-
scripts, or protein components, most sequencing methods used in the genome architecture
field allow capturing the frequency of contacts between pairs of genomic loci.
2.2.1 Chromosome Conformation Capture techniques
Indeed, the chromosome conformation capture technique (3C) allows capturing the frequency
of contacts between a genomic loci pair (i.e., one vs. one). Based on the same principles,
the 4C technique allows capturing contacts between one genomic locus and the rest of the
genome (i.e., one vs. all). Similarly, 5C allows capturing the frequency of contacts between
two genomic loci groups (i.e., many vs. many). Finally, the Hi-C method measures the fre-
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quency of contacts between all genomic loci and the rest of the genome (i.e., all vs. all)34,142
(Figure 2.2.1).
With minor variations, all 3C-based techniques include the following steps: chromatin
cross-linking, digestion, ligation, and reverse cross-linking. Briefly, chromatin is first held in
place by a cross-linking agent, to be then digested and ligated to generate chimeric molecules,
where genomic loci located far away in the linear sequence but close to each other in the 3D
space can ligate. The final reverse cross-linking step is required to free the fragments then
quantified by sequencing142. Later protocols skipped the cross-linking without hindering the
efficiency of the assay143.
The power of the 3C-based techniques lies in the number of cells that the assay can process
simultaneously. Excluding polychimeric fragments, each digested product should ligate to up
to two other fragments (one for each end) in a single cell. Thus, by collecting the ligated prod-
ucts of the same genomic locus of interest across many cells, a complete interaction network
can be drawn34.
Several reviews have been published, providing a thorough comparison and historical per-
spective on the various chromosome conformation capture techniques142,144.
2.2.1.1 Hi-C
The development of Hi-C, published in 2009, represented a significant step towards building
a genome-wide architecture model at high resolution.
As aforementioned, Hi-C enables the measurement of all genomic loci’s contact frequency
between one another at a specific resolution. The result is a matrix, where each column and
row corresponds to a genomic region, and the value of a cell is the contact frequency of the
corresponding column/row regions. Such matrix is symmetrical and characterized by a higher
signal at the diagonal, which quickly weakens as one moves away from the diagonal, as regions
proximal to one another on the linear genome should also be proximal in the 3D space. Hi-C
contact frequency matrices are also referred to as Hi-C maps.
The first Hi-C-based study provided the community with a coarse map at approx. 1 Mb
resolution, capturing only medium-to-large scale organizational features34. A few years later,
another study presented Hi-C contact maps with a much higher resolution, in the range of few
kilobases, shedding light on more minute characteristics of the genome architecture35.
It is essential to note that, as aforementioned, up to this point, all 3C-family techniques
could only be performed on cell populations. Thus, it was unclear whether Hi-C maps rep-
resented a mere statistical property of the cell population and not the architecture of single
cells130,145.
Several computational frameworks are available for analyzing Hi-C datasets - to mention
a few: Juicer62, HiCPro146, and FAN-C147. As Hi-C analysis tools evolve rapidly, we can
only direct the reader to a recent, but already not up to date, review of different computational
methods written by Forcato et al66.
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2.2.1.2 Dip-C
In 2013, to address the bulk-assay limitation of Hi-C, Nagano et al. developed single-cell Hi-C.
This technique allowed for the generation of single-cell contact maps of mouse T cells, which
appeared to capture a limited number of contacts148.
Recently, Stevens et al. combined single-cell Hi-C and imaging to validate their 3D genome
reconstructions of embryonic mouse ESCs32. Both studies showed conservation of A/B com-
partments and LADs, but highly variable higher resolution structure, in the analyzed cells32,148.
Building upon the published single-cell Hi-C, a recent study by Tan et al. presented diploid-
chromosome conformation capture –or Dip-C33. Dip-C omits the biotin pull-down step of
typical Hi-C protocols and replaces it with a multiplex end-tagging amplification (META)
step. Interestingly, Dip-C appears to capture two orders of magnitude more contacts than
standard single-cell Hi-C.
Initially, Tan et al. generated Dip-C maps of mouse ESCs, human lymphoblasts
(GM12878), and human peripheral blood mononuclear cells (PBMCs) at a maximum reso-
lution of 20 kb. Then, they combined these contact maps with a haplotype imputation al-
gorithm to build 3D diploid genome reconstructions. Interestingly, the centromere-telomere
arrangement in the 3D reconstruction correctly segregated the three samples into three sep-
arate clusters. Moreover, applying unsupervised clustering on PCA of single-cell chromatin
compartments showed the different cell types of the PBMC sample clustering separately33.
Altogether, these results showcase the power of single-cell Hi-C for high-resolution 3D
genome reconstruction.
2.2.2 GAM
Genome Architecture Mapping –or GAM– instead, differs substantially from 3C-based tech-
niques but yields similar results. In this ligation-free method, cryosectioning and laser dis-
section generate several ultrathin sections from each nucleus. This process repeats for many
nuclei, followed by sequencing of the material extracted from each section. Then, a probabilis-
tic model builds contact frequency maps, similar to Hi-C ones, based on the set of genomic
loci identified in each section149 (Figure 2.2.2a).
While this technique has the advantage of measuring contact frequency based on co-
occurrence in ultrathin sections, as opposed to the two-way spatially constricted contacts cap-
tured by Hi-C, GAM is a rather laborious technique that, due to basic principle design, cannot
be performed on single cells.
GAM was initially applied to mouse ESCs, revealing an enrichment for long-range inter-
actions between distant active genes and enhancers. Furthermore, thanks to its digestion- and
ligation-free nature, GAM allowed capturing abundant three-way genomic contacts, which
eluded previous Hi-C-based studies149.
Furthermore, GAM was recently combined with immunoselection, allowing for its appli-
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Figure 2.2.2: Schematic representation of the ligation-free GAM (a) and SPRITE (b) methods work-
flow. Adapted by permission from Springer Nature via Copyright Clearance Center, Inc: Springer
Nature, Nature Review Genetics, Methods for mapping 3D chromosome architecture, Kempfer R. &
Pombo A., 2020131.
cation in complex tissues and small numbers of specialized cells. This so-called immunoGAM




Another ligation-free method allowing for the detection of high-order chromatin contacts is
split-pool recognition of interactions by tag extension –also known as SPRITE152.
Specifically, SPRITE starts with relatively standard sample preparation, including a
chemical fixation of the cells, followed by DNA extraction, sonication, and digestion with
DNAse. The protocol proceeds by randomly separating the fragmented chromatin into sepa-
rate aliquotes (split step), then labeled each with a different unique sequence (tag step). After
pooling the aliquotes back together (pool step), the split-tag-pool process is repeated n times
(typically three to five) (Figure 2.2.2a).
The SPRITE procedure allows to label with a unique tag sequences that belong to the
same chromatin cluster, without the need for a ligation step. This crucial characteristic en-
ables capturing long-distance chromatin contacts, usually missed by classical chromosome-
conformation capture techniques.
In the study that introduced SPRITE, Quinodoz et al. applied their technique to mouse
ESCs and human lymphoblasts (GM12878)152. This application revealed that SPRITE could
capture the same results as Hi-C alongside higher-order interactions. Furthermore, by ex-
tending the method to measure DNA-RNA contacts, the researchers were able to identify two
inter-chromosomal chromatin hubs that tend to contact nuclear speckles and the nucleolus,
respectively152.
2.2.4 DamID
Unlike the methods presented so far, DNA adenine methyltransferase identification (i.e.,
DamID) does not capture chromatin-chromatin contacts. Instead, DamID identifies genomic
loci interacting with a protein of interest by exploiting eukaryotic cells’ inability to methylate
adenines153.
By fusing a protein of interest with a prokaryotic DNA adenine methyltransferase (a.k.a.,
Dam), the fused product methylates adenines that interact with it. Then, the genome is en-
zymatically digested with the DpnI restriction enzyme, effectively digesting only GATC se-
quences with a methylated adenine. This process generates methylated DNA fragments that
undergo library preparation, thus enabling identifyingmethylated GATC loci by sequencing100
(Figure 2.2.3).
In its first application on human fibroblasts153, DamID generated high-resolution maps of
chromatin interaction with nuclear lamina components Lamin B1 and emerin. In this study,
Guelen et al. analyzed such maps to identify lamina-associated domains (LADs), ranging in
size approximately 100 kb to 10 Mb and with characteristically low transcription levels153.
Furthermore, in 2015, Kind et al. applied DamID to single-cells99 (scDamID). The appli-
cation of scDamID on nine different human cell lines allowed the identification of constitutive
LADs (cLADs, present in all cell lines) and facultative LADs (fLADs, interacting with the
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Figure 2.2.3: DamID-seq workflow. INM, inner nuclear membrane; PNS, perinuclear space. Adapted
by permission from Springer Nature via Copyright Clearance Center, Inc: Springer Nature, Nature
Reviews Molecular Cell Biology, The nuclear lamins: Flexibility in function, Burke B. & Stewart C.L.,
201397.
lamina only in a subset of cell lines). Similarly, inter-LAD regions (iLADs) were categorized
between constitutive (ciLADs) and facultative (fiLADs). Interestingly, constitutive LADs and
iLAD represented 22.1% and 18.9% of the genome, respectively. Altogether, these results hint
at the conservation of chromatin-lamina interactions during differentiation99.
While being an effective technique, the need for transgenic samples expressing the protein
of interest fused to Dam represents the main disadvantage of DamID. Moreover, the ability
to generate methylated DNA fragments is currently limited to regions presenting the GATC
restriction site of the methylation-sensitive endonuclease DpnI.
2.2.5 TSA-seq
Like DamID, tyramide signal amplification sequencing (TSA-seq) also allows identifying ge-
nomic regions interacting with a protein of interest instead of chromatin-chromatin interac-
tions154.
The TSA technique uses horseradish peroxidase (HRP) to generate tyramide free radicals
that diffuse and react with various macromolecules, including DNA. Specifically, TSA-seq
utilizes an antibody-coupled HRP to generate a biotin-tyramide free radicals concentration
gradient starting from the antibody’s target. Notably, the TSA-seq intensity of DNA labeling is
a function of the distance between the genomic locus and the staining target. Thus, after TSA
labeling, reverse cross-linking, DNA extraction, and affinity-based purification, sequencing
allows to convert the obtained number of reads directly to a distance measure154.
Chen et al. applied TSA-seq to targe the SON protein, a component of nuclear speckles,
and laminA andB, components of the nuclear lamina, on humanK562 lymphoblasts. TSA-seq
of lamin B1 correlated highly with DamID of lamin B1. Furthermore, Lamin A and B TSA-
seq map anti-correlated with SON TSA-seq maps, indicating a more internal localization of
nuclear speckles and their associated genomic loci154.
Interestingly, a recent application of TSA-seq on four different human cell lines (H1, HFF,
HCT116, K562) revealed a conserved genome organization around nuclear speckles. Specif-
ically, only 10% of the genome showed significant changes in its position relative to nuclear
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speckles, and such movements were consistently associated with changes in cell-type-specific
transcriptional activity. Furthermore, expression amplification upon heat-shock protein H1
induction is associated with chromatin condensation, concomitant with speckle-association.
Altogether, these results support the view of a conserved genome arrangement around nuclear
speckles155.
To be noted, the laboratory that introduced TSA-seq recently presented a combination of









Briefly, this thesis aims to develop novel biomolecular methods for investigating the mam-
malian genome radial architecture from a quantitative and analytical perspective.
The specific aims of the constituent papers are:
Paper I
• To develop iFISH: a publicly available resource for the design of single and spotting
DNA FISH probes
Paper II
• To develop GPSeq: a novel biomolecular assay for quantifying the radial localization of





In this chapter, we discuss the development of GPSeq, an assay for the genome-wide mea-
surement of genomic loci localization relative to the nuclear lamina, and iFISH, a computa-
tional andmethodological resource for straightforward design and in-lab amplification of FISH
probes. First, we describe the first steps of GPSeq development (section §4.1), specifically es-
tablishing a genome’s concentric labeling protocol and analyzing the resulting microscopy
images. Then, we review the process of designing a GPSeq-based score to estimate the radial
localization of a genomic region. Subsequently, we describe GPSeq’s validation (section §4.2)
via DNA FISH, DamID-seq, and Hi-C. To this end, we also describe the development of iFISH
(section 4.2.1.1): a crucial resource for designing the large number of DNA FISH probes used
for GPSeq’s validation. Afterward, we recount the genome architecture aspects revealed by
GPSeq (section §4.3), both in terms of genetic and epigenetic patterns, and a simple approach
towards predicting radial genome organization. We continue by exploring how GPSeq can
improve the construction of Hi-C-based 3D genome structures (section §4.4), which we built
with a novel computational tool, dubbed chromflock. Finally, we conclude this chapter with
insights provided by GPSeq on the radial distribution of genomic single-point mutations and
double-strand breaks (section §4.5).
4.1 GPSeq development
Genomic loci Positioning by Sequencing is a straightforward assay based on a simple con-
cept: diffusion of particles from the outside of a closed environment should proceed towards
its interior. Specifically, we hypothesized that subjecting cells to enzymatic restriction for dif-
ferent time lengths would result in the initial digestion of peripheral chromatin, with internal
chromatin restricted only at longer time points.
In other words, this protocol would allow generating growing concentric waves of restric-
tion (Figure 4.1.1a). Moreover, we argued that we could use sequencing-derived information
to assign the restricted sites to each restriction wave (corresponding to a specific digestion du-
ration and thus radial location). Our final aim was to combine the sequencing results into a
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score function, which would ideally reflect the genomic locus’s radial location.
For the development of GPSeq, we selected HAP1 chronic myeloid leukemia cells for their
relatively rounded nucleus and haploid genome. Here, the rationale was that a diploid non-
chimeric sample would not allow for allele annotation, causing any centrality estimation to be
an average between the two alleles’ locations. Also, a rounded nucleus is ideal for establishing
the technique, as a more complex nuclear shape can result in less easily interpretable enzyme
diffusion patterns.
To prove this concentric wave concept, we initially embarked on developing a method to
visualize the digested genomic loci at different enzymatic restriction time lengths and charac-
terize the resulting images after their imaging by fluorescence microscope.
Figure 4.1.1: GPSeq YFISH proof of concept. (a) GPSeq concept of concentric waves of restrictions
resulting from increasing time of digestion. (b) YFISH workflow, consisting of in situ adapter ligation
and FISH. (c) Midsection of selected field of views acquired by widefield microscopy. YFISH signal
and DNA staining by Hoechst 33342 correspond, respectively, to the green and blue channels. Inset
show zoomed-in single nuclei from each respective field of view. Scale bars correspond to 20 µm
and 10 µm for the fields and insets, respectively. Dynamic range was separately set for each condition
to allow better visualization of the corresponding wave signal. (d) Same as c but acquired by STED
microscopy. (e) Median radial YFISH signal profiles calculated with pygpseq for each digestion time
(section 5.2.4). The number of nuclei analyzed is reported as n. Adapted from Girelli G., Custodio J.
& Kallas T., et al., Nature Biotechnology, 2020 (Paper II2).
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4.1.1 YFISH and image analysis
To visualize restricted genome sites, we implemented YFISH: a novel fluorescence in situ
hybridization method based on a Y-shaped double-stranded DNA construct (YFISH adapter).
The YFISH adapter comprises three parts: (1) sticky-hands complementary with the restricted
sites, allowing for adapter ligation; (2) a double-stranded DNA central region, essential for
assembling the adapter; and (3) two non-complementary single-stranded flaps (one with 3’-
5’ and one with 5’-3’ orientation), which constitute the acceptors for fluorescently-labeled
oligonucleotides (Figure 4.1.1b).
We prepared the cell samples based on an adapted version of the 3D-FISH protocol (sec-
tion 5.1.2), followed by genome restriction, and YFISH adapter ligation (section 5.1.4.1). Af-
terward, we hybridized fluorescently labeled oligonucleotides to the single-stranded portion of
the YFISH adapters via FISH. Finally, we visualized and imaged the samples at the microscope
(section 5.1.4.2).
The first GPSeq-YFISH experiment was performed with the 6-base cutter HindIII and con-
sisted of six conditions, corresponding to the following restriction time lengths: 10 min, 15
min, 30 min, 45 min, 1 h, 2 h, and 6 h. It is important to note that we always performed image
acquisition with the same optical configuration and with a dynamic range set on the longest
restriction condition to obtain images with comparable fluorescence intensity values across
different conditions.
Visual inspection confirmed YFISH signal waves’ presence, growing from the nuclear pe-
riphery towards its interior with growing digestion time lengths (Figure 4.1.1c-d). Specifically,
a sharp and bright crown-like signal enriched at the nuclear periphery was already visible at
10 min of digestion. After two hours, saturation appeared to be reached, with longer digestion
not contributing to the signal wave’s further growth.
To provide an appropriate quantitative analysis of the YFISH signal waves, we developed
a Python 3 package called pygpseq. Specifically, pygpseq provides full-stack tools for im-
age analysis, including conversion frommicroscopy-proprietary format to TIFF, identification,
and removal of out-of-focus fields of view, calculation of cell population median radial fluores-
cence intensity profiles, and generation of a summary report in PDF format (see section 5.2.4
for more details). Quantification of YFISH signal radial profile, calculated over the whole
sampled cell population, confirmed our observations (Figure 4.1.1e), with the profile’s peak
growing in size until reaching saturation after around 2 h of digestion.
Furthermore, we expanded the pygpseq package with ad-hoc scripts to perform single-cell
and single-radii characterization of the YFISH signal profiles (section 5.2.4). Briefly, for each
profile, we calculated the intensity and the position relative to the lamina of the profile peak
and inflection point. We interpreted the profile peak and inflection point positions as indica-
tors of enzyme penetration within the nuclear space. We also defined a "contrast" measure as
the ratio of the intensity at peak and inflection point, respectively, which we expected to de-
crease as saturation is approached, with increasing digestion times (Figure 4.1.2a). All three
35
profile features appeared to be relatively consistent across nuclei for each digestion condition,
as revealed by narrow interquartile ranges (Figure 4.1.2b-d). Moreover, the contrast decreased
with increasing digestion times, as expected, reaching saturation at 2 h (Figure 4.1.2d). Fur-
thermore, the similarity between the 45 min and 1 h conditions suggested discarding either to
achieve a more straightforward experimental setup including only five conditions, specifically:
10 min, 15 min, 30 min, 1 h, and 2 h.
In the case of single-radii characterization, we extracted each nucleus and randomly drew
200 radii that distributed them homogeneously in the 3D space from the nuclear volume cen-
troid to the nuclear-fitted surface. Then, we interpolated each radius’s intensity profile from
100 points homogeneously distributed along the radius itself (Figure 4.1.2e). For each nu-
cleus, the calculated standard deviation of the three profile features appeared to be relatively
Figure 4.1.2: GPSeq YFISH characterization at single-cell and single-radius level. (a) Single-nucleus
analysis schema. Each nucleus is divided into m layers (typically, m=200). For each layer, all voxels
are identified, and their median intensity is calculated. The median values along the nuclear radius are
then smoothed with a gaussian filter, and the peak and inflection point location of the obtained curve
are calculated. Furthermore, we calculate the profile contrast as the ratio between the intensity at the
peak and the inflection point. (b) Distribution of single-nucleus profile peak position, relative to the
nuclear lamina, for different digestion times. (c) Distribution of single-nucleus profile inflection point
position, relative to the nuclear lamina, for different digestion times. (d) Distribution of single-nucleus
profile contrast for different digestion times. (e) Single-radius analysis schema. For each nucleus, 200
radii are randomly drawn from the nuclear volume centroid to the fitted nuclear surface. Radii are
drawn in a random manner that makes them homogeneously distributed in the 3D space. Then, 100
points are homogeneously distributed along each radius, and the intensity at each point is interpolated
from the YFISH signal channel. The intensity at the points is used to build a radial profile for each
radius, where peak, inflection point, and contrast are calculated as described in a. (f) Distribution of
the standard deviation of single-radius profile peak relative distance from the nuclear lamina. One data
point corresponds to one nucleus. (g) Same as f, but for the inflection point. (h) Same as f, but for the
profile contrast. Adapted from Girelli G., Custodio J. & Kallas T., et al., Nature Biotechnology, 2020
(Paper II2).
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low, consistent with homogeneous profiles at different radial directions (Figure 4.1.2f-h).
4.1.2 GPSeq - sequencing setup and centrality estimation
After confirming that the GPSeq protocol can indeed produce the expected concentric diges-
tion waves, we proceeded with ligating an NGS-compatible adapter to the restricted samples,
instead of the YFISH adapter. The GPSeq sequencing adapter comprises five parts: (1) the
sticky ends necessary for ligation to the restricted sites, (2) a condition-specific barcode, (3) a
unique molecular identifier (UMI) used for amplification product removal, (4) Illumina RA5
adaptor, and (5) T7 promoter to support in vitro transcription (IVT). After adapter ligation, the
genomic DNA is extracted, fragmented by sonication, and then amplified by IVT. Finally, the
libraries are prepared and loaded at the same concentration in the sequencer (see section 5.1.4.3
for more details, Figure 4.1.3).
Typically, for each GPSeq experiment, all conditions are performed in duplicates, in paral-
lel. One set of samples is reserved for YFISH, while the other to produce sequencing libraries.
The ability to image the samples allows avoiding sequencing of experiments where the proper
radial profile is not apparent in the corresponding YFISH samples and is especially useful
while setting up the procedure.
We performed an additional replicate experiment of theHindIII HAP1 experiment, with the
same conditions: 10 min, 15 min, 30 min, 1 h, and 2 h. Moreover, we performed two replicate
experiments on the HAP1 cell line using the 4-base cutter MboI enzyme instead. These two
additional experiments required new YFISH and sequencing adapters with the sticky hands of
the MboI enzyme. Moreover, YFISH revealed that saturation is reached at shorter times for
the MboI enzyme, and the conditions used for these replicates 1 min, 5 min, 10 min, and 30
min, instead.
After sequencing, we developed a pre-processing bash-based pipeline (containing some
Python and R script), namely gpseq-seq-gg, that takes as input the sequencer output (i.e.,
fastq files) and calculates read counts per restriction site. Briefly, the pre-processing included:
quality control report generation, selection of reads with matching prefix and prefix trimming,
mapping to hg19 reference genome, removal of low-quality alignments, selection of reads
mapped near known restriction sites, removal of reads with low-quality UMIs, and final UMI-
and location-based de-duplication (see section 5.2.5 for more details). The pipeline’s output
is a bed file per digestion time of a GPSeq experiment, with each file containing the number
of de-duplicated reads mapped to each restriction site.
We then devised five potential centrality estimation scores∗, divided into two categories:
respectively probability- and variability-based. Probability-based estimates were formulated
on the assumption that internal genomic regions should have a higher probability of being
restricted at longer digestion times. On the other hand, the rationale behind variability-based
∗Here, we provide only a brief summary of the GPSeq score calculation and on the different devised and
tested estimates. For more details, we direct the reader to the Supplementary Note I of Paper II2.
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Figure 4.1.3: GPSeq sequencing workflow. After ligation, genomic DNA is purified and sonication.
Then, in vitro transcription is performed, followed by library preparation and sequencing. gDNA: ge-
nomic DNA. RS: restriction site. UMI: UniqueMolecular Identifier. Adapted fromGirelli G., Custodio
J. & Kallas T., et al., Nature Biotechnology, 2020 (Paper II2).
estimates was that peripheral regions should be fully digested at any digestion time, result-
ing in a stable and low variability in the number of reads across their restriction sites, while
more internal regions would show a higher read count variability. Specifically, we devised two
probability-based estimates, a restriction-probability metric (PS) and a cumulative restriction-
probability metric (PSc), and three variability-based estimates, based on variance (V ), coeffi-
cient of variation (Cv) and dispersion (Cd), respectively.
Additionally, we devised three different ways to combine the GPSeq conditions when cal-
culating the estimates. Briefly, the "two-point" approach would utilize only the shortest and
longest digestion conditions, the "fixed" approach would compare each condition with the
shortest digestion, and the "adjacent" approach would compare each condition with the imme-
diately shorter digestion time.
To calculate the different centrality estimate candidates, we developed a Python package,
called gpseqc, that would take the bed files generated by the pre-processing pipeline as input,
and generate tables with the estimated scores. Specifically, gpseqc supports centrality esti-
mate calculation in a chromosome-wide manner, genome-wide with customizable binning size
and step, or for a set of specific regions. Furthermore, several advanced features are included,
like input restriction site outlier removal, masking, and restriction site domain selection (see
section 5.2.6 for more details).
4.2 The GPSeq score and its validation
Next, we evaluated how well the different score candidates estimate centrality, select the best
score, and then validate the results. We decided to perform score evaluation and selection
based on its correlation with the centrality measured by FISH. Ideally, the best score would
outperform all other candidates and be highly reproducible across replicates, at both low and
high resolution. Then, we proceeded with further validation by comparing the selected score
with results obtained by two different sequencing-based techniques: DamID-seq of Lamin B
and Hi-C.
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Figure 4.2.1: iFISH design and database comparison. (a) Schema of iFISH probe. n: number of
oligonucleotides per probe. R: reverse primer sequence. F: forward primer sequence. C: color se-
quence. (b) iFISH probe design workflow. The ifpd package reads from the oligonucleotide database
and serves to a web-based GUI upon query. The GUI then provides the user with the resulting
probe design. (c) Cumulative frequency of distance between consecutive oligonucleotides of the novel
database designed with oligo-picker. (d) Median distance between consecutive oligonucleotides,
calculated across genomic windows of different sizes, for the iFISH and OligoMiner (OM) -based
databases. (e) Relative frequency of 15 kb genomic windows with at least 96 oligonucleotides only
in the OligoMiner-based database, only in the iFISH database, in neither, or both. (f) Distribution
of linear distance between consecutive oligonucleotides in the four considered databases. (g) Overall
genomic coverage of the four considered databases. (h) Percentage of bins with at least 96 oligonu-
cleotides, at different window sizes, for the four considered databases. OMB: OligoMiner ’Balance’.
OMC: OligoMiner ’Coverage’. OMS: OligoMiner ’Stringent’. Adapted from Gelali E. & Girelli G.,
et al., Nature Communications, 2019 (Paper I1).
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4.2.1 FISH-based evaluation and score selection
We planned to run gpseqc to calculate each score candidate for score evaluation at differ-
ent resolutions, in bins centered around several DNA FISH labeled regions distributed across
different chromosomes. Since no tool was available to design FISH probes taking into ac-
count features like probe size or homogeneity of oligonucleotide distribution, we focused on
developing a DNA FISH resource for probe design and amplification.
4.2.1.1 iFISH: homologous and orthogonal sequence design
We based our oligonucleotide-based iFISH probes on the uniFISH concept we had recently
published135. Each iFISH probe is composed of several oligonucleotides, each comprising
four sequences: a target (T) sequence complementary to the target genomic locus, two PCR-
compatible flaps at the 3’ and 5’ end of the target sequence (F: forward, and R: reverse), and an
additional flap (C: color) which acts as an acceptor for fluorescently-labeled oligonucleotides
(Figure 4.2.1a). The F, R, and C sequences are orthogonal to the genome of interest to avoid
any hybridization that would lead to non-specific signals.
First, we searched the literature for public databases of target sequences. The only pub-
licly available oligonucleotide databases compatible with DNA FISH were designed via
OligoMiner139, which provided a relatively low and sparse genome coverage. We imple-
mented a perl-based pipeline, named oligo-picker, to design a novel oligonucleotide
database to solve this issue. Briefly, the pipeline includes the following steps: identification of
unique k-mers† from a reference genome by using JELLYFISH157, retrieval of k-mer genomic
coordinates with VMATCH158, discarding k-mers with homopolymers, and filtering of k-mers
based on GC-content, secondary structure stability (estimated with OligoArrayAux138), and
melting temperature. The pipeline would then generate an SQL database containing the se-
quence and details of the oligonucleotides passing all the filters (see section 5.2.1 for more
details).
We compared the database of 40-mers designed with oligo-picker to previously pub-
lished OligoMiner databases. The iFISH database outperformed the OligoMiner databases
on all the features we evaluated. Specifically, it showed a higher genomic coverage (Fig-
ure 4.2.1g), a lower and more consistent distance between consecutive oligos (Figure 4.2.1c-
d,f), and a higher fraction of genomic regions (at different resolutions) with at least 96 FISH-
suitable oligos (Figure 4.2.1h). Moreover, a comparison of the 15 kb windows containing at
least 96 oligonucleotides revealed that the OligoMiner databases did not provide any window
that was not similarly covered by iFISH. Vice-versa, the iFISH databases provided for at least
50% more windows than any other database (Figure 4.2.1e).
To design the orthogonal 20-mer flap sequences, we developed ood-fish, a pipeline us-
ing scripts implemented in various languages (R, bash, C) that initially aligns candidate se-
†With "k-mer" we indicate an oligonucleotide consisting of k nucleotides.
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Figure 4.2.2: iFISH probes and amplification. (a) Ideogram with the location of 330 designed iFISH
human chromosome spotting probes (circles). Probes labeled in red were individually amplified and
tested. (b) Schematic workflow of iFISH probe amplification starting from an oligopool. PCR: Poly-
merase Chain Reaction. IVT: In Vitro Transcription. RT: RetroTranscription. ssDNA: single-stranded
DNA. Adapted from Gelali E. & Girelli G., et al., Nature Communications, 2019 (Paper I1).
quences to a reference genome using BLAT159, and then applies a homology filter. Afterward,
ood-fish calculates the remaining k-mers self-dimerization delta free energy and discards
those that can result in stable self-dimers. Finally, the pipeline calculates hetero-dimerization
delta free energy of all remaining sequence pairs and identifies the largest set of k-mers that do
not form stable hetero-dimers by applying an implementation of the Parallel Maximum Clique
algorithm160. We applied ood-fish to the 20-mers extracted from a previously published list
of 240,000 25-mers orthogonal to mammalian genomes161 and used the generated sequences
as F, P, and C flaps (see section 5.2.2 for more details).
4.2.1.2 iFISH probe design
Next, we developed a Python package that would read the database generated by
oligo-picker and allow us to select oligonucleotides for probe design, either through a web-
interface or the command line (Figure 4.2.1b). Following this design, we developed "iFISH-
probe-designer," or ifpd, a Python package that allows designing single or multiple homo-
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geneously spread (i.e., spotting) probes in a genomic region of interest. Moreover, ifpd can
serve a web based graphical user interface based on bottle python web framework.
Briefly, ifpd performs single probe design by (1) reading all oligonucleotides in the region
of interest from a database of non-overlapping sequences, (2) dividing the oligos into groups of
N consecutive oligos, also known as probe candidates, (3) calculating three features for each
probe candidate, specifically size, homogeneity, and centrality, (4) selecting candidates in a
range around the optimal value of one of the three features, and (5) generating a list of remain-
ing probe candidates ranked by a second feature. We defined probe size as the linear distance
between the first and the last genomic loci covered by a candidate’s oligos, homogeneity as
the reciprocal of the standard deviation of the distance between consecutive oligonucleotides,
and centrality as the relative position of the probe midpoint between the boundaries of the
region of interest and its midpoint (Figure 4.2.1b). Specifically, ifpd will consider optimal
the minimal probe size, the maximal probe size, and the maximal homogeneity. The user can
select which of the three features is used for the initial probe candidate selection (step 3) and
for the candidate ranking (step 4).
When designing N probes, ifpd subdivides the region of interest into N + 1 windows,
and runs the single-probe design workflow on each window. The resulting probes are then
assembled into a probe set candidate. Then, the windows are shifted by a fraction of the
window size, and the process is iterated until completion. Finally, the generated probe set
candidates are ranked based on homogeneity of probe size and inter-probe distance.
With ifpd, we designed a total of 330 probes for human chromosome spotting, with an
inter-probe distance of approximately 10 Mb for chromosomes 1 to 16 and X, and approxi-
mately 5 Mb for chromosomes 17 to 22 (Figure 4.2.2a). Each probe consisted of 96 target
sequences with probe-specific forward (F) and reverse (R) 20-mer flaps.
4.2.1.3 Probe amplification and hybridization
We continued by establishing a large-scale parallel iFISH probe amplification protocol,
based on previously published workflows for Oligopaints and MERFISH probe amplifica-
tion126,140,162. Briefly, the desired probe oligos are exponentially amplified from an oligopool
using flap-specific (F-R) PCR, which also incorporates a T7 promoter and C-flap acceptor
sequences to the PCR products. Then, the PCR products are linearly amplified via in vitro
transcription, followed by reverse transcription and RNA digestion, to produce single-stranded
DNA iFISH probes (Figure 4.2.2b, see section 5.1.3.1 for more details).
We then proceeded to individually amplify 153 out of the 330 (46%) spotting probes, and
tested them on HAP1 cells using different fluorophores (Figure 4.2.3a, see section 5.1.3 for
the entire protocol). Specifically, our analysis revealed a highly homogeneous number of FISH
dots per nucleus, peaking at 1-2 dots/nucleus, and a probe-independent signal-to-noise ratio
which was instead correlated with the fluorophore being used (Paper I, Figure 2).
After validating our novel 330 probes repository, we moved to showcase the power and
42
Figure 4.2.3: iFISH applications. (a) Individual iFISH probe validation in HAP1 cells. In this exam-
ple, the first six chromosome 18 probes (18.1-18.6) are hybridized with different fluorophores. Left:
six probes’ locations on the linear genome are shown on an ideogram. Right: the mid-section of a
HAP1 nucleus after hybridization is reported. (b) The spotting of chromosome 17 in human IMR90
fibroblasts using a set of 63 iFISH probes with an average distance of ~1.25 Mb. Top-left: mid-section
composite showing DNA staining channel (blue) and FISH dots. Top-right: composite inset of the
labeled chromosome showing the FISH signals. Bottom: inset showing the FISH signal, separated
by channel. (c) Multiple chromosome spotting on human ESCs. Left: composite panel showing the
DNA staining channel (gray) and FISH dots. Right: each panel shows the FISH signals from a separate
channel, each corresponding to a different chromosome. Scale bars: 10 µm. Adapted from Gelali E. &
Girelli G., et al., Nature Communications, 2019 (Paper I1).
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versatility of iFISH in different applications. For example, we visualized chromosome 17 in
human IMR90 fibroblast cells with probes designed to have alternating colors along the linear
genome (Figure 4.2.3b). Specifically, we designed an additional 46 probes and hybridized
a full set of 63 probes, with a mean inter-probe distance of ~1.25 Mb. Convex hull-based
chromosome volume estimation using subsets of the hybridized probes revealed that using
probes separated by more than 2 Mb results in a clear volume underestimation, highlighting
the importance of FISH sampling frequency when investigating volumes of chromatin regions
(Paper I, Figure 3c). Furthermore, we performed simultaneous spotting of chromosomes 1, 5,
10, 15, 20, and X in human embryonic stem cells, revealing an apparent lack of chromosome
territories in a subset of such undifferentiated cells (Figure 4.2.3c).
4.2.1.4 GPSeq score evaluation by iFISH
To evaluate the formulated centrality score candidates, we selected 68 iFISH probes, dis-
tributed across 11 chromosomes (Figure 4.2.4a), and measured the distance from the nuclear
lamina of the FISH signal generated by each probe. We then used gpseqc to calculate, at dif-
ferent resolutions, the centrality values estimated by the different scores for windows centered
on the probes midpoints. As input to the pipeline, we used the pre–processed sequencing data
obtained from the first HindIII HAP1 experiment (Exp.1), and calculated the Pearson Cor-
relation Coefficient (PCC) between the scores and the FISH-based measurement at different
Figure 4.2.4: GPSeq score evaluation by iFISH. (a) The ideograms show the location of 68 iFISH
probes selected for GPSeq score evaluation and validation. (b) Pearson Correlation Coefficient (PCC)
calculated between the median distance from nuclear lamina measured by iFISH, and the corresponding
GPSeq-based centrality estimate, calculated on differently-sized windows centered on the iFISH probes
midpoints. Ps: probability-based score. Psc: cumulative probability-based score. V: variance-based
score. cd: coefficient of dispersion-based score. cv: coefficient of variation-based score. 2pt: two-
point condition combination. fix: fixed condition combination. adj: adjacent condition combination.
Adapted from Girelli G., Custodio J. & Kallas T., et al., Nature Biotechnology, 2020 (Paper II2).
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resolutions. Ideally, some score formulations would be suitable for centrality estimation, with
one score clearly outperforming the others.
All formulations, except those based on the coefficient of dispersion and coefficient of
variation, provided a robust centrality estimation, showing a PCC higher than 0.5 for any res-
olution between 25 kb and 10 Mb. As expected, the correlation between centrality estimates
and FISH-based measurements deteriorated with higher resolutions.
From this analysis, we selected the PS "adjacent" score formulation as centrality estimate
(C, for Centrality). Thus, the centrality of a genomic window (w) is calculated as the sum
of ratio between its restriction probability (PS) in a condition (Dj), and the probability in the






Where we define the restriction probability of a genomic window (w) in a condition (Dj)
as its number of reads (NR(w,Dj)) normalized by the condition’s library size (NR(Dj)) and




When gpseqc calculates C, it also provides a rescaled centrality (Cr). This is achieved by
identifying outliers (Wo) as follows:
Wo = {w| (Q1(C)− C(w) > 1.5× IQR(C))
∨ (C(w)−Q3(C) > 1.5× IQR(C))}
Where Q1(C) and Q3(C) indicate the first and third centrality quartiles, respectively, and
IQR(C) indicates the centrality inter-quartile range (IQR). Then, centrality is first rescaled to
an intermediate Cs value in such a way that all non-outlier bins span a range from 0 to 1, in
other words:
(0 ≤ Cs(w) ≤ 1∀w /∈ Wo) ∧ (Cs(w) < 0 ∨ Cs(w) > 1∀w ∈ Wo)
Then, the rescaled centrality Cr is calculated as Cr(w) = 2Cs(w). In other words, the
rescaled centrality Cr, which we referred to as "GPSeq score", will satisfy the following:
Cr ∈ (0,∞]
(1 ≤ Cr(w) ≤ 2∀w /∈ Wo) ∧ (0 < Cs(w) < 1 ∨ Cr(w) > 1∀w ∈ Wo)
This means that Cr can only assume positive values, with non-outlier bins in the range
from 1 to 2, extremes included. The rescaled centrality is useful for comparing centrality
across samples and to avoid negative values. When negative values are not an issue, one can
plot Cs = log2(Cr) = log2(GPSeq score). The GPSeq score can thus be interpreted as a
centrality estimate where low values are indicative of peripheral regions, while high score
values are characteristic of internal genomic regions.
GPSeq score calculated at a resolution of 1 Mb from experiment 1 showed high agreement
with centrality measured by FISH (PCC: 0.909 and SCC: 0.920; Figure 4.2.5b). A comparable
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correlation with FISH is achieved at an even higher resolution (100 kb) when averaging the
GPSeq score across the four HAP1 experiments (PCC: 0.913 and SCC: 0.910; Figure 4.2.5b).
As expected, GPSeq experiments performed using a 4-base cutter (Exp.3-4) showed overall
higher correlations with FISH even at low resolutions (e.g., 10 kb) when compared to 6-base
cutter experiments (Exp.1-2). Moreover, a high depth 4-base cutter experiment (Exp.4) shows
higher agreement with FISH than a replicate sequenced at lower depth (Exp.3, Figure 4.2.5d)‡.
Moreover, GPSeq appears to be highly reproducible, with correlations higher than 0.8 at 100
kb and 1 Mb resolution for HindIII experiments (Figure 4.2.5e-f).
4.2.2 Validation with sequencing techniques
To further validate GPSeq, we decided to compare the GPSeq score with two orthogonal
sequencing-based techniques: DamID-seq of Lamin B, and Hi-C.
Specifically, one would expect a correspondence between genomic regions marked by high
DamID-seq signal/control values and regions with lowGPSeq scores (i.e., peripheral). Indeed,
DamID revealed a higher interaction with Lamin B for genomic regions with a low GPSeq
score (peripheral) when compared to more internal regions (Figure 4.2.5g). In other words,
LADs appeared to be more peripheral than inter-LADs (iLADs). Additionally, constitutive
LADs were found to be more peripheral than facultative ones, while constitutive iLADs were
more internal than facultative ones (Figure 4.2.5h)99.
Interestingly, DamID-seq signal/control values did not show a steep drop from the nuclear
periphery towards its interior but rather a gradual monotonically decreasing linear pattern.
This can be explained by the bulk (as opposed to single-cell) nature of the DamID data we
utilized, as the outcome of the assay is rather a probability, or frequency, of chromatin-lamina
interaction among the cells of the sampled population. Moreover, the observed linearity was
present only in the first half of the GPSeq score range, hinting at a limited ability of DamID-
seq to measure radiality. Furthermore, when calculated in a chromosome-wise manner, we
revealed a negative correlation (typically between -0.4 and -0.8) between GPSeq score and
DamID-seq signal/control values (for more details, see Paper II, Supplementary Figure 3).
In terms of Hi-C, one could expect a decreasing Hi-C-captured contacts count between
genomic regions with increasingly different GPSeq score; the rationale being that the regions
with similar radial localization might be in proximity or at the opposite sides of the nucleus,
while regions with different radial localization should not be in proximity. Indeed, Hi-C con-
tact count decreases with increasing delta GPSeq score. Importantly, this pattern holds true
not only for bins that are in closer linear proximity (adjacent regions) but also when consider-
ing all intra-chromosomal contacts or when moving to inter-chromosomal contacts, although
being less pronounced (Figure 4.2.5i).
‡See Paper II Supplementary Note II for a discussion on how sequencing depth, enzyme choice, and the
number of digestion time points can affect the GPSeq score.
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Figure 4.2.5: GPSeq reproducibility and validation. (a) Schematic representation of GPSeq score
calculation. (b) Correlation between GPSeq score, calculated on 1 Mb windows, and median distance
from the nuclear lamina, as measured by FISH. n: number of FISH probes analyzed. (c) Same as b but
with GPSeq score averaged across all HAP1 experiments and calculated on windows of 100 kb. (d)
Pearson Correlation Coefficient between the GPSeq score calculated at different resolutions (window
size), for different GPSeq experiments, and the median distance from the nuclear lamina measured
by FISH. Exp.1-2: HAP1 HindIII GPSeq replicates. Exp.3-4: HAP1 MboI GPSeq replicates. (e)
Correlation between genome-wide GPSeq score calculated from HAP1 HindIII replicates, at 1 Mb
resolution. (f) Same as e, but at 100 kb resolution. (g) "pizza-plot" depicting the radial distribution of
DamID-seq Lamin B signal/control. Each slice of the plot represents a chromosome. The outer dashed
dark grey circle represents the nuclear lamina, while the internal one represents the nuclear center. Each
data point is a 1Mb genomic bin placed at a radial position based on their GPSeq score. Each data point
is colored based on their DamID-seq Lamin B signal/control value. (h) Distribution of GPSeq score
for constitutive (c) and facultative (f) lamina-associated domains (LADs) and inter-LADs (iLADs). (i)
Comparison between the number of Hi-C contacts and GPSeq score distance, between 1 Mb genomic
region pairs. ND: non-diagonal contacts (i.e., between adjacent regions). Intra: intra-chromosomal
contacts. Inter: inter-chromosomal contacts. PCC: Pearson Correlation Coefficient. SCC: Spearman
Correlation Coefficient. Adapted from Girelli G., Custodio J. & Kallas T., et al., Nature Biotechnology,
2020 (Paper II2).
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Figure 4.2.6: GPSeq score along ideograms. Adapted from Girelli G., Custodio J. & Kallas T., et al.,
Nature Biotechnology, 2020 (Paper II2).
4.3 GPSeq reveals aspects of the radial genome architecture
Observing the GPSeq score distribution along each human chromosome reveals a non-
homogeneous scenario rich in peaks (internal regions) and valleys (peripheral regions, Fig-
ure 4.2.6). The profiles also hint at the expected more internal (higher GPSeq score) lo-
calization of small chromosomes (with chromosome 18 being an expected outlier due to
its gene-depleted nature). Indeed, chromosome size and GPSeq score are anti-correlated at
chromosome-wide scale (PCC: -0.725, Paper II, Supplementary Figure 5c), though this anti-
correlation dramatically weakens already at 1 Mb scale (PCC: -0.376, Figure 4.3.1c).
Gene density and gene expression showed a strong correlation (PCC > 0.69) with GPSeq
score at chromosome-wide scale (Paper II, Supplementary Figure 5e-f). At 1Mb scale, instead,
gene density retained a moderate correlation (PCC: 0.645, Figure 4.3.1a), while the correlation
with gene expression appeared to be relatively weak, which can be attributed to its bimodal
distribution (PCC: 0.420, Figure 4.3.1b). Interestingly, GC-content appeared to be strongly
correlated at both chromosome-wide (PCC: 0.840, Figure 4.3.1d) and 1 Mb resolution (PCC:
0.813, Figure 4.3.1e), and surprisingly even at 100 kb resolution (PCC: 0.666, Figure 4.3.1f).
As expected, no single genomic or epigenomic feature appeared to be sufficiently predic-
tive of radial positioning. To overcome this, we built multi-variable linear regression models,
combining multiple features to achieve a reliable prediction of the GPSeq score. Specifically,
at the chromosome-wide resolution, the best centrality predictions were achieved with a model
taking into account chromosome size and GC-content (R2=93.9%, Figure 4.3.1g), with gene
48
Figure 4.3.1: Predictors of the radial genome architecture. (a) Correlation between GPSeq score and
gene density in 1Mb bins. (b) Same as a, but between GPSeq score and gene expression. (c) Same as b,
but between GPSeq score and chromosome size. (d) Correlation between GPSeq score and GC-content
of chromosome-wide bins. (e) Same as d, but for 1 Mb bins. (f) Same as d, but for 100 kb bins. (g)
Comparison of observed GPSeq score and predictions from our multi-variable model for chromosome-
wide resolution. (h) Same as g but for 1 Mb resolution. Adapted from Girelli G., Custodio J. & Kallas
T., et al., Nature Biotechnology, 2020 (Paper II2).
density and expression providing no further improvement. At 1Mb resolution, instead, the best
model combined GC-content, gene density, expression, and chromosome size (R2=74.1%,
Figure 4.3.1h).
To evaluate these models’ ability to predict the GPSeq score, we performed two additional
replicate GPSeq experiments on human GM06990 diploid lymphoblastoid cells with HindIII.
The novel experiments (Exp.5-6) showed a high correlation with the HAP1 averaged GPSeq
score (PCC: 0.88), and our multi-variable model built on HAP1 data appeared to reliably
predict the GM06990 GPSeq score (prediction error = 0.1). These results suggest that cell-
type-independent genomic features (e.g., GC-content) might be responsible for establishing a
centrality baseline, which is then influenced by cell-type-specific features (e.g., gene expres-
sion).
4.3.1 Radial epigenomic patterns
We then moved on to study possible radial patterns of various epigenomic features, initially
focusing on A/B genome compartmentalization. In this case, the GPSeq score confirmed the
more peripheral distribution of B compartment regions, when compared to A compartment
ones, at a genome-wide level (Paper II, Supplementary Figure 6). At the single-chromosome
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Figure 4.3.2: Radial epigenetic patterns. (a-e) Radial distribution of DNA accessibility and histone
marks in 100 kb genomic regions assigned to A/B subcompartments. Dashed line: radial distribution
without subcompartment stratification. (f-g) Radial distribution of selected gene groups. (h) Corre-
lation between the log2(GPSeq score) and the TFBS motif count, in 1 Mb bins, as a function of the
TF motif’s GC-content. n: number of TFBSs. Dashed vertical red lines indicated PCC of ±0.7. (i)
"pizza-plot" showing repli-seq signal of six cell cycle subphases (G1, S1-S4, and G2). All source data
for this figure are from HAP1 cells, except for Repli-seq data from K562 cells. Adapted from Girelli
G., Custodio J. & Kallas T., et al., Nature Biotechnology, 2020 (Paper II2).
level, A/B compartment polarization was present in most chromosomes, even when centrally
located. Indeed, the difference in radial position of the two compartments appeared to be
marked in internal chromosomes, like chromosomes 17 and 19, while they showed similar
radial positioning for more peripherally located chromosomes, like chromosomes 10 and 18
(Paper II, Supplementary Figure 6).
However, given that such polarity varied from one chromosome to another and did not re-
veal a clear pattern, we wondered whether we could obtain a more precise picture by focusing
our attention on subcompartments, which divide chromatin into various sub-types character-
ized by different expression and histone marks. Indeed, when we looked at radiality patterns
of the 5 previously-characterized A1-2 and B1-3 subcompartments, their radial profiles on in-
dividual chromosomes appeared much more consistent, with the A1 sub-compartment being
the most central on all the chromosomes and the B3 one being the most peripheral. We then
performed a thorough analysis of the radial patterns of various epigenomic and genetic fea-
tures, either genome-wide or by stratifying them by different sub-compartments. In general,
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active chromatin marks and features (i.e., DNA accessibility, H3K27ac, H3Kme3, genome-
bound RNAPII, gene density, and gene expression) showed a genome-wide increase toward
the nuclear interior (Figure 4.3.2a-b, Paper II Extended Data Figure 4a-d). At the same time,
the heterochromatin marker H3K9me3 showed an overall homogeneous distribution along the
nuclear radius, with a mild decrease towards the interior. The radial patterns became more
complex when the same analysis was performed on different sub-compartments. For exam-
ple, DNA accessibility increased towards the center for bins belonging to A1, A2, and B1
chromatin, but remained flat for the B2. Of note, DNA accessibility seemed higher for in-
ternally located polycomb-repressed bins (B1) when compared to bins belonging to peripher-
ally located and transcriptionally active A1 chromatin regions. In the case of the H3K9me3,
even though the genome-wide trend showed a mild decrease towards the center, this mark ap-
peared to be increasing rather sharply towards the interior of the nuclus in the B2 subcompart-
ment (Figure 4.3.2c). Interestingly, the active and poised enhancer mark H3K4me1 showed a
genome-wide increase towards the nuclear interior while showing a substantial decrease in the
same direction for all subcompartments (Figure 4.3.2d). The Polycomb marker H3K27me3,
thus associated with repressed chromatin, showed an increase in intermediate radial layers,
which, as expected, followed the radial distribution of the Polycomb-target homeobox genes
(Figure 4.3.2e-f).
We then explored whether genes involved in specific pathways showed peculiar radial ar-
rangement. While most pathways showed a distribution in line with the overall gene distri-
bution, a few cases stood out, for example, genes up- or down-regulated upon UV exposure
showed drastically opposite arrangements, with the first ones being enriched at the nuclear
interior and vice-versa. On the same line, we explored the radial distribution of predicted
transcription factor binding site (TFBS) motifs and found that transcription factors (TFs) can
be divided into three main categories. TFs whose binding motifs were enriched at the nuclear
periphery (i.e., showing a strong anti-correlation with GPSeq score) were characterized by a
low GC-content (i.e., lower than 0.5), while TFs whose binding motifs were enriched at the
nuclear interior were characterized by a high GC-content (i.e., higher than 0.5). Interestingly, a
minority of transcription factors binding motifs, characterized by an intermediate GC-content
(i.e., typically between 0.4 and 0.6) show weak or no correlation with GPSeq score indicating
a homogeneous radial distribution.
Additionally, GPSeq highlighted a gradual radial genome replication pattern, moving from
the nuclear interior towards its periphery, as DNA replication proceeds (i.e., from late G1 to
early G2; Figure 4.3.2i). Interestingly, subcompartments B2 and B3 seem to replicate late even
when internally located (Paper II Extended Data Figure 5b), and subcompartments A2 and B1
appeared to be the main drivers of the aforementioned overall gradual radial replication pattern
(Paper II Extended Data Figure 5c).
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4.4 3D genome modeling
We then moved to evaluate whether GPSeq could represent a valuable contribution to the ef-
forts to generate 3D genome reconstructions from Hi-C data. We reasoned that, due to the
Hi-C method’s intrinsic tendency to under-detect inter-chromosomal contacts, an additional
radial constraint could improve the orientation and localization of modeled chromosome ter-
ritories. To this end, we initially applied chromflock, a 3D genome structure generation tool
developed in our lab and based on PGS163,164, to a publicly available HAP1 Hi-C dataset68 and
generated 10,000 structures, at 1 Mb resolution, with and without GPSeq score integration
(Figure 4.4.1a).
Structures generated at 1 Mb without GPSeq score integration showed a strong correlation
with Hi-C input (PCC: 0.608, Paper II Supplementary Figure 8a), but only a weak correlation
with GPSeq (PCC: 0.404, Paper II Supplementary Figure 9g) or with radial position mea-
sured by iFISH (PCC: 0.421, Paper II Supplementary Figure 9h). On the other hand, using
the GPSeq score as a radial constraint during structure generation showed improvements in
the correlation with the Hi-C input (PCC: 0.676, Figure 4.4.1b-c), with GPSeq (PCC: 0.971,
Paper II Extended Data Figure 6d) and with radial position measured by iFISH (PCC: 0.947,
Figure 4.4.1d). Moreover, GPSeq-informed structures showed a more polarized A/B com-
partment arrangement, with B compartments more peripheral than A compartments (Paper II
Extended Data Figure 8a-b).
To better investigate our initial hypothesis, where the use of GPSeq data should improve
chromosome localization and orientation, we first generated an additional set of 10,000 struc-
tures, at 1Mb resolution, with andwithout GPSeq score integration, but with complete removal
of any inter-chromosomal contacts from the input Hi-C data. As expected, structure genera-
tion using only intra-chromosomal Hi-C contacts showed a lack of apparent structure from
the averaged structure distance matrix (Paper II Supplementary Figure 9a), and a considerable
drop in correlation with GPSeq (PCC: -0.244, Paper II Supplementary Figure 9e) and with
iFISH measurements (PCC: -0.131, Paper II Supplementary Figure 9f). Strikingly, the com-
bination of GPSeq and intra-chromosomal Hi-C contacts seemed to rescue the correlation and
drastically improved the generated structures’ quality. Specifically, these structures showed an
increased correlation with Hi-C input (PCC: 0.702, Paper II Extended Data Figure 7c), with
GPSeq (PCC: 0.957, Paper II Extended Data Figure 7e), and with iFISH measurements (PCC:
0.942, Paper II Extended Data Figure 7f).
Moreover, we generated 1,000 structures at 100 kb resolution, with and without GPSeq
score integration. Not only did these GPSeq-informed structures show a strong correlation
with FISH measurements (PCC: 0.914, Figure 4.4.1f), they additionally showed the expected
arrangement of subcompartments, with B3 regions at the nuclear periphery and A1 regions in
the nuclear interior (Figure 4.4.1g, Paper II Extended Data Figure 8c-d). Furthermore, while
both sets of structures generated with and without GPSeq showed somewhat comparable levels
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Figure 4.4.1: 3D genome modeling with chromflock. (a) Visual representation of four out of the
10,000 structures generated by chromflock, at 1 Mb resolution, with GPSeq integration. Each bead
corresponds to a 1 Mb genomic region. Beads are colored by chromosome. Sticks connect consecutive
beads on the linear genome. (b) Hi-C/structures distance matrix at 10 Mb resolution. The bottom
triangle shows the input Hi-C contact frequency converted to distance by raising it to the power of -
0.25. The top triangle shows the average distance between two genomic regions across all structures.
Correlation coefficients are reported between the input Hi-C and structures-based distance matrices
at 1 Mb resolution. (c) Correlation between the input Hi-C and structures-based distance matrices at
10 Mb resolution. (d) Correlation between the average distance between a genomic region and the
nuclear surface averaged across all 1 Mb HG structures and FISH-based measurement. (e) Midsection
visualization of a 100 kb structure generated by chromflock, with beads colored by subcompartment.
(f) Same as d, but with 100 kb structures. HG: structures generated by combining Hi-C and GPSeq.
Adapted from Girelli G., Custodio J. & Kallas T., et al., Nature Biotechnology, 2020 (Paper II2).
of A1/B3 subcompartment polarization in each chromosome territory, the radial orientation
of this polarization appeared to be correctly preserved only when the additional centrality
constraint from GPSeq was in place (Paper II Extended Data Figure 9).
Altogether, these results confirmed that an additional radial constraint, in this case repre-
sented by GPSeq, can indeed improve the quality of 3D genome structure generation with the
potential to provide novel biological insights.
4.5 Radial arrangement of mutations and DNA double-
strand breaks
Finally, we aimed at addressing the long-standing hypothesis that heterochromatin could
shield euchromatin from DNA damage, also known as the "body-guard hypothesis"165,166. In
fact, a number of studies have generated data in agreement with this hypothesis by showing
that single-nucleotide polymorphisms (SNPs) and cancer-associated single-nucleotide vari-
ants (SNVs) are more frequent in heterochromatic regions167–170. However, none of these
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studies addressed the question of where would such heterochromatic regions be located.
To this end, we focused on four publicly available lists of cancer-associated SNVs, and
on SNPs annotated from the 1000 Genomes Project171. Using GPSeq to visualize their radial
distribution, we revealed that cancer-associated SNVs tend to be enriched at the nuclear pe-
riphery (Figure 4.5.1a). At the same time, SNPs show amore homogeneous distribution with a
mild increase towards the nuclear interior (Figure 4.5.1b). This is consistent with the previous
studies that associated cancer-related SNVs with the H3K9me3 heterochromatin marker168.
Interestingly, while the increase of SNPs frequency in the nuclear interior seemed indicative
of a connection with active chromatin, stratification by subcompartment revealed that the SNP
burden was higher in B1 and B2 subcompartments (Figure 4.5.1b). The B1 and B2 subcom-
partment bins carrying SNPs happened to be enriched in the center of the nucleus. This anal-
ysis showed that even though both SNVs and SNPs were enriched in heterochromatic regions,
only the SNVs seemed to associate with the peripheral heterochromatin, in agreement with
the bodyguard hypothesis. The same does not seem to hold true for the SNPs, which, despite
being enriched in heterochromatin, are part of B1 and B2 subcompartment regions enriched
Figure 4.5.1: Radial arrangement of mutations and DNA double-strand breaks. (a) Radial distribution
of germline SNPs and cancer-related SNVs, at 100 kb resolution. (b) Germline SNPs radial distri-
bution, at 100 kb resolution, stratified by subcompartment. (c) GPSeq score distribution for genomic
regions involved or not in gene fusions. (d) Mingling frequency of genomic regions involved or not
in gene fusions from 100 kb structures. (e) Radial distribution of DSBs, at 100 kb resolution, strati-
fied by protein-coding gene part. (f) Same as e, but stratified by subcompartment. Dashed black line:
genome-wide unstratified distribution. Adapted from Girelli G., Custodio J. & Kallas T., et al., Nature
Biotechnology, 2020 (Paper II2).
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in the nuclear center. This observation suggests different underlying mutational processes for
germline SNPs and cancer SNVs.
We then moved to investigate the radial distribution of genomic loci involved in gene fu-
sions. GPSeq revealed that gene fusion-related genomic regions tend to be more internally
located than the rest of the genome (Figure 4.5.1c), consistent with a speculated link between
active transcription and gene fusion172. Moreover, chromflock-generated structures at 100
kb, with GPSeq integration, revealed a higher frequency ofmingling for fusion-related regions.
Mingling frequency indicates the fraction of structures in which a genomic region enters enters
another chromosome’s territory (Figure 4.5.1d).
These observations lead us to investigate the radial distribution of double-strand breaks
(DSBs), which have been previously implicated in the formation of cancer-related gene fu-
sions173. We achieved this by combining GPSeq with a map of endogenous DSBs previously
generated with the BLISS method174. Indeed, DSBs appeared to be more frequent in gene
fusion-related regions (Paper II Extended Data Figure 10d), and DSBs frequency appeared
to increase from the nuclear periphery towards its interior, in both genic and non-genic re-
gions (Figure 4.5.1e-f). Additionally, radial analysis of immunofluorescence images labeling
the DSBs marker - phosphorylated histone H2A.X - consistently showed the same pattern of
signal increasing towards the nuclear interior (Paper II Extended Data Figure 10f).
Altogether, these observations underscore howGPSeq radial maps can unveil novel aspects





This chapter briefly summarizes the primary materials and methods, both experimental and
computational, used in this thesis’s studies. For more details or methods pertaining to specific
analyses not presented here, please refer to the main text and supplementary materials of Paper
I and II.
5.1 Experimental Materials and Methods
5.1.1 Cell culture
5.1.1.1 For iFISH
A549 lung carcinoma cells, HME human mammary epithelial cells, and IMR90 fetal lung
fibroblasts were purchased from ATCC (cat. no. CCL-186, PCS-600–010, and CCL-185,
respectively). HAP1 chronic myeloid leukemia cells were purchased from Horizon Discovery
(cat. no. C859). Human embryonic stem cells (HS975 40 ) were derived and used following
the donor’s written consent and approval from Regional Ethical Review Board in Stockholm
(2011/745–31/3).
Cells were cultured following the manufacturer’s instructions in 6-well chambered cov-
erslips (custom-made by Grace Bio-Labs) or in coverslips immobilized onto a silicon gas-
ket (CultureWell Multislip Cell Culture System MSI-12, Thermo Fisher Scientific, cat. no.
C24760). Specifically: A549 cells were cultured in Ham’s F-12K (Kaighn’s) Medium
(Thermo Fisher Scientific, cat. no. 21127022) supplemented with 10% FBS; HAP1 cells in Is-
cove’sModified Dulbecco’sMedium (Sigma-Aldrich, cat. no. I2911) supplemented with 10%
FBS; HME cells were cultured in Medium 171 (Thermo Fisher Scientific, cat. no. M171500)
supplemented with Mammary Epithelial Growth Supplement (Thermo Fisher Scientific, cat.
no. S0155); IMR90 cells were cultured inMinimumEssentialMedium (MEM,Merck, cat. no.
M4655) supplemented with 10% FBS, 1% non-essential amino acids (Thermo Fisher Scien-
tific, cat. no. 11140035) and 1% L-glutamine (Thermo Fisher Scientific, cat. no. 25030081);
Primed hESCs were cultured in NutriStem hPSC XF Medium containing bFGF and TGFβ
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(Biological industries, cat. no. 05–100–1 A) on coverslips pre-coated with 10 µg/ml Human
recombinant laminin-521 (BioLamina, cat. no. LN521–03).
5.1.1.2 For YFISH and GPSeq
HAP1 and GM06990 cells were obtained from Horizon Discovery (cat. no. C859) and Coriell
Cell Repository (cat. no. GM06990), respecctively.
HAP1 cells were cultured in Iscove’s Modified Dulbecco’s Medium (IMDM, Merck, cat.
no. 51471C) supplemented with 10% fetal bovine serum (FBS, Thermo Fisher Scientific, cat.
no. F2442). GM06990 cells were cultured in Roswell Park Memorial Institute Medium 1640
supplemented with 2 mM L-glutamine (RPMI, Sigma, cat. no. R8758) and 15% fetal bovine
serum (Thermo Fisher Scientific, cat. no. F2442).
5.1.2 Sample preparation
5.1.2.1 For iFISH
The samples were processed once the cells reached 80% confluence in each well (60% in
case of hESCs) following an adapted version of the protocol for 3D-FISH135. Briefly, cells
were fixed for 10 min at room temperature (in 1x PBS (Thermo Fisher Scientific, cat. no.
AM9625)/4% formaldehyde (EMS, cat. no. 15710)) followed by quenching for 5 min at room
temperature (in 1x PBS/125 mM glycine). Then, the samples were washed and permeabilized
(in 1x PBS/0.5% Triton X-100 for 20 min at room temperature). After overnight incubation (in
1x PBS/20%glycerol at room temperature), the samples were subjected to five cycles of freeze-
and-thaw in liquid nitrogen (30 s in liquid nitrogen, thawing in ambient air, 2–3 min in 1x
PBS/20% glycerol at room temperature), and then washed. Next, the samples were incubated
in 0.1 N HCl for 5 min and washed before being incubated overnight at room temperature (in
2x SSC/50% formamide/50 mM sodium phosphate). Finally, the samples were kept for one
week at +4 °C in 2x SSC/50% formamide/50 mM sodium phosphate. hESCs were additionally
incubated in 2x SSC/50% formamide/50 mM sodium phosphate/ 0.1% Tween20 for 24 h at
+4 °C in order to reduce auto-fluorescence in the AlexaFluor 594 channel. Lastly, the buffer
was exchanged to 2x SSC at +4 °C, and the samples were stored in it for up to 1 month.
5.1.2.2 For YFISH and GPSeq
HAP1 cells were seeded directly onto 22x22 mm coverslips placed in 6-well plates and grown
until ~70% confluency was reached in each well. Instead, GM06990 were first centrifuged for
5 min at 300 g, resuspended in 1x PBS, dispensed onto 22x22 mm coverslips pre-coated with
Poly-L-Lysine (Sigma, cat. no. P8920-100 ml), placed inside a 6-well plate, and incubated
for 10 min at room temperature (RT). Briefly, cells were fixed for 10 min at room temperature
(in 1x PBS (Thermo Fisher Scientific, cat. no. AM9625)/4% formaldehyde (EMS, cat. no.
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15710)) followed by quenching for 5 min at room temperature (in 1x PBS/125 mM glycine).
Then, the samples were washed and permeabilized (in 1x PBS/0.5%Triton X-100 for 20min at
room temperature). After overnight incubation (in 1x PBS/20% glycerol at room temperature),
the samples were subjected to four cycles of freeze-and-thaw in liquid nitrogen (30 s in liquid
nitrogen, thawing in ambient air, 2–3 min in 1x PBS/20% glycerol at room temperature), and
then washed. Next, the samples were incubated in 0.1 N HCl for 5 min and washed. Finally,
the samples were rinsed in 2x SSC buffer (Thermo Fisher Scientific, cat. no. AM9763) and
stored in 2x SCC/0.05% NaN3 up to one month at 4 °C.
5.1.3 iFISH protocol
A step-by-step protocol is available on Research Square175.
5.1.3.1 Probe amplification
iFISH probe oligonucleotides were initially purchased as 12 K oligo-pools from CustomArray
Inc. Each oligo-pool was diluted and dispensed equally in volumes in 96-well plates, with each
well corresponding to a specific probe. The oligos in each well were then amplified by real-
time PCR with the SYBR Select Master Mix (Thermo Fisher Scientific, cat. no. 4472913).
PCR primers were designed to anneal to the F and R adapters (specific for each probe in the
pool) and incorporated the C adapter and T7 promoter sequence on the 5’ side of the F and R
adapters, respectively. All primers were purchased from Integrated DNA Technologies (IDT)
as standard desalted oligos. The PCR products in each well were separately purified with
Agencourt AMPure XP beads (Beckman Coulter, cat. no. A63881), and their DNA concen-
tration was quantified using the Qubit dsDNAHSAssay Kit (Thermo Fisher Scientific, cat. no.
Q32854). Next, each PCR product was amplified to single-stranded RNA using the HiScribe
T7 Quick high yield RNA synthesis kit (NEB, cat. no. E2040S). Each reaction was carried out
at 37 °C for 12–16 h, in a final volume of 30 µL containing 1 µg of purified PCR product, 6.67
mM of dNTPs, 2 Units of RNaseOUT Recombinant Ribonuclease Inhibitor (Thermo Fisher
Scientific, cat. no. 10777019) and 2 µL of T7 RNA polymerase mix. The amplified RNA was
purified with Agencourt RNAClean XP beads (Beckman Coulter, cat. no. A63987), and its
concentration was measured with the Qubit RNA BR assay (Thermo Fisher Scientific, cat. no.
Q10210). The purified RNA was converted into cDNA by reverse transcription (RT) using the
Maxima H Minus Reverse Transcriptase (Thermo Fisher Scientific, cat. no. EP0751) and a
primer with the C adapter sequence (RT primer). Each reaction was carried out at 50 °C for 1
h, in a volume of 20 µL containing 15 µg of purified RNA, 1.5 mM of dNTPs, 20 µM of the
corresponding primer, 1x reverse transcription buffer, 10 Units of Maxima H reverse transcrip-
tase, and 2 Units of RNaseOUT. Reaction enzymes were inactivated via incubation at 85 °C for
5 min. Template RNA was removed by adding 20 µL of 0.5 M EDTA and 20 µL of 1 M NaOH
directly into the RT reaction and then incubating at 95 ° C for 15 min. Afterward, the single-
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stranded DNA was immediately purified using Oligo binding buffer (Zymo Research, cat. no.
D4060–1–40) and Zymo-Spin IC columns (Zymo Research, cat. no. C1004). Each probe was
eluted in 40 µL nuclease-free water and its concentration was measured with the Qubit ssDNA
Assay Kit (Thermo Fisher Scientific, cat. no. Q10212). The probes’ lengths were matched to
the expected by running them on Novex TBE-Urea Gels, 15% (Thermo Fisher Scientific, cat.
no. EC6885BOX). Probes were then stored at −20 °C before DNA FISH experiments.
5.1.3.2 Single-locus probe FISH
The samples were covered with pre-hybridization buffer (PHB: 2x SSC/5x Denhardt’s solu-
tion/50 mM sodium phosphate buffer/1 mM EDTA/100 ng/µL ssDNA/50% formamide, pH
7.5–8.0) and incubated for 1 h at 37 °C in a humidity chamber. The PHB was then replaced
with 10 µL of hybridization mix (HM-1: 1 pmol of each probe added 1:9 v/v ratio to 2.2x
SSC/5.5x Denhardt’s solution/55 mM sodium phosphate buffer/1.1 mM EDTA/111 ng/µL ss-
DNA/55% formamide/11% dextran sulfate, pH 7.5–8.0) and the coverslip sealed on top of a
microscopy slide with fixogum (MP Biomedical, cat. no. 11FIXO0125). Once the fixogum
solidified, DNAwas denatured by placing the samples on a heating block, pre-heated at 75 °C,
for 3 min, followed by a 15-18 h incubation at 37 °C. Next, the samples were washed, and the
second hybridizationwas performed by incubating the samples in a humidity chamberwith 100
µL of the second hybridization mix (HM-2: containing fluorescently-labeled oligonucleotides,
each at a final 20 nM concentration, in 2xSSC/25% formamide/10% Dextran sulfate/1 mg/mL
E.coli tRNA/0.02% bovine serum albumin/10 mMVanadyl-ribonucleoside complex) at 30 °C
for 3 h. Afterward, the samples were washed and stained for DNA (30 min at 30 °C in 1.23
ng/mL Hoechst 33342 in 2x SSC/25% formamide) before mounting and imaging.
5.1.3.3 Chromosome-spotting probe FISH
The samples were first subjected to two consecutive pre-hybridization steps: (1) incubation for
1 h at room temperature in a drop of Image-iT FX Signal Enhancer (Thermo Fisher Scientific,
cat. no. I36933), followed by (2) removal of signal enhancer and incubation in PHB for 1 h at
37 °C in a humidity chamber. Then, the protocol follows the same steps as for the single-locus
probes (section 5.1.3.2), with HM-1 containing each probe at a final concentration of 6 nM.
5.1.4 GPSeq protocol
A step-by-step GPSeq protocol is available on Research Square176.
5.1.4.1 Digestion and ligation
Briefly, in situ restriction was performed using either 10 µl of HindIII-HF (NEB, cat. no.
R3104S) or 8 µl of MboI (NEB, cat. no. R0147M) in 400 µl at 37 °C for different durations,
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ranging from 1min to 30min, in the case ofMboI, and 6 h in the case of HindIII. The restriction
reaction was stopped by placing the samples in ice-cold 1x PBS/50 mM EDTA/0.01% Triton
X-100 andwashing themmultiple times on ice. Afterward, the sampleswere dephosphorylated
by incubating them in 400 µl of 1x calf intestinal alkaline phosphatase buffer containing 6 µl of
calf intestinal alkaline phosphatase (Promega, cat. no. M1821) for 2 h at 37 °C. Next, ligation
was performed with YFISH adapters at a final concentration of 0.2 µM in 300 µl of 1x T4 DNA
ligase buffer containing 36 µl of T4 DNA ligase (Thermo Fisher Scientific, cat. no. EL0014),
and by incubating the samples for 18 h at 16 °C. The next day, unligated adapters were washed
by incubating the samples in 10 mM Tris-HCl/1 M NaCl/0.5% Triton X-100, pH 8, five times
for 1 h each at 37 °C while shaking.
5.1.4.2 YFISH and imaging
After digestion and ligation (section 5.1.4.1), the hybridization mix was prepared by dilut-
ing the labeled oligonucleotide to 200 nM in a hybridization buffer containing 2x SSC/25%
formamide/10% dextran sulfate/1 mg ml−1 E. coli tRNA/0.02% bovine serum albumin. The
coverslips were placed onto a piece of Parafilm, with cells facing a 300-µl droplet of hybridiza-
tion mix, and incubated in a humidity chamber for 18 h at 30 °C. The next day, the samples
were washed in washing buffer containing 2x SSC/25% formamide for 1 h at 30 °C. Finally,
the samples were incubated in 2x SSC/25% formamide/0.1 ng µl−1 Hoechst 33342 (Thermo
Fisher Scientific, cat. no. H3570) for 30 min at 30 °C, rinsed twice in 2 × SSC and mounted in
ProLong Gold Antifade Mountant (Thermo Fisher Scientific, cat. no. P36930) before imag-
ing. All samples were imaged using either wide-field epifluorescence microscopy or STED
microscopy (see Paper II Supplementary Methods for more details).
5.1.4.3 Library preparation and sequencing
After digestion and ligation (section 5.1.4.1), cells were scraped off the coverslips and di-
gested in 110 µl of 10 mM Tris-HCl/100 mM NaCl/50 mM EDTA/1% SDS, pH 8, containing
10 µl of Proteinase K (NEB, cat. no. P8107S), for 18 h at 56 °C. The next day, the reac-
tion enzymes were inactivated by increasing the temperature to 96 °C for 10 min. Genomic
DNA (gDNA) was purified using phenol-chloroform extraction and precipitated gDNA us-
ing glycogen (Sigma, cat. no. 10901393001) and sodium acetate, pH 5.5 (Life Technologies,
cat. no. AM9740) in ice-cold ethanol (VWR, cat. no. 20816.367) for 18 h at –80 °C. The
DNA pellets were then resuspended in 100 µl of TE buffer and sonicated in a Bioruptor Plus
machine with the following settings: 30 s ON, 90 s OFF, high mode, 16 cycles. Afterward,
gDNA was concentrated to a final volume of 8 µl in nuclease-free water, using AMPure XP
(Beckman Coulter, cat. no. A63881). In vitro transcription (IVT) was performed, separately
on each sample, with the MEGAscript T7 Transcription Kit (Thermo Fisher Scientific, cat.
no. AM1334-5), using the same amount of gDNA (between 50 and 300 ng) for each sample in
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a final volume of 20 µl and incubating the samples for 14 h at 37 °C. After IVT, 1 µl of DNAse
I (Thermo Fisher Scientific, cat. no. AM2222) was added to the samples and incubated for 15
min at 37 °C. RNA was then purified with Agencourt RNAClean XP beads (Beckman Coul-
ter, cat. no. A63987). Lastly, sequencing libraries were prepared using the TruSeq Small
RNA Library Preparation Kit (Illumina, cat. no. RS-200-0012), following the manufacturer’s
instructions (modifications to the manufacturer’s protocol are described in the step-by-step
protocol). All the libraries were sequenced with the NextSeq 500 system (Illumina) using the
NextSeq 500/550 High Output v2 kit (75 cycles) (Illumina, cat. no. 20024906).
5.1.5 Image acquisition and pre-processing
5.1.5.1 For iFISH
All samples were imaged using a 100x 1.45 NA objective mounted on a custom-built Eclipse
Ti-E inverted microscope system (Nikon) controlled by the NIS Elements software (Nikon)
and equipped with an iXON Ultra 888 ECCD camera (Andor Technology). Multiple image
stacks were acquired for each sample, each consisting of 49–60 focal planes spaced 0.3 µm
apart. Raw images were converted from ND2 (Nikon) format to uncompressed TIFF format
using the nd2_to_tiff script from our custom-developed pygpseq Python3 package avail-
able on GitHub: https://github.com/ggirelli/pygpseq/releases/tag/v3.3.5. Out-of-focus image
stacks were removed by using the tiff_findoof script of the pygpseq package. The script
identifies and discards stacks in which the peak of the gradient magnitude of the stack intensity
over Z does not fall in a range of 50% of the stack around the mid slice. To correct chromatic
aberrations and shifts between channels, TetraSpeck Microspheres (0.1 µm, fluorescent blue/
green/orange and dark red, Thermo Fisher Scientific, cat. no. T7279) were imaged before or
after each imaging session. The DNA stain channel was used as the reference channel, and the
location of the beads was determined by fitting a 2D Gaussian profile in (x,y) and a 1D Gaus-
sian in z by optimizing a maximum-likelihood functional using the Nelder–Mead method177.
Signals corresponding to the same bead were identified by clustering the strongest dots de-
tected in the DNA channel with the strongest dots in each other channel. After determining the
shift between the channels, outliers were detected and discarded. Finally, a second-order 2D
polynomial deformation was fitted to the (x,y) plane using the remaining point pairs. Along
the z directions, only a shift correction was applied178. After chromatic aberration correc-
tion, automated 3D segmentation of cell nuclei stained with Hoechst 33342 was performed.
To this end, the DNA staining channel was first deconvolved using the Huygens Professional
v17.04 Software (Scientific Volume Imaging), with the following parameters: CMLE algo-
rithm, null background, and signal-to-noise ratio (SNR) of 7, in 50 iterations. A theoretical
point spread function was estimated using the same software, considering both the micro-
scope setup and the optical configuration used to acquire the images. After deconvolution, 3D
segmentation of the nuclei in each field of view was performed using the tiff_auto3dseg
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script of the pygpseq package. The script combines with a logical AND operation two bi-
nary masks, generated with the threshold_otsu and threshold_local methods from the
scikit-image.filters package179. Then, it discards objects touching the XY contour of
the image, fills any holes in the masks, and performs a dilate-fill-erode operation. To identify
putative G1-phase cells, a previously published approach180 that selects nuclei based on the
integral of DAPI intensity over the nuclear volume was adapted. Briefly, a sum of Gaussians
is first fitted to the distribution of both total DNA staining intensity over the nuclear volume
and nuclear area in the z-projection of the segmented images. In cases when the fitting fails, a
single Gaussian is fitted instead. Lastly, all nuclei falling in a range of ±3x standard deviations
around the mean of the major fitted Gaussian in both distributions were labeled as G1.
5.1.5.2 For YFISH
All YFISH, 3DDNAFISH, and IF samples were imaged a 100x 1.45NA objectivemounted on
the custom-built Eclipse Ti-E inverted microscope system (Nikon) described above for iFISH
(section 5.1.5.1). For YFISH and 3D DNA FISH, multiple image stacks were acquired per
sample, each consisting of 40–110 focal planes spaced 0.2 or 0.3 µm apart. All images were
corrected for chromatic aberrations as described above for iFISH (section 5.1.5.1).
Super-resolution 3D-STED imaging of YFISH samples was performed on a Leica SP8 3X
STED system equipped with lasers for the depletion of fluorophores emitting in the blue/green
(592 nm, MPB Communications Inc.), orange (660 nm, Laser Quantum), and red/far-red (775
nm, OneFive GmbH). Specifically, YFISH signal was imaged by exciting the ATTO647N flu-
orophore with a tunable pulsed white-light fiber laser (Leica Microsystems), and an excitation
wavelength of 640 nm together with 775 nm stimulated emission depletion. Similarly, DNA
staining with Hoechst 33342 was imaged with a 405 nm excitation laser delivered by a diode-
laser. All the samples were imaged with a chromatically optimized oil-immersion objective
(HC PL APO 100X/1.40 OIL STEDWHITE, Leica Microsystems). The fluorescence signals
were passed through a 0.9–1.0 Airy unit pinhole and detected using sensitive photodetectors
(Leica Hybrid Detectors). The emitted light was filtered by appropriate dichroic mirrors and
selecting an appropriate wavelengthwindow (Hoechst 33342: 420–480 nm; ATTO647N: 650–
730 nm) in the Acousto-Optical Beam Splitter (AOBS, Leica Microsystems). Excess STED
laser light was blocked with a sharp notch filter in front of the ATTO647N detector. Dual-color
axial stacks were acquired sequentially, frame-by-frame, at a scan speed of 400 lines per sec.
The super-resolution STED pixel size was tuned based on the depletion power applied laterally
and axially (80% laterally and 20% axially). Before analysis, all stacks were deconvolved with
the Huygens Software (Scientific Volume Imaging).
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5.2 Computational Materials and Methods
5.2.1 Homologous sequence design
All 40-mers of the human reference genome (Grch37/hg19 GCA_000001405.1) were ex-
tracted using JELLYFISH v2.2.6157 and a custom-made pipeline in Perl, which we dubbed
oligo-picker181. The extracted 40-mers were retained only when they did not contain a
homopolymer stretch of 7 or more bases, and they had a GC-content within the 35–80% inter-
val. Then, the average melting temperature of the remaining 40-mers was calculated. Subse-
quently, sequences with a homology of 70% or higher to more than one genomic location were
discarded using VMATCH v2.2.4158. Afterward, the delta free energy (∆G) of the most stable
secondary structure at 65 °C was calculated using OligoArrayAux v3.8138, and 40-mers with
a negative ∆G were discarded. Only the 40-mers with a melting temperature in a range of
20 °C around the previously calculated average temperature were retained for further analysis.
Lastly, overlapping 40-mers were discarded by starting from the first one and iterating through.
All retained 40-mers were stored in a sqlite3 database for easy access.
An additional database was generated by flagging 40-mers based on their off-
target count. Briefly, to achieve this, bowtie v1.2.2182 was used to align the 40-
mers to the human genome reference, allowing up to 6 mismatches with the fol-
lowing command: bowtie -f -seedlen 10 -seedmms 3 -maqerr 200 -k 1000 -sam
-mm hg19.genome.fa unique_oligonucleotides_2016_run40mer_h70.fasta. The
-seedmms , -seedlen and -maqerr parameters correspond to the seed length, the number
of maximum mismatches allowed in the seed sequence, and the threshold for the total number
of mismatches in the final alignment, respectively. sambamba v0.6.7183 was used to sort and
index the alignment file and a custom Python script to post-process and to collect statistics for
each entry in our initial dataset. Briefly, each oligonucleotide sequence was flagged if it had
more than 10 off-targets with up to 5 mismatches, based on the "NM:i < N >" flag.
5.2.2 Orthogonal sequence design
All 20-mers from a previously published list of 240,000 25-mers orthogonal to the
human genome161 were extracted using a custom-made pipeline (ood-fish v0.0.2,
https://github.com/ggirelli/ood-fish/releases/tag/v0.0.2). The 20-mers were aligned to
the human reference genome (Grch37/hg19 GCA_000001405.1) using BLAT v36x1159
with the following parameters: -tileSize=6 -stepSize=1 -minMatch=1 -oneOff=1
-minScore=0 -minIdentity=0 -maxGap=0 -repMatch=131071 -noHead. All the 20-
mers with at least one alignment with maximum homology (defined as the fraction of single-
base matches over the sequence length, i.e., 20 nt) equal to or higher than 80% of the oligonu-
cleotide length (i.e., 16 nt) were discarded. The self-dimerization free energy (∆GS) of
all the 20-mers was then calculated, and only sequences with self-dimerization free energy
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∆GS > –5 kcal/mol were retained. Then, the lowest hetero-dimerization free energy (∆GH)
for every pair of 20-mers and their reverse complement sequence was calculated. The largest
set of 20-mers with ∆GS ≥ –9 kcal/mol was identified using the Parallel Maximum Clique
library160. Both ∆GS and ∆GH values were calculated using the nearest-neighbor method for
the longest stretch of matching nucleotides, assuming an oligonucleotide concentration equal
to 0.25 M and a sodium concentration equal to 50 mM.
5.2.3 iFISH data analysis
First, out-of-focus image stacks were discarded, DNA staining channels deconvolved, nuclei
automatically segmentated in 3D, FISH signals detected in 3D, and chromatic aberrations
corrected, as described above for iFISH (section 5.1.5.1).
Then, the output of DOTTER was passed to the gpseq_fromfish script of the pygpseq
package to measure the radial position of FISH dots. Briefly, for each FISH dot, the script
computes its distance from the nuclear edge (i.e., the contour of the segmented DNA stain)
as well as from the nuclear center. The distances are then normalized in a FISH dot-wise
manner by dividing them by the sum of the corresponding distances from the nuclear edge
and center. In this case, the nuclear center was defined as the set of voxels in the top per-
centile of the distribution of distances from the nuclear edge. This analysis was implemented
as a snakemake workflow184, also available on GitHub: https://github.com/ggirelli/iFISH-
singleLocus-analysis/releases/tag/v1.0.
5.2.4 YFISH image analysis
First, out-of-focus image stacks were discarded, DNA staining channels deconvolved, and nu-
clei automatically segmentated in 3D, as described above for iFISH (section 5.1.5.1).
The gpseq_anim script of the pygpseq package was then run on the YFISH images. The
script first estimates the background level of both DNA and YFISH channels as the median
background intensity and subtracts these values from the original image (with negative in-
tensity voxels set to zero). The script estimates the volume, shape, surface, flattened size (in
Z-projection), the sum of intensity, average intensity, a shape descriptor, and the center of mass
for each segmented nucleus. Specifically, the script was run with the following parameters:
--compressed -rn -a 200 130 130 --an-type 3d - uy --nuclear-sel -t 10. In
particular, the -u parameter allows extracting all the nuclear bounding boxes for further analy-
sis. For each voxel, the pipeline produced all channel images, nuclear masks, and EDT-based
matrices with absolute distance from the nuclear lamina and center (defined as the 1% most
distant voxels from the lamina).
The pygpseq-scripts suite of Python3 and R scripts185 was used to analyze the extracted
nuclear bounding boxes. First, the extract_nuclear_features.py script was run to obtain
all extracted nuclei characteristics, which were fed to the select_nuclei.R script, with pa-
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rameter k 2, to select only nuclei from cells in the G1 phase of the cell cycle. This script per-
forms a nuclear selection as described above for iFISH (section 5.1.5.1). Only nuclei selected
in such a manner were retained for further analysis. Afterward, the extract_nuclear_vx.py
script was used to obtain the following measurements for every single voxel of the selected nu-
clei: intensity from each channel, absolute distance from the nuclear lamina, absolute distance
from nuclear center, normalized distance from the nuclear lamina (defined as the absolute dis-
tance from the nuclear lamina divided by the sum of the absolute distance from lamina and
center).
Next, the voxel data to three scripts that build radial profiles from the nu-
clear periphery inwards for: (1) each condition (e.g., time of digestion) by pool-
ing all the nuclear voxels (extract_condition_profiles.py); (2) each nucleus
(extract_nuclear_profiles.py); and (3) single straight-line trajectories, going from the
nuclear center of mass (CoM) to the nuclear surface (extract_nuclear_radii.py). Specif-
ically, the extract_nuclear_radii.py script was run with default parameters to draw 200
straight trajectories and sample 100 points homogeneously in each of them, for 500 randomly
picked nuclei for each condition. The 200 trajectories all departed from the nuclear CoM,
were homogeneously spread in space using a spherical Fibonacci lattice, and terminated at
their point of intersection with the nuclear surface, determined by a triangular meshing algo-
rithm over the nuclear 3D mask. In all three cases, radial profiles were built by first dividing
the nuclear radius into 200 bins and then by assigning the intensity values of the voxels (or
sampled points) of interest to the corresponding bins, based on the normalized distance from
the nuclear lamina. Then, the median intensity of each bin was calculated and reported along-
side the midpoint of each bin. Finally, the extract_profile_descriptors.R script was run
to retrieve information on the peak, inflection point, and contrast of the profiles. Specifically,
the script fits a 5 th-degree polynomial curve to the profile data and uses the uniroot.all
function from the rootSolve R package (v1.7) to identify profile’s peak and inflection point,
and the relative intensities. The profile contrast is then calculated as the ratio of the intensity
at the peak over the intensity at the inflection point.
5.2.5 GPSeq pre-processing
Raw sequencing data were demultiplexed based on the RA5 indexes, either using the BaseS-
pace Sequence Hub cloud service of Illumina, or manually with bcl2fastq (v2.18). The
generated fastq files were quality-checked with fastqc(v0.11.4). Reads containing the full
prefix (UMI_barcode_restriction site) were selected using scan_for_matches. Afterward,
the reads were trimmed to remove the prefix (including the restriction site), and the remain-
ing part was aligned against the human reference genome (Grch37/hg19 GCA_000001405.1)
using bwa-mem. Primary alignments were retained only with a mapping quality equal to or
higher than 30, while the following were discarded: unmapped reads, chimeric reads, and
reads mapped to chrY (not present in HAP1 cells). The reads were selected for those whose 5’
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end is less than 20 bp away from the position of a HindIII or MboI recognition site (RS) in the
reference human genome, depending on which enzyme was used. The reads are not strictly
required to align precisely to RS’s position because the T7 polymerase and reverse transcrip-
tase used during the GPSeq library preparation are prone to occasionally skip some bases,
leading to the resulting reads aligning slightly downstream of the RS. Afterward, the UMI se-
quence of each aligned read was recovered, and the reads were filtered based on the quality of
the UMI sequence using an approach similar to the one used by the fastq_quality_filter
tool (http://hannonlab.cshl.edu/fastx_toolkit/index.html). UMI sequences mapped to the same
restriction site were de-duplicated, and a BED file containing the genomic coordinate and
number of de-duplicated UMIs associated with each restriction site was generated. All the
above steps were performed using gpseq-seq-gg (v2.0.2), a bash/Python/R custom-designed
pipeline available on GitHub (https://github.com/ggirelli/gpseq-seq- gg). A newer version of
the pipeline (v2.0.3) with improvements to the UMI de-duplication script’s efficiency is avail-
able at DOI: 10.5281/zenodo.3264757. This version is optimized to deal with datasets gener-
ated with 4-base cutters such as MboI used in this study. Finally, the BED files generated by
gpseq-seq-gg were corrected for the presence of the t(9;22) translocation using an ad hoc
Python script available at http://github.com/ggirelli/bed-fix-chrom- rearrangement (v0.0.1,
DOI: 10.5281/zenodo.3365906), using the following parameters: -1 chr9:133681295 -2
chr22:23632359.
5.2.6 Genome centrality estimation
After pre-processing (see section 5.2.5), centrality scores were estimated with the
gpseqc_estimate script of the gpseqc Python3 package186. This analysis was also imple-
mented as a snakemake184 workflow187. Briefly, the script first discarded restriction sites
(AAGCTT in Exp.1 and 2 with HindIII and GATC in Exp. 3 and 4 with MboI) associated with
an abnormally high number of de-duplicated UMIs for a given digestion time (i.e., condition)
by identifying outliers with a chi-squared method and a significance of 0.01. The reference
genome was then binned using either 1-Mb overlapping windows sliding in 100 kb steps (1
Mb resolution) or non-overlapping 100-kb windows (100 kb resolution). For each condition,
all the restriction sites that had been cut were considered to calculate a digestion probability,
based on which the GPSeq score in turn was calculated. The script generated a BED-like file
containing the GPSeq score per window and then masked it based on a manually curated mask
of repetitive and low-complexity regions (Paper II Supplementary Table 7). For comparison










In this thesis’s scope, we established two novel methods for investigating the mammalian
genome architecture and beyond.
The first method, namely iFISH (Paper I1), represents a powerful resource available to the
research community enabling easy design and large-scale amplification of DNA FISH probes.
Specifically, iFISH presents a framework for a straightforward design of both single probes or
multiple homogeneously distanced (spotting) probes. We implemented this framework in the
form of the ifpd Python package, which provides access to the probe design tools via a lo-
cally hosted web graphical user interface, complementing the two pipelines that we developed
to design of homologous (oligo-picker) and orthogonal (ood-fish) sequences. We applied
oligo-picker to establish a novel database of human genome homologous sequences, which
showed a higher genome coverage, essential for the design of probes targeting small genomic
regions when benchmarked against state-of-the-art OligoMiner-based databases. Addition-
ally, we designed, individually tested, and released a repository of 330 DNA FISH probes,
covering all human chromosomes in a uniform manner (every 10 Mb for chromosomes 1 to
16 X; every 5 Mb for chromosomes 17 to 22). Furthermore, we showcased the flexibility and
power of iFISH in several applications, revealing a lack of chromosome territories in a subset
of human embryonic stem cells and the necessity for high labeling frequency when estimating
chromatin volume from spotting probes.
The second method, namely Genomic loci Positioning by sequencing (GPSeq, Paper
II2), is a novel molecular biology assay allowing for genome-wide measurement of chromatin
radial localization. GPSeq is based on a simple yet elegant concept, in which the application of
differential enzymatic restriction times to different samples generates growing crown-shaped
genomic digestion waves from the nuclear periphery towards its interior. We provide an initial
proof-of-concept via our novel YFISH approach, which enables the visualization of digested
sites via fluorescence microscopy. To provide a quantitative assessment of the radial digestion
waves, we developed pygpseq, a Python package containing full-stack image analysis tools,
from conversion to TIFF format from microscope proprietary formats (e.g., ND2, CZI) to the
construction of radial intensity signal profiles.
71
We then established a sequencing-ready library preparation protocol applied to samples
subjected to different durations of restriction time. After sequencing, the reads generated from
each condition are pre-processed via a bash-based pipeline (gpseq-seq-gg) that generates
UMI-based de-duplicated read counts per restriction site, per condition. We initially designed
multiple potential mathematical formulations that combined these read counts from the dif-
ferent digestion times into potential centrality estimates in an unbiased manner. We evaluated
these formulations against the distance from the nuclear lamina measured for 68 genomic loci,
across 11 chromosomes, by exploiting our iFISH method. Most of our formulations were
strongly correlated with the iFISH-based measurements, based on which we selected the top-
performing formulation, which we then called "GPSeq score." We performed additional vali-
dation of the GPSeq score by comparing it with two orthogonal sequencing-based techniques,
Hi-C and DamID-seq, which yielded the expected results and intriguingly showed a differ-
ent radial distribution of constitutive and facultative lamina-associated domains (LADs) and
inter-LADs.
We believe that GPSeq represents a clear step forward compared to the other techniques
allowing for some degree of measurement of radial chromatin localization. For example, while
the TSA-seq154 method can be used to measure the distance of genomic loci from Lamin B1,
it has been reported to measure up to a maximum distance of 1.5 µm. Similarly, DamID-
seq98,99 performed on Lamin B1 can measure chromatin radial localization along a portion of
the nuclear radius but is limited to loci containing the GATC sequence and requires transgenic
samples. On the same line, GAM149, single-cell Hi-C32, and Dip-C33 allow for the estimation
of chromatin radial localization. However, GAM represents a relatively complex protocol,
based on cryosectioning and laser dissection, limiting the number of cells that can be easily
processed, and leaves questions on the achievable radial resolution of the technique, as this is
dependent on the number of sections per nucleus. Similarly, the single-cell Hi-C and Dip-C,
with the latter providing higher-resolution results, are expensive and laborious methods that
can be applied only to a limited number of single cells.
On the other hand, GPSeq is a relatively inexpensive and straightforward method that
allows measuring chromatin radial localization along the full nuclear radius. Furthermore,
GPSeq potentially allows for the combination of multiple restriction enzymes, thus overcom-
ing the limitation due to restriction enzyme motif distribution, and does not require any com-
plicated sample preparation, being applicable also to primary cell lines.
We applied GPSeq to haploid HAP1 human cells and confirmed previously known low-
resolution genome architecture patterns, like preferential internal localization of small chro-
mosomes and active chromatin. Using the A/B compartment annotations provided by Hi-
C, GPSeq confirmed the previously described radial polarization where B-compartments are
more peripheral than A-compartments40,41,188. Moreover, GPSeq allowed to reveal the ra-
dial distribution of subcompartments, showing a more refined organization than the simple
B-peripheral/A-internal dichotomy, with B1 being typically more internally located than A2
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subcompartment regions.
We combined GPSeq and publicly available RRBS-Seq and ChIP-seq data to investigate
the radial arrangement of chromatin marks and DNAmethylation. As expected, repressed and
inactive chromatin marks are enriched at the nuclear periphery, while active chromatin marks
are enriched at the nuclear interior. Stratification of radial chromatin mark radial distribution
revealed interesting and novel patterns, with the H3K9me3 heterochromatin mark decreas-
ing genome-wide towards the nuclear interior but sharply increasing for B2-subcompartment
regions. Similarly, the H3K4me1 active and poised enhancer mark increased genome-wide
towards the nuclear interior but showed a monotonic decrease in the same direction for all
subcompartments when taken separately. Moreover, we combined GPSeq and Repli-Seq to
reveal an A2/B1 subcompartment-driven gradient in replication timing, moving from the nu-
clear interior towards the periphery.
The genome-wide centrality maps drawn thanks to GPSeq allowed us to build accurate
and simple multi-variable linear regression models to predict radial positioning at different
resolutions. Specifically, we identified GC-content and chromosome size as the main predic-
tors of chromosome radial localization. At 1 Mb resolution, instead, the best model combined
GC-content, gene density, gene expression, and chromosome size. Applying the HAP1-based
models to human GM06990 lymphoblasts showed low prediction error compared to GPSeq
performed on that cell line. Altogether, this suggested that cell-type-independent genomic fea-
tures like GC-content and chromosome size might be drawing a radial localization blueprint,
further shaped by cell-type-dependent features like gene expression.
We then confirmed our hypothesis that GPSeqmight improve 3D genome reconstruction by
providing an additional centrality-based constraint to the construction algorithm. Specifically,
we implemented chromflock: an algorithm based on PGS163,164 that allows for the deconvolu-
tion of a Hi-C contact matrix into an ensemble of haploid putative single-cell-like 3D genome
structures, further allowing for seamless GPSeq integration. Indeed, chromflock was able to
reproduce previously published results, and the additional GPSeq constraint greatly improved
the radial organization of the 3D reconstructions. Interestingly, combining GPSeq radial maps
and intra-chromosomal Hi-C contacts was sufficient for the construction algorithm to recover
the Hi-C-detected inter-chromosomal contacts. Moreover, we showed that compartment and
sub-compartment polarization and radial orientation was following previously described pat-
terns only when the GPSeq constraint was in place. These results support the view that 3D
genome reconstruction from Hi-C can benefit from additional constraints deriving from or-
thogonal techniques, to yield more reliable 3D structures compatible with the investigation of
novel biological aspects.
Finally, we focused on the radial distribution of mutations, gene fusions, and double-strand
breaks. Specifically, genome-wide GPSeq-based radial maps allowed us to approach, for the
first time, the so-called "bodyguard hypothesis"165,166, where the peripheral heterochromatin
shields internal euchromatin from exogenous mutagens. In fact, GPSeq revealed that cancer-
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related SNVs tend to be enriched in the nuclear periphery, in direct contrast with germline
SNPs, which are enriched at the nuclear interior. Moreover, internally located germline SNPs
seemed to be more frequently located in B1/B2 subcompartments and not at active chromatin
A compartment regions. These results hint at a different underlying mechanism from which
germline SNPs and cancer SNVs might arise. Moreover, we showed that gene fusion-related
regions tend to be located more internally and mingle more frequently than other genomic re-
gions, in line with an increased double-strand break frequency and phosphorylated H2A.X his-
tone IF signal in internal regions. Altogether, these results underline the relevance of genome-
wide radial maps in the context of genome architecture-related studies.
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Chapter 7
Conclusion and Future Perspectives
In short, in this thesis, we presented two novel methods, iFISH and GPSeq, to investigate the
mammalian genome architecture. We envision some future improvements for both methods.
In iFISH, the ifpd package can be improved to provide more advanced design options, and
faster read/write operations. Moreover, we envision using a database containing overlapping
oligonucleotides, which might help in the design of probes in problematic areas by performing
a better selection of non-overlapping oligonucleotides during probe design. We are currently
developing these and other features in a new version of the package, namely ifpd2189, avail-
able on GitHub.
For GPSeq, we intend to extend the method by applying it to diploid cells and less rounded
nuclear shapes. Specifically, GPSeq application on diploid chimeric samples would directly
allow for allele-calling, revealing whether different alleles show different radial localizations.
In terms of nuclear shapes, GPSeq could be initially applied to cells with characteristically
elongated nuclei (e.g., human IMR90 fibroblast cells) and then to more complex shapes (e.g.,
white blood cells poly-lobated nuclei). Additionally, GPSeq could easily be adapted to be
applied on various samples, like tissues or other clinical samples, or even on condensed mi-
totic chromosomes, to unveil aspects of radial chromatin organization after compaction into
chromatids. Potentially, the simple enzyme diffusion concept at the basis of GPSeq could
be adapted to investigate the radial organization of other nuclear components, like RNAs or
proteins, the latter via a combination with mass spectrometry.
Many improvements could be applied to the image analysis, library pre-processing, and
GPSeq score calculation from the technical perspective. Specifically, the image analysis
dedicated pygpseq package should be updated to utilize more standardized formats (e.g.,
OME-TIFF) and a more robust object-oriented programming architecture for a more flexi-
ble and easily usable resource. We are currently implementing a new version of the package
(called radiantkit) available on GitHub (https://github.com/ggirelli/radiantkit). Recently,
we also implemented a data.table-based R script, called GPSeq-RadiCal190, which replaces
the gpseqc186 package while providing the same functionalities in a faster and more memory-
efficient manner.
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Furthermore, we envision establishing novel and more reproducible GPSeq pre-processing
and iFISH-based probe design pipelines by relying on cutting-edge containerization and work-
flow management tools like Docker191 and Nextflow192.
In conclusion, we believe that, while leaving space for further improvements, the current
versions of both iFISH and GPSeq methods represent crucial tools for the community to study
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