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Kurzzusammenfassung
Der Einsatz von automatisierten quantitativen Methoden in den Sozialwissenschaften gewinnt
stetig an Bedeutung. Dies hat zum einen mit der rasant wachsenden Menge und Verfügbar-
keit digital vorliegender Daten zu tun. Zum anderen erlauben es darüber hinaus innovative
automatisierte Ansätze, Ergebnisse zu produzieren, welche durch qualitative Arbeit allein
nicht möglich wären ([133]).
Die Implementierung innovativer Algorithmen zur Anwendung quantitativer Verfahren be-
darf jedoch eines großen Maßes an Wissen im Bereich der Programmierung sowie der
Funktionsweise der anzuwendenden Methoden. Da dieses Expertenwissen aber nur in den
wenigsten Fällen in rein sozialwissenschaftlichen Projekten vorhanden ist, ist es notwendig,
andere Lösungsmöglichkeiten zur Anwendung automatisierter quantitativer Verfahren in den
Sozialwissenschaften zu nutzen. Lediglich die Bereiche der Computational Social Science
sowie die Digital Humanities stellen Forschungsbereiche der Sozialwissenschaften dar, wel-
che als Vorreiter bereits Erfahrungen im Umgang mit automatisierten quantitativen Verfahren
aufweisen.
Eine mögliche Lösung für den breiten Einsatz von automatisierten Verfahren in den gesamten
Sozialwissenschaften ist die Erstellung und Anwendung von Text-Mining-Infrastrukturen,
die speziell ausgerichtet für den Einsatz in den Sozialwissenschaften sind. Diese erlauben es
Sozialwissenschaftlern, mit einer vergleichsweise geringen Einstiegshürde aktuelle Verfahren
und Forschungsansätze der Bereiche Text Mining und Machine Learning auf ihre eigenen
Forschungsfragen und Daten anwenden zu können. Damit diese Infrastrukturen aber auch
tatsächlich einen deutlichen Mehrwert für den Sozialwissenschaftler darstellen, müssen
verschiedene Anforderungen erfüllt werden. Diese teilen sich auf in generelle an Software
gestellte Forderungen wie beispielsweise Skalierbarkeit und Performanz sowie in spezifische
Anforderungen für die Anwendung in den Sozialwissenschaften. Zu diesen speziellen An-
forderungen zählt die Möglichkeit des Umgangs mit verschiedenartigen Datengrundlagen.
In dieser Arbeit wird der Fokus auf textuelle Daten gelegt, wobei auch diese sehr große
Unterschiede in ihrer Charakteristik und damit in deren notwendiger Verarbeitung aufweisen.
Es werden darüber hinaus drei Schlüsselanforderungen identifiziert, die für den Einsatz in
den Sozialwissenschaften essentiell sind.
iv
Die erste Schlüsselanforderung beschreibt die generelle Ausrichtung einer Text-Mining-
Infrastruktur als generische Plattform, welche durch die Eigenschaften von Anpassbarkeit,
Erweiterbarkeit sowie der Möglichkeit des Exportes von Ergebnissen an die zahlreichen zum
Teil sehr diversen Forschungsfragen der Sozialwissenschaften assimiliert werden kann ([51]).
Die zweite Schlüsselanforderung stellt die Notwendigkeit, qualitative und quantitative For-
schungsdesigns durch die Implementierung von dafür vorgesehenen Interfaces vereinen zu
können, in den Vordergrund. Beide Forschungsansätze können auf diese Weise voneinander
profitieren. Zuletzt wird noch die Bedeutung von schwachen Signalen als Forschungsgrund-
lage in den Sozialwissenschaften hervorgehoben. Für alle drei dieser Schlüsselanforderungen
als auch die übrigen abgeleiteten Anforderungen an eine Text-Mining-Infrastruktur für den
Einsatz in den Sozialwissenschaften werden mögliche Implementierungen und Lösungsan-
sätze präsentiert. Dies geschieht zum einen durch die Beschreibung des Designs und der
Entwicklung genau einer solchen Text-Mining-Infrastruktur am Beispiel des interactive
Leipzig Corpus Miner. Es werden notwendige Abwägungen bezüglich verschiedener Im-
plementierungsstrategien und Softwaredesignentscheidungen, welche zur Umsetzung der
gestellten Anforderungen notwendig sind, erläutert. Zum anderen wird ein Maß zur Quantifi-
zierung von diachronen Kontextänderungen in der Form der Kontextvolatilität vorgestellt.
Das Maß wird im Laufe der Arbeit zur Detektion und Analyse schwacher Signale in textu-
ellen Daten eingesetzt. Im letzten Teil der Arbeit werden die realisierten Umsetzungen der
Schlüsselanforderungen am Beispiel verschiedener durchgeführter Projekte aufgezeigt.
Die wichtigsten Beiträge dieser Arbeit sind damit zum Ersten eine Aufstellung spezifischer
Anforderungen an Text-Mining-Infrastrukturen für den Einsatz in den Sozialwissenschaf-
ten. Zum Zweiten wird darauf aufbauend ein mögliches Design einer daraus resultierenden
Forschungsumgebung detailliert erläutert. Den dritten Beitrag dieser Arbeit stellt die Wei-
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Zunehmend halten computergestützte automatisierte Analyseverfahren Einzug in den For-
schungsdesigns der Sozialwissenschaften. Die Anwendung von innovativen Verfahren erlaubt
es, neue Erkenntnisse zu erlangen. Dies und eine stetig wachsende Menge an digital verfüg-
baren Daten hat unter anderem dazu geführt, dass sich bereits eigenständige Wissenschaftsbe-
reiche, welche eine Verbindung klassischer sozialwissenschaftlicher Forschungsprobleme mit
innovativen automatisierten Verfahren darstellen, entwickelt haben. Hierbei zu nennen sind
besonders der Bereich der Computational Social Science (CSS) sowie das Forschungsfeld
der Digital Humanities (DH). Die CSS haben eine besondere Stellung in den Sozialwissen-
schaften inne, da in diesem Forschungsumfeld bereits eine höhere Akzeptanz gegenüber
automatischen Verfahren sowie Erfahrungen und Vorarbeiten vorliegen. Damit spielen sie
eine essenzielle Rolle, um die zunehmende Ausbreitung von automatischen Verfahren auch
in den Sozialwissenschaften voranzubringen. Ein weiterer Forschungszweig, welcher ei-
ne ähnliche Ausrichtung verfolgt, oftmals jedoch eher an den technischen Instituten der
Universitäten orientiert ist, sind die DH. In [51] werden die DH als eine transdisziplinäre
Zusammenarbeit von Forschern aus verschiedenen wissenschaftlichen Bereichen mit un-
terschiedlichen Forschungstraditionen verstanden, welche mithilfe des Einsatzes digitaler
Daten und Methoden, Antworten auf herausfordernde Forschungsfragen der jeweiligen For-
schungsbereiche zu finden versucht. In [60] werden die DH weiter "als die Summe aller
Versuche, die Informationstechniken auf den Gegenstandsbereich der Geisteswissenschaften
anzuwenden" verstanden. Zusätzlich wird dabei unterschieden zwischen Ansätzen, in denen
die Informatik lediglich hilft, zuvor bekannte manuelle Verfahren zu automatisieren, zu
beschleunigen oder effektiver zu gestalten, welche letztendlich jedoch dieselben Ergebnisse
erzielen. Demgegenüber stehen Ansätze, die sich zum Ziel setzen, durch den Einsatz digitaler
Verarbeitungsschritte innovative Ergebnisse zu erhalten. Dies kann zum einen durch die Be-
arbeitung erst durch digitale Verfahren verfügbarer Daten geschehen. Dressing und Kuckartz
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schildern so beispielsweise in [38] die Bedeutung des Internets im Allgemeinen und eines
Onlineforums im Speziellen als Datengrundlage für sozialwissenschaftliche Forschung. Ge-
nerell können verschiedene Datentypen Grundlage der Forschung in den DH sowie CSS sein.
Dazu zählen beispielsweise: Texte, Audiosignale, Videos, Umfragen oder andere vorliegende
Datentypen. In dieser Arbeit liegt der Fokus auf den textuellen Daten. Neben der Generierung
innovativer Ergebnisse durch die Verfügbarmachung neuer Datenquellen können innovative
Ergebnisse aber auch durch den Einsatz innovativer computergestützter Verfahren erzeugt
werden. Weiss et al. behaupten in [130] "the wealth of recorded knowledge is greater than
the sum of its parts". Dies lässt den Schluss zu, dass in Ansammlungen von Dokumenten und
Texten, sogenannten Korpora, mehr Informationen enthalten sind, als in den einzelnen Texten
zu lesen ist (vgl.[61]). Um diese Art von Informationen effizient entdecken und extrahieren
zu können, ist der Einsatz computergestützter Methoden notwendig.
Die Operationalisierung solcher sozialwissenschaftlicher Fragestellungen mithilfe der Ver-
wendung von Text-Mining-Verfahren stellt jedoch eine Aufgabe dar, die allein durch einen
Sozialwissenschaftler nur schwer umzusetzen ist. Die dafür notwendige Programmiererfah-
rung und das Verständnis für die Funktionsweise aktueller Algorithmen der automatischen
Textverarbeitung sind in der Regel kaum vorhanden. Dem entgegen steht jedoch eine stetig
wachsende Menge an verfügbaren textuellen Daten in den Sozialwissenschaften, welche
noch weiter an Bedeutung gewinnen wird.
Die Schaffung von Plattformen, welche Sozialwissenschaftler im Umgang mit automatischen
Textverarbeitungsverfahren unterstützen, ist dabei unbedingt notwendig. Hier zu nennen sind
beispielsweise die großen Forschungsinfrastrukturen CLARIN1, DARIAH2 und CLARIAH3,
welche sowohl bei der Datenbeschaffung, -aufbereitung und -bereitstellung sowie aber auch
bei der Auswertung dieser Daten zahlreiche Hilfestellungen leisten können. Die eigentliche
Operationalisierung von konkreten sozialwissenschaftlichen Fragestellungen bedarf jedoch
IT-Infrastrukturen, welche spezifische technische sowie funktionale Anforderungen erfüllen
müssen, um die an sie gestellten Herausforderungen umsetzen zu können. Diese Anforderun-
gen sowie mögliche Lösungen und Strategien als auch Beispiele sollen im Laufe der Arbeit
verdeutlicht werden. Zunächst werden jedoch die Begriffe Text Mining und IT-Infrastruktur






Text-Mining-Infrastrukturen stellen Infrastrukturen ausgerichtet auf den Einsatz von Text-
Mining-Methoden dar. Text Mining beschreibt statistische und musterbasierte Verfahren, mit
denen Wissen aus Texten extrahiert, verarbeitet und genutzt wird ([54]). Damit verbindet es
Ansätze des Information Retrieval, der Informationsextraktion und des Natural Language
Processing (NLP) mit Algorithmen aus dem Data Mining, Machine Learning (ML) und
der Statistik (siehe [57]). Je nach Perspektive können verschiedene Ausrichtungen des Text
Mining erkannt werden. So ist es möglich, Text Mining als Informationsextraktionsprozess,
als Data Mining auf Textdaten oder aber als Prozess der Knowledge Discovery zu verstehen
([57]). Allen drei Auslegungen ist gemein, dass das primäre Ziel jeweils darin besteht, in den
vorliegenden Texten Informationen zu identifizieren und extrahieren, aus denen der Anwen-
der einen Mehrwert entwickelt. Dieser Mehrwert kann je nach Anwendungsgebiet variieren.
So ist es beispielsweise für große Firmen möglich, durch Text-Mining-Verfahren die aktuelle
Stimmungslage zu ihrem Produkt in sozialen Netzwerken oder Nachrichtenkanälen zu über-
wachen (siehe [103]) und frühzeitig entstehende Trends durch die Untersuchung schwacher
Signale erkennen und entsprechend darauf reagieren zu können. Die Entscheidungshilfe, die
Text Mining hierbei liefert, kann essenziell für die Marktfähigkeit von Firmen sein. Aber
auch losgelöst von monetären Interessen stellt Text Mining unter anderem in den Sozialwis-
senschaften eine essenzielle Möglichkeit zur Analyse und Beantwortung wissenschaftlicher
Fragestellungen dar. Verfahren des Text Mining können dabei als exploratives Werkzeug zur
Generierung von Hypothesen (siehe [61]) oder aber in anderen Anwendungsszenarien auch
gleichzeitig zur Validierung oder Falsifizierung dieser herangezogen werden.
Damit diese Methoden aber von Sozialwissenschaftlern angewendet werden können, gilt es,
Daten, Werkzeuge und weitere Hilfestellungen bereitzustellen. Diese Gesamtheit der Hilfe-
stellungen kann durch eine Text-Mining-Infrastruktur angeboten werden. In dieser Arbeit
wird bei der Verwendung des Begriffes Infrastruktur stets auf IT-Infrastrukturen referenziert.
IT-Infrastrukturen beschreiben laut Information Technology Infrastructure Library alle Hard-
ware, Software, Netzwerke, Einrichtungen etc., die zur Entwicklung, Prüfung, Bereitstellung,
Überwachung, Steuerung oder Unterstützung von IT-Dienstleistungen erforderlich sind. Der
Begriff IT-Infrastruktur umfasst die gesamte Informationstechnologie, nicht jedoch die zuge-
hörigen Mitarbeiter, Prozesse und Dokumentationen. Im Laufe dieser Arbeit liegt der Fokus
bei der Erstellung einer IT-Infrastruktur zur Anwendung von Text-Mining-Verfahren auf der
Softwareseite. Die Konfiguration von Hardware ist nicht Teil der weiteren Ausarbeitung.
Damit können Text-Mining-Infrastrukturen hier also als komplexe Software-Ökosysteme
verstanden werden, die es ermöglichen und vereinfachen, Verfahren des Bereichs Text Mining
erfolgreich anzuwenden. Ein Software-Ökosystem besteht aus zahlreichen Einzelelemen-
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ten, welche so erstellt und konfiguriert werden, dass deren Zusammenspiel dem Anwender
eine Möglichkeit bietet, seine funktionalen Anforderungen mithilfe der IT-Infrastruktur
umzusetzen. Im Detail können hierbei beispielsweise die folgenden konkreten funktionalen
Anforderungen vorliegen: die Vorverarbeitung und Speicherung von Text, Suchfunktionen in
den Texten, Clustering von Text und Methoden zum Finden von Wissen in den Texten.
Da nun aus der Notwendigkeit des Einsatzes automatisierter Verfahren in den Sozialwissen-
schaften, sowie der Verwendung von Text-Mining-Infrastrukturen als Anwendungsmöglich-
keit dieser, die Bedeutung solcher Infrastrukturen verdeutlicht wurde, stellen sich verschie-
dene Fragen, wie diese Infrastrukturen aufzubauen sind. Es gilt diese entsprechend so zu
entwerfen und implementieren, dass sie den an sie gestellten Anforderungen im Einsatz in
den Sozialwissenschaften gerecht werden. Folgende Forschungsfragen, welche im Laufe der
Arbeit diskutiert und beantwortet werden, ergeben sich:
1.2 Forschungsfragen
• 1. Welche Anforderungen an Text-Mining-Infrastrukturen für den Einsatz in
den Sozialwissenschaften gibt es?
• 2. Wie können diese umgesetzt werden?
• 3. Wie kann die Operationalisierung von wissenschaftlichen Fragestellungen durch
Text-Mining-Infrastrukturen unterstützt werden?
• 4. Wie lässt sich die Kombination von quantitativen und qualitativen Verfahren
unterstützen?
• 5. Welchen Mehrwert kann die Auswertung von schwachen Signalen für die So-
zialwissenschaften haben?
• 6. Wie lassen sich schwache Signale in Form von Kontextänderungen quantifizie-
ren?
Diese Fragen sollen nun in den folgenden Kapiteln weiter vertieft und mögliche Antworten
aufgezeigt werden. Zusätzlich dazu werden am Beispiel des interactive Leipzig Corpus
Miners (iLCM), einer Text-Mining-Infrastruktur speziell ausgerichtet auf die erkannten
Anforderungen für den Einsatz in den Sozialwissenschaften und der KV als Maß zur Quantifi-
zierung von Kontextänderung, konkrete vorliegende Umsetzungs- und Lösungsmöglichkeiten
dargestellt.
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In Kapitel 2 werden zunächst Strategien zur Identifikation von Anforderungen an Infra-
strukturen für den Einsatz in den Sozialwissenschaften herausgestellt. Im Anschluss daran
werden darauf aufbauend spezielle Anforderungen identifiziert, erläutert und mögliche Lö-
sungsstrategien geschildert. Die Schwerpunkte dieser Arbeit bestehen in der Identifikation
und Erläuterung dreier spezieller Anforderungen an Text-Mining-Infrastrukturen, welche
im Einsatz in den Sozialwissenschaften bedeutend sind. Die erste Anforderung wird dabei
bei der Operationalisierung von sozialwissenschaftlichen Fragestellungen deutlich. Um zur
Lösung einer Vielzahl von Forschungsfragen hilfreich zu sein als auch um den Forscher bei
der Operationalisierung seiner Frage unterstützen zu können, empfiehlt sich die Anwendung
von generischen Softwarelösungen. Diese bieten sowohl die Möglichkeit, fertige Implemen-
tierungen für Standardaufgaben einzusetzen, als auch Anpassungen, Erweiterungen und
Austauschformate in andere Softwarelösungen zu erlauben. Darauf aufbauend kann die Ope-
rationalisierung der eigentlichen Fragestellung effizient und effektiv durchgeführt werden.
Der Aufbau und die Funktionsweise einer solchen generischen Plattform werden in Kapitel
3 geschildert. Die zweite Kernanforderung besteht in der Notwendigkeit, Schnittstellen zur
Verbindung quantitativer und qualitativer Forschung in den Sozialwissenschaften zu schaffen.
Die Verbindung beider Ansätze erlaubt es, neue Erkenntnisse aus den Daten zu ziehen. So
ist es beispielsweise möglich, explorativ über quantitative Verfahren Auffälligkeiten und
Eigenheiten in den Daten aufzudecken. Diese können dann wiederum in qualitativer Vorge-
hensweise weiter bearbeitet und wenn möglich validiert und interpretiert werden.
Den letzten Schwerpunkt dieser Arbeit stellt die Bedeutung der Anwendung von Verfah-
ren zum Erkennen schwacher Signale dar (siehe Kapitel 4). In anderen Gebieten wie der
Wirtschaftslehre (z. B. Vorhersehen zukünftiger Schlüsselereignisse vgl. [48]) oder Geolo-
gie (z. B. Erkennen des Epizentrums eines Erdbebens; vgl. [101]) nehmen diese Verfahren
bereits einen signifikanten Anteil der angewendeten Methoden ein. In dieser Arbeit wird
neben der Bedeutung von schwachen Signalen für sozialwissenschaftliche Fragestellungen
zusätzlich ein innovatives Verfahren zur Quantifizierung von textueller Kontextänderung
vorgestellt. Dieses stellt eine Möglichkeit dar, schwache Signale in textbasierten Analysen
bei vorliegenden diachronen Daten zu erkennen und zu verstehen. Zum Abschluss dieser
Arbeit werden in Kapitel 5 praktische Anwendungsbeispiele zur Umsetzung und Verwendung






In diesem Kapitel sollen die Anforderungen an eine Text-Mining-Infrastruktur für den
Einsatz in den Sozialwissenschaften erläutert werden. Hierbei werden zunächst klassische
Verfahren zum Erkennen und Definieren von Anforderungen herausgestellt. Im Anschluss
daran werden verschiedene Typen unterschieden. Im letzten Abschnitt werden drei spezielle
Anforderungen vorgestellt, auf welchen in den nachfolgenden Kapiteln besonderer Fokus
gelegt wird. Diese betreffen zum einen die methodische Forderung, schwache Signale als
Zielvariablen in sozialwissenschaftlichen Fragestellungen einzubinden. Zum anderen wird
die Notwendigkeit von generischen Softwarelösungen herausgestellt, welche die Operationa-
lisierung von verschiedenartigen wissenschaftlichen Fragestellungen durch die Eigenschaften
von Anpassbarkeit und Erweiterbarkeit erlauben. Zusätzlich zu diesen beiden Aspekten
wird die Bedeutung der Schaffung von Möglichkeiten zur Verbindung von qualitativen und
quantitativen Forschungsansätzen herausgestellt.
2.1 Requirements Engineering
Requirements Engineering beschreibt das Verfahren "die Anforderungen an ein neues Soft-
wareprodukt zu ermitteln, zu spezifizieren, zu analysieren, zu validieren und daraus eine
fachliche Lösung abzuleiten bzw. ein Produktmodell zu entwickeln" [5]. Weiter legen laut
Balzert Anforderungen fest, was man von einem Softwaresystem als Eigenschaften erwartet.
"man" entspricht hierbei den sogenannten Stakeholdern, welche je nach Projekt durch einen
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unterschiedlichen Personenkreis dargestellt werden können. Liegt eine Auftragsarbeit vor,
so beschreibt in der Regel der Auftraggeber die Menge an Anforderungen. Ist es jedoch so,
dass eine Software entwickelt wird, ohne den individuellen Anwender explizit zu kennen, so
können die Anforderungen auch eigenständig durch das Entwicklerteam formuliert werden.
In dieser Arbeit liegt die Situation vor, dass die Software zwar auf eine bestimmte Zielgruppe
ausgerichtet ist. Die Forschungsdesigns innerhalb dieser Zielgruppe jedoch so verschieden
sind, dass es nicht möglich ist, einzelne individuelle Anforderungen abzufragen und umzuset-
zen. Vielmehr wird neben allgemeingültigen Anforderungen an gute Software, der Anspruch
an die Software erhoben, diese an individuelle Fragestellungen anpassen und erweitern zu
können. Insbesondere die funktionalen Anforderungen können in unterschiedlichen Projekten
sehr divers sein.
2.1.1 Anforderungsspezifikation
Die genaue Spezifikation der Anforderungen kann auf verschiedene Arten erfolgen. Zum
einen ist es möglich, ein einstufiges Verfahren anzuwenden. Hierbei werden die initial
definierten Anforderungen so spezifiziert, dass sie im Anschluss als eine fachliche Lösung
modelliert werden können. Die zweite Option sieht die Spezifikation der Anforderungen als
zweistufigen Prozess vor. Hierbei wird durch den Auftraggeber zunächst in einem Lastenheft
die Gesamtheit der Forderungen an die Lieferungen und Leistungen des Auftragnehmers
festgelegt ([5]). Im Anschluss daran wird aus dem Lastenheft ein Pflichtenheft entwickelt,
welches die notwendigen Eigenschaften und Schritte für die Umsetzung der im Lastenheft
formulierten Forderungen beschreibt. Zusätzlich wird im Pflichtenheft auch festgelegt, wie
diese Realisierung erfolgen soll ([5]).
2.1.2 Bedeutung des Requirements Engineering für Software-Erfolg
Studien haben gezeigt, dass in fehlgeschlagenen Softwareprojekten eine der häufigsten Ursa-
chen in einer mangelhaften Spezifizierung der Anforderungen zu finden ist ([1]). Werden
die Anforderungen an die Software unzureichend definiert, kann dies dazu führen, dass
die verfügbaren Ressourcen in unwichtige, unnötige oder falsche Ziele investiert werden.
Dies kann dann wiederum dazu führen, dass die tatsächlich erwünschten Eigenschaften und
Funktionen der Software nicht ausreichend oder gar nicht mit den geplanten Ressourcen
umgesetzt werden können. Software-Projekte können auf verschiedene Arten organisiert und
implementiert werden. Die beiden bekanntesten Vorgehensweisen sind dabei der Wasserfall-
und der agile Ansatz. Natürlich ist es so, dass bei dem Wasserfallansatz die initiale Anforde-
rungsspezifikation einen der wichtigsten Teile des Prozesses darstellt. Aber auch bei agilen
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Ansätzen sind die Anforderungsspezifikationen zu verschiedenen Zeitpunkten essenziell für
den Projekterfolg.
Beide Ansätze sind auf eine strukturierte, zielgerichtete Formulierung der Anforderungen an
die zu entstehende Software angewiesen ([69]). Für Projekte, welche in einem agilen Ansatz
umgesetzt werden, sind insbesondere die Möglichkeiten der Anforderungsspezifikation wich-
tig, welche eine iterative Entwicklung der aufkommenden Anforderungen mit einer kurzen
Feedback Schleife unterstützen ([95]).
2.1.3 Unterscheidungen von Anforderungstypen
Die Anforderungen an ein Softwareprojekt lassen sich in unterschiedliche Typen kategori-
sieren. Hierbei gibt es verschiedene Schemata, die diese Aufteilung vornehmen. Klassisch
lassen sich dabei vor allem funktionale und nicht-funktionale Anforderungen unterscheiden.




• Randbedingungen & Einschränkungen
Innerhalb dieser Arbeit wird eine Unterscheidung der funktionalen Anforderungen in
technische- und methodologische Anforderungen zugrunde gelegt. Die technischen Anforde-
rungen beschreiben technische Eigenschaften der Software, welche erfüllt sein müssen, um
die Lauffähigkeit der Software sicherstellen zu können. Der Großteil der dabei definierten
Ziele gilt hier auch über den Einsatz in den Sozialwissenschaften hinaus und spiegelt vielmehr
den allgemeingültigen Anspruch an gute Software wider. Die methodologischen Anforde-
rungen beschreiben Anforderungen an das Vorhandensein von Werkzeugen zur Anwendung
typischer Arbeitsabläufe in den Sozialwissenschaften. Sind die technischen Anforderungen
an die Software nicht erfüllt, so kann die Software, unabhängig von der Güte der umgesetzten
methodologischen Anforderungen, nicht erfolgreich zum Einsatz kommen. Das Gleiche gilt
aber auch für die umgekehrte Situation. Sind die technischen Anforderungen zur vollen
Zufriedenheit erfüllt, aber die methodologischen Aspekte nicht ausreichend umgesetzt, so ist
der Mehrwert für den Nutzer dennoch nicht vorhanden. Erst die gleichzeitige Erfüllung aller
Anforderungstypen resultiert in einer Softwarelösung, welche durch den geschulten Einsatz
zu gewinnbringenden Erkenntnissen beitragen kann.
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2.2 Methodologie des Requirements Engineering in DH und
CSS
In den CSS sowie den DH kommt es in der Regel zum Zusammentreffen von unterschied-
lichen Wissenschaftsfeldern. Dies bringt verschiedene Herausforderungen mit sich. Zum
einen ist es häufig so, dass in den beiden Wissenschaftsfeldern ein Defizit an Wissen um
die Vorgehensweise und verwendeten Begrifflichkeiten des jeweils anderen vorliegt. Dieses
Wissen ist jedoch unbedingt notwendig, um ein gemeinsames Vorgehen planen und um-
setzen zu können. Eine weitere Herausforderung besteht darin, die Rolle der Informatik
nicht nur als eine Hilfestellung leistende anzusehen. Vielmehr gilt es auch eigene innovative
Forschungsbeiträge für die Informatik in DH-Projekten erzielen zu können. Aus diesem
Hintergrund heraus beschreiben Heyer et al. in [53] eine Vorgehensweise, um bereits bei der
Anforderungsspezifikation von Software für den Einsatz in DH-Projekten die aufgezeigten
Probleme überwinden zu können. Dafür schlagen sie eine Aufteilung in drei verschiedene
Ebenen vor. In der ersten Ebene, dem sogenannten "requirements level", ist es die Aufgabe
der Sozialwissenschaftler, ihre Anforderungen deutlich zu formulieren und sicherzustellen,
dass diese von den Informatikern verstanden werden. Diese Ebene entspricht dem Aufstel-
len eines Lastenheftes in der klassischen zweistufigen Anforderungsspezifikation bei der
Softwareentwicklung. Ein weiterer Bereich ist das "functional level". Auf diesem müssen
beide beteiligten Personengruppen gemeinsam die benötigten funktionalen Anforderungen
an die Software aus dem "requirements level" ableiten. Wichtig ist hierbei aber auch, die
dritte Ebene "implementation" zu beachten. Die Verantwortung für diese Ebene liegt auf der
Seite der Informatiker. Hier gilt es, konkrete Lösungen und Umsetzungen für die gemeinsam
spezifizierten funktionalen Anforderungen zu finden. Wichtig ist dabei auch bereits bei der
Formulierung der funktionalen Anforderungen die Umsetzbarkeit dieser auf Implementati-
onsebene mit zu bedenken und in die Spezifizierung der funktionalen Anforderungen mit
einfließen zu lassen. Die beiden Ebenen "requiemrents level" und "implementation" entspre-
chen im klassischen Ansatz dem Formulieren eines Pflichtenheftes. Durch die formulierten
Eigenheiten von Softwareentwicklungen in DH-Projekten ist eine explizite Aufteilung in eine
funktionale Ebene und eine Implementierungsebene wichtig. Auf der funktionalen Ebene
soll es möglich sein, dass beide Personengruppen gemeinsam mit einem ausreichend vorhan-
denen gegenseitigen Verständnis, Anpassungen und Ergänzungen vornehmen. Aus diesen
theoretischen Vorüberlegungen des Requirements Engineering werden nun die folgenden
konkreten Anforderungen abgeleitet. Diese sind hier unterteilt in technische Anforderungen,
Rahmenbedingungen und methodische Anforderungen. Außerdem werden drei spezielle
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Schlüsselanforderungen an Text-Mining-Infrastrukturen für den Einsatz in den Sozialwissen-
schaften herausgestellt.
2.2.1 Ableitung der Anforderungen an eine IT-Infrastruktur für den
Einsatz in den Sozialwissenschaften
Wie bereits beschrieben, werden die im Nachfolgenden geschilderten Anforderungen aus
zwei verschiedenen Fragestellungen abgeleitet. Erstens stellt sich die Frage, welche allgemei-
nen Anforderungen es an eine IT-Infrastruktur gibt? Denn natürlich gelten diese auch für das
Einsatzgebiet der Sozialwissenschaften. Die zweite Frage beschäftigt sich mit den speziellen
Rahmenbedingungen sowie methodischen Eigenheiten der Sozialwissenschaften und welche
besonderen Anforderungen sich daraus ableiten lassen. Allgemeine Anforderungen an Soft-
ware sind in zahlreichen Lehrbüchern und Veröffentlichungen zur Software-Entwicklung
und zu Softwarearchitekturen aufgezeigt (siehe [6], [117] und [30]). Diese sind zumeist
nicht-funktionale Anforderungen, welche besonders technische Aspekte in den Vordergrund
stellen. Dem gegenüber stehen die Anforderungen, welche durch den speziellen Einsatz in
den Sozialwissenschaften begründet liegen. Einige der hier aufgeführten Anforderungen re-
sultieren aus den Erfahrungen, welche im Projekt ePol-Postdemokratie und Neoliberalismus
([136]) gemacht wurden. In diesem Projekt wurde ebenfalls eine IT-Infrastruktur entwickelt,
welche jedoch speziell auf den im Projekt benötigten Anwendungsfall zugeschnitten war.
Dennoch konnten hierbei benötigte Anforderungen einer zukünftigen Softwarelösung auf-
gezeigt werden, welche nunmehr besonderen Wert auf Erweiterbarkeit, Offenheit und eine
direkte Verbindung qualitativer und quantitativer Methoden legen. Darüber hinaus wurde, um
methodologische Anforderungen auszuwählen und zu formulieren, auf Veröffentlichungen
von bereits im Gebiet der CSS arbeitenden Wissenschaftlern wie [73] oder [68] zurückge-
griffen. Diese erläutern deren angestrebte Methodologie und verdeutlichen dabei teils noch
bestehende Hürden und Schwerpunkte, welche in der Umsetzung mithilfe automatischer
Verfahren auftreten.
2.3 Technische und ergonomische Anforderungen
Borgmann stellt in [17] die Bedeutung technischer und ergonomischer Anforderungen für die
Akzeptanz von Softwarelösungen und damit deren Anwendung im anvisierten Nutzerkreis
heraus. Er sagt "until analytical tools and services are more sophisticated, robust, transparent,
and easy to use for the motivated humanities researcher, it will be difficult to attract a
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broad base of interest...". Es werden hier nun einige Kernanforderungen aus diesem Bereich
geschildert.
2.3.1 Installierbarkeit
Eine erste große Hürde bei der Verwendung von Text-Mining-Infrastrukturen stellt die Instal-
lation dieser Software an sich dar. Entstehen hierbei bereits größere Probleme, vermindert
dies die Akzeptanzrate der Software enorm. Soll die Software hierbei auf verschiedenen
Betriebssystemen laufen, stellt Virtualisierung eine mögliche Lösung zur Abstraktion des
lokalen Betriebssystems dar. Die Installation der Software sollte möglichst wenig Vorwissen
erfordern und innerhalb weniger Schritte durchführbar sein.
2.3.2 Skalierbarkeit
Steigt die Zahl der Nutzer einer Software oder werden dabei immer größere Datenmengen
in kürzerer Zeit abgefragt, so stellt sich heraus, inwieweit die Software skalierbar ist. Es
ist wichtig, dass in einem definierten Rahmen die Benutzererfahrung auch mit steigender
Belastung der Software stabil bleibt. Skalierbarkeit beschreibt die Toleranz einer Software ge-
genüber zunehmender Belastung durch höhere Nutzerzahlen oder einen steigenden Umfang
von Transaktionen ([81]). Eine Software ist dann skalierbar, wenn die Performanz dieser un-
abhängig der genannten Faktoren stabil bleibt. Ist dies jedoch nicht der Fall, so lässt sich eine
Unterscheidung in zwei Fehlertypen festlegen. Der erste Fehler liegt vor, wenn eine Software
nicht mit wachsender Belastung skaliert, dies jedoch durch verschiedene Optimierungs- und
Anpassungsmaßnahmen gelöst werden kann. Hierzu zählt auch eine Ausweitung der verwen-
deten Hardwareressourcen. Helfen diese Maßnahmen nicht, so spricht man von einem Fehler
Typ 2. Liegt dieser vor, so müssen grundlegende Softwaredesignentscheidungen überarbeitet
werden ([81]). Dies hat große Kosten oder sogar den Fehlschlag der Software zur Folge.
Daher ist es im Besonderen wichtig, bereits zum Zeitpunkt der Anforderungsspezifizierung
die Skalierbarkeit der fertigen Software zu beachten und entsprechend in das Softwaredesign
mit einfließen zu lassen ([39]). Eine Möglichkeit, um die Skalierbarkeit einer Software zu
unterstützen, ist die Verwendung von Virtualisierung. Durch Virtualisierung ist es beispiels-
weise durch Cloud Computing möglich, dynamisch, je nach vorliegender Arbeitslast auf eine
Menge virtualisiert verfügbarer Ressourcen zuzugreifen ([22]). Dies wiederum kann sich
außerdem auch vorteilhaft auf die Effizienz der Ressourcennutzung auswirken.
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2.3.3 Performanz
Performanz misst, wie schnell und effektiv eine Software eine definierte Aufgabe zu erfüllen
im Stande ist ([81]). Balzert ([5]) nennt dabei als Messvariablen insbesondere die Faktoren
Zeit, Geschwindigkeit, Umfang und Durchsatz. Es ist unbedingt notwendig, dass die Laufzeit
von Experimenten in einem angemessenen Rahmen liegt. Werden durch mangelnde Perfor-
manz unnötig lange Wartezeiten hervorgerufen, vermindert dies die Leistungsfähigkeit des
die Software verwendenden Forschers.
2.3.4 Browserbasierte Nutzung
Eine Software, welche sich durch den Browser in einer Client-Server-Architektur nutzen lässt,
nennt man Webanwendung. Diese benötigt im Gegensatz zur klassischen Desktopanwendung
keine zwingende Installation auf dem lokalen Betriebssystem. Damit wird die Abhängig-
keit der Software vom Vorhandensein spezieller Betriebssysteme, Systembibliotheken oder
weiterer Spezifikationen entfernt. Lediglich ein Browser in aktueller Version mit eventuell be-
nötigten Laufzeitumgebungen wie JavaScript oder Flash wird benötigt. Die Verwendung als
Webanwendung erlaubt es dem Nutzer von allen Systemen mit Internetzugang und Browser,
die Software nutzen zu können. Klassische Desktopanwendungen benötigen eine Installation
auf jedem anzuwendenden System.
2.3.5 Taskauslagerung auf Server
Das Anwenden von quantitativen Methoden auf große Textmengen bedarf dem Vorhanden-
sein ausreichend großer Hardwareressourcen. Insbesondere seit dem Aufkommen des Einsat-
zes von stetig komplexer werdenden neuronalen Netzen zur Berechnung von Embeddings
(siehe Kapitel 3.2.6.8) sind lokal vorhandene Ressourcen immer häufiger nicht ausreichend,
um in angemessener Zeit Ergebnisse zu erzielen. Eine Möglichkeit, dieses Problem zu lö-
sen, besteht darin, die Software in einem sogenannten Software-as-a-Service-Ansatz (SaaS)
anzubieten. Hierbei läuft die Software auf einem durch den Anbieter gehosteten, mit ausrei-
chender Hardware ausgestattetem Server. Der Nutzer erhält zumeist browserbasiert Zugang
zur Weboberfläche dieses Services. Auf diese Weise ist sichergestellt, dass stets genügend
Ressourcen zur Ausführung der Algorithmen vorhanden sind und damit die Anwendung der
Software mit akzeptabler Performanz gewährleistet ist ([21]). Zusätzlich dazu kann auch das
Debugging durch den Software-Anbieter auf diese Weise deutlich vereinfacht werden.
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2.3.6 Reproduzierbarkeit
Die Reproduzierbarkeit einer Anwendung beschreibt die Eigenschaft eines durchgeführten
Experimentes, zu einem späteren Zeitpunkt und durch andere Anwender erneut ausführbar
und nachvollziehbar zu sein. Reproduzierbarkeit geht hierbei Hand in Hand mit der Reliabili-
tät der angewendeten Verfahren. Wenn möglich, ist zu gewährleisten, dass unter gleichen
Voraussetzungen und mit identischen Ausgangsdaten die durchgeführten Experimente zu
übereinstimmenden Ergebnissen gelangen. Eine Möglichkeit hierfür ist die Anwendung von
Random Seeds, die sicherstellen, dass bei auf Zufall basierenden nicht deterministischen
Verfahren stets die gleichen Entscheidungen getroffen werden. Außerdem ist es notwendig,
die Daten, die verwendeten Parameter, als auch die Implementierungen und dafür verwen-
deten Systembibliotheken für eine Nachnutzung zur Verfügung zu stellen. Hierfür bietet
sich ebenfalls die Verwendung von Virtualisierung an, welche im Kapitel 3.2.6.8 näher
beschrieben wird.
2.3.7 Bedienbarkeit
Bedienbarkeit oder auch Software-Ergonomie beschreibt die Benutzerfreundlichkeit von
Computerprogrammen. Das Ziel ist, zu ermöglichen, dass der Nutzer möglichst effizient und
schnell die Bedienung der Software erlernen und durchführen kann. Dabei sind bereits in
der Konzeption der Software wichtige Entscheidungen zu treffen. Je nach Anwenderkreis
ist beispielsweise das Vorhandensein einer grafischen Nutzeroberfläche essenziell. Diese
sollte so entworfen sein, dass alle angebotenen Kernfunktionalitäten leicht erkennbar und
anwendbar sind. Darüber hinaus ist es möglich, weiterführende erklärende Informationen
über Tooltips oder Tutorials zur Verfügung zu stellen. Durch eine gute Bedienbarkeit von
Software können die Faktoren Effektivität, Effizienz und Zufriedenheit bei der Anwendung
der Software optimiert werden.
2.4 Rahmenbedingungen
Die Rahmenbedingungen eines Software-Projektes stellen in der Regel unveränderliche




Je genauer sich der Nutzerkreis einer Software einschränken lässt, umso genauer kann die
Software auf diesen Benutzer hin spezifiziert werden. Insbesondere bei der Problematik der
Operationalisierung sozialwissenschaftlicher Fragestellungen durch die Anwendung von
Text Mining liegt jedoch kein allgemeingültiger Wissensstand vor. Die dementsprechend teils
sehr diverse Nutzerbasis sollte bei der Entwicklung einer solchen Software beachtet werden.
So ist es beispielsweise denkbar, unerfahrenen Nutzern ein grafisches Nutzerinterface zur
Verfügung zu stellen, welche die Anwendung der zugrunde liegenden Algorithmen ohne
hohe Einstiegshürde möglich macht. Technisch erfahrene Nutzer sollten aber gleichzeitig
die Möglichkeit haben, ihre Programmierkenntnisse über Anpassungen oder weiterführende
Analysen einbringen zu können.
2.4.2 Rechtliche und ethische Rahmenbedingungen
Fundamentaler Gegenstand sozialwissenschaftlicher Forschung sind die Aspekte des gesell-
schaftlichen Zusammenlebens von Menschen. Damit einhergehend beschreiben die zugrunde
liegenden Daten oftmals das Verhalten, die Meinungen oder andere personenbezogene Daten
von Menschen. Der Umgang mit diesen Daten ist sowohl aus rechtlichen als auch aus ethi-
schen Aspekten mit äußerster Vorsicht zu vollziehen. Es muss sichergestellt sein, dass der
Zugang zu den Daten sowie den daraus resultierenden Ergebnissen nur zugangsberechtigten
Personen ermöglicht ist. Weiterhin sollte, soweit mit der Forschungsfrage vereinbar, versucht
werden, die Daten zu anonymisieren oder zumindest eine Pseudonymisierung durchzuführen.
Darüber hinaus ist es auch aus ethischer Sicht notwendig, zu bedenken, auf welche Art
und Weise Forschungsergebnisse veröffentlicht werden, die die Zurschaustellung einzelner
Individuen oder Personengruppen vermeidet. Aus diesen Forderungen leiten sich Anforde-
rungen an Software für den Einsatz in den Sozialwissenschaften ab. So müssen hierbei unter
anderem Möglichkeiten zur Anonymisierung und Pseudonymisierung geschaffen werden.
Des Weiteren müssen aktuelle rechtliche Vorschriften zum Datenschutz eingehalten werden.
Dies umfasst die Sicherheit der vorhandenen Daten als auch die Zugangsmöglichkeiten zu
den interaktiven Datenexplorationswerkzeugen.
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2.5 Methodische Anforderungen für den Einsatz in Sozial-
wissenschaften
Die methodischen Anforderungen an Software in den Sozialwissenschaften lässt sich aus der
angewendeten Methodologie ableiten, welche sowohl in der Methodik an sich, als auch in
der dabei angewandten Datengrundlage Eigenheiten aufweist, die adäquat abgebildet werden
müssen.
2.5.1 Vielfältige Datengrundlagen in den Sozialwissenschaften
Die Sozialwissenschaften sind ein sehr breites Wissenschaftsfeld. Teilgebiete wie Politik-
wissenschaften, Geschichtswissenschaften, Soziologie und andere Forschungszweige haben
teils sehr diverse Fragestellungen. Die dabei verwendeten Datengrundlagen können textuelle,
aber auch andere Daten sein. Doch auch die textuellen Daten an sich können hierbei enorme
Unterschiede und Eigenheiten aufweisen, woraus sich spezielle Anforderungen an Software
ableiten lassen. Je nach Forschungsgebiet und Forschungsfrage sind sehr unterschiedliche
Textarten aus unterschiedlichen Quellen von Bedeutung. Texte können sich hierbei in vielerlei
Dimensionen unterscheiden.
• Textart: Die möglichen Textarten, welche eine Grundlage für die Beantwortung ei-
ner sozialwissenschaftlichen Fragestellung bilden können, sind sehr divers. So gibt
es beispielsweise in den Textarten Nachrichtentext, Social-Media-Daten, Lehrbuch,
Parlamentsprotokoll und Liedtext erhebliche Unterschiede in der Anzahl der verwen-
deten Worte und Wortformen, der angewendeten Ausdrucksweise, den Zeichensets
und vielem mehr.
• Genre: Auch innerhalb einer bestimmten Textart sind zahlreiche Unterschiede in
Texten vorhanden. So weisen Texte aus unterschiedlichen Genres ein sehr kontrastiertes
Verhalten im verwendeten Vokabular, der Länge und der Ausdrucksweise auf.
• Metadaten: Für zahlreiche Analysen sind Metadaten eine grundlegende Kovariable.
Diese Metadaten können verschiedenartig ausgeprägt und vorhanden sein. Daher ist
es notwendig, flexibel mit vorhandenen aber auch fehlenden Metadaten umgehen zu
können.
• Diachronität: Sind diachrone Fragestellungen von Interesse, so kann auch der zeitliche
Aspekt von Daten einen Einfluss auf die dabei verwendete Sprache haben. Ein Beispiel
hierfür können semantische Bedeutungsverschiebungen von Worten über die Zeit
hinweg sein, welche es gilt, adäquat abzubilden.
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All diese Faktoren führen dazu, dass bei der Arbeit mit textuellen Daten in sozialwissen-
schaftlichen Fragestellungen eine hohe Flexibilität und Anpassungsmöglichkeiten zur Arbeit
mit den teils sehr diversen Datengrundlagen unbedingt notwendig ist. Neben den genannten
Faktoren kann auch die vorliegende Datenmenge sehr divers sein. So ist es möglich, dass
nur wenige Texte die Datenbasis bilden, wobei dann besonders Verfahren zum Erkennen
schwacher Signale an Bedeutung gewinnen. Es ist aber auch möglich, dass im Zuge der Digi-
talisierung enorm große Datenmengen vorliegen und Grundlage der Analyse sein sollen. Dies
erfordert dann wiederum die Umsetzung technischer Anforderungen zur Arbeit auf großen
Datenmengen (siehe Kapitel 2.3.5). Immer mehr an Bedeutung als Datenquelle für sozialwis-
senschaftliche Studien gewinnen Soical-Media-Daten. In [121] werden beispielsweise die
Social-Media-Kanäle verschiedener Spitzenpolitiker im Zusammenhang der Bundestagswahl
2013 analysiert. Hier weisen die zu analysierenden Texte in der Regel nur wenige Worte auf,
welche jedoch gleichzeitig mit verschiedenen Abkürzungen, Sonderzeichen und Emoticons
versehen sein können. Dem gegenüber wird in der Veröffentlichung von Wagner et al. in
[127] eine Studie beschrieben, in welcher untersucht wird ob auf Wikipedia eine inhaltliche,
strukturelle oder lexikalische Verzerrung in der Darstellung von Frauen und Männern vorliegt.
In dieser Studie sind die Textrgundlagen deutlich längere Texte und liegen in der Regel in
einer standardisierten Form vor. Dies ermöglicht und bedarf eine andere Art der Verarbeitung
der Texte. Eine ideale Text-Mining-Infrastruktur ist in der Lage mit all diesen verschiedenar-
tigen Datengrundlagen umzugehen und bietet notwendige Vorverarbeitungsschritte sowie
angepasste Analyseformen für verschiedene Szenarien an.
2.5.2 Verfahren
In den textbasierten Verfahren, welche in den Sozialwissenschaften angewendet werden,
lässt sich eine Aufteilung in zwei verschiedene Gebiete erkennen, die qualitativen und
die quantitativen Verfahren (vgl. [45]). Diese sind in ihrer Herangehensweise verschieden
und bedingen dementsprechend sehr unterschiedliche Anforderungen an eine Text-Mining-
Infrastruktur. Es lässt sich dabei erkennen, dass die Rolle von Software in der qualitativen
Forschung eher eine den Forscher unterstützende, die Arbeit erleichternde Position einnimmt.
Wohingegen die Software in quantitativen Ansätzen elementar notwendiger Bestandteil der
Forschung ist.
2.5.2.1 Qualitative Verfahren
Qualitative Forschung in den Sozialwissenschaften umfasst insbesondere solche Vorge-
hensweisen, in denen "die soziale Realität mithilfe offener Verfahren [...]"angenähert und
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"auf Zuhilfenahme standardisierter Erhebungsinstrumente" [56] verzichtet wird. Kuckartz
beschreibt in [73] drei grundlegende Bausteine der systematischen qualitativen Textana-
lyse: Klassische Hermeneutik, Codierung in der Grounded Theory und Inhaltsanalysen.
Damit werden in der Regel nicht standardisierte Daten erhoben und ausgewertet. Die häufig-
sten Analysemittel stellen interpretative und hermeneutische Methoden dar. Hierzu zählen
beispielsweise Interviews, Beobachtungsmethoden, Einzelfallanalysen und qualitative In-
haltsanalysen. Bei der Fokussierung auf textuelle Datengrundlagen spielen insbesondere
die qualitativen Datenanalysen (QDA) eine entscheidende Rolle. Hierfür wird zunächst ein
detailliertes Codebuch erstellt. In diesem sind die genauen Handlungsvorschriften an Codie-
rer formuliert. Dabei wird festgelegt, unter welchen Umständen bestimmte Textabschnitte
wie codiert werden sollen. In der Informatik wird dieser Prozess auch als Annotieren der
Daten bezeichnet. Im Anschluss an die sorgfältige Erstellung eines Codebuches gilt es die
vorliegenden Daten entsprechend zu codieren. Ist dieser Schritt abgeschlossen, so lassen
sich anhand der getätigten Annotationen mithilfe manueller Interpretationen aber auch stati-
stischer Auswertungen qualitative Aussagen über die Daten vornehmen. Auch die gezielte
Betrachtung des Einflusses von Metadaten auf die vorliegenden Ergebnisse kann Teil der
Auswertung sein. Eine Text-Mining-Infrastruktur, welche speziell für den Einsatz in den
Sozialwissenschaften ausgelegt ist, sollte diesen Mechanismus abbilden können. Daraus leitet
sich die Anforderung an das Vorhandensein eines Annotationsmechanismus ab. Innerhalb
dieses ist es notwendig, die Teilfunktionen des Abbildens von Codebüchern, der Annotation
von Texten bzw. Textabschnitten und der Bereitstellung der vorgenommenen Codierungen
für weitere Auswertungen anzubieten. Im Allgemeinen steht beim Einsatz von qualitativen
Verfahren vor allem die manuelle Arbeit des einzelnen Wissenschaftlers im Mittelpunkt.
2.5.2.2 Quantitative Verfahren
Quantitative Verfahren hingegen setzen auf den Einsatz standardisierter, vorab festgelegter
Muster. Hierbei werden (teil)automatisierte Verfahren auf den Daten angewendet. Solche Ver-
fahren können sowohl als explorative Methode zur Identifikation neuer Hypothesen, als auch
zur Validierung bestehender Hypothesen eingesetzt werden. Im Hinblick auf die textuelle
Anwendung ergeben sich zahlreiche Verfahrenstypen. Zunächst lassen sich frequenzbasierte
Statistiken erheben. Hierbei wird das Auftreten verschiedener Schlüsselbegriffe in Bezug
auf verschiedene Metadaten wie Zeit, Genre, Autor etc. ausgewertet. Auch der Vergleich der
Auftretenshäufigkeiten verschiedener Begriffe ist relevant. Ein weiterer Aspekt ist durch die
Konkordanzanalysen gegeben. Hierbei werden die Kontexte vorgegebener Worte untersucht.
Schon John Firth schrieb 1957 über die Bedeutung eines Wortes:"you shall know the word
by the company it keeps" ([43]). Unter dem Gesichtspunkt der strukturellen Semantik, lässt
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sich daraus ableiten, dass die Bedeutung eines Wortes nicht isoliert als einzelnes betrachtet
werden sollte, sondern nur über seine Beziehungsstruktur zu anderen Worten innerhalb eines
definierten Kontextfensters (Satz, Absatz, Dokument, etc.) beurteilt werden kann. Daher ist
es wichtig, Verfahren wie Keyword in Context oder kookkurrenzbasierte Signifikanzmaße
zur Beurteilung und Betrachtung der Kontexte von Worten in Text-Mining-Infrastrukturen
zu integrieren. Methoden zur Klassifikation von Dokumenten stellen eine weitere Gattung
der quantitativen Verfahren dar. Unterschieden wird hierbei in unüberwachte und überwachte
Verfahren. Die unüberwachten Verfahren benötigen in der Regel keine annotierten Trainings-
daten oder andere Interaktionen des Nutzers. Im Gegensatz hierzu ist es für die überwachten
Verfahren notwendig, Trainingsdaten, spezifische Vorgaben oder Antworten an den Algorith-
mus beizusteuern. Zu den unüberwachten Verfahren zählen beispielsweise Latent Dirichlet
Allocation (LDA), Clusteringverfahren oder Vektorraumrepräsentationen von Dokumenten.
Beispiele für häufig anzutreffende methodische Ansätze bei überwachten Klassifikations-
verfahren sind Support Vector Machines, Naive Bayes Classifier oder neuronale Netzwerke.
Beide Ansätze können je nach vorliegender Datenlage und Fragestellung vielversprechende
Ergebnisse erzielen. Zur Anwendung von computergestützten quantitativen Methoden in den
Sozialwissenschaften müssen einige Barrieren überwunden werden. Kantner und Overbeck
stellen in [68] insbesondere diese drei heraus:
• Bereinigung, Vorprozessierung und Importierbarkeit eigener Daten Wie bereits
herausgestellt, sind die Datengrundlagen in sozialwissenschaftlichen Projekten oftmals
sehr divers. Dennoch müssen Tools die Möglichkeit besitzen, flexibel mit diesen
verschiedenen Daten umgehen zu können. Es muss gewährleistet sein, dass diese Daten,
wenn nötig, bereinigt (z. B. Duplikate filtern) und vorprozessiert (z. B. segmentiert
und tokenisiert) werden, um dann im Anschluss in das interne Dateiformat des Tools
übersetzt und damit importiert werden zu können. Diese Schritte sollten möglichst
flexibel sowie automatisiert und intuitiv geschehen.
• Operationalisierung komplexer fachwissenschaftlicher Begriffe Kantner und Over-
beck beschreiben, dass " Die aus geistes-, sozial- und kulturwissenschaftlicher Per-
spektive interessanten und forschungsleitenden Konzepte [...] folglich kaum standar-
disierbar" seien. Hieraus leiten Sie die Anforderung einer hohen Flexibilität an das
eingesetzte Tool ab. Verschiedenartige Annäherungsstrategien an die zu untersuchen-
den Konzepte sollten angeboten sein.
• Sozialwissenschaftlich anschlussfähige Ergebnisdarstellung Die dritte Barriere se-
hen sie bei der teils mangelhaften Ergebnisdarstellung sowie der Exportmöglichkeit
von mithilfe vorhandener Tools erzeugten Ergebnissen. Auch die Analyseeinheiten
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von vorhandenen Softwarelösungen sind oftmals nicht auf die Anwendung in sozi-
alwissenschaftlichen Fragestellungen, sondern auf linguistisch relevante Einheiten
bezogen.
In zahlreichen Projekten mit sozialwissenschaftlichem Hintergrund wurden durch die An-
wendung computergestützter quantitativer Verfahren bereits erfolgreich neue Erkenntnisse
gewonnen. Hierbei ist beispielsweise das ePol-Projekt ([135]) zu nennen, in welchem mithilfe
von teilautomatischen Klassifikationsverfahren neoliberale Argumentationsmuster gefunden
wurden. Die Datengrundlage bildeten hierbei ca. 3.5 Millionen deutsche Nachrichtentexte
aus dem Zeitraum von 1946 bis 2012.
In [75] wird unter anderem das Konzept "militärische Intervention" durch Kollokationsanaly-
sen und die Suche nach Synonymen und Hyponymen auf Basis von Kookkurrenzstatistiken
angenähert. Weiterhin werden in [79] zahlreiche Fallstudien zur Anwendung computerge-
stützter quantitativer Verfahren aufgezeigt.
2.6 Schlüsselanforderungen
In diesem Abschnitt sollen nun drei Anforderungen an Text-Mining-Infrastrukturen vorge-
stellt werden, welche für die Umsetzung von DH und CSS Projekten essenziell sind. Diese
Anforderungen stellen zum einen methodologische Forderungen als auch eine grundlegende
technische Voraussetzung dar. Auf der methodologischen Seite ist die Entwicklung von
Möglichkeiten zur Kombination von quantitativen mit qualitativen Ansätzen eine Haupt-
komponente. Hierzu kommt die Verwendung von Methoden zur Detektion von schwachen
Signalen im Anwendungsgebiet der Sozialwissenschaften. Beide dieser Anforderungen erlau-
ben es, neue methodische Ansätze zu nutzen und somit innovative Ergebnisse in Projekten zu
erzielen. Die dritte Anforderung nennt die Notwendigkeit der Ausrichtung von Text-Mining-
Infrastrukturen als generische Forschungsplattformen, auf denen aufbauend notwendige
Anpassungen und Erweiterungen vorgenommen werden können, um die Operationalisierung
von sozialwissenschaftlichen Fragestellungen zu unterstützen. Damit gehen Anforderungen
wie Erweiterbarkeit, Anpassbarkeit und die Möglichkeit des Exportes von Ergebnissen in an-
dere Softwareumgebungen einher. Die Anwendung einer generischen Softwarelösung erlaubt
es, die verfügbare Zeit auf die Umsetzung der speziellen projektbezogenen Anforderungen
zu verwenden.
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2.6.1 Interaktive Verbindung quantitativer und qualitativer Verfahren
Lange Zeit wurden quantitative und qualitative Forschungsansätze in den Sozialwissenschaf-
ten als voneinander losgelöste Methoden betrachtet (siehe [112]). Die Verknüpfung der
beiden Methoden fand in der Regel höchstens in der Anwendung statistischer Verfahren zur
Auswertung der durch qualitative Methoden erhobenen Daten statt. Erst das Aufkommen der
sogenannten Mixed Methods (siehe [31], [124]), stellte eine Sammlung von Methoden und
Forschungsdesigns dar, bei denen die Wissenschaftler bewusst quantitative und qualitative
Methoden kombinierten ([32]). Der Einsatz von Text-Mining-Infrastrukturen beschreibt
hierbei eine starke Möglichkeit, die beiden methodischen Ansätze miteinander zu verknüpfen.
Hieraus ergeben sich zahlreiche symbiotische Forschungsdesigns. So können durch integrier-
te Implementierungen, welche die Anwendung sowohl quantitativer als auch qualitativer
Ansätze erlauben, massive Fortschritte in der Beantwortung wissenschaftlicher Fragestellun-
gen ermöglicht werden. Ein mögliches Szenario ist dabei durch den Fall gegeben, in welchem
mittels quantitativer Verfahren Strukturen in den Daten aufgedeckt werden, welche im An-
schluss daran interaktiv durch den Nutzer in einem qualitativen Close-Reading-Ansatz auf
Plausibilität geprüft und damit validiert und interpretiert werden können. Blätte sagt in [12]
sogar: "[...] dass bei der Arbeit mit Textdaten ein quantitativer Zugang ohne Unterstützung
qualitativer Validierung Maßstäbe der Validität potenziell verletzt". Darüber hinaus erlaubt
eine (stichprobenartige) qualitative Beurteilung der Ergebnisse quantitativer Analysen, diese
zu deuten und somit in einem hermeneutischen Prozess die zugrunde liegenden Prozesse zu
erkennen und mithilfe weiterer Forschung zu verstehen. Hinzu kommen Ansätze, bei denen
quantitative Verfahren auf das Vorhandensein von Trainingsbeispielen, welche in qualitativer
Arbeit zuvor manuell erhoben werden mussten, angewiesen sind.
2.6.2 Erkennen von schwachen Signalen
Schwache Signale beschreiben einen Indikator für ein potenziell aufkommendes Problem,
das in der Zukunft bedeutsam werden könnte. Das Erkennen dieser Signale ist eine mul-
tidisziplinäre Anwendung von Detektionsmethoden ([82]). Aus Sicht der Physik grenzen
sich schwache Signale dabei auch durch eine geringe Signal-zu-Rausch-Rate von normalen
und starken Signalen ab. Im Besonderen werden also Verfahren benötigt, welche trotz der
Präsenz eines hohen Rauschens in der Lage sind, relevante Informationen aus den Daten
extrahieren zu können (vgl. [129]). In [131] werden verschiedene Bedeutungsfelder von
schwachen Signalen in der Literatur aufgezeigt. Schwache Signale werden dabei mit stra-
tegischer Planung und Zukunftsforschung ([88]), unternehmerischer Weitsicht ([106]) und
technologischer Zukunftsforschung ([102]) in Verbindung gebracht. In zahlreichen Anwen-
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dungsfeldern wie zum Beispiel der Wirtschaftslehre zur Vorhersage von Aktienkursen aus
Nachrichtentexten [96], wird versucht, Schlüsse aus der Beobachtung schwacher Signale
zu ziehen. Eine grundlegende Datenquelle zur Anwendung von schwachen Signalen in den
Sozialwissenschaften sind Social-Media-Daten. In [131] werden Kriterien herausgestellt,
welche für die Erkennung schwacher Signale in den Daten sozialer Netzwerke bedeutend
sind. Diese sind unter anderem:
• Übersichtliche und vielseitige Präsentation der Ergebnisse
• Unterstützung gezielter und ungerichteter Suche
• Vielfalt der Analyseformen
• Mehrsprachige Analysen
• Zeitreihenanalysen
• Erweiterbarkeit der Datengrundlage
• Manuelle Auswertung der Ergebnisse
• Hilfestellung für agile Projektumsetzungen
In [77] wird ein Anwendungsfall geschildert, bei welchem der Verlauf des gesellschaftli-
chen Bewusstseins über die ethischen Fragen bezüglich künstlicher Intelligenz mithilfe der
Auswertung schwacher Signale verfolgt und damit mögliche Implikationen für zukünftige
politische Leitlinien abgeleitet werden. Weiterhin werden Möglichkeiten der Detektion von
schwachen Signalen in sozialwissenschaftlichen Fragestellungen exemplarisch am Versuch
der Annäherung einer Quantifizierung des Overton-Fensters im Kapitel 5.1.1 aufgezeigt. Aus
diesen genannten Beispielen lässt sich der Nutzen und die Notwendigkeit der Verwendung
von Methoden zur Erkennung von schwachen Signalen auch in den Sozialwissenschaften
ableiten. In der textbasierten Analyse können sich diese schwachen Signale beispielsweise in
der über die Zeit hinweg vorliegenden Änderung der Bedeutungen von Schlüsselbegriffen
manifestieren. Verfahren, welche in der Lage sind, die Bedeutungsänderungen aufzudecken
und näher zu beleuchten, können damit einen großen Mehrwert für die Forschung bieten.
Für das Design einer Text-Mining-Infrastruktur, welche im Speziellen Anwendung in der
Sozialwissenschaft finden soll, wäre es dementsprechend vorteilhaft, Methoden zum Umgang
mit schwachen Signalen anbieten zu können.
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2.6.3 Ausrichtung von Text-Mining-Infrastrukturen als generische For-
schungsplattformen
Sollen in einem sozialwissenschaftlichen Forschungsprojekt automatisierte Verfahren ein-
bezogen werden, ergeben sich für die Umsetzung verschiedene Möglichkeiten. Für die
Beantwortung von konkreten sozialwissenschaftlichen Fragestellungen sind nur selten ferti-
ge, exakt passende, frei verfügbare Softwarelösungen vorhanden. Die Folge daraus sollte
aber nicht sein, dass die Fragestellung und die dabei zur Umsetzung geplante Methodik durch
die verfügbare Software eingeschränkt wird. Vielmehr sollte die Software so implementiert
werden, dass auf dieser aufbauend die Umsetzung der vorgesehenen Methodik erfolgreich
vollzogen werden kann. Nun ist es jedoch so, dass die Entwicklung von Software langwierig
und insbesondere kostenintensiv ist. Dies hat zur Folge, dass im Rahmen kleiner Forschungs-
projekte entweder ganz auf die Anwendung von automatischen Verfahren verzichtet wird,
die Methodik auf die verfügbaren Lösungen angepasst wird oder aber ein sehr großer Auf-
wand in die Entwicklung einer eigenen Lösung investiert wird. Dies kann wiederum dazu
führen, dass Zeit, Mitarbeiter oder Geld für andere essenzielle Projektbestandteile fehlen.
Es stellt sich nun die Frage, inwieweit sich diese Situation besser lösen lässt. Analog zur
Konstruktionslehre gibt es mehrere Möglichkeiten, mit einer solchen Situation umzugehen.
Folgende Szenarien sind vorstellbar:
• Nichtanwendung von automatischen Verfahren: Diese ist die vermeintlich schlech-
teste Lösung. Wird keine passende fertige Softwarelösung gefunden, die der angestreb-
ten Methodik entspricht, wird gänzlich auf die Anwendung automatischer Verfahren
verzichtet. Dies hat zur Folge, dass die Methodik oder der Umfang der Datengrundlage
soweit vereinfacht bzw. reduziert werden muss, bis die Realisierung allein durch manu-
elle Verfahren möglich ist. Das Einschränken der Methodik auf einfachere Verfahren
als auch die Reduzierung der Datengrundlage führt jedoch dazu, dass die Tragweite
der im Projekt erzielten Ergebnisse vermindert ist.
• Anpassung der Methodik an verfügbare Software: Wird keine verfügbare Software
gefunden, die in der Lage ist, die gewünschte Methodik für die gegebene Datensi-
tuation (z. B. Tool mit allen Funktionen vorhanden, lediglich bestimmte Sprachen
nicht unterstützt) umzusetzen, so kommt es vor, dass die entwickelten methodologi-
schen Anforderungen im Projekt soweit zurückgesetzt werden, dass diese mit den
Möglichkeiten der verfügbaren Software zu lösen sind. Dies hat zur Folge, dass die
ursprünglich angestrebte Methodik damit nicht in vollem Umfang umsetzbar ist. Ein
Beispiel hierfür wäre die fehlende Unterstützung einer in der Analyse zu verwendender
Sprache durch die Software. Dies hat dann zur Folge, dass die Daten in dieser Sprache,
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welche anfänglich als essenziell erachtet wurden, aus der Analyse ausgeschlossen
werden müssen. Auch bei dieser Lösung ist es damit wieder so, dass nicht alle initialen
Fragestellungen vollumfänglich beantwortet werden können.
• Neuentwicklung von Software: Vergleicht man diesen Ansatz mit der Konstruktions-
lehre, so kommt er einer Neukonstruktion gleich. Hierbei gibt es Vor- und Nachteile.
Die Vorteile liegen darin, dass eine speziell auf das Problem zugeschnittene Soft-
warelösung angestrebt wird. Diese würde es dann erlauben, die Operationalisierung
der Fragestellung wie geplant umzusetzen. Dabei können von Anfang an auch alle
besonderen Anforderungen an die Daten oder methodischen Fragestellungen in der
Entwicklung mit in Betracht gezogen werden. Der entscheidende Nachteil hierbei sind
jedoch die für die Umsetzung benötigten Ressourcen. Sowohl die benötigte Zeit zur
Neuentwicklung, als auch die dabei entstehenden Kosten sind nicht unerheblich. Die
wenigsten Projekte haben die Zeit und das Geld, Entwickler anzustellen, die ihnen eine
passende Software für ihre Anforderungen implementieren. Insbesondere wenn die
Projekte in einem sozialwissenschaftlichen Rahmen stattfinden sollen, ist es kaum ver-
tretbar, einen Großteil der Ressourcen in die Programmierung neuer Softwarelösungen
zu investieren.
• Nutzung generischer Softwarelösungen und Anpassung an Anforderungen der
jeweiligen Methodik: Die vierte Option besteht darin, eine generische Software-
lösung zu finden, mit welcher Teilprozesse der Operationalisierung vorgenommen
werden können. Es gilt dann weiterhin, diese Software dahingehend anzupassen, zu
erweitern oder Zwischenergebnisse zu extrahieren und mit anderen Softwarelösungen
zu bearbeiten, sodass damit in Summe die gesamte Prozesskette zur Umsetzung des
Projektes abgebildet werden kann.
Die Nutzung generischer Softwarelösungen, welche für die jeweilige Fragestellung angepasst,
erweitert oder mit verschiedenen anderen Softwaresystemen kombiniert werden können,
scheint der vielversprechendste Lösungsansatz zu sein. In [119] wird die Bedeutung einer
solchen flexiblen, an den jeweiligen Anwender anpassbaren Forschungsumgebung beschrie-
ben:"Personalised and adaptive systems are thus important in helping users achieve optimum
engagement with these new digital humanities assets." Benötigt wird eine Plattform, welche
Sozialwissenschaftler bei der Operationalisierung ihrer Fragestellungen unterstützt, indem es
Werkzeuge zur Durchführung von Standardprozessen wie z. B. Einlesen und Vorverarbeiten
von Texten, Deduplizieren von Dokumentmengen oder Suchen in großen Dokumentmengen
bereitstellt. Gleichzeitig muss aber die Möglichkeit offeriert werden, eigene Verfahren zu
implementieren und anzuwenden sowie Teilergebnisse in Standardformaten zu exportieren
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und diese in spezifischen anderen Softwarelösungen weiterzuverwenden. Die folgenden
konkreten Anforderungen an eine solche generisch ausgelegte Text-Mining-Plattform lassen
sich ableiten:
• Vorhandensein von NLP-Standardfunktionen
• Vorhandensein verschiedener Text-Mining-Methoden
• Anpassbarkeit von bestehenden Funktionen
• Anpassbarkeit von Analyseparametern
• Leichter Import eigener Daten
• Exportschnittstellen zum Austausch mit anderen Softwaresystemen
• Möglichkeit der skriptbasierten Weiterverwendung von Daten
• Erweiterbarkeit um neue Analysen
• Erweiterbarkeit der gesamten Applikation
In der Summe sollten die Eigenschaften einer solchen generisch ausgerichteten Text-Mining-
Infrastruktur, die Umsetzung und Implementierung der notwendigen Verfahren für die Bear-
beitung der sozialwissenschaftlichen Fragestellung in einem agilen Entwicklungskonzept
unterstützen.
Es wurden nun zahlreiche Anforderungen aufgelistet. Für deren Umsetzung ist es notwendig
bereits während der Planung der Software die herausgestellten Eigenschaften mit einzubezie-
hen und daraus resultierende Designentscheidungen zu treffen. Eine konkrete Umsetzung
der in diesem Abschnitt vorgestellten Anforderungen mit besonderem Fokus auf die drei





Der iLCM stellt eine Text-Mining-Infrastruktur für den Einsatz in den Sozialwissenschaften
dar. Er ist eine Weiterentwicklung des Leipzig Corpus Miner, welcher im Verbundprojekt
ePol-Postdemokratie und Neoliberalismus als eine SaaS Text-Mining-Infrastruktur entwickelt
wurde. Ziel des ePol-Projektes war die Analyse von über 3.5 Millionen Nachrichten aus 60
Jahren deutscher Zeitungsgeschichte. Der iLCM hingegen hat eine generischere Ausrich-
tung. Er soll es erlauben, in einer Vielzahl von möglichen Anwendungsszenarien einsetzbar
zu sein. Eine Reihe verschiedener Auswertungsmöglichkeiten ist zur Analyse von textu-
ellen Daten implementiert. Das automatische Parsing, umfangreiche Suchfunktionalitäten,
Kollektionserstellung, Kookkurrenzanalysen, Annotationsmöglichkeiten, Berechnung von
Topic-Modellen und viele andere Verfahren erlauben es dem Nutzer, einen umfassenden
Zugang zu seinen Daten zu erhalten. Hier treffen sowohl Distant Reading (z. B. explorative
Suche) als auch Ansätze des Close Reading (zum Beispiel durch manuelle Annotation von
Textbelegstellen auf Basis eines Codebuchs) aufeinander. Darüber hinaus stellt der iLCM
eine Software dar, welche sich im Besonderen dadurch auszeichnet, für spezifische Aufgaben
und Fragestellungen anpassbar und erweiterbar zu sein. Um dies zu ermöglichen, wurde sich
für die in diesem Kapitel beschriebene Struktur und implementierten Verfahren entschieden.
Besonderes Augenmerk ist dabei auf die Umsetzung und Adressierung der in Kapitel 2
erkannten Anforderungen gelegt. Es werden nun die Eigenschaften des iLCM herausgestellt,
welche die Erfüllung der formulierten technischen als auch methodologischen Anforderungen
ermöglichen.
3.1 Motivation
Die Motivation für die Umsetzung des iLCM, in der Form, in der sie im Folgenden geschil-
dert wird, resultiert aus der Nachfrage von Tools für den Einsatz in den Sozialwissenschaften
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und den daraus abgeleiteten Anforderungen. Mit der immer weiter steigenden Menge an
verfügbaren Textdaten sind auch die Sozialwissenschaften forciert, diese als Datengrundlage
für Analysen zu verwenden. Um die Menge an Daten jedoch effektiv bearbeiten und auswer-
ten zu können, ist die Anwendung automatischer computergestützter Verfahren notwendig.
Die Implementierung solcher Verfahren setzt jedoch Know-How im Bereich Informatik
durch Programmiererfahrung und im Speziellen Verständnis im Bereich der automatischen
Sprachverarbeitung voraus. Eine Möglichkeit, automatische Verfahren anzuwenden, ohne
diese selbstständig implementieren zu müssen, stellt die Verwendung von existierenden
Softwarelösungen dar. Diese teils frei verfügbaren, teils kommerziellen Lösungen bieten
verschiedene vordefinierte Funktionen zur Anwendung auf eigenen Daten an. Der iLCM
beschreibt eine frei verfügbare Text-Mining-Infrastruktur, welche Wissenschaftler bei der
Operationalisierung ihrer Fragestellungen unterstützt. Hierbei ist wichtig, klarzustellen, dass
der Fokus des iLCM nicht darauf liegt, eine Einzellösung für wenige spezielle Fragestel-
lungen zu sein. Vielmehr ist es das Ziel, eine Plattform anzubieten, in welcher aus einem
breitem Spektrum an verschiedenen Methoden, welche alle angepasst oder gar erweitert
werden können, ausgewählt werden kann, um eine Vielzahl von verschiedenen Ansätzen
unterstützen und letztendlich anwenden zu können. Der iLCM bietet somit eine generische
Basis an, auf welcher weitere notwendige Implementierungen aufbauen können und damit
ein schnelles Vorankommen der Projektumsetzung im Sinne des Agile Development erlaubt
wird. Im Hinblick des Ziels der verstärkten Arbeit mit schwachen Signalen (beispielsweise
zur Trenderkennung) wurde außerdem eine Ausrichtung auf diachrone Daten vorgenom-
men. Die Unterstützung und Weiterentwicklung von Verfahren aus dem Bereich der Mixed
Methods zur Kombination quantitativer und qualitativer Forschungsansätze ist ein weiterer
grundlegender Bestandteil der Ausrichtung des iLCM.
3.2 Aufbau
Der Einsatz von Text-Mining-Verfahren im Speziellen und ML Verfahren im Allgemeinen
wurde in den vergangenen Jahren in zahlreichen Projekten erfolgreich durchgeführt (sie-
he [134]). Die durch das Internet als auch die fortschreitende Digitalisierung sehr schnell
wachsende Menge an textuellen Daten machen den Einsatz von automatischen Verfahren
zur Auswertung der Daten notwendig. Neben der bloßen Notwendigkeit, motiviert durch die
Größe der Forschungsdaten, erlauben es neuartige Verfahren aber auch bislang unzugängliche
Fragestellungen stellen und beantworten zu können. Mit den DH und CSS haben sich sogar
eigene Forschungsbereiche ergeben, welche sich mit der Anwendung digitaler Verfahren
zur Beantwortung sozialwissenschaftlicher Fragestellungen beschäftigen. Die Eigenschaften
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des iLCM sind auf die Anwendung in eben diesen Forschungsbereichen zugeschnitten. Im
Detail umfassen die Zielgruppen des iLCM dabei zwei verschiedene Personengruppen inner-
halb der genannten Forschungsfelder. Zum einen sollen Wissenschaftler ohne Vorwissen im
Programmieren und der Anwendung von Text-Mining-Verfahren durch den iLCM befähigt
werden, aktuelle Algorithmen der natürlichen Sprachverarbeitung zu verstehen und für ihren
eigenen Daten und Forschungsthemen einsetzen zu können. Hierfür verfügt der iLCM über
eine grafische Oberfläche, von der aus alle notwendigen Schritte gestartet werden können.
Zusätzlich ist es innerhalb des Benutzer-Interfaces möglich, die fertig berechneten Ergebnisse
zu extrahieren oder auch bereits innerhalb der Applikation durch zahlreiche Visualisierun-
gen auswerten zu können. Zum anderen sollen gleichzeitig Nutzer mit bereits vorliegender
Programmiererfahrung die Möglichkeit bekommen, diese für detaillierte Anpassungen oder
Erweiterungen anwenden zu können. Hierzu zählen beispielsweise die Möglichkeiten des
Anlegens eigener Skripte zur Durchführung von Analysen, als auch die Bearbeitung von
(Teil-) Ergebnissen des iLCM in einer dafür bereitgestellten RStudio-Umgebung durch eigene
Implementierungen
Die für die Implementierung des iLCM gewählte Programmiersprache ist R. R stellt eine
frei verfügbare Programmiersprache dar, welche insbesondere in dem Anwendungsfeld der
Statistik weit verbreitet ist. Auch in den Sozialwissenschaften stellt R damit eine oftmals
bereits bekannte Programmiersprache dar, für welche Vorwissen vorhanden ist. Im Folgen-
den werden nun die wichtigsten vorgenommenen Designentscheidungen, die verwendeten
Softwarelösungen sowie die implementierten Analysefunktionen beschrieben.
3.2.1 Designentscheidungen
In diesem Abschnitt sollen nun einige vorgenommene Designentscheidungen und Implemen-
tierungsansätze aufgezeigt werden, welche für die Umsetzung der in Kapitel 2 formulierten
Anforderungen notwendig sind. Zur Implementierung von Softwarelösungen können an ver-
schiedenen Stellen unterschiedliche Entscheidungen getroffen werden, welche signifikanten
Einfluss auf die Eigenschaften des letztendlichen Produktes haben. Im Folgenden werden
getroffene Schlüsselentscheidungen begründet und die jeweiligen Vorteile aufgezeigt.
3.2.1.1 Einsatz von Virtualisierung
Die Auslieferung sowie die Installation von Software kann über verschiedene Ansätze gelöst
werden. Der klassische Ansatz sieht dabei vor, einen Installer für alle potenziellen Betriebs-
systeme anzubieten, welcher daraufhin versucht, den benötigten Code sowie notwendige
Funktionen bereitzustellen. Der Nachteil ist hierbei, dass die Installationsschritte für verschie-
30 iLCM
dene Betriebssysteme und Versionen unabhängig durch den Entwickler erstellt werden müs-
sen. Dies hat einen großen Aufwand zur Folge, welcher besonders bei nicht-kommerziellen
Software-Infrastrukturen kaum durch die vorhandenen Entwickler gewährleistet werden
kann. Weiterhin ist es so, dass durch eine Vielzahl an verschiedenen Betriebssystemen sowie
unterschiedlichen bereits vorliegenden Systembibliotheken in verschiedenen Versionen die
Sicherstellung der Lauffähigkeit der Software durch mögliche unvorhersehbare Inkompatibi-
litäten nur sehr schwer möglich ist. Eine Alternative hierzu stellt Virtualisierung dar. Hierbei
wird ein abgeschottetes System durch den Entwickler konfiguriert, in welchem dieser alle
benötigten Bibliotheken in der korrekten Version spezifiziert. Diese Umgebung kann dann
auf unterschiedlichen Betriebssystemen unabhängig zu den dabei vorliegenden Bibliotheken
und Versionen so angewendet werden, wie es der Entwickler angedacht hat
Es werden nun einige Kernpunkte der Virtualisierung dargestellt. Virtualisierung bezieht
sich in der Regel auf die Erstellung einer virtuellen Maschine, die alle Hardware-Ressourcen
virtualisieren kann, einschließlich Prozessor, Arbeitsspeicher, Festplatten und Netzwerk-
konnektivität ([99]). Im Bereich des Cloud Computing ist Virtualisierung ein wesentlicher
Bestandteil. Insbesondere bei der Bereitstellung von IaaS (Infrastructure as a Service) ist die
Verwendung von Virtualisierung elementar ([76]). Was sind die entscheidenden Vorteile der
Virtualisierung einer Anwendung? Zur Beantwortung dieser Frage sind mehrere Aspekte zu
betrachten.
Sicherheit: Durch die Trennung einzelner Services (z. B. Datenbank, Webserver, EMail-
Server,...) wird eine höhere Sicherheit erreicht. Wird ein einzelner Service angegriffen,
so sind die Übrigen davon unbetroffen ([110]). Hierbei sind VMs durch ihre komplette
Isolation zu den anderen laufenden VMs sogar noch besser geschützt als Containerar-
chitekturen.
Kosten: Durch die Verwendung von Virtualisierung ist es möglich, verschiedene Softwa-
relösungen, welche eigentlich unterschiedliche Hostsysteme benötigen, auf einem
einzelnen System zu nutzen. Kostensenkungen resultieren daher vor allem aus der Sen-
kung der Hardwarekosten, aber auch Einsparungen bei den Betriebsabläufen, Personal,
Fläche und Softwarelizenzen ([87]).
Portabilität & Reliabilität: Da ein Image vom Entwickler als eine in sich geschlossene
Umgebung samt der benötigten Bibliotheken und Abhängigkeiten definiert werden
kann, ist die Lauffähigkeit der Anwendung sicher gestellt. Der Endnutzer muss nicht
mehr selbstständig die Installation von abhängigen Softwarepaketen vollziehen. Le-
diglich die Software zur Nutzung von virtuellen Maschinen (z. B. virtualBox) oder
Containern (z. B. Docker Engine) muss vorhanden sein. Die in einem Image vorge-
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nommenen Operationen verwenden unabhängig zu dem System, auf dem Sie laufen,
dieselbe Entwicklungsumgebung, was zu reliablen Ergebnissen führt.
Test und Entwicklung: In der Softwareentwicklung können Virtualisierungen auch zur
Entwicklung und zum Test von neuen Anwendungen auf unterschiedlichen Betriebssy-
stemen und Konfigurationen eingesetzt werden.
Ein Nachteil der Virtualisierung gegenüber einer Lösung ohne Virtualisierung ist der Over-
head, welcher bei der Anwendung von virtuellen Lösungen benötigt wird ([110]). Es sind
zwei generelle Ansätze zur Virtualisierung von Anwendungen vorhanden.
• Virtuelle Maschinen:
Eine virtuelle Maschine (VM) ist eine Emulation eines Computersystems. Es ermög-
licht das Betreiben von scheinbar mehreren separaten Computern auf Hardware, welche
in der Realität ein einzelner Computer ist. Jede VM benötigt ihr eigenes Betriebssystem
und die Hardware wird virtualisiert. Zur Verteilung von Ressourcen und der Kom-
munikation zwischen den VMs und dem Hostsystem ist ein sogenannter hypervisor
notwendig. Bekannte VM Provider sind: vSphere1, VirtualBox2, Xen3 und KVM4.
• Container:
Container-basierte Virtualisierung erlaubt das Betreiben mehrerer isolierter Instanzen
eines Betriebssystems nebeneinander. Die Container benutzen dabei den Kernel und
in der Regel auch Binärdateien und Bibliotheken des Hostsystems (typischerweise
Linux oder Windows). Dies führt dazu, dass Container um ein Vielfaches weniger
Ressourcen benötigen als VMs. Bekannte Containeranbieter sind: LXC & LXD5 und
Docker6.
Es ergeben sich drei grundlegende Unterschiede. Im Gegensatz zu Containern, benötigen
VMs neben den ausführbaren Dateien und deren Abhängigkeiten auch ein komplettes Be-
triebssystem zur Ausführung. Dies hat zur Folge, dass VMs in der Lage sind, auch andere
Betriebssysteme als das des Hostsystems abzubilden. Wohingegen containerbasierte Ansätze
immer auf das Betriebssystem des Hostsystems aufbauen7. Dafür sind Container Archi-







7Seit der Einführung des Windows Subsystems for Linux können nun auch Linux-Container nativ unter
Windows eingesetzt werden
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Notwendigkeit eines hypervisor bei der Verwendung von virtuellen Maschinen. Der hy-
pervisor übersetzt Anweisungen der VM in Anweisungen, die vom Hostsystem ausgeführt
werden können. Container hingegen können ihre Anweisungen direkt an den Host weiter
kommunizieren. Dieser zusätzliche Schritt der Übersetzung durch den hypervisor kann zu
Performanzeinbußen im Vergleich zu Containerumgebungen führen ([34]). Der dritte Un-
terschied besteht in der Erstellung und Verwendung von Images. Jede VM benötigt ihre
eigene Image-Datei, wohingegen mehrere Container sich ein Image teilen können. Außerdem
werden lediglich die Images von Containern in einer schichtbasierten Weise erstellt. Dies
bringt den Vorteil mit sich, dass neue Images auf Basis eines bestehenden erstellt werden
können, indem eine weitere Schicht hinzugefügt wird ([141]). Bei der Implementierung
des iLCM wurde sich für die Verwendung von Docker entschieden. Hauptgrund hierfür
ist die Möglichkeit, ein in sich geschlossenes System zu definieren, in dem alle benötigten
R-Bibliotheken und deren Abhängigkeiten bereits installiert sind. Des Weiteren wird durch
die Verwendung von Docker eine Lauffähigkeit der Anwendung sowohl auf Linux, Mac und
Windows sichergestellt. Auch die Erweiterbarkeit durch zusätzliche Image-Schichten ist ein
entscheidender Vorteil.
Docker ist eine Open-Source-Software, die die Virtualisierung von Anwendungen ermög-
licht. Hierbei wird für jede Anwendung ein sogenannter Container, eine möglichst kleine
virtuelle Umgebung geschaffen. Diese Container enthalten die Anwendung samt benötigter
Bibliotheken und Abhängigkeiten. Im Gegensatz zu virtuellen Maschinen, welche zusätzlich
zur eigentlichen Anwendung ein komplettes Betriebssystem abbilden, sind Container deut-
lich ressourcensparender ([92]). Neben der bereits erwähnten Virtualisierung, welche auf
Betriebssystemebene stattfindet, erlaubt Docker einen portablen Einsatz auf verschiedenen
Plattformen sowie das Teilen, die Archivierung und die Versionierung der Docker Container
in einer benutzerfreundlichen Implementierung ([16]). Die Verwendung von Dockerfiles
erlaubt es, von einem Quellcontainer (üblicherweise eine Basis-Linuxinstallation) ausgehend,
die Abfolge von Befehlen, welche zur Installation von Bibliotheken und zur Konfiguration der
Entwicklungsumgebung benötigt werden, anzugeben. Wird ein Image auf Basis eines solchen
Dockerfiles erstellt, so ist es möglich, dieses Image anhand des Dockerfiles auch auf anderen
Systemen zu reproduzieren ([24]). Für den iLCM ist ebenfalls ein solches Dockerfile vor-
handen (siehe A.1). In diesem wird neben dem benötigen R-Code für die shiny-Applikation
sichergestellt, dass die Kernelemente MariaDB, Solr, R samt aller benötigten Bibliotheken
und RStudio installiert und lauffähig sind. Der Code für die shiny-Applikation wird dabei
von der Github-Projektseite8 geladen, womit sichergestellt ist, jeweils die aktuellste Version
des Codes beim Bauen des Images zu nutzen.
8https://github.com/ChristianKahmann/ilcm_Shiny
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docker run -d ckahmann:ilcm
Quellcode 3.1 Befehl zum Herunterladen und Starten des iLCM Docker-Image.
Docker Hub9 ist die weltweit größte Bibliothek und Community für Container-Images (siehe
[36]). Images können hierbei von offiziellen Entwicklern (apache, oracle, IBM, etc.) sowie
beliebigen Organisationen oder auch Privatpersonen hochgeladen werden ([115]). Diese
Images sind dann wiederum für jeden Nutzer verwendbar. Auf Docker Hub sind derzeit
mehr als 2 Millionen Images verfügbar. Auch ein Image des iLCM ist auf Docker Hub10
abgelegt. Hiermit kann dem Nutzer der Schritt des Bauens des Images über das Dockerfile
abgenommen werden.
Auslieferung, Installation und Starten mithilfe von Docker Durch die beschriebenen Vor-
teile der Virtualisierung im Generellen und der Anwendung von Docker im Speziellen ist
es möglich, die Auslieferung, die Installation sowie das Starten des iLCM-Ökosystems
über einen einzelnen Kommandozeilenaufruf durchzuführen. Mit der Ausführung des in
Codebeispiel 3.1 gezeigten Befehls, wird nun zunächst, falls noch nicht lokal vorhanden, die
aktuelle Version des iLCM Docker-Images von Docker Hub heruntergeladen. In diesem ist
alles enthalten, was zur Ausführung des iLCM benötigt wird (Code, Bibliotheken, Daten,
Ordnerstrukturen, etc.). Liegt das Image dann lokal vor, so wird dieses automatisch gestartet
und dabei alle benötigten Services, wie die Datenbank, der RStudio- & Shiny Server und
Solr initiiert. Danach kann der iLCM sofort über den Browser durch den Nutzer verwendet
werden. Die Anwendung von Virtualisierung hat es somit ermöglicht, sowohl die Ausliefe-
rung auf Seite des Entwicklers als auch die Installation und das Starten der Software seitens
des Nutzers deutlich zu vereinfachen.
3.2.1.2 Sicherung der Persistenz der Daten und Ergebnisse
Das Persistieren von Daten, Zwischenergebnissen und finalen Resultaten ist ein elementarer
Bestandteil der computergestützten Anwendung von Text-Mining-Verfahren. Es ist wichtig,
zu gewährleisten, dass der Anwender seine Experimente unterbrechen und zu einem späteren
Zeitpunkt an dieser Stelle fortsetzen kann. Dieser Schritt könnte durch den Nutzer in müßiger
Kleinarbeit durch das Kopieren und Ablegen von Dateien erzielt werden. Dies wäre aber
sehr zeitaufwändig und unkomfortabel. Stattdessen werden im iLCM verschiedene Docker
Volumes definiert und zur Sicherstellung der Persistenz der Anwendung verwendet. Ein




welches auf ein tatsächlich lokal existierendes Verzeichnis abgebildet wird. Daten, die in
dieses Verzeichnis gespeichert werden, bleiben auch beim Beenden des Docker Services
bestehen und werden bei einem späteren Neustart des Tools automatisch wieder mit einge-
bunden. Während der Arbeit mit dem Tool können an vier verschiedenen Orten veränderte-
oder neue Daten entstehen. Dies sind zum einen das Datenbankverzeichnis, in welchem unter
anderem die Dokumente und Annotationen abgelegt sind und zum anderen das Solr-Home
Verzeichnis. In diesem werden die von Solr indizierten Daten abgelegt. Über diese beiden
Verzeichnisse hinaus entstehen bei der Arbeit mit dem Tool beispielsweise neue Resultate,
Annotationsschemata, Blacklists und vieles mehr, welche allesamt innerhalb des R-Projekt
Verzeichnisses abgelegt sind. Zu guter Letzt hat der Nutzer für potenzielle weiterführende
Analysen die Möglichkeit, weitere R-Pakete über das RStudio-Interface zu installieren. Die
installierten R-Pakete liegen allesamt in einem festgelegten Ordner. Auch dieser wird als
Volume definiert, um die Persistenz neuer Bibliotheken sicherzustellen. Sollen neben diesen
vier Ordnern weitere Aspekte abgebildet werden, so hat der Nutzer beim Starten des Services
die Möglichkeit, über den Parameter -v eigene Volumes anzulegen.
3.2.1.3 Verwendung der Programmiersprache R
R ist eine frei verfügbare, in den Sozialwissenschaften bekannte Programmiersprache. Es exi-
stieren zahlreiche Bibliotheken und Funktionen, die die Arbeit im Bereich Text Mining und
Statistik unterstüptzen. Als weitere Programmiersprache neben R beschreibt Python11 eine
besonders im Bereich Machine Leaning sowie der Anwendung neuronaler Netzwerke und
weiteren textverarbeitenden Verfahren verbreitete Sprache. Für Python existieren zahlreiche
Pakete wie z. B. nltk12, die ebenfalls die Anwendung von Verfahren zur Verarbeitung von Tex-
ten erleichtern. Die entscheidenden Vorteile von R gegenüber Python für die Entwicklung des
iLCM sind zum einen die Überlegenheit des R-Paketes shiny gegenüber dem Python-Pendant
dash. Beide erlauben es mit vergleichsweise wenig Aufwand interaktive Webapplikationen
zu erstellen. shiny bietet hierbei jedoch deutlich mehr Freiheiten sowie Erweiterungen durch
zusätzliche Pakete und generell mehr Möglichkeiten in der Entwicklung als dash. Der andere
Vorteil von R gegenüber Python liegt in der höheren Bekanntheit innerhalb der Sozialwis-
senschaften begründet. Dies kann zum Teil durch die grundlegende Ausrichtung von R als
Statistiktool begründet werden. Die somit bereits vorhandenen Erfahrungen im Umgang mit
R sind ein grundlegender Baustein, um die Erweiterung und Anpassbarkeit der letztendlichen
Software durch den Sozialwissenschaftler zu ermöglichen. Andere populäre Programmier-




bereits vorhandenen Bibliotheken im Bereich aktueller Verfahren aus ML und Textverarbei-
tung. Darüber hinaus gibt es kein vergleichbares Paket zu shiny, welches so verbreitet ist.
Zusätzlich dazu, sind diese Programmiersprachen in den Sozialwissenschaften auch eher
selten bekannt. Hieraus folgt, dass potenzielle Nutzer der Software zunächst eine komplett
neue Programmiersprache erlernen müssten, um die Applikation erweitern zu können, sollte
der iLCM in einer dieser unbekannten Programmiersprachen implementiert sein. All diese
Gründe führen dazu, dass R und Python die beiden bestmöglichen Programmiersprachen
zur Umsetzung der beschriebenen Anforderungen darstellen. R setzt sich jedoch durch die
Eigenschaften des Paketes shiny, sowie durch seine Bekanntheit im angestrebten Nutzerkreis
der Software gegenüber Python durch.
3.2.1.4 Grafische Benutzeroberfläche oder terminalbasierte Anwendung
Text-Mining-Infrastrukturen bieten dem Nutzer verschiedene vorgefertigte Funktionen und
Methoden, mit deren Hilfe der Einsatz von automatischen textverarbeitenden Algorithmen
ermöglicht wird. Die Art und Weise wie diese Funktionen angeboten und durch den Nutzer
angewendet und eingestellt werden, kann durch verschiedene Herangehensweisen umge-
setzt sein. Grundlegend wird unterschieden in Kommandozeilen- und grafische Interfaces
(Command-line Interface - CLI, Graphical User Interface - GUI). CLIs setzen dabei voraus,
eine bestimmte definierte Syntax für die Anwendung zu kennen und anwenden zu können.
Das Erlernen dieser ist teilweise jedoch sehr komplex und zeitaufwändig. Besonders für den
Einsatz im Bereich der Sozialwissenschaften ist die Anwendung von CLIs schwierig, da der
Umgang mit dieser Art von Interface oftmals gänzlich unbekannt ist. Weiterhin ist es so,
dass auch die Ergebnispräsentation in der Regel auf die Möglichkeiten der Kommandozeile
beschränkt sind. Ausnahmen sind dabei aber vorhanden. Typische Beispiele für CLI-basierte
Text-Mining-Angebote stellen die R-Bibliotheken quanteda (siehe [10]) und polmineR ([12])
dar. Beide Pakete bieten ein breites Spektrum an Funktionen an, welche über die R-Konsole
aufgerufen werden können. quanteda deckt ein sehr weites Feld verschiedener Aspekte der
Auswertung von textuellen Daten ab. Beispiele hierfür sind der Import von Daten nach R,
die Vorverarbeitung von Texten, Kookkurrenzberechnung, Clustering und Scaling Methoden.
polmineR hingegen fokussiert sich auf die interaktive Analyse von Korpora und stellt dafür
notwendige Funktionen bereit. Besonders zeichnet sich polmineR dadurch aus, zu jeder Zeit
während der Auswertung quantitativer Ergebnisse die dafür ursächlichen originalen Daten
einsehen zu können. Weiterhin werden im Paket polmineR verschiedene aufbereitete Korpora
zur Verfügung gestellt. Die Alternative zu diesen Kommandozeilen-Werkzeugen, sind solche,
welche eine grafische Oberfläche zur Verwendung durch den Nutzer bereitstellen. Dies hat
den Vorteil, dass die Anwendung der vorhandenen Funktionen deutlich einfacher gelernt
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werden kann, da es nicht notwendig ist, die explizite Syntax der verschiedenen Funktionen
zu kennen. Vielmehr werden die unterschiedlichen Funktionen als auch die entstehenden
Ergebnisse grafisch aufbereitet angezeigt und über Mausinteraktionen gesteuert. Der iLCM
verwendet zur Erstellung einer solchen Oberfläche das R-Paket shiny. Dieses erlaubt es,
interaktive Applikationen zu bauen, welche dann browserbasiert durch den Anwender genutzt
werden können. Die Implementierung von shiny-Applikationen unterscheidet die beiden
Bereiche UI und Server. Im Bereich UI wird die Oberfläche der Applikation festgelegt.
Die dafür verwendeten Funktionen des shiny-Paketes und anderer weiterer Erweiterungen
(z. B. shinydashboard, shinyWidgets) übersetzen dabei den geschriebenen R-Code in HTML,
was es ermöglicht, diesen in einem beliebigen Browser zu verwenden. Damit erlaubt die
Entscheidung zugunsten von R und shiny die angestrebte Verwendung der Software als
browserbasierte Webapplikation. Um den Umgang mit der Applikation interaktiv gestalten
zu können, müssen verschiedene Inputmöglichkeiten für den Nutzer vorhanden sein, damit
dieser Einstellungen vornehmen kann, mit welchen er den Ablauf von Algorithmen exakt
an seine spezielle Fragestellung anpassen kann. shiny offeriert bereits eine große Menge
verschiedener Inputmöglichkeiten, welche im Bereich der UI-Definition verwendet werden
können. Weiterhin werden in der UI neben den Inputmöglichkeiten bereits die zu erwarteten
Outputs wie zum Beispiel Grafiken oder Tabellen initialisiert. Das Berechnen der für diese
Outputs benötigten Informationen sowie das darauf aufbauende Erstellen der Outputs ist
dann Bestandteil des zweiten Bereichs der shiny-Applikation, der Server Logik. In diesem
Bereich werden die zur Berechnung der Output-Objekte durchzuführenden Prozesse definiert.
Die Prozesse können auf die durch den Nutzer eingestellten Inputvariablen zugreifen und
verwenden, um die Ergebnisse für die initialisierten Outputs berechnen zu können. shiny
verwendet ein reaktives Programmiermodell. Dies bedeutet im Detail, dass reaktive Quellen
sowie reaktive Endpunkte in der Applikation Verwendung finden. Reaktive Quellen können
dabei beispielsweise in der UI definierte Inputvariablen sein. Eine Verbindung aus reakti-
ver Quelle und reaktivem Endpunkt wird automatisch hergestellt, sobald in der Definition
eines reaktiven Endpunktes (z. B. einer Tabelle) eine reaktive Quelle (z. B. eine numeri-
sche Eingabe) verwendet wird. Besteht eine Verbindung zwischen Quelle und Endpunkt,
aktualisiert shiny automatisch den Endpunkt, sobald eine Änderung in der Quelle vorliegt.
Diese Änderungen werden typischerweise durch Anpassungen des Nutzers in der grafischen
Oberfläche hervorgerufen. Das Modell der Reaktivität erlaubt darüber hinaus auch komple-
xere Kombinationen von Objekten, sodass beispielsweise eine Quelle die Aktualisierung
mehrerer Output-Objekte auslöst oder aber ein Endpunkt von vielen verschiedenen Quellen
abhängt. Insgesamt bietet die Umsetzung der Applikation in shiny damit eine Möglichkeit,
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die Anforderungen an die Browserbasiertheit als auch Anwendbarkeit durch unerfahrene
Nutzer umsetzen zu können.
3.2.1.5 Flexible Umsetzung methodologischer Anforderungen
Die methodologischen Anforderungen an eine Text-Mining-Infrastruktur für den Einsatz in
den Sozialwissenschaften sind breit gefächert. Viele verschiedene methodische Ansätze sind
als eigenständige Analysen, exploratives Werkzeug oder zur weiteren Unterstützung qualita-
tiver Arbeit notwendig. Um diese vielen verschiedenen Funktionen anbieten zu können, ist es
notwendig, auf mehrere Möglichkeiten der Implementierung bzw. Umsetzung von methodo-
logischen Anforderungen zurückgreifen zu können. Die Entscheidung der Verwendung von
R als grundlegende Programmiersprache erlaubt es durch deren weite Verbreitung im Bereich
Statistik und ML auf einer bereits sehr großen und stetig wachsenden Menge an Modulen
aufbauen zu können. Des Weiteren ermöglichen sogenannte Wrapper die Integrierung von
Modulen aus anderen Programmiersprachen direkt innerhalb des R-Codes. Zusätzlich dazu
besteht jederzeit die Möglichkeit, eigene Funktionen implementieren zu können und diese,
wenn passend, auf eine einfache standardisierte Art und Weise als Paket zusammenzufassen
und in dieser Form auch der R-Community zur Verfügung zu stellen. Dieses Prinzip der Of-
fenheit gegenüber verschiedenen Umsetzungen von methodologischen Anforderungen wird
im Folgenden durch vier verschiedene vorliegende Implementierungsstrategien verdeutlicht.
• Einbindung bestehender R-Bibliotheken R-Bibliotheken sind Sammlungen von
Funktionen geschrieben in R, die in der Regel für einen bestimmten Algorithmus oder
Sachverhalt Funktionen anbieten. CRAN13 stellt dabei eine Plattform zum Austausch
von R-Bibliotheken dar. Aktuell werden auf CRAN mehr als 1600014 verschiedene
Funktionsbibliotheken aufgeführt. Die Anwendung einer Bibliothek setzt die vorhe-
rige Installation dieser samt eventueller Abhängigkeiten zu anderen R-Bibliotheken
oder Systembibliotheken voraus. Wie bereits aufgezeigt, bietet die Dockerisierung
der Applikation eine Möglichkeit, die Installation sowie die korrekte Versionierung
der Bibliotheken bereits zum Zeitpunkt der Auslieferung der Software sicherzustellen.
Dabei müssen durch den Anwender keine weiteren Maßnahmen ergriffen werden. Es
soll nun am Beispiel der Keyword-Extraktion aufgezeigt werden, wie die Integration
bestehender R-Bibliotheken in die Architektur des iLCM vollzogen wurde.
13The comprehensive R Archive Network stellt ein Netzwerk von Websevern auf der ganzen Welt dar, welche
die identischen und aktuellen Versionen von R-Code samt zugehöriger Dokumentation speichern und anbieten
14Stand 21.07.2020
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Integrierung der R-Bibliothek textrank zur Umsetzung der Keyword-Extraktion
Die Extraktion von Schlüsselbegriffen, sogenannten Keywords, aus einer Menge von
Texten, erlaubt es einen schnellen Überblick über die grundlegenden Informationen
einer Dokumentensammlung zu erhalten. Das R-Paket textrank15 stellt eine Menge von
Funktionen bereit, mit deren Hilfe verschiedene methodische Ansätze zum Auffinden
von Schlüsselbegriffen ausführbar sind. Wie die übrigen Analysen ist die Keyword-
Extraktion als ein eigenständiges Skript im iLCM abgelegt, welches zusammen mit
den im Task Scheduler festgelegten Parametern (Datengrundlage, Verfahrenstyp und
verfahrensspezifische Parameter) aufgerufen wird. In den ersten Schritten des Skrip-
tes werden benötigte Funktionen sowie die angewendete Bibliothek textrank über
den Befehl library(textrank) geladen. Nachdem die Bibliothek erfolgreich geladen
wurde, können die darin enthaltenen Funktionen aufgerufen und angewendet werden.
Zuvor werden im Skript jedoch die festgelegten Parameter sowie die ausgewählten
Daten geladen. Darauf folgt ein Sanity Check, der die Plausibilität der gewählten
Parameter überprüft und falls notwendig das Skript vorzeitig beendet und eine ent-
sprechende Fehlermeldung in die Logdatei schreibt. Das Logging funktioniert dabei
jeweils über eine einzelne Logdatei, welche für jeden individuellen Task angelegt
wird. In dieser werden dann zu jedem Prozessschritt Informationen eingetragen, wel-
che wiederum in der grafischen Oberfläche des iLCM live angezeigt werden und
damit eine Einsicht in den Fortschritt der Prozesse zulassen. Die dafür geschriebene
Funktion log_to_file()(siehe Quellcodebeispiel 3.3) verwendet als Parameter die zu
schreibende Nachricht sowie den aktuellen Pfad der vorliegenden Logdatei, in welche
geschrieben wird. In der Funktion wird die Nachricht dann mit einem Zeitstempel
versehen und als neue Zeile in die Datei geschrieben. Sind alle notwendigen Schritte
vollzogen, kann der eigentliche Prozess der Keyword-Extraktion unter Verwendung
des textrank-Paketes gestartet werden. Je nach durch den Nutzer vorgegebenem Ansatz,
werden dabei verschiedene methodische Umsetzungen verwendet, welche das Paket
textrank bereitstellt. Im Quellcodebeispiel 3.2 wird der Befehl zur Ausführung des
Verfahrens TextRank ([89]) gezeigt. Die dafür notwendigen Daten und Parameter
stellen entweder die gewählten Parameterbelegungen aus dem Task Scheduler dar
oder wurden auf Basis dieser erhoben. Die von der Funktion textrank_keywords()
zurückgelieferten Ergebnisse werden dann abgespeichert und können später über die
Ergebnisansicht des iLCM näher untersucht werden.
• Einbindung von Modulen aus anderen Programmiersprachen über Wrapper
Liegt der Fall vor, in welchem eine gewünschte Funktionalität nicht durch eine R-
15https://github.com/bnosac/textrank
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Quellcode 3.2 Aufruf zum Auffinden von Keywords mit dem Verfahren TextRank aus der
R-Bibliothek textrank.
log_to_file <- function(message, file){
message <- paste(Sys.time(), message, sep = ": ")
write(message, file = file, append = T)
}
Quellcode 3.3 Funktion zum Schreiben von Log-Benachrichtigungen in die dem Prozess
zugehörige Logdatei samt Zeitstempel.
Bibliothek bereitgestellt werden kann, dafür aber in einer anderen Programmiersprache
verfügbar ist, so besteht die Möglichkeit, diese Funktionen dennoch direkt aus R heraus
aufzurufen. Zum einen existieren teilweise Pakete in R, welche speziell dafür gebaut
sind, die Verwendung von Funktionen aus einer anderen Programmiersprache nativ
in R verwenden zu können. Ein Beispiel hierfür ist das R-Paket spacyr16, welches es
erlaubt, das Python-Framework spaCy17 aus R heraus direkt aufzurufen. Der iLCM
verwendet diese Funktionalität während des Imports von neuen Daten, welche es gilt
vor deren Import in die Datenbank vorzuprozessieren. Zur Verwendung von spacyr
und damit spaCy sind Modelle in der zu bearbeitenden Sprache notwendig. Für die
Sprachen Englisch und Deutsch sind diese bereits im iLCM vorinstalliert. Im Sinne
der Erweiterbarkeit können aber auch direkt über die Options-Oberfläche des iLCM
weitere Modelle für andere Sprachen installiert werden. Hierfür wird die R-Funktion
system() verwendet, die es erlaubt, aus R heraus Kommandozeilenbefehle auf Syste-
mebene auszuführen. Im Quellcodebeispiel 3.4 sind die beiden Befehle aufgezeigt,
welche benötigt werden, um Modelle für weitere Sprachen hinzuzufügen. Neben dieser
Art von Wrappern, welche einzig für die Nutzung einer einzelnen speziellen Bibliothek
einer anderen Programmiersprache erdacht sind, gibt es auch generische Lösungen,
welche die Anwendung beliebiger Implementierungen anderer Programmiersprachen





query <- paste0("python -m spacy download ",
input$options_add_model_select
)
ret <- system(query, intern = T)
Quellcode 3.4 R-Befehle, die ein spaCy-Modell herunterladen, welches anschließend
verwendet werden kann; In der Variable input$options_add_model_select ist die durch
den Nutzer ausgewählte Kennung des zu installierenden Modells abgelegt.
rJava19. reticulate stellt eine umfassende Menge an Werkzeugen für die Interopera-
bilität zwischen Python und R bereit. Es wird ermöglicht, Python-Code direkt aus
R heraus aufzurufen, indem beispielsweise Python-Module geladen werden können
oder Python-Skripte ausgeführt werden. Weiterhin bietet reticulate Übersetzungen
zwischen R- und Python-Objekten an. Hiermit ist es möglich, typische Datenobjekte
der jeweiligen Sprache in das Äquivalent der anderen Sprache zu übersetzen und
dort zu verwenden. rJava ermöglicht die Erstellung von Java-Objekten, den Aufruf
von Methoden und die Untersuchung von Java-Objekten aus R heraus. Diese beiden
Bibliotheken vergrößern damit die Menge verfügbarer Funktionen um ein Vielfaches
und sind eine der Grundlagen, welche die Erweiterbarkeit der Gesamtapplikation
sicherstellen.
• Hinzufügen eigener Funktionen Sind spezielle Anforderungen nicht als ein beste-
hendes R-Paket verfügbar und auch nicht durch einen Wrapper mithilfe einer anderen
Programmiersprache umsetzbar, besteht die Möglichkeit, eigene Implementierungen
vorzunehmen. Für die Umsetzung des iLCM wurde eine Vielzahl eigener Funktionen
implementiert. Eine Funktion ist dabei jeweils für die Erfüllung einer speziellen Auf-
gabe bzw. Anforderung zuständig. Die verschiedenen implementierten Funktionen
sind in einem Ordner gesammelt. Zum Startzeitpunkt der Applikation werden diese
Funktionen dann geladen, damit sie bei Bedarf während der Anwendung des iLCM
genutzt werden können. Um sicherzustellen, dass die Funktion keine unvorhergesehe-
nen Verhalten aufweist, können zu Beginn der Funktion verschiedene Bedingungen
definiert werden, welche bei Nichterfüllung zum kontrollierten Abbruch der Funktion
führen. Im Quellcodebeispiel 3.5 ist beispielsweise eine Funktion zur Berechnung
der Relevanz von Worten in Abhängigkeit eines ausgewählten Themas im Kontext
von Topic Modeling dargestellt. Es wird dabei zunächst überprüft, ob der angegebene
Wert für lambda im korrekten Wertebereich liegt. Weiterhin wird sichergestellt, dass
19https://www.rforge.net/rJava/
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die Dimensionen der übrigen Inputwerte für phi, theta und doc.length miteinander
übereinstimmen, damit die nachfolgenden Operationen durchführbar sind.
• Hinzufügen eigener Pakete Werden innovative Verfahren entwickelt, kann es sinnvoll
sein, diese nicht nur als einzelne Funktionen zu verwenden, sondern sie stattdessen
in Form eines eigenen R-Paketes zu implementieren und anzuwenden. Die Paketer-
stellung kann dabei in einem standardisierten Prozess vollzogen werden, an dessen
Ende ein Paket entsteht, welches sich über die in R dafür vorgesehenen Funktionen
installieren lässt. Die Funktionen zur in dieser Arbeit später noch genauer beschrie-
benen Kontextvolatilität (KV, siehe Kapitel 4) stellen ein innovatives Verfahren dar,
für welches noch keine Bibliotheken vorliegen. Dementsprechend wurden die not-
wendigen Implementierungen in R vorgenommen. Die dabei entstehende Menge an
Funktionen wurde dann im Paket tmca.contextvolatility20 zusammengefasst und auf
gitlab abgespeichert. Das Paket umfasst dabei nicht nur die eigentlichen Funktionen
an sich, sondern erweitert diese um die zugehörige Dokumentation sowie unit-tests,
welche die Funktionen des Paketes testen. Die Tests wurden hierbei mithilfe des
R-Bibliothek testthat (siehe [132]) durchgeführt. In dem Codebeispiel 3.6 wird ein
Testszenario aufgezeigt, bei welchem für die Kookkurrenzberechnung mithilfe der
Dice-Signifikanz verschiedene Bedingungen überprüft werden. Der Wertebereich von
Dice-Signifikanzwerten liegt stets im Intervall [0,1]. Dementsprechend wird in den
Tests sichergestellt, dass kein Wert kleiner als 0 oder größer als 1 ist und jeder Eintrag
einen numerischen Wert enthält. Durch die Verwendung von Tests wird sichergestellt,
dass die verschiedenen Funktionen des Paketes das angestrebte Verhalten aufweisen.
Zusätzlich dazu wird bei Veränderungen innerhalb des Paketes automatisch überprüft,
ob die kürzlich vorgenommenen Änderungen zu einem potenziellen Fehler geführt
haben. Im iLCM helfen die Tests ebenfalls dabei, die auftretenden Fehler, welche
bei der Durchführung von Analysen entstehen könnten, zu minimieren und damit die
Benutzbarkeit der Software zu erhöhen.
Diese vielen verschiedenen Möglichkeiten der Abbildung von methodologischen Anfor-
derungen innerhalb der Programmiersprache R untermauern die Entscheidung für R als
grundlegende Programmiersprache in diesem Projekt.
3.2.1.6 Ausführen von Skripten als eigenständige Prozesse
Im iLCM wird eine Vielzahl verschiedener Analyseformen angeboten. Die Integrierung
dieser in das Tool wurde durch einen skriptbasierten Ansatz umgesetzt. Im Detail ist es so,
20https://git.informatik.uni-leipzig.de/gwiedemann/R_tmca_package/-/tree/master/tmca.contextvolatility
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#’ calculate the relevance of words given a certain topic
#’ @param lambda parameter, which weights the two summands
#’ @param phi topic word distribution
#’ @param theta document topic distribution
#’ @param doc.length number of words per document
#’ @return a matrix containing the relevance scores for all
combinations of words
#’ and topics
calculate_topic_relevance <- function(lambda=0.3, phi, theta,
doc.length){
# Sanity Checks for the input arguments
if (lambda < 0 || lambda > 1) {
stop("lambda is not in the valid range between 0 and 1")
}
if (nrow(phi)!=ncol(theta)) {
stop("phi and theta show different number of topics")
}
if (nrow(theta)!=length(doc.length)) {
stop("theta and doc.length show different number of documents")
}
topic.frequency <- colSums(theta * doc.length)
topic.proportion <- topic.frequency/sum(topic.frequency)





relevance <- lambda * log(phi) + (1 - lambda) * log(lift)
return(relevance)
}
Quellcode 3.5 Funktion zum Berechnen der Relevanz von Worten in Abhängigkeit eines




# Test if calculated significances are within the expected
# value range and not NA
coocs$set_measure("DICE")
calcDICE <- coocs$ccoocs()
testthat::expect_gte(min(calcDICE), expected = 0)
testthat::expect_lte(max(calcDICE), expected = 1)
testthat::expect_false(any(is.na(calcDICE)))
})
Quellcode 3.6 Testfunktion, um die Plausibilität der Ergebnisse der Berechnung von Dice-
Signifikanzen während der Kookkurrenzberechnung zu überprüfen.
dass jede Analyse durch ein einzelnes R-Skript abgebildet wird. In der grafischen Oberflä-
che des iLCM, genauer im Task Scheduler, ist es möglich, die verschiedenen Analysen zu
parametrisieren und zu starten. Wird die Durchführung einer solchen Analyse durch den
Nutzer beauftragt, so werden die festgelegten Parameter in eine temporäre Datei geschrie-
ben sowie eine Logdatei angelegt. Im Anschluss daran wird über die Funktionen system()
und Rscript() das jeweilige R-Skript gestartet. Eine Alternative zu diesem Vorgehen wäre
durch die Verwendung des Befehls source() möglich gewesen. Hiermit hätte ebenfalls die
Durchführung der Analyse durch das zugehörige Skript gestartet werden können. Auch
das Logging, sowie die Übergabe der Parameter wären dabei ohne das Anlegen externer
Dateien möglich gewesen. Der entscheidende Nachteil des source() Befehls hätte jedoch
darin bestanden, dass während der Durchführung des Skriptes keine weitere Nutzung der
Oberfläche des iLCM möglich gewesen wäre. Da dies inakzeptabel ist, wurde sich für die
Verwendung des system() Befehls, welcher das Skript als einen externen Prozess startet, ent-
schieden. In dem Codebeispiel 3.7 sind die notwendigen Schritte zum Starten eines Skriptes
dargestellt. Zunächst wird für den zu startenden Task die zugehörige ID bestimmt. Zusätzlich
zu dieser ID werden die ausgewählte Kollektion, die durchzuführende Analyse sowie der
jeweilige aktuelle Zeitpunkt vermerkt. Im Anschluss daran wird eine Logdatei erstellt und
die benötigten Parameter werden in der temporären Datei tmp.RData abgelegt. Der letzte
Schritt sieht dann den eigentlichen Aufruf des R-Skriptes durch die Kombination der Befehle
system und Rscript() vor. In den Skripten werden jeweils zunächst neben den notwendi-
gen Funktionen und Bibliotheken die festgelegten Parameter sowie die zugrunde liegenden
Daten geladen. Die bestehenden Skripte sind in einzelne Teilschritte unterteilt, für welche
jeweils zu Beginn und Ende relevante Informationen in die Logdatei geschrieben werden.
Für die Standardschritte der Analysen (z. B. das Laden und Vorverarbeiten der Daten sowie
das Erstellen einer Dokument-Term-Matrix) liegen fertige Funktionen vor, welche auch in
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#create process ID
ID <- get_task_id_counter() + 1
set_task_id_counter(ID)












paste0("Task ID: <b>", process_info[[1]], "</b>"),
paste0("Collection: <b> ", process_info[[2]], "</b>"),
paste0("Task: <b>", process_info[[3]], "</b>"),

















Quellcode 3.7 Befehle zum Starten des Skriptes der Berechnung eines Topic-Modells. Es
werden die für die Ausführung des Skriptes benötigten Daten in der Datei tmp.RData
abgespeichert sowie eine Logdatei initiiert.
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weiteren zukünftig dem Tool hinzuzufügenden Analysen verwendet werden können. Mit dem
erfolgreichen Abschluss einer Analyse werden die dabei erzielten Ergebnisse in einen für
jeden Task angelegten Ordner abgespeichert. Dies hat den Vorteil, dass sobald eine Analyse
einmal fertig berechnet wurde, die Ergebnisse jederzeit sofort einsehbar sind. Die Alternative
hierzu hätte darin bestanden, die Ergebnisse nicht extern abzuspeichern, sondern lediglich
live in der aktuellen Session des iLCM anzuzeigen. Damit könnte zwar Festplattenspeicher
eingespart werden, allerdings wäre das Ergebnis dann zu einem späteren Zeitpunkt nicht
mehr einsehbar. Je nach ausgewählter Menge zu analysierender Daten sowie vorliegender
Hardware können die benötigten Berechnungszeiten durchaus mehrere Stunden einnehmen.
Damit hierbei keine redundanten Berechnungen vorgenommen werden, welche unnötige
Wartezeiten beim Nutzer bedeuten, werden im iLCM die Ergebnisse von Analysen jeweils
in einem eigenen Ordner extern abgelegt. Als Dateiformat wird hierbei das R-spezifische
Format RData21 verwendet. Dieses erlaubt es, beliebige Datentypen einer R-Session schnell
speichern, als auch wieder laden zu können. Die Verwendung von externen Skripten zur
Durchführung der Analyse erlaubt es weiterhin, bestehende Skripte an spezifische Anfor-
derungen anzupassen und auszutauschen. Weiterhin können ganze Blöcke in den Skripten
ersetzt werden. Auch das Hinzufügen neuer Skripte ist für erfahrene Nutzer realisierbar.
Durch die beschriebenen Entscheidungen ist es möglich, die Analysen parallel zur regulären
Nutzung der iLCM-Oberfläche zu berechnen, einmal berechnete Ergebnisse jederzeit wieder
einsehen und auch Anpassungen und Erweiterungen an den Skripten vornehmen zu können.
3.2.1.7 Import- und Exportmöglichkeiten
Eine weitere wichtige Entscheidung im Design einer solchen Softwarelösung beschäftigt
sich mit der Umsetzung von Import- und Exportmöglichkeiten. Zunächst stellt sich die
Frage, wie variabel der Input von neuen Daten in die Software umgesetzt werden soll. Wird
lediglich ein spezielles Format zum Import zugelassen, hat dies den Vorteil, dass die Feh-
lerwahrscheinlichkeit während des Inputs abnimmt. Gleichzeitig ist es aber so, dass die
Transformation der Daten in ein bestimmtes Format durch Sozialwissenschaftler bereits eine
erste große Hürde bei der Anwendung quantitativer Verfahren darstellen kann und somit
von der Nutzung der Software gänzlich abhalten kann. Deswegen wurde sich hierbei für die
Anwendung eines möglichst einfachen sowie gleichzeitig flexiblen Imports eigener Daten
in das Tool entschieden. Hierzu können sowohl CSV, REFI (Rotterdam Exchange Format
Initiative)22 oder aber auch beliebige Textrohdaten in das Tool herein geladen werden. Diese




input <- readtext::readtext(file = "example.pdf", encoding = "UTF-8")
Quellcode 3.8 R-Befehl zum Einlesen von Textdateien in R mit dem Paket readtext
Daten werden dann interaktiv in einer grafischen Benutzeroberfläche durch den Nutzer auf
das Standardformat des iLCM abgebildet. Zum Einlesen der möglichen Textformate wird
das Paket readtext verwendet. Wie im Codebeispiel 3.8 gezeigt, können hiermit zahlreiche
unterschiedliche Textformate in R eingelesen und später weiter verarbeitet werden. Auch das
verwendete Encoding kann hierbei angegeben werden, um sicherzustellen, dass die Texte
korrekt in R importiert werden. Neben dem Import von neuen Daten gilt es zu entscheiden, ob
und wenn ja, wie der Export von Daten, Ergebnissen und anderen Objekten aus der Software
vollzogen werden kann. Ist der Export von (Teil-) Ergebnissen aus dem Tool nicht möglich,
können die Funktionen des Tools nur als geschlossenes System verwendet werden. Dies hat
zur Folge, dass bei dem Nichtvorhandensein einer einzelnen notwendigen Teilfunktion der
gesamte Analyseprozess und damit die Software für den Sozialwissenschaftler unbrauchbar
wird. Daher wurde sich in dieser Arbeit für eine flexible, erweiterbare Ausrichtung der
Software entschieden. Hierfür ist es wichtig, Daten und Ergebnisse aus dem Tool expor-
tieren zu können, um diese in anderen Softwarelösungen oder Programmierumgebungen
weiter verarbeiten zu können. Die Daten und Ergebnisse, welche während des Einsatzes
der Software berechnet werden, liegen zunächst als R-typisches Format RData vor. Der
Zugriff auf all diese Daten ist dem Nutzer möglich. Allerdings wäre er damit weiterhin an
die Verwendung des R-Universums gebunden. Stattdessen bietet es sich an, typische pro-
grammiersprachenunabhängige Standardformate auf dem Gebiet dieser Software zu nutzen,
um den Austausch mit anderen verwandten Softwarelösungen zu ermöglichen. Ein solches
Standardformat stellt REFI dar. Der REFI-Standard beschreibt ein spezifisches XML-Format,
welches von zahlreichen QDA-Softwareumgebungen unterstützt wird. Um die Daten des
iLCM auf dieses Format abbilden zu können, wurden zahlreiche Funktionen geschrieben,
welche die Transformation in und aus diesem Format erlauben. Es können sowohl Rohtexte in
Form von Dokumentkollektionen als auch manuell vorgenommene sowie durch verschiedene
Algorithmen23 erstellte Annotationen exportiert werden. Im REFI-Standard sind Annotatio-
nen über einen Character-Offset markiert. Dem gegenüber steht die Annotation von Texten
im iLCM durch die Verwendung von Wort-Offsets. Für das Mapping der Wort-Offsets hin zu
Character-Offsets wird während der Vorprozessierung durch spaCy für jedes Wort der entspre-
chende Charater-Offset mitgespeichert. Mit Hilfe dieser Information ist es dann möglich, die
23Resultate von Topic-Modellen können als Dokument Annotationen extrahiert werden. Weiterhin können
auf Basis von Trainingsdaten mithilfe einer Support Vector Machine, Satz-, als auch Dokument-Annotationen
erstellt und anschließend extrahiert werden.
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Character-Offsets in Wort-Offsets zu übersetzen und umgekehrt. All diese Angaben werden
jeweils ausgelesen und in XML im REFI-Format abgespeichert. Ein Beispiel eines kurzen
Textes samt Annotation im REFI-Format ist in Beispiel 3.9 abgebildet. Zusammenfassend
ist die Möglichkeit des Exportes von Ergebnissen als auch Teilergebnissen ein essenzieller
Schritt, um die Software in einem breiten Rahmen einsetzen zu können. Die Verwendung
von Standardformaten erlaubt ein leichtes Austauschen von Daten zwischen verschiedenen
Softwarelösungen. Dies ermöglicht es Forschern, verschiedene Softwareangebote zu nutzen,
um mit diesen insgesamt ihre Fragestellung bestmöglich abbilden zu können.
3.2.2 Kernelemente
Die gesamte Software des iLCM besteht aus insgesamt drei Hauptkomponenten. Dazu zählt
eine in R geschriebene shiny-Applikation, in der sowohl Frontend als auch Backend in R
implementiert sind. Hinzu kommt als zweiter Bestandteil eine relationale Datenbank für die
Speicherung von Daten und Annotationen. Die dritte Komponente ist eine Volltextsuchengine.
Diese erlaubt es, Volltextsuchanfragen auf importierte Texte in Echtzeit auszuführen. Die
drei Hauptkomponenten werden durch die Verwendung von Docker als virtuelle Software zur
Installation bereitgestellt. Neben diesen Hauptelementen ist die Anwendung zusätzlich mit
einer RStudio-Server-Umgebung24 ausgestattet, welche es erfahrenen Nutzern erlaubt, eigene
Anpassungen und Erweiterungen direkt zu implementieren. Die einzelnen Bestandteile und
wie diese es ermöglichen, die an das Tool gestellten Anforderungen umzusetzen, werden nun
im Folgenden näher erläutert.
3.2.2.1 Datenbank - MariaDB
Zur Speicherung von Daten wird im iLCM ein relationales Datenbanksystem verwendet. Ge-
nauer wird hierbei MariaDB in der Version 10.2 eingesetzt. MariaDB ist ein frei verfügbares
relationales Datenbankmanagementsystem, welches durch die Abspaltung von MySQL ent-
standen ist. Ein eigenes Datenbankschema zur Speicherung von Rohtexten, vorprozessierten
Dokumenten sowie manuell und automatisch entstandenen Annotationen wurde angelegt.
Die wichtigsten Tabellen sind dabei:
• Tabelle documents: In documents werden sämtliche importierte Dokumente samt der
verfügbaren Metadaten abgelegt.
• Tabelle token: Während des Imports neuer Dokumente werden diese mithilfe von
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Quellcode 3.9 Beispieldatei im REFI-Format, welche ein einzelnes Dokument mit den
dazugehörigen getätigten zwei Annotationen sowie die Erläuterung des Annotationssets
zeigt.
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zeilenweise Informationen zu den einzelnen Worten aufzeigen (Dokument- und Satz-
zugehörigkeit, Position im Satz, Lemma, Part of Speech (POS)- und Named Entity
Recognition (NER)-Tag sowie einen Charater-Offset), werden in die Datenbank übertra-
gen. Dies erlaubt es nach dieser einmaligen initialen Vorprozessierung der Dokumente,
jederzeit wieder auf die dabei gewonnenen Informationen zurückzugreifen, ohne diese
zu einem Anwendungszeitpunkt erneut mit verbundenen Wartezeiten vorverarbeiten
zu müssen.
• Tabelle annotations: Im iLCM ist die Funktionalität zur Annotation von Texten mit
angelegten Annotationsschemata implementiert. Die damit vorgenommenen Annota-
tionen werden in dieser Datenbanktabelle abgelegt und können für darauf basierende
Analysen jederzeit abgefragt und exportiert werden.
Nicht in der Datenbank gespeichert werden Ergebnisse durchgeführter Analysen. Diese
werden stattdessen als RData Objekte abgelegt und dem Nutzer auf verschiedene Weisen prä-
sentiert und zur Weiterverwendung zur Verfügung gestellt. Die Diversität der Datenstrukturen
der Ergebnisse sowie die teils immense Größe der Ergebnisdaten macht eine Verwendung
des RData Dateityps empfehlenswert. Mit diesem können Ergebnisvariablen, welche in R
entstanden sind, jederzeit gespeichert und zum Zeitpunkt der Ergebnisbegutachtung erneut
geladen werden.
3.2.2.2 Volltextsuche - Solr
Solr25 ist eine von der Apache Software Foundation in Java entwickelte Open-Source Platt-
form zur Suche in großen Dokumentmengen. Zur Volltextindexierung und -suche wird die
Lucene-Java-Suchbibliothek verwendet. Solr stellt eine skalierbare Lösung dar, um Milli-
arden von Texten in Echtzeit durchsuchen zu können ([46]). Damit dient es im iLCM als
Möglichkeit, um in allen importierten Dokumenten die für die Beantwortung der Fragestel-
lung relevanten Texte finden zu können. Solr kann als eigenständiger Volltextsuchserver
verwendet werden, welcher über REST-ähnliche HTTP/XML- und JSON-APIs durch zahlrei-
che Programmiersprachen verwendet werden kann. Die Kommunikation zwischen Solr und
dem Backend des iLCM wird mithilfe der R-Bibliothek Solrium durchgeführt. Die Volltexte
der importierten Korpora bezieht Solr aus der Datenbank. Der Start eines gesamten Imports
oder Deltaimports kann über die Weboberfläche durch den Nutzer gesteuert werden.
Implementierte Suchinterfaces Document Retrieval ist die Teildisziplin des Text Mining,
die sich mit dem Auffinden relevanter Dokumente bezüglich einer vorgegebenen Suchanfrage
25https://lucene.apache.org/Solr/
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befasst ([111]). Der iLCM bietet die Möglichkeit, große Mengen an Text in das Tool zu
importieren. In der Regel ist zu Beantwortung einer wissenschaftlichen Fragestellung nur
eine Untermenge des gesamten Korpus relevant. Das Auffinden dieser relevanten Dokumente
wird unter anderem durch die Möglichkeit der keywordbasierten Suche in den Korpora
vollzogen. Im Detail wird dabei eine Suchanfrage an Solr gesendet, die die IDs der gefun-
denen relevanten Dokumente an die shiny-App zurückliefert. Durch die Verwendung von
Solr besteht die Möglichkeit der Verwendung der Lucene Suchsyntax. Diese erlaubt unter
anderem die folgenden Suchverfahren:
• Platzhalter Suche (Wildcard Search): Die Wildcard Suche erlaubt das Suchen mit
Platzhaltern innerhalb von Keywords. Es stehen dabei "?" für eine Einzelzeichenplatz-
haltersuche und "*" für einen Platzhalter mit beliebig vielen Zeichen zur Verfügung.
• Unscharfe Suche (Fuzzy): Die unscharfe Suche erlaubt, durch die Verwendung des
Symbols "~" am Ende eines Suchterms nach diesem und dazu ähnlichen Worten zu
suchen. Die Ähnlichkeit wird hierbei durch die Verwendung der Levenshtein-Distanz
bestimmt. Zusätzlich kann nach "~" noch ein Ähnlichkeitsschwellwert im Intervall
[0,1] angegeben werden. Wird kein spezifischer Schwellwert angegeben, so wird der
Standardwert von 0.5 verwendet. Die unscharfe Suche erlaubt beispielsweise die Suche
nach Begriffen, welche einem vorgegebenen Suchterm in der Schreibweise ähnlich sind.
Liegen in den Daten Rechtschreibfehler oder Abweichungen der Schreibweise durch
andere Gründe vor, erlaubt die unscharfe Suche, die unterschiedlichen Schreibweisen
dennoch als positive Matches zu erkennen.
• Umkreissuche (Proximity Search): Mit der Proximity Suche wird es ermöglicht,
Wortpaare zu finden, die innerhalb einer bestimmten Entfernung liegen. Um eine
solche Umkreissuche durchzuführen, gilt es die beiden Worte als Phrase ("word1
word2") zu formulieren und an diese dann das Symbol n anzuhängen. n steht dabei
für die Anzahl an Worten, welche zwischen den beiden Suchtermen stehen dürfen.
• Boosting: Solr berechnet auf Basis der jeweiligen Query einen Relevanzscore für alle
passenden Dokumente. Dieser verhält sich ähnlich zu Tf-idf. Das heißt, je höher der
Anteil gesuchter Worte in einem Dokument ist, desto relevanter wird dieses eingestuft.
Boosting erlaubt es nun, den Einfluss einzelner Worte in der Berechnung des Rele-
vanzscores zu erhöhen. Die Verwendung des Zeichens "ˆ n" am Ende eines Wortes
führt dazu, dass die Gewichtung für dieses Wort um den Faktor n angepasst wird. n
muss dabei eine positive Zahl sein. Ist n > 1, so wird die Gewichtung des Wortes
erhöht. Es ist aber auch möglich, einen Wert im Intervall [0,1] zu wählen, um die
Bedeutung eines Begriffs für die Relevanzberechnung herabzusetzen.
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• Boolesche Operatoren: Boolesche Operatoren erlauben die Kombination von Termen
durch logische Verknüpfungen. Verfügbar sind die Operatoren: AND, OR und NOT. Im
iLCM-Suchinterface können diese drei durch die Verwendung der folgenden Zeichen
aufgerufen werden: +−→ AND, # −→ OR, −→ NOT . Wird zwischen zwei Termen kein
Operator angegeben, so wird als Standard eine Oder-Verknüpfung zwischen diesen
verwendet.
• Gruppierung (Grouping): Zur Formulierung komplexer Suchanfragen ist es not-
wendig, Unterabfragen und Klauseln nutzen zu können. Durch die Verwendung von
Klammern können Klauseln gebildet werden, welche wiederum durch logische Opera-
toren miteinander kombiniert werden können. Durch die Verwendung von Gruppen
können auch Uneindeutigkeiten von Suchanfragen aufgelöst werden. Liegt beispiels-
weise die Suchanfrage "w1#w2+w3"vor, kann dies so gedeutet werden, dass w1 oder w2
gemeinsam mit w3 vorkommen müssen. Es wäre aber auch möglich, die Suchanfrage
so zu interpretieren, dass entweder w1 einzeln oder aber w2 gemeinsam mit w3 vorkom-
men muss. Durch die Verwendung von Klammern kann diese Problematik aufgelöst
werden. "(w1#w2)+w3" lässt lediglich eine Auslegung zu.
Mit diesen verschiedenen Konstrukten lassen sich komplexe Suchanfragen auf importierten
Texte abbilden. Die Ergebnisse werden dabei initial stets entsprechend des berechneten
Relevanz Scores absteigend sortiert angezeigt. Es ist aber auch möglich, die Ergebnisse
nach anderen Metadatenfeldern, wie zum Beispiel dem Datum oder der Anzahl an Token,
sortieren zu lassen. Zusätzlich hierzu besteht im iLCM die Möglichkeit korpusabhängige
Metadaten in die Suchanfrage miteinzubeziehen. Dies umfasst beispielsweise ein zeitliches
Intervall, bestimmte Autoren und Sektionen oder eine Mindest- bzw. Maximalanzahl an im
Dokument verwendeten Worten. Durch diese vorgestellten Suchoptionen erhält der Nutzer
eine Fülle an Möglichkeiten, um die Gesamtheit der Daten auf die für seine Forschungsfrage
relevante Menge zu reduzieren. Durch die Reduktion der Daten können spätere Prozesse
deutlich beschleunigt werden.
3.2.2.3 Front- & Backend: R shiny
Sowohl das Front- als auch das Backend des iLCM sind in R26 implementiert. R ist eine frei
verfügbare Open-Source Programmiersprache, welche in einem breiten Spektrum an For-
schungsgebieten bereits Anwendung findet ([128]). Für die Umsetzung des Frontends wurde




von Daten zu erstellen. Durch das R-Paket shinydashboard28 kann eine dashboardartige
Anordnung der einzelnen Elemente im iLCM erreicht werden. Das Backend des iLCM wurde
ebenfalls in R umgesetzt. Sollen methodische Erweiterungen oder Anpassungen durch den
Nutzer vorgenommen werden, so können diese ebenfalls in R umgesetzt werden. Über ver-
schiedene Pakete, welche als Wrapper arbeiten, ist beispielsweise aber auch die Einbindung
von Python (R-Paket reticulate) oder Java (R-Paket rjava) möglich. Im Backend des iLCM
werden weiterhin zahlreiche Funktionen der Funktionssammlung tmca29 verwendet, um
typische Text-Mining-Prozesse durchzuführen.
3.2.2.4 RStudio
RStudio Server erlaubt den browserbasierten Zugriff auf eine RStudio-Umgebung, welche
eine interaktive Programmierumgebung darstellt, die die Nutzung, aber auch die Anpassung
und Weiterentwicklung der iLCM shiny-Applikation ermöglicht. Darüber hinaus können
mit Hilfe von RStudio, erzielte Ergebnisse für weitere Analysen geladen und diese dann in
eigenen Skripten oder mit anderen Bibliotheken weiterverwendet werden. Damit stellt das
Vorhandensein der RStudio-Umgebung einen wichtigen Bestandteil bei der Erfüllung der
Anforderungen an die Erweiterbarkeit und Anpassbarkeit dar.
3.2.3 Import von Daten
Der Import eigener Daten stellt eine der ersten Funktionen dar, welche der Nutzer ausführt,
um mit einem Tool zu arbeiten. Dementsprechend sollte die Umsetzung des Imports mög-
lichst intuitiv und zuverlässig sein. Der iLCM verwendet ein eigenständiges Datenformat,
welches aus zwei Hauptbestandteilen besteht. Zum einen wird eine CSV-Datei erstellt, die
die einzelnen Dokumente samt ihrer Metadaten abspeichert. Hinzu kommt eine weitere Datei,
welche für jedes einzelne Wort die Ergebnisse der Vorprozessierung (Satzsegmentierung, To-
kenisierung, Lemmatisierung, POS-Tag und NER-Tag) abbildet. Diese beiden CSV-Dateien
werden dann mit entsprechenden Querverweisen in die Datenbank übertragen. Sind die Daten
fertig in die Datenbank importiert, werden die Dokumente noch von Solr indexiert, um damit
Suchanfragen effizient bearbeiten zu können. Die Erstellung des iLCM-Dateiformates lässt
sich interaktiv in der grafischen Benutzeroberfläche unter dem Reiter Import vollziehen und
ist auch für Nutzer ohne Programmiererfahrung durchführbar. Grundlegend können die zu




• CSV: Der einfachste Fall des Imports ist gegeben, wenn die Daten als CSV-Datei
vorliegen. Innerhalb dieser sollte jede Zeile ein zu importierendes Dokument repräsen-
tieren. Die Rohtexte der Dokumente müssen dabei jeweils in einer Spalte zu finden
sein. Weitere Metadaten können beliebig in den übrigen Spalten vorliegen. Die Be-
nennung oder Reihenfolge der Spalten ist frei, da die Zuordnung von vorhandenen
Informationen auf das interne iLCM-Format ohnehin durch den Nutzer vorgenommen
wird. Ist eine solche CSV-Datei vorhanden, kann diese interaktiv in der Weboberfläche
des iLCM hochgeladen und anschließend für die weitere Verwendung ausgewählt
werden.
• Beliebige Textdateien: Sind die Daten nur in ihrer Rohform als Textdatei vorhanden,
so können diese dennoch in den iLCM importiert werden. Hierfür können sie eben-
falls interaktiv in der Weboberfläche durch den Nutzer ausgewählt und anschließend
hochgeladen werden. Zum Import der Texte in R wird dabei das Paket readtext30
verwendet. Die unterstützten Textdateiformate sind unter anderem: pdf, doc, docx,
odt und rtf. Im Gegensatz zum CSV-Format ist es durch die bloße Verwendung der
Textdateien nicht möglich, diese mit vorhandenen Metadaten anzureichern, solange
diese nicht im bloßen Dateinamen codiert sind. Zur Lösung dieses Problems wurde
die Möglichkeit implementiert, eine Metadaten CSV-Datei zu verwenden, welche
zusätzliche Informationen zu den angegebenen Textdateien enthält.
• REFI-Austauschformat: Das REFI-Format stellt ein Standardformat in XML dar,
welches den Austausch von Projekten, Daten und Annotationen zwischen verschie-
denen QDA-Softwarelösungen ermöglichen soll. Es erlaubt Nutzern den Austausch
unverarbeiteter sowie verarbeiteter Daten zwischen verschiedenen Softwarelösungen.
Weiterhin stellt es einen offenen Standard dar, was dazu führt, dass die Zahl der teilneh-
menden Softwareprogramme mit der Zeit noch weiter steigen kann. Auch der iLCM
unterstützt dieses Import- und Export-Format. So ist es möglich, dass das Importie-
ren von REFI-Projekten (.qdpx-Dateien) samt der benötigten Volltexte und eventuell
vorhandener Annotationsschemata und Annotationen vollzogen werden kann. Entge-
gen der anderen beiden Inputmöglichkeiten muss bei dieser Option kein manuelles
Mapping vorgenommen werden. Der gesamte Prozess kann automatisch ablaufen. Der
Import von Annotationen samt benötigten Annotationsschemata stellt eine weitere




Sind die Daten in R importiert, besteht die Möglichkeit, die Dokumente in einzelne Bestand-
teile aufzusplitten. Für einige Analysen ist dies sinnvoll, wenn die zu verwendenden lexikali-
schen Einheiten gewissen Bedingungen in Bezug auf deren Größe bzw. Länge unterliegen. Es
ist auch möglich, dass die Ausgangsdaten nur als zusammenhängende Einzeldatei vorhanden
sind. Weiterhin kann es auch aus semantischer Sicht empfehlenswert sein, besonders lange
Texte wie beispielsweise ganze Bücher in einzelne Abschnitte oder Kapitel aufzuteilen und
anschließend separat auszuwerten. Sollte aus einem dieser Gründe eine Aufsplittung der
Ausgangsdokumente erwünscht sein, so ergeben sich verschiedene Möglichkeiten, diese
Splits vorzunehmen.
• Regulärer Ausdruck Zum Trennen der Abschnitte kann ein regulärer Ausdruck an-
gegeben werden. Dieser spezifiziert die Stellen in den Dokumenten, an denen eine
Trennung vorgenommen wird. Oftmals sind dies beispielsweise Zeilenumbrüche. Die
mit dem jeweiligen Separator entstehenden Abschnitte lassen sich innerhalb der Webo-
berfläche überprüfen.
• n Zeichen Anstatt eines regulären Ausdrucks ist es auch möglich, die Dokumente
automatisch nach jeweils n Zeichen zu trennen. Hieraus folgt, dass die Längen der
resultierenden Abschnitte (den jeweils letzten ausgenommen) identisch sind. Es kann
somit aber nicht gewährleistet werden, dass die Aufteilung der Dokumente mit den
tatsächlich vorhandenen semantischen oder syntaktischen Bestandteilen innerhalb der
Texte einhergeht.
3.2.3.2 Mapping
Sind die vorherigen Schritte abgeschlossen, liegt intern ein sogenannter Dataframe vor. Ziel
des Mappings ist es nun, die Spalten dieses Dataframes auf das benötigte iLCM-Datenformat
abzubilden. Das Dateiformat unterteilt sich dabei in drei Pflichtfelder und neun weitere frei
belegbare Felder für zusätzliche Metadaten. Die drei Pflichtfelder sind:
• title In diesem Feld sind die Titel der Dokumente zu spezifizieren. Sind keine Titel
als Metadatum für die Dokumente vorhanden, so können automatische Titel nach dem
Muster document n erstellt werden.
• date Zahlreiche im iLCM implementierte Analyseverfahren funktionieren insbesonde-
re für diachrone Daten. Daher ist es notwendig, für jedes Dokument ein zugeordnetes
Datum anzugeben. Dies kann beispielsweise das Veröffentlichungsdatum oder ein
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anderer Bezugszeitpunkt sein. Ist eine Datumsangabe nicht vorhanden oder für die
gewünschte Analyse unerheblich, kann hierbei das Datumsfeld automatisch ausgefüllt
werden. Es wird dann das aktuelle Datum des Imports verwendet.
• body In diesem Feld werden die eigentlichen Texte der Dokumente abgebildet. Es gilt
also hier die Spalte des Dataframes zuzuweisen, welche die Rohtexte der Dokumente
abbildet. Ist dieses Feld nicht belegt, kann der Import nicht stattfinden.
Generell kann jedes Feld des iLCM-Formates über die folgenden drei möglichen Verfahren
belegt werden:
• Auswahl einer Spalte des importierten Dataframes: Das Standardszenario des Map-
pings sieht es vor, dass eine Spalte der importierten Daten auf eine Spalte des internen
iLCM-Formates abgebildet wird. Hierfür muss lediglich der Name der Spalte der
importierten Daten ausgewählt werden. Wird ein freies Metadatenfeld zur Abbildung
der vorhandenen Informationen verwendet, so kann hierfür zusätzlich ein beliebiger
Spaltenname vergeben werden.
• Skript: Für jede Spalte des iLCM-Formates ist es möglich, den Inhalt über die Anwen-
dung eines Skriptes zu befüllen. Dieses Skript kann innerhalb der Importoberfläche
in R erstellt werden. Auf diese Weise können beispielsweise mehrere Informationen
des importierten Datensatzes kombiniert werden. Es ist aber auch möglich, den Inhalt
einer Spalte komplett losgelöst vom Datensatz zu befüllen. Beispielsweise können so
Zufallszahlen oder Informationen aus anderen externen Quellen eingebunden werden.
• Textfeld one for all: Die letzte Option besteht darin, über ein Texteingabefeld einen
Eingabewert zu spezifizieren. Dieser wird dann für alle Dokumente verwendet. Diese
Funktion macht vor allem dann Sinn, wenn in mehreren Schritten Daten importiert
werden, welche alle innerhalb eines Schrittes dasselbe Metadatum aufweisen, oder
wenn in der Tat für alle zu importierenden Dokumente der identische Wert vorliegt.
Sollten nacheinander mehrere Datensätze desselben Korpus (identifiziert über dataset abbre-
viation) importiert werden, wird hierfür ein Abgleich mit den Metadatenfeldern der bereits
vorhandenen Daten in der Datenbank vorgenommen. Darauf aufbauend werden bestehende
Abweichungen zu den bereits importierten Daten angezeigt. Dies erlaubt es, die identischen
Belegungen bzw. Benennungen herzustellen. Darauf aufbauend ist es nach erfolgreichem
Import möglich, gleichzeitig auf allen Datensätzen eines Korpus zu arbeiten, selbst wenn
diese in unterschiedlichen Schritten importiert wurden.
56 iLCM
3.2.3.3 Sanity Check
Der Parsingvorgang und das anschließende Übertragen der Daten in die Datenbank und zu
Solr stellen einen der rechenintensivsten Arbeitsschritte im iLCM dar. Um hier unnötige
Arbeit durch fehlerhaft konfigurierte Importversuche zu verhindern, wurde die Möglichkeit
eines Plausibilitätstests der Daten in der jeweils aktuellen Mappingbelegung implementiert.
Bei diesem werden auf zwei verschiedene Arten die zu importierenden Daten inklusive des
angegebenen Mappings überprüft. Zunächst werden automatische Tests zum Vorhandensein
essenzieller Felder und zum Abgleich von Datentypen (z. B. Verwendung eines einheitlichen
Datumsformats) vollzogen. Zusätzlich wird die Anzahl der Worte pro Dokument approxi-
miert und visualisiert. Dies lässt einen Rückschluss auf eventuelle Fehler in der Formatierung
der Ausgangsdatei oder dem vorgenommenen Mapping zu. Zusätzlich dazu besteht die Mög-
lichkeit, eigene Tests über reguläre Ausdrücke vorzunehmen. Hiermit kann beispielsweise
überprüft werden, ob die Zeichencodierung der zu importierenden Datei durch den iLCM
verarbeitbar ist.
3.2.4 Export von Daten
Die Möglichkeit, Daten, Ergebnisse oder Annotationen aus dem iLCM wieder exportieren
zu können, stellt einen wichtigen Bestandteil der Ausrichtung des iLCM als generische
anpassbare Plattform dar. Ist die zur Beantwortung der Forschungsfrage benötigte Analyse
nicht im iLCM implementiert, besteht stets die Möglichkeit, die übrigen Kernfunktionalitäten
wie zum Beispiel die Datenvorverarbeitung, Dokumentensuche oder Deduplizierung im
iLCM durchzuführen und die somit erzeugten Zwischenergebnisse zu exportieren. Diese
können dann in einer beliebigen Programmier- Forschungsumgebung weiterverwendet wer-
den. Der Export ist im iLCM über einen eigenen Reiter erreichbar. Hierbei werden vier
unterschiedliche Exportmöglichkeiten angeboten:
• Export von Kollektionen: Kollektionen beschreiben eine definierte Menge an Doku-
menten. Diese können das Ergebnis von Suchanfragen, weiterführenden Suchanfragen
auf bereits vorhandenen Kollektionen, aber auch Ergebnis einer durchgeführten Ana-
lyse sein. So ist es beispielsweise möglich, anhand eines Topic-Modells eine neue
Subkollektion von Dokumenten zu erstellen, welche einem oder mehreren Topics
zugehörig sind. Außerdem kann eine duplikatfreie Subkollektion als das Ergebnis
einer Dokumentdeduplizierung entstehen. Die so angelegten Kollektionen können
in zwei verschiedenen Formaten exportiert werden. Ist eine Weiterverwendung in R
geplant, besteht die Möglichkeit, die Kollektion als RData Objekt herunterzuladen. Die
Option CSV erlaubt es, die Kollektion im CSV-Format zu exportieren. Hierbei werden
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sowohl die Informationen zu den vorverarbeiteten Worten (Tokendatei) als auch die
Dokumente samt der verfügbaren Metainformationen (Metadatei) bereitgestellt.
• Export von Resultaten: Für jede im iLCM berechnete Analyse wird ein Ordner
samt der darin abgelegten (Teil-) Ergebnisse gespeichert. Sollen nun Bestandteile aus
einzelnen Analysen extrahiert werden, ist dies möglich, indem zunächst die Art der
durchgeführten Analyse ausgewählt wird und anschließend anhand der ID des Analy-
seprozesses und der zugrunde liegenden Kollektion die jeweils gewünschte Analyse
gefunden wird. Für diese werden alle verfügbaren Dateien angezeigt und können ein-
zeln heruntergeladen werden. Außerdem ist es auch möglich, alle verfügbaren Dateien
einer Analyse auf einmal als eine ZIP-Datei herunterzuladen.
• Export von Annotationen: Der iLCM erlaubt es, händische Annotationen von Text-
stellen und ganzen Dokumenten vorzunehmen. Diese können weiterhin über Active
Learning (AL) Verfahren und anschließender Validierung durch den Nutzer erwei-
tert werden. Der Download dieser Annotationen ist in beliebigen Tabellenformaten
möglich. Die Funktionalität zur vorherigen Filterung der Annotationen ist ebenfalls
implementiert.
• Export im REFI-Standard: Der REFI-Standard ist ein standardisiertes Austausch-
format für den Transfer von Daten zwischen verschiedenen QDA-Softwaresystemen.
Da der iLCM durch seine Annotations- und Klassifikationsfunktionalitäten Ansätze
in diesem Bereich erlaubt, jedoch nicht darauf spezialisiert ist, ist die Unterstützung
des Standards im Besonderen notwendig. Der Export von Daten im REFI-Standard
ist über eine eigens dafür implementierte Oberfläche (siehe Abbildung 3.1) möglich.
Funktionen zum Export von Kollektionen samt ausgewählter Annotationsschemata
mit oder ohne zugehörige vorliegende Annotationen sowie Resultate von Klassifikati-
onsverfahren und Topic-Modellen sind implementiert. Bei den beiden letztgenannten
werden die Ergebnisse der automatischen Prozesse (Topiczugehörigkeit bei Topic
Modeling und Kategoriezugehörigkeit bei Klassifikationen) in Form von Annotatio-
nen zu den verwendeten Kollektionen hinzugefügt und anschließend exportiert. Beim
Export von Topic-Modell-Resultaten wird auf Basis der Topic-Wort-Verteilung ein
Annotationsschema abgeleitet, bei welchem die Namen der Kategorien jeweils durch
die wahrscheinlichsten Worte des Themas repräsentiert werden. Für den Export von
Klassifikationsergebnissen wird das zur Klassifikation verwendete Annotationsschema
exportiert.
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Abbildung 3.1 iLCM-Oberfläche für den Export von Daten im REFI-Format.
• Export beliebiger Dateien: Sollten andere Daten, wie zum Beispiel vom Nutzer
erstellte oder angepasste Black- oder Whitelists, Wörterbücher, Vokabulare, Analyse-
skripte oder andere intern abgespeicherte Informationen für die Weiterverwendung
oder Weitergabe von Interesse sein, so ist es möglich, diese über den Reiter All Files
herunterzuladen. Hierüber ist der Zugriff auf alle Ordner sowie Dateien der iLCM-
Applikation möglich. Die Select-Eingabe, erlaubt es in vordefinierte Zielordner (z. B.
Skripte, Annotationsschemata, Blacklists,...) zu springen.
3.2.5 Vorverarbeitungspipeline
Die Vorverarbeitung von Daten findet zu zwei Zeitpunkten während der Nutzung des iLCM
statt; initial als Teil des Imports von neuen Daten in den iLCM. Hierzu werden die importier-
ten Texte durch einen Parser segmentiert, tokenisiert und anschließend in das iLCM interne
Datenformat überführt. Der zweite Zeitpunkt, in welchem eine Vorverarbeitung von Daten
durchgeführt wird, ist vor der expliziten Ausführung einer durch den Nutzer gestarteten
Analyse. Hierbei geht es nicht mehr darum, die Rohtexte zu segmentieren oder tokenisieren,
sondern die bereits durch den Parser vorverarbeiteten Daten entsprechend so zu filtern und
anzupassen, dass die Funktion der darauf aufbauenden Analyse gewährleistet ist. Hierzu
zählt beispielsweise das Ausschließen von Stoppworten sowie zu häufigen oder zu seltenen
Worten.
3.2.5.1 Parsing
Der initiale Schritt, um neue Daten in den iLCM zu integrieren, nachdem der Nutzer ein
Mapping erstellt hat, sieht das Parsing der Texte vor. Unter Parsing versteht man den Prozess
des automatischen Aufbaus von Syntaxbäumen (siehe [54]). Dabei werden die Dokumente
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zunächst in Sätze und anschließend in Worte unterteilt. Darauf basierend können den vor-
liegenden Einzelworten unter anderem die Wortart, die Grundform oder eine Named Entity
Klasse31 zugeordnet werden. Große Teile der implementierten Funktionen des iLCM sind auf
eine vorprozessierte Textgrundlage angewiesen. Neben der Notwendigkeit, Analysen auf Satz
oder Wortebene durchführen zu können, ist es beispielsweise während der Annotationsphase
sehr vorteilhaft, für jedes Wort Metainformationen (POS-Tag, NER-Tag) zur Verfügung
stellen zu können. Dies vereinfacht die manuelle Annotation für den Nutzer. Daher werden
neue Daten zunächst stets durch einen Parser analysiert und erst danach in der Datenbank
abgelegt. Als Parser wird spaCy angewendet.
spaCy spaCy ist eine Open-Source Softwarebibliothek zur automatischen Verarbeitung
natürlicher Sprache. Die angewendeten Programmiersprachen sind Python und Cython und
statistische neuronale Netzwerkmodelle werden für die Sprachen Englisch, Deutsch, Spa-
nisch, Portugiesisch, Französisch, Italienisch und Niederländisch angeboten. Der iLCM
bringt Modelle für Englisch und Deutsch in der Standardkonfiguration mit sich. Weitere
Sprachmodelle können aber über das Optionsfenster des iLCM heruntergeladen werden.
spaCy bietet eine hervorragende Performanz als auch Qualität. Choi et.al. zeigten 2015 auf,
dass spaCy den schnellsten syntaktischen Parser der Welt anbiete und die Qualität innerhalb
1% Abweichung zum state-of-the-art läge ([29]). So wird aus dem Satz: The quick brown
fox jumps over the lazy dog, said John Doe. der in Tabelle 3.1 dargestellte Output durch
spaCy generiert. Hierbei hat nun jedes Wort einen Identifikationsschlüssel zum zugehörigen
Dokument, Satz und der Position im Satz erhalten. Außerdem werden die Grundformen der
Worte in der Spalte lemma erzeugt ( jumps → jump). Darüber hinaus sind die Worte mit der
zugehörigen Wortart und, wenn es sich um einen Eigennamen handelt, mit dem Typen des
Eigennamens versehen. In diesem Beispiel war es so möglich, London als Ortsnamen (GPE
= Geo-Political Entity) sowie die Worte John Doe als zusammengehörigen Personennamen
zu erkennen.
Tokenisierung beschreibt den Prozess des Aufspaltens der Texte in einzelne Wortformen.
Das Identifizieren dieser Wortformen ist essenziell, da für den Großteil aller NLP-Verfahren
Wortformen als wichtigste Analyseeinheit Verwendung finden. In spaCy wird die Tokeni-
sierung durch die Abarbeitung einer Menge sprachspezifischer Regeln vollzogen. Zunächst
werden die Dokumente dabei an Leerzeichen aufgeteilt. Die so entstehende Menge an
Substrings wird dann von links nach rechts abgearbeitet. Es wird dabei untersucht, ob der
betrachtete Substring einer Ausnahmeregel entspricht. Ist dies der Fall, wird der jeweilige
Substring mit der zugehörigen Regel bearbeitet. Anschließend muss weiterhin untersucht
31dies ist nur dann möglich, wenn dieses Wort vom Parser auch als Eigenname erkannt wurde
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doc_id sentence_id token_id token lemma pos entity
text1 1 1 The the DET
text1 1 2 quick quick ADJ
text1 1 3 brown brown ADJ
text1 1 4 fox fox NOUN
text1 1 5 jumps jump VERB
text1 1 6 over over ADP
text1 1 7 the the DET
text1 1 8 lazy lazy ADJ
text1 1 9 dog dog NOUN
text1 1 10 in in ADP
text1 1 11 London London PROPN GPE_B
text1 1 12 , , PUNCT
text1 1 13 said say VERB
text1 1 14 John John PROPN PERSON _B
text1 1 15 Doe Doe PROPN PERSON_I
text1 1 16 . . PUNCT
Tabelle 3.1 Beispielsatz "The quick brown fox jumps over the lazy dog in London, said John
Doe." prozessiert durch spaCy.
werden, ob sich Präfixe, Suffixe oder Infixe weiter vom Substring abtrennen lassen. Nach
Anwendung einer Regel wird die Abarbeitung bei den gerade erstellten neuen Substrings
fortgeführt, bis der letzte Substring abgearbeitet wurde und eine Liste von möglichst sauber
getrennten Wortformen vorliegt. In Tabelle 3.1 wird deutlich, dass innerhalb der Tokenisie-
rung beispielsweise auch der initial vorliegende Substring London, in zwei Token aufgetrennt
wurde, obwohl in diesem kein Leerzeichen zu finden ist.
3.2.5.2 Vorverarbeitung vor Analyse
Vor der Ausführung der in Kapitel 3.2.6 beschriebenen Analysemethoden besteht die Mög-
lichkeit der Selektion der zu analysierenden Textmenge durch verschiedene weitere Vor-
verarbeitungsschritte. Die der Analyse vorgeschaltete Vorverarbeitung der Daten hat neben
der Reduktion der Datenmenge (und damit auch der Reduktion der Rechenzeit und des
Speicherbedarfs) in verschiedenen Untersuchungen essenzielle Bedeutung zur Erlangung
aussagekräftiger Ergebnisse gezeigt (siehe [28], [109]). Manning und Schütze beschreiben
einige der möglichen Probleme bei der Arbeit mit Text und daraus resultierenden Maßnahmen
in [84], welche ebenfalls Teil der Vorverarbeitung des iLCM (siehe Grafik 3.2) sind.
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Abbildung 3.2 iLCM-Oberfläche des Task Schedulers zum Einstellen der Vorverarbeitungs-
parameter.
• Grundformreduktion:
Ziel der Grundformreduktion ist es, konjugierte Worte in ihre Grundform zu über-
führen. Dies hat den Vorteil, dass semantisch zusammengehörige Wortformen (z. B.
(spielte,spielst)→ spielen) als eine einzelne Einheit in die statistische Auswertung
eingehen und damit aussagekräftigere Ergebnisse liefern können. Zu unterscheiden
ist hierbei zwischen Lemmatisierung und Stemming. Der Hauptunterschied ist im zu-
grunde liegenden Algorithmus zu finden. Beim Stemming werden Suffixe bzw. Präfixe
nach festgelegten Regeln ohne die Betrachtung der jeweils verwendeten Wortart oder
des Kontextes abgeschnitten ([62]). Lemmatisierung versucht hingegen durch die Ver-
wendung von morphologischen Informationen die tatsächliche Grundform des Wortes
zu erkennen. In der Regel ist die Geschwindigkeit eines Stemmers höher als die eines
Lemmatisierungsalgorithmus ([41]). Im iLCM sind für beide Grundformreduktionen
Implementationen vorhanden. Hierbei ist jedoch die Verwendung von Lemmata mit
keinerlei Performanzeinbußen verbunden, da bereits während des Imports der Texte in
den iLCM die Lemmata aller Worte bestimmt wurden. Zur Lemmatisierung werden die
durch spaCy bereitgestellten Verfahren angewendet. Das R-Paket quanteda32 liefert
die benötigten Funktionen zur Durchführung von Stemming.
• Klein- bzw. Großschreibung:
Hierbei wird festgelegt, ob vor der Analyse alle Buchstaben in Klein- oder Großschrei-
32https://quanteda.io/reference/tokens_wordstem.html
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bung angepasst werden sollen. Je nach Anwendung hat dies Vor- und Nachteile. Für
Aufgaben des Information Retrieval werden beispielsweise in der Regel alle Zeichen in
Kleinschreibung verwendet. Für andere Aufgaben wie Sentimentanalysen oder Über-
setzungen wird dies eher nicht angewendet, da der Verlust der Information über Groß-
und Kleinschreibung einen deutlichen Nachteil in der Bearbeitung des Algorithmus
nach sich ziehen würde ([63]).
• Minimale-, maximale Zeichenlänge:
Entsprechend der festgelegten Grenzen werden alle Worte entfernt, welche nicht eine
Mindestanzahl an Zeichen aufweisen bzw. eine Maximalanzahl an Zeichen überschrei-
ten. Mit der Einschränkung zur minimalen und maximalen Länge eines Wortes wird
damit eine Möglichkeit gegeben, Wortformen von der Analyse auszuschließen, welche
durch eventuelle Fehler innerhalb der Tokenisierung, OCR, Encoding oder anderen
vorgeschalteten Prozessen verursacht wurden. Je nach Sprache und Anwendung ist
dieser Parameter jedoch auch mit Bedacht zu nutzen.
• Entfernen von Stoppworten:
Stoppworte (meist Artikel, Konjunktionen oder Präpositionen) vermitteln zumeist
keine themenspezifischen Inhalte des Analysekorpus ([54]). Der Ausschluss aus der
Analyse führt somit in der Regel nicht zu Verschlechterungen der Ergebnisse, jedoch
zu Performanzgewinnen während der Ausführung von Algorithmen ([18]). Für die An-
wendung im iLCM ist eine Liste von sprachspezifischen Stoppworten implementiert.
Die Funktionsbasis zur Stoppwortentfernung als auch eine Menge an sprachspezi-
fischen Stoppworten stellt das R-Paket quanteda33 bereit. Die Verwendung einer
domainspezifischen Liste ist über das Anlegen einer Blacklist möglich.
• Entfernen von manuell festgelegten Worten:
Oft enthalten Rohtexte unerwünschte Informationen wie Metadaten, HTML-Tags oder
andere Fragmente, die mitunter zu Verzerrungen in den durchgeführten Analysen
führen können. Sind diese unerwünschten Wortformen bekannt, so ist es möglich, eine
Liste von zu löschenden Worten anzulegen und zu speichern. Eine solche List wird
Blacklist genannt.
• Entfernen von Zahlen:
Hierbei sind die beiden folgenden Optionen implementiert:
– Löschen aller Wortformen, welche gänzlich aus Zahlen bestehen
33https://github.com/quanteda/stopwords
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– Löschen von allen Wortformen, welche mindestens eine Zahl enthalten (z. B.
Datumsangaben, Preisangaben)
Das Entfernen von Zahlen ist in den meisten Situationen hilfreich, da dadurch die
Menge an verschiedenen Worten signifikant reduziert werden kann, ohne jedoch die
Aussagekraft der Analyse der Texte einzuschränken. Ist jedoch für eine Fragestellung
die Betrachtung der Verwendung bestimmter Zahlen von herausgestellter Bedeutung
(wie z. B. bei der Analyse von Begriffen wie 9/11, 911, Flüchtlingsobergrenze 300000),
so kann es sinnvoll sein, Zahlen in die Analyse mit einzubeziehen. Sind nur wenige
Zahlen enthaltende Ausdrücke von Relevanz, können diese durch die Verwendung
einer Whitelist von der Entfernung ausgeschlossen werden.
• Entfernen von Satzzeichen:
Für den vorgeschalteten Prozess des Parsing ist das Erkennen und Verwenden von
Satzzeichen essenziell, um Sätze und Worte trennen zu können. Nachdem dieser
Prozess abgeschlossen ist, können Satzzeichen entfernt werden, da diese in der Regel
keine bedeutende Analyseeinheit darstellen, sondern vielmehr Worte als semantische
Einheiten und deren Relationen von Bedeutung sind. Aufgrund der hohen Frequenz
von Satzzeichen kann durch deren Entfernung die Anzahl der zu verarbeitenden Token,
ähnlich wie bei den Stoppworten, erheblich reduziert werden. Dies hat zur Folge, dass
die während der Verarbeitung angelegten dünn besetzten Matrizen deutlich weniger
Einträge ungleich null aufweisen und somit weniger Ressourcen in Anspruch nehmen.
• Entfernen von Trennungszeichen:
Einige Wortformen treten gemeinsam unter Verwendung eines Bindestriches auf (z. B.
"die Hoch-Zeit der Renaissance"). Diese Worte können nun gemeinsam als eine
einzelne Wortform in die Analyse eingehen, oder aber nach Entfernung des Trennungs-
zeichens als zwei separate Worte. In der Regel werden Wortformen, welche gemeinsam
samt eines Trennungszeichens vorkommen, als eine einzelne Wortform in der Analyse
verwendet.
• Konsolidierung von Entitäten:
Die Konsolidierung von Entitäten beschreibt das Zusammenfügen von Eigennamen,
welche aus mehreren Worten bestehen ("Frankfurt", "am", "Main"), zu einer einzel-
nen Wortform ("Frankfurt_am_Main"). Dies hat vor allem bei Personen den Vorteil,
Individuen in der Analyse unterscheiden zu können. Die Qualität der Konsolidierung




Pruning beschreibt das Entfernen von Wortformen auf Grundlage ihrer Häufigkeit
im zu analysierenden Korpus. Sprache folgt in der Regel einer Zipfverteilung (siehe
[54]). Dies hat zur Folge, dass es zum einen einige wenige Worte gibt, die überdimen-
sional häufig vorkommen, dafür aber selten semantisch relevante Begriffe darstellen
(Stoppworte wie: "der", "die", "ein",...). Zum anderen gibt es eine große Anzahl an
Wortformen (ca. 50% aller Wortformen), welche lediglich ein einziges Mal im gesam-
ten Korpus vorkommen. Diese sind damit für die meisten Analysen ebenfalls nicht
von Relevanz. Das Festlegen der Grenzen zum Abschneiden von zu hoch- oder nieder-
frequenten Worten kann hierbei auf vier verschiedene Arten festgelegt werden. Diese
orientieren sich an dem dazu verwendeten R-Paket quanteda. Die Angaben können
hierbei jeweils auf Wort- und Dokumentebene getätigt werden. Die Optionen sind:
Frequenz, Wahrscheinlichkeit, Rang und Quantil. Es lassen sich somit beispielsweise
die natürlichsprachlichen Einschränkungen folgendermaßen modellieren.
– min. Dokumentfrequenz = 5; max. Frequenz = 25: Nutze nur solche Worte,
die in mindestens fünf Dokumenten verwendet werden, aber insgesamt betrachtet
nicht häufiger als 25 Mal auftreten.
– min. Rang = 1000; max. Rang = 11: Benutze nur die 1000 häufigsten Worte.
Schließe davon jedoch die 10 häufigsten Worte aus.
– min. Dokumentwahrscheinlichkeit = 0.01: Es sollen lediglich die Worte ver-
wendet werden, die eine Wahrscheinlichkeit von größer 0.01 aufweisen, in einem
Dokument Verwendung zu finden.
• Verwendung von n-Grammen:
Für die Analyse von Sprache reicht die Verwendung von Einzelworten oft nicht aus.
Daher ist es möglich, statt einzelnen Worten die Zusammenfassungen von n hinterein-
ander vorkommenden Worten in einem Fenster (n-Gram) zu analysieren. In einigen
Anwendungsfällen, wie beispielsweise Negierungen, erlaubt erst die Anwendung von
Bigrammen, die korrekten semantischen Bedeutungen ableiten zu können. Eine Ver-
wendung von mehr als zwei (n > 2) voranstehenden Worten wirkt sich in der Regel
nicht positiv auf die Analyse aus ([84]). Werden dennoch mehr voranstehende Wor-
te verwendet, hat dies eine Steigerung des benötigten Speicherplatzes als auch der
Rechenzeit zur Folge ([54]).
• Verwendung einer Whitelist:
Die Verwendung einer Whitelist erlaubt es, eine vorher definierte Menge von Wort-
formen nicht in den zuvor beschriebenen Schritten zu entfernen, sondern zwingend
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mit in die Analyse einzubeziehen. Außerdem ist auch möglich, die Analyse lediglich
für die in der Whitelist definierten Worte auszuführen. Hierüber lässt sich die benö-
tigte Rechenzeit sowie der Ressourcenbedarf einschränken. Whitelists können in der
grafischen Oberfläche des iLCM analog zu den Blacklists angelegt werden.
• Filterung auf Basis von POS- und NER-Tags:
Zusätzlich zu den genannten Vorverarbeitungsschritten ist es möglich, bestimmte
Worte auf Basis ihres POS- oder NER-Tags von der Analyse auszuschließen oder
sie einzubeziehen. Es sind hierbei zwei verschiedene Mechanismen implementiert.
Im ersten kann der Nutzer die Tags spezifizieren, welche in der Analyse verwendet
werden sollen. Dies bedeutet im Umkehrschluss, dass alle Worte, welche nicht Be-
standteil der definierten Menge erlaubter Tags sind, von der Analyse ausgeschlossen
werden. Werden beispielsweise die POS-Tags: NOUN, VERB, ADJ definiert, erfolgt
die Analyse ausschließlich auf Worten, welche einen der drei angegebenen POS-Tags
aufweisen. Somit ließen sich zahlreiche, womöglich inhaltlich irrelevante Worte, von
der Analyse ausschließen und trennschärfere Ergebnisse erzielen. Der zweite Ansatz
sieht es dahingegen vor, eben solche Tags zu definieren, welche von der Analyse
ausgeschlossen werden. Mit diesem Ansatz wäre beispielsweise die Entfernung von
Personen und Ortsnamen für eine Topic-Modell Analyse durch die Angabe der NER-
Tags PER, LOC möglich. Begonnen wird die Entfernung dabei stets auf Basis der
POS-Tags und im Anschluss daran wird die resultierende Menge an Worten mit den
angegebenen NER-Tags abgeglichen. Sowohl die POS- als auch die NER-Tags werden
im Importschritt durch spaCy berechnet.
Die Implementierung der Vorverarbeitung wird in dem eigenständigen R-Paket tmca34 umge-
setzt. Das Paket bietet die Möglichkeit der Definition einer NLP-Pipeline mit verschiedenen
Inputformaten und Outputformaten. Zahlreiche Funktionen des Paketes wurden im Rahmen
dieser Arbeit hinzugefügt, angepasst oder erweitert. Die vorgestellten Vorverarbeitungs-
schritte erlauben den variablen Umgang mit den verschiedenartigen Texten, welche die
Datengrundlage in sozialwissenschaftlichen Projekten bilden können.
3.2.6 Implementierte Anwendungen
Die Hauptfunktionen des iLCM bestehen in der Ausführung von NLP-Verfahren auf zuvor
definierten Mengen von Dokumenten. Diese Dokumentmengen werden innerhalb des iLCM
als Kollektionen bezeichnet. Kollektionen stellen Untermengen der importierten Korpora
34https://git.informatik.uni-leipzig.de/gwiedemann/R_tmca_package
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dar. Sie können durch Suchanfragen gebildet werden oder aber auch als Subkollektion Er-
gebnis einer implementierten Analyse (Topic-Modell, Dokumentdeduplizierung) sein. Die
implementierten Verfahren stellen eine Grundmenge an Werkzeugen dar, welche zukünftig
erweitert werden kann (siehe Kapitel 3.3.4.3) und werden im Folgenden präsentiert. Alle
vorgestellten Verfahren bis auf die Annotation können über den Task Scheduler nach Aus-
wahl einer Kollektion, auf welcher die Analyse ausgeführt werden soll, konfiguriert und
gestartet werden. Um die Nutzererfahrung zu optimieren, wurde sich dafür entschieden, alle
Ergebnisse fertig vorauszuberechnen und lediglich die Visualisierung live und interaktiv
in der shiny-Oberfläche bereitzustellen. Dies hat zur Folge, dass je nach Datenmenge und
Konfiguration ein Prozess mehrere Minuten bis zum Abschluss der Berechnung und Speiche-
rung der Ergebnisse benötigen kann. Der Status des Prozesses ist dabei nachverfolgbar. Die
gesamte Menge der implementierten Anwendungen stellt damit die Abbildung der metho-
dologischen Anforderungen an die Software dar. Diese sollte eine möglichst breite Menge
verschiedener Techniken abbilden, um darauf aufbauend als generische Plattform für die
Anpassung an individuelle Fragestellungen geeignet zu sein. Im Nachfolgenden werden nun
die verschiedenen implementierten Analyseformen vorgestellt.
3.2.6.1 Frequenzanalyse
Die Frequenzanalyse erlaubt es, Zählungen von Worthäufigkeiten unterteilt auf verschiedene
Zeitpunkte vorzunehmen. Dies lässt Rückschlüsse auf die Verwendungshäufigkeiten und
damit evtl. auf die Bedeutung verschiedener Begriffe zu unterschiedlichen Zeitpunkten zu.
Neben der absoluten Zählung der Vorkommen einer Wortform zu einem Zeitpunkt (Worthäu-
figkeit) wird als weiteres Maß auch die Anzahl der Dokumente, in denen eine Wortform pro
Zeitpunkt vorkommt (Dokumenthäufigkeit) festgehalten. Zusätzlich werden zu den absoluten
Zählungen, welche durch vorliegende Schwankungen in der Dokumentverteilung Verzerrun-
gen aufweisen können, die relativen Vorkommenszahlen erhoben. Hierbei wird die jeweils
zum Zeitpunkt vorliegende Menge an Worten bzw. Dokumenten miteinbezogen. Genauer
entspricht die relative Worthäufigkeit von Wort wi zu Zeitpunkt t j also der Wahrscheinlichkeit









n beschriebt hierbei die Anzahl an verschiedenen Wortformen, welche zum Zeitpunkt j
gesehen werden. Die Funktion c() liefert die Zählungen eines Wortes zurück. Die Zählungen
können auf Tagesbasis ausgegeben werden oder aber auch zu Wochen, Monaten oder Jahres-
zählungen aggregiert werden. Mit der Option der Verwendung von regulären Ausdrücken
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können aggregierte absolute Zählungen für Mengen an Wortformen erzeugt werden. Der
Frequenzanalyse vorgeschaltet ist die Vorverarbeitung (siehe Abschnitt 3.2.5.2).
3.2.6.2 Wörterbuchfrequenzanalyse
Die Wörterbuchfrequenzanalyse verhält sich ähnlich zur in Kapitel 3.2.6.1 beschriebenen Fre-
quenzanalyse. Der Hauptunterschied besteht hierbei darin, dass keine einzelnen Wortformen
gezählt werden. Es werden stattdessen Vorkommenshäufigkeiten von Wörterbüchkategorien
als aggregierte Zählungen der der Kategorie zugeordneten Wortformen ermittelt. Das Erstel-
len von Wörterbüchern ist ebenfalls innerhalb des iLCM möglich. Für die Anwendung in
den Sozialwissenschaften kann diese Analyse besonders dann von Bedeutung sein, wenn
Nennungen von Organisationen oder anderen Akteuren unter der Verwendung von vielen
Synonymen stattfinden (z. B. SPD: die Sozialdemokraten, Sozen, Martin Schulz,...). Die
Notwendigkeit der Vorverarbeitung ist für die Wörterbuchfrequenzanalyse deutlich geringer,
da das zu verwendende Vokabular bereits in der Definition der Wörterbücher als Gesamtheit
aller darin enthaltenen Wortformen spezifiziert wurde. Des Weiteren ist es möglich, das
Zählen eines Vorkommens von dem Vorhandensein eines definierten Kontextes abhängig zu
machen. Dieser Kontext lässt sich über einen regulären Ausdruck angeben. Genauer kann
man sich vorstellen, dass eine Zählung für eine Wörterbuchkategorie nur dann vorgenommen
wird, wenn im festgelegten Kontextfeld ein anderes durch den Nutzer spezifiziertes Wort
vorhanden ist. Eine Beispielanforderung an die Analyse könnte sein: Zähle alle Nennungen
von der Wörterbuchkategorie SPD, in denen das Wort Krieg im selben Satz zu finden ist.
Dies würde eine Betrachtung der zeitlichen Verteilung der gemeinsamen Nennung von Krieg
und SPD samt seiner zugehörigen Wörterbucheinträge zulassen.
3.2.6.3 Topic-Modelle
Topic-Modelle sind eine Möglichkeit zur unüberwachten Klassifikation von Dokumenten.
Das Verfahren basiert auf dem von Blei et.al in [14] vorgestellten Algorithmus latent dirichlet
allocation (LDA). Hierbei wird ein Prozess verwendet, welcher die Wortzusammensetzungen
von Dokumenten modelliert. Ausführlicher gesprochen, wird die Verteilung der Worte durch
folgende Annahmen und daraus resultierenden Verteilungen definiert.
• Ein Dokument ist eine Wahrscheinlichkeitsverteilung über Themen.
• Ein Thema ist eine Wahrscheinlichkeitsverteilung über das gesamte Vokabular.
Die Anzahl an Themen wird manuell gesetzt, kann aber auch durch verschiedene quantitative
Verfahren approximiert werden (siehe [35], [4], [23]). Die jeweilige Zusammensetzung der
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Themen pro Dokument und der Worte pro Thema wird mithilfe von Inferenzverfahren (wie
z. B. Gibbs-Sampling) so gewählt, dass sich damit die gegebene Datensituation bestmöglich
beschreiben lässt. Somit besteht die Möglichkeit, unüberwacht in einer Menge von Dokumen-
ten Themen identifizieren zu können sowie die Verteilung der Dokumente auf diese Themen
zu beobachten.
Anwendung eines bestehenden Topic-Modells auf unbekannte Dokumente Weiterhin
besteht die Möglichkeit, im iLCM berechnete Topic-Modelle auf neue unbekannte Dokumen-
te anzuwenden. Dies erlaubt es beispielsweise, einen Datensatz, von dem der Nutzer annimmt,
dass dieser verschiedene semantische Bereiche deutlich voneinander abgegrenzt abbildet,
zum Trainieren eines Topic-Modells zu verwenden. Dieses Modell kann dann im Anschluss
zur Einordnung neuer Dokumente in die zuvor erhaltenen Themen genutzt werden. Hiermit
kann beispielsweise die zeitliche Verschiebung von Topic-Verwendungsschwerpunkten über
die Zeit aufgezeigt werden.
Strukturelle Topic-Modelle (STM) Zusätzlich zum klassischen LDA-Verfahren ist au-
ßerdem eine Implementierung von STM im iLCM integriert. Strukturelle Topic-Modelle
erweitern den klassischen Ansatz um die Einbeziehung einer dokumentbasierten kovariaten
Information. Diese stellt in der Regel ein Metadatum eines Dokumentes dar (z. B. Veröf-
fentlichungsdatum, Rubrik, Autor,...). Die Kovariablen können die Inferenz und die daraus
resultierende Interpretierbarkeit des Modells durch Beeinflussung der Zusammensetzung
sowie der Prävalenz der Themen verbessern ([105]).
3.2.6.4 Kookkurrenzanalyse
Eine Kookkurrenz beschreibt das gemeinsame Vorkommen zweier Wortformen in einem
definierten Textfenster (Dokument, Satz, n Worte, linker und rechter Nachbar). Die Un-
tersuchung von signifikanten Kookkurrenzen, also Wortformen, die häufiger gemeinsam
vorkommen als es man es ausgehend von deren Unabhängigkeit erwarten würde ([84]), be-
schreibt ein Verfahren zur Bestimmung des Verwendungskontextes vorgegebener Zielworte.
Dieses erlaubt es, die Kontexte der Zielworte und damit deren semantische Bedeutung näher
zu untersuchen. Die Stärke des Zusammenhangs zweier Worte lässt sich über verschiedene
Signifikanzmaße quantifizieren. Im iLCM sind vier Signifikanzmaße implementiert, welche
im Folgenden vorgestellt werden.
• Anzahl gemeinsamer Vorkommen:
Sig(w1,w2) = |w1,w2| (3.2)
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|w1| beschreibt die Anzahl an Vorkommen von w1 im gesamten Korpus. |w1,w2| hinge-
gen stellt die Anzahl an gemeinsamen Vorkommen von w1 und w2 in einem definierten
Kontextfenster dar. Das einfachste Signifikanzmaß, um den Zusammenhang zweier
Worte zu bestimmen, sieht vor, lediglich deren gemeinsame Vorkommen innerhalb
eines definierten Kontextfensters zu zählen. Der Nachteil an diesem Maß besteht darin,
keine Informationen über die insgesamten Auftretenshäufigkeiten der beiden Einzelter-
me zu verwenden. So ist zu erwarten, dass insbesondere solche Wortpaare einen hohen






Die Dice-Signifikanz setzt das gemeinsame Auftreten zweier Worte in Relation zu den
einzelnen Auftretenshäufigkeiten. Dabei ist die Dice-Signifikanz so formuliert, dass
sie stets Werte im Intervall [0,1] vergibt. Ein Wert von 0 wird genau dann berechnet,
wenn kein gemeinsames Vorkommen vorliegt. Wortpaare, welche ausschließlich ge-
meinsam auftreten, erhalten den Wert 1. Dies hat zum einen den Vorteil, dass Worte
aus unterschiedlichen Frequenzniveaus miteinander verglichen werden können. Zum
anderen sind gemessene Dice-Signifikanzen damit leicht interpretierbar.





Mutual Information ([114]) quantifiziert die Menge an Informationen, die eine Zufalls-
variable über eine andere Zufallsvariable enthält. Genauer, misst PMI die Differenz
der Wahrscheinlichkeit des Wortpaares in Bezug auf deren gemeinsame Auftretens-
verteilung und der Wahrscheinlichkeit des gemeinsamen Auftretens auf Basis der
marginalen Verteilung der beiden Einzelworte unter der Annahme sie seinen von
einander unabhängig ([126]).
• Log-Likelihood Ratio: Die Log-Likelihood Ratio ([40]) stellt eine weitere Möglich-
keit zur Bestimmung der Assoziation zwischen zwei Termen dar. Hierfür werden die
beiden Hypothesen:
Hypothese 1:P(w2|w1) = p = P(w2|¬w1) (3.5)
Hypothese 2:P(w2|w1) = p1 ̸= p2 = P(w2|¬w1) (3.6)
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in einem Log-Likelihood Ratio Test verglichen. Hypothese 1 beschreibt die Unabhän-
gigkeit der beiden Worte, wohingegen Hypothese 2 eine vorhandene Abhängigkeit der




n log n−nA log nA −nB log nB +nAB log nAB
+(n−nA −nB +nAB) log(n−nA −nB +nAB)
+(nA −nAB) log(nA −nAB)+(nB −nAB) log(nB −nAB)
−(n−nA) log(n−nA)+(n−nB) log(n−nB)
(3.7)
Hierbei steht nA für die Anzahl an Vorkommen von w1 und nB repräsentiert die
Anzahl an Vorkommen von w2. n spiegelt die gesamte Anzahl an Kontexten wider
und nAB entspricht der Anzahl an gemeinsamen Vorkommen von w1 und w2. Die
Log-Likelihood Ratio setzt keine Normalverteilung der Daten voraus ([40]). Dies ist
vorteilhaft, da auch Sprache in der Regel keiner Normalverteilung folgt (vgl. [54]).
Weiterhin funktioniert die Log-Likelihood Ratio besonders gut für dünn besetzte Daten
und zeichnet sich des Weiteren durch ihre gute Interpretierbarkeit aus (siehe [84]).
3.2.6.5 Inhaltsanalyse
In [72] beschreibt Krippendorf die Inhaltsanalyse als eine Forschungstechnik, um reprodu-
zierbare und valide Schlüsse aus Textinhalten auf die Kontexte ihrer Verwendung zu ziehen.
Damit kann die Inhaltsanalyse neue Erkenntnisse und ein tieferes Verständnis der Forscher
für verschiedene Phänomene oder Informationen über konkrete Prozesse liefern. Im Anwen-
dungsgebiet der DH spricht man bei der Durchführung einer Inhaltsanalyse auch von QDA.
Bei dieser werden laut Mayring "Texte systematisch analysiert, indem das Material schritt-
weise mit theoriegeleitet am Material entwickelten Kategoriesystemen bearbeitet" ([85]) wird.
Die Annotation oder auch Codierung von textuellen Daten anhand eines solchen Kategorie-
systems stellt einen grundlegenden Bestandteil der QDA in den Sozialwissenschaften dar.
Hierbei wird zunächst ein sogenanntes Codebuch definiert, welches exakte Regeln beschreibt,
wann einem Text oder Textabschnitt eine gewisse Kategorie zugesprochen werden darf. Die
Erstellung dieser Codebücher kann dabei auf verschiedene Weisen vollzogen werden. Es
ist möglich, die Kategorien des Codebuchs aprioi durch Domainwissen zu formulieren und
diese dann in den Daten zu suchen. Ein zweiter Ansatz sieht den fortlaufenden Aufbau des
Codebuchs während der Arbeit am Text vor. Der Hauptteil der Arbeit des Sozialwissenschaft-
lers liegt nun darin, manuell die vorliegenden Texte durchzuarbeiten. Im Detail bedeutet
das, die Dokumente nach den im Codebuch definierten Klassen zu durchsuchen und diese
entsprechend zu markieren. Wird dies für eine ausreichend große Menge an Texten vollzogen,
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so lassen sich hierüber beispielsweise diachrone Analysen in Bezug auf die Auftretensmu-
ster der verschiedenen Kategorien vornehmen sowie Abhängigkeiten dieser untereinander
aufdecken. Der iLCM erlaubt, den gesamten Workflow einer solchen Analyse abzubilden.
Es können eigene hierarchische oder flache Codebücher (im Weiteren Annotationsschemata
genannt) erstellt werden. Die Kategorien dieser Schemata können dabei auf Dokumentebene,
also ein ganzes Dokument betreffend, oder auf Satzebene vorgenommen werden. Zusätzlich
ist es möglich, jede Kategorie mit einer eigenen Farbe und Beschreibung zu versehen, welche
dazu genutzt werden kann, dem Codierer die Regeln zur Annotation dieser Kategorie bei
Bedarf anzuzeigen.
Erstellung von Annotationsschemata Das Erzeugen eigener Codebücher wird im iLCM
durch die Funktion der Erstellung von Annotationsschemata abgebildet. Hier kann im Bereich
Categories ein neues Schema erstellt werden oder aber auch bestehende Schemata angepasst
werden. Neue Kategorien lassen sich entweder als eine Subkategorie einer bereits bestehenden
Kategorie hinzufügen oder als eigenständige Klasse zum Schema ergänzen. Die Auswahl
von Farbe, Beschreibung oder ob es sich um eine dokumentweite Kategorie handelt, kann
interaktiv im Tool festgelegt werden.
3.2.6.6 Klassifikation
Die Klassifikationsanalysen beschreiben hier eine überwachte Aufteilung von Dokumenten
oder Textabschnitten in eine definierte Menge an Klassen (Annotationsschema). Klassi-
fiziert werden die Texte auf Basis einer ausreichend großen Menge an Trainingsdaten.
Trainingsdaten können durch manuelle Annotierungen durch den Nutzer angelegt werden.
Der iLCM bietet hierbei aber als ein Alleinstellungsmerkmal im Vergleich zu anderen
QDA-Softwarelösungen die Möglichkeit, diese Erstellung einer Trainingsbasis durch die
Anwendung von AL zu unterstützen und zu beschleunigen.
Active Learning AL beschreibt ein Verfahren zum Erzeugen von Trainingsdaten, bei dem
ausgehend von einer kleinen Menge an verfügbaren Trainingsbeispielen oder sogar lediglich
einem wörterbuchbasierten Ansatz, dem Nutzer potenzielle Kandidaten (Texte oder Text-
abschnitte) gezeigt werden, für welche dieser wiederum entscheiden muss, ob die durch
den Klassifikator vorgenommene Zuordnung in eine Klasse korrekt ist. Wird der wörter-
buchbasierte Ansatz gewählt, so muss der Nutzer zuvor für jede zu trainierende Klasse eine
Menge von Worten angeben, die die zugehörige Kategorie repräsentieren. Zum Auffinden
potenzieller Dokumente bzw. Textabschnitte wird dann nach einer möglichst hohen Dichte
an Wörterbucheinträgen für eine Kategorie in den Texten gesucht. Sollen nicht auf Basis
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eines Wörterbuchs, sondern einer vorliegenden Menge an bereits vorgenommenen manuellen
Annotationen, AL-Beispiele gefunden werden, so wird hierfür im iLCM eine Support Vector
Machine eingesetzt. Diese ermittelt anhand der bekannten Trainingsbeispiele eine Ebene im
aufgespannten Merkmalsraum, welcher die Zuordnung von bis dato unbekannten Dokumen-
ten zulässt. Der Merkmalsraum wird durch das vorliegende Vokabular repräsentiert und ist
somit abhängig von der gewählten Vorverarbeitung. So können beispielsweise Uni-, Bi- und
Trigramme kombiniert verwendet werden. Weiterhin hat die Selektion der Beispiele, welche
dem Nutzer zur Bewertung vorgezeigt werden, einen großen Einfluss auf die Lernkurve des
Klassifikators und damit die benötigte manuelle Arbeit durch Annotatoren ([83]). Im iLCM
sind drei verschiedene Strategien zur Selektion der zu bewertenden AL-Beispiele integriert.
1. Am sichersten: In dieser Einstellung werden dem Nutzer die Beispiele vorgestellt,
für die der Klassifikator die höchstmögliche Sicherheit aufweist. Diese sind in der
Regel sehr ähnlich zu den bis dahin vorliegenden Trainingsbeispielen. Die Gefahr, die
dadurch entsteht, besteht in einem möglichen Overfitting des Klassifikators. Dieser ist
dann nicht in der Lage, die Zielkategorie gut zu generalisieren, sondern funktioniert
ausschließlich auf dem Subkontext der gezeigten Trainingsbeispiele.
2. Am unsichersten: Natürlich ist es auch möglich, genau solche Beispiele zu betrachten,
bei denen der Klassifikator besonders unsicher ist. Es werden dann genau die Texte
vorgezeigt, welche der Klassifikator in die Zielklasse einordnen würde, dabei jedoch die
höchste Unsicherheit aufweist. Diese Vorgehensweise hat den Vorteil, schnell solche
Beispiele durch den Nutzer bewerten zu lassen, die die Lernkurve des Klassifikators
maximieren. Der Nachteil besteht darin, dass der Nutzer zunächst den Eindruck haben
könnte, der Klassifikator würde nicht korrekt die Klassen voneinander unterscheiden
können.
3. Am unsichersten mit Bias: In diesem Verfahren werden erneut die Beispiele ausge-
wählt, welche die größte Unsicherheit aufweisen. Zusätzlich wird hier nun aber die
Verteilung der vorliegenden Klassen in den Trainingsdaten miteinbezogen, sodass die
Wahrscheinlichkeit, in den Trainingsdaten unterrepräsentierte Kategorien auszuwählen,
steigt ([27]).
Im iLCM werden für jeden gestarteten AL-Prozess Beispiele einer einzelnen Kategorie
extrahiert. Im zweiten Schritt gilt es, diese vom Nutzer bewerten zu lassen. Wird auf Satze-
bene gearbeitet, besteht stets die Möglichkeit den Kontext eines Satzes, also das gesamte
zugehörige Dokument zu betrachten, um eine genauere Bewertung der Zuordnung des Satzes
vornehmen zu können. Bei der Betrachtung der extrahierten Beispiele hat der Nutzer drei
Möglichkeiten der Bewertung:
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1. Zustimmen: Stimmt der Nutzer der Kategorisierung eines angezeigten Beispiels zu,
so wird dieses, gleich den manuellen Annotationen, für zukünftige Klassifikationen als
Element der Trainingsmenge aufgenommen.
2. Ignorieren: Weiterhin hat der Nutzer die Möglichkeit, Sätze zu ignorieren, die weder
komplett falsch noch komplett richtig klassifiziert wurden, deren Zuordnung als Positiv-
oder Negativtrainingsbeispiel die Fähigkeit des Klassifikators aber in zukünftigen
Durchläufen verschlechtern könnte. Ein Text, der zum Ignorieren ausgewählt wurde,
wird in zukünftigen Klassifikationsdurchläufen weder Bestandteil der Trainings- noch
der Testmenge sein.
3. Ablehnen: Die dritte Möglichkeit des Nutzers besteht darin, ihm gezeigte Beispiele
abzulehnen. Das heißt, der gezeigte Text gehört nicht in die vorgesehene Kategorie.
Für eine Ablehnung gibt es des Weiteren mehrere Möglichkeiten. So ist es möglich,
einen als abgelehnt markierten Text in Zukunft als Negativbeispiel (Klasse NEG)
für weitere Klassifikationsprozesse zu verwenden. Darüber hinaus besteht zusätzlich
die Option, ein Textbeispiel abzulehnen, dieses aber einer der anderen Kategorien
des Annotationsschemas zuzuordnen. Dies ist besonders dann von Nöten, wenn das
Annotationsschema nur sehr feingranulare Unterschiede in den Kategorien vornimmt.
Wird ein Text abgelehnt, aber einer anderen Kategorie zugeschrieben, so wird dieses
Textbeispiel als Positivbeispiel für die in der Ablehnung gewählte Kategorie verwendet.
Dieser Mechanismus erlaubt es, schnell eine große Menge von Trainingsbeispielen zu
erzeugen, ohne dabei eine hohe Zahl an Dokumenten manuell bearbeiten zu müssen. Für
jeden Prozess zur Erstellung von AL-Beispielen wird das verwendete Trainingsset evaluiert.
Diese Ergebnisse können Aufschluss darüber geben, wie gut die gewählte Kategorie bereits
automatisch vom Klassifikator erfasst werden kann. Zusätzlich dazu ist es möglich, für jeden
Klassifikator eines Prozesses die verwendeten Feature-Gewichtungen einzusehen und somit
zu beurteilen, inwieweit die Eigenschaften des Klassifikators die Vorstellungen des Nutzers
bezüglich einer Kategorie abbilden.
AL auf ganzen Dokumenten Ein zweiter Ansatz zum schnellen Erzeugen von Trainings-
daten stellt der Ansatz AL auf ganzen Dokumenten dar. Dieser ist nur anwendbar, wenn
eine Klassifikation auf Satzebene vollzogen wird. Im Gegensatz zum klassischen AL (siehe
Kapitel 3.2.6.6), bei der für eine einzelne Kategorie neue passende Beispieltexte gefun-
den werden, soll hier nun mit allen verfügbaren Kategorien für zufällige unbearbeitete
Dokumente der Kollektion eine Klassifikation der Sätze vorgenommen werden. Es wird
nun anstatt einer binären Klassifikation eine Aufteilung der Textabschnitte auf die gesamte
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Menge der verfügbaren Kategorien vorgenommen. Eine Kategorie ist verfügbar genau dann
wenn positive Trainingsbeispiele für diese vorliegen. Wird nun für eine zufällige Menge
an Dokumenten eine solche Klassifikation vorgenommen, gilt es wieder diese durch den
Nutzer bewerten zu lassen. Es wird jeweils ein gesamtes Dokument betrachtet. Für jeden
Satz dieses Dokumentes wurde eine Kategorie mit zugehöriger Wahrscheinlichkeit bestimmt.
Es werden dann alle Sätze hervorgehoben dargestellt, für welche die Wahrscheinlichkeit der
Zuordnung einen variablen, durch den Nutzer einstellbaren Schwellwert überschreitet. Für
diese Sätze hat der Nutzer nun die gleichen Bewertungsmöglichkeiten wie im klassischen
AL-Ansatz: Zustimmen, Ignorieren und Ablehnen wie bereits in Kapitel 3.2.6.6 beschrieben.
Die somit bewerteten Sätze werden dann in darauffolgenden Klassifikationsprozessen als
Trainingsbeispiele verwendet35.
Evaluation des Trainingssets Die Beurteilung des Trainingssets ist ein wichtiger Aus-
gangspunkt, um die benötigte Menge an Trainingsbeispielen abschätzen zu können. Der
Prozess zur Evaluierung des Trainingssets verwendet eine 10-Fold Cross Validation auf den
gesamten Trainingsdaten. Dabei werden alle vorliegenden Kategorien eines Annotationssche-
mas verwendet.
Klassifikation der gesamten Kollektion Wurde durch manuelle Annotation in eventueller
Kombination mit AL eine ausreichend große Menge an Trainingsdaten gefunden36, besteht
mit dem darauf basierenden Klassifikator die Möglichkeit, alle Dokumente der zugehörigen
Kollektion klassifizieren zu lassen. Je nach gewähltem Annotationsschema ist dies auf Satz-
oder Dokumentebene möglich. Wird nun eine Klassifikation auf der gesamten Kollektion
durch den Nutzer gestartet, wird zunächst ein Klassifikator erstellt, der alle verfügbaren
manuell oder durch AL vorgenommenen Annotationen der Texte verwendet. Im Anschluss
daran wird für alle noch nicht annotierten Texte eine Klassifikation durch den Klassifikator
vorgenommen. Für jeden Text ergibt sich somit eine Wahrscheinlichkeitsverteilung über
die verfügbaren Kategorien. Darauf aufbauend wird für jeden Text jeweils die Kategorie
mit der höchsten Wahrscheinlichkeit extrahiert. Zusätzlich muss diese Wahrscheinlichkeit
größer gleich einem durch den Nutzer festgelegtem Schwellwert sein. Alle Beispiele, die
diese Bedingung erfüllen, werden im Anschluss daran extrahiert und im Ergebnisbereich des
iLCM dem Nutzer aufgeschlüsselt und zum Download und damit zur Weiterverwendung
bereitgestellt.
35Ignorierte Sätze werden auch wieder vom gesamten Klassifikationsprozess ausgeschlossen
36Die Entscheidung, wann die Trainingsmenge ausreichend ist, kann auf Basis der Evaluation des Trainings-
sets vollzogen werden
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Austausch mit anderer QDA-Software QDA stellt einen Ansatz zur Auswertung von
textuellen Daten in sozialwissenschaftlichen Fragestellungen dar. Es werden dabei die vor-
liegenden Texte anhand eines zuvor definierten Codebuchs codiert. Dies erlaubt nach abge-
schlossener Codierung die Interpretation der Daten bezüglich verschiedener Fragestellungen.
Der Prozess des Codierens ist dabei in der Regel sehr zeit- und ressourcenaufwändig. Die
Möglichkeit des Einsatzes von AL kann diesen Schritt erheblich beschleunigen. Durch
das Vorhandensein von Methoden des AL stellt der iLCM eine effiziente Möglichkeit zur
Erstellung einer großen Menge annotierter Daten dar. Die somit vorgenommenen Anno-
tationen der Texte sollen sich aber auch in der präferierten Softwarelösung des Sozialwis-
senschaftlers auswerten lassen. Daher ist es notwendig, den Austausch zwischen Standard
QDA-Softwarelösungen wie: MAXQDA, Atlas.ti, NVivo, QDA Miner und dem iLCM zu
ermöglichen. Hierfür wurden im iLCM sowohl eine Import- als auch eine Exportschnittstelle
für das REFI-QDA-Standard-Austauschformat implementiert (siehe [42]).
3.2.6.7 Sentimentanalyse
Die Sentimentanalyse beschäftigt sich damit, positive sowie negative Meinungen, Emotionen
und Beurteilungen zu identifizieren ([137]). Für textbasierte Analysen lassen sich Sentiments
durch die Verwendung von Sentimentwörterbüchern berechnen. Diese Wörterbücher können
auf verschiedene Arten zusammengesetzt sein und erstellt werden. Die einfachste Form von
Sentimentwörterbüchern besteht aus jeweils einer Liste positiv und negativ konnotierter
Worte. In den zu beurteilenden Daten werden diese Worte dann gesucht und auf Basis deren
Auftretenshäufigkeit Aussagen über die Sentiments der verschiedenen Texte abgeleitet. Eine
Weiterentwicklung besteht darin, den einzelnen Worten des Sentimentwörterbuchs Gewichte
zuzuordnen ([125]). Damit können feingranulare Differenzierungen der Sentimentworte ab-
gebildet werden. Dies wiederum erlaubt es, die Aussagekraft einer Sentimentanalyse deutlich
zu erhöhen. Im iLCM ist eben diese Umsetzung der Sentiment Berechnung implementiert.
Es können Listen von gewichteten Sentimentworten abgelegt und auf die jeweiligen Texte
angewendet werden. Eine Erweiterung dessen besteht darin, die Verwendung der Senti-
mentworte und deren Gewichte an einen vorgegebenen POS-Tag zu binden ([104]). Dies
vermindert die fälschliche Zuordnung von Gewichten. Die berechneten Sentimentscores
werden im iLCM pro Dokument erhoben. Hierbei besteht die Möglichkeit, den Score je
Dokument als Summe oder Mittelwert der darin gefundenen Sentimentworte zu berechnen.
Die Verwendung der Summe führt dazu, dass insbesondere lange Dokumente eine hohe
Gewichtung erhalten können. Im iLCM besteht außerdem die Möglichkeit der diachronen
Analyse der Dokumentscores. Darüber hinaus lässt sich auch der Zusammenhang zwischen
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weiteren Metadaten wie zum Beispiel der Textart von Dokumenten und den Sentimentscores
untersuchen. Von diesem auf einem Sentimentwörterbuch aufbauenden Ansatz abgegrenzt
ist es auch möglich, eine Sentimentanalyse als die Umsetzung einer Klassifikationsaufgabe
im iLCM abzubilden. Hierfür müssten vom Nutzer jedoch zunächst manuell Annotationen
in den Daten vorgenommen werden, welche positive sowie negative Trainingsbeispiele in
den Texten darstellen. Darauf basierend könnte sich zum einen eine Liste an Features (also
eine durch den Klassifikator gelernte Liste von Sentimentworten) extrahieren lassen, zum
anderen können die Texte entsprechend der beiden Kategorien positiv bzw. negativ zugeord-
net werden. Generell ist die Sentimentanalyse jedoch stets mit Umsicht anzuwenden, da die
Bewertung von Stimmungen und Emotionen im Text sehr in Abhängigkeit vom Autor und
von anderen Faktoren steht. Es können Probleme durch Ironie oder die implizite Äußerung
von Meinungen auftreten. Hier ist die Bewertung der Texte selbst durch einen Menschen
teilweise nicht exakt möglich.
3.2.6.8 Vector-Space-Repräsentation
Seit der Vorstellung von Word2Vec durch Mikolov et. al im Jahr 2013 haben Verfahren zur
Erstellung von Wort-Embeddings die Performanz von NLP-Downstream-Tasks erheblich
verbessert. Grob gesagt, wird durch die Anwendung von neuronalen Netzen eine Abbildung
der Worte in einen latenten Merkmalsraum vorgenommen. Dieser Merkmalsraum bildet
hierbei, je nach Güte des Embeddings, semantisches Wissen über die Worte ab. Der iLCM
bietet zwei verschiedene Funktionalitäten um mit diesen Methoden arbeiten zu können.
Zum einen können eigene Word2Vec-Embeddings berechnet werden. Zum anderen können
für beliebige Embeddings Visualisierungen vorgenommen werden, welche es erlauben, die
semantischen Eigenschaften der Embeddings abzubilden.
Berechnung eigener Word2Vec-Embeddings Die Berechnung von Wort-Embeddings
bedarf im Vergleich zu anderen bereits vorgestellten Verfahren einer großen Menge an Hard-
ware Ressourcen. Daher ist im iLCM lediglich die Berechnung von klassischen Word2Vec-
Embeddings implementiert. Diese benötigt im Vergleich zu anderen Embeddingberechnungs-
verfahren wie GloVe37 oder flair38 vergleichsweise weniger Hardwareressourcen. In der
Regel werden Embeddings dabei auf GPU-Einheiten in großen Rechenclustern trainiert.
Nichtsdestotrotz ist es möglich, im iLCM auf Basis einer spezifizierten Kollektion, Embed-
dings für die dabei verwendeten Worte anhand der Dokumente zu berechnen. Die Berechnung




Berechnung fertig abgeschlossen, so lassen sich die erhaltenen Embeddings im iLCM durch
verschiedene Visualiserungsfunktionen genauer untersuchen.
Visualisierung beliebiger Embeddings Neben den im iLCM trainierten Embeddings ist
es auch möglich, externe Embeddings im Tool zu betrachten. Diese müssen im Dateiformat
.bin oder .vec vorliegen. Im Task Scheduler steht dann die Möglichkeit bereit, bestehende
Modelle auszuwählen. Die bestehenden Modelle entsprechen dabei den im Ordner abgeleg-
ten Embedding-Dateien. Die Visualisierung der Embeddings sieht eine Abbildung in einen
zweidimensionalen Raum vor. Die hierfür notwendige Dimensionsreduktion kann durch die
beiden Verfahren Prinicipal Component Analysis (PCA) oder t-Distributed Stochastic Neigh-
bor Embedding (t-SNE) vollzogen werden. Zur Auswertung und Analyse der Embeddings
sind die folgenden Funktionen im iLCM implementiert:
1. Finden von ähnlichen Worten: Eine Möglichkeit der Anwendung von Embeddings
besteht darin, semantisch ähnliche Worte zu einem vorgegebenen Wort zu finden.
Hierfür wird die Cosinus-Ähnlichkeit zwischen dem Embedding eines vorgegebenen
Wortes zu den Embeddings aller restlichen Worte des Vokabulars bestimmt. Die
ähnlichsten Worte werden dann tabellarisch aufgeschlüsselt und zusätzlich in einer
Grafik im zweidimensionalen Raum dargestellt.
2. Paarweiser Vergleich: Hierüber lässt sich die Existenz semantischer Strukturen in den
Embeddings überprüfen. Es kann aufgezeigt werden, ob Paare, die eine semantische
Relation darstellen (beispielsweise Mann zu Frau oder Land zu Hauptstadt), in den
Embeddings entsprechend abgebildet werden.
3. Additive Kombination von Worten: Ist semantisches Wissen in den Embeddings
modelliert, können mitunter auch additive Kombinationen von Worten auf Basis deren
Embedding-Repräsentationen vorgenommen werden. Die Kombination von König−
Mann+Frau = Königin stellt dabei das bekannteste Beispiel dar. Aber auch andere
Operationen sind möglich, welche semantische Auswertungen zulassen. So lassen sich
beispielsweise über die Kombination Kapitän−Schiff Berufsbezeichnungen, welche
eine durch einen Mann ausgeübte Führungsposition darstellen, auffinden. In der Grafik
3.3 ist diese Kombination anhand von GloVe-Embeddings dargestellt. Der Ursprung
der gefundenen ähnlichen Begriffe scheint dabei aus den Bereichen Militär und Sport
zu kommen. Dies kann auf die bei GloVe verwendete Trainingsmenge an Texten aus
den Bereichen Wikipedia und Nachrichten39 zurückzuführen sein.
39Verwendet wurden Wikipedia Dumps aus 2010 und 2014 sowie das Gigaset5 Corpus ([98])
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Abbildung 3.3 Ähnlichste Worte zur Anfrage Kapitän-Schiff auf Basis von GloVe-Vektoren,
dargestellt im iLCM.
3.2.6.9 Kontextvolatilität
Die KV stellt ein Maß zur Quantifizierung der Kontextänderung von Worten über eine defi-
nierte Menge an Zeitpunkten dar. Die Betrachtung der Kontextänderung von Schlüsselworten
erlaubt, eventuelle semantische Änderungen dieser Begriffe aufzudecken oder aber ein Indiz
für eine kontroverse Diskussion über das entsprechende Thema vermuten zu lassen. Darüber
hinaus stellt die KV eine Möglichkeit zur explorativen Analyse eigener Daten dar. Damit
beschreibt es ein Maß, das in der Lage ist, schwache Signale, welche sich durch Verschie-
bungen von Wortkontexten manifestieren, erfassen zu können. So vermögen beispielsweise
Worte mit hoher Volatilität zu einem Zeitpunkt Aufschluss darüber zu geben, welche Begriffe
und damit verbundenen Events zum jeweiligen Zeitpunkt am intensivsten diskutiert wurden.
Genaue Berechnungsdetails und damit einhergehende Vor- und Nachteile werden in Kapitel
4 detailliert erläutert. Berechnungen von KV lassen sich im iLCM ebenfalls über den Task
Scheduler starten. Ist eine Volatilitätsanalyse erfolgreich abgeschlossen, sind verschiedene
Möglichkeiten zur Darstellung der Ergebnisse implementiert. Zunächst lässt sich die KV
für einzelne Worte betrachten. Hierbei wird die berechnete Volatilität gemeinsam mit der
Frequenz des Wortes in einer Zeitreihenvisualisierung dargestellt. Ein Klick in diese Grafik
erlaubt es, die Kookkurrenzen des zugehörigen Zeitpunktes für das gewählte Wort zu be-
trachten. Ein weiter Klick an einen anderen Zeitpunkt hat die Berechnung und anschließende
Darstellung der Kookkurrenzen, welche die meiste Änderung zwischen den beiden gewählten
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Zeitpunkten aufweisen, zur Folge. Zusätzlich dazu können in einer weiteren Darstellung
die Volatilitätswerte verschiedener Begriffe verglichen werden. Außerdem ist die aufge-
schlüsselte Auflistung und Darstellung besonders hoch- und niedrigvolatiler Begriffe mit
Einbeziehung von deren Frequenz und Wortartzugehörigkeit sowie eines bestimmten Zeit-
punktes möglich. In Kapitel 3.3.4.2 wird auf die Möglichkeiten zur Auswertung schwacher
Signale mithilfe des Maßes KV näher eingegangen.
3.2.6.10 Dokumentdeduplizierung
Ein Duplikat ist im engeren Sinne das redundante mehrfache Vorliegen eines identischen
Datensatzes. Im weiteren Sinne sollen hier Duplikate aber auch solche Dokumentmengen
beschreiben, die eine sehr hohe Ähnlichkeit aufweisen. Wie hoch diese Ähnlichkeit dabei
sein muss, um als Duplikat zu gelten, hängt von der letztendlichen Fragestellung des So-
zialwissenschaftlers ab und kann dementsprechend individuell eingestellt werden. Es soll
nun ein Verfahren zum Auffinden und Entfernen von solchen Duplikaten in textuellen Daten
vorgestellt werden. Dokumentdeduplizierung beschreibt einen Vorgang zur Bereinigung
eines Korpus. Hierbei werden Texte gesucht, die eine Ähnlichkeit größer eines festgeleg-
ten Schwellwertes aufweisen. Anwendungsfälle sind die Plagiaterkennung (siehe [100]),
Document Retrieval als auch Verfahren des Text Reuse zum Auffinden von Zitationsnetz-
werken. In anderen Bereichen der Datenverarbeitung spielt Deduplizierung im Allgemeinen
eine wichtige Rolle. Wichtige Gründe sind dabei die Speicherreduzierung sowie die Ver-
meidung redundanter Arbeit. Ein praktisches Beispiel stellt dabei die Minimierung von
Netzwerkverkehr dar (vgl. [86]). Für die Anwendung von Text-Mining-Verfahren durch
Sozialwissenschaftler liegt die Bedeutung von Deduplizierung aber auch darin begründet,
verlässliche aussagekräftige Resultate, durch die Sicherheit des Vorhandenseins eines dupli-
katfreien Korpus, ermitteln zu können.
Die Verfügbarkeit von Web-Korpora, also Korpora, die in der Regel (teil-) automatisch zusam-
mengestellt werden, machte die Notwendigkeit der Dokumentdeduplizierung deutlich ([9]).
Wortfolgen mit geringer Frequenz, welche insbesondere in Duplikaten vorkommen, werden
als statistisch signifikante Kombination von Worten aufgefasst, welche damit wiederum Ver-
fahren wie Kookkurrenzanalysen, Frequenzanalysen oder Topic Modeling deutlich verzerren
können. Je nach Ausmaß der Menge an Dubletten im Text kann die gesamte Analyse des
Korpus mit Verfahren der automatischen Sprachverarbeitung ohne Dokumentdeduplizierung
hinfällig werden. In [67] stellen Kantner et al. die Aussagekraft von Ergebnissen infrage,
welche auf Daten beruhen, die nicht zuvor bereinigt wurden. Dubletten in digitalen Textar-
chiven können aus verschiedenen Gründen vorliegen. Beim Crawling von Webseiten, also
dem automatischen Extrahieren von Text auf Internetseiten, kann es passieren, dass einige
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Inhalte mehrfach vorliegen (durch das Vorhandensein verschiedener Versionen, mehrfacher
Verweise auf den gleichen Inhalt o. Ä.). Werden die Seiten einer Domain dann in einem
automatischen Prozess traversiert, kann es passieren, dass Dubletten Bestandteil des Korpus
werden. Werden Zeitungstexte als Datengrundlage verwendet, ist es möglich, dass auch
hierbei Dubletten enthalten sind. Dies kann auf das Vorhandensein von mehreren Versionen
eines Artikels (Morgen- und Abendversion) zurückzuführen sein, welche sich zumeist nur
durch wenige Worte unterscheiden oder lediglich eine korrigierte Rechtschreibung aufweisen.
Gerade bei Online-Nachrichtenplattformen gibt es oft Texte in Ticker-Form. Hierbei werden
zu bestimmten Ereignissen oder Themen im Laufe eines Tages aktuelle Geschehnisse aufge-
listet. Diese verschiedenen Versionen eines solchen Tickers werden dann oftmals als eigene
Artikel bereitgestellt. Hier würde es absolut ausreichen, die zuletzt veröffentlichte Version zu
verwenden. Um die beschriebenen Probleme zu lösen, besitzt der iLCM eine Möglichkeit
der interaktiven graphbasierten Dokumentdeduplizierung. Bei dieser werden verschiedene
Auswahlstrategien mit Nutzerentscheidungen kombiniert, um somit eine duplikatfreie Daten-
grundlage für darauf aufbauende Analysen liefern zu können. Um Duplikate entfernen zu
können, müssen drei Schritte bewältigt werden. Das Auffinden aller Duplikate würde prinzi-
piell den Vergleich aller Dokumente mit allen übrigen Dokumenten des jeweiligen Korpus
(bzw. der ausgewählten Kollektion) erfordern. Dies hätte eine quadratische Komplexität zur
Folge und wäre für große Dokumentmengen nicht mehr in annehmbarer Laufzeit umsetzbar.
Deshalb werden zunächst in einem initialen Schritt mögliche Kandidaten von ähnlichen
Dokumenten auf Basis von Hashing-Verfahren ermittelt. Für diese Kandidaten wird dann
im darauffolgenden Schritt das ausgewählte Ähnlichkeitsmaß berechnet und abgespeichert.
Der letzte Schritt sieht nun die Entscheidung vor, Dokumente zu entfernen, sodass im daraus
resultierenden Korpus keine Duplikate mehr enthalten sind. Dieser letzte Schritt kann auf
Basis einer ausgewählten Strategie automatisch erfolgen oder aber auch interaktiv durch den
Nutzer gesteuert und begutachtet werden. Die ersten beiden Schritte werden mithilfe des
R-Paketes textreuse ([91]) durchgeführt.
Finden von Kandidaten Da die Berechnung von exakten Dokumentähnlichkeiten für
alle Dokumentkombinationen ein sehr aufwändiger Prozess ist, wird ein anderer Prozess
vorgeschaltet, der die Aufgabe hat, Kandidaten an Dokumentenpaaren zu finden, welche eine
hohe Wahrscheinlichkeit aufweisen, einen signifikanten Ähnlichkeitswert haben. Hierfür
angewendet werden die drei Verfahren Shingling, Minhashing und Local Sensitive Hashing.
• Shingling Die Abbildung von Dokumenten als die Menge der darin enthaltenen Wort
N-Gramme nennt man Shingling. Ein Dokument wird also beschrieben durch seine
zusammenhängenden Untersequenzen von Token. Darauf basierend wird eine Matrix
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DSMs,d mit der Dimensionalität: Anzahl verschiedener Shingles × Anzahl an Doku-
menten aufgebaut. Ein Eintrag an Position i, j hat den Wert eins, genau dann wenn im
Dokument j das i′te Shingle vorkommt. Der direkte Vergleich von Dokumenten an-
hand ihrer Shingles ist nur mit großem Aufwand möglich, da zum einen die Menge an
Shingles in der Regel sehr groß ist und zum anderen die Problematik der Komplexität
der notwendigen Vergleiche durch die ausschließliche Verwendung von Shingles nicht
gelöst wird. Der Defaultwert für die Anzahl an Worten pro Shingle ist im iLCM auf
n = 5 eingestellt, kann aber im Task Scheduler angepasst werden.
• Minhashing Minhashing beschreibt im Allgemeinen ein Verfahren zur Konvertierung
großer Mengenrepräsentationen in kurze ähnlichkeitserhaltende Signaturen ([80]). Zu-
nächst wird dabei eine Menge von nhash Hashfunktionen definiert. Im iLCM ist ein
Defaultwert von nhash = 480 eingestellt. Im Anschluss daran werden für die Hash-
funktionen die beiden Koeffizienten coe f fa und coe f fb gezogen. Für jeden der beiden
Koeffizienten werden nhash Werte aus einer Gleichverteilung über die Menge der gan-
zen Zahlen im Intervall [1, |unterschiedlicheShingles|] ohne Zurücklegen gezogen.
Mithilfe dieser beiden Koeffizienten werden dann die nhash Hashfunktionen, wie in
Formel 3.8 dargestellt, erstellt. s beschreibt hier das s′te Shingle und i ist hierbei
jeweils einer der nhash entstehenden Hashfunktionen zugeordnet. coe f fa(i) entspricht
dem i′ten Wert des im vorigen Schritt gezogenen Koeffizienten coe f fa. prime ent-
spricht einer zuvor festgelegten Primzahl, welche minimal größer als die Anzahl der
verschiedenen Shingles sein muss.
hashs,i = (coe f fa(i)∗ i+ coe f fb(i)) mod prime (3.8)
Im Anschluss daran werden die jeweiligen Signaturen für die einzelnen Dokumente
über die in Formel 3.9 beschriebene Funktion berechnet.
signatured,i = min(hashs,i) für alle s für die gilt: DSMs,d > 0 (3.9)
Die entstehende Menge der Signaturen entspricht dabei der initial festgelegten Menge
an verwendeten Hashfunktionen. Die entstehende Matrix hat eine Dimensionalität von:
nhash × Anzahl Dokumente. Damit ist diese Matrix deutlich kleiner als die Ausgangs-
matrix und erlaubt eine deutlich schnellere Berechnung von Ähnlichkeitswerten. Diese
sind jedoch nur noch eine Approximation der tatsächlichen Ähnlichkeitswerte der
Dokumentpaarungen. Das grundlegende Problem der Notwendigkeit eines Vergleichs
von jedem Dokument mit jedem anderen führt jedoch auch nach der Anwendung von
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Minhashing dazu, dass für sehr große Dokumentenmengen die benötigte Zeit zum
Auffinden von Duplikaten zu hoch ist. Um die Menge der vorzunehmenden Vergleiche
zu minimieren, lässt dich das Verfahren des Local Sensitive Hashing anwenden.
• Local Sensitive Hashing Local Sensitive Hashing (LSH) stellt eine Möglichkeit dar,
auf Basis der zuvor erstellten Signaturenmatrix ähnliche Dokumente zu erkennen, in-
dem man diese sogenannten Buckets zuordnet. Dokumente, die in den gleichen Buckets
vorliegen, bilden die Menge der Kandidaten, für welche die Berechnung des exakten
Ähnlichkeitsscores vorgenommen wird. Die Anwendung von LSH beschreibt lediglich
eine Approximation zur Bestimmung von Kandidatenpaaren ähnlicher Dokumente.
Es soll nun beschrieben werden, wie diese Buckets erstellt und die Dokumente ihnen
zugeordnet werden. Zunächst muss eine Anzahl an Buckets festgelegt werden. Die
Standardeinstellung des iLCM ist hierbei b = 160, was mit der Standardanzahl von
n = 480 Signaturen eine Menge von drei Zeilen je Bucket ergibt. Diese muss ein Teiler
der Anzahl Signaturen größer 1 sein. Es ergibt sich dabei folgende Formel:
n = br (3.10)
mit n=Anzahl an Signaturen, b als Anzahl an Buckets und r als Anzahl an Zeilen
pro Bucket. Jedem Bucket werden somit nb Signaturen-Zeilen zugeordnet. Dokumente
werden genau dann in den gleichen Bucket geordnet, wenn ihre Hashwerte für die
Zeilen des jeweiligen Buckets in allen Werten identisch sind. Es kann passieren, dass
Dokumente, welche ähnlich zu einander sind, nie in ein gemeinsames Bucket einsor-
tiert werden. Solche Paare nennt man false negatives. Die Wahrscheinlichkeit, dass
dies passiert, sinkt jedoch mit dem tatsächlich vorliegenden Jaccard-Koeffizienten der
Dokumente. Das heißt, Dokumente, die sehr ähnlich sind, werden auch mit einer sehr
hohen Wahrscheinlichkeit in mindestens einen gemeinsamen Bucket eingeordnet und
somit als Kandidatenpaar gefunden. Dokumente, die nur eine geringe Ähnlichkeit
aufweisen, haben eine geringere Wahrscheinlichkeit, gefunden zu werden. Da in der
geplanten Anwendung im iLCM aber die Suche nach Duplikaten im Sinne von identi-
schen oder nahezu identischen Dokumenten das Ziel darstellt, weisen die zu findenden
Paare in der Regel einen hohen Jaccard-Koeffizienten auf und können somit mit einer
sehr hohen Wahrscheinlichkeit auch als Kandidaten entdeckt und dementsprechend in
die Liste der Paare von Duplikat-Kandidaten aufgenommen werden. Exakt identische
Dokumente werden immer aufgedeckt.
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Berechnen von Ähnlichkeitsscores Wurden Paare von Kandidaten potenziell ähnlicher
Dokumente gefunden, gilt es für diese den tatsächlichen Ähnlichkeitswert zu berechnen.
Als Standard-Verfahren wird der Jaccard-Koeffizient verwendet. Dieser berechnet sich wie
in Formel 3.11 dargestellt, wobei ShuniqueDa die im a
′ten Dokument vorkommenden Shingles










Es wird also die Zahl gleichzeitig in beiden Dokumenten vorkommender Shingles zur Anzahl
unterschiedlicher Shingles innerhalb der zwei Dokumente in Bezug gesetzt. Es ergibt sich
damit ein Ergebnisintervall von [0,1]. Die Ähnlichkeit der Dokumente ist 1 genau dann,
wenn die Dokumente die identische Menge an Shingles verwenden. Ein Wert von 0 ergibt
sich, wenn es kein Shingle gibt, welches in beiden Dokumenten Verwendung findet. Neben
dem Jaccard-Koeffizienten kann auch die Jaccard-Bag-Ähnlichkeit verwendet werden. Diese
unterscheidet sich lediglich darin, dass nun mehrfach pro Dokument vorkommende Shingles
auch Bestandteil der Berechnung sind und somit jedes Shingle, unabhängig davon, ob
es bereits gesehen wurde, betrachtet wird. ShDa sei nun somit die Menge aller im a
′ten






Diese Art der Ähnlichkeitsberechnung hat zur Folge, dass identische Dokumente nunmehr
einen maximalen Ähnlichkeitswert von 0.5 erzielen können. Bestehen die identischen Do-
kumente Da und Db aus n Shingles, so ergibt sich im Zähler der Formel ein Wert von n. Im
Nenner werden nun aber alle Shingles als eigenständig aufsummiert und es ergibt sich durch
die Aufsummierung der Shingles in Da und der in Db ein Wert von 2n. Einen Ähnlichkeits-
wert von 0 haben erneut Dokumentepaare, für die es kein Shingle gibt, welches in beiden
Dokumenten vorkommt.
Entfernen von Duplikaten Sind alle vorherigen Schritte abgeschlossen, ergibt sich eine
Menge von Dokumentpaaren, für welche jeweils ein Ähnlichkeitswert vorliegt. Diese Menge
an Dokumentpaaren soll nun als ein Graph G(D,E) dargestellt werden. D beschreibt hierbei
die verschiedenen in den Paarungen vorliegenden Dokumente als Knoten des Graphen. Die
Kanten E sind durch die vorliegenden Paarungen samt deren Ähnlichkeitsscores gegeben.
Das heißt, zwischen zwei Knoten besteht eine Kante genau dann wenn in den vorherigen
Schritten das Kandidatenpaar aus diesen beiden Knoten gefunden wurde. Es ergibt sich somit
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ein in der Regel nicht zusammenhängender ungerichteter Graph. In diesem kann es zahlreiche
verschiedene starke Zusammenhangskomponenten geben. Ziel der Dokumentdeduplizierung
ist es nun, unter Berücksichtigung verschiedener Strategien durch das Löschen von Knoten
diese starken Zusammenhangskomponenten aufzulösen und einen Graphen zu erzeugen, der
ausschließlich isolierte Knoten aufweist. Ist jeder Knoten isoliert, so ist dies gleichbedeutend
mit der Aussage, dass kein Dokument ein Duplikat eines anderen darstellt. Für jedes Doku-
ment (jeden Knoten) liegen zusätzlich die Metainformationen: Veröffentlichungsdatum und
Anzahl an Worten vor. Des Weiteren wird der Kantengrad eines jeden Knotens ermittelt. Der
Kantengrad eines Knotens lässt sich hier verstehen als die Anzahl verschiedener Dokumente,
die zum jeweils betrachteten Dokument ein Duplikat darstellen. Initial werden durch das
Festlegen eines Schwellwertes für die Dokumentenähnlichkeit jene Kanten aus dem Graphen
entfernt, die keine Ähnlichkeit größer gleich dem vorgegebenen Schwellwert aufweisen.
(Dxi,Dyi) ∈ E g.d.w. similarity(Dxi,Dyi)≥ Schwellwert (3.13)
Zusätzlich wird eine Blacklist BL eingeführt, in welcher Dokumente, die zum Löschen
vorgemerkt sind, gespeichert werden. Betrachtet werden im Algorithmus nun die Kanten des
Graphs in einem iterativen Prozess. Je nach gewählter Strategie liegt die Menge der Kanten
in einer vorgegebenen Sortierung vor. Außerdem geben die Strategien das Entscheidungsver-
halten bei der Betrachtung einzelner Kanten genau vor.
Algorithmus zur Deduplizierung Begonnen wird der Algorithmus mit einer sortierten
Kantenliste. Es wird stets die oberste Kante dieser Liste betrachtet. Die Kante beschreibt die
Duplikatsbeziehung zweier Dokumente. Es muss nun durch die Anwendung der vorgege-
benen Strategie entschieden werden, welches der beiden Dokumente behalten wird. Wurde
eine Entscheidung getroffen, so wird das jeweils zu entfernende Dokument der Blacklist
hinzugefügt. Darauf aufbauend werden nun alle Kanten aus G entfernt, welche mindestens
einen Knoten der Blacklist40 verwenden. Die Anzahl der Kanten in E nimmt somit in jedem
Schritt um mindestens 1 ab. Danach wird nun wieder das verbleibende oberste Element der
Kantenliste betrachtet. Für diese Kante wird eine Entscheidung auf Basis der vorgegebenen
Strategie zugunsten einer der beiden Knoten getroffen und der jeweils andere Knoten der
Blacklist hinzugefügt. Erneut werden dann alle Kanten aus G entfernt, welche mindestens
ein Element der Blacklist aufweisen. Diese Folge von Operationen wird so lange durchge-
führt, bis E eine leere Menge ist und G somit einen Graphen mit ausschließlich isolierten
Knoten darstellt. Zusätzlich dazu werden im finalen Schritt aus der Menge aller Knoten D
40im ersten Schritt kann maximal ein Knoten einer Kante Element der Blacklist sein
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jene entfernt, welche Bestandteil der Blacklist sind. Es sollen nun die verschiedenen im
iLCM integrierten Strategien zur Dokumentdeduplizierung geschildert werden. Durch die
Sortierung der Kantenliste entsprechend der Vorgabe einer der Strategien, wird sichergestellt,
dass Knoten mit der höchsten Priorität für den Verbleib initial betrachtet werden41. Die
verfügbaren Strategien sind:
1. Zufällig: Ziel dieser Methode ist es, die Entscheidungen über Verbleib und Entfernung
von Paaren an Duplikaten durch einen zufallsbasierten Prozess abzubilden. Hierfür
wird die Sortierung von E rein zufällig vorgenommen. Auch die Entscheidung über
Verbleib und Entfernung bei der Betrachtung eines einzelnen Dokumentenpaares wird
zufällig getroffen. Dieser Ansatz stellt eine Möglichkeit zur Deduplizierung dar, wenn
keine Metadaten zu den Texten verwendet werden sollen und auch die letztendliche
Anzahl resultierender Dokumente nicht maximiert werden soll.
2. Kürzeste Dokumente: Ziel dieser Strategie ist es, beim Auffinden von Duplikaten
stets jene Version zu verwenden, welche die kürzeste Länge aufweist. Die Länge eines
Dokumentes bezieht sich hierbei auf die Anzahl an Zeichen je Dokument. Für die
Sortierung von E wird jede Kante des Graphen durch das Minimum der verwendeten
Zeichen der beiden verbundenen Dokumente beschrieben und anschließend so sortiert,
dass die Kante, welche das kürzeste Dokument enthält, an erster Stelle in E steht.
3. Längste Dokumente: Diese Strategie verfolgt das entgegengesetzte Ziel zur Strategie
kürzeste Dokumente. Hier soll nun jeweils die Version von zwei als Duplikat einge-
stuften Dokumenten behalten werden, welche die meisten Zeichen verwendet, also
das längere Dokument darstellt. Um dies umzusetzen, wird E so sortiert, dass die
Kante, welche das Dokument mit den meisten verwendeten Zeichen beschreibt, an
erster Stelle steht. Bei der Betrachtung der zwei Knoten einer Kante wird immer jener
Knoten behalten, welcher das Dokument mit mehr Zeichen abbildet. Diese Strate-
gie kann insbesondere dann passend sein, wenn es das Ziel ist, beispielsweise bei
Ticker-ähnlichen Datensätzen jeweils nur den letzten (finale Version) zu verwenden.
4. Jüngste Dokumente: Sind für die Dokumente verlässliche Metadaten vorhanden, so
können diese auch für die Auswahl an Dokumenten während der Deduplizierung
verwendet werden. Besonders geeignet erscheint hierbei das Metadatum Datum, was
in der Regel den Veröffentlichungszeitpunkt eines Textes beschreibt. Hier soll nun
so vorgegangen werden, dass stets die jüngsten Versionen von Duplikaten verwendet
41ausgenommen ist die Strategie maximale Anzahl an Dokumenten, bei welcher im Gegensatz zu den anderen
Strategien jeweils die Kanten mit den Knoten, welche die höchste Priorität für die Entfernung haben, zuerst
betrachtet werden
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werden. Hierzu muss erneut E entsprechend sortiert werden. Eine Kante wird nun
repräsentiert durch die aktuellere der beiden vorliegenden Datumsangaben ihrer zwei
Knoten. Darauf aufbauend wird E so sortiert, dass das Knotenpaar mit dem jüngsten
Dokument das erste Element in E darstellt. Bei jeder Betrachtung einer Kante ist der
Knoten mit der früheren zugeordneten Datumsangabe und somit das ältere Dokument
zu entfernen.
5. Älteste Dokumente: Im Gegensatz zur Strategie jüngste Dokumente werden hier
nun ältere Dokumente bevorzugt. Eine Kante wird repräsentiert durch das weiter
zurückliegende Datum der beiden Dokumente. Bei der genauen Betrachtung eines
Knotenpaares wird jeweils das ältere Dokument für den Verbleib präferiert.
6. Maximale Anzahl an Dokumenten: Diese Strategie unterscheidet sich in ihrem Ziel
grundlegend von den anderen. Hier wird nicht auf Basis von Metadaten entschieden,
welche Dokumente entfernt werden sollen. Stattdessen besteht hier das Ziel darin,
die Deduplizierung der Dokumente so vorzunehmen, dass die resultierende Anzahl
duplikatfreier Dokumente maximiert wird. Um dies zu gewährleisten, wird anhand der
initialen Liste an Kanten der Kantengrad jedes Knotens betrachtet. E wird so sortiert,
dass die Kante an erster Stelle den Knoten mit dem höchsten Kantengrad aufweist.
Während der Beurteilung einer einzelnen Kante wird dann jeweils das Dokument mit
dem geringeren Kantengrad behalten. Dies hat zur Folge, dass die Knoten mit den
höchsten Kantengraden zuerst aus dem Graphen entfernt werden.
Für die vier auf Metadaten aufbauenden Strategien funktioniert dieser Ansatz, da durch die
Sortierung und die Entscheidugsvorgabe nacheinander das jeweils beste42 Dokument des
Graphen behalten wird. Um dies sicherzustellen, müssen die Knoten, welche eine Kante zu
diesem besten Knoten haben, in die Blacklist aufgenommen und zur Entfernung vorgemerkt
werden. Durch die Aufnahme dieser Knoten auf die Blacklist wird eine Betrachtung der
Kanten, in denen diese verwendet wurden, obsolet und es entsteht ein neuer, aus weniger
Kanten bestehender Graph G. Anschließend daran wird erneut für diesen Graphen das ver-
bleibende bestmögliche Dokument behalten, indem wieder alle Knoten, die eine Kante zu
diesem haben, in die Blacklist aufgenommen werden. Wird dieser Prozess durchgeführt bis
sich ein Graph ausschließlich isolierter Knoten ergibt, ist die Deduplizierung abgeschlossen
und alle Dokumente, welche nun immer noch im Graphen enthalten sind, können als neue
duplikatfreie Kollektion exportiert werden. Die Strategie zur Maximierung der resultierenden
Knotenzahl hat eine, sich von den auf Metadaten basierenden Ansätzen unterscheidende,
42Das beste Dokument bezieht sich hierbei auf das durch die gewählte Strategie vorgegebene Kriterium
(Alter, Länge).
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Grundidee. Hier wird nicht versucht, die jeweils besten Dokumente zu sichern, sondern viel-
mehr die schlechtesten Dokumente zuerst zu entfernen. Die Güte eines Dokumentes richtet
sich hier nach der Anzahl an Kanten, die sein zugehöriger Knoten im Graph aufweist. Unter
dem Ziel, dass ein Dokument kein Duplikat aufweisen darf, sind besonders die Dokumente
als schlecht anzusehen, die ein mögliches Duplikat zu vielen anderen Dokumenten darstellen.
Die Sortierung der Kantenliste wird so gewählt, dass zunächst solche Kanten betrachtet
werden, die mindestens ein Dokument enthalten, welches den aktuell höchsten Kantengrad
aufweist. Diese Sortierung, kombiniert mit der Strategie, jeweils den Knoten einer Kante
zu behalten, der einen geringeren Kantengrad aufweist, führt dazu, dass diese schlechten
Knoten als Erstes aus dem Graphen entfernt werden. Durch die frühe Entfernung von Knoten
mit hohem Kantengrad wird die Betrachtung zahlreicher Kanten, in denen dieser Knoten
vorkommt, obsolet. Dies erlaubt es, möglichst viele Knoten in der Kollektion zu behalten.
Interaktives Bearbeiten Die beschriebenen Strategien lassen sich jedoch immer in einem
graphbasierten Interface durch den Nutzer anpassen. Die Dokumente werden hierbei als
Knoten dargestellt, welche eine gemeinsame Kante haben, wenn diese Dokumentenpaarung
ein Duplikat darstellt. Die Knoten können verschiedene Farben aufweisen. Rote Knoten
stellen jene dar, die laut ausgewählter Strategie für die Entfernung vorgesehen sind. Grüne
Knoten sind solche, die auch nach der Deduplizierung bestehen bleiben. In der Grafik 3.4
ist ein Beispiel dargestellt, bei welchem in einem Datensatz zu Inhaltsbeschreibungen von
Filmen Duplikate gefunden wurden. Die ausgewählte Strategie zum Behalten des älteren Do-
kumentes würde hier jeweils die zu einem späteren Zeitpunkt veröffentlichten 3D-Versionen
der Filme von der Kollektion entfernen. Durch einen Doppelklick auf einen Knoten kann
der Nutzer weitere Informationen zum dazugehörigen Dokument einsehen. So zum Beispiel
die Metadaten: Anzahl an Token oder Datum. Des Weiteren kann im Diff View43 das ausge-
wählte Dokument mit allen seinen Duplikaten verglichen werden. Der Diff View erlaubt es
hierbei, schnell die gemeinsamen Textabschnitte als auch die Unterschiede der zwei jeweils
betrachteten Dokumente zu erkennen. Auf diesen Informationen aufbauend, kann der Nutzer
für jedes Knotenpaar individuelle Entscheidungen unabhängig der gewählten Strategie in
Bezug auf Verbleib und Entfernung vornehmen. Dies erlaubt es dem Nutzer, notwendige
Anpassungen des Ergebnisses der ausgewählten Strategie vorzunehmen und somit eine dupli-
katfreie Dokumentmenge zu erzeugen, die genau an seine spezielle Fragestellung angepasst
ist. Analysen, welche auf einer duplikatfreien Dokumentmenge durchgeführt werden, weisen
eine deutlich höhere Aussagekraft der Ergebnisse auf.
43Gegenüberstellung von zwei Dokumenten mit Fokussierung auf Darstellung von identischen Textabschnit-
ten
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Abbildung 3.4 iLCM-Oberfläche zur interaktiven Dokumentdeduplizierung am Beispiel
der Zusammenfassungstexte von Filmen; Die zu einem späteren Zeitpunkt veröffentlichten
3D-Versionen der Filme, welche dennoch die identische Inhaltsbeschreibung aufweisen,
werden mit der ausgewählten Strategie zur Entfernung ausgewählt.
3.2.6.11 Syntaktische Strukturen
In diesem Verfahren werden die Dokumente einer Kollektion durch einen Parser in ihre
syntaktischen Bestandteile zerlegt. Darauf aufbauend ist es möglich, die Texte nach ver-
schiedenen Kombinationen von Subjekten, Verben oder Objekten zu durchsuchen. Weiterhin
lassen sich die entstehenden Parse-Bäume betrachten und weiter auswerten. Zur Durchfüh-
rung des Parsings wird die R-Bibliothek udpipe44 verwendet, welche ein Wrapper um die
gleichnamige C++ Bibliothek darstellt. Die damit prozessierten Texte werden im CoNLL-U
Format45 abgespeichert. Zur Durchführung des Parsings werden sprachspezifische Biblio-
theken benötigt. In der Standardkonfiguration des iLCM sind die Modelle für die Sprachen
Deutsch und Englisch bereits vorinstalliert. Werden jedoch andere Sprachen verwendet, so
werden die notwendigen Modelle automatisch heruntergeladen.
3.2.6.12 Keyword-Extraktion
Schlüsselworte, die als einzelnes Wort oder als eine Folge von mehreren Worten definiert sind,
liefern eine kompakte Darstellung des Inhalts eines Dokumentes. Im Idealfall repräsentieren




automatischen Extraktion dieser Schlüsselworte sind im iLCM vier verschiedene Verfahren
implementiert.
• Textrank: Textrank (siehe [89]) stellt einen graphbasierten Ansatz zur Extraktion
von Schlüsselbegriffen und Sätzen dar. Seine Funktionsweise ist ähnlich zu der des
Page Rank Algorithmus ([97]), welcher zur Gewichtung von Webseiten eingesetzt
wird. Textrank stellt ein unüberwachtes Verfahren dar, welches ohne Trainingsdaten
funktioniert.
• Rapid Automatic Keyword Extraction (RAKE): RAKE ([107]) ist ein weiterer un-
überwachter Ansatz zur Extraktion von Schlüsselbegriffen aus Text. Hierbei werden
zunächst Kandidaten gesucht. Kandidaten können Folgen von Worten sein, welche
keine irrelevanten Worte (Stoppworte) enthalten. Anschließend wird für jedes Wort
der Kandidaten ein Score berechnet, welcher ausdrückt, wie hoch der Anteil an Vor-
kommen dieses Wortes mit den übrigen Worten der Kandidatenphrasen ist. Daran
anschließend wird für einen Kandidaten die Summe der berechneten Scores seiner
Einzelworte bestimmt. Die Kandidaten werden dann entsprechend ihres Wertes sortiert
ausgegeben.
• PMI Collocation: Collocations bezeichnen Sequenzen von Worten, die häufiger ge-
meinsam auftreten, als es unter der Annahme der gegenseitigen Unabhängigkeit per
Zufall zu erwarten ist. Es werden also insbesondere solche Wortgruppen gesucht, die
eine signifikante PMI aufweisen.
• Phrase Sequence: Dieser Ansatz basiert auf den Texten zugrunde liegenden Strukturen
innerhalb der Sätze. Die Worte eines Satzes stellen verschiedene Wortarten dar. Diese
können durch Parser automatisch erfasst werden. Die Extraktion von Schlüsselbegriffen
als Phrasensequenzen sieht es vor, in den Texten nach vorgegebenen Mustern an
Wortarten zu suchen. So können sich beispielsweise einfache Nominalphrasen durch
dieses Muster "(A|N)*N(P+D*(A|N)*N)*" ausdrücken lassen. Die Buchstaben stehen
dabei für POS-Tags, welche als Metadaten zu den einzelnen Worten vorhanden sind.
Darüber hinaus gibt es weitere Verfahren zur Extraktion von Schlüsselbegriffen, welche in
Bezug auf einen Referenzkorpus erhoben werden. Hierbei wird dann untersucht, welche
Wortsequenzen signifikant häufiger im Untersuchungskorpus als im Referenzdatensatz vor-




Workflow Management bezeichnet die Unterstützung oder Automatisierung von Arbeitsab-
läufen. Ein gutes Workflow Management erlaubt ein effizientes Arbeiten. Im iLCM unterteilt
sich ein Workflow in mehrere Schritte. Zunächst müssen Daten in das Tool importiert werden.
Dieser Schritt wird durch die Verwendung einer grafischen Oberfläche für die Erstellung
eines Mappings eigener Inputdaten auf das iLCM-Format unterstützt. Im Anschluss daran
werden diese Daten automatisch mithilfe von spaCy vorprozessiert, in die Datenbank ge-
schrieben und von Solr indexiert. Der Fortschritt dieses Prozesses, wie auch allen darauf
aufbauenden Analyseprozessen, kann live durch die Verwendung von Logdateien überwacht
werden. Somit hat der Nutzer jederzeit Kenntnis darüber, wann eine Analyse abgeschlossen
ist und er mit der Auswertung der Ergebnisse oder der Bearbeitung anderer Aufgaben fort-
fahren kann.
Sind Daten importiert, gilt es als Nächstes, mithilfe der Suchfunktionalität eine Kollektion
zu erstellen. Kollektionen sind die Grundlage jeder durchgeführten Analyse im iLCM. Ein
darauffolgender Schritt könnte darin bestehen, sicherzustellen, dass in der erstellten Kollekti-
on keine Duplikate enthalten sind. Dies kann automatisch oder aber auch interaktiv durch die
Durchführung einer Dokumentdeduplizierung vollzogen werden. Zusätzlich ist es auch mög-
lich, Subkollektionen zu erzeugen, indem Suchanfragen innerhalb bestehender Kollektionen
durchgeführt werden. Ist sichergestellt, dass die Kollektion für die Weiterverwendung bereit
ist, können im Task Scheduler verschiedene Analysen konfiguriert werden. Hierbei müssen
nun passende Parameterbelegungen gefunden werden. Dazu zählen neben der jeweiligen
Kollektion und durchzuführenden Analyse verschiedene Vorverarbeitungsparameter als auch
analysespezifische Parameter. Nach erfolgter Parameterbelegung kann der Prozess gestartet
werden. Wann immer ein solcher Analyseprozess erfolgreich abgeschlossen wurde, wird
im Fenster Results eine neue Zeile für diese Analyse angelegt, in welcher verschiedene
zugehörige Metadaten und Parameter angezeigt werden. Wählt der Nutzer ein Resultat aus,
wird automatisch in die Ansicht Details gesprungen. In dieser stehen analysespezifische
Visualisierungen und interaktive Werkzeuge zur Auswertung der Ergebnisse zur Verfügung.
Auf den Ergebnissen aufbauend, können weitere Analysen gestartet sowie erzielte Ergeb-
nisse und Visualisierungen exportiert werden. Eine Weiterverwendung der Resultate in der
integrierten RStudio-Umgebung ist ebenfalls möglich. Generell ist zu beachten, dass alle
Analysen als eine eigene Session im Hintergrund gestartet werden, was es ermöglicht, den
iLCM für andere Aufgaben gleichzeitig weiterzuverwenden, anstatt warten zu müssen, bis
die gestartete Analyse abgeschlossen ist. Darüber hinaus sind an einigen Stellen spezielle
Mechanismen integriert worden, die das Workflow Management erleichtern. So ist es bei-
spielsweise möglich, nachdem der Nutzer AL-Beispiele bewertet hat und somit die Menge
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der Trainingsdaten des Klassifikators gewachsen ist, den Prozess zur Erstellung von neuen
AL-Beispielen über einen einfachen Knopfdruck auf rerun mit den bekannten Parametern
zu wiederholen, anstatt den Prozess erneut im Task Scheduler konfigurieren zu müssen. Ein
anderes Beispiel besteht in der Funktionalität, Parameter Presets im Task Scheduler anlegen
und verwenden zu können. Diese erlauben es, eine gespeicherte Parameterkonfiguration
jederzeit schnell und einfach wiederverwenden zu können.
3.2.8 Anpassungsmöglichkeiten durch den Nutzer
Als generische Forschungsplattform ist es notwendig, zahlreiche Möglichkeiten anzubieten,
in denen durchzuführende Analysen an projektspezifische Anforderungen angepasst werden
können. Im Folgenden werden nun einige dieser implementierten Möglichkeiten aufgezeigt.
3.2.8.1 Skripte
Allen im iLCM implementierten Analysen liegt ein zugehöriges R-Skript zugrunde, in
welchem die zur Durchführung benötigten Schritte festgehalten sind. Erfahrene Nutzer haben
die Möglichkeit, die Standardskripte an ihre spezifische Anwendung anzupassen. Hierfür
wurde innerhalb des iLCM eine Programmierumgebung unter der Verwendung des R-Paketes
shinyace46 geschaffen. In dieser Programmierumgebung kann der Nutzer innerhalb der
grafischen Oberfläche des iLCM bestehende Skripte ändern und diese dann anschließend als
sogenannte Custom Scripts abspeichern. Im Task Scheduler ist es anschließend möglich, die
angelegten Custom Scripts anstelle des Standardskriptes auszuwählen und zu starten.
3.2.8.2 Blacklists
Blacklists stellen eine Sammlung an Worten dar, welche von der Analyse ausgeschlossen
werden sollen. Dies können beispielsweise domainspezifische Stoppworte oder Fragmente
aus einem fehlerhaften Crawling sein. Blacklists können im iLCM angelegt und angepasst
werden. Worte werden dabei durch Kommata voneinander getrennt. Soll eine Blacklist in
einer Analyse verwendet werden, so muss lediglich der Name dieser Blacklist im Task
Scheduler an der entsprechenden Stelle ausgewählt werden.
3.2.8.3 Whitelists
Whitelists verhalten sich umgekehrt zu den Blacklists. Sie speichern Worte, die in jedem
Fall Bestandteil der Analyse sein müssen. Das heißt Worte, welche in anderen Vorverarbei-
46https://github.com/trestletech/shinyAce
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tungsschritten (z. B. Pruning, Stoppwort Entfernung) entfernt würden, bleiben im Vokabular
der Analyse enthalten. Für die Whitelists gibt es die zusätzliche Option, diese automatisch
zu erweitern, wenn Bi- oder Trigramme verwendet werden. So würden dann auch alle Bi-
und Trigramme, welche mindestens einen der Einträge auf der Whitelist enthalten, vor der
Entfernung geschützt sein. Überdies ist es für einige Analysen möglich, das verwendete
Vokabular ausschließlich auf die Begriffe innerhalb der Whitelist einzuschränken. Wie auch
die Blacklists, lassen sich die Whitelists interaktiv im iLCM anlegen und anpassen.
3.2.8.4 Wörterbücher
Wörterbücher stellen die Basis der Wörterbuchfrequenzanalyse dar. Weiterhin können sie für
initiale AL-Prozesse verwendet werden, um Trainingsbeispiele für Klassifikationsaufgaben
zu erzeugen. Ein Wörterbuch ist eine Menge von mindestens einer Klasse. Jede dieser Klassen
besteht wiederum aus einer beliebigen Anzahl an Worten, die diese Klasse repräsentieren.
Zur Erstellung von Wörterbüchern ist im iLCM eine interaktive Oberfläche integriert. Hier
können für die Klassen verschiedene Spalten angelegt werden. Wörter werden dann in
die Zeilen unterhalb der zugeordneten Klasse eingeordnet. Zusätzlich ist es möglich, auf
Basis eines berechneten Topic-Modells ein Wörterbuch erstellen zu lassen, welches jeweils
die relevantesten n Worte eines jeden Topics abbildet. Alle Wörterbücher können beliebig
angepasst werden. Soll ein Wörterbuch für eine AL-Aufgabe eingesetzt werden, so ist
es notwendig, dass die Klassennamen des Wörterbuchs den zugeordneten Kategorien des
Annotationsschemas der Klassifikationsanalyse entsprechen.
3.2.8.5 Vokabulare
Der iLCM bietet zahlreiche Parameter, die die Vorprozessierung der Daten bestimmen und
somit ausschlaggebend für das verwendete Vokabular der jeweiligen Analyse sind. Es ist
jedoch auch möglich, manuell ein festes Vokabular zu definieren und dieses unabhängig von
möglichen Vorverarbeitungsschritten anzuwenden. Zusätzlich besteht die Möglichkeit, das
Vokabular, welches im Zuge einer durchgeführten Analyse bestimmt wurde, als vordefiniertes
Vokabular zu extrahieren und in anderen Analysen wiederzuverwenden. Diese Vokabulare
können interaktiv im iLCM in einer grafischen Oberfläche angepasst und erweitert werden.
3.2.9 Open Research Computing
Open Research Computing (ORC) bezeichnet ein Teilgebiet der Open Science Bewegung,
welche fordert, die Methodik zusammen mit allen daraus extrahierten oder abgeleiteten Daten
und Ergebnissen über das Internet frei zugänglich zu machen. Dies ermöglicht eine verteilte
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Zusammenarbeit, an der sich alle Forschenden auf jeder Ebene des Projekts beteiligen können.
ORC im Speziellen stellt den Anspruch der Reproduzierbarkeit von in Forschungsprojekten
erzielten Resultaten. Dazu gehört es, neben den Ausgangsdaten und Resultaten auch die not-
wendigen Softwarebestandteile samt möglicher Parameterbelegungen für die Nachnutzung
verfügbar zu machen. Oftmals ist bereits das Finden passender Parametereinstellungen ein
essenzieller Bestandteil der Forschung. Durch die Weitergabe von Verfahren und Daten wird
es ermöglicht, gemeinsam schneller und effizienter zu neuen Resultaten zu gelangen ([138]).
Da das Teilen von teils großen Datenmengen und komplexen Analyse-Workflows jedoch
keineswegs trivial ist, war es eines der Ziele des iLCM, Sozialwissenschaftlern insbesondere
auch dabei zu helfen, die Reproduzierbarkeit ihrer Forschung zu gewährleisten. Hierfür wird
auf eine durch den Projektpartner GESIS47 erstellte Notebook-Umgebung zurückgegriffen.
Genauer wird hierbei eine JupyterHub-Umgebung48 gehostet, welche es erlaubt, Jupyter
Notebooks zu erstellen und anzuwenden. Diese stellen interaktive Dokumente dar, welche
Code, Visualisierungen, Formeln, narrativen Text und Dokumentation enthalten können.
Diese Notebooks können dann wiederum einfach zwischen verschiedenen Nutzern geteilt
werden und vereinfachen somit die Reproduzierbarkeit. Weiterhin ist es möglich, in diesen
interaktiven JupyterHub-Umgebungen eigene Instanzen auf Basis eines Git-Repositories zu
erstellen. Hierfür wird mithilfe des Tools repo2docker49 auf Basis des angegebenen Reposi-
tory ein Docker-Image gebaut. Das so entstandene Image wird dann durch die Anwendung
von BinderHub50 in die JupyterHub-Umgebung eingebunden und letztendlich dem Nutzer
bereitgestellt.
3.2.9.1 Einbindung des iLCM in JupyterHub
Um die genannten Vorteile der Arbeit innerhalb einer JupyterHub-Umgebung auch auf
den iLCM zu übertragen, wurde sichergestellt, dass eine Integrierung des iLCM in eine
JupyerHub-Umgebung möglich ist. Hierfür wurde auf die angesprochene Lösung über Bin-
derHub zurückgegriffen. Im Detail wurde ein GitHub-Repository51 angelegt, in welchem die
benötigte Konfiguration und Anweisungen zum Aufbau des in eine JupyterHub-Umgebung
integrierten iLCM hinterlegt sind. Dies ermöglicht den reibungslosen Wechsel zwischen
verschiedenen Arbeitsumgebungen. So ist es zum einen möglich, die Funktionen des iLCM
47https://www.gesis.org/home
48https://jupyter.org/hub
49https://github.com/jupyter/repo2docker; repo2docker ermöglicht auf Basis eines Repositories
(GitHub,GitLab, Zenodo,...) ein Docker-Image zu bauen
50https://github.com/jupyterhub/binderhub; BinderHub ermöglicht die Verbindung von repo2docker und
JupyterHub, indem es durch rep2docker erstellte Docker-Images in eine JupyterHub-Umgebung einbindet
51https://github.com/ChristianKahmann/LCM_Binderhub
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durch die verfügbaren grafischen Oberflächen zu bedienen. Weiterhin können somit erzielte
Ergebnisse aber auch jederzeit Verwendung in der Arbeit mit interaktiven Notebooks finden.
Zusätzlich wird durch die GESIS die Persistenz vorgenommener Experimente, Daten und
Resultate sichergestellt.
3.3 Umsetzung der Anforderungen
Nachdem nun in Kapitel 2 die Anforderungen an Text-Mining-Infrastrukturen für den Ein-
satz in den Sozialwissenschaften herausgestellt wurden und zusätzlich in Kapitel 3.2 der
iLCM inklusive seiner Elemente und Funktionen als Beispiel einer solchen Infrastruktur
vorgestellt wurde, sollen nun Lösungsvorschläge für die Anforderungen am Beispiel des
iLCM aufgezeigt werden.
3.3.1 Technische Anforderungen
Installierbarkeit Die Installation des iLCM ist durch die Anwendung von Docker als
Virtualisierungssoftware (siehe Kapitel 3.2.1.1) einfach und auf mehrere Arten möglich.
In den auf Docker Hub52 und Github53 bereitgestellten Images bzw. Repositories wird
sichergestellt, dass alle zur Lauffähigkeit des Programms benötigten Funktionen, Pakete,
Abhängigkeiten, Ordnerstrukturen etc. vorhanden sind. Generell ist eine direkte Installation
lokal oder auf einem Server möglich, sobald eine lauffähige Version von Docker vorliegt.
Ist dies der Fall, kann über einen einzelnen Befehl in der Kommandozeile automatisch das
aktuellste Image von Docker Hub heruntergeladen sowie ein Container gestartet werden, der
die Funktionalität des iLCM mit all seinen Services bereitstellt. Die zweite Möglichkeit der
Verwendung des iLCM besteht in der Integration des Tools in eine JupyterHub-Umgebung.
Diese kann dann wiederum lokal oder aber bei verschiedenen Anbietern wie der GESIS54
auf Servern gestartet und browserbasiert verwendet werden.
Skalierbarkeit Die Skalierbarkeit der Anwendung des iLCM wird durch mehrere Faktoren
gewährleistet. Die Suche nach relevanten Dokumenten und die Erstellung von Kollektionen
wird durch den Service Solr (siehe Kapitel 3.2.2.2) vollzogen. Dieser ist speziell konzipiert
für die Handhabung großer Datenmengen. Als Backend wird R eingesetzt. Dabei wird durch
Parallelisierung sowie der Ausnutzung von dünn besetzten Datenstrukturen versucht, die
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auszuwerten, kann durch ein geschicktes Setzen der Pruningparameter ermöglicht werden, die
den Analysen zugrunde liegenden Matrizen und Objekte in einer akzeptablen Dimensionalität
und damit Speichergröße zu halten. Sollte es dennoch der Fall sein, dass die lokal vorhande-
nen Rechenkapazitäten nicht ausreichen, um einen reibungslosen Betrieb zu gewährleisten, ist
durch das Design als Docker-Image der Betrieb über einen Cloud-Computing-Anbieter wie
beispielsweise AWS55 oder Microsoft Azure 56 einfach umzusetzen. Auf diesen Plattformen
lässt sich die verfügbare Hardware jederzeit an die steigenden Anforderungen anpassen.
Performanz Analog zur Skalierbarkeit profitiert die Performanz des iLCM durch die ver-
wendeten Services. So garantiert Solr eine schnelle Indexierung und Suchfunktionalität.
Die Anwendung von speziellen R-Paketen für den Einsatz von Parallelisierung und der
Verwendung dünn besetzter Datenstrukturen sorgt dafür, dass auch die Analysen möglichst
performant vollzogen werden. Des Weiteren werden im iLCM berechnete Ergebnisse gespei-
chert und können danach beliebig oft wieder aufgerufen werden, ohne diese erneut berechnen
zu müssen.
Browserbasierte Nutzung Der browserbasierte Zugriff auf die Applikation wird durch
die Verwendung des R-Paketes shiny erreicht. shiny ist eine offizielle Bibliothek für die
Programmiersprache R, die es erlaubt, interaktive Weboberflächen aus R heraus zu erstellen.
Die so erstellten shiny-Applikationen können dann über einen separaten Shiny Server, welcher
Bestandteil der Installation des iLCM ist, oder direkt aus RStudio gehostet werden. Neben
der Bedienung der durch shiny bereitgestellten grafischen Oberfläche des iLCM, ist auch
die Verwendung der RStudio-Entwicklungsumgebung browserbasiert durch die Software
RStudio Server möglich.
Taskauslagerung auf Server Wie bereits beschrieben, erlaubt die Verwendung von Docker
in Kombination mit dem Vorhandensein einer Weboberfläche die Nutzung des iLCM als
SaaS. Ob dies auf privaten oder kommerziellen Servern ausgeführt wird, spielt dabei keine
Rolle. Damit ist es möglich, ressourcenaufwändige Tasks auf einem Server auszuführen,
wobei die Steuerung und Nutzung des Tools auf einem beliebigen Endgerät erfolgen kann.
Reproduzierbarkeit Die Reproduzierbarkeit von erhaltenen Ergebnissen spielt eine wich-
tige Rolle in der Transparenz von Wissenschaft. Das Reproduzieren von Ergebnissen führt
zu einem besseren Verständnis und öffnet den Raum für weitere Verbesserungen. Mehrere




• Speicherung von Ausgangsdaten und Parameterbelegungen: Für jede durchgeführ-
te Analyse werden nicht nur die fertig berechneten Ergebnisse gespeichert, sondern
zusätzlich auch noch die benötigten Ausgangsdaten in Form von Verweisen auf die
verwendeten Texte in der Datenbank. Darüber hinaus werden jeweils alle spezifizier-
ten Parameter einer Analyse gespeichert. Dies erlaubt es, durchgeführte Analysen zu
wiederholen und später nachvollziehen zu können, unter welchen Voraussetzungen
Ergebnisse erzielt wurden.
• Anlegen von Parameter Presets: Je nach Analyse gibt es eine sehr große Menge
an Parametern, welche spezifiziert werden müssen. Diese haben einen signifikanten
Einfluss auf das erzielte Ergebnis. Um zu späteren Zeitpunkten oder durch andere
Nutzer die gleichen Parametereinstellungen erneut anwenden zu können, wurde die
Möglichkeit in den iLCM hinzugefügt, Parameter Presets anzulegen und automatisch
anzuwenden. Der Export bzw. Import solcher Presets ist auch möglich. Zur Anwen-
dung der Presets, kann der Nutzer nach erfolgter Konfiguration der Parameter diese
Einstellung unter der Angabe eines Namens abspeichern. Soll ein Preset zu einem
späteren Zeitpunkt Verwendung finden, kann es im Task Scheduler ausgewählt werden.
Dies hat zur Folge, dass alle Parameter so belegt werden, wie sie vom Nutzer beim
Anlegen des Presets eingestellt wurden.
• Export und Import von Ergebnissen: Für jede durchgeführte Analyse wird ein
eigener Ordner mit den resultierenden Ergebnissen abgespeichert. Der Export bzw.
Import dieser Ergebnisordner in eine andere laufende Instanz des iLCM ist möglich.
• Export und Import von Daten Bei jedem Import neuer Daten in den iLCM werden
diese vorverarbeitet und in das interne iLCM-Format übersetzt. Um den Import der
vorverarbeiteten Daten in andere Instanzen zu ermöglichen, werden die Daten im
iLCM-Format als CSV-Dateien abgespeichert.
• Verwendung von Random Seeds: Im iLCM sind einige nicht deterministische Verfah-
ren vorhanden, in welchen Zufall eine entscheidende Rolle auf die erzielten Ergebnisse
haben kann. Versteht man hier den Begriff Reproduzierbarkeit als Reliabilität von
Algorithmen, so kann die Verwendung von gleichen Random Seeds dazu führen, dass
trotz zufallsbasierter Schritte stets die identischen Analyseergebnisse bei identischen
Daten und Parametern erzielt werden können.
• Integrierung in persistente JupyterHub-Umgebung: Neben den genannten Merk-
malen des iLCM, die dabei helfen, Reproduzierbarkeit sicherzustellen, ist es weiterhin
möglich, den iLCM als Bestandteil einer JupyterHub-Umgebung, welche durch die
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GESIS gehostet wird, zu nutzen (siehe Abschnitt 3.2.9). Hierbei wird gleichzeitig
die Möglichkeit des Austausches von Notebooks und Daten als auch die Persistenz
erhaltener Ergebnisse gewährleistet.
Bedienbarkeit und Ergonomie Die Bedienbarkeit und Ergonomie der Anwendung wird
primär durch die Verwendung einer grafischen Weboberfläche, welche browserbasiert auf-
rufbar ist, gewährleistet. In dieser Oberfläche wurden zahlreiche Designentscheidungen
getroffen und Funktionen hinzugefügt, die die Verwendung des Tools möglichst einfach
gestalten sollen. Diese werden nun vorgestellt.
• Anordnung der Bedienelemente: Die Anordnung der Bedienelemente des Tools ver-
sucht, die Komplexität der Menge an angebotenen Funktionen möglichst einfach und
intuitiv zu gestalten. Grundlegend gibt es daher nur fünf Bereiche, von denen der Ex-
plorer und der Collection Worker die wichtigsten darstellen. Im Explorer befinden sich
die Werkzeuge zur Suche in den Korpora, zum Betrachten einzelner Dokumente und
vor allem zum Erstellen von Kollektionen. Kollektionen sind der Ausgangspunkt für
alle Analysen. Im Collection Worker können diese dann entsprechend weiter bearbeitet
werden. So ist es hier möglich, neue Subkollektionen zu erstellen, fertig berechne-
te Resultate zu betrachten und natürlich auch im Task Scheduler neue Analysen zu
parametrisieren und zu starten. Neben diesen beiden Hauptbereichen gibt es noch
den Reiter Categories, in welchem die benötigten Werkzeuge zur Bearbeitung von
Klassifikationsaufgaben integriert sind, den Reiter Scripts, in welchem die Analyse-
skripte, Black- und Whitelists sowie Wörterbücher angepasst werden können und
schlussendlich noch einen separaten Reiter für den Import neuer Daten und den Export
von Ergebnissen und anderen Daten.
• Tooltips: Die Verwendung von Tooltips in einer Text-Mining-Infrastruktur wie dem
iLCM ist aus zwei Hauptgründen notwendig. Zum einen sind ab einer gewissen
Komplexität an Einstellungsmöglichkeiten und angebotenen Funktionen, die Bedie-
nungsschritte nur noch sehr schwer trivial und selbsterklärend zu gestalten. Es macht
daher Sinn, den Nutzer bei der Anwendung des Tools zu unterstützen, indem man ihm
Hinweise auf mögliche weitere Analyseschritte, Bedienkonzepte sowie implementierte
Funktionen gibt. Zum anderen sind die implementierten Verfahren der automatischen
Sprachverarbeitung sowie deren Funktionsweise in der Regel in den Sozialwissenschaf-
ten nicht vollumfänglich bekannt. Insbesondere das Verständnis für die angewendeten
Algorithmen und deren Parametrisierungen sowie die Bedeutung von unterschiedlichen
Ergebnissen ist jedoch essentiell, um aussagekräftige Resultate aus der Anwendung
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Abbildung 3.5 Hinweis, der beim Starten eines Prozesses gegeben wird, wenn die Para-
metereinstellung wahrscheinlich einen Fehler im Prozess hervorrufen würden; Hier wurde
die minimale Worthäufigkeit größer der maximalen Worthäufigkeit gesetzt. Dies hätte zur
Folge, dass keines der Worte den Pruninganforderungen gerecht werden und das daraus
resultierende leere Vokabular zum Abbruch der Analyse führen würde.
des Tools ziehen zu können. Daher wird im iLCM versucht, an der jeweils betreffenden
Stelle Erklärungen und Hinweise zum Setzen eines Parameters, zur Spezifizierung
einer Analyse sowie zur Funktionsweise von Verfahren zu geben.
• Parametercheck vor dem Start eines Prozesses: Das Auftreten von internen Fehlern
innerhalb von Analyseprozessen, welche zum Abbruch dieser führen, sind so gut es
geht zu vermeiden. Jedoch kann es vorkommen, dass bei einer unsachgemäßen Konfi-
guration der Vorverarbeitungsparameter interne Zustände und Variablenbelegungen
entstehen, die eine weitere Analyse ausschließen. So kann beispielsweise eine Kook-
kurrenzanalyse nicht mehr durchgeführt werden, falls die Pruningparameter so gesetzt
sind, dass der Ausschluss des gesamten Vokabulars die Folge ist. Es wird durch das
Überprüfen der gesetzten Parameter vor der Analyse versucht, den Nutzer auf fehler-
hafte Eingaben oder Eingaben, welche sehr wahrscheinlich zu einem Fehler führen,
hinzuweisen (siehe Abbildung 3.5). Jedoch sind nicht alle Fälle vor der eigentlichen
Berechnung absehbar, da viele Fehler erst durch das Wissen über die vorliegende
Dokument- und Vokabularmenge ersichtlich werden. Diese beiden Größen sind je nach
Analyse jedoch erst während der Berechnung bekannt.
• Sanity Check: Wurde eine Analyse angestoßen und die benötigten Daten für die
Analyse eingeholt, werden weitere Tests durchgeführt, welche sicherstellen sollen,
dass eine erfolgreiche Fertigstellung des Prozesses gewährleistet ist. Dazu zählen
beispielsweise Tests, die das Vorhandensein einer Mindestmenge an Dokumenten oder
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Annotationen überprüfen. Des Weiteren wird beispielsweise sichergestellt, dass für
diachrone Analysen Daten ausgewählt wurden, welche mindestens zwei verschiedene
Zeitpunkte abbilden. Die Überprüfungen können je nach durchzuführender Analyse
variieren. Wird eine dieser Bedingungen nicht erfüllt, wird die Analyse kontrolliert
abgebrochen und der Nutzer durch die Logdateien über die Ursache des Abbruchs
informiert. Somit wird verhindert, dass unvorhergesehene Effekte in den Analysen
auftreten, für den Nutzer unverständliche Fehlermeldungen ausgegeben werden und
die Belastung für Arbeitsspeicher und CPU durch nicht terminierende Prozesse steigt.
• Defaultwerte: Neben den bisher genannten Möglichkeiten, die Bedienbarkeit des
iLCM zu erhöhen, ist auch das Vorgeben passender Default-Parameterwerte bereits
eine große Hilfe. Sowohl um ein Gefühl für gewöhnliche Einstellungen einer Vorverar-
beitungspipeline als auch methodenspezifische Settings (z. B. α-Parameter bei Topic
Modeling) zu bekommen, ist das Setzen dieser Parameter auf geeignete Standardwerte
wichtig.
• Logging Eine gestartete Analyse wird über eine eindeutige ID, einen zugehörigen
Analysetask, eine Kollektion und einen Startzeitpunkt identifiziert. Beim Starten einer
solchen Analyse wird jeweils eine zugehöige Logdatei erstellt. In dieser wird der
Status des zugehörigen Prozesses protokolliert. Hierzu sind die Prozesse in einzelne
Teilschritte aufgeteilt, für die jeweils zum Start- und Beendigungszeitpunkt ein Eintrag
in der Logdatei mit dem aktuellen Zeitstempel und der Meldung (siehe Abbildung 3.6)
vorgenommen wird. Unterschieden wird darüber hinaus zwischen drei Zuständen von
Prozessen. Diese sind entweder running ∼ laufend, finished ∼ beendet oder failed
∼ fehlgeschlagen. Die Logdateien folgen der gleichen Schematisierung und bilden
diese durch eine entsprechende Einordnung in zugehörige Ordner ab. Beim Start eines
Prozesses befindet sich die zugehörige Logdatei stets im Ordner running. Terminiert
ein Prozess erfolgreich, wird die Logdatei automatisch in den Ordner verschoben,
welcher die erfolgreich abgeschlossenen Prozesse beschreibt (finished). Ein während
des Durchführung der Analyse auftretender Fehler wird automatisch in die Logdatei
geschrieben und diese anschließend in den Ordner failed verschoben. Dies erlaubt es,
gezielt Logdateien zu bestimmten Prozessen einsehen zu können, Prozessmetadaten
(z. B. die Dimensionalität einer Dokument-Term-Matrix) in Erfahrung zu bringen oder
auftretende Fehlermeldungen genau lokalisieren zu können. Insbesondere die genaue
Lokalisierung von Fehlermeldungen erlaubt es, gezielt lösungsorientierte Maßnahmen
einleiten zu können.
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Abbildung 3.6 Screenshot der iLCM-Oberfläche; zu sehen sind die drei verschiedenen Log
Kategorien. Darunter sind die Einträge einer einzelnen Logdatei aufgelistet.
• Tutorials: Für alle implementierten Anwendungen wurde die Möglichkeit hinzugefügt,
eine Markdown-Datei zu konfigurieren, welche über den Task Scheduler während
des Festlegens der Parameter aufgerufen werden kann. Diese Markdown Dateien
können als Tutorials angelegt werden, in denen die Kernfunktionsweisen des jeweiligen
Skriptes und der dabei verwendeten Parameter geschildert werden. In RStudio, aber
auch in zahlreichen anderen Entwicklungsumgebungen, sind diese Markdown-Dateien
editierbar und für einen speziellen Nutzerkreis oder ein Projekt anpassbar.
• Abfangen von Fehlermeldungen: Kommt es vor, dass trotz der geschilderten Maß-
nahmen der Plausibilitätsprobe der Parameter als auch des Sanity Checks ein uner-
warteter Fehler auftritt, ist es notwendig, dass die Fehlermeldung einsehbar ist. Nicht
zu wissen, weshalb eine gestartete Analyse nicht erfolgreich berechnet wird, führt zu
Frustration beim Nutzer. Daher werden alle Analysen in einem Try Error Statement
durchgeführt, in welchem, sollte es zu einem Fehler kommen, dieser ans Ende der
Logdatei geschrieben wird, bevor die Datei in den Ordner für die fehlgeschlagenen
Prozesse verschoben wird. Diese Fehler können dann, falls nicht auf unpassende Para-
meterbelegungen zurückzuführen, über die Issue-Funktionalität des iLCM-Repositories
an die Entwickler kommuniziert und von diesen bearbeitet werden. Dieser Prozess
erlaubt es, eine ständige Verbesserung der Software in einem iterativen Verfahren zu
erreichen.
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• R als Programmiersprache: R ist eine umfangreiche und gleichzeitig relativ einfache
Programmiersprache, die insbesondere durch ihren Ursprung in der Statistik eine hohe
Akzeptanz in den Sozialwissenschaften aufweist. Deswegen ist die Einstiegshürde
für die angebotenen Funktionen, welche eigene Programmierkenntnisse voraussetzen,
vergleichsweise gering. Somit wird es den Sozialwissenschaftlern unter anderem
ermöglicht, Anpassungen an Skripten vorzunehmen, erzielte Teilergebnisse in RStudio
wiederzuverwenden oder gar eigene neue Analysen zum Tool hinzuzufügen.
Trotz all dieser Maßnahmen ist es natürlich so, dass die Einfachheit der Bedienung sich um-
gekehrt proportional zur Komplexität des angebotenen Funktionsumfangs verhält. Das heißt,
durch die große Menge an möglichen Operationen, die im Tool durchführbar sind, leidet die
Übersichtlichkeit. Es gilt hier, einen bestmöglichen Kompromiss zu finden. Es ist außerdem
wichtig, durch die Verfügbarkeit von Tutorials und gut dokumentierten Beispielanwendungen
die Funktionsweise des Tools deutlich machen zu können.
3.3.2 Anpassung an Rahmenbedingungen
Rechtliche und ethische Bedingungen Während des Datenimports besteht die Möglich-
keit des Anonymisierens einzelner ausgewählter Spalten. Dies wird durch das R-Paket
anonymizer57 vollzogen. Die dabei verwendeten Verfahren sind unter [49] ersichtlich. Somit
kann gewährleistet werden, dass die Namen von Einzelpersonen in den durchgeführten Analy-
sen nicht mehr evident sind und damit die Veröffentlichung und Weitergabe von Ergebnissen
ermöglicht bzw. erleichtert wird.
Nutzerkreis Eine grundlegende Zielstellung des iLCM ist es, eine Forschungsplattform
für Sozialwissenschaftler zu schaffen, welche eine an die vorhandenen Informatikkenntnisse
angepasste Nutzung erlaubt. Daraus resultiert, dass es unerfahrenen Nutzern möglich sein
muss, aktuelle Verfahren in einer angemessenen Weise durchzuführen. Gleichzeitig sollen
aber auch für programmiererfahrene Forscher Möglichkeiten vorhanden sein, die es erlau-
ben, bestehende Verfahren anzupassen, eigene Implementierungen vorzunehmen oder die
Forschungsumgebung zu erweitern. Die folgenden Maßnahmen, welche zum Großteil auch
zur allgemeinen Nutzungsfreundlichkeit beitragen, sind im iLCM für die Verwendung durch
unerfahrene Nutzer implementiert:
• Grafische Benutzeroberfläche: Das Vorhandensein einer grafischen Benutzeroberflä-
che im Gegensatz zu einer Kommandozeile erleichtert den Einstieg und vereinfacht die
57https://github.com/paulhendricks/anonymizer
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Bedienung durch unerfahrene Nutzer deutlich. Die Verwendung einer grafischen Ober-
fläche setzt nicht wie die Kommandozeile das explizite Wissen über Funktions- und
Variablennamen, Programmiersprachen, Parametereinstellungen und andere spezifische
Faktoren voraus. Stattdessen gilt es, die Aufgaben und Funktionsweisen vorhandener
Knöpfe, Visualisierungen und Eingabemasken zu verstehen. Hierbei können dann
wiederum Tooltips helfen, die zugrunde liegenden Algorithmen zu verdeutlichen.
• Tooltips Tooltips sind kleine Informationsfenster an Knöpfen, Eingabefeldern oder
Visualisierungen, die die jeweilige Bedeutung und Funktionsweise des Elements erklä-
ren. Dies können beispielsweise Erläuterungen für verschiedene Optionen in einem
Select-Eingabefenster sein.
• Defaultwerte Das richtige Setzen von Parametern ist eine komplexe Aufgabe, welche
Erfahrung im Umgang mit den zugehörigen Algorithmen benötigt. Da dies nicht
immer als gegeben anzusehen ist, gilt es dieses Problem durch die Vorgabe möglichst
passender Standardwerte für die Parameter zu lösen. Solche Standardparameter können
dann verwendet werden, um erste Untersuchungen durchzuführen. Dies erlaubt eine
explorative Herangehensweise an die Daten sowie ein eine erste Annäherung an die
Verfahren durch unerfahrene Nutzer. Wann immer möglich, sollten die Defaultwerte
der Parameter automatisch an die jeweiligen Daten angepasst werden.
• Parameter Presets: Die Verfügbarkeit von Parameter Presets erlaubt es unerfahrenen
Nutzern, Parametereinstellungen zu importieren, welche für ihren Datensatz besser
angepasst sind als die Defaultwerte. Diese Parameter Presets können durch andere
Nutzer oder innerhalb anderer Projekte angelegt worden sein. Auch das einmalige
gemeinsame Bestimmen optimaler Parameter mit einem Experten oder das iterative
Anpassen eines Parameter Sets ist möglich. Durch die Nutzung von Presets wird
außerdem die benötigte Zeit zur Spezifikation der Parameter minimiert.
• Interaktiver Datenimport innerhalb GUI: Der Import von Daten ist, wie in Kapitel
3.2.3 geschildert, innerhalb der grafischen Oberfläche möglich. Dies setzt kein Wissen
über die Syntax verschiedener Befehle oder Ähnliches voraus. Weiterhin wird eine
Vielzahl an Formaten unterstützt, sodass der Nutzer im Idealfall keine weiteren Arbei-
ten an seinen Daten vornehmen muss, bevor er diese in den iLCM importiert. Eine
manuelle Anpassung der Inputdaten des Nutzers in einer anderen Softwarelösung vor
dem Import in den iLCM ist nicht notwendig.
Diese Eigenschaften ermöglichen es unerfahrenen Nutzern, aktuelle Verfahren der natürlichen
Sprachverarbeitung auf ihre Daten und Fragestellungen anwenden zu können. Gleichzeitig
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ist eine Zielstellung des iLCM aber auch, erfahrenen Nutzern Möglichkeiten zu geben, ihre
Programmierkenntnisse einzubringen und damit die angebotenen Funktionen anzupassen
oder gar zu erweitern. Folgende Möglichkeiten wurden für programmiererfahrene Nutzer
integriert, um Anpassungen und Erweiterungen vorzunehmen:
• Anpassung von Skripten Die im iLCM implementierten Verfahren basieren auf der
Anwendung von vorliegenden Analyseskripten in Kombination mit den jeweils spe-
zifizierten Parametern. Diese Analyseskripte sind in R geschrieben und können je
nach Anforderung und Programmierkenntnissen angepasst werden. Hierfür steht eine
eigene Programmierumgebung im iLCM bereit. Die Skripte sind unterteilt in verschie-
dene Analyseschritte, von denen einzelne Elemente anpassbar sind. Ist es gewünscht,
nach vorgenommenen Anpassungen die vorhandenen Visualisierungsmöglichkeiten
des iLCM weiter zu verwenden, muss jedoch darauf geachtet werden, dass die Va-
riablennamen und Dateiformate beim finalen Speichern der Resultate mit denen des
Standardskriptes übereinstimmen.
• Anlegen neuer eigener Skripte Neben der Anpassung bisheriger Skripte ist es auch
möglich, komplett neue Skripte zu schreiben und diese dann als sogenannte Custom
Scripts im Task Scheduler auszuwählen und anzuwenden.
• Anlegen eigener Black-, Whitelists und Wörterbücher Neben der Arbeit mit ange-
passten oder eigenen Skripten können innerhalb des iLCM auch eigene Black- und
Whitelists angelegt werden. Diese werden Komma-separiert angegeben und können
dann im Task Scheduler ausgewählt werden. Blacklists können beispielsweise do-
mainspezifische Stoppworte darstellen, welche durch die Standardstoppworte nicht
abgedeckt werden. Eigene Whitelists können wichtige Worte darstellen, welche bei-
spielsweise durch die gewählten Pruning-Einstellungen entfernt würden. Durch die
Aufnahme der Worte in eine Whitelist werden diese aber vor potenziellen Entfernungen
innerhalb der Vorverarbeitungsschritte geschützt. Für die Wörterbuchfrequenzanalyse
werden Wörterbücher als Ausgangsbasis benötigt. Auch diese können innerhalb des
iLCM erstellt und angepasst werden.
• Nutzung von Skripten zur Spezifizierung von Daten während des Imports Der
Import von eigenen Daten basiert auf der Erstellung eines Mappings der vorliegenden
Daten auf das interne iLCM-Format. Hierbei können einzelne Spalten des iLCM-
Formates durch die Erstellung von Skripten und der anschließenden Anwendung dieser
definiert werden. Damit wird erfahrenen Nutzern mehr Spielraum bereitgestellt, um
weitere Informationen in den Import einfließen zu lassen.
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• Reguläre Ausdrücke Reguläre Ausdrücke stellen eine Möglichkeit dar, durch eine
einzelne Zeichenkette eine Menge von Zeichenketten mithilfe syntaktischer Regeln
abzubilden. An einigen Stellen im iLCM ist die Verwendung von regulären Ausdrücken
möglich. So ist beispielsweise in der Dokumentensuche die Verwendung der Wildcards
"*" und "?" möglich. Darüber hinaus können Wörterbucheinträge, Trennungsvorga-
ben zur Aufteilung von langen Dokumenten während des Imports oder aggregierte
Zählungen für die Frequenzanalyse reguläre Ausdrücke verwenden.
• Export und Weiterverwendung von Ergebnissen und Daten in integrierter RStudio-
Umgebung In jeder Installation des iLCM steht neben einem Shiny Server, welcher
die shiny-Applikation hostet, auch eine RStudio-Server-Umgebung bereit. Diese stellt
eine Möglichkeit dar, in der Programmiersprache R eigene Forschungsdesigns zu
entwerfen oder importieren. Zusätzlich ist es von dieser RStudio-Instanz aus möglich,
auf Ergebnisse und Daten zuzugreifen, welche innerhalb der iLCM shiny-Applikation
auf dem Shiny Server erstellt wurden.
• Anpassung & Erweiterung der shiny-Applikation Der RStudio Server gewährt
auch Zugang zum Quellcode der iLCM shiny-Applikation. Dies ermöglicht es er-
fahrenen Nutzern somit auch, Anpassungen und Erweiterungen an der eigentlichen
shiny-Applikation vorzunehmen. Die so getätigten Änderungen werden dann automa-
tisch auch in der Oberfläche des Shiny Servers übernommen. Die Änderungen können
von Stylinganpassungen der Oberfläche bis hin zum Hinzufügen neuer Analysen
reichen.
Die hier aufgeführten Eigenschaften und Funktionen erlauben es unerfahrenen Nutzern,
NLP-Verfahren auf ihre eigenen Daten anzuwenden, ohne hierbei Programmierkenntnisse
vorauszusetzen. Die Einstiegshürde wird dabei sehr gering gehalten. Gleichzeitig stehen
erfahrenen Nutzern zahlreiche Möglichkeiten offen, die bestehende Infrastruktur weiter
anzupassen und zu erweitern.
3.3.3 Methodologische Anforderungen
Die methodologischen Anforderungen werden durch die zahlreichen implementierten Ver-
fahren abgebildet. Diese können weiter auf spezielle projektspezifische Anforderungen hin
angepasst oder erweitert werden.
Quantitative Verfahren Der Großteil der implementierten Verfahren des iLCM hat eine
quantitative Ausrichtung. Zu diesen Verfahren zählen: Frequenzanalyse, Topic-Modelle,
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Wörterbuchfrequenzanalyse, Kookkurrenzanalyse, Volatilitätsanalyse, Sentimentanalyse,
Keyword-Extraktion sowie Vektorrepräsentationen von Worten und Dokumenten. All diese
Verfahren basieren auf automatisch erhobenen Zählungen von lexikalischen Einheiten. Sind
die vorhandenen Analysen nicht ausreichend, um einzelne im Projekt benötigte Funktionen
abzudecken, bestehen zwei Möglichkeiten. Zum einen können in der RStudio-Umgebung
eigene Skripte angelegt werden, welche auf Basis von zuvor erstellten Teilergebnissen die
gewünschten Funktionen umsetzen. Darüber hinaus ist aber auch der Export von Daten aus
dem iLCM und der anschließende Import und die Durchführung der benötigten Verfahren in
anderen Softwarelösungen möglich.
Qualitative Verfahren Qualitative Ansätze finden sich im iLCM insbesondere in Form
von QDA. Genauer stellt die manuelle Klassifikation von Dokumenten oder Sätzen auf Basis
eines händisch angelegten Annotationsschemas einen qualitativen Forschungsansatz dar,
welcher im iLCM unterstützt wird. Hinzu kommen zahlreiche angebotene Funktionen, bei
denen in einem Close-Reading-Ansatz qualitativ die Ergebnisse quantitativer Methoden näher
untersucht werden können. Darüber hinaus besteht stets die Möglichkeit, die vorliegenden
Daten in ihrer Rohform zu untersuchen und zu interpretieren.
Anpassungen an vielseitige Datengrundlagen in den Sozialwissenschaften Die verwen-
dete Datengrundlage kann in den zahlreichen Bereichen der Sozialwissenschaften selbst nach
der Einschränkung auf textuelle Daten in verschiedenen Formen und Größen vorliegen. Um
die Arbeit in möglichst vielen Anwendungsfällen zu ermöglichen, wurde bei der Entwicklung
der Importfunktionalität des iLCM auf eine möglichst große Flexibilität geachtet. Diese
erlaubt es nunmehr, zahlreiche verschiedenartige Textformate als Datengrundlage in den
iLCM zu importieren und zu verwenden. Weiterhin ist ein flexibler Umgang mit Metada-
ten möglich. Liegen keine Metadaten vor, können dennoch Analysen auf den Rohtexten
vorgenommen werden. Sind vorliegende Metadaten jedoch als wichtiger Bestandteil der
Analyse angedacht, so können diese flexibel dem jeweiligen Korpus hinzugefügt werden und
in der Suche von Dokumenten sowie in zahlreichen Visualisierungen und Auswertungen der
Ergebnisse Verwendung finden. Soziale Netzwerke bilden einen immer weiter wachsenden
Bestandteil der Forschung. Um auch diese Sparte an Texten im iLCM auswerten zu kön-
nen, wurde sich für die Verwendung des utf8mb4 Charactersets entschieden. Dieses erlaubt
es, neben dem Rohtext auch Emojis speichern und anzeigen zu können. Stark variierende
Dateigrößen werden versucht, durch die Verwendung von Bibliotheken zum Umgang mit
dünn besetzten Matrizen abzubilden. Falls dies lokal dennoch nicht ausreicht, um mit der
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verfügbaren Hardware die angestrebten Experimente durchzuführen, so ist es möglich, die
Berechnungen auf einen Cloud-Computing-Anbieter auszulagern.
3.3.4 Schlüsselanforderungen
Neben den bereits beschriebenen Anforderungen an Software für den Einsatz in den Sozial-
wissenschaften wurden drei essenzielle Schlüsselqualifikationen in Kapitel 2 definiert. Für
diese werden hier nun Lösungsmöglichkeiten aufgezeigt, die im iLCM umgesetzt wurden.
3.3.4.1 Verbindung quantitativer und qualitativer Verfahren
Eine besondere Herausforderung von Text-Mining-Infrastrukturen für den Einsatz in den
Sozialwissenschaften besteht darin, Möglichkeiten zu schaffen, die es erlauben, quantitative
und qualitative Forschungsansätze miteinander zu vereinen. Im iLCM wurden dabei an
mehreren Stellen verschiedene Funktionen hinzugefügt, die die Kombination der beiden
Forschungsdesigns erlauben. Generell weisen einige im iLCM implementierte Analysen
einen explorativen Charakter auf. Darauf aufbauend wurden an zahlreichen Stellen Möglich-
keiten zur qualitativen Auswertung und Validierung quantitativ aufgedeckter Auffälligkeiten
implementiert.
Validierung von Topic-Modellen Die Bewertung der Fähigkeit von Topic-Modellen, als
nicht deterministische unüberwachte Verfahren (latente) semantische Strukturen und Eigen-
schaften der Ausgangstexte abzubilden, ist eine Herausforderung. Es ist wichtig, sicherzustel-
len, dass keine Fehler in den vorgeschalteten Prozessen zu Verzerrungen des Modells führen.
Weiterhin ist es notwendig, die Fähigkeit des Modells, semantisch trennscharfe Wortgruppen
finden zu können, zu evaluieren. Daher sind im iLCM vier verschiedene Möglichkeiten
integriert, welche eine Bewertung eines berechneten Topic-Modells ermöglichen. Von diesen
stellt lediglich die Topic Coherence ein rein quantitatives Maß dar, um die Beziehungen
der themenspezifischen Worte und damit die Qualität des Modells zu bewerten. Dieses hat
dabei wiederum wenig Aussagekraft bezüglich der Fähigkeit der Themen, die Dokumente
beschreiben zu können (siehe [11]). Deshalb sind weitere Maße zur Topic-Modell Auswer-
tung ergänzt worden. Diese anderen drei Maße stützen sich auf manuelle qualitative Arbeit
des Nutzers.
• Topic Intrusion: Topic Intrusion (vgl. [25]) beschreibt hier ein interaktives Verfahren,
welches durch den Nutzer durchgeführt wird. Dem Nutzer wird dabei ein zufälliges
Dokument angezeigt, welches er lesen muss. Zu diesem Dokument werden ihm au-
ßerdem n (Standardwert n = 4) Themen, repräsentiert durch die jeweils relevantesten
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Worte für diese Themen, angezeigt. n−1 Themen davon weisen eine hohe Wahrschein-
lichkeit für das angezeigte Dokument auf. Das übrige Thema hat eine sehr geringe
Wahrscheinlichkeit. Die Aufgabe des Nutzers ist es nun, das Thema mit der geringen
Wahrscheinlichkeit, den sogenannten Intruder zu erkennen. Dieser Test wird eine
ausreichend große Anzahl von Iterationen durchlaufen. Die Rate der korrekt erkannten
Intruder gibt dann darüber Aufschluss, inwieweit die Zerlegung der Dokumente in
eine Mischung aus automatisch erstellten Themen mit qualitativen Beurteilungen über
den Inhalt der Dokumente übereinstimmen.
• Word Intrusion: Word Intrusion ([25]) versucht zu bemessen, inwieweit die Worte
eines Themas einen abgetrennten semantischen Bereich repräsentieren. Dazu wird
dem Nutzer eine Menge an Worten gezeigt, von denen alle bis auf eins eine sehr hohe
Wahrscheinlichkeit innerhalb eines Themas aufweisen. Das übrige einzelne Wort hat
in diesem Thema eine sehr geringe Wahrscheinlichkeit. Aufgabe des Nutzers ist es nun
wieder, diesen Intruder zu erkennen und auszuwählen. Die Rate der korrekt erkannten
Intruder spiegelt dabei den erhaltenen Wert der Word Intrusion wider. Damit lässt die
Word Intrusion Rückschlüsse auf die Fähigkeit des Modells, Themen als trennscharfe
semantische Wortverteilungen zu finden, zu.
• Close Reading mit Worthervorhebungen: Eine weitere Möglichkeit der Exploration
und Bewertung der vorliegenden Topic-Modelle ist durch den Validierungsbereich
(siehe Abbildung 3.7) gegeben. In diesem werden die gefundenen Themen innerhalb
der originalen Dokumente visualisiert. Hierfür wählt der Nutzer initial das Dokument
aus, welches er zur Validierung heranziehen möchte. Darauf aufbauend wird für dieses
Dokument die entsprechende Themenverteilung aus θ als Piechart angezeigt. Durch
das Klicken in die Fläche eines Topics oder durch das Verschieben des Slideinputs
wird ein einzelnes Thema ausgewählt. Für dieses Thema werden in einer WordCloud
die relevantesten Worte angezeigt. Somit kann der Nutzer einen Überblick über den
repräsentierten semantischen Bereich des Themas erhalten. Neben diesen beiden
Visualisierungen ist das originale Dokument zu sehen. In diesem werden die Worte
entsprechend des ausgewählten Faktors bezüglich der Themenzugehörigkeit farblich
abgestuft hervorgehoben. Die verschiedenen Faktoren sind dabei:
– Wortwahrscheinlichkeit: Die Einstellung Wortwahrscheinlichkeit verwendet
den direkten Wahrscheinlichkeitswert der Worte w, welcher in der Themen-Wort-
Verteilung φwk für das ausgewählte Thema k hinterlegt ist.
– relative Häufigkeit des Wortes in diesem Thema: In dieser Einstellung wird
auf Basis der gefundenen Dokument-Themen Verteilung θ , der Themen-Wort
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Verteilung φ und den Dokumentlängen L, der geschätzte jeweilige relative Anteil
an Vorkommen der Worte in den verschiedenen Themen berechnet.
– Relevanz: Die Berechnung der Relevanz r eines Wortes w in Bezug auf ein
ausgewähltes Topic k lässt sich wie in Formel 3.14 dargestellt, durch den λ -
Parameter einstellen (vgl. [116]).




Dieser gewichtet dabei die beiden Einflussfaktoren φkw und ppw. φkw entspricht
hier der Wahrscheinlichkeit des Wortes w in Thema k. ppw stellt das Verhältnis
zwischen der Wahrscheinlichkeit eines Wortes innerhalb des Themas k und seiner
marginalen Wahrscheinlichkeit über den gesamten Korpus hinweg dar ([123]).
Wird ein Wert von λ = 1 verwendet, so werden die Begriffe mit der größten
Wahrscheinlichkeit in diesem Thema höchstgewichtet. Dies hat zur Folge, dass
insbesondere hochfrequente Worte, welche über alle Themen hinweg eine hohe
Auftretenswahrscheinlichkeit haben, in den ersten Rängen zu finden sind. Wird
λ = 0 genutzt, so ist ausschließlich das Verhältnis der Wahrscheinlichkeit eines
Wortes innerhalb eines Themas zu seiner Gesamtwahrscheinlichkeit relevant. Dies
hat zur Folge, dass vor allem sehr niedrigfrequente Worte, die lediglich wenige
Male insgesamt auftreten, aber dabei nahezu ausschließlich in dem ausgewählten
Thema vorkommen, unter den oberen Worten angezeigt werden.
Zusätzlich zum ausgewählten Faktor der Themenzugehörigkeit lassen sich zwei Far-
ben auswählen, welche für die abgestufte Hervorhebung der Worte entsprechend
ihrer Zugehörigkeit verwendet werden. Diese Visualisierung gibt den Nutzern die
Möglichkeit, direkt an den originalen Texten in einem Close-Reading-Ansatz die vor-
liegenden Themenverteilungen zu untersuchen und auf Plausibilität zu überprüfen.
Dieser Mechanismus erlaubt es, die Zuweisung eines Dokumentes zu bestimmten The-
men nachvollziehen und überprüfen zu können. Gleichzeitig können die spezifischen
Worte, welche ursächlich für die Themenzuweisung eines bestimmten Dokumentes
sind, identifiziert und mit den Vorstellungen des Nutzers abgeglichen werden.
Keyword in Context-Kookkurrenzen Eine weitere quantitative Analyse, welche sich
durch qualitative Ansätze erweitern und bewerten lässt, ist die Auswertung von Wortkookkur-
renzen. Ergebnis der Kookkurrenzanalyse sind Term-Term-Matrizen, die die Signifikanzwerte
für die jeweilige Kookkurrenz enthalten. Es sind verschiedene Signifikanzmaße im Tool
integriert (siehe Kapitel 3.2.6.4), welche sich als Graph oder in tabellarischer Form explorie-
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Abbildung 3.7 Screenshot der iLCM-Oberfläche; Zu sehen ist die Validierungsoberfläche
eines Topic-Modells angewendet auf Nachrichtentexte mit dem Schwerpunkt Corona.
ren lassen. Werden dabei interessante Zusammenhänge aufgedeckt, ist es wichtig, weitere
Informationen zu den gemeinsamen Vorkommen der Wortpaare erhalten zu können. Dazu
zählt beispielsweise, die gemeinsame Frequenz des Paares, als auch die Einzelfrequenzen
der Worte einsehen zu können. Um die Bedeutung einer signifikanten Kookkurrenz aber
verstehen zu können, ist es außerdem notwendig, den tatsächlichen Verwendungskontext, in
welchem die Kookkurrenz vorkommt, zur Auswertung mit einzubeziehen. Eine Möglichkeit,
um den Kontext von Kookkurrenzen erfassen zu können, stellt das Verfahren Keyword in
Context (KWIC) dar. Hierbei werden für einen vom Nutzer spezifizierten Begriff (Keyword)
Belegstellen in den originalen Texten (Context) gesucht und angezeigt. Im iLCM ist diese
Funktion erweitert (siehe Abbildung 3.8). Eine beliebig große Menge von Keywords lässt
sich auswählen. Für diese werden dann je nach Art der gewählten Kontexteinheit (Satz oder
Dokument) vorliegende Verwendungskontexte angezeigt. Die Größe des Kontextes kann über
einen Parameter eingestellt werden. Zusätzlich wird die Frequenz der gemeinsamen Vorkom-
men der Keywords innerhalb des vorgegebenen Kontextfensters angegeben. Darüber hinaus
ist es für jedes gefundene Beispiel möglich, das gesamte Originaldokument, aus welchem
dieses stammt, einzusehen. In diesem sind die ausgewählten Keywords hervorgehoben darge-
stellt, um die Schlüsselstellen im Text schneller finden zu können. Durch dieses Vorgehen ist
es möglich, das quantitative Verfahren zur Berechnung von Kookkurrenzstatistiken durch
gezielte punktuelle qualitative Überprüfung und Deutung zu erweitern und damit Aussagen
und Hypothesen ableiten zu können.
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Abbildung 3.8 Screenshot der iLCM-Oberfläche; Zu sehen ist die KWIC-Oberfläche für die
beiden Beispielworte Covid-19 und Hamburg.
Active Learning Die manuelle Klassifikation von Textdaten anhand eines dafür entwickel-
ten Codebuches beschreibt ein grundlegendes Vorgehen einer QDA mit textueller Basis. Dies
ist ein sehr zeitaufwendiger und arbeitsintensiver Vorgang. Daraus folgt, dass die Datenmen-
ge, auf welcher diese QDA ausgeführt wird, oftmals auf eine vergleichsweise geringe Menge
an Dokumenten eingeschränkt ist. Die automatische Klassifikation von Texten auf Basis
manueller Trainingsdaten stellt eine Möglichkeit dar, den manuellen Klassifikationsprozess,
angewendet auf einer Untermenge des Korpus auf den gesamten Textkorpus zu transferieren.
Allerdings besteht auch hierbei das Problem, dass die Trainingsmenge erstens ausreichend
groß und zweitens umfassend sein muss, um auf zuvor ungesehenen Texten ausreichend gut
zu funktionieren. Umfassend bedeutet hierbei, dass für die unterschiedlichen Kategorien
genügend verschiedene Ausdrucksweisen und Kontexte während des Trainings bearbeitet
wurden, um eine Generalisierbarkeit auf unbekannten Daten gewährleisten zu können.
Eine Lösung für beide beschrieben Probleme stellt der Ansatz des AL dar. AL beschreibt
einen Algorithmus zur Erstellung von Trainingsdaten für Klassifikationsprobleme. Genauer
zeichnet sich das Vorgehen dadurch aus, dass Beispiele durch den Algorithmus automa-
tisch ausgewählt werden, welche dann durch einen Annotator entsprechend des Codebuchs
bewertet werden. Die Auswahl der Beispiele wird dabei auf Basis einer geringen Menge
zuvor manuell vorgenommener Annotationen oder durch den Abgleich mit einem dafür
angelegten Wörterbuch vollzogen. Die nun durch den Nutzer bewerteten Beispiele werden
danach als Trainingsdaten an den Klassifikator zurückgespielt. Dies führt dazu, dass der
Prozess des Erstellens von Trainingsbeispielen effizienter wird. Im klassischen Ansatz muss
der Annotator einen ganzen Text lesen und in diesem die passenden Stellen entsprechend
markieren. Dieser Ablauf wird deutlich beschleunigt, wenn seine Aufgabe darin besteht,
lediglich für ausgesuchte Kandidaten eine Bewertung abzugeben. Der Prozess profitiert
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Abbildung 3.9 Screenshot der iLCM-Oberfläche; Zu sehen ist die Oberfläche für die manuelle
Bewertung von ausgewählten AL-Beispieltexten.
insbesondere von der Anwendung einer grafischen Oberfläche, in welcher die gesamte Funk-
tionalität des Anzeigens und Bewertens der ausgesuchten Trainingsbeispiele unterstützt wird.
Im iLCM ist eine solche Oberfläche vorhanden (siehe Abbildung 3.9). Durch die gezielte
Auswahl von Trainingsbeispielen ist es außerdem möglich, die Genauigkeit des Klassifikators
bei gleichzeitig geringer Menge an Trainingsdaten zu erhöhen ([113]). Die grundlegende
Idee ist dabei, besonders solche Beispiele auszuwählen, für die der Klassifikator eine hohe
Unsicherheit ausweist. Dies führt dazu, dass vor allem Daten durch den Nutzer bewertet
werden, die die Lernkurve des Klassifikators maximieren. Weiterhin können die Features
für die verschiedenen Klassen durch den Nutzer eingesehen werden, um auch hierbei ein
besseres Verständnis und eine Beurteilung des Klassifikators zu erlangen. Dieses Vorgehen
stellt eine Anwendung aus den mixed methods dar, bei welcher qualitative und quantitative
Vorgehensweisen miteinander kombiniert werden, um letztendlich valide Aussagen für aus-
reichend große Datenmengen treffen zu können. Im Gegensatz zu den anderen Ansätzen, bei
denen die qualitative Arbeit auf quantitativen Ergebnissen aufbaut, um diese zu verstehen
und zu validieren, wird hier nun vielmehr die qualitative Arbeit durch quantitative Ansätze
erleichtert bzw. erweitert.
Validierung automatischer Klassifikationen Die Bewertung von Klassifikatoren wird in
der Regel durch quantitative Maße wie precision, recall oder accuracy vollzogen. Diese
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Abbildung 3.10 Screenshot der iLCM-Oberfläche; zu sehen ist die Auswertungsoberfläche
eines automatischen Klassifikationsverfahrens. Im Detail ist ein Feature-Breakdown darge-
stellt, in dem die wichtigsten Merkmale einer Klassifikationskategorie samt deren Gewichten
und Frequenzen visualisiert werden. Der Merkmalsraum wird in diesem Beispiel durch
Unigramme gebildet.
Maße funktionieren aber nur dann, wenn Wissen über das korrekte Label der auszuwertenden
Daten vorliegt. In der Regel ist dies jedoch, wenn überhaupt, nur für den Teil des Datensatzes
der Fall, welcher die Trainingsdaten darstellt. Für diese ist eine rein quantitative Evaluation
mit den genannten Maßen möglich. Für die restlichen Daten, bei denen kein Wissen über die
korrekte Annotation vorliegt, mit welcher die zugeordnete Klasse des Klassifikators vergli-
chen werden kann, müssen andere Lösungsmöglichkeiten gefunden werden. Hierbei wird im
iLCM ein zur in Kapitel 3.3.4.1 beschriebenen Strategie ähnliches Verfahren unterstützt. In
einem Close-Reading-Ansatz besteht für den Nutzer die Möglichkeit, die originalen Texte,
welche durch den Klassifikator einer Klasse zugeordnet wurden, zu betrachten. Zusätzlich
werden die Worte des Textes entsprechend ihres Gewichtes für die Klassifikation einer ausge-
wählten Klasse farblich hervorgehoben. Die Worte samt deren Gewichte und Frequenz sind
außerdem, wie in Abbildung 3.10 dargestellt, durch den Nutzer einsehbar. Dies zusammen
erlaubt es, die Funktionsweise des Klassifikators nachzuvollziehen und zu verstehen, weshalb
die Texte auf die vorliegenden Klassen aufgeteilt wurden. Auf dieser Basis ist eine manuelle
Beurteilung der Übereinstimmung des Nutzers mit der automatischen Klassifikation möglich.
Daraus können weitere Schritte, um die Qualität des Klassifikators zu steigern resultieren,
indem beispielsweise gezielt weitere Annotationen vorgenommen werden.
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3.3.4.2 Schwache Signale
Die zweite Schlüsselherausforderung, die erkannt wurde, befasst sich mit der Fähigkeit von
Text-Mining-Infrastrukturen, Verfahren zum Erkennen und zur Auswertung von schwachen
Signalen zu unterstützen. Schwache Signale sind definiert als unpräzise und frühe Indikato-
ren für bevorstehende wichtige Trends oder Ereignisse ([140]). Die Sozialwissenschaften
können substanziell von der Arbeit mit schwachen Signalen profitieren. Gesellschaftliche
Phänomene wie der Arabische Frühling oder die Unruhen in London im August 2011 haben
ihren Ursprung in der Formierung von Gruppen und Ausbreitung von Meinungen innerhalb
sozialer Netzwerke genommen ([26]). Die zugrunde liegenden Faktoren könnten analysiert
werden, um darauf aufbauend zukünftige Ereignisse frühzeitig erkennen zu können. In [3]
werden weiterhin sogar Ansätze beschrieben, in denen durch die Kombination von Social-
Media-Daten und Verfahren zur Erkennung von schwachen Signalen organisierte Verbrechen
aufgedeckt werden. Aus methodischer Sicht gibt es dabei verschiedene Ansätze, die es wert
sind, verfolgt zu werden. So können Klassifikationsansätze wie in [118] beschrieben, genutzt
werden, um frühe Trends in Social-Media-Daten aufzudecken. In [71] hingegen werden
verschiedene Frequenzmaße bestimmter Schlüsselbegriffe ausgewertet und anschließend
durch LDA in verschiedene thematische Bereiche eingeordnet, um dabei zukünftige Trends
im Landesverwaltungssektor aufzudecken. Ein weiterer Ansatz wird in [2] beschrieben. Hier
wird für einen Korpus an Nachrichtentexten mithilfe menschlicher Annotatoren ein Datensatz
zu schwachen Signalen erstellt. Die Annotatoren können dabei beliebig lange Textstellen im
Text markieren, von denen Sie der Meinung sind, sie repräsentieren ein schwaches Signal.
Dieser Datensatz wird dann als Basis für das Training eines binären Klassifikators zur Er-
kennung von schwachen Signalen eingesetzt. Ein weiterer genereller Ansatz besteht in dem
Monitoring und der Visualisierung von textuellen Daten, um Domainexperten das Erken-
nen von Trends und schwachen Signalen zu erleichtern. Der iLCM bietet Funktionen und
Analysen, um die beschriebenen Ansätze umzusetzen. Die in Abschnitt 2.6.2 genannten spe-
zifischen Anforderungen für die Erkennung von schwachen Signalen in Social-Media-Daten
werden durch den iLCM ebenfalls erfüllt. So werden Ergebnisse auf verschiedene Arten in
Graphen, Tabellen oder interaktiv innerhalb der Originaltexte dargestellt. Die Suche von
Dokumenten kann gezielt über Schlüsselbegriffe und Metadaten erfolgen. Es ist aber auch
gleichzeitig möglich, explorativ auf Basis verschiedener Verfahren die Analysetextmenge zu
spezifizieren. Zusätzlich ist es möglich, verschiedene Sprachen zu unterstützen. Durch die
Installation weiterer spaCy Sprachmodelle (über die iLCM-Oberfläche möglich) können für
weitere Sprachen die verschiedenen verfügbaren Analysen ausgeführt werden. Nahezu alle
Analysen unterstützen dabei in mindestens einer Weise die Einbeziehung einer zeitlichen
Komponente als Kovariable. Die manuelle Auswertung der Ergebnisse wird nicht nur ange-
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boten, sie ist sogar an einigen Stellen essenzieller Bestandteil der implementierten Verfahren.
Mit diesen Eigenschaften sind im iLCM zahlreiche Möglichkeiten für die Einbeziehung
schwacher Signale in die Analyse vorhanden.
Kontextvolatilität Ein spezielles Maß, welches besonders für die Erkennung schwacher
Signale geeignet ist, ist die KV. Dieses stellt eine Möglichkeit dar, Kontextänderungen über
eine definierte Menge an Zeitpunkten zu quantifizieren und analysieren. Die zu messenden
Signale sind in den Kontextverschiebungen verschiedener Schlüsselbegriffe codiert. Verein-
facht gesagt, entspricht die Berechnung der KV einer diachronen Kookkurrenzanalyse, bei
der auf Basis eines angegebenen Gewichtungsfaktors, einer Gedächtnisgröße h und einem
Zeitintervall eine Vorhersage für den Kontext eines einzelnen Wortes anhand der Zeitpunkte
t−h, ..., t−1 berechnet wird. Der tatsächlich vorliegende Kontext zum Zeitpunkt t wird dann
damit verglichen. Unterscheidet sich dieser von den zuvor gesehenen Zeitpunkten, ergibt sich
eine hohe KV. Entspricht er ihnen hingegen annähernd, so ergibt sich ein geringer Wert. Die
verschiedenen Berechnungsarten, deren Eigenheiten sowie die Stärken und Schwächen der
KV werden in Kapitel 4 genau aufgeschlüsselt. Hier soll nun der Fokus auf die Eigenschaften
der KV zur Aufdeckung schwacher Signale gelegt werden.
Im Vergleich zu rein frequenzbasierten Verfahren, welche schwache Signale nur sehr schwer
von Rauschen unterscheiden können und damit auf eine Mindeststärke des Signals ange-
wiesen sind, zeichnet sich die KV dadurch aus, bereits bei sehr niedrigfrequenten Begriffen
und Auffälligkeiten anwendbar zu sein. Die Änderung des Kontextes kann unabhängig der
Frequenz des Ausgangswortes ermittelt werden und damit frühzeitig Aufschluss über seman-
tische Verschiebungen im Verwendungskontext des Ausgangswortes geben. Oftmals geht
die Kontextänderung von Worten auch mit Änderungen in deren Frequenz einher. Dies ist
jedoch nicht immer der Fall. In Situationen, in denen die Kontextänderung mit gleichzeitiger
konstanter Frequenz des Wortes verläuft, ist die Detektion dieses Signals auf Basis der
Frequenz allein nicht möglich. Erst die Quantifizierung der Änderungsrate des Kontextes
erlaubt solche Signale zu erkennen. Weiterhin kann die KV auf verschiedene Zeitfenster
(Jahre, Monate, Wochen, Tage,...) eingestellt werden. Dies erlaubt es, sowohl langsame
schleichende Änderungen über große Zeiträume als auch spontane Verschiebungen in kurzen
Intervallen aufzudecken. Zusätzlich wird bei der KV, im Gegensatz zu aktuellen embed-
dingbasierten Verfahren, die Transparenz der Ergebnisse sichergestellt, indem jederzeit die
einzelnen Kookkurrenzen samt deren berechneter Signifikanzwerte und deren Änderungen
innerhalb verschiedener Zeitfenster einsehbar sind. Damit können gemessene Signale näher
untersucht und damit ursächliche Vorgänge bestimmt werden. Relevante Ergebnisse sind
jedoch nicht ausschließlich Signale, welche durch eine gemessene hohe Volatilität gefunden
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werden. Auch komplett konstant bleibende Kontexte können Hinweise und Indikatoren auf
zugrunde liegende Strukturen sein. Deren Analyse kann dann wiederum weitere Eigenheiten
und Informationen offenbaren, die für die jeweilige wissenschaftliche Fragestellung relevant
sind.
3.3.4.3 Generische Forschungsplattform
Diese Anforderung umschreibt eine generelle Ausrichtung der Software hin zu einer gene-
rischen Forschungsplattform anstelle einer spezifischen Softwarelösung für ein einzelnes
Forschungsproblem. Ziel des iLCM ist es, Forschern eine Hilfestellung dabei zu geben,
unabhängig ihrer Kenntnisse in NLP und Informatik ihre Fragestellung unter Einbeziehung
automatischer Verfahren zu operationalisieren. Die Operationalisierung muss dabei nicht aus-
schließlich mit den im iLCM bestehenden Funktionen vollzogen werden, sondern kann durch
Eigenimplementationen oder den Transfer in andere Softwarelösungen beliebig gestaltet
werden. Aus dieser Zielsetzung heraus leiten sich zahlreiche Anforderungen an die Software
ab (siehe Kapitel 2.6.3), welche wie im Folgenden beschrieben, im iLCM umgesetzt wurden.
Vorhandensein von NLP-Standardfunktionen: Zu den Standardfunktionen einer NLP
Infrastruktur sind Verfahren und Mechanismen zuzuordnen, die in nahezu allen textbasier-
ten Analysen vollzogen werden müssen. Hierzu zählen insbesondere Möglichkeiten zur
Vorverarbeitung von Rohtext. Dies umfasst unter anderem die Satzsegmentierung, Toke-
nisierung, Parsing, Textbereinigung, Arbeit mit Black- und Whitelists sowie Pruning. Im
iLCM werden diese Funktionen durch die Verwendung der Python-Bibliothek spaCy und
den R-Bibliotheken quanteda sowie der eigens geschriebenen Funktionssammlung tmca, wie
in Kapitel 3.2.5.1 & 3.2.5.2 beschrieben, umgesetzt. Wird der iLCM für Forschungsprojekte
angewendet, ermöglicht das Vorhandensein einer solchen Sammlung an Funktionen und
Werkzeugen zur Vorprozessierung von Text, den Fokus und die Arbeit auf die eigentliche
Operationalisierung der Forschungsfrage zu konzentrieren.
Vorhandensein verschiedener Text-Mining-Methoden: Eine generisch ausgerichtete Text-
Mining-Plattform muss ein möglichst breites Spektrum an Analysemöglichkeiten anbieten,
um in zahlreichen Projekten passende Lösungsansätze offerieren zu können. Die in Abschnitt
3.2.6 beschriebenen im iLCM verfügbaren Methoden umfassen verschiedenartige Ansätze
des Text Mining. Darunter zählen Frequenzanalysen, kookkurrenzbasierte Verfahren, über-
wachte und unüberwachte Klassifikationsansätze, auf neuronalen Netzwerken aufbauende
Vektorraumrepräsentationen, Sentimentanalysen und Keyword-Extraktionsmechanismen. Da-
mit ist eine große Vielfalt verschiedener Ansätze und Verfahren des Text Mining vorhanden.
Anpassbarkeit von bestehenden Funktionen: Die vorhandenen Funktionen werden durch
einsehbare Skripte abgebildet. Wie in Kapitel 3.2.8.1 beschrieben, können diese Skripte
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durch den Nutzer innerhalb der grafischen Oberfläche angepasst werden. Dies erlaubt es,
anwendungsspezifische Vorhaben und Ideen effizient zu den bereits vorhandenen Funktionen
hinzuzufügen. Werden Anpassungen an den vorhandenen Skripten vollzogen, werden diese
als sogenannte Custom Scripts abgespeichert. Das Teilen dieser ist über die Exportfunktion
ebenfalls möglich.
Anpassbarkeit von Analyseparametern: Die Vorverarbeitung von Text ist essenziell für
die Durchführbarkeit automatischer Text-Mining-Verfahren, jedoch müssen die angewen-
deten Schritte je nach vorliegender Textart und Textmenge, durchzuführender Analyse und
wissenschaftlicher Fragestellung angepasst werden. So sind beispielsweise die Auswirkungen
der frequenzbasierten Pruningparameter direkt abhängig von der vorliegenden Textmenge.
Weiterhin kann es für manche Fragestellungen wichtig sein, Eigennamen von der Analyse
auszuschließen. Befasst sich die untersuchte Hypothese jedoch beispielsweise mit der Erstel-
lung eines Personennetzwerks auf Basis von Kookkurrenzstatistiken, wäre die Entfernung
der Eigennamen falsch. Die Anpassbarkeit der Vorverarbeitungsschritte ist eine wichtige
Eigenschaft, um im Rahmen einer generischen Ausrichtung eine möglichst große Anzahl
an Anwendungsfällen abbilden zu können. Zum Starten einer Analyse stehen dem Nutzer
daher im Task Scheduler eine Vielzahl an Vorverarbeitungsparametern zur Verfügung (siehe
Abbildung 3.2). Diese sind wann immer möglich so integriert, dass sie ein größtmögliches
Maß an Flexibilität aufweisen.
Leichter Import eigener Daten: Um den iLCM nutzen zu können, und sei es auch nur
für einzelne Teilschritte wie der Vorverarbeitung, Dokumentdeduplizierung oder zur Erstel-
lung von Kollektionen, ist es notwendig, dass der Nutzer seine eigenen Daten in das Tool
importieren kann. Der Import stellt dabei den ersten Berührungspunkt des Nutzers mit der
Software dar und sollte dementsprechend einfach und effizient durchführbar sein. Im iLCM
wurden deshalb verschiedene Entscheidungen zugunsten eines einfachen Imports getätigt.
Zum einen werden verschiedene Importoptionen angeboten. Diese umfassen den Import
einer einzelnen CSV-Datei, einer beliebig großen Menge an Textdateien oder den Import
aus einer anderen QDA-Software im REFI-Standard. Weiterhin wird der gesamte Import
innerhalb der grafischen Oberfläche vollzogen, ohne dabei Kommandozeilenbefehle samt
einer eigenen Syntax lernen zu müssen. In der Oberfläche kann das Mapping der eigenen
Daten auf das interne iLCM-Format interaktiv vorgenommen werden. Dabei werden die
jeweiligen Auswirkungen der Entscheidungen des Nutzers live in einem weiteren Fenster
angezeigt. Die darauf aufbauenden Schritte des Parsings, Schreibens in die Datenbank und
des anschließenden Transfers zu Solr werden automatisch vollzogen.
Exportschnittstellen zum Austausch mit anderen Softwaresystemen: Können durch den
iLCM nicht alle benötigten Funktionen für die Bearbeitung der wissenschaftlichen Fragestel-
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lung abgedeckt werden, so muss die Möglichkeit geschaffen werden, Zwischenergebnisse
aus dem Tool exportieren zu können, um diese dann beispielsweise durch eigene Skripte in
RStudio oder aber in anderen Softwaresystemen weiterzuverarbeiten. Wichtig ist es hierbei,
an möglichst vielen Stellen den Export der Daten zu erlauben. So kann es sein, dass bereits
eine duplikatfreie Kollektion exportiert und in einer anderen Softwareumgebung weiterver-
arbeitet werden soll. Im Gegensatz dazu ist es möglich, dass für eine andere Fragestellung
beispielsweise erst die exakte diachrone Verteilung von automatisch erstellten Klassifika-
tionen exportiert werden soll, um damit eigene Visualisierungen erstellen zu können. Der
iLCM bietet eine umfassende Exportfunktionalität (siehe Kapitel 3.2.4). Diese erlaubt unter
anderem den Export von Kollektionen in verschiedenen Formaten, berechneten Resultaten
und Annotationen. Zusätzlich hat der Nutzer Zugang zu allen innerhalb der shiny-Applikation
erstellten Dateien und kann diese herunterladen. Darüber hinaus werden an zahlreichen Stel-
len, an denen Visualisierungen abgebildet sind, die dafür verwendeten Daten zum Export
angeboten. Dies erlaubt es, eigene Visualisierungen oder weiterführende Analysen zu erstel-
len.
Möglichkeit der skriptbasierten Weiterverwendung von Daten: Zusätzlich zur shiny-
Applikation, welche durch einen Shiny Server gehostet wird, wird ebenfalls eine RStudio-
Server-Instanz zur Verfügung gestellt. Diese hat direkten Zugriff auf den Quellcode der
shiny-Applikation und allen darin erstellten Daten. Weiterhin hat die RStudio-Instanz Zugriff
auf alle für den Betrieb des iLCM benötigten Bibliotheken und Funktionen. Es ist also
problemlos möglich, im iLCM erstellte Zwischenergebnisse in RStudio zu laden und diese
mit beliebigen Skripten oder Bibliotheken weiterzuverarbeiten. Wird auf die Version des
iLCM als Bestandteil einer JuypterHub-Umgebung zurückgegriffen, kann ein fließender
Wechsel der Arbeitsumgebungen vorgenommen werden.
Erweiterbarkeit um neue Analysen: Erfahrenen Nutzern bietet sich zusätzlich die Mög-
lichkeit, anstelle von Anpassungen der Standard-Skripte eigens implementierte Analysen
hinzuzufügen. Dies erfolgt, indem der Quellcode der shiny-Applikation in RStudio erweitert
wird. Für das Hinzufügen neuer Analysen ist ein dokumentiertes Markdown-Tutorial vorhan-
den sowie eine "Blank-Analyse" im iLCM angelegt, welche mithilfe des Tutorials Schritt für
Schritt angepasst werden kann. Weiterhin ist es möglich, in eigenen Analysen auf eine Menge
vordefinierter Funktionen zum Laden der Daten aus der Datenbank, zur Vorverarbeitung der
Daten und zur Erstellung einer Dokument-Term-Matrix zurückzugreifen.
Erweiterbarkeit der gesamten Applikation: Bereits das Hinzufügen eigener Analysever-
fahren in den iLCM setzt Vorwissen im Umgang mit R und shiny voraus. Ist dieses jedoch
vorhanden, kann prinzipiell der gesamte Quellcode des iLCM auf eigene Anforderungen hin
angepasst werden. Sobald über RStudio im Quellcode eine Änderung vorgenommen wird,
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kann diese in der shiny-Applikation auf dem Shiny Server eingesehen und genutzt werden.
Ein Beispiel einer solchen Anpassung der gesamten Applikation, um projektspezifische An-
forderungen erfüllen zu können, wird in Kapitel 5.2.1 gegeben. Diese generische Ausrichtung
und die dafür umgesetzten Funktionen des iLCM erlauben es, Ansätze des Agile Software
Development zu unterstützen. Hiermit ist es dann möglich auf Basis des iLCM eine passende
Softwarelösung für verschiedenartige sozialwissenschaftliche Projekte erstellen zu können.
Der dafür benötigte Aufwand liegt erheblich unter den notwendigen Anstrengungen für eine
komplette Neuimplementierung. Ein Beispiel für einen solchen Einsatz agiler Methoden ist
bei den in Kapitel 5.2.2 beschrieben Projekten zu sehen.
Kapitel 4
Quantifizierung von Kontextänderung




Schwache Signale geben Aufschluss über sich abzeichnende Trends und Ereignisse. Die
Unterscheidung zwischen Signal und Rauschen ist bei schwachen Signalen besonders her-
ausfordernd. In den Bereichen Wirtschaft und Geologie wird mithilfe der Detektion von
schwachen Signalen beispielsweise versucht, Prozesse und Ereignisse wie Aktienverläufe
oder Vulkanausbrüche vorherzusagen. In diesen Szenarien wird durch die Anwendung von
Verfahren zur Detektion von schwachen Signalen auf bereits gesammelten Daten untersucht,
welche Vorhersagen auf zukünftige Ereignisse sich daraus ableiten lassen. Aber auch in
einem retrospektiven Setting ist die Auswertung schwacher Signale hilfreich, um ein besseres
Verständnis für zugrunde liegende Prozesse zu erlangen. Ebenfalls in den Sozialwissen-
schaften besteht durch die Kombination von Texten als Datengrundlage mit den Verfahren
zur Erkennung von schwachen Signalen ein großes Potenzial, vorliegende gesellschaftliche
Prozesse zu analysieren und zu verstehen. Die daraus gewonnenen Erkenntnisse können
ein erhöhtes Verständnis für relevante Fragestellungen schaffen und damit für zukünftige
Entscheidungsprozesse herangezogen werden.
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4.1.2 Methodische Ansätze
Schwache Signale können auf zahlreiche Arten in Textdaten codiert sein. So verschieden
wie diese Signale sein können, so verschieden sind auch mögliche Verfahren, um die Signale
aufzudecken. Beispiele für das Auftreten schwacher Signale können sein:
• Niedrigfrequente Wortauftretensmuster: Niedrige Wortfrequenzen werden zumeist
als Rauschen in den Daten wahrgenommen. Manchmal ist es aber auch so, dass diese
niedrigfrequenten Begriffe bereits die ersten Anzeichen eines entstehenden Trends
oder Vorzeichen eines zu erwartenden Ereignisses sind. Besonders beachtenswert ist
dabei der Grad der Veränderung in der Auftretensfrequenz von Worten. Mögliche
Verfahren zur Detektion solcher Signale sind diachrone Wortfrequenzanalysen und
diachrone Wörterbuchfrequenzanalysen.
• Dokumentoutlier: Liegen große Mengen an Text vor, so ist es oftmals der Fall, dass
relevante Signale innerhalb der Beziehungen der Dokumente zueinander zu finden sind.
Eine dieser Information kann sich darin manifestieren, dass vereinzelte Dokumente
vorliegen, die andere Eigenschaften aufweisen als die restlichen. Diese sogenannten
outlier können einzelne Texte aus anderen Quellen oder mit neuartigen Themenschwer-
punkten darstellen. Die Andersartigkeit kann dabei verschiedene Ursachen haben.
Mögliche Gründe wären zum Beispiel: Innovation, die Äußerung extremer Ansichten
oder andere von der Norm abweichende Muster. In [19] schildern Brynielsson et al.,
wie sie versuchen, sogenannte lone wolf terrorists anhand deren Verhalten innerhalb
sozialer Netzwerke aufzudecken. Auch das Aufdecken solcher outlier im Sinne von
potentiell gefährdenden Personengruppen kann eine Zielstellung der Anwendung von
schwachen Signalen sein.
• Dokumentgruppierungen: Neben dem gesonderten Verhalten einzelner Dokumente,
Autoren o. Ä. können Dokumentgruppierungen, welche sich durch eine spezielle
Verwendung von Sprache oder Worten auszeichnen, einen Ansatz zum Erkennen
schwacher Signale darstellen. So ist es beispielsweise mithilfe von Topic-Modellen
möglich, unüberwacht semantische Gruppierungen von Dokumenten zu erstellen
und deren Popularität in einem zeitlichen Verlauf zu extrahieren. Auch überwachte
Klassifikationsmethoden können angewendet werden.
• Wortabhängigkeiten: Worte treten nicht unabhängig voneinander in Texten auf, son-
dern bedingen einander. In diesen gegenseitigen Abhängigkeiten sind viele Informatio-
nen codiert. So können beispielsweise innerhalb einer Sentimentanalyse vorhandene
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und sich abzeichnende Meinungen bezüglich eines Produktes oder Vorschlages gemes-
sen werden, indem die gemeinsamen Auftretenshäufigkeiten von Schlüsselbegriffen
mit Sentimentwörterbüchern gemessen werden. Allgemein bietet die Kookkurrenz-
analyse eine gute Möglichkeit, die Abhängigkeiten von Worten und deren sich daraus
ableitende Auftretenssignifikanzen zu bestimmen. Mithilfe dieser Signifikanzen ist es
möglich, besonders relevante und auffällige Wortpaarungen zu identifizieren.
• Kontextverschiebungen: Der Kontext von Worten ist essenziell, um die Bedeutung
eines Wortes erkennen zu können. Ändert sich die Bedeutung eines Wortes, so hat
dies in der Regel auch eine Änderung seines Verwendungskontextes zur Folge. Die
Zeitpunkte, zu denen ein Wort eine hohe Änderungsrate seines Kontextes aufweist,
sowie die Kookkurrenzen, welche diese hohe Änderung hervorrufen, sind wichtige
Indikatoren, um dynamische Prozesse innerhalb von Sprache analysieren zu können.
Der Fokus dieses Kapitels soll auf Verfahren zur Quantifizierung von Kontextänderungen
und im Speziellen auf der KV liegen, welche im Kapitel 4 beschrieben wird.
4.1.3 Kontextänderung
Kontext beschreibt die Menge an Worten, welche in einem definierten Fenster gemeinsam
mit einem Bezugswort auftreten. Kontext ist ein wichtiges Mittel, wenn es darum geht, die
Bedeutung eines Wortes zu verstehen. So lassen sich Probleme der Wortdisambiguierung
zumeist relativ einfach durch die Betrachtung des jeweiligen Verwendungskontextes lösen.
Nun ist es so, dass Sprache ein sich fortwährend entwickelndes System darstellt, in welchem
neue Worte erscheinen, bekannte Worte langsam verschwinden und sich die Bedeutung
von existierenden Worten verändert. In dieser Dynamik zeigt sich die Wirkung vielseitiger
gesellschaftlicher, technologischer, politischer oder sozialer Phänomene und Ereignisse. Ist
es möglich, die Wirkung dieser Ereignisse durch die Dynamik in der Sprache zu erkennen, zu
quantifizieren und zu verstehen, ermöglicht dies wiederum eine bessere Einsicht in die dafür
ursächlichen Prozesse ([139]). Die Quantifizierung der Kontext-Änderungsrate misst dabei
ein Signal, was sich durch die bloße Betrachtung der Frequenzen von Worten nicht erkennen
ließe. Erst die genaue Untersuchung des Kontextes und dessen Wandel über verschiedene
Subkorpora hinweg erlaubt es, Bedeutungsverschiebungen aufdecken zu können. Im Verlauf
dieses Kapitels wird oftmals von der Berechnung einzelner Zeitpunkte oder der Extraktion
von Informationen aus Zeitpunkten gesprochen. Gemeint ist hierbei stets die Verwendung
von Daten, die einem oder mehreren Zeitpunkten oder Zeitintervallen zugeordnet sind. Ein
Zeitpunkt t beschreibt also im Detail alle Datenpunkte, die dem durch t definierten Zeitfenster
zugeordnet sind.
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4.1.3.1 Weitere Verfahren zur Erfassung von Kontextänderung
Neben den in diesem Kapitel ausführlich beschriebenen Ansätzen zur Berechnung der KV
sollen weitere mögliche Ansätze zur Berechnung von Kontextänderungen aufgezeigt werden.
Daher werden hier nun kurz verschiedene Annäherungsweisen an dieses Thema vorgestellt.
1. Dynamische Topic-Modelle: Ein Weg, Kontextänderungen zu erfassen, besteht in der
Verwendung dynamischer Topic-Modelle (siehe [13], [64]). Diese stellen eine Erweite-
rung zum klassischen LDA-Verfahren ([14]) dar, bei dem nun der zugehörige Zeitpunkt
eines Dokumentes miteinbezogen wird. Die Dokumente werden dafür anhand ihres
zugeordneten Zeitpunktes in verschiedene Subkollektionen aufgeteilt. Die Eigenheit
der dynamischen Topic-Modelle besteht darin, dass die Themen als sich über die Zeit
hinweg verändernde Verteilungen modelliert werden. Bei der Suche nach einer optima-
len Topicverteilung zur Beschreibung der Daten in einem Subkorpus t wird jeweils
die in t −1 gefundene Topicverteilung miteinbezogen. t beschreibt hierbei den Zeit-
punkt des zugehörigen Subkorpus. Die Untersuchung der Evolution der verschiedenen
Themen über die Zeit hinweg gewährt Einsichten in vorliegende Änderungsprozesse
innerhalb einzelner Themenfelder. Die Anwendung von dynamischen Topic-Modellen
erlaubt es, diese Änderungen in einer Makro-Ansicht einzusehen. Sollen jedoch in
einer Mikro-Ansicht die Veränderungen analysiert, also beispielsweise die wichtigsten
Begriffe gefunden werden, die Veränderungen vorantreiben, so lässt sich dies durch
die Anwendung der KV besser erreichen.
2. Temporale Wort-Embeddings: Die grundlegende Idee von Wort-Embeddings besteht
darin, auf Basis der in einer Menge an Trainingsdaten vorliegenden Verwendungskon-
texte von Worten die semantischen Eigenschaften dieser in einen niedrigdimensionalen
Vektorraum abzubilden. Temporale Wort-Embeddings erweitern diese Idee durch die
Annahme, dass die semantischen Eigenschaften von Worten über die Zeit hinweg nicht
konstant bleiben. Deshalb werden stattdessen zunächst für verschiedene vorliegen-
de Zeitpunkte Subkorpora gebildet, für die individuelle Wort-Embeddings berechnet
werden. Diese verschiedenen Embeddings müssen anschließend aligniert werden, um
vergleichende Untersuchungen darauf vornehmen zu können. Bei der Durchführung
dieser zwei Teilschritte ergeben sich jedoch grundlegende Probleme:
• Alignment Problem: Das Alignment Problem beschreibt die Notwendigkeit
der Angleichung von verschiedenen Wort-Embeddings, wenn diese unabhän-
gig voneinander für die vorliegenden Zeitscheiben gelernt wurden ([139]). Die
entstehenden Vektorräume der verschiedenen Embeddings unterschieden sich
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voneinander, sodass eine Angleichung notwendig ist. Diese ist in der Regel jedoch
nicht trivial herzustellen.
• Ausreichende Datenmenge in Subkorpora: Die Berechnung von Embeddings
benötigt eine große Menge an Daten. Wenn die Trainingsdaten in einzelne Be-
standteile aufgeteilt und lediglich die Subkorpora unabhängig voneinander be-
trachtet werden, verringert sich die jeweils vorliegende Datenmenge um den
Faktor |T | weiter. |T | stellt die Anzahl der verschiedenen betrachteten Zeitpunkte
dar. Sind nicht ausreichend Daten vorhanden, können die Generalisierungsfähig-
keiten der Embeddings und damit die Abbildung der semantischen Eigenschaften
der Worte nicht erfasst werden.
In [47] werden verschiedene Ansätze zur Berechnung und Anwendung von tempo-
ralen Wort-Embeddings zur Detektion von semantischen Veränderungen vorgestellt.
Evaluiert werden die Daten anhand von Worten, für die genaue Informationen über
deren tatsächlichen semantischen Wandel vorliegen. Weiter stellen Hamilton et al.
die laws of semantic change auf, in denen Sie postulieren, dass a) häufige Worte
sich langsamer ändern (Gesetz der Konformität) und b) Worte mit hoher Polysemie
eine höhere Kontextänderungsrate aufweisen (Gesetz der Innovation). In [74] stellen
Kulkarni et al. einen Ansatz vor, bei dem sie Verfahren zur Änderungspunkterkennung
einsetzen, um Zeitpunkte signifikanter sprachlicher Veränderung aufzudecken. Ange-
wendet werden die Verfahren dabei auf dem google Books Ngram Corpus1, einem
Amazon Film-Reviewkorpus und einem Twitter Datensatz. Zhang et al. fokussieren
sich in [142] hingegen auf die Verbesserung von Suchverfahren in diachronen Daten-
sätzen, indem sie semantisch ähnliche Begriffe aus unterschiedlichen Zeiten erkennen
und für die Suche verwenden. Sie führen an, dass die Suche nach Zeit-spezifischen
Fachbegriffen und Eigennamen ein hohes Maß an Expertenwissen voraussetzt, welches
nicht immer gegeben ist. Daher versuchen sie, durch die Repräsentation von Worten in
einen niedrigdimensionalen Vektorraum semantisch ähnliche Begriffe aus verschiede-
nen Zeitpunkten zu identifizieren und mit in die Berechnung des Anfrageergebnisses
einzubeziehen. Als Beispiel führen sie unter anderem den Begriff iPod an, für welchen
sie eine hohe semantische Ähnlichkeit zum Begriff Walkman errechnet haben. Es
werden dann bei einer Suchanfrage nach iPod auch Dokumente, welche zwar nicht
das Wort iPod, dafür aber Walkman enthalten, als Ergebnisse gefunden. Methodisch
basiert der Ansatz dabei auf dem Training einer Vektorraumtransformation, welche die
berechneten Wort-Embeddings der Gegenwart auf andere Embeddings, welche ältere
1http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
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Daten verwenden, abbildet. Bei der Aufgabe der Erkennung zeitlicher Korrespondenz
(temporal coresponence detection task) können sie damit signifikante Verbesserungen
erreichen.
3. Dynamische Wort-Embeddings: Im Gegensatz zu den temporalen Wort-Embeddings,
bei welchen die Embeddings jeweils unabhängig für die unterschiedlichen Zeitpunk-
te trainiert und anschließend aligniert oder transformiert werden müssen, beziehen
dynamische Wort-Embeddings Informationen aus mehreren Zeitpunkten in die Er-
stellung der Embeddings eines einzelnen Zeitpunktes mit ein. Diese Einbeziehung
kann auf unterschiedliche Weise vollzogen werden. So wird beispielsweise in [7] das
dynamische skip-gram-Modell vorgestellt. Dieses beschreibt ein bayesianisches proba-
bilistisches Modell, das Word2Vec ([90]) mit einer latenten kontinuierlichen Zeitreihe
kombiniert. Sowohl skip gram filtering, welches nur zurückliegende Beobachtungen
verwendet, als auch skip gram smoothing, welches alle verfügbaren Beobachtungen
verwendet, erlauben es, sich sanft ändernde Embeddingsvektoren zu erzeugen, welche
besser zur Vorhersage von Wort-Kontext-Statistiken geeignet sind als vergleichbare
nicht-dynamische Ansätze. Dieser Vorteil wird besonders dann deutlich, wenn zu
bestimmten Zeitpunkten nur geringe Datenmengen verfügbar sind. Yao et al. stellen
in [139] einen Ansatz zur Berechnung dynamischer Embeddings vor, bei dem sie die
verschiedenen Embeddings gleichzeitig lernen und angleichen. Damit sind sie in der
Lage, bessere Qualität mit gleichzeitig weniger notwendigen Daten zu erreichen. Ein
weiterer Ansatz wird in [108] geschildert. Hier werden die Wort-Embeddings mithilfe
von conditional probabilistic models abgebildet, bei welchen die Dynamiken über die
Zeit durch einen gaussian random walk modelliert werden.
4. Vergleich ähnlicher Worte auf Basis von Embeddings verschiedener Zeitpunkte:
Neben den Ansätzen, welche die bloßen Embeddings als Grundlage für die Bestim-
mung der Kontextänderung von Worten heranziehen, besteht eine weitere Möglichkeit
darin, die für verschiedene Zeitpunkte berechneten Embeddings zur Identifikation
ähnlicher Worte zu verwenden. Die Identifikation von synonym oder zumindest in
ähnlichen Kontexten auftretenden Worten gibt Aufschluss über die Bedeutung eines
Wortes. Die Bestimmung der Ähnlichkeit zweier Worte kann durch Maße wie der
Cosinus-Distanz oder dem euklidischen Abstand angewendet auf den Embedddings-
vektoren der zu vergleichenden Worte berechnet werden. Die Idee besteht dabei darin,
die ähnlichsten Worte eines vorgegebenen Ausgangswortes aus verschiedenen Zeit-
punkten zu vergleichen. Wird dabei eine hohe Übereinstimmung an ähnlichen Worten
ermittelt, ist dies ein Indiz dafür, dass der Verwendungskontext des Ausgangswortes in
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den zu vergleichenden Korpora stabil ist. Gibt es jedoch nur wenige Überschneidungen,
kann dies auf eine hohe Rate an Kontextänderungen hindeuten. Dieser Ansatz wird in
[59] geschildert und auf Bundestagsprotokolle aus 70 Jahren angewendet. Besonderer
Fokus wird dabei auf den semantischen Wandel klimarelevanter Begriffe gelegt.
4.2 Berechnungsmöglichkeiten der Kontextvolatilität
Die KV ist ein Maß zur Quantifizierung des Grades der Kontextänderung ausgewählter
Schlüsselbegriffe über die Zeit hinweg. Von Heyer in [50] 2009 vorgestellt, beschreibt sie
einen kookkurrenzbasierten Ansatz, vorhandene semantische Änderungen in diachronen Da-
ten aufzudecken. Im Rahmen dieser Arbeit wurde die genaue Berechnung der KV untersucht
und weiter verbessert. Grundlegend gibt es verschiedene Herangehensweisen zur Kalkulation
der KV. In [50] und nachfolgenden Arbeiten [55], [93], [52] und [66] basiert die Berechnung
stets auf ermittelten Kookkurrenzrängen. Dem gegenüber werden in dieser Arbeit Verfahren
aufgezeigt, welche auf die Rangzuweisung verzichten und stattdessen die eigentlichen Signifi-
kanzwerte von Kookkurrenzen verwenden. Weiterhin gibt es sowohl für die rangbasierten als
auch die signifikanzbasierten Ansätze unterschiedliche Vorgehensweisen, um die Dynamik
der Kookkurrenzen zu erfassen. Die den bisherigen Veröffentlichungen zugrunde liegende
Vorgehensweise um die Kontextänderung eines Wortes für ein Zeitfenster zu bestimmen,
besteht darin, die in einem Zeitfenster untersuchten Zeitpunkte als unsortierte Menge an
Datenpunkten (bag of time points) zu betrachten. Für jeden dieser Datenpunkte werden
Kookkurrenzstatistiken und darauf basierende Rangzuweisungen erhoben und anschließend
wird mithilfe eines Variationsmaßes für jede Kookkurrenz untersucht, wie stark die gemesse-
nen Werte (Ränge) in Bezug zum untersuchten Zielwort in den vorliegenden Zeitpunkten
schwanken. Als Variationsmaße kommen die Standardabweichung, der Variationskoeffizient
und der IQR zum Einsatz. Diesem Vorgehen der Betrachtung einer unsortierten Menge
an Datenpunkten innerhalb eines Zeitfensters werden sowohl für rangbasierte als auch für
signifikanzbasierte Ansätze innovative Berechnungsmöglichkeiten entgegengestellt. Für die
rangbasierten Verfahren werden diese Innovationen durch den MinMax-Algorithmus (vgl.
[66]) zusammengefasst. Dieser sieht die Berechnung einer schrittweisen Distanz zwischen
den einzelnen Zeitpunkten des gerade betrachteten Zeitfensters vor und offeriert gleichzeitig
eine Lösungsstrategie für den Umgang mit lückenhaften Daten, welcher bei rangbasierten
Ansätzen zu Problemen führt. Für die signifikanzbasierten Methoden wird eine Möglichkeit
vorgestellt, bei der auf Basis einer definierten Menge an Zeitpunkten (Referenz) ein Erwar-
tungswert für die Kookkurrenzen approximiert wird. Dieser Erwartungswert wird dann im
Anschluss mit den tatsächlich vorliegenden Daten verglichen. Ist eine hohe Abweichung zu
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verzeichnen, wird von einer starken Kontextänderung ausgegangen. All diese verschiedenen
Herangehensweisen werden im Folgenden detailliert vorgestellt und anschließend evaluiert.
4.2.1 Rangbasierte Verfahren
Rangbasierte Verfahren wie in [52] vorgestellt, nutzen als grundlegende Variable der Kon-
textänderung die Verschiebungen der Ränge von Kookkurrenzen einer Zielvariable über die
Zeit. Die Idee geht dabei auf die Theorie zurück, dass Themen, die sehr kontrovers diskutiert
werden, einen sich ständig ändernden Verwendungskontext aufweisen, welcher durch die
Nennung verschiedener Positionen zu einem Thema hervorgerufen wird. Die Berechnung
sieht dabei für ein ausgewähltes Wort wx vor, für eine festgesetzte Anzahl an Zeitpunkten
h (history) eine Kookkurrenzberechnung durchzuführen. Hierbei ist die Verwendung unter-
schiedlicher Signifikanzmaße möglich. Anschließend werden den Kookkurrenzen, basierend
auf ihren Signifikanzwerten, in jedem Zeitschritt individuell betrachtet aufsteigend Ränge
zugewiesen. Die Kookkurrenz mit dem größten Signifikanzwert in diesem Zeitpunkt erhält
also Rang 1, die Kookkurrenz mit dem zweitgrößten Signifikanzwert Rang 2 und so weiter.
Die Kookkurrenz mit dem geringsten Signifikanzwert bekommt den größten Rang zuge-
wiesen. Die Zuweisung der Ränge wird in aufsteigender Reihenfolge vorgenommen, damit
garantiert ist, dass die stärkste Kookkurrenz eines Zeitpunktes jeweils durch den gleichen
Rang abgebildet wird (Rang 1). Würde eine absteigende Rangzuweisung genutzt werden,
könnte selbst für den Fall, dass das identische Wort in zwei Zeitpunkten die Kookkurrenz
mit dem höchsten Signifikanzwert darstellt, eine Variation im zugehörigen Rang vorliegen.
Dies wäre der Fall, wenn die Anzahl der gesehenen Kookkurrenzen in den Zeitpunkten
unterschiedlich ist. Hierauf aufbauend wird nun für jede Kookkurrenz des Ausgangswortes
die Variation der zugewiesenen Ränge in den verschiedenen Zeitpunkten bestimmt. Die
Anordnung der Zeitpunkte spielt in diesem Ansatz keine Rolle (bag of time points). Die
Quantifizierung der Variation kann auf unterschiedliche Weisen durchgeführt werden und
wird in Kapitel 4.2.1.2 genauer erläutert. Der finale Schritt sieht dann vor, die einzelnen
gemessenen Variationen der Kookkurrenzen zu einem Durchschnittswert zu aggregieren,
um damit Aussagen über die Änderungen des gesamten Kontextes eines Wortes innerhalb
eines Zeitfensters vornehmen zu können. Wird ein Konzept sehr kontrovers diskutiert, so
ändern sich seine Kookkurrenzen von Zeitpunkt zu Zeitpunkt sehr stark. Dies führt dazu, dass
Kookkurrenzen, die in einem Zeitpunkt t einen niedrigen Rang (hohe Signifikanz) aufweisen,
in einem darauffolgenden Zeitpunkt t + i durch andere Kookkurrenzen ersetzt werden. Die
dadurch entstehenden Verschiebungen in den Rängen stellen die Basis der Quantifizierung
der rangbasierten KV-Berechnungsansätze dar.









Diesel 0.2 0.6 0.3
Umwelt 0 0 0.4
fahren 0.3 0.3 0.2
Betrug 0 0.5 0.4
Tabelle 4.1 Fiktives Datenbeispiel zur Illustration verschiedener Rangzuweisungsverfahren.
Rangzuweisungs-
strategie
Rang in t1 für
Begriff Umwelt
Rang in t2 für
Begriff Umwelt





von Lücken ∅ ∅ 1 0
Rang 0 0 0 1 0.5
maximaler Rang +1 3 4 1 1.5
Tabelle 4.2 Rangzuweisungen mit verschiedenen Strategien für den in Tabelle 4.1 gezeigten
Datensatz am Beispiel des Wortes Umwelt; Die Variation der Ränge wird in diesem Beispiel
durch den Interquartilsabstand (IQR) bestimmt.
4.2.1.1 Probleme
Eines der Hauptprobleme bei der Berechnung von Kontextänderung auf Basis von Kookkur-
renzrängen tritt auf, wenn es in den Daten zu Lücken kommt. Das heißt, wird eine zu einem
beliebigen Zeitpunkt t bekannte Kookkurrenz von wx in einem Zeitpunkt t + i nicht mehr
mit wx verwendet, ist die Zuweisung eines Ranges nicht eindeutig möglich. Es ergeben sich
mehrere Möglichkeiten, die jedoch alle keine rundum befriedigende Lösung darstellen.
Rangzuweisung bei Lücken Wie in [93] beschrieben, stellt die Zuweisung eines Ranges
bei lückenhaften Daten ein relevantes Problem dar. Es soll hier nun ein fiktives Beispiel
(siehe Tabelle 4.1) verwendet werden, um die Problematik der Rangzuweisung als auch die
Vor- und Nachteile der verschiedenen Strategien aufzuzeigen.
1. Nichtverwenden von Lücken: Die einfachste Möglichkeit besteht darin, Lücken kei-
nen Rang zuzuweisen und diese somit nicht in die Kalkulation der Rangvariation über
die Zeit miteinzubeziehen. Dies hat jedoch zur Folge, dass das Nicht-Auftreten einer
Kookkurrenz zu einzelnen Zeitpunkten gar nicht als Information in die Berechnung
mit einfließt. In dem in Tabelle 4.1 gezeigten Beispiel hätte dies für die Berechnung
der Variation des Wortes Umwelt zur Folge, dass die Variation ausschließlich auf Basis
eines einzelnen Datenpunktes (Rang 1 zum Zeitpunkt t3) berechnet würde. Obwohl
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eine sehr drastische Änderung im Kookkurrenzverhalten (das in t1 und t2 unbekann-
te Wort Umwelt stellt in Zeitpunkt t3 die signifikanteste Kookkurrenz dar) zu sehen
ist, wird ein IQR von 0 berechnet. Dies ist gleichbedeutend mit der Aussage, das
Kookkurrenzverhalten der Paarung (Auto,Umwelt) sei über den Betrachtungszeitraum
vollkommen stabil geblieben. Die Strategie der Nichtverwendung von Lücken in den
Daten, wie sie in [52] angewendet wurde, ist also für zahlreiche Situation ungenügend,
um die vorliegenden Kontextdynamiken adäquat zu beschreiben.
2. Zuweisung des Ranges 0: Eine weitere Möglichkeit besteht darin, Kookkurrenzen,
die in mindestens einem der betrachteten Zeitpunkte eine Signifikanz von 0 aufweisen,
den Rang 0 zuzuweisen. Dies hat den Vorteil, dass dieser Zeitpunkt somit Bestandteil
der Rangvariationsberechnung sein kann. Jedoch impliziert die Vergabe des Ranges 0
die falsche Annahme, dass das Nichtvorkommen einer Kookkurrenz eine sogar noch
höhere Signifikanz als die tatsächlich vorliegend stärkste Kookkurrenz (Rang 1) auf-
weist. Dies ist auch in der Tabelle 4.2 zu erkennen. Hier wird anhand der drei Werte: (0,
0, 1) ein IQR von lediglich 0.5 berechnet. Auch diese Strategie kann somit nachweis-
lich nicht ausreichend mit lückenhaften Daten umgehen. Im gleichen Maße, wie hier
die Änderung des Kontextes zu gering bewertet wurde, kann die Vergabe des Ranges 0
dazu führen, dass Kookkurrenzen, welche in einem Zeitpunkt einen sehr hohen Rang
(geringe Signifikanz) aufweisen, zuvor jedoch nicht gesehen wurden, eine massive
Änderung im Kookkurrenzverhalten induzieren. Dies wird hervorgerufen durch den
großen absoluten Abstand zwischen Rang 0 und einem einer geringen Signifikanz
zugehörigen hohen Rang in einem anderen Zeitpunkt. Stellt man sich die maximal
mögliche Änderung des Kontextes durch ein einzelnes Kookkurrenzwort w vor, so
würde man diese erkennen, wenn von einem Zeitpunkt t −1 der Rang des Wortes vom
Wert 1 zum maximalen Rang rmaxt im Zeitpunkt t wechselt. Der Unterschied wäre
dabei rmaxt − 1. Stellen wir uns nun vor, das Wort w wird im Zeitpunkt t − 1 nicht
gemeinsam mit wx verwendet. In t hingegen soll es nun aber die schwächste anzutref-
fende Kookkurrenz und damit den höchsten Rang rmaxt repräsentieren. Die Änderung
des Kontextes würde sich berechnen durch rmaxt −0. Dies suggeriert eine sogar noch
größere Kontextänderung als in der zuvor beschriebenen Situation einer maximalen
tatsächlich vorliegenden Änderung. Dies ist besonders problematisch, da die zweite
Situation eine lediglich marginale semantische Änderung des Kontextes darstellt. Dies
ist konträr mit der Ausgangsmotivation zur Quantifizierung der Kontextänderung.
3. Zuweisung des maximalen Ranges +1: Da die beiden vorangegangen Vorgehenswei-
sen den Nachteil aufweisen, eine Lücke in den Daten gar nicht, falsch oder nur zu
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gering in die Berechnung der Rangvariationen mit aufzunehmen, soll hier nun eine
Möglichkeit aufgezeigt werden, die die Betrachtung von Lücken innerhalb der Daten
erlaubt. Um dies zu ermöglichen, wird Kookkurrenzen in Zeitpunkten in denen sie
nicht gemeinsam mit dem Zielwort auftreten, der maximale Rang einer in diesem
Zeitpunkt gesehenen Kookkurrenz +1 (siehe Formel 4.1) zugewiesen.
Rang(Lücke) = rmaxt +1 (4.1)
Hiermit ist es möglich, die beiden Szenarien, in denen eine Kookkurrenz in einem Zeit-
punkt nicht gesehen wird, darauffolgend aber entweder eine hohe Signifikanz (kleiner
Rang) oder eine geringe Signifikanz (hoher Rang) aufweist, abzubilden. Es entsteht
jedoch ein Problem, wenn zu unterschiedlichen Zeitpunkten unterschiedlich viele Wor-
te mit dem Zielwort kookkurrieren. Dies hätte zur Folge, dass der in einem Zeitpunkt
zugewiesene maximale Rang +1 für eine Lücke in einem anderen Bezugszeitpunkt mit
einer deutlich höheren Kookkurrenzanzahl willkürliche Rangunterschiede hervorru-
fen würde. Zur Verdeutlichung sei das Beispiel einer Kookkurrenz, die in mehreren
Zeitpunkten nicht gemeinsam mit dem Zielwort vorkommt, genannt. Hier würde für
mehrere Zeitpunkte der jeweilige maximale Rang +1 verwendet. Da dieser jedoch ab-
hängig ist von der Kookkurrenzanzahl im entsprechenden Zeitpunkt, können auch die
zugewiesenen Ränge für eine Kookkurrenz, welche ihr Auftretensverhalten in Bezug
zum Zielwort gar nicht verändert, sehr hohe Variationen aufweisen. Dieser Umstand
macht somit auch die Rangzuweisungsstrategie maximaler Rang +1 nicht praktikabel
und legt die Anwendung anderer Maßnahmen zum Umgang mit lückenhaften Daten
nahe.
Da die drei vorgestellten naiven Rangzuweisungsstrategien nicht in der Lage sind, Kontext-
dynamiken bei lückenhaften Daten korrekt abzubilden, werden weitere Möglichkeiten, mit
diesen umzugehen, untersucht. Im Detail werden nun Methoden angewendet, welche die
Lücken in den Daten mithilfe von globalem bzw. lokalem Wissen ersetzen. Nachdem die
Lücken in den Daten so entfernt wurden, können die klassischen Verfahren zur Berechnung
der KV Anwendung finden. Es werden zwei unterschiedliche Ansätze zur Ersetzung der
Lücken vorgestellt.
1. Globales Wissen: Die Verwendung von globalem Wissen sieht die Anwendung von
Kookkurrenzinformationen basierend auf dem gesamten Datensatz vor. Genauer, wird
über den gesamten verfügbaren Zeitraum eine globale Kookkurrenzmatrix berechnet.
In dieser wird der Zusammenhang des Bezugswortes zu allen seinen Kookkurrenzen
abgebildet. Wird nun in einer lokalen Zeitscheibe eine Lücke für zu anderen Zeit-
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punkten kookkurrierende Worte gefunden, so wird der Signifikanzwert der globalen
Kookkurrenzmatrix an dieser Stelle eingesetzt. Dies hat den Vorteil, dass bei der
Rangzuweisung keine Lücken in den Daten verbleiben. Es müssten also keine weiter-
führenden, speziell auf Lücken ausgelegten Rangzuweisungsstrategien angewendet
werden. Jedoch wird durch das Zuweisen der globalen Kookkurrenzinformation zu
Zeitpunkten, an denen eigentlich eine Lücke in den Daten zu sehen ist, die wirkliche
Datenlage manipuliert. Dies hat zur Folge, dass eine hierauf basierende Analyse nicht
mehr ausschließlich datengetrieben ist. Der Fakt, dass eine Kookkurrenz zu einem
bestimmten Zeitpunkt in den Texten nicht mehr verwendet wird, was wiederum eine
starke Änderung des Kontextes darstellt, kann durch die Verwendung des globalen
Kontextes an dieser Stelle komplett überlagert werden. Die Folge daraus kann das
Nichterkennen einer vorliegenden Kontextänderung sein. Generell tendiert dieses Ver-
fahren dazu, Ergebnisse zu glätten, wobei tatsächlich vorliegende rapide Änderungen
des Kontextes übersehen werden können.
2. Lokales Wissen: Zur Anwendung von lokalem Wissen wird ein Ansatz gleich dem in
Recommender Systemen (siehe [15]) angewendeten kollaborativen Filtern eingesetzt.
Die Idee besteht hierbei im Gegensatz zur Ersetzung durch globales Wissen darin,
die Lücken mit Werten zu ersetzen, welche sich ausschließlich aus Informationen des
jeweils betrachteten lokalen Zeitpunktes ergeben. Analog zum kollaborativen Filtern in
Online Plattformen, in denen anhand von Benutzergruppen, die ähnliche Verhaltensmu-
ster aufzeigen, versucht wird, das Interesse eines Individuums vorherzusagen, wird hier
nun versucht, Worte zu finden, die ein ähnliches Kookkurrenzverhalten zum Bezugwort
aufweisen. Aus deren Auftretenssignifikanz mit dem die Lücke verursachenden Wort
im lokalen Zeitpunkt wird eine Approximation für die Lücke vorgenommen. Werden
ausreichend viele Worte gefunden, die ein ähnliches Kookkurrenzverhalten aufweisen
(Cosinus-Ähnlichkeit der Wortvektoren größer als Schwellwert µ), so wird deren
Kookkurrenzinformation bezüglich der anfänglich aufgefundenen Lücke verwendet.
Konkret wird hierbei der Mittelwert der Signifikanzen der gefundenen ähnlichen Worte
verwendet. Die genaue Berechnung des Wertes ist in der Formel 4.2 dargestellt. Hierbei
beschreibt xi, j die zu ersetzende Lücke in der Kookkurrenzmatrix und n die Größe des
Vokabulars. Die Anwendung dieser Methode kann jedoch zu zwei Nachteilen führen.
Zum einen wird genau wie bei der Anwendung globalen Wissens, das Nichtsehen
einer Wortkombination abgeschwächt oder sogar komplett ignoriert. Zum anderen
kann durch die Verwendung sich ähnlich verhaltender Worte aus diesem Zeitpunkt
nicht garantiert werden, dass die vorhandenen Lücken durch Werte ungleich 0 ersetzt
werden. Sind auch für alle gefundenen, sich ähnlich verhaltenden Worte in Bezug
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auf den die Lücke verursachenden Term keine gemeinsamen Vorkommen im lokalen
Zeitpunkt auffindbar, so kann keine Ersetzung der Lücke vorgenommen werden. Damit
























Zusammenfassend lässt sich nun also feststellen, dass der Umgang mit lückenhaften
Daten in rangbasierten Berechnungsmethoden der KV Probleme mit sich bringt. Die Nicht-
verwendung der Lückeninformationen als auch das Ersetzen dieser hat stets zur Folge, dass
ein manueller Eingriff in die vorliegenden Daten vorgenommen wird. Insbesondere im Kon-
text von schwachen Signalen können diese künstlichen Veränderungen in den Daten zu
irreführenden Ergebnissen beitragen. Dies ist in jedem Fall zu verhindern. In Kapitel 4.2.1.3
wird deshalb eine speziell auf die erkannten Probleme bei der rangbasierten Berechnung
der KV zugeschnittene Methode vorgestellt, die die korrekte Abbildung von Lücken in den
Daten erlaubt.
Abweichende Bedeutung identischer absoluter Rangänderungen auf verschiedenen Si-
gnifikanzniveaus Eine weitere Limitierung, die allen rangbasierten Verfahren gemein
ist, resultiert aus der Annahme, dass Rangänderungen unabhängig der dafür ursächlichen
Signifikanzänderung gleich gewichtet sind. Die Verteilung von Kookkurrenzsignifikanzen
ist nicht uniform über den gesamten Wertebereich. Es ist vielmehr so, dass es zahlreiche
Kookkurrenzen gibt, welche eine geringe Signifikanz aufweisen und nur wenige, die eine
hohe Signifikanz aufweisen. Dies ergibt sich je nach angewendetem Signifikanzmaß bereits
aus der Berechnung an sich. In Abbildung 4.1 ist die Verteilung der Dice-Signifikanzen für
die Dokumente der Tageszeitung taz aus dem Jahr 2017 dargestellt. Für diese Untersuchung
wurden die Kookkurrenzsignifikanzen auf Satzbasis jeweils einmal mit und ohne Standard-
Vorverarbeitungsschritte (Pruning mit Mindestwortfrequenz: 2, Kleinschreibung, Stoppwort-,
Zahlen-, Sonderzeichen- und Satzzeichenentfernung) durchgeführt. Die Ausführung von
Vorverarbeitungsschritten beeinflusst maßgeblich die Größe des verwendeten Vokabulars
(216514 mit Vorverarbeitung; 525249 ohne Vorverarbeitung). Es ist jedoch zu erkennen,
dass selbst nach durchgeführter Vorverarbeitung ( Abbildung 4.3 & 4.4) die Verteilung der
Signifikanzen vielmehr einer Exponentialverteilung folgt, als eine Gleichverteilung darzu-
stellen. Dieses starke Ungleichgewicht der verschiedenen Signifikanzlevel führt dazu, dass
im Durchschnitt ein Großteil der Kookkurrenzen eines Zielwortes sehr geringe Signifikanzen
132
Quantifizierung von Kontextänderung als Möglichkeit zur Erkennung von schwachen
Signalen
Abbildung 4.1 Verteilung der berechneten
Dice-Signifikanzen nach zuvor durchge-
führter Vorverarbeitung auf Beispieldaten-
satz der Dokumente der Tageszeitung taz
im Jahr 2017.
Abbildung 4.2 Verteilung der berechneten
logarithmierten Dice-Signifikanzen nach
zuvor durchgeführter Vorverarbeitung auf
Beispieldatensatz der Tageszeitung taz im
Jahr 2017.
aufweist. Befindet sich der überwiegende Teil der Kookkurrenzen eines Wortes in diesem
unteren Signifikanzniveau, so sind mögliche Signifikanzänderungen in Bezug auf einen an-
deren Zeitpunkt in der Regel mit einer vergleichsweise großen absoluten Rangverschiebung
verbunden, selbst dann, wenn die zugrunde liegende Signifikanzänderung nur sehr gering
ist. Generell sind diese Verschiebungen in der Regel eher auf Rauschen als auf wirklich
vorliegende semantische Verschiebungen in der Verwendung des Zielbegriffs zurückzuführen.
Dieses Rauschen, welches durch die Verwendung von Rängen verstärkt wird, sorgt dafür,
dass hohe Volatilitätswerte berechnet werden, obwohl die wirklich wichtigen Kontexte des
Zielwortes stabil sind. Die Berechnungsfunktionen Varianz und IQR können diesen Umstand
nicht ausreichend handhaben. Zusammenfassend lässt sich erkennen, dass die Verwendung
von Rängen bei der Zuweisung an sich, aber auch durch die damit verbundenen Annahme,
alle Rangänderungen seien identisch gewichtet, Nachteile und Probleme mit sich bringt.
Diese haben zur Folge, dass die Quantifizierung der Kontextänderungen von Zielworten über
die Zeit Ungenauigkeiten aufweisen kann, was in der Evaluation (siehe Kapitel 4.3) bestätigt
wird.
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Abbildung 4.3 Verteilung der berechneten
Dice-Signifikanzen ohne Vorverarbeitung
auf Beispieldatensatz der Tageszeitung taz
im Jahr 2017.
Abbildung 4.4 Verteilung der berechneten
logarithmierten Dice-Signifikanzen ohne
Vorverarbeitung auf Beispieldatensatz der
Tageszeitung taz im Jahr 2017.
4.2.1.2 Distanzmaße
Für alle im Folgenden vorgestellten Verfahren wird die Kontextänderung auf Basis einer defi-
nierten Menge von h Zeitpunkten abgeschätzt, um somit in einem Sliding-Window-Ansatz2
eine Verlaufskurve der quantifizierten Kontextänderung über den gesamten Zeitraum erstellen
zu können. Für jedes der betrachteten Zeitfenster werden die Veränderungen der Menge
an Kookkurrenzen des Zielwortes untersucht. Trotz der genannten Probleme, insbesondere
bei der Rangzuweisung, sollen nun die verschiedenen Möglichkeiten zur Quantifizierung
von Rangänderungen erläutert werden. Die vorgestellten Verfahren zur Minimierung der
Problematik der Rangzuweisung bei Lücken lässt sich beliebig mit den Berechnungsverfah-
ren Varianz, IQR und Varianzkoeffizient kombinieren. Darüber hinaus wird neben den drei
genannten Berechnungsmöglichkeiten ein weiterer Algorithmus zur Abschätzung von Kon-
textänderung vorgestellt, der einen innovativen Ansatz zum Umgang mit Lücken beschreibt.
Der MinMax-Algorithmus beschreibt eine Möglichkeit, Kontextänderungen rangbasiert ab-
zubilden, ohne dabei jedoch den damit einhergehenden Problemen zum Opfer zu fallen. Im
Gegensatz zu den übrigen Ansätzen, bei denen die Variation einer definierten Menge an
Zeitpunkten unabhängig von deren exakter Anordnung betrachtet wird, wird beim MinMax-
Algorithmus eine schrittweise Änderung von Zeitpunkt t−1 zu t über den definierten Bereich
berechnet. In der Regel sind für ein Zielwort eine Vielzahl an Kookkurrenzen vorhanden. Die
2Der Sliding-Window-Ansatz beschreibt hier das schrittweise Betrachten einer Menge von Zeitpunkten, bei
welcher für eine definierte Größe an Zeitpunkten das Fenster jeweils um einen einzelnen Zeitpunkt voranrückt.
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nun beschriebenen Verfahren werden dabei für jede Kookkurrenz einzeln vorgenommen und
am Ende wird der Durchschnitt der gemessenen Variationen über den gesamten Zeitraum
betrachtet.
Varianz Die Verwendung des Maßes Varianz stellt den ersten Ansatz zur Abschätzung
der Rangvariationen dar, wie er auch in [50] beschrieben wurde. Es werden dabei zunächst
für die vorgegebene Menge an Zeitpunkten h die Ränge auf Basis der berechneten Kook-
kurrenzsignifikanzen mit dem Zielwort zugeteilt. Für jede Kookkurrenz von wZiel ergeben
sich somit h Ränge, welche die Grundlage für die Variationsabschätzung bilden. Hierbei
können die bereits vorgestellten Verfahren zum Umgang mit lückenhaften Daten vor der
Zuweisung der Ränge Anwendung finden. Die Varianz kann die Problematik der falschen
Annahme, Rangänderungen seien über alle Signifikanzniveaus gleichbedeutend, nicht lö-
sen. So werden oftmals hohe Variationswerte für Kookkurrenzen im hinteren Rangbereich
ausgegeben, welche vielmehr auf Rauschen als auf semantische Änderungen zurückzufüh-
ren sind. Damit einhergehend werden gleichermaßen tatsächlich vorliegende semantische
Änderungen, welche sich im Kookkurrenzverhalten ausdrücken, relativ gesehen nicht aus-
reichend beachtet, da wiederum die absoluten Rangänderungen im vorderen Bereich nur
geringere Werte aufweisen. In Formel 4.3 wird die Berechnung dargestellt. t stellt dabei den
aktuell betrachteten Zeitpunkt dar. CtwZiel beschreibt die gemessenen Signifikanzwerte der
Kookkurrenzen von wZiel zum Zeitpunkt t. CtwZiel ,i entspricht dem Signifikanzwert der i
′ten
Kookkurrenz. Die Funktion Rang(CtwZiel , i) bestimmt den Rang der i
′ten Kookkurrenz von
wZiel zum angegebenen Zeitpunkt t. Diese Rangfunktion wird für jede Kookkurrenz für jeden
Zeitpunkt in t − (h− 1), ..., t berechnet. Ausgehend von dieser Menge an h Rängen wird
mithilfe der Varianz ein Variationswert für jede Kookkurrenz i ermittelt. Diese einzelnen
Variationswerte werden anschließend gemittelt, um eine Aussage über die Schwankung des







Var(Rang(Ct−(h−1)wZiel , i), ...,Rang(C
t
wZiel , i)) (4.3)





vor, so ergäben sich die folgenden Abschätzungen der Rangvariation:
Var(Rcooc1) = 13773.88
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Var(Rcooc2) = 68055.56
Var(Rcooc3) = 309.8778
Die zwei Ausreißer in Rcooc2 (1200, 1150) sorgen hierbei dafür, dass eine höhere Variation
als in Rcooc1 gemessen wird, obwohl die übrigen Ränge in Rcooc1 deutlich mehr variieren als
in Rcooc2 . cooc3 stellt eine Kookkurrenz aus dem vorderen Bereich dar. Die vorliegenden
absoluten Änderungen sind geringer als bei den anderen beiden Kookkurrenzen, obwohl sie
mitunter eine deutlich größere Signifikanzänderung ausdrücken.
IQR Der IQR stellt eine weitere Berechnungsmöglichkeit zur Abschätzung der Rangva-
riationen dar. Wie in Formel 4.4 zu sehen, wird hierbei prinzipiell analog zu der in Formel
4.3 beschriebenen Berechnung auf Basis der Varianz vorgegangen. Auch hier werden für die
Menge der Kookkurrenzen CwZiel jeweils die Variationen anhand der berechneten h Ränge
abgeschätzt und letztendlich deren Durchschnitt ermittelt. Der Unterschied besteht hierbei
jedoch darin, wie aus den h Rängen eine Abschätzung der Variation der Ränge vorgenommen








IQR(Rang(Ct−(h−1)wZiel , i), ...,Rang(C
t
wZiel , i)) (4.4)
IQR = x0.75 − x0.25 (4.5)
Beispiel. Für die in Kapitel 4.2.1.2 vorgestellten Mengen an Rängen für die drei Kookkur-




Die Verwendung des IQR hat zur Folge, dass die zwei Ausreißer in R2 sich nicht in der
berechneten Variation direkt widerspiegeln. Es tritt sogar der gegenteilige Effekt im Vergleich
zur Verwendung der Varianz auf, wobei hier nun die Variation für R2 um ein Vielfaches
geringer als die von R1 abgeschätzt wird. Generell sorgt die Verwendung des IQR dafür,
dass die gemessenen Variationen geglättet werden und kurzzeitige starke Änderungen der
Ränge unbeachtet bleiben. Dies führt dazu, dass tatsächlich vorhandene signifikante Ände-
rungen in den Rängen ignoriert werden. Erst dann, wenn eine Rangänderung eines Wortes
über mehrere Zeitpunkte hinweg auftritt, beeinflusst dies direkt die gemessene Variation.
Gerade bei der Verwendung von großen Zeitfenstern kann dieser Nachteil die Berechnung
der Kontextänderung eines Zielwortes deutlich verzerren.
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Varianzkoeffizient Der Varianzkoeffizient hat im Vergleich zu Varianz und IQR den deut-
lichen Vorteil, dass zur Abschätzung der Variation eines Ranges nicht nur die vorliegende
absolute Streuung der Ränge3, sondern zusätzlich noch das Mittel der Ränge hinzugezogen
wird. Hierüber ist es nun möglich, die Problematik der unterschiedlichen Bedeutungen von
Rangänderungen in verschiedenen Signifikanzbereichen abzubilden (vgl. [55]). Durch das
Dividieren der Standardabweichung einer Menge von Rängen durch deren Erwartungswert,
lässt sich die Annahme beschreiben, dass die erwarteten absoluten Rangänderungen abhängig
von deren Mittelwert sind. Dies spiegelt die Hypothese wider, dass eine hohe absolute Rang-
änderung im hinteren Bereich der Kookkurrenzen weniger bedeutsam ist als die identische
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Beispiel. Für die Beispielsrangmengen Rcooc1 , Rcooc2 und Rcooc3 ergeben sich unter An-
wendung des Varianzkoeffizienten folgende Werte:
VarKoe f f (Rcooc1) = 0.2066599
VarKoe f f (Rcooc2) = 0.3753591
VarKoe f f (Rcooc3) = 0.4103344
Da hier nun die gemessene Standardabweichung in Relation zum Mittelwert der jeweili-
gen Rangmenge genutzt wird, erzielt Rcooc3 die höchste Variation. Für die anderen beiden
Rangmengen, sind die hohen absoluten Änderungen weniger relevant, da durch deren hohen
Mittelwert bereits davon ausgegangen wird, ein großes Maß an absoluten Rangänderungen
zu sehen. Die Berechnungsmethode Varianzkoeffizient erlaubt somit zwar die Modellierung
der Annahme, dass identische Rangunterschiede in unterschiedlichen Signifikanzniveaus
abweichende Bedeutungen ausdrücken. Jedoch können die Probleme, welche durch Lücken
in den Daten verursacht werden, auch durch die Anwendung des Varianzkoeffizienten nicht
gelöst werden.
4.2.1.3 MinMax-Algorithmus
Der nun vorgestellte MinMax-Algorithmus zielt insbesondere auf die Lösung der Probleme
ab, welche durch Lücken in den Daten hervorgerufen werden. Die konsequente Einbeziehung
von Lücken in die Abschätzung der Kontextänderung stellt das Alleinstellungsmerkmal des
Algorithmus dar. Um dies zu gewährleisten, werden einige Unterscheidungen zu den zuvor
beschriebenen Algorithmen vorgenommen. So wird hier nun, anstatt der Nichtverwendung
3 unter Anwendung der Standardabweichung
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oder dem Ersetzen der Lücken durch lokales oder globales Wissen die Information des
Nichtvorkommens direkt verwendet. Außerdem wird die Reihe der zugewiesenen Ränge
einer Kookkurrenz im gewählten Zeitraum nicht mehr als unsortierte Menge betrachtet.
Vielmehr wird beim MinMax-Algorithmus der schrittweise Unterschied von einem Zeit-
punkt zum darauffolgenden Zeitpunkt berechnet. Die betrachteten Zeitpunkte sind dabei
auch wieder durch T = t − (h− 1), ..., t gegeben. Durch die paarweise Untersuchung der
Rangdifferenzen ergeben sich damit h− 1 Schritte, für welche Messungen vorzunehmen
sind. Diese werden im letzten Berechnungschritt durch die Anwendung des Mittelwertes
wieder zu einem einzigen Wert zusammengefasst. Neben dieser Änderung wird zusätzlich
ein neues Rangzuweisungsverfahren eingeführt, welches die Ränge in Abhängigkeit des
Vorhandenseins einer Lücke auf zwei verschiedene Arten zuweist (Formel 4.7 & 4.8). Im
Verfahren 4.7 werden die Ränge absteigend von der maximalen Anzahl an Kookkurrenzen
max(||CTwZiel ||) in einem der Zeitpunkte aus dem gesamten Bereich T zugewiesen. Kookkur-
renzen i, welche zu einem Zeitpunkt t j ∈ T nicht gemeinsam mit wZiel vorkommen (Lücken),
erhalten alle den Rang 0. In der zweiten Formel 4.8 wird ein Rangzuweisungsverfahren
beschrieben, bei welchem die Ränge absteigend von der Anzahl an Kookkurrenzen ||Ct jwZiel ||
im jeweiligen Zeitpunkt t j, zugeordnet werden. Kookkurrenzen, die in diesem Zeitpunkt die
Signifikanz 0 aufweisen, erhalten wieder den Rang 0. Diese beiden Rangfunktionen sind
mit ihrem Vorgehen, die Ränge absteigend von einer ermittelten Maximalzahl zu verteilen,
invers zu den in den bisherigen Verfahren angewandten Rangzuweisungsstrategien, bei denen
jeweils die größte Signifikanz Rang 1 zugeordnet war. Hier wird die größte Signifikanz nun
mit dem größtmöglichen Rang versehen.
R¬0(Ct jwZiel , i) =
max(||CTwZiel ||)+1−Rang
inv(Ct jwZiel , i)
max(|CTwZiel ||)
(4.7)
R0(Ct jwZiel , i) =
||Ct jwZiel ||+1−Rang
inv(Ct jwZiel , i)
max(|CTwZiel ||)
(4.8)
R¬0(Ct jwZiel , i) und R
0(Ct jwZiel , i) entsprechen dabei den jeweiligen Rängen der i
′ten Kookkur-
renz von wZiel zum Zeitpunkt t j, welche durch die beiden vorgestellten Verfahren ermittelt
werden. max(|CTwZiel ||) entspricht der maximalen Anzahl an Kookkurrenzen von w
Ziel inner-
halb aller Zeitpunkte in T . Zugleich stellt dies die Normalisierungskonstante dar, mit welcher
alle gefunden Ränge in das Intervall [0,1] abgebildet werden. Diese Normalisierung beseitigt
die Abhängigkeit von der Anzahl an Kookkurrenzen und damit der Frequenz des Ausgangs-
wortes bei der Berechnung von Rangvariationen. Ist ein Wort sehr frequent, so hat es in der
Regel auch viele Kookkurrenzen. Eine hohe Anzahl an Kookkurrenzen macht wiederum eine
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hohe absolute Rangvariation in verschiedenen Zeitpunkten sehr wahrscheinlich. Dies hat zur
Folge, dass durch die Verfahren Varianz und IQR ein Vergleich der Kontextänderung von Wor-
ten auf unterschiedlichen Frequenzniveaus kaum möglich ist, da die höherfrequenten Worte
in der Regel per se eine größere Rangvariation und damit eine größere KV aufweisen. Die
tatsächlich zugrunde liegenden Kontextverschiebungen von Zielworten aus unterschiedlichen
Frequenzniveaus können damit durch die bisherigen rangbasierten Verfahren4 nicht direkt
verglichen werden. Die Verwendung der beiden vorgestellten Rangzuweisungsstrategien
des MinMax-Algorithmus ermöglicht es nun aber, neben einem absoluten maximalen Rang
für die höchste Signifikanz5, einen weiteren absoluten minimalen Rang (Rang 0) über alle
Zeitpunkte verwenden zu können. Es gilt nun noch festzulegen, wann welcher der beiden
jeweils vorhandenen Ränge Anwendung findet. Im MinMax-Algorithmus wird jeweils der
Abstand der Ränge einer Kookkurrenz von wZiel zu zwei Zeitpunkten betrachtet. Die Ränge
R¬0 werden dann angewendet, wenn keiner der beiden betrachteten Einträge eine Lücke
darstellt. Wenn mindestens einer der beiden Einträge eine Lücke darstellt, wird auf den Rang
R0 zurückgegriffen. In der Formel 4.10 ist dies dargestellt. Durch die Vergabe des Ranges
0 und der Zuweisung der Ränge basierend auf der lokalen maximalen Anzahl an Rängen
in R0, wird die Betrachtung der direkten Rangveränderung einer Lücke zu seiner neuen
Position möglich. Auch der umgekehrte Fall einer zuvor vorhandenen Kookkurrenz zu einer
Lücke lässt sich über das gleiche Verfahren abbilden. Durch die zweite Rangzuweisung nicht
lückenaufweisender Daten R¬0 wird gleichzeitig gewährleistet, auch die absolute Position
des ersten Ranges über verschiedene Zeitpunkte mit unterschiedlicher Kookkurrenzanzahl
aufrecht zu erhalten. Dies erlaubt somit insgesamt die direkte Verwendung der Lückeninfor-
mation zur Abschätzung der Kontextvariationen eines Ausgangswortes über die Zeit unter
gleichzeitiger Verwendung eines stabilen Wertes für den obersten Rang. Der gesamte Prozess
des Berechnens der KV für wZiel unter Anwendung des MinMax-Algorithmus ist in Formel










f (Ct jwZiel , i) (4.9)
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wZiel ,i = 0
| R¬0(Ct jwZiel , i)−R




wZiel ,i = ¬0
(4.10)
4eine Ausnahme stellt dabei die Verwendung des Varianzkoeffizienten dar
5in den anderen rangbasierten Verfahren wird der maximale Rang stets durch Rang 1 repräsentiert
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Verwendung einer Betaverteilung zur Unterdrückung von Rauschen Um den unter-
schiedlichen Bedeutungen von Rangänderungen in verschiedenen Signifikanzbereichen
gerecht zu werden, kann durch die Verwendung einer Betaverteilung eine entsprechende
Gewichtung vorgenommen werden, sodass Rangänderungen im vorderen Teil der Ränge
(hohe Signifikanzen) eine höhere Bedeutung zugeteilt bekommen als solche, die sich im
hinteren Teil befinden. Die Gewichte können wie folgt hinzugefügt werden:








wZiel ,i = 0
| B(R¬0(Ct jwZiel , i))−B(R




wZiel ,i = ¬0
(4.11)
B() ordnet hierbei den normalisierten Rängen, welche stets im Intervall [0,1] sind, einen
angepassten Wert zu. Die Verwendung von Gewichten aus der Betaverteilung erlaubt es
außerdem, den Einfluss von Rauschen auf die gemessene KV zu minimieren, indem durch
die Betaverteilung Unterschiede in den Rängen, welche im unteren Signifikanzbereich liegen
(normalisierte Ränge nahe 0), relativ betrachtet, herab gewichtet werden können. Rauschen
beschreibt hierbei zufällige, nur vereinzelt auftretende Kookkurrenzen, welche einen sehr
geringen Signifikanzwert aufweisen. Die Betaverteilung wird durch die Parameter α und β
parametrisiert. β ist dabei auf den Wert 1 fixiert. Der Wert für α kann aber frei im Intervall
der ganzen Zahlen größer 0 belegt werden. Je größer α gewählt wird, desto höher werden
die Rangunterschiede gewichtet, welche im vorderen Bereich (normalisierte Ränge nahe
1) auftreten. Ein Beispiel für vier verschiedene Belegungen ist in der Grafik 4.5 zu sehen.
Ein zu hoher Wert für α kann aber zur Folge haben, dass auch relevante Signale herunter
gewichtet werden und somit das eigentlich vorliegende Signal nicht mehr erfasst werden
kann.
4.2.2 Signifikanzbasierte Ansätze
Neben der Verwendung von Rängen auf Basis der Kookkurrenzsignifikanzen zur Abschät-
zung der Kontextänderung eines Zielwortes über die Zeit besteht eine weitere Möglichkeit
darin, die Signifikanzwerte direkt zur Quantifizierung der Zielvariablen heranzuziehen.
Insbesondere die Verwendung der Dice-Signifikanz (siehe Formel 3.3) ermöglicht durch
die Abbildung der Signifikanzen in den Wertebereich [0,1] eine direkte Einbeziehung von
Lücken. Solche Lücken in den Daten werden hierbei dann durch den Signifikanzwert 0
dargestellt. Darauf aufbauend, lassen sich dann wiederum die Abstände zu Signifikanzen
ungleich 0 berechnen, ohne eine weiterführende Transformation vornehmen zu müssen.
Andere Signifikanzmaße wie Log-Likelihood Ratio oder PMI sind zwar weiter verbreitete
Signifikanzmaße, haben aber den Nachteil, nicht in ein abgeschlossenes Intervall von [0,1]
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Abbildung 4.5 Betaverteilung mit β = 1 und vier verschiedenen Belegungen für α , verwendet
im MinMax-Algorithmus zur Unterdrückung von Rauschen.
abzubilden. Dies führt dazu, dass bei der Einbeziehung von Lücken erneut unerwünschte
Nebeneffekte auftreten können, die weitere notwendige Anpassungen zur Folge haben. Des-
wegen wird hierbei zunächst von der Verwendung der Dice-Signifikanz als Signifikanzmaß
zur Beurteilung der Bedeutung einer Kookkurrenz ausgegangen. Für den signifikanzbasierten
Ansatz wurden zwei verschiedene Berechnungsvorgehensweisen entwickelt. Die erste ist
analog zu den rangbasierten Verfahren, die die Variation der Datenpunkte in einem defi-
nierten Zeitfenster unabhängig deren Reihenfolge misst. Anstelle von Rängen wird hierbei
jedoch mit den vorliegenden Signifikanzen gearbeitet. Die zweite Vorgehensweise sieht die
Berechnung eines Erwartungswertes anhand eines Referenzzeitraums vor, welcher dann mit
den tatsächlich vorliegenden Daten verglichen wird. Diese beiden Verfahren werden nun
genauer beschrieben.
4.2.2.1 Variation im betrachteten Zeitfenster
Zur Berechnung der KV auf Basis von Signifikanzwerten und zur Betrachtung der Variation
der Werte innerhalb eines vorgegebenen Zeitfensters, können die vorgestellten Distanzmaße
(Varianz, Varianzkoeffizient und IQR) direkt auf den zuvor für jeden Zeitpunkt berechneten
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Signifikanzwerten angewendet werden. Das Auftreten von Lücken in den Daten, was bei den
rangbasierten Verfahren Probleme hervorruft, ist bei der Verwendung der Dice-Signifikanz
unproblematisch. Kommt eine Kookkurrenz zu einem einzelnen Zeitpunkt nicht vor, kann
die Signifikanz von 0 direkt in die Berechnung mit einbezogen werden. Die übrigen Berech-
nungsmethoden sind analog zu den rangbasierten Verfahren mit dem einzigen Unterschied,
die Rangzuweisung nicht durchzuführen und stattdessen die bloßen Signifikanzwerte zu
verwenden.
4.2.2.2 Referenzbasierte Ansätze
Neben den beiden bisher vorgestellten Verfahren, bei denen entweder die Variation innerhalb
einer unsortierten Menge von Zeitpunkten bestimmt wurde oder die schrittweise Änderung
von Zeitpunkt zu Zeitpunkt (MinMax) in einer definierten Menge an Zeitpunkten gemessen
wurde, soll hier nun ein weiterer Ansatz erläutert werden. Um die Kontextänderung eines
Zielwortes zu einem bestimmten Zeitpunkt t zu bestimmen, werden dafür die davor liegenden
Zeitpunkte t −h, ..., t −1 herangezogen. Die Menge der zurückliegenden Zeitpunkte wird
über den Parameter h quantifiziert. Die Idee besteht dabei darin, für jede Kookkurrenz i des
Zielwortes anhand der Referenzzeitpunkte t−h, ..., t−1 einen Signifikanzerwartungswert Et,i
zu berechnen. Dieser Erwartungswert soll dann mit der tatsächlich in Zeitpunkt t vorliegenden
Signifikanz abgeglichen werden. Dieser Abgleich kann beispielsweise durch die Verwendung
der euklidischen Distanz oder durch die Anwendung der Cosinus-Distanz berechnet werden.
Im Folgenden wird diese Berechnungsvariante als referenzbasierter Ansatz bezeichnet.
Berechnung der Referenzwerte Für jede Kookkurrenz i des Zielwortes wZiel soll auf
Basis der vorliegenden Signifikanzwerte Ct jwZiel ,i mit t j ∈ t −h, ..., t −1 ein Erwartungswert
Et,i für den Zeitpunkt t erstellt werden. Zur Berechnung des Erwartungswertes werden die





Ct jwZiel ,i ∗λ j (4.12)
λ j stellt hierbei einen Gewichtungsfaktor dar, welcher, in Abhängigkeit des betrachteten
Zeitpunktes, den vorliegenden Signifikanzen Gewichte zuordnet. Dieser Gewichtungsfaktor
λ erlaubt es, die Annahme zu modellieren, dass den unterschiedlichen Zeitpunkten, welche
zur Referenzberechnung herangezogen werden, verschiedene Bedeutungen zugrunde liegen.
So lässt sich beispielsweise die Annahme, dass kürzer in der Vergangenheit liegende Zeit-
punkte einen größeren Einfluss auf die Vorhersage des Referenzzeitpunktes aufweisen als
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weit zurückliegende Zeitpunkte, durch die Verwendung einer linearen oder exponentiellen
Gewichtung der Zeitpunkte modellieren. In der Grafik 4.6 werden drei Optionen an Gewich-
tungsfaktoren mit einer Gedächtnisgröße von fünf Zeitpunkten dargestellt. Die Berechnung
der Gewichte für die drei Optionen wird in den Formeln 4.13, 4.14 und 4.15 beschrieben.
Wird eine uniforme Gewichtungsfunktion verwendet, erhalten alle Zeitpunkte die gleiche
Gewichtung. Bei den anderen beiden Optionen werden den weniger weit zurückliegenden
Zeitpunkten größere Gewichte zugeordnet als den weiter entfernten. Bei der exponentiellen
Gewichtung wird jedoch eine noch deutlich stärkere Gewichtung auf die jüngere Vergan-
genheit gelegt als bei der linearen Gewichtung. Neben diesen drei Gewichtungsfunktionen
ist die Anwendung von weiteren Funktionen, welche beispielsweise periodische Ereignisse
adressieren, möglich.















Nachdem für jede Kookkurrenz des Zielwortes auf Basis eines Gewichtungsfaktors und der
h gesehenen zurückliegenden Zeitpunkte ein Referenzwert erstellt wurde, gilt es, diesen mit
dem in den Daten tatsächlich vorliegenden Wert zu vergleichen. Liegt eine starke Abweichung
vor, so ist dies ein Indiz dafür, dass sich der Zusammenhang der betrachteten Kookkurrenz
verändert hat. Um die Veränderung des gesamten Kontextes eines Zielwortes zu betrachten,
ergeben sich mehrere Möglichkeiten. Der gesamte Kontext wird beschrieben durch die
Menge aller Kookkurrenzen des Zielwortes. Für jede dieser Kookkurrenzen liegt sowohl
ein berechneter Erwartungswert als auch der tatsächlich zu Zeitpunkt t gemessene Wert vor.
Damit existieren zwei Vektoren, deren Distanz über die folgenden Maße bestimmt werden
kann.
Euklidischer Abstand Der euklidische Abstand stellt eine Möglichkeit zur Quantifizie-
rung des Unterschiedes zweier Vektoren dar. Hierfür werden die elementweisen Differenzen










n beschreibt hierbei die Anzahl an Kookkurrenzen ||CwZiel || des Zielwortes.
4.2 Berechnungsmöglichkeiten der Kontextvolatilität 143
Abbildung 4.6 Drei verschiedene Gewichtungsfaktoren: linear, exponentiell und uniform für
eine Gedächtnisgröße h = 5.
Euklidischer Abstand kombiniert mit durchschnittlicher Änderung Der euklidische
Abstand verwendet die Summe aller Einzelabstände. Je größer die Anzahl an Summanden ist,
desto höher ist die Wahrscheinlichkeit, eine insgesamt große Summe zu erhalten. Angewendet
auf die Abschätzung der KV, hat dies zur Folge, dass das Maß eine Präferenz für Worte mit
einer Vielzahl an Kookkurrenzen entwickelt. Dies sind in der Regel Worte, die selbst eine
sehr hohe Frequenz aufweisen. Um eine Aussage über die Kontextänderung von weniger
frequenten Worten zu erhalten, besteht die Möglichkeit, anstatt der Summe an Änderungen
deren Mittelwert zu verwenden. Hierfür wird die durch die euklidische Distanz erhaltende
Summe durch die Anzahl an Summanden dividiert. Im Gegensatz zur Summe wird bei
der Betrachtung des Mittelwertes der vorliegenden Abstände eine Präferenz auf Worte mit
einer geringen Frequenz gelegt. Diese haben in der Regel weniger Kookkurrenzen als sehr
häufige Worte. Die Wahrscheinlichkeit, dass eine große Änderung bei allen Kookkurrenzen
vorliegt, ist höher, wenn die Menge vorhandener Kookkurrenzen klein ist. Um diese beiden
Eigenschaften von Summe und Mittelwert abbilden zu können, wird eine Kombination aus
auf Summe und Mittelwert aufbauenden Distanzquantifizierungsverfahren vorgeschlagen.
Bei dieser Kombination werden die beiden Einzelwerte in einem finalen Schritt miteinander
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Manhattan-Distanz Analog zum euklidischen Abstand kann die Manhattan-Distanz, in-
klusive der Kombination aus der Summe der Abstände und deren Mittelwert, verwendet
werden. Der Unterschied zwischen der euklidischen Distanz und der Manhattan-Distanz
besteht in der Art der Berechnung und Zusammenfassung der einzelnen Abstände zwischen
den jeweiligen Vektorpaaren. Die Manhattan-Distanz sieht es vor, die absolute Differenz aller
Vektorpaare aufzusummieren, ohne diese zuvor zu quadrieren und letztendlich die Wurzel
aus der gesamten Summe zu ziehen. In der Anwendung zur Berechnung der KV auf Basis
der Dice-Signifikanz, liegen die Abstände stets im Intervall [0,1]. Damit hat die Verwendung
des euklidischen Abstandes zur Folge, dass geringe Distanzen durch die Quadrierung weiter
herab gewichtet werden. Oftmals repräsentieren diese marginalen Signifikanzänderungen
lediglich Rauschen in den Daten. Demnach kann es eine vorteilhafte Eigenschaft des euklidi-













|Et,i −CtwZiel ,i| ∗
∑
n
i=1 |Et,i −CtwZiel ,i|
n
(4.19)
Cosinus-Distanz Die Anwendung der Cosinus-Distanz beschreibt ein Abstandsmaß, wel-
ches nicht die einzelnen Unterschiede der Kookkurrenzen aufschlüsselt, sondern vielmehr
die beiden Vektoren Et und CtwZiel als Ganzes betrachtet und deren Winkelabstand im sich


















Die Evaluation von Verfahren ist essenziell, um deren Validität zu gewährleisten. Auch
erlaubt es die Evaluierung, Schwachpunkte bestehender Verfahren aufzudecken und auf
Basis dieses Wissens die Algorithmen weiter zu optimieren. In Standard-NLP-Aufgaben wie
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dem Zuordnen von POS-Tags oder der Eigennamenerkennung ist es durch das Vorhandensein
zahlreicher Testdatensätze möglich, eigens entwickelte Verfahren mit Standardevaluations-
mechanismen zu bewerten und damit auch mit den Ansätzen anderer Forscher zu vergleichen.
Hierzu werden in den meist manuell erstellten Testdatensätzen die vorhandenen Texte mit
Annotationen, so genannten Tags, versehen, welche den Goldstandard für den entsprechenden
Textabschnitt darstellen. Das Erstellen eines solchen Goldstandard kann beispielsweise vor-
sehen, in einer Menge an Dokumenten alle existierenden Eigennamen mit ihrer zugehörigen
Klasse (Ort, Organisation, Person, usw.) zu markieren. Ein Algorithmus, der die entspre-
chende Aufgabe automatisch lösen soll, versucht nun, automatisch den Textabschnitten die
korrekten Tags zuzuordnen. Der finale Schritt der Evaluation sieht den Vergleich der durch
den Algorithmus vorgenommenen Tags mit den Goldstandard-Tags vor. Hierzu werden die
Maße Precision und Recall angewendet, um die Übereinstimmungen auszudrücken.
Precision =
t p










Precision beschreibt das Verhältnis der korrekt positiv getaggten (tp - true positive) Worte im
Verhältnis zu allen getaggten Worten. Es wird also bestimmt, wie genau der Algorithmus
in der Lage ist, die Aufgabe zu erfüllen. Der Recall hingegen beschreibt den Anteil der
erkannten korrekten Tags in Bezug zu allen im Datensatz vorliegenden. Vereinfacht, bemisst
der Recall die Fähigkeit des Algorithmus, die in den Daten vorliegenden Tags zu erkennen.
Hierzu wird das Verhältnis aus allen korrekt positiv getaggten Worten (tp) in Bezug zur
Summe aus allen korrekt positiv getaggten (tp) und allen fälschlicherweise nicht getaggten
Worten (fn) berechnet. Der F1Score beschreibt eine Kombination aus Precision und Recall
durch die Anwendung des harmonischen Mittels. Evaluierungsdatensätze werden häufig im
Rahmen von Challenges auf Konferenzen als sogenannte shared tasks herausgegeben. Dazu
zählen beispielsweise die TREC6 oder die SemEval7 Tasks.
4.3.1 Synthetischer Datensatz
Es gibt keinen realen Goldstandard-Datensatz zur Quantifizierung kontextueller Verände-
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eines synthetischen Datensatzes als Evaluationsansatz vorgestellt. Es wird ein Algorithmus
beschrieben, welcher den Entstehungsprozess von Dokumenten in einem diachronen Setting
modelliert. Die grundlegende Idee besteht darin, die Kontexte einiger festgelegter Worte (sog.
Zielworte) gezielt zu verändern. Die Veränderung des Kontextes kann dabei durch drei Arten
abgebildet werden.
• Auftreten neuer Kookkurrenzen: Erhält ein Wort eine neue Bedeutung, so manife-
stiert sich dies im gemeinsamen Auftreten mit neuen Worten. Auch Innovationen oder
aktuelle Ereignisse können das Auftauchen neuer Verwendungskontexte und damit
neuer Kookkurrenzen zur Folge haben.
• Fehlen zuvor bekannter Kookkurrenzen: Die Änderung eines Kontextes kann aber
auch darin begründet liegen, dass bisher bekannte Verwendungskontexte wegfallen.
Dies kann beispielsweise durch das Ende eines stattfindenden Ereignisses oder durch
die Verschiebung einer Diskussion in eine neue Richtung ausgelöst werden.
• Verschiebung der Signifikanz bekannter Kookkurrenzen: Natürlich können aber
auch Dynamiken in konstant vorliegenden Kookkurrenzen existieren. Die Verbindung
von Worten zu anderen Worten und Themen kann hierbei über die Zeit hinweg unter-
schiedliche Intensitäten aufweisen. Ursächliche Ereignisse dafür können beispielsweise
die Ausbreitung und zunehmende Akzeptanz von zuvor wenig verbreiteten Meinungen
und Argumenten zu einem bestimmten Thema sein.
Für die spezifizierten Zielworte werden dabei klar definierte Funktionen festgelegt, welche
die Menge an Kontextänderungen in Abhängigkeit der Zeit bestimmen. Diese Funktionen
in Verbindung mit der Modellierung von Wortverteilungen in Dokumenten, welche dem
Zipfschen Gesetz folgen, stellen die Basis zur Erzeugung eines Evaluationsdatensatzes dar.
Im Anschluss an die Erzeugung des synthetischen Datensatzes werden für die Zielworte
die verschiedenen Methoden zur Quantifizierung von Kontextveränderung angewandt. Die
Methoden, welche dabei am meisten mit den vorgegebenen Zielfunktionen übereinstim-
men und diese rekonstruieren können, sind am besten in der Lage, Kontextdynamiken zu
quantifizieren.
Zielfunktionen Es wurden für die Analyse sieben Zielfunktionen erstellt, von denen zwei
in Abbildung 4.7 abgebildet sind. Diese beschreiben verschiedenartiges Verhalten von Kon-
textdynamiken, welche auch in einem echten Datensatz denkbar wären. Die modellierten
Funktionen der Kontextänderungen variieren von periodischen oder sprungartigen Ände-
rungen bis hin zu komplett unterbundener Dynamik über die gesamte Zeitspanne hinweg.
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Abbildung 4.7 Zielfunktionen Dreieck und Sinus verwendet zur Erstellung synthetischer
Datensätze. Die y-Werte beschreiben die Anzahl der im Zeitpunkt x vorzunehmenden Ände-
rungsoperationen.
Neben der Simulation realer Dynamiken sollen auch feine Änderungen in den Funktionen
dargestellt werden, welche es erlauben, eventuelle feingranulare Qualitätsunterschiede in den
anschließend angewendeten Quantifizierungsmethoden festzustellen. Für den synthetischen
Datensatz wurde eine Zeitspanne von 100 Zeitpunkten gewählt. Die sieben Funktionen haben
folgende Namen und Eigenschaften:
• Dreieck (siehe A.1): Mit dieser Funktion sollen Kontextdynamiken abgebildet werden,
die einen stetigen linearen Anstieg hin zu einem Zeitpunkt maximaler Kontextverände-
rung aufweisen. Direkt mit dem Erreichen dieses Maximums soll die Kontextverände-
rung im selben Maße wie der vorangestellte Anstieg abnehmen.
• Sinus (siehe A.2): Oftmals sind Kontextänderungen durch das Auftreten regelmä-
ßiger wiederkehrender Ereignisse hervorgerufen. Dieses periodische Verhalten von
Kontextdynamik wird durch die Verwendung einer Sinus-Funktion abgebildet.
• Linear keine Änderung (siehe A.3): Genauso wichtig wie das Messen von starker
Kontextänderung ist die Möglichkeit, Terme mit stabilen Kontexten identifizieren zu
können. Hierfür wird eine lineare Funktion verwendet, bei welcher keine Kontextän-
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derung in die Daten projiziert wird. Dies ermöglicht es außerdem, den Einfluss von
Rauschen auf die unterschiedlichen Quantifizierungsmaße abbilden zu können.
• Rutsche (siehe A.4): Bei Geschehnissen wie den Terroranschlägen in Nizza im Sommer
2016 oder in Paris im November 2015 kommt es zur plötzlichen Berichterstattung über
diese Ereignisse. Würden hierbei die Kontextänderungen der Begriffe Nizza und Paris
beobachtet werden, so ließe sich ein sprunghafter Anstieg der Frequenz des Begriffs,
aber auch der Veränderung des Kontextes zum Zeitpunkt der Anschläge feststellen.
Die Diskussionen in den Medien flachen aber in der Regel in den darauffolgenden
Wochen wieder ab (vgl. [37]). Der Effekt solcher Vorkommnisse auf die betroffenen
Worte wird durch diese rutschenförmige Funktion dargestellt.
• Halbkreis (siehe A.5): Diese Funktion modelliert ein ähnliches Verhalten, wie die Drei-
ecksfunktion. Jedoch wird hierbei statt eines linearen Anstiegs der Kontextvariationen
ein zum Mittelpunkt hin abnehmender Anstieg bis zum Maximalwert der Funktion
beschrieben.
• Hut (siehe A.6): Das Ziel dieser Funktion ist, ähnlich wie bei der Rutschenfunktion
geschildert, einen sprunghaften Anstieg der Kontextänderungen zu beschreiben. Die
Hutfunktion unterscheidet sich jedoch dadurch, dass sie das Verhalten einer nach dem
sprunghaften Anstieg zunächst stark bleibenden Kontextänderung vorgibt, welche dann
aber auch wieder genauso sprunghaft verschwindet.
• Canyon (siehe A.7): In den meisten bisher beschriebenen Funktionen wurde davon
ausgegangen, dass die Anzahl an Kontextänderungen auf einen bestimmten Zeitpunkt
ausgerichtet zunehmen. Hier soll nun aber das Gegenteil untersucht werden, also
ein Begriff simuliert werden, dessen Rate der Kontextänderung zu Beginn und Ende
der Zeitreihe sehr hoch ist, im Mittelpunkt der Untersuchung jedoch einen nahezu
gleichbleibenden Kontext aufweist.
Der Erstellungsprozess des synthetischen Datensatzes liegt in zwei verschiedenen Versio-
nen vor. Der hauptsächliche Unterschied ist dabei, dass die erste Version eine konstante
Häufigkeitsverteilung der Zielworte über die Zeit annimmt. Die Frequenzen der Zielworte
sind somit über den gesamten Prozess nahezu linear (nur beeinflusst durch Zufallseffekte im
Samplingschritt). Diese Annahme wird in der zweiten Version ersetzt durch die Verwendung
eines zufallsbasierten Prozesses zum Beschreiben der Verteilung der Zielworte über die Zeit,
bei welchem die Häufigkeiten der Zielworte stark variieren. Im Folgenden werden nun die
beiden Verfahren geschildert.
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Version 1 Die Erstellung des Datensatzes folgt zwei konkurrierenden Zielen. Einerseits
soll der Datensatz so nah wie möglich an einen authentischen Datensatz heranreichen. Daher
sollte die Wortverteilung dem Zipfschen Gesetz folgen. Andererseits muss gleichzeitig für
die vorgegebenen Zielworte die Änderung des Kontextes quantifizierbar sein. Für jede dieser
beiden Bestrebungen werden Wahrscheinlichkeitsverteilungen über das gesamte Vokabular
angelegt, welche die spezifischen Eigenschaften abbilden. Es wird dementsprechend eine
Kombination der beiden Ausgangsverteilungen zur Erstellung der synthetischen Dokumente
verwendet. Dies stellt einen Kompromiss dar, der es erlaubt, die vorgegebenen Zielfunktio-
nen eindeutig in den Daten zu modellieren, während simultan ein realitätsnaher Datensatz
erzeugt wird, der einer Zipfverteilung folgt (siehe Abbildung 4.8). Für die Simulation des
Erstellungsprozesses der Dokumente müssen verschiedene Parameter gesetzt werden. Hier
wurden die folgenden Belegungen gewählt:
• Anzahl von Zeitpunkten = 100
• Vokabulargröße = 1000
• mittlere Anzahl an Dokumenten pro Zeitpunkt ∼ N (500, 502)
• mittlere Anzahl an Worten pro Dokument ∼ N (300, 252)
Zur Abbildung der Zipfverteilung wird ein Faktor f iZip f =
1000
i erstellt, welcher jedem Wort
w1,...,1000 einen Wert zuweist, der nach anschließender Normalisierung als Samplingwahr-
scheinlichkeit genutzt werden kann. Zusätzlich werden sieben Funktionsfaktoren f1,...,7
formuliert, welche die Kontextänderungen in Abhängigkeit zur definierten Zielfunktion
beschreiben. Die vorgegebenen Kontextänderungen werden pro Funktion jeweils nur für ein
einzelnes Zielwort durch den zugehörigen Faktor definiert. Diese gesondert behandelten Wor-
te sind: w51 ∼ Dreieck,w52 ∼ Sinus,w53 ∼ Linear keine Änderung,w54 ∼ Rutsche,w55 ∼
Halbkreis,w56 ∼ Hut und w57 ∼Canyon. Der Wert dieser sieben Zielworte w51,...,57 wird im
Zipf-Faktor auf 0 gesetzt ( f 51,...,57Zip f = 0), weil diese in ihrem jeweils zugehörigen Funktionsfak-
tor f1,...,7 eine sehr hohe Wahrscheinlichkeit aufweisen, welche ausreicht, um sicherzustellen,
dass die Zielworte in das jeweilige dem Funktionsfaktor zugeordnete Dokument gesampelt
werden. Die ersten 50 Worte w1,...,50 sind zur Abbildung von Stoppworten vorgesehen. Für
jeden der sieben Funktionsfaktoren setzen wir 150 zufällige Nichtstoppworte als initialen
Kontext mit der Gewichtung ∼ N (75,25). Die Zielworte w51,...,57 haben in ihrem zuge-
hörigen Faktor ein Gewicht von 200. In den übrigen sechs Funktionsfaktoren wird ihnen
jedoch ein Gewicht von 0 zugeteilt. Hierdurch kann ausgeschlossen werden, dass mehrere
Zielworte gleichzeitig in dem identischen Dokument vorkommen. Das würde Effekte nach
sich ziehen, die die letztendliche Auffindbarkeit der Funktionssignale in den Daten erschwert.
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Alle anderen Worte starten mit einem Gewicht von 110 . Diese Worte können demnach mit dem
Zielwort gemeinsam in einem Dokument vorkommen, jedoch nur mit einer sehr geringen
Wahrscheinlichkeit.
Um nun kontextuelle Änderungen in den Daten zu simulieren, werden die sieben Funkti-
onsfaktoren zwischen jedem Zeitschritt geändert. Die Menge der Änderungen unterliegt
dabei der Vorgabe durch die zugehörige Zielfunktion. Ein Dokument wird jeweils einem
Funktionsfaktor durch das Ziehen aus einer Gleichverteilung über das Intervall der ganzen
Zahlen von 1 bis 7 zugewiesen. Im Anschluss daran wird die vorher bestimmte Anzahl an
Worten für dieses Dokument anhand einer multinomialen Verteilung gezogen, bei der die
Wahrscheinlichkeiten der zu ziehenden Worte sich über die in 4.24 beschriebene Formel
ergeben.
p(wi) =
fZip f (wi)+ f j(wi)
∑
V
j fZip f (w j)+ f j(w j)
(4.24)
Daraus ergibt sich für jedes Dokument des ersten Zeitpunktes ein Bag of Words. Bevor man
diesen Samplingschritt für die übrigen Zeitpunkte wiederholt, müssen die Funktionsfaktoren
f1,...,7 noch entsprechend ihrer Zielfunktion Änderungen in den Gewichtungen erhalten.
Die Zielfunktionen steuern die Anzahl der Änderungen ihrer entsprechenden Faktoren in
Abhängigkeit vom Zeitpunkt, um die Gewichtungen in den Faktoren und damit den Kontext
der Referenzworte zu beeinflussen. Es ist zu beachten, dass der Wert für das Zielwort im
zugehörigen Faktor gleich bleibt und bei allen anderen Zielwortfaktoren 0 bleiben muss (z. B.
f w511 = 200, f
w51
2,...,7 = 0). Um die Dynamik von Kontext zu simulieren, wurden drei mögliche
Veränderungen der Funktionsfaktoren identifiziert und umgesetzt:
1. Vertauschen der Wahrscheinlichkeiten von kookkurrierenden Worten: Dies wird
modelliert, indem die Wahrscheinlichkeitswerte von zwei Kookkurrenzen eines Fak-
tors vertauscht werden. Als Kookkurrenz werden alle Worte angenommen, die ein
Gewicht größer 0.1 aufweisen und dabei weder Stoppwort noch eines der Zielworte
darstellen. Damit kommt es zu einer Änderung ihrer Wahrscheinlichkeit, in das gleiche
Dokumente wie ihr zugehöriges Zielwort gezogen zu werden.
2. Auftreten neuer Kookkurrenzen: Um dies zu berücksichtigen, wird ein Wort in
einem Faktor, welches einen Wert von 0.1 aufweist, ausgewählt und diesem stattdessen
ein hoher Wert nach ∼ N (75,25) zugeordnet. Infolgedessen wird beim Sampling
eines Dokumentes sehr wahrscheinlich ein bisher unbekanntes Wort gezogen und somit
der Kontext des Zielwortes geändert.
3. Verschwinden bekannter Kookkurrenzen: Das Verschwinden eines bekannten Kon-
textes wird durch das Verringern der Gewichtung einer bisherigen Kookkurrenz (hohe
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Gewichtung) im Funktionsfaktor ausgedrückt. Genauer wird die Gewichtung einer
zufällig ausgewählten Kookkurrenz auf 0.1 gesetzt. Dies hat zur Folge, dass das vorher
wahrscheinlich anzutreffende Wort im kommenden Zeitpunkt voraussichtlich nicht
mehr gemeinsam mit dem Zielwort innerhalb eines Dokumentes auftritt.
Um die Dokumente für die folgenden Zeitpunkte zu erstellen, werden die Faktoren f t1,...,7 in
Abhängigkeit von den Faktoren des vorherigen Zeitpunktes (t −1) unter Berücksichtigung
der Zielfunktion geändert (siehe Formel 4.25).
f tj ∼ changetargetFunction( f t−1j ) (4.25)
Folgt beispielsweise f1 der Dreiecksfunktion, kann mittels t < 50 die Anzahl der Vertau-
schungsoperationen durch den Zeitstempelindex t bestimmt werden. Für Zeitpunkte t > 50
wird die Anzahl der Tauschvorgänge bestimmt durch 100− t. Mit den aktualisierten Fakto-
ren können die nachfolgenden Zeitpunkte gesampelt werden, bis alle Dokumente in allen
Zeitpunkten gefüllt sind. Der endgültige Datensatz für die sieben Zielfunktionen und alle
drei Optionen zur Kontextänderung ist wie in Abbildung 4.8 dargestellt, verteilt.
Version 2 Die zweite Version des synthetischen Evaluationsdatensatzes basiert zum Groß-
teil auf dem in Version 1 geschilderten Verfahren und erweitert dieses lediglich an einzelnen
Stellen. So wird die Vokabulargröße von 1000 auf 5000 angehoben, um ein realistischeres
Setting abzubilden. Des Weiteren wird eine achte Zielfunktion eingeführt.
Linear maximale Änderung: Ziel dieser Funktion ist es, Worte zu simulieren, welche über
den gesamten Betrachtungszeitraum eine gleichbleibend sehr hohe Rate an Kontextänderung
aufweisen. Dies lässt sich für Begriffe beobachten, die über einen langen Zeitraum hinweg
im Fokus kontroverser Diskussion stehen und somit mit ständig wechselnden Konzepten
assoziiert sind.
Die größte Änderung im Vergleich zu Version 1 stellt jedoch die Ablehnung der Annahme
dar, die Frequenzen der Zielworte seien über den gesamten Zeitraum stabil. Stattdessen
wird ein Prozess etabliert, welcher die Zuweisung der Funktionsfaktoren auf die Dokumente
steuert. Durch die Auswahl eines Funktionsfaktors pro Dokument wird in diesem das Kook-
kurrenzverhalten des festgelegten Zielwortes modelliert. Somit beschreibt die Auswahl der
Funktionsfaktoren für die Dokumente auch gleichermaßen die ungefähre Häufigkeitsvertei-
lung der Zielworte in Bezug zueinander. Dies ergibt sich durch den Fakt, dass es über die
Zeit hinweg eine stabil bleibende Anzahl an Dokumenten pro Zeitschritt gibt. Diese Menge
an Dokumenten pro Zeitschritt muss auf die acht Funktionsfaktoren verteilt werden, wobei
ein einzelnes Dokument jeweils nur einem einzelnen Funktionsfaktor zugeordnet wird. Es ist
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Abbildung 4.8 Wortverteilung des synthetischen Datensatzes in Version 1 in logarithmischer
Darstellung; Quelle [66].
notwendig, dass eine hohe Wahrscheinlichkeit für das Ziehen eines Funktionsfaktors (z. B.
P( f targetx ) = 0.6) zur Folge hat, dass die übrigen Faktoren eine geringere Wahrscheinlichkeit
aufweisen müssen (∑ f target¬x = 0.4). Da jeder Funktionsfaktor dem zugehörigen Zielwort eine
sehr hohe Wahrscheinlichkeit zuweist, allen anderen Zielworten aber eine Wahrscheinlichkeit
von 0, beschreibt die Auswahl der Funktionsfaktoren bereits eine gute Abschätzung der zu er-
wartenden Zielwortfrequenzen. In der ersten Version des synthetischen Datensatzes wurde zu
jedem Zeitpunkt jedem Faktor die gleiche Wahrscheinlichkeit 17 zugewiesen. Diese Annahme
wird hier nun ersetzt durch die Verwendung der in den Formeln 4.26, 4.27, 4.28 und 4.29
beschriebenen Vorgehensweise. Im Folgenden steht Pt( f
target
j ) für die Wahrscheinlichkeit,
zum Zeitpunkt t den Funktionsfaktor j zu ziehen. W hingegen beschreibt eine Gewichtung,
die als Hilfsvariable verwendet wird, um den Einfluss des Änderungsterms auf die einzelnen
Funktionsfaktor-Wahrscheinlichkeiten abzubilden. Auf W basierend, wird dann wieder eine
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(4.26)
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Wie in Formel 4.26 ersichtlich, wird auch in Version 2 im initialen Zeitschritt für jeden
Funktionsfaktor f target1,...,8 die gleiche Wahrscheinlichkeit durch die Hinzunahme einer weiteren





j ) = Pt( f
target
j )+∼ N (0, σ
2) (4.27)
In Formel 4.27 wird dargestellt, wie den Funktionsfaktorwahrscheinlichkeiten für t+1 jeweils
ein Änderungsterm hinzugefügt wird. Dieser ist normalverteilt um 0 und erlaubt somit mit
gleicher Wahrscheinlichkeit die Abschwächung als auch die Steigerung der Gewichtung
eines Faktors. σ bestimmt dabei den Grad der Änderung von Zeitpunkt zu Zeitpunkt. Für die
hier dargestellten Experimente wurde mit σ = 0.02 gearbeitet. Liegt der Fall vor, dass nach
dem Aufaddieren des jeweiligen Änderungsterms für einen Funktionsfaktor ein negatives
Gewicht zugeordnet wäre, so muss dieses durch ein festgelegtes Mindestgewicht von 0.05
ersetzt werden (siehe Gleichung 4.28). Das Mindestgewicht gewährleistet, dass das Erstellen
einer Wahrscheinlichkeitsverteilung für die Funktionsfaktoren auf Basis der berechneten
Gewichte möglich ist. Weiterhin sorgt es dafür, dass jedes der Zielworte zumindest für
den Großteil der Zeitpunkte anzutreffen ist. Einzelnes Fehlen von Zielworten an einigen
Zeitpunkten ist erlaubt und beschreibt dabei auch eine große Problematik des Messens von












Um aus den so angepassten Gewichtungen wieder eine Zufallsverteilung zu erstellen, welche
als Basis für die Zuweisung von Funktionsfaktoren auf die Dokumente dienen kann, wird









Damit ist es möglich, die Frequenz der Zielworte über die Zeit variieren zu lassen. Dies
erlaubt nicht nur die Betrachtung der Abhängigkeit der gemessenen KV von der Frequenz
des Bezugswortes, sondern bietet auch die Möglichkeit, die Quantifizierungsrobustheit ge-
genüber verschiedenen Frequenzniveaus unterschiedlicher Zielworte zu betrachten. Da der
Maximalwert an Änderungsvorgängen in allen (linear keine Änderung ausgeschlossen) Ziel-
funktionen auf maximal 50 Änderungsvorgänge pro Zeitpunkt begrenzt ist, die Frequenzen
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Abbildung 4.9 Wahrscheinlichkeitsverteilung der Funktionsfaktoren über die 100 Zeitpunkte
mit σ = 0.02.
der Zielworte nunmehr aber wie in Abbildung 4.10 dargestellt, variieren, lässt sich über-
prüfen, ob die gemessenen Kontextänderungssignale die gleiche maximale Amplitude für
die unterschiedlich frequenten Zielworte erfassen können. In Abbildung 4.10 werden die
tatsächlichen Worthäufigkeiten aufgeschlüsselt auf die 100 Zeitpunkte verteilt dargestellt.
Die Abhängigkeit der Häufigkeiten von den gewählten Funktionsfaktorwahrscheinlichkeiten
lässt sich in Tabelle 4.3 ablesen. Eine absolute Abhängigkeit ist durch die Verwendung
eines Samplingverfahrens bei der Faktorzuweisung auf die Dokumente nicht gegeben, aber
auch nicht das Ziel gewesen. Es sollte lediglich sichergestellt sein, dass die Häufigkeit der
Zielworte über die Zeit kontrolliert variiert. Diese Bedingung ist erfüllt.
4.3.2 Evaluationsergebnisse mit synthetischem Datensatz
Zur Evaluation wird die zweite Version des synthetischen Datensatzes verwendet, da dieser
im Vergleich zur vorherigen Version eine schwankende Frequenz der Zielworte miteinbezieht.
Zur Erzeugung reliabler Aussagen über die verschiedenen vorgestellten Ansätze zur Berech-
nung der KV wurden zehn synthetische Datensätze nach dem vorgestellten Muster erstellt
und für die Evaluation verwendet. Die gezeigten Ergebnisse wurden unabhängig voneinander
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Abbildung 4.10 Häufigkeiten der Zielworte pro Zeitpunkt mit in Abbildung 4.9 beschriebenen
Funktionsfaktoren.
auf den zehn Datensätzen berechnet und anschließend zu einem Mittelwert zusammengefasst.
Die grundlegende Idee der Evaluation durch einen synthetischen Datensatz besteht darin, acht
vorgebende Signale der Kontextverschiebung zu modellieren, welche je einem definierten
Funktionsverlauf folgen und diese anschließend mit den vorgestellten Berechnungsansätzen
aus den erzeugten synthetischen Daten abzuleiten. Je besser ein Maß dabei in der Lage ist,
die vorgegebenen Funktionssignale abzubilden, desto besser ist es geeignet, den Wandel
von Kontext korrekt zu quantifizieren. Zur Bewertung der Maße werden unterschiedliche
Untersuchen durchgeführt. Zunächst wird die Korrelation zwischen den vorgegebenen Funk-
tionssignalen und den zugehörigen berechneten Volatilitätswerten bestimmt. Weiter werden
die mittleren Abstände zwischen den normalisierten Funktionssignalen und Volatilitätswerten
über die verschiedenen Zeitpunkte berechnet. Zusätzlich werden weitere Untersuchungen
über den Zusammenhang zwischen den Wortfrequenzen und den gemessenen Volatilitätswer-
ten vorgenommen. Aus den vorgestellten Berechnungsmöglichkeiten der KV wurden nun
verschiedene Kombinationen aus Ansätzen und Distanzmaßen ausgewählt, um die jeweili-
gen Stärken und Schwächen aufzeigen zu können. Diese werden im Folgenden durch eine
Kombination aus Abkürzungen benannt. Die Abkürzungen spezifizieren Strategien einzelner
Teilaspekte der Berechnung.
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Korrelation von Faktor x zu Wort y Pearson-Korrelation
Faktor 1/Wort 51 0.93
Faktor 2/Wort 52 0.82
Faktor 3/Wort 53 0.86
Faktor 4/Wort 54 0.73
Faktor 5/Wort 55 0.85
Faktor 6/Wort 56 0.70
Faktor 7/Wort 57 0.87
Faktor 8/Wort 58 0.77
Durchschnitt 0.82
Tabelle 4.3 Pearson-Korrelationswerte der in Abbildung 4.9 dargestellten Faktorwahrschein-
lichkeiten zu den letztendlich vorliegenden Zielworthäufigkeiten wie in Abbildung 4.10
dargestellt.
Zunächst wird festgelegt, ob die Basis der Berechnung durch Ränge (rank) oder aber durch
die Signifikanzwerte (sig) gebildet wird. Für die rangbasierten Verfahren wird dann unter-
schieden, wie diese mit der Problematik von Lücken umgehen. Die Optionen sind dabei:
• nozero: Lücken werden nicht in die Berechnung mit einbezogen.
• maxrank: Lücken werden durch den maximalen Rang einer Kookkurrenz zu diesem
Zeitpunkt +1 ersetzt.
• recom: Lücken werden ersetzt durch die zugehörigen Werte sich ähnlich verhaltender
anderer Worte des lokalen Zeitpunktes. Die Ähnlichkeit der Worte wird auf Basis des
Kookkurrenzverhaltens berechnet.
• global: Lücken werden durch den zugehörigen Wert einer über alle Zeitpunkte hinweg
berechneten globalen Kookkurrenzmatrix ersetzt.
• minmax: Hier wird auf die Rangzuweisungsstrategie zurückgegriffen, wie sie in
Kapitel 4.2.1.3 vorgestellt wurde.
Die signifikanzbasierten Ansätze unterteilen sich in die beiden Verfahren:
• win: Die Variation innerhalb des Untersuchungszeitfensters, wobei die Reihenfolge
der Zeitpunkte irrelevant ist, wird verwendet (bag of time points).
• ref: Die Berechnung eines Erwartungswertes auf Basis des Referenzzeitraums mit
einem linearen Gewichtsfaktor und ein anschließender Vergleich mit dem tatsächlich
vorliegenden Wert wird vollzogen.
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Für alle Verfahren, ausgenommen MinMax und der referenzbildenden Verfahren, kann die




Beim MinMax-Verfahren erlaubt die Verwendung einer Betaverteilung, Änderungen aus
unterschiedlichen Signifikanzniveaus zu gewichten und zu werten. Diese Betaverteilung
kann durch den α-Parameter eingestellt werden. In den Ergebnissen wird der Wert n des
verwendeten Alphaparameters durch αn dargestellt. Bei den referenzbildenden Verfahren
werden zur Berechnung der Distanz die Maße
• Cosinus-Distanz (cos)
• Euklidischer Abstand (ed)
• Kombination von Summe und Mittelwert auf Basis des euklidischen Abstandes (edmc)
• Manhattan-Distanz (md)
• Kombination von Summe und Mittelwert auf Basis der Manhattan-Distanz (mdmc)
untersucht. Zusätzlich wurden Maße wie earth movers distance und Kullback Leibler Diver-
genz getestet. Dafür müssten die zu vergleichenden Vektoren normalisiert werden. Durch die
Normalisierung kann es aber zu Informationsverlust und damit zu Verfälschungen kommen,
da die Anzahl an vorhandenen Kookkurrenzen in den beiden jeweils betrachteten Vektoren
unterschiedlich sein kann. Dies hatte im Test zur Folge, dass die gesuchten Funktionssignale
nicht mehr detektierbar waren.
Beispiel Das Verfahren rank global var beschreibt einen rangbasierten Ansatz, bei dem
Lücken in den Daten durch Signifikanzwerte aus der globalen Kookkurrenzmatrix ersetzt
werden und die Variation in den Zeitfenstern mithilfe der Varianz berechnet wird. Das
Verfahren sig reference cos hingegen beschreibt einen signifikanzbasierten Ansatz, bei
welchem auf Basis des Referenzzeitraums ein Vektor von Erwartungswerten berechnet
wird. Dieser wird dann im Anschluss durch die Verwendung der Cosinus-Distanz mit der
tatsächlichen Datenlage verglichen.
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Auswertungsmaße Zur Auswertung der Überschneidung der gemessenen Volatilität mit
den vorgegebenen Funktionsverläufen werden zwei verschiedene Maße verwendet. Um die
Fähigkeit der Maße, Volatilitäten unabhängig der Wortfrequenz quantifizieren zu können, zu
bestimmen, werden die gemessenen Werte über alle acht Funktionssignale hinweg normali-
siert. Dies erlaubt es, unter Verwendung der Manhattan-Distanz die berechneten minimalen
und maximalen Ausschläge für die einzelnen Funktionsworte mit den entsprechenden Vorga-
ben zu vergleichen. Zusätzlich ist es so möglich die Minimal- und Maximalwerte der acht
Funktionen miteinander abgleichen zu können. So sollte beispielsweise der maximale Wert
für die Dreiecksfunktion gleich der gemessenen Werte für Funktionsfaktor acht (konstant
hohe Änderung) sein, da über für alle Funktionsfaktoren eine identische maximale Anzahl
an Änderungsvorgängen pro Zeitpunkt gewählt wurde. Weiterhin lässt sich so untersuchen,
ob für den Funktionsfaktor f3, bei welchem keine Kontextänderungen vorgegeben wurden,
somit auch keine (oder nur eine sehr geringe) KV messbar ist. Neben der Manhattan-Distanz
wird die Korrelation der gemessenen Signale mit den vorgegebenen Änderungsverläufen
erfasst. Damit wird überprüft, inwieweit die Dynamiken innerhalb der Funktionssignale
erfasst werden. Besonders bei der Zielfunktion Sinus gibt die Überprüfung auf Korrelation
Aufschluss über die Güte des Maßes.
Die ermittelten Ergebnisse basieren auf zehn erstellten synthetischen Datensätzen. Da diese
zufallsbasiert sind, werden in den verschiedenen Datensätzen unterschiedliche Ausgangs-
situationen erstellt, in denen es gilt, die vorgegebenen Zielfunktionen zu erkennen. Die
Betrachtung mehrerer Datensätze vermindert das Risiko, reine Zufallseffekte bei der Bewer-
tung zugunsten des ein oder anderen Maßes heranzuziehen. Zusätzlich zur Manhattan-Distanz
und zur Korrelation mit den vorgegebenen Funktionssignalen wird die Korrelation der ge-
messenen KV mit den vorliegenden Frequenzen der Zielworte untersucht, um dabei etwaige
Abhängigkeiten der Verfahren von der Zielwortfrequenz aufdecken zu können.
1. Korrelation von gemessener Kontextänderung und Zielfunktion Zur Berechnung
der Korrelation werden zunächst die gemessenen Volatilitätswerte wie auch die Funkti-
onssignale so normalisiert, dass deren Maximalwert auf 1 und deren Minimalwert auf 0
gesetzt sind. Für alle Verfahren werden die Zeitfenstergrößen jeweils auf 3 gesetzt. Das
hat zur Folge, dass bei den referenzbildenden Verfahren erst für den vierten Zeitpunkt
eine Aussage zu dessen Volatilitätswerten möglich ist, da die vorherigen Zeitpunkte zur
Bildung der Referenz benötigt werden. Die anderen Verfahren leiten aus jeweils einer
Menge von drei Zeitpunkten einen einzelnen Wert ab. Die Menge der vorgegebenen
Funktionssignale wird dementsprechend an die Anzahl der vorhandenen Volatilitäts-
messungen angepasst. Im Anschluss daran wird mithilfe der Pearson-Korrelation der
Zusammenhang zwischen dem jeweiligen Funktionssignal und der gemessenen Volati-
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lität betrachtet. In Abbildung 4.11 wird die gemessene Volatilitätskurve des Verfahrens
rank win nozero var im Vergleich zur vorgegebenen Funktionskurve für das Signal
Sinus dargestellt. Es ist zu erkennen, dass die beiden Kurven kein identisches Verhal-
ten aufweisen. Dies spiegelt sich in einem Korrelationswert von 0.00767 wider. Das
Verfahren sig ref edmc hingegen (siehe Abbildung 4.12) ist nahezu exakt in der Lage,
die vorgegebene Funktion nachzubilden, was auch am Korrelationswert von 0.9885
ablesbar ist. Die Ergebnisse für sämtliche Verfahren und Funktionssignale sind in
der Tabelle 4.4 abgebildet. Die gemessenen Korrelationen zeigen deutlich den Vorteil
signifikanzbasierter Ansätze gegenüber rangbasierten Implementierungen. Die besten
Ergebnisse konnten mit den Verfahren sig win var und ref edmc erreicht werden.
Für die rangbasierten Verfahren ist zu erkennen, dass der MinMax-Algorithmus und
die Verwendung des Varianzkoeffizienten die besten Ergebnisse liefern. Diese liegen
jedoch alle unter den besten signifikanzbasierten Ansätzen. Eine Ausnahme bildet
hierbei nur sig win vc.
Die Verwendung des Varianzkoeffizienten erzeugt, angewendet auf Signifikanzen im
Intervall [0,1] anstelle von Rängen im Bereich der ganzen positiven Zahlen, einen
nachteiligen Effekt. Die grundlegende Idee des Varianzkoeffizienten besteht darin,
die gemessene Streuung einer Menge an Datenpunkten in Abhängigkeit zu deren
Mittelwert zu setzten. Angewendet auf Ränge hat dies zur Folge, dass die oftmals sehr
hohen absoluten Rangänderungen für Kookkurrenzen im niedrigsignifikanten Bereich
durch deren ebenfalls hohen Mittelwert herabgestuft werden. Dies hilft unter anderem
dabei, Rauschen in den Daten zu unterdrücken. Wird der Varianzkoeffizient nun aber
auf Signifikanzen angewandt, ergibt sich eine Situation, in der insbesondere Ände-
rungen im niedrigsignifikanten Bereich an Bedeutung gewinnen. Schlussendlich führt
dies dazu, dass das Rauschen in den Daten verstärkt wird und damit die eigentlichen
Funktionssignale überlagert werden. Für die rangbasierten Verfahren ist weiterhin
zu erkennen, dass die Verwendung des maxrank sich nicht positiv auf die Qualität
des Maßes auszuwirken scheint. Die übrigen Ansätze minmax, global, recom und
sogar nozero sind in der Lage, höhere Korrelationswerte mit den Funktionssignalen
zu erzeugen.
2. Durchschnittliche Abweichung der gemessenen Kontextänderung von den Ziel-
funktionen Neben der Korrelation mit der Zielfunktion wird zusätzlich der durch-
schnittliche Abstand zwischen normalisiertem Volatilitätswert und dem zugehörigen
Zielfunktionswert gemessen. Je geringer die durchschnittliche Abweichung ist, desto
besser ist das Verfahren in der Lage, die Zielfunktionen auch im relativen Bezug
der acht Funktionssignale zueinander abzubilden. Sowohl die acht Volatilitätszeitrei-
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Verfahren f1 f2 f4 f5 f6 f7 ∅
sig win var 0.98 0.93 0.87 0.80 0.81 0.93 0.89
sig ref edmc 0.98 0.96 0.87 0.77 0.81 0.93 0.89
sig win iqr 0.94 0.90 0.85 0.77 0.80 0.90 0.86
sig ref md 0.92 0.91 0.84 0.76 0.80 0.89 0.85
sig ref mdmc 0.92 0.91 0.84 0.76 0.80 0.89 0.85
sig ref ed 0.97 0.83 0.82 0.78 0.77 0.92 0.85
sig ref cos 0.92 0.78 0.82 0.80 0.76 0.89 0.83
rank win minmax α16 0.87 0.81 0.77 0.66 0.77 0.84 0.79
rank win minmax α32 0.87 0.81 0.77 0.71 0.72 0.83 0.79
rank win minmax α64 0.79 0.73 0.66 0.59 0.66 0.76 0.70
rank win recom vc 0.66 0.72 0.77 0.54 0.75 0.76 0.70
rank win global vc 0.46 0.61 0.67 0.52 0.70 0.59 0.59
rank win minmax α8 0.68 0.61 0.51 0.41 0.68 0.62 0.59
rank win nozero vc 0.52 0.56 0.58 0.41 0.67 0.55 0.55
rank win minmax α4 0.49 0.36 0.33 0.23 0.47 0.35 0.37
rank win minmax α2 0.27 0.20 0.31 0.25 0.37 0.23 0.27
rank win recom iqr 0.35 0.18 0.09 -0.04 0.24 0.10 0.15
sig win vc 0.13 0.17 0.06 0.06 0.14 0.24 0.13
rank win recom var 0.30 0.13 0.05 -0.07 0.19 0.06 0.11
rank win maxrank vc 0.26 0.09 0.10 -0.03 0.22 0.04 0.11
rank win global iqr 0.28 0.05 0.03 -0.07 0.11 -0.04 0.06
rank win nozero var 0.24 0.05 -0.02 -0.09 0.12 -0.04 0.04
rank win global var 0.25 0.02 -0.01 -0.09 0.08 -0.06 0.03
rank win nozero iqr 0.22 0.03 -0.05 -0.12 0.07 -0.04 0.02
rank win maxrank iqr 0.24 -0.01 -0.06 -0.13 0.04 -0.07 -0.00
rank win maxrank var 0.21 -0.01 -0.09 -0.13 0.04 -0.07 -0.01
Tabelle 4.4 Korrelationen der gemessenen Volatilitätswerte mit den vorgegebenen Funkti-
onssignalen in synthetischen Datensätzen für die verschiedenen Berechnungsansätze; Die
Werte stellen jeweils die durchschnittliche Korrelation über die zehn synthetischen Daten dar.
Die Korrelation mit der Funktion f3 ist nicht angegeben, da die Zielfunktion dabei für alle
Zeitpunkte den Wert 0 aufweist und somit keine Korrelationsmessung möglich ist.
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Abbildung 4.11 Gemessene KV mit
dem Verfahren rank win nozero var
im Vergleich zum vorgebenden Sinus-
Funktionssignal; Es kann nur eine sehr
geringe Korrelation gemessen werden
(0.007674847).
Abbildung 4.12 Gemessene KV mit dem
Verfahren sig ref edmc im Vergleich
zum vorgebenden Sinus-Funktionssignal;
Die beiden Signale korrelieren sehr stark
(0.9884961).
hen als auch die vorliegenden Kontextänderungen der acht Zielfunktionen werden so
normalisiert, dass der über alle Zielfunktionen hinweg maximale Änderungs- bzw.
Volatilitätswert auf 1 gesetzt ist. Zudem wird die über alle Zielfunktionen hinweg
minimal gemessene Volatilität bzw. Änderung als 0-Wert eingestellt. Da für die ver-
schiedenen Zielfunktionen unterschiedliche Frequenzen der Bezugsworte existieren,
erlaubt dieses Verfahren, den Einfluss der Frequenz auf den jeweils maximalen Aus-
schlag der gemessenen Volatilität zu berücksichtigen. In Abbildung 4.13 wird für die
Zielfunktionen linear maximale Änderung und linear keine Änderung und die Verfah-
ren rank win nozero iqr und sig win var die jeweils gemessene Volatilitätskurve und
die zugehörige Zielfunktion dargestellt. rank win nozero iqr ist dabei nicht in der
Lage, die konstante hohe bzw. niedrige Vorgabe bezüglich der Kontextänderung zu
erkennen. Es ist im Gegenteil sogar so, dass für eine erhebliche Menge an Zeitpunk-
ten, die als linear maximale Änderung aufweisend designierte Volatilitätskurve (grün)
unterhalb der als linear keine Änderung aufweisend zugehörigen Kurve (blau) liegt
(siehe Abbildung 4.13). In Abbildung 4.14 hingegen ist dies nicht der Fall. Bis auf
einzelne Zeitpunkte wird eine jeweils konstante Funktion erkannt, welche nahe an der
zugehörigen Zielfunktion liegt. Zu jedem Zeitpunkt befindet sich dabei der Wert der
maximalen Änderung oberhalb der gemessenen Volatilität für die Zielfunktion keine
Änderung. Die Ergebnisse für alle Verfahren und Funktionssignale sind in Tabelle 4.5
dargestellt. Es zeigt sich auch hierbei eine klare Tendenz zugunsten der signifikanzba-
sierten Verfahren, bei denen sig ref edmc und sig win var die besten Werte erzielen.
Die Verwendung der euklidischen Distanz mit seinen verschiedenen Ausprägungen
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Abbildung 4.13 Gemessene KV mit Verfah-
ren rank win nozero iqr und Funktionssi-
gnalvorgabe für die Signale linear maxima-
le Änderung und linear keine Änderung; Es
liegt eine durchschnittliche Abweichung
von fmax:0.494 und fkeine:0.309 vor.
Abbildung 4.14 Gemessene KV mit Ver-
fahren sig win var und Funktionssignal-
vorgabe für die Signale linear maximale
Änderung und linear keine Änderung; Es
liegt eine durchschnittliche Abweichung
von fmax:0.109 und fkeine:0.102 vor.
(edmc, ed) ist der Verwendung der Manhattan-Distanz überlegen. Die rangbasierten
Verfahren führt der MinMax-Algorithmus mit einer Belegung von α = 16 an. Der
Einfluss des Alpha-Parameters und damit der Umgang mit Rauschen ist von großer
Bedeutung. Dies lässt sich in den signifikant schlechteren Ergebnissen bei anderen
Belegungen für α erkennen.
3. Abhängigkeit von der Frequenz der Zielworte Die Frequenz eines Wortes hat Aus-
wirkungen auf die dadurch hervorgerufene Menge an Rauschen. Rauschen beschreibt
hierbei rein zufällig gemeinsam auftretende Worte. Im synthetischen Datensatz tritt
dieses Phänomen ebenfalls auf. Dies hat zur Folge, dass Verfahren, welche nicht in
der Lage sind, Rauschen auszublenden, vielmehr die Stärke des Rauschens und damit
die Frequenz des Zielwortes messen, als die tatsächlich vorliegende Änderung des
Kontextes. In Abbildung 4.15 wird ein solcher Effekt dargestellt. Das Berechnungsver-
fahren rank win nozero var weißt eine deutliche Abhängigkeit von der Frequenz des
Funktionswortes auf. Dies bemisst sich in einer Korrelation der berechneten Volatilität
mit der Frequenz des Wortes von 0.8135. Es ist aber auch zu beobachten, dass durch
andere Berechnungsansätze der gegenteilige Effekt auftritt, bei dem ausschließlich
dann hohe Volatilitäten gemessen werden, wenn eine geringe Frequenz des Funktions-
wortes vorliegt. Für das Verfahren rank win global vc ist dieser Effekt in Abbildung
4.15 zu beobachten.
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Verfahren f1 f2 f3 f4 f5 f6 f7 f8 ∅
sig ref edmc 0.07 0.07 0.07 0.07 0.11 0.09 0.08 0.13 0.09
sig win var 0.07 0.10 0.07 0.07 0.11 0.09 0.08 0.12 0.09
sig ref ed 0.11 0.11 0.14 0.09 0.10 0.11 0.11 0.08 0.11
sig ref mdmc 0.13 0.13 0.18 0.11 0.11 0.16 0.12 0.16 0.14
sig ref md 0.11 0.14 0.27 0.16 0.10 0.19 0.11 0.11 0.15
sig win iqr 0.11 0.15 0.26 0.16 0.11 0.19 0.11 0.09 0.15
sig ref cosine 0.25 0.20 0.04 0.12 0.22 0.18 0.27 0.43 0.21
rank win minmax α16 0.20 0.22 0.17 0.13 0.27 0.26 0.25 0.43 0.24
rank win minmax α32 0.22 0.23 0.15 0.14 0.31 0.25 0.26 0.44 0.25
rank win minmax α64 0.21 0.23 0.23 0.16 0.31 0.28 0.25 0.42 0.26
rank win minmax α8 0.20 0.25 0.31 0.24 0.24 0.33 0.26 0.39 0.28
rank win recom vc 0.27 0.24 0.17 0.14 0.30 0.27 0.30 0.52 0.28
rank win nozero vc 0.25 0.27 0.32 0.23 0.28 0.36 0.29 0.50 0.31
rank win minmax α4 0.23 0.28 0.42 0.31 0.24 0.39 0.28 0.36 0.32
rank win global vc 0.25 0.25 0.44 0.23 0.27 0.31 0.28 0.52 0.32
rank win minmax α2 0.23 0.29 0.40 0.28 0.29 0.41 0.30 0.46 0.33
rank win maxrank iqr 0.26 0.32 0.52 0.34 0.30 0.46 0.33 0.38 0.36
rank win nozero var 0.28 0.32 0.51 0.36 0.28 0.44 0.33 0.32 0.36
rank win recom var 0.27 0.34 0.37 0.29 0.40 0.42 0.35 0.48 0.37
rank win maxrank vc 0.28 0.32 0.30 0.24 0.42 0.41 0.35 0.61 0.37
rank win nozero iqr 0.27 0.34 0.33 0.28 0.44 0.42 0.35 0.52 0.37
rank win recom iqr 0.31 0.34 0.65 0.44 0.22 0.48 0.33 0.20 0.37
rank win maxrank var 0.28 0.35 0.35 0.29 0.44 0.43 0.36 0.52 0.38
rank win global var 0.30 0.34 0.69 0.44 0.28 0.48 0.35 0.32 0.40
rank win global iqr 0.32 0.36 0.77 0.49 0.23 0.50 0.35 0.23 0.41
sig win vc 0.35 0.38 0.78 0.54 0.22 0.52 0.36 0.14 0.41
Tabelle 4.5 Manhattan-Distanz der gemessenen KV-Werte und den vorgegebenen Funktions-
signalen für die verschiedenen Berechnungsansätze; Es werden jeweils die durchschnittlichen
Abstände je Berechnungsansatz und Funktionssignal für die zehn synthetischen Datensätze
gezeigt.
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Verfahren f1 f2 f3 f4 f5 f6 f7 f8 ∅ sd
rank win nozero iqr 0.94 0.93 0.91 0.93 0.92 0.91 0.94 0.91 0.92 0.01
rank win global var 0.93 0.92 0.87 0.91 0.92 0.90 0.93 0.91 0.91 0.02
rank win global iqr 0.91 0.91 0.85 0.88 0.91 0.88 0.93 0.90 0.90 0.02
rank win nozero var 0.93 0.90 0.89 0.91 0.87 0.88 0.93 0.89 0.90 0.02
rank win recom var 0.91 0.88 0.88 0.88 0.87 0.84 0.90 0.86 0.88 0.02
rank win recom iqr 0.89 0.87 0.87 0.87 0.86 0.82 0.89 0.83 0.86 0.02
rank win maxrank var 0.90 0.81 0.83 0.84 0.76 0.84 0.89 0.84 0.84 0.05
rank win minmax α4 0.82 0.71 0.81 0.66 0.59 0.65 0.71 0.72 0.71 0.08
sig ref cosine 0.83 0.80 -0.97 0.77 0.61 0.80 0.74 -0.04 0.69 0.64
rank win maxrank iqr 0.76 0.63 0.67 0.64 0.52 0.68 0.74 0.68 0.67 0.07
rank win minmax α8 0.70 0.55 0.81 0.56 0.54 0.46 0.52 0.76 0.61 0.13
rank win global vc -0.57 -0.54 -0.63 -0.55 -0.66 -0.41 -0.64 -0.75 0.59 0.10
rank win recom vc 0.56 0.60 -0.75 0.70 0.42 0.62 0.62 -0.03 0.54 0.50
sig win vc 0.31 0.38 0.53 0.63 0.69 0.58 0.40 0.33 0.48 0.14
rank win minmax α64 -0.02 -0.20 -0.88 -0.51 -0.01 -0.30 -0.20 0.44 0.32 0.39
sig ref ed 0.21 0.02 -0.91 -0.35 0.18 -0.20 0.01 0.68 0.32 0.47
sig ref edmc 0.21 0.02 -0.91 -0.35 0.18 -0.20 0.01 0.68 0.32 0.47
sig win var 0.20 0.02 -0.89 -0.34 0.14 -0.20 0.01 0.71 0.31 0.46
rank win nozero vc -0.22 -0.26 -0.27 -0.33 -0.39 -0.16 -0.38 -0.43 0.31 0.09
rank win maxrank vc 0.41 0.26 0.28 0.18 0.12 0.25 0.38 0.39 0.28 0.10
sig ref md -0.04 -0.13 -0.83 -0.38 -0.11 -0.28 -0.23 -0.25 0.28 0.25
sig ref mdmc -0.04 -0.13 -0.83 -0.38 -0.11 -0.28 -0.23 -0.25 0.28 0.25
rank win minmax α32 0.11 -0.10 -0.74 -0.35 0.02 -0.20 -0.11 0.52 0.27 0.36
rank win minmax α16 0.38 0.15 0.18 0.06 0.22 0.14 0.11 0.64 0.24 0.19
rank win minmax α2 0.23 0.21 0.32 0.24 0.21 0.34 0.20 0.09 0.23 0.08
sig win iqr -0.00 -0.08 -0.75 -0.34 -0.04 -0.24 -0.20 -0.13 0.22 0.24
Tabelle 4.6 Pearson-Korrelation zwischen den gemessenen Volatilitätswerten und den zugehörigen Frequen-
zen des Zielwortes; In der Spalte ∅ sind die Durchschnittswerte der absoluten Korrelationswerte der acht
Funktionsfaktoren berechnet. Im Idealfall ergibt sich ein Korrelationswert von 0.
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Abbildung 4.15 Gemessene KV-Werte mit den Verfahren rank win nozero var (blau) und
rank win global vc (grün) und zugehörige Frequenz des Zielwortes der Halbkreis-Funktion;
Für rank win nozero var ergibt sich eine Korrelation von 0.813 und für rank win global vc
von -0.776 mit der Frequenz des Zielwortes. Beide Verfahren sind damit nicht in der Lage,
das eigentliche Funktionssignal eines Halbkreises abzubilden.
Im Optimalfall ist ein Verfahren im Stande, die Kontextänderung eines Wortes komplett
unabhängig von dessen Frequenz quantifizieren zu können. In der Tabelle 4.6 sind die
durchschnittlichen Korrelationswerte der gemessenen Signale mit den zugehörigen
Auftretensfrequenzen dargestellt. Es zeigt sich dabei, dass die rangbasierten Verfahren,
welche zum Messen der Kontextänderung die Varianz oder den IQR verwenden, eine
hohe Abhängigkeit von der Wortfrequenz aufweisen. Dies drückt sich zum Teil dadurch
aus, dass die gemessenen Signale vielmehr den Frequenzverlauf des Wortes abbilden,
als die vorgegebenen Funktionssignale zu erkennen. Wird der MinMax-Algorithmus
mit einer Belegung von β > 8 oder der Varianzkoeffizient in den übrigen rangbasierten
Algorithmen verwendet, sinkt der gemessene Korrelationswert deutlich, für nozero
und global sogar deutlich in den negativen Bereich. Die geringsten Abhängigkeiten
von der Frequenz können auch wieder durch die zuvor am besten abschneidenden
Verfahren erzielt werden. Diese sind die signifikanzbasierten Verfahren sowie der
MinMax-Algorithmus mit einer passenden Belegung des β -Parameters. Aber gerade
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für die beiden Funktionen f3 und f8, die ein konstantes Funktionssignal vorgeben,
tendieren auch die signifikanzbasierten Ansätze dazu, eine große Abhängigkeit von
der Zielwortfrequenz aufzuweisen.
Zusammenfassung der Evaluationsergebnisse Die Evaluation auf Basis des syntheti-
schen Datensatzes deutet klar darauf hin, dass die signifikanzbasierten Ansätze den rangba-
sierten Ansätzen überlegen sind. Selbst wenn die vorgestellten Probleme der Rangzuweisung
durch verschiedene Verfahren gelöst werden, führt der Informationsverlust, der mit der
Transformation von Signifikanzwerten in Ränge einhergeht, dazu, dass die vorgegebenen
Funktionssignale zu sehr mit Rauschen überlagert werden. Innerhalb der rangbasierten Ansät-
ze scheinen die im MinMax-Algorithmus vorgenommenen Maßnahmen zur Lösung der ange-
sprochenen Probleme Wirkung zu zeigen. Die besten Ergebnisse innerhalb der rangbasierten
Verfahren können über alle drei Auswertungsmaße hinweg durch den MinMax-Algorithmus
erzielt werden. Dieser bleibt dabei jedoch hinter den signifikanzbasierten Verfahren zurück.
Bei diesen können sowohl mit der Betrachtung der Variation innerhalb einer unsortierten
Menge an Zeitpunkten (sig win), sowie der Bildung einer Referenz und dem anschließenden
Vergleich mit dem tatsächlich vorliegenden Wert (sig ref) nahezu identisch gute Ergebnisse
erreicht werden. Die referenzbasierten Ansätze weisen jedoch als Alleinstellungsmerkmal die
Möglichkeit auf, eine beliebige Funktion für die Gewichtung der zurückliegenden Zeitpunkte
zur Berechnung des Referenzwertes verwenden zu können. Damit sind im Kontrast zu Ansatz
des bag of time points verschiedene Modellierungen möglich. Mit einer exponentiellen oder
linear ansteigenden Gewichtungsfunktion lässt sich beispielsweise die Hypothese modellie-
ren, je kürzer ein Zeitpunkt in der Vergangenheit zurückliegt, desto wichtiger sei er für die
Vorhersage des Verhaltens im aktuellen Zeitpunkt. Weiterhin ist es mit einer periodischen
Funktion möglich, wiederkehrende Ereignisse entsprechend so zu modellieren, dass die
Überraschung über den ereignisgebundenen Kontext nicht in jeder Periode erneut in einer
hohen KV resultiert (siehe Kapitel 4.3.3 für ein Beispiel). Durch diese Eigenschaft, beliebige
Gewichtungsfaktoren verwenden zu können und aufgrund der erzielten Ergebnisse scheinen
die auf Signifikanz basierenden referenzbildenden Verfahren am besten geeignet zu sein,
um in vielen Szenarien vorliegende kontextuelle Dynamiken aufzudecken. Für die hier ge-
zeigten Ergebnisse wurde als Kookkurrenz-Signifikanzmaß die Dice-Signifikanz verwendet.
Darüber hinaus wurde die Evaluation aber auch mit den Maßen PMI sowie Log-Likelihod
Ratio durchgeführt. Mit diesen Maßen konnten Ergebnisse erzielt werden, welche ebenfalls
eine Präferenz der signifikanzbasierten Verfahren aufzeigen. Insgesamt waren jedoch so-
wohl die gemessenen Korrelationen als auch die Manhattan-Abstände im Vergleich zu den
Funktionssignalen etwas schlechter.
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4.3.3 Evaluation am realen Korpus
Notwendige Ergänzung zur Frequenz Als reales Korpus wird ein Nachrichtendatensatz
der Tageszeitung taz8 verwendet. Dieser umfasst den Zeitraum von Januar 1999 bis Juli 2018
und enthält über 500000 Dokumente. Zu deren Auswertung wurde die KV auf Monatsbasis
mit einer Gedächtnisgröße von 6 Monaten berechnet. In einem ersten Beispiel soll hier nun
noch einmal die Bedeutung der KV als Ergänzung zur bloßen Frequenz dargestellt werden
und damit weiter die Relevanz der Untersuchung von schwachen Signalen verdeutlicht
werden. Aufgezeigt wird dies am Beispiel der Berichterstattung über den Brexit im Zeitraum
von 2016 bis 2018. In der Grafik 4.16 sind sowohl die gemessene Volatilität (blau) als
auch die Frequenz (orange) des Wortes brexit abgetragen. Zur Berechnung der Volatilität
wurde das Verfahren edmc mit einem linearen Gewichtungsfaktor verwendet. Betrachtet
man lediglich die Frequenz des Wortes, ergibt sich der Eindruck, dass der Großteil der
Diskussion insbesondere im unmittelbaren Zeitraum um das Referendum herum (Juni, Juli
2016) stattgefunden hat. Die gemessene KV hingegen weist drei Zeitpunkte besonders hoher
Kontextänderung auf. Diese lassen sich auf drei verschiedene Ereignisse zurückführen. Der
erste Ausschlag im Februar 2016 beschreibt die Ankündigung des Referendums durch David
Cameron. Die Frequenz des Wortes brexit bleibt dabei vergleichsweise gering. Der Ausschlag
der Volatilität ist jedoch deutlich. Im Zeitraum des eigentlichen Referendums weist auch
die KV den Maximalwert auf. Jedoch wird dabei im Juli ein höherer Wert als im Juni
gemessen. Dies deutet die durch das überraschende Ergebnis neu angefeuerte Diskussion
über die Folgen des Brexits an. Die KV erkennt darüber hinaus noch einen dritten Zeitpunkt
besonders starker Kontextänderung. Dieser wird mutmaßlich durch die Diskussion über die
angestrebte Art der Durchführung des Brexits (hart oder weich) hervorgerufen. Betrachtet
man die signifikantesten Kookkurrenzen für das Wort brexit für diesen Zeitraum ( siehe
Abbildung 4.17), wird eine derartige Interpretation weiter gestützt. Insgesamt lässt sich
damit die Bedeutung der KV als Beispiel für ein schwaches Signal als ergänzende und
notwendige Informationsquelle neben der bloßen Frequenzanalyse verdeutlichen. Sie erlaubt
das Erkennen und Verstehen vorliegender Dynamiken, was wiederum Rückschlüsse auf die
zugrunde liegenden Prozesse ermöglicht.
Periodischer Gewichtungsfaktor In den referenzbildenden Verfahren wird auf Basis ei-
ner Menge an Zeitpunkten ein Erwartungswert für jede Kookkurrenz des Zielwortes erstellt,
mit welcher die tatsächlich vorliegenden Daten anschließend verglichen werden, um die
Kontextänderung quantifizieren zu können. Die Bildung des Referenzwertes kann durch die
Anwendung verschiedener Gewichtungsfaktoren vollzogen werden, welche den vorliegenden
8www.taz.de
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Abbildung 4.16 Mit dem Verfahren sig ref edmc gemessene KV (blau) für das Wort brexit
im Zeitraum zwischen 2015 und 2018 verglichen mit der Frequenz (orange) des Wortes.
Zeitpunkten unterschiedliche Gewichtungen zuweisen. Die Wahl des Gewichtungsfaktors
kann dabei eine große Auswirkung auf die zu erwartenden Kookkurrenzen haben. Weiß
man um die Periodizität eines Ereignisses und deren zugehöriger Worte, kann man dieses
Wissen durch die Verwendung eines periodischen Gewichtungsfaktors in die Berechnung
der KV miteinbeziehen. Es soll nun ein Beispiel aufgezeigt werden, bei welchem die Refe-
renz für das Wort wählen sowohl mit einem exponentiellen Gewichtungsfaktor als auch mit
einem periodischen Gewichtungsfaktor berechnet wird. Die Datengrundlage bilden dabei
erneut die Nachrichtentexte der deutschen Tageszeitung taz, welche in Jahresquartalsab-
schnitte aufgeteilt wurden. Der Zielzeitpunkt für dieses Beispiel wird durch das dritte Quartal
2017 dargestellt, in welchem die Wahl zum 19. deutschen Bundestag stattgefunden hat. Als
Zeitraum zur Bestimmung der Referenz sollen die zurückliegenden acht Jahre verwendet
werden. Der periodische Gewichtungsfaktor wird dabei so eingestellt, dass die Zeitpunkte
mit maximalem Gewicht jeweils den Quartalen der vorangegangenen Bundestagswahlen
entsprechen (siehe Abbildung 4.18). In Tabelle 4.7 sind für die beiden verschiedenen Ge-
wichtungsfaktoren jeweils die 15 am meisten erwarteten Kookkurrenzen des Zielwortes
wählen dargestellt. Für die beiden Gewichtungsfaktoren ergeben sich deutliche Unterschiede.
Der exponentielle Faktor gewichtet besonders die nur sehr kurz zurückliegenden Zeitpunkte
hoch, wohingegen weiter in der Vergangenheit befindliche Zeitpunkte nur einen verschwin-
dend geringen Einfluss haben. Dies hat zur Folge, dass insbesondere Ereignisse, welche
sich unmittelbar vor dem zu untersuchenden Zeitraum ereignet haben, die zu erwartenden
Kookkurrenzen bestimmen. Zu diesen Ereignissen zählt unter anderem die Präsidentschafts-
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Abbildung 4.17 Top Kookkurrenzen (Log-Likelihood Ratio) für das Wort brexit im Juni 2017
für taz-Datensatz; Die Worte harten und weichen deuten auf die Diskussion über die Art der
Durchführung des Brexits hin.
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Tabelle 4.7 Die 15 am meisten erwarteten Worte für das dritte Quartal 2017 auf Basis der
acht vorangegangenen Jahre mit exponentiellem und periodischem Gewichtungsfaktor.
wahl in Frankreich im April 2017. Durch die Wahl werden damit verbundene Worte wie
le pen, macron, frankreich, nationalversammlung und franzose als sehr wahrscheinlich zu
erwartende Begriffe eingestuft. Auch andere aktuelle Ereignisse wie das Erstarken der afd in
Deutschland sowie die Wahl von Donald Trump zum US-Präsidenten im November 2016
spiegeln sich in der Liste zu erwartender Worte wider. Der periodische Faktor hingegen
bezieht auch weiter in der Vergangenheit liegende Zeitpunkte stärker in die Berechnung
der zu erwartenden Kookkurrenzen mit ein. Genauer werden insbesondere die Quartale, in
denen die vergangenen Bundestagswahlen stattfanden, hoch gewichtet. Aus der Anwendung
dieses Faktors resultiert die Erwartung allgemeiner wahlbezogener Begriffe wie parlament,
präsident, kandidat, landtag, nachfolger, partei, stimme und wahl, welche über den gesamten
Zeitraum von acht Jahren häufig beobachtet wurden. Schlussendlich führt dies dazu, dass bei
der Betrachtung der tatsächlich im dritten Quartal 2017 vorliegenden Daten unter Verwen-
dung des periodischen Gewichtungsfaktors eine geringere KV festgestellt wird, als es unter
der Verwendung des exponentiellen Gewichtungsfaktors der Fall ist, da die Überraschung
über vorliegende typische wahlbezogene Begriffe mit einem periodischen Gewichtungsfaktor
deutlich geringer ausfällt. Dieses Beispiel zeigt, dass die referenzbildenden Verfahren durch
die Verwendung eigener Gewichtungsfaktoren in der Lage sind, speziell an vorliegende
Daten angepasst werden zu können, um die Aussagekraft und Bedeutung der gemessenen
Kontextänderungen zu optimieren.
4.3 Evaluation 171
Abbildung 4.18 Exponentieller (orange) und periodischer (blau) Gewichtungsfaktor für die
Berechnung der Referenz zur Bestimmung der KV des Wortes wählen für das dritte Quartal
2017 unter Verwendung der taz-Daten; Der periodische Faktor ist so gewählt, dass die
maximalen Gewichte in den Quartalen der vorangegangenen Bundestagswahlen (Q3 2009,
Q3 2013) liegen.
4.3.4 Quantifizierung von Kontextänderung auf Basis von Embeddings
Um einen direkten Vergleich der vorgestellten, auf Kookkurrenzstatistiken basierenden Ver-
fahren mit embeddingbasierten Verfahren zu ermöglichen, wurde der synthetische Datensatz9
als Grundlage für eine embeddingbasierte Berechnung von Kontextänderungen herangezogen.
Im Detail wurde hierbei das Verfahren wie in [47] vorgestellt, umgesetzt. Dies bedeutet,
dass zunächst für alle 100 Zeitpunkte des synthetischen Datensatzes und die dabei jeweils
vorliegenden 1000 Worte Embeddings berechnet wurden. Zur Berechnung der Embeddings
wurde das Verfahren Word2Vec ([90]) angewendet. Um die Embeddings aus verschiede-
nen Zeitpunkten dann vergleichen zu können, wurden orthogonale procrustes10 verwendet.
Letztendlich ließen sich damit die Zielfunktionen zum Teil reproduzieren. Die sich erge-
benden Korrelationen und Manhattan-Distanzen lagen jedoch unter dem Vergleichswert des
Verfahrens edmc. Die genauen Details sind in Tabelle 4.8 zu sehen. Um reine Zufallsbefun-
de auszuschließen, wurden die Ergebnisse erneut auf Basis von zehn zufällig generierten
9Anwendung des synthetischen Datensatzes in der ersten Version, da durch die variable Zielwortfrequenz in
Version 2 der embeddingbasierte Ansatz nicht mehr in der Lage ist, die Funktionssignale abzubilden. Dies ist
zurückzuführen auf das deutlich präsentere Vorhandensein von Rauschen.
10formerhaltende euklidische Transformation, die angewendet wird, um Embeddings aus verschiedenen
Zeitpunkten aufeinander abbilden zu können
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Funktion MD11 Kookkurrenz COR12 Kookkurrenz MD Embedding COR Embedding
f1 0.07 0.97 0.44 0.41
f2 0.08 0.97 0.41 0.35
f3 0.07 0.09
f4 0.07 0.96 0.24 0.45
f5 0.11 0.87 0.60 0.41
f6 0.09 0.97 0.35 0.52
f7 0.09 0.97 0.48 0.39
Tabelle 4.8 Vergleich der durchschnittlichen Manhattan-Abstände sowie der Korrelationswerte eines auf
Kookkurrenzstatistik basierenden Verfahrens (edmc) mit einem embeddingbasierten Verfahren für die sieben
Funktionssignale des synthetischen Datensatzes in der ersten Version.
synthetischen Datensätzen bestimmt. Das Verfahren edmc erzielte hierbei über alle zehn
synthetischen Datensätze sowie die sieben verschiedenen Funktionssignale hinweg eine
durchschnittliche Manhattan-Distanz zur Zielvorgabe von 0.082. Der hier implementierte
temporale Wort-Embedding-Ansatz ist nicht in der Lage, einen vergleichbaren Wert zu pro-
duzieren. Die durchschnittliche Manhattan-Distanz liegt hier bei 0.372. Ein vergleichbares
Ergebnis liefert auch die Bestimmung der Korrelation der gemessenen Signale mit der zuge-
hörigen Funktionssignalvorgabe. Im Schnitt erzielt der kookkurrenzbasierte Ansatz hierbei
eine Korrelation von 0.951, wohingegen das embeddingbasierte Verfahren lediglich einen
Wert von 0.422 aufweisen kann. Insbesondere der Bereich des absoluten Quantifizierens von
Kontextänderungen ist hier ein Grund für die schlechten Ergebnisse der embeddingbasier-
ten Methode. In der Grafik 4.19 wird dies deutlich. Beide Verfahren messen einen starken
ungewollten Peak kurz vor dem Ende der Zeitreihe. Für die kookkurrenzbasierte Methode
ist dieser aber geringer als der um Zeitpunkt t = 50 liegende korrekt erkannte Maximalwert.
Bei dem embeddingbasierten Verfahren hat der Peak einen so hohen Ausschlag, dass die
restlichen Messwerte relativ verglichen so gering sind, dass das eigentliche Funktionssignal
nahezu nicht erkannt werden kann.
Vor- und Nachteile gegenüber kookkurrenzbasierten Ansätzen
Vorteile Der entscheidende Vorteil embeddingbasierter Ansätze besteht darin, seman-
tische Beziehungen abbilden zu können. Für die kookkurrenzbasierten Ansätze stellt das
gemeinsame Auftreten mit einer neuen Wortform eine signifikante Änderung dar. Inwieweit
diese Wortform lediglich ein Synonym, eine andere Ausdrucksweise oder einen Rechtschreib-
11Manhattan-Distanz zwischen Zielfunktion und gemessenem Funktionssignal
12Korrelation zwischen Zielfunktion und gemessenem Funktionssignal
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Abbildung 4.19 Gemessene Kontextänderung mit einem auf Kookkurrenzstatistik basierenden
Verfahren im Vergleich zu einem embeddingbasierten Verfahren für die Zielfunktion Dreieck.
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fehler darstellt, spielt keine Rolle. Im Rahmen dieser Evaluation auf einem synthetischen
Datensatz konnte dieser Vorteil jedoch nicht zum Tragen kommen, da ausschließlich die
Kookkurrenzverhalten der sieben Zielworte kontrolliert wurden. Andere sprachliche Phäno-
mene, welche mithilfe von Embeddings abgebildet werden können, waren nicht Bestandteil
des synthetischen Datensatzes. Dieser könnte in einem zukünftigen Schritt weiter dahinge-
hend ausgebaut werden, noch besser natürlichsprachliche Texte zu simulieren.
Nachteile Der entscheidende Nachteil embeddingbasierter Verfahren ist die mangelnde
Nachvollziehbarkeit und Transparenz der Ergebnisse. Durch die Transformation der Wortauf-
tretensmuster in einen Raum mit latenten Dimensionen wird es nahezu unmöglich, gemessene
Kontextänderungen auf explizite Worte oder Themenbereiche zurückführen zu können. Dar-
über hinaus müssen zur Berechnung von Embeddings ausreichend große Trainingsmengen
an Textdaten vorhanden sein, damit diese in der Lage sind, semantische Eigenschaften der
Worte adäquat abzubilden. Weiterhin sind für das Training der Embeddings deutlich mehr
Hardwareressourcen erforderlich als für die direkte Verwendung der Kookkurrenzinformatio-
nen. Die beschriebenen Nachteile gelten dabei sowohl für temporale als auch für dynamische
Wort-Embeddings.
4.4 Anwendung auf weiteren Dimensionen
Die bisher aufgezeigten Analysen von Kontextänderungen bezogen sich immer auf die
Dimension Zeit. Es wurde untersucht, wie sich die Änderung von Kontexten über ver-
schiedene Zeitpunkte hinweg korrekt quantifizieren lässt. Das Phänomen unterschiedlicher
Verwendungskontexte verschiedener Schlüsselbegriffe ist jedoch auch ausgelöst durch andere
Faktoren beobachtbar. Auch hierbei kann ein genaueres Verständnis der Kontextänderung
potenziell spannende Informationen über vorhandene Prozesse aufdecken. Für kategorische
Metadaten, wie z. B. Autorenschaft, Rubrik oder Ort, ist eine Anwendung der Volatilität in
Form einer Berechnung auf Basis eines Sliding-Window-Ansatzes jedoch nicht möglich. Es
liegt keine eindeutige semantisch motivierte kontinuierliche Anordnung der Kategorien vor,
weshalb die Betrachtung der einzelnen Übergänge und die Untersuchung einer Verlaufskurve
nicht sinnvoll wäre. Was dennoch durchgeführt werden kann, ist eine paarweise vergleichen-
de Kookkurrenzanalyse, um Unterschiede in der Verwendung von Themen in Abhängigkeit
von Metadaten aufzuschlüsseln. So ließe sich beispielsweise aufdecken, welche Meinungen,
widergespiegelt durch die Kontexte, unterschiedliche Autoren bei der Verwendung eines
bestimmten Konzeptes aufzeigen.
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Abbildung 4.20 Visualisierung der Kookkurrenzen des Wortes krieg mit der größten Signifi-
kanzänderung im Vergleich der Jahre 2004 zu 2016; Die pinken Begriffe zeigen Worte, die
in 2004 wichtiger waren als in 2016 und die grünen Worte den umgekehrten Fall.
4.5 Einbindung in den iLCM
Zur Anwendung der KV sind sowohl die vorgestellten rangbasierten Ansätze wie auch die auf
Signifikanzen aufbauenden Berechnungsmöglichkeiten in einem R-Paket13 implementiert.
Zusätzlich dazu wird die Analyse von Textdaten mithilfe der KV im iLCM unterstützt. Hier-
für wurde diese als Analyseform im Task Scheduler integriert. Dabei lassen sich neben den
notwendigen Vorverarbeitungsschritten auch die Berechnungsoptionen der KV umfassend
konfigurieren. Nach erfolgreicher Berechnung können die Ergebnisse mithilfe verschiede-
ner Visualisierungen eingesehen und ausgewertet werden. Dabei besteht unter anderem die
Möglichkeit, die Kookkurrenzen von Zielworten zu unterschiedlichen Zeitpunkten zu unter-
suchen und zu vergleichen. In Abbildung 4.20 wird ein Beispiel für einen solchen Vergleich
aufgezeigt. Für das Wort krieg werden für die Jahre 2004 und 2016 die Kookkurrenzen mit
der größten Signifikanzänderung dargestellt. Worte, welche besonders in 2004 von Bedeu-
tung waren (pink) wie zum Beispiel terror, darfur, irak, sudan und bush repräsentieren die
damaligen Ereignisse rund um den Irak-Krieg und den Darfur-Konflikt auf. In 2016 (grün)
spielen vor allem der Krieg gegen den IS in Syrien und der Krieg in der Ukraine (donbass,
ukraine) eine entscheidende Rolle. Durch diese und andere Visualisierungen wird die Nach-
vollziehbarkeit von vorliegenden KV-Werten ermöglicht. Weiterhin lassen sich die höchst-
und niedrigstvolatilen Terme über definierte Zeiträume, Frequenzniveaus sowie Wortarten
bestimmen. Mit diesen Ansätzen unterstützt die KV ein exploratives Forschungsdesign.
13https://git.informatik.uni-leipzig.de/gwiedemann/R_tmca_package/-/tree/master/tmca.contextvolatility
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4.6 Fazit
Zusammenfassend wurde in diesem Kapitel durch die KV ein Verfahren zum Quantifizieren
von kontextuellen Veränderungen aufgezeigt. Es wurde mithilfe der Evaluation auf einem
eigens dafür angelegten synthetischen Datensatz erkannt, dass die Verwendung von Rängen
den Berechnungsansätzen, welche auf Signifikanzen basieren, unterlegen ist. Weiterhin wurde
das Verfahren mit einem aktuellen, auf Embeddings aufbauenden Ansatz verglichen. Hierbei
war die KV deutlich überlegen. Auf Basis eines deutschsprachigen Nachrichtenkorpus konnte
exemplarisch ein Anwendungsszenario für das Maß dargestellt werden. Die vorgestellten
Verfahren sind zusätzlich als Analysemethode in den iLCM integriert und können hierüber
konfiguriert und angewendet werden.
Kapitel 5
Exemplarische Analyse
In diesem Kapitel sollen nun Anwendungen der vorgestellten Lösungsstrategien für die
drei definierten Schlüsselanforderungen aufgezeigt werden. Zunächst wird exemplarisch die
Verwendung von schwachen Signalen in geisteswissenschaftlichen Forschungsbereichen
aufgezeigt. Daran anschließend werden am Beispiel einer durchgeführten Sommer-Akademie
die Eigenschaften des iLCM herausgestellt, die den Forscher bei der Operationalisierung
seiner Fragestellung durch die Bereitstellung einer flexiblen generischen Forschungsplattform
unterstützen. Die damit möglichen Ansätze des Agile Development werden verdeutlicht.
Zusätzlich werden die notwendigen Eigenschaften der Anpassbarkeit und Erweiterbarkeit des
iLCM zur Erstellung eines Pressefreiheitsmonitoring-Prototyps für das europäische Zentrum
für Presse- und Medienfreiheit (EZPMF) hervorgehoben. Der letzte Bereich befasst sich mit
der Verbindung quantitativer und qualitativer Forschungsansätze. Dabei werden ausgewählte
Ansätze und Methoden, wie sie im Transnorms-Projekt Anwendung finden, geschildert.
5.1 Schwache Signale
Die Bedeutung von schwachen Signalen und wie diese erkannt und genutzt werden können,
soll hier nun am Beispiel des Overton-Fensters verdeutlicht werden. Es wird dabei auf
verwandte Verfahren der in Kapitel 4 vorgestellten KV zurückgegriffen, indem die Kontexte
einer festgelegten Menge von Schlüsselbegriffen zu verschiedenen Zeitpunkten verglichen
werden. Die sich in dieser Verschiebung der Kontexte manifestierenden schwachen Signale
erlauben es, vorliegende Dynamiken und Änderungen zu erkennen sowie einzelne explizite
Textbelegstellen zu identifizieren, die die Grundlage für weitere Untersuchungen in diesem
Bereich bilden können.
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5.1.1 Verschiebung des Overton-Fensters in der Zeit der Flüchtlings-
krise in Deutschland
5.1.1.1 Motivation
Das Overton-Fenster beschreibt eine Theorie, die erklären soll, warum sich der Konsens
sozial akzeptierter Meinungen und Aussagen über die Zeit hinweg ändert und was hinter der
Dynamik des politischen Diskurses steckt ([78]). Aufgestellt wurde diese Theorie durch den
Amerikaner Joseph P. Overton. Im Detail wird das Phänomen beschrieben, dass der politische
Diskurs in einem engen Fenster stattfindet, welches den öffentlichen Konsens akzeptabler
Meinungen zu einem bestimmten Thema widerspiegelt. Insbesondere die bewusste Äußerung
von Aussagen deutlich außerhalb des Fensters, um das Fenster in eine gezielte Richtung zu
verschieben sind Bestandteil der Theorie. Eine solche Verschiebung des Overton-Fensters
hat dann zur Folge, dass weniger extreme Meinungen, welche jedoch ursprünglich außerhalb
des gesellschaftlich Akzeptierten gelegen hätten nun innerhalb des verschobenen Fensters
zu finden sind und damit als gesellschaftlich vertretbar angesehen werden. Das Overton-
Fenster hat kürzlich im Zusammenhang mit der Zunahme des Populismus in den USA und
in Europa öffentliche Aufmerksamkeit erregt, als festgestellt wurde, dass Populisten das
Overton-Fenster des akzeptablen öffentlichen Diskurses nach rechts verschoben haben ([20]).
Das Anwendungsszenario der hierzu durchgeführten Studie (siehe [65]) stellt in diesem
Fall die Diskussion rund um die Flüchtlingskrise in Deutschland in den Jahren zwischen
2011 und 2018 dar. Es sollte untersucht werden, ob sich Aussagen in Bezug auf Flüchtlinge,
welche wahrscheinlich eine Position außerhalb des Overton-Fensters darstellen, automatisch
auffinden lassen. Genauer wurde versucht, extreme Äußerungen aufzufinden, welche die
Grenzen des bis dahin Akzeptierten überschritten. Als Datengrundlage wurden Nachrich-
tentexte der deutschen Tageszeitung taz aus dem Zeitraum der Flüchtlingskrise verwendet.
Die vorgenommenen Implementierungen und durchgeführten Algorithmen wurden hierbei
komplett durch das Tool iLCM oder die damit verbundene Entwicklungsumgebung RStudio
Server ermöglicht.
5.1.1.2 Operationalisierung
Die Quantifizierung des Overton-Fensters stellt eine hochgradig komplexe Aufgabe dar, wel-
che als Ganzes nicht allein in dieser Studie gestemmt werden konnte. Weshalb hier zunächst
ein erster Teilschritt umgesetzt wurde. Dieser sah es vor, anhand eines Referenzdatensatzes
andersartige Sätze mit Bezug zu Flüchtlingen aus dem Testdatensatz zu extrahieren. Die
Idee dahinter war es, Sätze und im Speziellen Aussagen von Akteuren zu identifizieren, die
andersartig im Sinne einer gesellschaftlich inakzeptablen Meinung oder Idee sind. Diese
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Sätze stellen dann einen möglichen Ausgangspunkt zum Auffinden von Sätzen außerhalb des
Overtons-Fensters dar und damit einhergehend auch einen ersten Schritt zur Spezifizierung
der Grenzen des Overton-Fensters.
Auswahl der Daten In die Dokumentenkollektion aufgenommen wurden Artikel der taz,
welche im Zeitraum zwischen dem 01.01.2010 und dem 27.06.2018 veröffentlicht wurden
und zusätzlich mindestens eine Bedingung der gestellten Keywordsuche f lücht ∗∪ f lucht ∗
∪asyl∗1 erfüllen. Unter Anwendung dieser Bedingungen ergab sich eine Sammlung von
37966 Dokumenten mit insgesamt über 1.8 Millionen Sätzen. Die gesamte Datenvorverar-
beitung als auch die Zusammenstellung der Dokumentenkollektion für die weitere Analyse
wurde mithilfe des iLCM durchgeführt.
Auswahl von Zielworten Die Studie sah es vor, die Berichterstattung über Flüchtlinge
genauer zu beleuchten. Um hierbei aber nicht lediglich den Verwendungskontext des Wortes
Flüchtling zu analysieren, was zu Folge hätte, zahlreiche weitere Aussagen, welche jedoch
Synonyme der Wortes Flüchtling verwenden, auszuschließen, wurden durch das Training
eines Word2Vec ([90]) Modells synonyme Begrifflichkeiten zum Ausgangswort Flüchtling
gesucht. Damit ließen sich zusätzlich die Worte asylbewerber, migrant, ausländer, syrer
und muslim extrahieren. Diese Worte werden im Folgenden Zielworte genannt. Um den
Standardkontext der Zielworte mit einer einzelnen Variable modellieren zu können, wird
die Satz-Term-Matrix um eine weitere Spalte target ergänzt, welche das Vorkommen der
gesamten Menge der Zielworte in den einzelnen Sätzen beschreibt. In dieser Spalte ist ein
Eintrag entweder 0 oder 1 und wird für den Satz i folgendermaßen bestimmt:
stmi,target =
1 falls ∑mk=1 stm(i,k) ≥ 10 sonst
m = Anzahl an Zielworten
(5.1)
Die Originalspalten der einzelnen Terme der Zielwortliste wurden aus der Satz-Term-Matrix
entfernt, um künstlich erzeugte Überlappungen dieser Worte mit der zusätzlich erzeugten
Spalte target auszuschließen.
Berechnen der Referenz Der nächste Schritt sah die Erstellung eines Referenzkontextes
für die Zielworte vor. Hierfür wurden aus dem erstellten Korpus die Texte aus den Jahren 2013
1das Zeichen ∗ steht hierbei für eine beliebige Kette von Buchstaben
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Tabelle 5.1 Ausschnitt der Top Kookkurrenzen der Zielworte samt Dice-Signifikanz und
normalisiertem Gewicht.
und 2014 verwendet. Auf Basis dieser Sätze wurden nun mithilfe der Dice-Signifikanz für
die Spalte target, also die Gesamtheit aller Zielworte, signifikante Kookkurrenzen berechnet.
Das Ergebnis ist ein Vektor mit einer Länge gleich dem Vokabularumfang, wobei jeder
Eintrag dem Signifikanzwert für das jeweilige Wort in Kombination mit der Zielwortmenge
entspricht. Ein Ausschnitt der signifikantesten Worte, die gemeinsam mit den Zielworten
im gleichen Kontext verwendet wurden, ist in der Tabelle 5.1 aufgeführt. Die berechneten
Dice-Signifikanzwerte wurden normiert, um die Funktionalität des später angewendeten
Abstandsmaßes zu verbessern. Worte, welche im gesamten Referenzzeitraum gar nicht in
Verbindung mit einem der Zielworte gefunden werden konnten, erhielten ein Gewicht von
0. Der somit entstandene Vektor von Wortgewichten stellt die Basis für die Beurteilung der
Sätze des Testzeitraumes dar.
Berechnen der Distanz Distanz wird hierbei definiert als das Ausmaß der Unvorherseh-
barkeit eines bestimmten Satzes. Es wird ein Maß verwendet, das der KV (siehe [66]) ähnelt,
um für jeden Satz im Testkorpus eine Distanz zu berechnen. Dieses quantifiziert, wie sehr
sich dieser Satz von dem unterscheidet2, was im Referenzkorpus beobachtet wurde. Im
2im Bezug auf den zu erwartenden Kontext rund um die Flüchtlings-Zielworte
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Gegensatz zur KV wird hier jedoch die Kontextänderung für einen einzelnen Satz berechnet.
Die Distanz des i′ten Satzes si wird hierbei durch die Verwendung einer Kombination aus der
Summe φ und dem Mittelwert τ der berechneten Distanzen der Worte eines Satzes bestimmt











(1− re f (w j)) (5.3)
Hierbei entspricht ni der Anzahl der Worte w in si und re f (w j) dem im Referenzzeitraum
ermittelten Gewicht für das j′te Wort in Satz si. Bei ausschließlicher Verwendung des
Mittelwerts würden Sätze, die aus einem einzigen unbekannten Wort bestehen, am höchsten
eingestuft. Die alleinige Betrachtung der Summe der Wortdistanzen eines Satzes würde zu
einer Präferenz sehr langer Sätze führen. Deshalb wird eine Kombination der beiden Werte
mit einem Faktor λ benutzt. In der hier beschriebenen Studie wurde mit λ = 0.9 gearbeitet.
Ein kleinerer Wert für λ hätte zur Folge, dass tendenziell längere Sätze höhere Distanzwerte
aufweisen würden. Weiterhin wurde φ normalisiert, um damit die Wertebereiche von φ und
τ für die anschließende Kombination anzugleichen.
dsi = λ ∗ τsi +(1−λ )∗φ
norm
si (5.4)
Einschränkung auf Aussagen Die Dokumente des initial erstellten Korpus aus dem Jahre
2015 stellen den Testdatensatz dar. Die Anwendung des Algorithmus ermöglicht das Auf-
finden von Sätzen, die von der berechneten Referenz abweichen. Von besonderem Interesse
sind Aussagen von Politikern oder anderen prominenten Akteuren. Daher wurde die Analyse
auf Sätze beschränkt, die einen Indikator für die Verwendung einer Aussage aufweisen. Als
Filter wurde das Vorhandensein von Worten wie sagte oder behauptet sowie das Vorliegen
von Anführungszeichen genutzt. Dadurch reduzierte sich die Analysebasis von insgesamt
14894 Sätzen, die mindestens eines der Zielworte enthalten, auf 3126 Sätze, die sowohl
Zielwort(e) als auch Aussageindikator während des definierten Testzeitraums aufweisen.
5.1.1.3 Ergebnisse
Es ist möglich, Sätze mit Begriffen zu finden, die neue Kontexte aufzeigen. Mit diesem
grundlegenden Ansatz kann jedoch nicht garantiert werden, dass jeder gefundene Satz extrem
bzw. neuartig im Sinne einer Aussage außerhalb des Overton-Fensters ist (siehe Tabelle
5.2: “Ich nehm die Asylbewerber mit“, sagt ein Passant.). Dennoch wurde eine hohe Anzahl
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Satz s Satzdistanz ds
Das Online-Magazin Vice titelt "Warnschüsse gegen Flüchtlinge : 0.9909
“Oft ging es um Flüchtlinge, die von Schleuserbanden ausgeraubt oder
zusammengeschlagen wurden. 0.9907
“Er hat mit dem Tötungsdelikt an dem Asylbewerber aber nichts zu tun. 0.9902
Auf Ausländer schmeißt man Steine “Wir sollten gar nicht hier sein“,
sagt Phillipp. 0.9901
Diese Migranten sind wie Kakerlaken“, steht schon in der Unterzeile." 0.9901
“Ich nehm die Asylbewerber mit“, sagt ein Passant. 0.9892
“Wir können Ausländer klatschen! 0.9891
Premierminister David Cameron bezeichnete die Migranten als
“Menschenschwärme“. 0.9889
... ...
" Deutschland, Deutschland“, skandieren die Flüchtlinge. 0.6533
"Jeder dritte Syrer und jeder fünfte Afrikaner will nach Deutschland“,
sagt er. 0.4765
Tabelle 5.2 Ausschnitt der Ergebnisse überraschender Texte nach Einschränkung auf Sätze
mit Indikator für eine Aussage im Testzeitraum 2015.
an Sätzen und insbesondere Aussagen gefunden, die die Grenzen des Overton-Fensters
deutlich zu überschreiten scheinen (siehe Tabelle 5.2: Warnschüsse gegen Flüchtlinge). Die
Spezifizierung der Grenzen und damit auch die Beurteilung, ob eine einzelne Aussage
innerhalb oder außerhalb des Fensters liegt, stellt eine weiterführende Aufgabe dar. Die
Filterung für das Auffinden von Aussagen funktionierte zuverlässig. Die gefundenen Sätze
spiegeln Meinungen und Aussagen verschiedener Akteure wider. Viele von diesen sind im
Hinblick auf die Suche nach extremen Behauptungen sehr relevant.
5.1.1.4 Methodische Limitierungen und zukünftige Arbeiten
Ein großes Problem, mit dem man sich in der weiteren Arbeit auseinandersetzen muss, ist die
Tatsache, dass die Verwendung neuer Worte nicht notwendigerweise eine Meinung außerhalb
des Overton-Fensters darstellt. Häufig erhalten Worte einen hohen Distanzwert, weil diese in
der Referenzperiode nicht verwendet wurden. Die Nichtnutzung kann jedoch nicht zwingend
darauf zurückgeführt werden, dass es politisch inakzeptabel war, im Referenzzeitraum eine
entsprechende das Wort im Kontext von Flüchtlingen verwendende Aussage zu tätigen. Es
können auch Zufallseffekte oder andere inhaltliche Verlagerungen Grund für diese Beob-
achtungen sein. Dieser Effekt nimmt zu, wenn die Menge an Text im Referenzzeitraum
abnimmt. In den bisherigen Bemühungen wurden nur die Veränderungen von einem Be-
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zugszeitraum zu einem Testzeitraum berücksichtigt. Nach der Theorie des Overton-Fensters
sollten Aussagen außerhalb des Fensters aber auch die zukünftige öffentliche Meinung in die
Richtung verschieben, die die Aussage vorgibt. Daher wäre ein möglicher weiterer Schritt,
diese Verschiebung zu analysieren. Eine denkbare Annäherung könnte die Betrachtung des
Zeitfensters nach einer Aussage sein, welche eine hohe Distanz in Bezug auf die Referenz
aufweist. Wird ein ähnliches Verhalten in den folgenden Dokumenten gefunden, könnte
diese Aussage einen Einfluss auf den öffentlichen Diskurs gehabt haben und war somit
eventuell in der Lage, das Overton-Fenster zu verschieben. Solche Aussagen wären noch
spannendere Ergebnisse, die es gilt, gemeinsam mit Domainexperten, weiter zu untersuchen.
Die zweidimensionale Ausrichtung des Overton-Fensters, in politische Extreme (links vs.
rechts, Pro Flüchtlinge vs. Contra Flüchtlinge,...) wurde bisher nicht berücksichtigt. Lediglich
die Abweichung ohne eine Einordnung in eine bestimmte Richtung wurde für die weitere
Analyse verwendet. Die Kategorisierung von Aussagen in politische Positionen setzt ein
großes semantisches Verständnis von Meinungsäußerungen voraus. Hier sind verschiedene
Ansätze denkbar (z. B. Klassifikation mit Support Vector Machines, semantische Embed-
dings,...), die in zukünftigen Studien hilfreich seien könnten. Ein weiterer spannender Ansatz
ist die diachrone Ansicht des Overton-Fensters. Die exakte Bestimmung, was, entsprechend
der vorhandenen Datenlage, zu welcher Zeit sozial akzeptiert zu sein scheint und was nicht,
ist ein wichtiger Forschungsansatz. Auch zu wissen, zu welcher Zeit sich das Fenster sehr
stark ändert und zu welchen Zeiten es stabil bleibt, ist von Bedeutung für weitere Forschung.
Darüber hinaus ist es unerlässlich, eine Auswertungsmöglichkeit für die beschriebenen
Messungen des Overton-Fensters zu entwickeln, da es noch keinen Goldstandard gibt, der
politische Aussagen in den Bereich des Overton-Fensters einordnet. Um die Gültigkeit der
Berechnungen zu überprüfen, könnte ein synthetischer Datensatz verwendet werden, der
die zugrunde liegende Dynamik des Overton-Fensters adäquat versucht zu modellieren und
damit eine anschließende Überprüfung der Verfahren ermöglichen würde. Die endgültige
Bewertung erfordert jedoch die Mitwirkung und Beurteilung eines Domänenexperten (z. B.
Politikwissenschaftlers).
5.1.1.5 Zusammenfassung
Durch die Verwendung des iLCM war es möglich, mit überschaubarem Aufwand, aufbauend
auf dem bereits bestehenden Set an Funktionen, die hier vorgestellte Studie durchzuführen.
Der gesamte Prozess der Datenaufbereitung, -selektion und -vorprozessierung, -extraktion
aus dem Tool sowie die Berechnung eines Referenzkontextvektors ließ sich durch die vor-
handenen iLCM-Module umsetzen. Die Quantifizierung der Satzdistanzen in Bezug auf
die Referenzkontexte, als auch die Filterung der Sätze auf jene, die Eigenschaften einer
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Aussage aufweisen, wurden mithilfe von RStudio Server implementiert. Der geschilderte
Mechanismus verwendet grundlegende Kookkurrenzstatistiken und ermöglicht dennoch
die Erkennung ungewöhnlicher Kontexte um eine Reihe von Zielworten. Dadurch können
Aussagen lokalisiert werden, die Grenzen des Overton-Fensters überschritten und damit
den politischen Diskurs in der Gesellschaft verschoben haben. Die Klassifikation der resul-
tierenden Sätze in eine der beiden Grundhaltungen über einen politischen Diskurs ist ein
Thema, das in der zukünftigen Arbeit behandelt werden sollte. Insgesamt wurde deutlich,
dass durch die Anwendung von Methoden der automatischen Sprachverarbeitung in der
Frage um die Existenz des Overton-Fensters und den damit einhergehenden Dynamiken einen
vielversprechenden Ansatz darstellt. Weitere Forschung in diesem Gebiet kann mitunter dabei
helfen den Missbrauch dieser Dynamik durch populistische Parteien oder andere Akteure
auszubremsen. Das geschilderte Verfahren verdeutlicht die Bedeutung der Anwendung zur
Analyse von schwachen Signalen. Die Kontextänderungen einer Menge von Zielworten über
die Zeit beschreibt ein Signal, welches erst bei genauer Betrachtung ermöglicht, potenziell
relevante Informationen erkennen und auswerten zu können. Weitere Details zu dieser Studie
sind in [65] beschrieben.
5.2 Generische Plattform als Basis zur Operationalisierung
sozialwissenschaftlicher Fragestellungen
In diesem Abschnitt werden nun Anwendungen vorgestellt, bei welchen, aufbauend auf der
Infrastruktur des iLCM, Lösungen und Operationalisierungsmöglichkeiten für verschiedene
sozialwissenschaftliche Fragestellungen umgesetzt wurden. Da bereits auf zahlreiche grund-
legende Funktionen des iLCM (generischer Aspekt) zurückgegriffen werden konnte und die
Ausrichtung des iLCM speziell darauf abzielt, an konkrete Fragestellungen angepasst zu
werden, ließen sich die notwendigen Einstellungen und Erweiterungen zur Umsetzung der
spezifischen Anforderungen effektiv vornehmen. Es werden nun zwei Beispielanwendungen
vorgestellt, in welchen die generische Ausrichtung des iLCM es erlaubt, die Infrastruktur an
die speziellen Anforderungen des jeweiligen Projektes anzupassen.
5.2.1 Machbarkeitsstudie Pressefreiheitsmonitor
Im Rahmen einer Machbarkeitsstudie für das europäische Zentrum für Presse- und Medien-
freiheit3 (EZPMF) wurde die Infrastruktur des iLCM eingesetzt, um die Möglichkeiten, aber
auch Probleme eines folgenden Projektes zu erkennen. Kernaufgabe der Machbarkeitsstudie
3https://ecpmf.eu/
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Abbildung 5.1 Zu iLCM hinzugefügtes Suchinterface für Eigennamen.
war es, zu untersuchen, ob sich Meldungen über Pressefreiheitsverletzungen automatisiert
extrahieren, klassifizieren und geocodieren lassen. Das Ergebnis dieser Studie sollte eine
Plattform darstellen, auf der gefundene Pressefreiheitsverletzungen auf einer Karte übersicht-
lich angezeigt werden. Die Studie sollte mit ungarischen Daten durchgeführt werden, was
zur Folge hatte, dass eine Übersetzungsfunktionalität in das Tool integriert werden musste.
Zur Umsetzung der gestellten Anforderungen musste der iLCM an einigen Stellen angepasst
und erweitert werden. Die Datengrundlage der Studie waren ungarische Newscrawls aus
den Jahren 2011 - 2013 aus dem Wortschatzprojekt4 der Universität Leipzig. Diese Daten
wurden mithilfe der Importfunktion des iLCM in das Tool integriert. Hierbei wurde das
Standardtool zur Vorprozessierung spaCy durch udpipe5 ersetzt, da jenes bereits Modelle für
das Ungarische enthielt, welche zumindest die Durchführung von Satzsegmentierung, Toke-
nisierung, Lemmatisierung und POS-Tagging erlaubten. spaCy bietet noch keine Modelle für
das Ungarische an.
5.2.1.1 Suche über Eigennamen
In Zuge der Machbarkeitsstudie sollte zusätzlich zu den Standardsuchmöglichkeiten für
Document Retrieval und Kollektionserstellung hinaus noch die Möglichkeit der Einbezie-
hung von Eigennamen in die Suchfunktionalität untersucht werden. Nach erfolgreicher
Integrierung in den iLCM konnte damit beispielsweise die Anfrage "Alle Dokumente, in
denen die Person Victor Órban, der Ort Budapesten und die Organisation Fidesz vorkommt"
wie im hinzugefügten Suchinterface (siehe Abbildung 5.1) dargestellt, umsetzt werden. Zur
Realisierung dieser Anforderung mussten mehrere Schritte durchgeführt werden. Da die Ei-
gennamenerkennung weder mit spaCy noch mit udpipe im Ungarischen möglich war, wurde
für diese Aufgabe ein eigenes Modul entwickelt (siehe Abschnitt 5.2.1.4). Dieses erlaubte es,




versehenen Daten die Worte, welche mit einem der drei Tags GPE, PER, ORG (Ort, Person,
Organisation) getaggt wurden, extrahiert. Aus diesen wurden dann wiederum Listen erstellt,
welche somit jeweils alle gefundenen Entitäten des jeweiligen Typs enthielten. Im nächsten
Schritt mussten in der Oberfläche des iLCM Suchfelder angelegt werden, welche es dem
Nutzer erlauben, die Entitäten von Interesse auszuwählen. Hierbei sollten natürlich auch
Mehrfachauswahlen möglich sein. Die Anzahl der gefundenen Entitäten lag im genutzten
Korpus bei über 10000. Da sich eine so große Menge an Auswahloptionen bei älteren Rech-
nern nur mit geringer Performanz clientseitig darstellen lässt, wurde auf die im iLCM zumeist
verwendete Umsetzung eines serverseitigen Managements der möglichen Auswahloptionen
zurückgegriffen. Dem Nutzer wird hierbei stets nur eine festgesetzte maximale Anzahl an
möglichen Suchbegriffen gleichzeitig angezeigt. Die angezeigten Begriffe werden aber mit
jeder Nutzereingabe durch die dafür gefundenen Matches aktualisiert. Die Suchfelder wurden
in die Umgebung der Simple Search integriert. Genauer wurden zu der Standardsuchanfrage,
welche an Solr geschickt wird, um die IDs der relevanten Dokumente zurückzuerhalten, die
jeweiligen Anfragen der Entitäten ergänzt. Diese einfache Erweiterung des iLCM ermöglicht
die gezielte Suche nach Dokumenten über eine Menge gesetzter Eigennamen. Somit war es
beispielsweise möglich, die Berichterstattung über bereits bekannte Fälle von Gewalt gegen
Journalisten nachzuvollziehen.
5.2.1.2 Automatisches Auffinden von Meldungen über Pressefreiheitsverletzungen
Die Kernaufgabe des Projektes bestand jedoch in der Untersuchung, inwieweit es möglich ist,
Meldungen über Pressefreiheitsverletzungen automatisch aus einer großen Menge an Daten
extrahieren und in verschiedene Klassen einzuordnen zu können. Zu diesem Zweck sollte
ein Klassifikationsmechanismus trainiert und getestet werden. Hierfür wurde das Funktionsf-
ramework des iLCM genutzt. Der erste Schritt sah das Erstellen eines Annotationsschemas
vor. Dies wurde interaktiv über die Funktionen der Annotationsschemata-Erstellung (siehe
Kapitel 3.2.6.5) im iLCM mit der Benutzung der vier Klassen:
• Physische Attacken/Effekte auf Journalisten
• Psychische Attacken/Effekte auf Journalisten
• Arbeitsbehinderungen von Journalisten
• Andere Verletzungen der Pressefreiheit
durchgeführt. Im nächsten Schritt galt es, Trainingsbeispiele im Korpus zu finden und diese
von Hand zu annotieren. Dabei wurde zunächst gezielt nach Dokumenten gesucht, welche
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die Keywords sajtószabadság (Pressefreiheit) oder újságíró (Journalist) verwenden, um
mögliche Kandidaten auffinden zu können. Da es im Rahmen der Machbarkeitsstudie nicht
möglich war, einen Muttersprachler des Ungarischen beschäftigen zu können, musste im
iLCM ein Übersetzungsinterface (siehe Kapitel 5.2.1.3) hinzugefügt werden. Dies erlaubte
es, Trainingsbeispiele über die Annotationsfunktion des iLCM für das erstellte Annotati-
onsschema in den ungarischen Texten zu finden und zu speichern. Im Anschluss an die
manuelle Annotation von Beispielsätzen wurden über die AL-Funktion des iLCM weitere
Trainingsdaten gefunden und abgespeichert. Auch zur Beurteilung der vorgeschlagenen
Beispiele im Zuge des AL musste der iLCM um eine Übersetzungsfunktion erweitert werden.
Im Rahmen der Machbarkeitsstudie wurde der trainierte Klassifikator nicht auf die gesamte
Dokumentenkollektion angewandt. Es wurden stattdessen sowohl die manuell annotierten
als auch die im AL bestätigten Beispiele für die weiteren Schritte verwendet, um damit die
Qualität der letztendlich dargestellten Daten gewährleisten zu können. Nichtsdestotrotz wäre
die Anwendung des Klassifikators zum Auffinden von Pressefreiheitsverletzungen auf dem
gesamten Korpus möglich gewesen.
5.2.1.3 Übersetzungsinterface
Wie bereits in Kapitel 5.2.1.2 erwähnt, bedurfte es an drei Stellen der Übersetzung der ungari-
schen Texte, um den gestellten Anforderungen gerecht zu werden. Zur manuellen Annotation
von Trainingsdaten wurde das erste Mal eine Übersetzungsfunktion benötigt, da es andern-
falls nicht möglich gewesen wäre, Sätze zu finden, in denen Pressefreiheitsverletzungen
benannt werden und diese anschließend in eine der Kategorien des Annotationsschemas
einzuordnen. Als Bibliothek für die Übersetzung der Texte wurde das Python-Paket goo-
gletrans6 herangezogen. Dieses benutzt wiederum die Google Translate Ajax API7. Die
Python-Bibliothek wurde im iLCM durch das R-Paket reticulate, welche die Verwendung
von Python-Code innerhalb von R-Prozessen ermöglicht, aufgerufen. In der Studie wurde
vom Ungarischen ins Englische übersetzt, da sich die Übersetzung vom Ungarischen ins
Deutsche als qualitativ unterlegen erwies. Eine Anpassung sowohl der Ausgangs- als auch
der Zielsprache wäre in zukünftigen Anwendungen dennoch leicht möglich. In das User In-
terface des iLCM wurde die Übersetzung eines Dokumentes als weiteres Fenster neben dem
eigentlichen Document View hinzugefügt (siehe Abbildung 5.2). Die Übersetzung geschieht
hierbei auf Satzbasis. Das ermöglicht es, die exakten Belegstellen im Originaldokument
zu finden, in denen Pressefreiheitsverletzungen zum Ausdruck kommen. Dies wiederum




Abbildung 5.2 Erweiterung des iLCM User Interfaces um eine satzbasierte Übersetzungs-
möglichkeit neben dem Document View.
können. Der zweite Zeitpunkt, zu dem sich eine Übersetzung für einen Nichtmuttersprachler
im Ungarischen als unerlässlich darstellte, war während der Beurteilung der vorgeschlagenen
AL-Beispiele (siehe Abbildung 5.3) gegeben. Die Übersetzung erfolgt für die gefundenen
Kandidatensätze automatisch und wird dem Nutzer unterhalb des Originaltextes angezeigt.
Insgesamt hat erst die Implementierung einer Übersetzungsfunktionalität die Umsetzung der
gestellten Anforderungen ermöglicht, da andernfalls keine Annotation von Trainingsdaten
möglich gewesen wäre. Eine Übersetzung des gesamten Korpus ist aufgrund zu hoher Kosten
von Übersetzungsdiensleistern wie google translate8, microsoft text translation9 oder Yandex-
Translate10 bei dem hier benötigten hohen Durchsatz nicht praktikabel. Deshalb wurden die
Algorithmen (Satz- und Wortsegmentierung, Parsing, Tagging, Klassifikation) stets auf den
Originaldaten in der Ausgangssprache durchgeführt. Des Weiteren wurde auch für die finale
Darstellung der Ergebnisse die Möglichkeit der Übersetzung eines Dokumentes implemen-
tiert. Möchte der Nutzer die gefundenen Fälle genauer betrachten, so hat er hierfür ebenfalls
die Möglichkeit, auf das bereits beschriebene Übersetzungsframework zurückzugreifen.
5.2.1.4 Geocodierung
Die Geocodierung beschreibt den Prozess des Zuordnens von Geokoordinaten zu Ortsnen-
nungen im Text. Es werden dabei zwei Teilprozesse durchgeführt:
• Extraktion von Ortsnamen
• Zuordnen von Geokoordinaten zu gefundenen Ortsnamen
Die Extraktion von Ortsnamen aus dem Text basiert auf der Eigennamenerkennung, welche
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Abbildung 5.3 Übersetzung integriert in die Anzeige von AL-Beispielen; Das erste Beispiel
wird als irrelevant markiert, das zweite Beispiel wird bestätigt.
erwähnen, dass Standardbibliotheken wie spaCy (siehe Kapitel 3.2.5.1) oder auch udpipe
die Funktion der Eigennamenerkennung im Ungarischen nicht anbieten. Aus diesem Grund
wurde ein eigenes Funktionspaket entwickelt, welches das Python-Framework flair11 ver-
wendet. Zum Trainieren eines Modells wurden fast text embeddings12 in Verbindung mit den
Hungarian Named Entity Corpora ([122]) verwendet. Eine 10-fold Cross-Validation auf dem
Trainingkorpus lieferte einen Micro Average F1-Score von 0.9437 und einen Macro Average
F1-Score von 0.92275. Die somit gefundenen Ortsnamen bildeten die Basis für die weitere
Analyse. Diese sah vor, gefundene Pressefreiheitsverletzungen mit dem betreffenden Ort in
Verbindung zu bringen. Hierfür wurde im Rahmen der Machbarkeitsstudie auf die Methode
zurückgegriffen, den zur gefundenen Pressefreiheitsverletzung im Text nächstgelegenen Orts-
namen zu verwenden. Mit dieser einfachen Heuristik ließen sich für den Großteil der Fälle,
wenn überhaupt eine Ortsnennung im Text vorhanden war, die zugehörigen Orte auffinden.
Eine weitere Validierung wurde hier nicht vorgenommen, da sowohl die Datenmenge zu
gering war, um eine automatische Detektion von Ausreißern durchzuführen, als auch eine
manuelle Korrektur aufgrund der Sprachbarriere abseits eines stichprobenartigen Vorgehens




durch die Verwendung der Google Maps Geocoding API13 vollzogen. Um im Rahmen des
kostenfreien Nutzungsmodells für diese API zu bleiben, wurden lediglich Koordinaten für
Ortsnamen angefragt, welche bereits als zugehörige Orte für eine Meldungen von Pressefrei-
heitsverletzungen markiert wurden. Die so erhaltenen Koordinaten wurden gemeinsam in
einem Dataframe als weiteres Metadatum (neben Datum, Quelle und Klassifizierung) für
jeden gefundenen Fall einer Pressefreiheitsverletzung gespeichert.
5.2.1.5 Darstellung der Ergebnisse
Die nach der Durchführung der beschriebenen Schritte erhaltenen Daten stellen die Ba-
sis für die Darstellung der Ergebnisse dar. Die gesamte Visualisierung der Ergebnisse der
Machbarkeitsstudie wurde als ein separates Fenster namens Press Freedom Monitor (siehe
Abbildung 5.4) in der Sidebar der R shiny-App-Oberfläche hinzugefügt. Die Darstellung ist
unterteilt in fünf Boxen, welche die jeweiligen Zugehörigkeiten der gefundenen Fälle zu einer
Kategorie von Pressefreiheitsverletzungen abbilden. Rechts daneben ist eine Karte zu sehen,
auf welcher die Meldungen der durch die Boxen (siehe Grafik 5.4) abgebildeten Kategorie,
dargestellt sind. Die Fälle werden jeweils durch die zugehörigen ermittelten Koordinaten auf
der Karte platziert. Zur Darstellung der Karte wurde das R-Paket leaflet14 eingesetzt. Um die
Übersichtlichkeit zu erhöhen, wurde für jede der verwendeten Kategorien ein eigenes Icon
verwendet. Klickt man auf ein Icon auf der Karte, so öffnet sich ein Fenster, in welchem
weitere Informationen zum jeweiligen Fall angezeigt werden. Es besteht darüber hinaus auch
die Möglichkeit, durch den Klick auf den Knopf Show document das jeweilige gesamte Do-
kument einzusehen. Dabei wird in ein weiteres Fenster gewechselt (siehe Abbildung 5.5). In
diesem sind nun drei Tabs zu sehen. Der erste Tab zeigt dabei das Originaldokument, in dem
die Pressefreiheitsverletzung aufgefunden wurde. Die Stelle, welche hierbei im Annotations-
bzw. Klassifikationsprozess ausgewählt wurde, ist farblich hervorgehoben. Der zweite Tab
stellt die Übersetzung dieses Dokumentes dar. In der auf die EZPMF-Machbarkeitsstudie
folgenden Umsetzung des Projektes soll zusätzlich eine Verifikation der automatisch ex-
trahierten Fälle durch ein existierendes Netzwerk an Journalisten durchgeführt werden. Im
dritten Tab ist exemplarisch eine mögliche Darstellung eines solchen Mechanismus zur
Auftragserteilung für die Verifikation von Pressefreiheitsverletzungen dargestellt.
13https://developers.google.com/maps/documentation/geocoding/start
14https://rstudio.github.io/leaflet/
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Abbildung 5.4 Übersicht der angepassten shiny-App für den EZPMF-Prototypen samt Visua-
lisierung gefundener Meldungen von Pressefreiheitsverletzungen.
5.2.1.6 Zusammenfassung
Die Durchführung der Machbarkeitsstudie auf Basis des iLCM erlaubte es, schnell und ef-
fektiv die Möglichkeiten aber auch Herausforderungen für das geplante Projekt des EZPMF
auszuloten. Es wurden Schwierigkeiten im Umgang mit selten in der NLP angewendeten
Sprachen aufgezeigt und auch mögliche Schritte (Training eigener Sprachmodelle, Überset-
zungsinterfaces) zur Arbeit mit diesen Sprachen vorgestellt und umgesetzt. Die im iLCM
gegebenen Möglichkeiten, erweitert um die Übersetzungsschnittstellen, erlaubten die Anno-
tation von Trainingsdaten zum Auffinden von Meldungen über Pressefreiheitsverletzungen.
Diese Menge manuell annotierter Daten wurde mithilfe des Klassifikationsmechanismus
des iLCM in einem AL-Prozess noch erweitert. Spannend war insbesondere zu beobachten,
dass trotz der Verwendung ausschließlich ungarischer Texte auch zahlreiche Pressefreiheits-
verletzungen in verschiedenen anderen Ländern entdeckt werden konnten. Dies lässt für
zukünftige Arbeiten die Möglichkeit erhoffen, auch anhand von Sprachen, die für die maschi-
nelle Sprachverarbeitung bekannt sind, wie Englisch, Deutsch, Spanisch, Französisch oder
Italienisch bereits erste Aussagen über den Zustand der Pressefreiheit in anderen Ländern
(Osteuropa) vornehmen zu können. Die Ausrichtung des iLCM als generische erweiterbare
Plattform hat es hier erlaubt, die projektspezifischen, methodologischen Anforderungen in
kurzer Zeit umzusetzen. Dafür war es wichtig, auf ein breites Spektrum an bereits vorhan-
denen Strukturen und Systemen zurückgreifen zu können. Dazu zählen beispielsweise die
Datenbankstruktur, die Oberflächenanordnung des iLCM, die vorhandenen Analyseverfahren
sowie die Suchfunktionalität. Weiterhin konnten bereits vorinstallierte Bibliotheken und
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Abbildung 5.5 Fenster zum Anzeigen des Dokumentes, welches eine durch den Nutzer
ausgewählte Meldung einer Pressefreiheitsverletzung enthält.
Funktionen verwendet werden. Außerdem war es notwendig, Anpassungen an den beste-
henden Funktionen und Oberflächen vornehmen zu können. Diese konnten direkt über die
RStudio-Server-Oberfläche implementiert werden. Zur vollständigen Umsetzung der An-
forderungen mussten einige eigene Erweiterungen am Tool vorgenommen werden. Dazu
zählen die Übersetzungsfunktionalitäten sowie die Oberfläche des Press Freedom Monitor.
Mit diesem Spektrum an Möglichkeiten, die Operationalisierung der Fragestellung auf Basis
des iLCM vorzunehmen, konnte hier im Sinne des Agile Developments ein Prototyp erstellt
werden, aus welchem sich genaue Anforderungen für ein späteres Projekt ableiten ließen.
5.2.2 Anwendung auf Sommer-Akademie 2018
Im Herbst 2018 wurde auf einer Sommer-Akademie, gefördert durch die Deutsche Studien-
stiftung15, die Arbeitsgruppe Computational Social Sciences - Verfahren computergestützter
sozialwissenschaftlicher Forschung am Beispiel aktueller Fragestellungen organisiert. Ziel
dieser Arbeitsgruppe war es, den teilnehmenden 18 Studenten exemplarisch die interdiszipli-
näre Zusammenarbeit von Fachwissenschaften und Informatik aufzuzeigen. Hierfür wurden
15https://www.studienstiftung.de/
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von den Studenten vorbereitete politische Fragestellungen vorgestellt und diskutiert. Im An-
schluss an die ausführliche Schilderung des Aufbaus einer wissenschaftlichen Fragestellung
und deren Operationalisierung, war es im zweiten Abschnitt der Akademie die Aufgabe
der Studenten, ihre Forschungsidee zu implementieren. Hierfür wurde den Teilnehmern die
damalige Version des iLCM bereitgestellt und erläutert. Als Datengrundlage wurden Texte
der deutschen Tageszeitung taz und der englischen Tageszeitung the Guardian 16 vorprozes-
siert zur Verfügung gestellt. Es bildeten sich vier Gruppen, welche jeweils aus mindestens
einem Studenten mit technischem Background (Informatik oder Mathematik) und einem
Studenten mit sozialwissenschaftlichem Studienfach bestanden. Diese Zusammensetzung
erlaubte die Implementierung der Software-Projekte nach den Prinzipien des Agile Software
Development ([33]), mit den beiden Rollen Entwickler und Anwender. Folgende Projekte
wurden mithilfe des iLCM umgesetzt:
5.2.2.1 Transformation der Printmedien im Zeitalter der Digitalisierung
Die zentrale Fragestellung dieser Gruppe beschäftigte mit der Untersuchung, inwiefern
sich ein Digitalisierungstrend auch in den Printmedien abzeichnet und ob sich im Zuge der
Digitalisierung gedruckte Zeitungsausgaben auf linguistischer Ebene immer mehr internets-
pezifischen Textstrukturen annähern. Grundlegende Hypothese war dabei die Vereinfachung
der verwendeten Sprache von Nachrichtentexten über die Zeit hinweg. Im Speziellen wurde
hierbei der Trend, Neuigkeiten über Social-Media zu beziehen, als Einflussfaktor vorgestellt.
Deshalb wurde neben der diachronen Untersuchung der Nachrichtentexte für sich, auch
eine vergleichende Analyse mit einem bestehenden Twitter-Datensatz und einem eigens
angelegten Facebook-Datensatz durchgeführt. Zur Quantifizierung von Sprache und deren
Einfachheit wurden die folgenden Maße herangezogen:





Die Umsetzung des Projektes sah mehrere Teilschritte vor, zu denen der iLCM herange-
zogen wurde. Zunächst mussten über ein Zufallssampling Testdaten für den ausgewählten
16https://www.theguardian.com/uk
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Zeitraum zwischen 1990 und 2018 ausgewählt werden. Hierfür wurden über das detail-
lierte Suchinterface jeweils Einschränkungen auf die einzelnen Jahre durchgeführt, 1000
zufällige Ergebnisdokumente ausgewählt und als Dokumentkollektion abgelegt. In einem
darauffolgenden Schritt galt es, die Maße zur Quantifizierung der Komplexität von Sprache
in R zu implementieren. Hierfür wurde die mitgelieferte Entwicklungsumgebung RStudio
Server verwendet. Die erstellten Funktionen wurden nunmehr auf die Jahreskollektionen
angewendet und die Ergebnisse in einem großen Dataframe abgelegt. Um einen Vergleich
mit Referenzwerten zu ermöglichen, mussten außerdem die Funktionen auf den Twitter- und
Facebook-Datensätzen durchgeführt und deren Resultate gespeichert werden. Die benötigte
Aufsplittung der Texte in Sätze und Worte erfolgte hierbei bereits im vorangestellten Schritt
der Datenvorverarbeitung als Teilschritt des Importes von Daten in den iLCM durch spaCy
(siehe Kapitel 3.2.5.1). Aufgefallen ist den Studenten hierbei die teils unbefriedigende Quali-
tät der Vorverarbeitung von Facebook-Posts und Tweets, woraus die starke Abhängigkeit von
trainierten Modellen zur Vorverarbeitung von Text (Satztrennung, Tokenisierung, POS-, NER-
Tagging) gegenüber ihrer Trainingsdomain gefolgert werden konnte. Nach der Berechnung
der Kennzahlen für alle ausgewählten Testkollektionen wurden die Ergebnisse mithilfe der
R-Bibliothek plotly17 visualisiert. Hierbei konnten die folgende Resultate gefunden werden.
Ergebnisse Die durchschnittliche Anzahl an Worten pro Dokument (siehe Abbildung
5.6) beschreibt eine parabelartige Kurve mit einem globalen Minimum von 325 Worten in
2004. An den beiden äußeren Rändern werden Maxima von über 500 Worten pro Dokument
gemessen. Zum Vergleich wurde für den Facebook-Referenzdatensatz, welcher Meldungen
der Facebookseite der taz18 enthielt, ein durchschnittlicher Wert von lediglich 25 Worten pro
Post ermittelt. Der gemessene Readability-Index (siehe Grafik 5.7) weist Werte zwischen
16.5 in 1990 und Werte unter 14 in den frühen 2010er-Jahren auf. Im Vergleich zu der
durchschnittlichen Wortanzahl pro Dokument, dauert es für den Readability-Index länger,
ehe der Wendepunkt in der Funktion erreicht ist. Stattdessen ist ein langer stetiger Abstieg
bis ca. 2014 zu erkennen. Erst danach steigen die gemessenen Werte wieder an, erreichen
dabei in 2018 jedoch noch nicht die initialen Werte aus den frühen 1990er-Jahren. Aus der
Gesamtheit der Messwerte konnte eine Vereinfachung der Sprache im Zeitraum zwischen
2000 und 2010 abgeleitet werden. Diese spiegelt sich unter anderem in der durchschnittlichen
Anzahl der Worte pro Artikel, der durchschnittlichen Anzahl an Worten pro Satz wie auch
am Readability-Index wider. Allerdings wiesen alle Messwerte ab ca. 2010 wieder darauf
hin, dass es eine Umkehrung des Trends hin zur Verwendung von komplexerer Sprache gibt.
17https://plot.ly/r/
18https://de-de.facebook.com/taz.kommune/
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Abbildung 5.6 Durchschnittliche Anzahl an Worten pro Dokument berechnet anhand von
jährlichen Zufallssamples von je 1000 Dokumenten der Tageszeitung taz.
5.2.2.2 Vergleichende Sentimentanalyse deutscher und englischer Medien in Bezug
auf EU und Brexit
Die zweite Gruppe der Somemr-Akademie wollte die Wahrnehmung der EU und des Brexits
in deutschen und englischen Medien vergleichend analysieren. Darüber hinaus wurde die
Hypothese aufgestellt, dass die EU während Krisenereignissen negativer bewertet wird als in
krisenfreien Zeiten. Als europaweite Krisen sollten dabei die Eurokrise und die Flüchtlingskri-
se herangezogen werden. Zur methodischen Umsetzung der Fragestellung sollten Sentiments
für den eigens erstellten Korpus berechnet werden. Das Korpus umfasste dabei Dokumente
der taz im Zeitraum von 1986 bis 2019 und des Guardian von 1999 bis 2018, welche mit
Hilfe einer eigens erstellten Liste an Keywords gefiltert und extrahiert wurden. Die Keywords
umschrieben dabei die Themen EU und Brexit. Nach der Erstellung des Korpus für deutsche
und englische Daten mussten die Studenten die Sentimentanalyse implementieren. Hierfür
wurde erneut die im iLCM Docker-Image integrierte Entwicklungsumgebung RStudio Server
genutzt. Es wurden nach der Extraktion der Texte aus dem iLCM Sentimentwörterbücher
aus externen Quellen gesucht und anschließend integriert. Für die deutschen Texte wurde
SentiWS (siehe [104]) verwendet. Die englischen Texte wurden mit AFINN ([94]) bewertet.
Zur besseren Vergleichbarkeit wurden die AFINN-Gewichte ebenfalls in das Intervall zwi-
schen [−1,1] normalisiert. Die Implementierung der Sentimentanalyse sah zur Bewertung
eines gesamten Dokumentes die Aufsummierung der Gewichte aller in diesem Dokument
gefundenen Worte aus dem Sentimentwörterbuch vor.
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Abbildung 5.7 Readability-Index berechnet anhand von jährlichen Zufallssamples von je
1000 Dokumenten der Tageszeitung taz.
Ergebnisse Die berechneten absoluten Werte von taz und Guardian lassen sich wegen der
unterschiedlichen Sentimentwörterbücher nicht vergleichen. Jedoch war es den Studenten
möglich, den jeweiligen relativen diachronen Verlauf für die einzelnen Zeitungen zu betrach-
ten. Die Sentiment-Scores wurden daher auf Jahresbasis für die beiden Dokumentmengen
mit den jeweils ausgewählten Sentimentwörterbüchern unter Verwendung der eigens imple-
mentierten Funktionen berechnet. Hiermit ließ sich für den Zeitraum zwischen 2012 und
2018 im Guardian eine fallende Kurve ermitteln, was auf den Ausdruck negativer werdender
Stimmungen in den Medien hinweist. In der taz dagegen kommt es im selben Zeitraum
zu einem stetigen Anstieg der jährlich berechneten Sentiment-Scores. Das lässt auf eine
positiver werdende Berichterstattung schließen. Eine genauer aufgeschlüsselte Analyse des
Einflusses verschiedener Krisen auf die Wahrnehmung der EU in den Medien wurde durch
die Studenten nach einigen Stichproben als schwer umsetzbar bewertet, da der Einfluss einer
einzelnen Krise in den Medien durch andere Überlappungsfaktoren und zahlreiche weitere
Gründe nicht genau spezifizierbar schien.
5.2.2.3 Untersuchung einer Korrelation von Parteinennungen und Umfrageergebnis-
sen für deutsche Parteien
Die dritte Gruppe befasste sich mit der Überprüfung der These, dass zwischen Nennungen
von Parteien in den Medien und deren Umfrageergebnissen eine hohe Korrelation vorläge.
Zur Implementierung galt es Nennungen deutscher Parteien in der taz zu erkennen und diese
anschließend zu zählen. Die Resultate sollten dann letztendlich mit Umfrageergebnissen
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abgeglichen werden. Da die alleinige Zählung der Parteinamen nicht die tatsächliche Präsenz
in der Berichterstattung abbildet, wurde eine wörterbuchbasierte Frequenzanalyse (siehe
Kapitel 3.2.6.2) durchgeführt. Hierfür wurden für die Parteien SPD, CDU, CSU, FDP, Die
Linke, AfD, Bündnis 90/Die Grünen und die Piratenpartei jeweils eigene Wörterbücher
im iLCM angelegt, welche unter anderem synonym verwendete Parteibezeichnungen, oder
auch Spitzenpolitiker der jeweiligen Parteien umfassten. Die so aggregierten Zahlen für
die Parteien wurden in Zeitabschnitten von Tagen, Wochen, Monaten und Jahren aus dem
iLCM extrahiert und anschließend mithilfe von RStudio Server mit Umfrageergebnissen der
jeweiligen Parteien verglichen. Als Quelle für die Umfragen wurden die Daten der Sonn-
tagsfrage19 ("Wen würden Sie wählen, wenn Sonntags Bundestagswahl wäre?"), erhoben
durch die forsa20 benutzt. Im Anschluss an den Import der Umfrageergebnisse in RStudio,
konnten die gemessenen Frequenzen und die Umfragewerte verglichen werden, um etwaige
Korrelationen aufzudecken. Hierfür wurden zur Visualisierung der Ergebnisse erneut Funk-
tionen des R-Paketes plotly verwendet und die Pearson- und Spearman-Korrelationen mit
dem Statistik R-Paket stats21 berechnet.
Ergebnisse Anhand der verwendeten Daten konnte die Ausgangshypothese nicht verifiziert
werden. Es ließen sich keine signifikanten Korrelationen zwischen den in der taz gefundenen
Parteinennungen und den im selben Zeitraum stattgefundenen Umfragen erkennen.
5.2.2.4 Untersuchung der Dominanz politischer Themen in den Medien auf Basis von
Topic-Modellen
Besonderer Fokus der vierten Gruppe war es, die Bedeutung der Flüchtlingsproblematik in
den Medien aufzuarbeiten. Es wurde die Behauptung aufgestellt, dass es in den Medien eine
starke Fokussierung auf die Berichterstattung über Flüchtlinge und insbesondere Kriminalität
durch Flüchtlinge gäbe. Zur Überprüfung dieser Behauptung sollten Nachrichtentexte aus
dem Zeitraum zwischen 2011 bis 2018 mithilfe von Topic-Modellen (siehe Kapitel 3.2.6.3) in
verschiedene Themenbereiche aufgeteilt werden, durch manuelle Betrachtung der sich erge-
benden Themen semantische Bedeutungseinheiten zugewiesen bekommen und anschließend
die zeitlichen Auftretensmuster verglichen werden.
Ergebnisse Es konnte aufgezeigt werden, dass die gefundenen Topics, welche die Flücht-





restlichen Untersuchungszeitraum konnten jedoch andere Topics noch mehr zugehörige
Dokumente aufweisen. Eine losgelöste Debatte über Kriminalität durch Flüchtlinge wurde
nicht gefunden.
5.2.2.5 Zusammenfassung
Die Sommer-Akademie stellte eine hervorragende Möglichkeit dar, die Fähigkeiten des iLCM
in einem echten Anwendungsszenario zu testen. Zahlreiche Designentscheidungen (Docker,
RStudio Server, Ergebnisextraktionsmechanismen) erwiesen sich als wichtig. Jedoch wurde
auch Bedarf an weiteren Implementierungen deutlich, welche essenziell zur Verbesserung des
Funktionsumfangs als auch der Nutzerfahrung des Tools sind. Zusammenfassend war es den
Studenten möglich, durch die Verwendung des iLCM und dessen Ausrichtung als generische
Forschungsplattform in sehr kurzen Zeiträumen erste Prototypen zur Beantwortung ihrer
wissenschaftlichen Fragestellungen zu implementieren. Dabei konnte auf Prinzipien des
Agile Software Development zurückgegriffen werden. Im Einzelnen wurden unter anderem
die ersten sieben Prinzipien (siehe [8]) unterstützt, indem die Erstellung eines frühen Pro-
totyps ermöglicht wurde und die Anforderungen an die Software während des gesamten
Prozesses der Umsetzung fortwährend angepasst und implementiert wurden. Besonders die
Möglichkeiten des Exportes von Teilergebnissen sowie deren Weiterverarbeitung dieser in
RStudio waren von großer Wichtigkeit.
5.3 Verbindung von quantitativen und qualitativen Ansät-
zen
In diesem Abschnitt soll nun ein praktisches Anwendungsbeispiel vorgestellt werden, in
welchem erst durch die Kombination aus quantitativen mit qualitativen Forschungsansätzen
valide Ergebnisse erzeugt werden konnten. Rahmen dieser Anwendung ist das Transnorms-
Projekt, in welchem in einer ersten Studie die Deutungen und Auslegungen der von den
Mitgliedstaaten des United Nations Framework Convention on Climate Change (UNFCCC)
geäußerten Normen untersucht werden sollten. Grundlage der Untersuchung bildete dabei
eine unbeobachtete Kategorisierung der vorliegenden Texte durch die Anwendung von Topic
Modeling in Kombination mit einer manuellen Validierung und Interpretation.
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5.3.1 Transnorms-Projekt
Das Transnorms-Projekt untersucht Übersetzungsprozesse von globalen Normen auf die
lokale Ebene. Genauer bedeutet dies, dass zu ausgewählten Themenfeldern mögliche exi-
stierende Diskrepanzen in der Deutung von Normen auf unterschiedlichen Lokalitätsebenen
identifiziert werden. Weiterhin gilt es, diese Unterschiede näher zu untersuchen und die
Dynamik des Übersetzungsprozesses besser zu verstehen. Eines der Themengebiete, für
die diese Untersuchung durchgeführt werden soll, ist der Bereich des Klimawandels und
damit der Klimapolitik auf verschiedenen Ebenen. Eine erste Studie wurde durchgeführt,
welche als Ziel hatte, die Aussagen der Teilnehmerländer der UNFCCC auf globaler Ebene
zu analysieren.
Daten Die Datengrundlage dieser Analyse bildeten die von den Mitgliedstaaten bis Ende
Februar 2020 eingereichten National Determined Contributions (NDC) im Rahmen der
UNFCCC-Vereinbarung. Der daraus entstandene Korpus umfasst 186 Dokumente, von denen
jedoch für EU und deren Mitglieder das identische Dokument vorliegt. Die Daten wurden
von der UNFCCC-Website22 heruntergeladen und für den Import in den iLCM vorbereitet.
Während der initialen Vorbereitung der Dokumente fiel auf, dass einige Länder keinen Text
in Englisch, sondern stattdessen in Französisch oder Spanisch abgegeben hatten. Um die
Texte und damit die Aussagen der Länder vergleichen zu können, war es jedoch notwendig,
dass diese in der gleichen Sprache vorliegen. Hierfür wurde auf den Maschine Translation
Anbieter DeepL23 zurückgegriffen. Nachdem alle Texte in englischer Sprache vorlagen,
wurden die Daten in den iLCM importiert.
Methode Bisherige Arbeiten, welche ebenfalls die NDCs als Datengrundlage verwendet
haben, wendeten zu einem Großteil ausschließlich qualitative Auswertungsverfahren an. Das
heißt, es wurden in der Regel auf Basis eines zuvor definierten Codebuchs in manueller
Arbeit die Texte klassifiziert und anschließend die vergebenen Annotationen ausgewertet
und Aussagen über die Inhalte der Dokumente abgeleitet ([120] & [58]). In dieser Arbeit
war es jedoch nun das Ziel, zu untersuchen, welche Resultate durch einen quantitativen
Ansatz erzielt werden können. Zu diesem Zweck wurde das Verfahren Topic Modeling auf
den Textkorpus der NDCs angewendet. Allerdings waren hierfür zunächst verschiedene
Vorverarbeitungsschritte notwendig. Diese, sowie das Verfahren des Topic Modeling, stehen





Abbildung 5.8 Visualisierung der Reproduzierbarkeitsuntersuchung im iLCM; In grün wer-
den die Begriffe dargestellt, die sowohl im Ausgangstopic als auch im Vergleichstopic als
besonders relevant eingeordnet sind. Der relative Anteil an Übereinstimmung liegt hierbei
bei 0.9 und würde damit auf eine Reproduzierbarkeit des Ausgangstopics durch dieses
Vergleichstopic schließen lassen.
Topic Modeling stellt ein nicht-deterministisches Verfahren dar, bei welchem unter identi-
schen Voraussetzungen und mehrfachen Durchläufen durchaus unterschiedliche Ergebnisse
gefunden werden können. Um sicherzustellen, dass die Themenverteilungen und die sich
damit ergebenen Zusammenhänge nicht reine Zufallsbefunde darstellen, sollten die gefunde-
nen Themenverteilungen auf Reproduzierbarkeit hin untersucht werden. Das naive Vorgehen
des Abgleichens der Topics verschiedener Modelle wurde dafür automatisiert und im iLCM
integriert. Es sah dabei zunächst vor, eine Anzahl von Durchläufen unter identischen Pa-
rametereinstellungen zum Trainieren eines Modells durchzuführen. Lediglich der Random
Seed sollte sich von Durchlauf zu Durchlauf ändern. Um nun die Reproduzierbarkeit eines
Themas abschätzen zu können, mussten zunächst ein Ausgangsmodell sowie die für den
Vergleich vorgesehenen fertig berechneten Modelle ausgewählt werden. Anschließend wurde
jedes Thema jedes Vergleichsmodells verglichen mit dem aktuell zu beurteilenden Thema
des Ausgangsmodells. Dieser Vergleich zweier Themen verwendet die Bestimmung des
relativen Anteils an Übereinstimmungen in den n relevantesten Worten der beiden Themen.
Die Berechnung der Relevanz ([116]) der Worte wird durch ein vom Nutzer frei einstellba-
res λ bestimmt. Gleichermaßen kann der Nutzer den Grenzwert bestimmen, ab welchem
eine gemessene relative Übereinstimmung ausreichend hoch ist, um das Ausgangstopic als
durch das gerade betrachtete Vergleichstopic reproduzierbar anzusehen. Der so beschriebene
Ansatz der Topicreproduzierbarkeit lässt es zu, valide reliable Themen zu erkennen und
weiter auch deren mögliche Aufsplittung in anderen Durchläufen zu verstehen. Auf Basis
dieser Informationen konnte dann ein Modell ausgewählt werden, welches die bestmögli-
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che24 Themenverteilung darstellt. Nach der Entscheidung für ein Modell galt es, die darin
modellierten Themenverteilungen auszuwerten. Hierfür wurden verschiedene Metadaten für
die einzelnen Dokumente herangezogen. Die Metadaten beschreiben dabei verschiedene
Indikatoren der die NDCs zugehörigen Länder. Einige Beispiele dieser Metadaten sind:
Einkommenslevel, Anteil erneuerbarer Energien, Änderung der Waldfläche, Zugehörigkeit
zu Verhandlungsgruppen und Annex-Status.
Verbindung qualitativer und quantitativer Verfahren Die Themenverteilungen als sol-
che stellen lediglich eine Wahrscheinlichkeitsverteilung des Vokabulars dar. Dieser Verteilung
dann eine Bedeutung zuzuordnen, benötigte qualitative Arbeit. Dafür wurde der Validie-
rungsbereich des iLCM verwendet, in welchem die originalen NDCs (inklusive farblicher
Hervorhebung relevanter Worte zu ausgewählten Themen) dargestellt werden. Auf diese
Weise war es möglich, sowohl die Themenverteilungen zu verstehen, als auch gleichzeitig die
Zuordnung der Länder in diese Themen analysieren und beurteilen zu können. In der Grafik
5.9 ist die Validierungsoberfläche des iLCM zu sehen. Im Detail ist das NDC von Serbien
dargestellt und das Thema 4 ausgewählt. Thema 4 wurde im Weiteren als "Water-related
climate change vulnerability & impacts" gelabelt. In dem Piechart ist die Themenverteilung
des NDC von Serien angezeigt sowie in der Wordcloud darunter die relevantesten Begriffe
von Thema 4 verdeutlicht. Serbien hat seinen höchsten Wahrscheinlichkeitswert für Thema
4, was relativ verwunderlich ist, da die übrigen Länder, welche dieses Thema besonders
hoch gewichten, Inselstaaten sind und somit aufgrund ihrer geografischen Lage besonders
von den Gefahren durch wasserbezogene Klimawandelveränderungen gefährdet sind. Die
Validierungsdarstellung des NDC Serbiens lässt es nun aber zu, zu erkennen, dass das Modell
Serbien ebenfalls diesem Thema zugeordnet hat, weil sich ein erheblicher Teil des Textes mit
den zurückliegenden Fluten sowie Dürren und deren Auswirkungen auf Serbien beschäftigt.
Es sollte somit am Beispiel Serbiens gezeigt werden wie der Validierungsbereich des iLCM
dabei hilft die quantitativ erhobenen Ergebnisse durch qualitative Arbeit zu validieren und
gleichzeitig zu verstehen und deuten. Diese Verbindung der beiden Ansätze war hier absolut
essenziell, da ohne eine qualitative Deutung des gefundenen Modells die Schlüsse, welche
aus den bloßen Wortverteilungen gezogen würden, irreführend sein könnten und damit zu
falschen Schlussfolgerungen führen würden. Nachdem die Untersuchung der Bedeutungen
der einzelnen Themenverteilungen abgeschlossen war, wurden die Zusammenhänge der
Metadaten und Themenverteilungen untersucht. Im Detail wurde insbesondere die Zugehö-
rigkeit der Länder zu verschiedenen Verhandlungsgruppen sowie deren Annex-Status mit
den Themenverteilungen in Verbindung gesetzt. Zu diesem Zweck wurden im iLCM weitere
24bestmöglich beschriebt hier die Themenverteilung mit der höchsten Reproduzierbarkeit
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Abbildung 5.9 Darstellung des Validierungsbereichs des iLCM am Beispiel des NDCs
Serbiens und des Themas über wasserbezogene und durch Klimawandel hervorgerufene
Auswirkungen und Gefahren.
Abbildung 5.10 Darstellung des Metadatenauswertungsbereichs des iLCM; Im Detail wird
die Verteilung des Metadatums Annexstatus in Bezug auf die Überschreitung des gesetzten
Schwellwertes für das Thema zu internationalen Hilfen für Entwicklungsländer dargestellt.
Es ist zu erkennen, dass nur Non-Annex Staaten diesem Thema zugehörig sind.
Visualisierungen hinzugefügt, die diese Verbindung näher aufschlüsseln. In der Grafik 5.10
wird der Bereich zur näheren Untersuchung der Metadaten dargestellt. Im Detail wird hierbei
die Verteilung der Länder auf Thema 8 in Bezug auf deren Annex-Status gezeigt. Thema 8
wird beschrieben als "international support for developing countries". Es ergibt also Sinn,
dass im Scatterplot im unteren Bereich des Screenshots zu erkennen ist, dass kein Annex-1-
Land eine Wahrscheinlichkeit für dieses Topic oberhalb des gesetzten Schwellwertes von
1
15 aufweist. Alle Länder, welche für dieses Thema den Grenzwert überschreiten, stellen
Non-Anex Staaten dar. Unter Anwendung dieses Untersuchungsverfahrens ergaben sich unter
anderem die folgenden Beobachtungen: Zunächst konnten die angenommenen Unterschiede
von Annex-1-Ländern im Vergleich zu Entwicklungsländern bestätigt werden. Eine genauere
Untersuchung konnte jedoch auch Gemeinsamkeiten von Verhandlungsgruppen aufdecken,
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welche man auf Basis der Literatur nicht erwartet hätte. Dabei handelt es sich einerseits
um typische Staaten, die für den Klimawandel anfällig sind (z. B. Inselstaaten), andererseits
aber auch um Staaten, die Klimaschutzmaßnahmen gegenüber typischerweise zurückhaltend
eingestellt sind.
Zusammenfassung Bei der Anwendung des iLCM im Projekt Transnorms konnten meh-
rere Eigenschaften des Tools gewinnbringend eingesetzt werden. Zunächst war es, durch
die Ausrichtung der Software als erweiterbare und anpassbare Ausgangslösung möglich,
diese an die spezifischen Anforderungen der Fragestellung anzupassen. Diese Anpassungen
sahen unter anderem die Einbindung der Metadaten in die Auswertung der Topic-Modelle
sowie die Implementierung der Möglichkeit, unbekannte Dokumente auf Basis bestehender
Topic-Modelle zuordnen zu können, vor. Darüber hinaus konnte effizient und erfolgreich die
Verbindung quantitativer und qualitativer Ansätze genutzt werden. So war es möglich, die
quantitativen Ergebnisse des Topic-Modells mit qualitativen Untersuchungen an den origina-




In diesem Kapitel sollen nun die vorangegangenen Ausführungen zusammengefasst werden.
Weiterhin werden die Antworten auf die initialen Fragestellungen dieser Arbeit angeführt
und diskutiert. Zuletzt soll ein Fazit gezogen werden, in welchem die Bedeutung der Arbeit
und mögliche zukünftige weitere Forschungsschwerpunkte aufgezeigt werden.
6.1 Analyse und Umsetzung der Anforderungen an Text-
Mining-Infrastrukturen
Zunächst wurden die Anforderungen an eine Text-Mining-Infrastruktur für den Einsatz in
den Sozialwissenschaften aus vorangegangenen Arbeiten und Veröffentlichungen abgeleitet.
Unterschieden wurden diese dabei in generelle Anforderungen an Software und spezifische
Anforderungen für den Einsatz in den Sozialwissenschaften. Es wurden dabei diese drei
Schlüsselanforderungen besonders herausgestellt:
• generische Ausrichtung der Software, um diese anpassen und erweitern zu können
• Verbindung von quantitativen und qualitativen Ansätzen
• Untersuchung von schwachen Signalen in den Sozialwissenschaften
Auf all diesen Anforderungen aufbauend, wurden verschiedene Designentscheidungen aufge-
zeigt, welche es erlauben, die definierten Anforderungen zu erfüllen. So wurden beispielswei-
se durch die Verwendung von R und Docker sowie verschiedener weiterer Konzepte wie der
skriptbasierten Ausführung von Analysen und den zahlreichen Import- und Exportmöglich-
keiten die Anpassbarkeit und Erweiterbarkeit des Tools gewährleistet. Die Verbindung von
quantitativen und qualitativen Forschungsdesigns wird durch verschiedene Funktionen des
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Tools ermöglicht. So kann beispielsweise der Deduplizierungsprozess aktiv durch qualitative
Arbeit überprüft, angepasst und finalisiert werden. Außerdem ist es möglich, klassische
QDA-Ansätze durch AL-Methoden zu erleichtern und zu erweitern. Für Topic-Modelle
sowie Kookkurrenzanalysen wird zusätzlich versucht, durch die Präsentation der originalen
Dokumente quantitativ berechnete Ergebnisse validieren und interpretieren zu können. Die
Umsetzung dieser speziellen Schlüsselanforderungen als auch die Umsetzung der übrigen
Anforderungen resultiert in einem Tool, welches Sozialwissenschaftler bei der Operatio-
nalisierung ihrer wissenschaftlichen Fragestellungen unterstützt. Dies geschieht in einem
möglichst generischen Rahmen, sodass notwendige Erweiterungen oder Anpassungen an die
jeweiligen projektspezifischen funktionalen Anforderungen vorgenommen werden können.
6.2 Erkennen von schwachen Signalen
Für das Erkennen von schwachen Signalen wurden innovative Verfahren zur Berechnung
der KV zum Quantifizieren kontextueller Änderung über die Zeit hinweg entwickelt, mit
verschiedenen anderen Ansätzen verglichen und im iLCM integriert. Zur Evaluation des
Maßes und seiner vielen verschiedenen Berechnungsmöglichkeiten wurde ein synthetischer
Datensatz erzeugt, welcher die Evaluation der Quantifizierung von Kontextänderungen über
die Zeit hinweg erlaubt. Im Detail wurden für verschiedene Schlüsselworte Kontextänderun-
gen in Abhängigkeit vorgegebener Funktionssignale simuliert. Evaluationsziel war es dann,
diese Vorgabefunktionen möglichst genau durch das Berechnen der KV der Schlüsselworte
reproduzieren zu können. Dabei hat sich gezeigt, dass bisherige Ansätze zur Berechnung
der KV, welche alle auf Rängen basieren, Verfahren unterlegen sind, die direkt die Signifi-
kanzwerte verwenden. Zusätzlich wurden Unterschiede zu embeddingbasierten Verfahren
hervorgehoben. Der Hauptvorteil von KV liegt dabei insbesondere in der Nachvollziehbarkeit
der Ergebnisse sowie der geringeren benötigten Menge an Trainingsdaten.
6.3 Fazit
Zusammenfassend wurde in dieser Arbeit am Beispiel des iLCM aufgezeigt, wie eine
Text-Mining-Infrastruktur aufgebaut sein kann und welche Anforderungen sie zu erfüllen
hat, damit sie in den Sozialwissenschaften gewinnbringend eingesetzt werden kann. Die
Operationalisierung von wissenschaftlichen Fragestellungen mithilfe des Tools wurde an ver-
schiedenen Beispielen gezeigt. In diesen Anwendungen wurde die Bedeutung der Umsetzung
der initial formulierten Anforderungen deutlich. Insbesondere die Möglichkeit der Anpassung
und Erweiterbarkeit war sehr wichtig. Damit ist besonders die generelle Ausrichtung als
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generische Software anstelle der Verwendung einer großen Vielzahl verschiedener einzelner
Insellösungen1 von entscheidender Bedeutung, um auch zukünftige Forschungsprojekte
unterstützen zu können. Weiterhin wurde eine effiziente Möglichkeit der Quantifizierung von
Kontextänderungen aufgezeigt. Mit dieser ist es auch in den Sozialwissenschaften möglich,
zu neuen Erkenntnissen zu gelangen. Besonders die Einbeziehung von Social-Media-Daten
kann in Verbindung mit der Untersuchung von schwachen Signalen weiter an Bedeutung
gewinnen. Schlussendlich liegen nun eine Forschungsplattform in Form des iLCM sowie
zahlreiche Informationen zu spezifischen Anforderungen und möglichen Umsetzungen die-
ser vor, welche in zukünftigen Forschungsprojekten angewendet werden können. Es wäre
darüber hinaus sehr wichtig, wenn auch in weiteren Feldern der Sozialwissenschaften die
teils noch vorherrschende Skepsis gegenüber automatisierten Verfahren weiter vermindert
werden könnte. Dazu können Tools wie der iLCM einen Startpunkt für eine im gegenseitigen
Wechselspiel zwischen Informatik und Sozialwissenschaften stattfindende Kommunikati-
on und eine iterative Weiterentwicklung von automatischen Verfahren und Tools in den
Sozialwissenschaften darstellen.
6.4 Ausblick
Durch die Digitalisierung und Verfügbarmachung bestehender textueller Daten steigt die Men-
ge an potenziell bedeutsamen Forschungsdaten rapide. Hinzu kommt die extrem schnell wach-
sende Menge nativ digital vorliegender Daten beispielsweise in Social-Media-Plattformen
oder Online-Printmedien. Dies führt auch in den Sozialwissenschaften zu einem Ungleich-
gewicht zwischen der Fülle an verfügbaren Forschungsdaten und der Menge an Texten,
welche durch qualitative Arbeit von Sozialwissenschaftlern analysiert werden können. Eine
mögliche Lösung kann dabei die effizientere Gestaltung der Prozesse qualitativer Arbeit unter
Zuhilfenahme computergestützter Verfahren darstellen. Die dadurch erzielbare Steigerung
der Produktivität deckt jedoch trotzdem nicht die schier unerschöpfliche Menge an Daten
ab. Ein weiteres Szenario sieht die Anwendung, Anpassung und Weiterentwicklung von
quantitativen Verfahren in den Sozialwissenschaften vor. Diese sind auf deutlich größere
Mengen von Daten anwendbar und, wenn fertig implementiert und konfiguriert, sehr effizient
auf weitere Forschungsdaten übertragbar. In anderen Forschungsfeldern sind quantitative
Verfahren bereits ein wichtiger Bestandteil der Forschung (z. B. in den Medien- und Kom-
munikationswissenschaften). Um diesen Umschwung auch in den Sozialwissenschaften
1Eine Insellösung meint hier ein Software-Paket, welches speziell für die Lösung eines einzelnen Problems
ausgerichtet ist, ohne dabei mögliche Anpassungen oder Erweiterungen für alternative Anwedungszwecke
anzubieten.
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herbeizuführen, können nun speziell hierfür designte Forschungsumgebungen angewendet
werden. Diese erlauben es Sozialwissenschaftlern, aktuelle Verfahren auf ihre Daten anzu-
wenden. Wichtig ist es hierbei jedoch auch den Forschern, wann immer möglich, Spielraum
für eine qualitative Validierung und Auswertung von quantitaiven Ergebnissen zu ermögli-
chen. Damit ist deutlich, dass die qualitative Arbeit von Sozialwissenschaftlern in keinem
Fall gänzlich durch quantitative Verfahren zu ersetzen ist. Es ist in jedem Fall notwendig, die
erzeugten Ergebnisse in qualitativer Arbeit zu validieren, zu analysieren und diese dann zu
deuten bzw. die entsprechenden Schlüsse daraus abzuleiten. Die in dieser Arbeit beschriebene
Forschungsumgebung iLCM stellt ein Tool dar, welches in einer möglichst flexiblen Aus-
richtung Forscher bei der Operationalisierung ihrer Fragestellungen unterstützt. Es besteht
dabei die Hoffnung eine Ausweitung der Akzeptanz von quantitativen Verfahren sowie eine
stetige Weiterentwicklung von Verfahren und Forschungsansätzen zu unterstützen, die es
erlauben, in einem hybriden Vorgehen den Herausforderungen des digitalen Zeitalters im
Forschungsbereich der Sozialwissenschaften erfolgreich begegnen zu können.
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Anhang A




# Add Shiny Server
RUN export ADD=shiny && bash /etc/cont-init.d/add
# Disable Authentification
ENV DISABLE_AUTH=true
# Install System Libraries
RUN apt-get update \















# Copy Config Files
ADD config_files /config_files
# Install MariaDB
RUN apt-key adv --recv-keys --keyserver keyserver.ubuntu.com 0
xF1656F24C74CD1D8 \
&& add-apt-repository ’deb [arch=amd64,i386,ppc64el] http://mirror.zol.co.
zw/mariadb/repo/10.2/debian stretch main’ \
&& apt-get install -y mariadb-server
RUN cp /config_files/my.cnf /etc/mysql/my.cnf \
&& /usr/bin/mysqld_safe --basedir=/usr & \
sleep 3s \
&& mysql --user=root --password= < /config_files/init_iLCM.sql \
&& mysqladmin shutdown --password=ilcm
# Install solr
Run apt-key adv --keyserver hkp://keyserver.ubuntu.com:80 --recv-keys 0
xB1998361219BD9C9 \
&& echo "deb http://repos.azulsystems.com/debian stable main" | sudo tee
/etc/apt/sources.list.d/zulu.list \
&& apt-get update \
&& apt -y install zulu-11 \
&& export JAVA_HOME=/usr/lib/jvm/zulu-11/ \
&& wget http://www-eu.apache.org/dist/lucene/solr/7.7.2/solr-7.7.2.tgz \
&& tar xzf solr-7.7.2.tgz solr-7.7.2/bin/install_solr_service.sh --strip-
components=2 \
&& bash ./install_solr_service.sh solr-7.7.2.tgz \
&& cp -r /config_files/solr-1/logs /opt/logs \
&& cp -r /config_files/solr-1/store /store \
&& cp -r /config_files/solr-1/docker-entrypoint-initdb.d /docker-
entrypoint-initdb.d




RUN bash Miniconda3-latest-Linux-x86_64.sh -b
ENV PATH /home/rstudio/miniconda3/bin:$PATH
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RUN conda update -y conda \
&& conda install -y spacy \
&& python -m spacy download de \
&& python -m spacy download en
# Install required R libraries using a pre-defined R Script
USER root
RUN Rscript /config_files/install.R \
&& cp -r /config_files/refi /usr/local/lib/R/site-library
RUN echo "get Version 0.996 from github"
# Get latest Version of LCM Shiny Application from github and add example
data
RUN git clone https://github.com/ChristianKahmann/ilcm_Shiny \
&& mv /ilcm_Shiny/ /home/rstudio/ilcm \
&& chmod -R 777 /home/rstudio/ilcm \
&& cp -r /config_files/example_data/processed_data/* /home/rstudio/ilcm/
data_import/processed_data/ \




Run apt-get autoclean -y \
&& apt-get autoremove -y \
&& apt-get clean -y
# Create Volumes
VOLUME /home/rstudio/ilcm /var/lib/mysql /var/solr/data /usr/local/lib/R/site
-library






Quellcode A.1 Dockerfile zum Erstellen des iLCM-Standalone-Image
224
A.2 Während der Erstellung synthetischer Korpora zur
Evaluation von Verfahren zur Quantifizierung von Kon-
textänderungen verwendete Zielfunktionen
Abbildung A.1 Zielfunktion Dreieck zur Erstellung synthetischer Datensätze
A.2 Während der Erstellung synthetischer Korpora zur Evaluation von Verfahren zur
Quantifizierung von Kontextänderungen verwendete Zielfunktionen 225
Abbildung A.2 Zielfunktion Sinus zur Erstellung synthetischer Datensätze
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log_to_file(message = " <b style=’color:green’> </b> Finished
loading collection",
file = logfile)
#load data from database
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dataset=info[[2]])
log_to_file(message = " <b style=’color:green’> </b> Finished
loading data from database",file = logfile)
#sanity check
log_to_file(message = "<b>Step 3/6: Sanity check</b>",file = logfile)
#token object not empty
log_to_file(message = "&emsp; token object not empty?",logfile)
if(dim(db_data$token)[1]>1){
log_to_file(message = "&emsp; ",logfile)
}
else{
log_to_file(message = "&emsp;<b style=’color:red’>&#10008; No




log_to_file(message = " <b style=’color:green’> </b> Finished
sanity checks",file = logfile)
#preparing parameters
log_to_file(message = "<b>Step 4/6: Preparing input parameters</b>",
file = logfile)
parameters<-prepare_input_parameters(parameters)
log_to_file(message = " <b style=’color:green’> </b> Finished
















log_to_file(message = paste0("<b>Step 5/6: Identifying Keywords





stats <- keywords_rake(x = token, term = term, group = "
sentence_id", ngram_max = parameters$KE_no_ref_ngram_max,n_min =
parameters$KE_no_ref_n_min,




log_to_file(message = "&emsp;<b style=’color:red’>&#10008; No
relevant words were selected to be used in RAKE. Check your
settings.</b>",logfile)




stats <- keywords_collocation(x = token, term = term, group = "
sentence_id",ngram_max = parameters$KE_no_ref_ngram_max,n_min =
parameters$KE_no_ref_n_min,sep = parameters$KE_seperator )
}
if(parameters$KE_no_ref_method=="Phrase Sequence"){
token$upos<-stringr::str_replace_all(string = token$upos,pattern =
"CONJ",replacement = "CCONJ")
token$upos<-stringr::str_replace_all(string = token$upos,pattern =
"SCCONJ",replacement = "CCONJ")
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token$upos<-stringr::str_replace_all(string = token$upos,pattern =
"SPACE",replacement = "X")
token$phrase_tag <- as_phrasemachine(token$upos, type = "upos")
stats <- keywords_phrases(x = token$phrase_tag, term = token[,term
],
pattern = "(A|N)*N(P+D*(A|N)*N)*",






stats <- textrank_keywords(x = token[,term],ngram_max =




log_to_file(message = "&emsp;<b style=’color:red’>&#10008; No
relevant words were selected to be used in RAKE. Check your
settings.</b>",logfile)
stop("no relevant words selected for Textrank")
}
}
log_to_file(message = " <b style=’color:green’> </b> Keywords
identified",file = logfile)
#Saving results











log_to_file(message = " <b style=’color:green’> </b> Finished
saving results",logfile)
log_to_file(message = " <b style=’color:green’>Process finished
successfully. You can check the results in Collection Worker &






log_to_file(message=error[[1]],file = stringr::str_replace(string =
logfile,pattern = "running",replacement = "failed"))
}
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