Abstract-An evolutionary approach to designing accurate classifiers with a compact fuzzy-rule base using a scatter partition of feature space is proposed, in which all the elements of the fuzzy classifier design problem have been moved in parameters of a complex optimization problem. An intelligent genetic algorithm (IGA) is used to effectively solve the design problem of fuzzy classifiers with many tuning parameters. The merits of the proposed method are threefold: 1) the proposed method has high search ability to efficiently find fuzzy rule-based systems with high fitness values, 2) obtained fuzzy rules have high interpretability, and 3) obtained compact classifiers have high classification accuracy on unseen test patterns. The sensitivity of control parameters of the proposed method is empirically analyzed to show the robustness of the IGA-based method. The performance comparison and statistical analysis of experimental results using ten-fold cross validation show that the IGA-based method without heuristics is efficient in designing accurate and compact fuzzy classifiers using 11 well-known data sets with numerical attribute values.
I. INTRODUCTION

D
ESIGNING optimal fuzzy classifiers is equivalent to finding an optimal solution in a high-dimensional search space where each point represents a rule set, membership functions, and the behavior of the corresponding system. Genetic algorithms (GAs) have been proven effective in searching extremely complex spaces, and are particularly suitable for solving multimodal optimization problems [1] . This study investigates how to efficiently partition high-dimensional feature space using GA to produce an accurate classifier with a compact fuzzy-rule base. The following three fundamental issues are simultaneously considered to efficiently achieve this goal. 
A. Fuzzy Partition
There are three fuzzy partition approaches: grid partition, tree partition, and scatter partition, and they are briefly described as follows.
1) Grid partition is the most commonly used fuzzy partition approach [2] - [6] . There may be fuzzy rules in the case of fuzzy sets on each axis of an -D feature space using grid partition. A major advantage of grid partition is that fuzzy rules obtained from fixed linguistic fuzzy grids are always linguistically interpretable. Efficient high-dimensional GA-based fuzzy classifiers with comprehensible fuzzy-rule bases using linguistic grid partitions can be found in [3] - [6] . 2) Tree partition results from a series of guillotine cuts. A guillotine cut is made entirely across the subspace to be partitioned, and each of the regions thus produced can then be subjected to independent guillotine cutting. Tree partition can significantly relieve the problem of rule explosion and accelerate classification, but its application to high-dimensional problems faces practical problems [7] . Janikow proposed a GA-based method for optimizing the fuzzy components of fuzzy trees, in which the optimization is incorporated with the fuzzy tree-building routine [8] , [9] . 3) Scatter partition uses multi-dimensional antecedent fuzzy sets. From the viewpoint of classification performance, scatter partition may be the most effective approach to designing high-dimensional fuzzy classifiers [3] . Scatter partition usually generates fewer fuzzy regions than the grid and tree partitions owing to the natural clustering property of training patterns. However, scatter partition of high-dimensional feature spaces is difficult, and thus some learning or automatic evolutionary procedures become necessary [7] . The scatter partition approaches can be further divided into three fuzzy partition methods based on the type of fuzzy regions: hyperbox partition [10] , ellipsoid partition [11] and polyhedron partition [12] .
B. Compact Fuzzy-Rule Base
Compact fuzzy-rule base is an important objective for designing efficient fuzzy classifiers. Some approaches that attempt to achieve this objective are described below. 1) Feature selection. Because not all features are necessary for high-dimensional classification task, a genetic feature selection process is used to determine a set of feature subsets [6] . Thawonmas and Abe [13] proposed an irrelevant feature elimination algorithm based on the analysis of class regions generated by a fuzzy classifier. 2) Rule selection. Ishibuchi et al. [3] , [4] proposed a GA-based method to minimize the number of linguistic fuzzy rules for high-dimensional fuzzy classifiers. 3) Selecting the best one rule at a time iteratively. The best rule on a training set and a fixed class is the one that is consistent and affects the highest number of examples [5] . 4) Partitioning of feature space. Mandal [14] proposed a partitioning method to decompose a feature space into overlapping hyperboxes, depending on the relative positions of the pattern classes found in the training patterns. 5) Fuzzy clustering with model reduction. Roubos and Setnes [2] proposed an approach that fuzzy clustering is first used to obtain an initial rule-based model. Similarity-based simplification and multi-objective GA-based optimization are then used to decrease the complexity of the model while maintaining high accuracy.
C. High Classification Accuracy
Some approaches that can improve classification accuracy are described below. 1) Membership functions must be flexible enough to develop an accurate fuzzy classifier [15] . However, flexible membership functions need additional tuning parameters to adjust the shapes of these membership functions. Inflexible membership function may lead to more fuzzy rules for obtaining an accurate classifier. 2) Homaifar and McCormick [16] showed that simultaneous design of membership functions and fuzzy rules can enhance the performance of fuzzy systems. However, the simultaneous design using GA is generally applied to fuzzy controllers with few input variables [16] , [17] . For highdimensional patterns, there are few evolutionary fuzzy classifier designs using the simultaneous design of flexible membership functions and fuzzy rules [18] . 3) It has been confirmed that the performance of fuzzy rules can be improved by adjusting the certainty grade of each rule [19] . To alleviate the load of GA, an efficient heuristic rule generation procedure for determining the consequent class and the certainty grade of the fuzzy rule is used in [3] , [4] . According to the above-mentioned analysis, if flexible membership functions and fuzzy rules with both certainty grade and consequent class are determined simultaneously to obtain an accurate and compact fuzzy-rule base, the evolutionary design of high-dimensional fuzzy classifiers can be regarded as an optimization problem with lots of system's tuning parameters. The performance of GA would be greatly degraded when applied to a large parameter optimization problem (LPOP) that is shown by theoretical analysis in [20] . As a result, the success of the approach to formulating the fuzzy classifier design to an LPOP mainly relies on a powerful optimization algorithm to solve the LPOP.
In this paper, an evolutionary approach to designing accurate classifiers with a compact fuzzy-rule base is proposed, in which all the elements of the fuzzy classifier design problem have been moved in parameters of a complex optimization problem. An intelligent genetic algorithm IGA based on orthogonal experimental design (OED) [21] is used to effectively solve the design problem of high-dimensional fuzzy classifiers with many tuning parameters. The OED-based evolutionary algorithms can effectively solve the applications of LPOP [22] - [24] .
The merits of the proposed method are threefold: 1) the proposed method has high search ability to efficiently find fuzzy rule-based systems with high fitness values, 2) obtained fuzzy rules have high interpretability, and 3) obtained compact classifiers have high classification accuracy on unseen test patterns. The sensitivity of control parameters of the proposed method is empirically analyzed to show the robustness of the IGA-based method. The performance comparison and statistical analysis of experimental results using ten-fold cross validation show that the IGA-based method without heuristics is efficient in designing accurate and compact fuzzy classifiers using 11 well-known data sets with numerical attribute values.
The next section introduces the proposed evolutionary fuzzy classifier design. An efficient algorithm IGA for solving the design problem of accurate classifiers with a compact fuzzy-rule base is described in Section III. In Section IV, the proposed method is demonstrated on well-known classification problems. Section V concludes the paper.
II. EVOLUTIONARY FUZZY CLASSIFIER DESIGN
The proposed evolutionary fuzzy classifier design involves: 1) designing membership functions and determining a proper fuzzy partition approach for efficiently partitioning feature spaces, 2) determining a fuzzy reasoning method and fuzzy if-then rules corresponding to fuzzy regions, and 3) determining a fitness function and a chromosome representation for using IGA to optimize the system's tuning parameters.
A. Membership Function and Fuzzy Partition
Flexible generic parameterized fuzzy region can be determined by flexible generic parameterized membership functions (FGPMF's) and a hyperbox-type fuzzy partition of feature space. Each fuzzy region corresponds to a parameterized fuzzy rule. The major advantage of the parameterized fuzzy region approach is that only few overlapping fuzzy regions can cover all training patterns with high classification accuracy. For simplicity of explanation, each attribute value is assumed to be a real number in the unit interval [0,1] [3] . In experiments of our study, every attribute value is normalized into a real number in the unit interval [0, 1] . An FGPMF with a single fuzzy set is defined as
(1) where and . The variables , , , and determining the shape of a trapezoidal fuzzy set are to be optimized.
Five parameters instead of , , and are encoded in a chromosome for facilitating IGA. Let an additional variable where . determines location of the fuzzy set characterizing the occurrence of training patterns. Variables , , , and can be derived as (2) Some examples of FGPMF are shown in Fig. 1 . The advantages of the transformation are described as follows.
1) Confining all genetic searches within feasible regions. Notably, no inequality constraints are needed to define the relationship among parameters like those for , , , and in (1). This transformation can always make the derived values of , , , and feasible. It is well recognized that confining genetic searches within feasible regions is often much more reliable than penalty approaches for handling constrained problems [25] . 2) If and , the condition is viewed as a "don't care" condition [see Fig. 1(d) ]. Since don't care conditions can be omitted, short fuzzy rules with a less number of antecedent conditions can be obtained.
3) Reducing interaction effects between genes. The evolutionary search for the optimal location of fuzzy regions could become more efficient by evaluating independently. One of two parametric gene pairs, ( , ) and ( , ), is used to adjust one side of a trapezoidal fuzzy set. Two sides can be separately and independently adjusted. Reducing interaction effects between genes benefits not only IGA but also the standard GA (see experiments in Section IV-A). is MS (medium small). An antecedent fuzzy set where denotes a set of subsets of [5] . Examples of linguistic antecedent fuzzy sets are shown in Fig. 2 . For example, in a computer simulation described in Section IV-B, we obtained the following three rules with two features for an iris classification problem (see Fig. 3 ). , and : If is ALL and is NOT small then Class 3 with . In the training phase, all the variables and are treated as parametric genes encoded in chromosomes and their near-optimal values are obtained using IGA. In the test phase, to determine the class of an input pattern based on voting by multiple fuzzy if-then rules that are compatible with , the following fuzzy reasoning method is adopted.
B. Fuzzy Rule and Fuzzy Reasoning Method
Step 1) Calculate score for each class as follows: (3) where denotes the fuzzy classifier, the scalar value , and represents the membership function of the antecedent fuzzy set .
Step 2) Classify as the class with a maximum value of .
C. Fitness Function and Chromosome Representation
Three objectives of designing an efficient fuzzy classifier using IGA are as follows:
1) to maximize the number of the correctly classified training patterns; 2) to minimize the number of fuzzy rules; 3) to minimize the number of used features. A three-objective GA can be used to find nondominated rule sets [3] . In this study, we combine these three objectives into a single scalar fitness function as (4) where and are positive weights. The weights should be specified based on the users' preference. In this study, we aim to obtain high classification accuracy. If it is in a tie situation, minimizing rule number is the second optimizing criterion. Similarly, minimizing feature number is the last optimizing criterion. Therefore, we use and for the desired optimizing criteria, i.e., to maximize classification accuracy, in a tie situation, to minimize rule number, and in a new tie situation also to minimize the used feature number.
A chromosome consists of control genes for selecting useful features and significant fuzzy rules, and parametric genes for encoding the membership functions and fuzzy rules. This design means that feature selection, rule selection, membership function tuning, consequent class determination, and rule certainty grade tuning are simultaneously determined to obtain a minimal number of fuzzy regions which can cover all training patterns with high classification accuracy.
The control gene comprises two types of parameters. One is parameter , , represented by one bit for eliminating unnecessary fuzzy rules. If , the fuzzy rule is excluded from the rule base. Otherwise, is included. The other is parameter , , represented by one bit for eliminating useless features. If , the feature is excluded from the classifier. Otherwise, is included. The parametric genes consist of three types: 1) , , for determining the antecedent fuzzy set for each feature variable in rule ; 2)
for determining the consequent class of rule ; 3) for determining the certainty grade of rule ; where and . A rule base with fuzzy rules is represented as an individual, as shown in Fig. 4 . The number of encoding parameters to be optimized is equal to . A chromosome representation uses a binary string for encoding control and parametric genes. There are 8 b for encoding one of parameters and . Since each fuzzy region defines a fuzzy rule, the setting of number is independent of value but dependent on the number of fuzzy regions. Generally, is set to the maximal number of possible fuzzy regions. In this study, is set to . The design of an efficient fuzzy classifier is formulated as an LPOP. If the optimal or near-optimal solution to the LPOP can be found, an efficient fuzzy classifier can be obtained.
III. SOLVING THE DESIGN PROBLEM USING IGA
The orthogonal experimental design (OED) of intelligent crossover is described in Section III-A. Section III-B presents the main power of IGA, i.e., the intelligent crossover. Finally, Section III-C gives the algorithm IGA.
A. Orthogonal Experimental Design
An efficient way to study the effect of several factors simultaneously is to use OED with both orthogonal array (OA) and factor analysis [21] . Many design experiments use OED for determining which combinations of factor levels (or treatments) to use for each experiment and for analyzing the experimental results. The factors are the variables (parameters), which affect the chosen response variable (fitness function), and a setting (or a discriminative value) of a factor is regarded as a level of the factor. The term "main effect" designates the effect on the response variable that one can trace to a design parameter.
OA is a matrix of numbers arranged in rows and columns where each row represents the levels of factors in each run and each column represents a specific factor that can be changed from each experiment. The array is called orthogonal because all columns can be evaluated independently of one another, and the main effect of one factor does not bother the estimation of the main effect of another factor.
Factor analysis using the OA's tabulation of experimental results can allow the main effects to be rapidly estimated, without the fear of distortion of results by the effects of other factors. Factor analysis can evaluate the effects of individual factors on the evaluation function, rank the most effective factors, and determine the best level for each factor such that the evaluation is optimized.
OED uses well-planned and controlled experiments in which certain factors are systematically set and modified, and then main effects of factors on the response can be observed. Therefore, OED using OA and factor analysis is regarded as a systematical reasoning method [21] . The merit of intelligent crossover is that the systematic reasoning ability of OED is incorporated to economically identify the good genes of parents and intelligently combine these good genes to generate offspring. The two-level OA used in the intelligent crossover is described below.
Let there be factors with two levels for each factor. The number of experiments is for the popular "one-factor-at-atime" study. Generally, levels 1 and 2 of a factor represent selected genes from parents 1 and 2, respectively. To use an OA of factors with two levels, we obtain an integer , build an orthogonal array with rows and columns, use the first columns, and ignore the other columns. For instance, Table I shows an OA . OA can reduce the number of experiments for factor analysis. The number of OA experiments required to analyze a single factor is only where . An algorithm of constructing OA's can be found in [26] .
After proper tabulation of experimental results, the summarized data are analyzed using factor analysis to determine the relative effects of levels of various factors. Let denote a fitness value to be maximized for experiment , where . Define the main effect of factor with level as where and , 2
where if the level of factor of experiment is ; otherwise,
. If , the level 1 of factor makes a better contribution to the fitness function than level 2 of factor does. Otherwise, level 2 is better. The most effective factor has the largest main effect difference . Note that the main effect holds only when no interaction exists or when it is weak, and that makes the experiment meaningful. In order to achieve an effective design, experiments should be prepared so as to reduce interaction effects. In addition, to accurately estimate the main effect, all candidate solutions corresponding to the conducted combinations need to be feasible for constrained problems if possible. The aim of the encoding scheme of FGPMF using parameters instead of variables , , and is to simultaneously maintain feasibility of chromosomes and reduce interaction effects. 
B. Intelligent Crossover
Each parameter is encoded in a chromosome using binary codes. Like traditional GA's, two parents and produce two children and in one crossover operation. If specific control parameters or in two parent chromosomes are all equal to zero, the corresponding governed parameters are not necessary to participate the crossover operation. The parameters having identical values in two parents do not participate the crossover operation such that the chromosomes can be temporally shorten possibly resulting in using a small OA table. Let the number of all participated parameters be randomly divided into segments where each segment is treated as a factor. The following steps describe how to use OED to achieve intelligent crossover.
Step 1) Use the first columns of OA where .
Step 2) Let levels 1 and 2 of factor represent the th parameter of a chromosome coming from parents and , respectively. Step 3) Evaluate the fitness values for experiment where . The value is the fitness value of . Step 4) Compute the main effect where and , 2.
Step 5) Determine the better one of two levels of each factor.
Select level 1 for the th factor if . Otherwise, select level 2.
Step 6) The chromosome of is formed using the combination of the better genes from the derived corresponding parents.
Step 7) The chromosome of is formed similarly as , except that the factor with the smallest main effect difference adopts the other level.
Step 8) The best two individuals among , , , , and combinations of OA are used as the final children and for elitist strategy. One intelligent crossover operation takes fitness evaluations, where , to explore the search space of combinations. Generally, is a potentially good approximation to the best one of combinations. The larger the value of , the more efficient it is the intelligent crossover if there exists no or weak interaction effect among gene segments. Considering the interaction effect, the smaller the value of , the more accurate it is the estimated main effects of gene segments. Considering the tradeoff, an efficient criterion is to minimize the interaction effects while maximizing the value of . For practical use, the proper value of depends on the number of encoding parameters and their interaction effects. Generally, there are two approaches to specifying the value of . One is to adaptively change the value of during the evolution process [22] - [24] . To achieve an efficient coarse-to-fine search, is gradually increased when the evolution proceeds [24] . The other is to use a constant value of according to domain knowledge and simulation results.
C. Intelligent Genetic Algorithm IGA
IGA of the proposed method is given as follows:
Step 1) Initiation: Randomly generate an initial population with individuals.
Step 2) Evaluation: Evaluate fitness values of all individuals.
Step 3) Selection: Use the simple ranking selection that replaces the worst individuals with the best individuals to form a new population, where is a selection probability. Let be the best individual in the population.
Step 4) Crossover: Randomly select individuals including , where is a crossover probability. Perform intelligent crossover operations for all selected pairs of parents.
Step 5) Mutation: Apply a conventional bit-inverse mutation operator to the population using a mutation probability . To prevent the best fitness value from deteriorating, mutation is not applied to the best individual.
Step 6) Termination test: If a prespecified termination condition is satisfied, stop the algorithm. Otherwise, go to Step 2.
IV. PERFORMANCE EVALUATION
The 11 well-known data sets with numerical attribute values, as shown in Table II , are used to demonstrate the superiority of the proposed method. All the data sets are available from [27] . The set of test classification problems is composed of problems with various dimensions from 3 to 60 and various degrees of overlapping that the general test accuracy ranges from 50% to 100%. All the feature values are normalized to real numbers in the unit interval [0,1].
A standard GA (SGA) with elitist strategy derived by MIT GALib [28] is used to demonstrate high search ability of IGA. The C4.5 release 8 algorithm [29] is compared with to demonstrate high test classification accuracy and compactness of the IGA fuzzy classifiers. Both IGA and SGA are implemented using C++ on a PC with Pentium III/1 GHz processor. The parameters of the IGA-based method are as follows unless otherwise specified: , , , , and . For handling classification problems with various dimensions, the stopping criterion of IGA is to use for all problems. The genetic parameters of SGA are the same as those of IGA. The default parameter settings of C4.5 are used.
In Section IV-A, the sensitivity of control parameters of the proposed method is empirically analyzed to show the robustness of the IGA-based method. In Section IV-B, some experiments are used to demonstrate high performance of the proposed method.
A. Sensitivity Analysis
The performance of classifiers using an evolutionary design should not be influenced too much by the control parameters of GA. In order to show the robustness of the proposed method, we analyze the performance of IGA using various parameter combinations with 30 independent runs each and determine a set of parameter values in default of domain knowledge. Each data set is randomly divided into two disjoint sets of equal size. One set is used for training and the other for testing.
1) Sensitivity of Genetic Parameters and :
Generally, crossover probability and mutation probability are the major factors influencing the performance of GA. Usually, the value of is greater than 0. IGA. Due to the number of encoding parameters in a chromosome is large where , the variance of heart-c can be further decreased using a large value of .
2) Sensitivity of Weights and :
Since the preferred order of objectives is as follows: 1) classification accuracy, 2) rule number, and 3) feature number, the relationship of weights is specified as . Table IV . There is no combination of and which is the best one in all the three classification problems. The small variances of training classification rate , rule numbers , and feature numbers of obtained classifiers reveal that IGA is efficient for finding good solutions and the weights and are not sensitive.
3) Sensitivity of Factor Number : To understand how does affect the performance of IGA, various fixed values of are conducted. To make use of all columns of OA, is usually set to where is an integer. Let be the number of parameters participated in the intelligent crossover operation.
means that one parameter is treated as a factor. The cut points are randomly specified. Considering two high-dimensional data sets, typical results of convergence for various values of are shown in Fig. 5 .
From the simulation results, some observations are given as follows.
i) The performance of is relatively inefficient in a limited amount of computation time. One reason is that the interaction effect between factors is relatively large. The other is that one generation takes many fitness evaluations.
ii) The performance of is better in the early evolution but worse in the later evolution because the effect of OED in the intelligent crossover is weak.
iii) The performance of is generally the best for all experiments in this study, including the results of Fig. 5 . iv) Compared with IGA, it is difficult for SGA with one-cutpoint crossover to effectively improve the fitness value in the later evolution, especially for the case with lots of encoding parameters.
If the computation time can be properly increased, the final fitness values of IGA with various values of are almost similar according to computer simulation.
4) Sensitivity of FGPMF Parameters:
The degree of freedom of a trapezoid fuzzy set is 4. In order to facilitate IGA, the proposed encoding method for FGPMF uses five encoding parameters without constraints. The variables , , , and to be optimized can also be derived using four encoding parameters without constraints: , , , and . Both encoding methods are used to encode fuzzy sets. The typical performance for IGA and SGA using the sonar data set is shown in Fig. 6 . From the experimental results, it can be found that:
i) the five-parameter encoding method performs better than the four-parameter one for both IGA and SGA. Although the number of encoding parameters is larger, the experimental results reveal that reducing interaction effects between genes is important and the proposed encoding method is effective; ii) IGA performs better than SGA for both four-and fiveparameter encoding methods. The fitness value of IGA with the four-parameter method is slightly better than that of SGA with five-parameter method. Generally, for a small parameter optimization problem, the contribution of reducing interaction effects to evolution performance is larger than using IGA instead of SGA. For a very large parameter optimization problem, IGA plays an important role in solving the investigated design problem.
B. Performance Comparisons
The proposed method using a scatter partition tries to maximize classification accuracy and minimize the numbers of used features and fuzzy rules. Due to different aims and merits of both grid partition and tree partition approaches described in Section I, the performance of the proposed approach cannot be directly compared with those of nonscatter partition approaches in justice. However, some performance comparisons with the fuzzy grid partition approach [3] , [4] , the tree partition method C4.5 [29] , and the fuzzy scatter partition methods [10] - [12] are given to demonstrate the following three merits of the proposed method: 1) the proposed method has high search ability to efficiently find fuzzy rule-based systems with high fitness values, 2) obtained fuzzy rules have high interpretability, and 3) obtained compact classifiers have high test classification accuracy.
A ten-fold cross validation method (10-CV) [31] is adopted to compare the test performance of C4.5 with that of the proposed method. The performance is based on multiple independently formed training and test sets. For 10-CV, each data set is randomly divided into 10 disjoint sets of equal size. Each set in turn is used for testing and the remainder for training. The classifier is trained 10 times, each time with a different set held out as a test set. The estimated performance is the mean of these 10 results. 
1) Search Ability of IGA:
The average performances of the IGA classifiers using 10-CV from 30 independent runs per classifier are shown in Table V . Since fitness value is the only guide for GAs in the evolution, the search abilities of GAs can be compared by the fitness value using the same value of . The average performance of SGA using from 30 runs is shown in Table VI . A paired t-test with 29 degrees of freedom on the fitness value is also given to show that the search ability of IGA is statistically significantly better than that of SGA. In the paired t-test the null hypothesis is that the average of the differences between the paired observations in two samples is zero. If the calculated -value is less than the conventional 0.05, the conclusion is that the mean difference between the paired observations is statistically significantly different from zero. Table VI reveals that the fitness performance of IGA is indeed statistically significantly better than that of SGA for all classification problems where the probabilities ( -values) are less than 0.005. As a result, the training classification rates of IGA are better than those of SGA. It is worthwhile to mention that the computation time of IGA is much smaller than that of SGA for all problems (65.8% on an average). The reason is that one intelligent crossover of IGA uses 17 ( and ) fitness evaluations and thus IGA takes a smaller number of generations than SGA. In other words, the intelligent crossover can make GAs more efficient in both fitness performance and convergence speed for large parameter optimization problems in spite of the multiple fitness evaluations per recombination [32] .
To further show that the IGA-based method has high search ability for designing fuzzy classifiers, computation experiments using all patterns in each one of two well-known data sets iris and wine as training data will be examined. Figs. 7 and 8 show the encouraging results, i.e., a 100% training classification rate with three rules for three-class problems. It is well known that there are three patterns in the iris data set that is difficult to be accurately classified using the fuzzy grid-partition method with a small number of fuzzy rules [3] . Furthermore, for the wine data set, the least number of fuzzy rules with 100% classification rate is 6 and the maximal classification rate of the classifier with Fig. 7 . Rule base for the iris classifier with a 100% training classification rate using all patterns as training data.
three rules is 97.2% [3] . Moreover, a 100% classification rate was obtained by three fuzzy rules in [4] . The excellent performance arises from both the proposed FGPMF with its encoding method and the high search ability of IGA for solving the large parameter optimization problem.
2) Interpretability of Fuzzy Rules: Table V shows that the average number of fuzzy rules per class is smaller than 2 for each IGA classifier that on an average. Generally, the scatter partition method cannot compete with the conventional fixed linguistic grid partition method in the interpretability of fuzzy rules. However, the number of fuzzy rules obtained by the proposed method is much smaller than those of the gridpartition-based method [3] , [4] . One of the advantages of the proposed method is that only few overlapping fuzzy regions can cover all training patterns with high classification accuracy.
To further realize the performance of the proposed method in the aspects of rule number and test classification rate, we compare the IGA classifier with the existing scatter partition methods: a) fuzzy classifier with hyperbox regions (Hyperbox) [10] , b) fuzzy classifier with ellipsoidal regions (Ellipsoidal) [11] , and c) neural network classifier with polyhedron regions (Polyhedron) [12] . The test performances of various iris and three rules is (one misclassification). Table VII shows that the IGA classifier using a hyperbox type fuzzy partition is superior to the Hyperbox and Polyhedron methods, and performs as well as the Ellipsoidal method. Few results of high-dimensional fuzzy classifiers with ellipsoidal regions reported for fair comparisons with the proposed method. Notably, design of high-dimensional fuzzy classifiers with hyperbox fuzzy regions needs fewer tuning parameters than that of the classifiers with ellipsoidal fuzzy regions.
In the proposed method, "don't care" condition and genetic feature selection can be used to shorten the length of fuzzy rules that can make the rule base more compact. It is well recognized that a compact rule base is more easily interpretable than a complex one. Fig. 3 is a typical example of a fuzzy-rule base for the iris classifier and its interpretable fuzzy rules can be found in Section II-B. Considering the scatter-partition-based fuzzy classifiers, the proposed IGA-based method can obtain compact fuzzy rule-based systems with high interpretability.
Considering the fitness function in (4) where and , the preferred order of objectives is as follows: 1) classification accuracy, 2) rule number, and 3) feature number. It means that the training classification rate must be maximized first and then the compactness of the fuzzy system can be minimized. Generally, maximizing may involve the risk of overtraining resulting in high generalization errors for conventional classifier designs. Due to 1) the nature clustering property of patterns, 2) the flexible generic parameterized fuzzy region, and 3) the strong search ability of IGA, the proposed method using (the maximal number of fuzzy rules per class is three) can maximize and further minimize and without fear of overtraining. In the following performance comparison with C4.5, we will show that the IGA classifiers are compact and accurate for unseen test patterns. Therefore, the proposed method using IGA with control genes can be widely used for feature selection [22] and knowledge acquisition because its advantages: 1) no additional domain knowledge is required, 2) default parameter settings are efficient enough, 3) no additional problem-dependent parameters are needed, and 4) the global feature selection considering interaction and system performance can be simultaneously optimized.
3) Classification Accuracy and Compactness: Since there are few results of high-dimensional fuzzy classifiers with scatter partitions reported for fair comparisons, we compare the IGA classifier with C4.5 using the significance analysis on 10-CV Fig. 9 . For 10-CV, the data set is randomly split into two parts. The training set (90% of patterns) is used to set free parameters in the classifier model; the validation set (10%) is used to estimate the generalization rate of a classifier. to demonstrate that the proposed method can obtain compact and accurate fuzzy classifiers on unseen test patterns. Table VIII shows the performance of C4.5 with unpruned trees. For the average case of 11 classification problems, the training classification rate is as high as 90.81%. The high classification accuracy of the C4.5 classifiers for training data doesn't mean it has high accuracy on unseen test patterns. The test classification rate and the number of rules per class . Note that the IGA classifiers have average performance , , and . Typically, tree pruning can make the C4.5 classifiers more compact while maintaining high test classification rates. Therefore, we fairly compare the IGA classifiers with the best pruned classifiers of C4.5 having high test classification rate and compactness. We adjust the certainty factor parameter, , (default value in the tool) of C4.5 to prune the decision trees for obtaining high-performance classifiers with low generalization errors. Typically, the classification rate on the training set increases monotonically while the value of increases, resulting in an increasing number of rules used, as sketched in Fig. 9 . For most problems, the accuracy on the validation set increases, but then decreases. An indication is that the classifier may overfit the training data. Therefore, in validation, the parameter adjustment is stopped at the maximum of the test classification rate. Considering the performance on , IGA has 10 wins over C4.5 and only one loss that all -values are less than 0.001. The only lower accuracy classifier was from the low-dimensional haberman data set which has dimension and . The result comes from that IGA aims to obtain compact and accurate classifiers and the obtained classifier is indeed compact ( and ) and accurate The for the C4.5 classifier. Considering the average case, and 4.14 for IGA and C4.5, respectively. The and values of reveal that the IGA classifier is accurate and has a significantly small number of fuzzy rules. Considering the performance on , IGA has six wins over C4.5 and five losses that all values are smaller than 0.001. From the average performance of 11 classification problems that IGA has and C4.5 has , it can be recognized that the used feature numbers of two methods are nearly the same. It is worthwhile to mention that minimization of the used feature number is the last objective of the IGA classifier. For feature selection, the proposed method performs as well as C4.5 with the best value of does. Generally speaking, the optimal design of fuzzy classifiers is a three-objective optimization problem in essence [3] . Unlike the single-objective optimization, multi-objective optimization problems cannot satisfactorily be characterized by a single performance measure, but often can be characterized by distinct measures of multiple incommensurable and competing objectives. Due to the nature of tradeoffs involved, the optimal design of fuzzy classifiers seldom has a unique solution [33] . Considering the performances of the classifier on the three objectives , , and simultaneously, the classifier A is said to dominate the classifier B if there exists at least one objective performance of A is statistically significantly better than that of B and the remainder (if any) are statistically significantly equivalent to that of B. Table X reveals that the IGA classifier dominates the C4.5 classifier in the four data sets heart-c, pima-diabetes, living-disorder, and new-thyroid. On the other hand, the C4.5 classifier does not dominate the IGA classifier in any data set. The performance comparisons show that the IGA-based method can generate accurate and compact fuzzy classifiers with rules of high interpretability.
V. CONCLUSION
This paper proposes an automated method for designing accurate classifiers with a compact fuzzy-rule base using an evolutionary scatter partition of feature space. A novel flexible generic parameterized membership function associated with an efficient encoding method is proposed to achieve an efficient evolutionary scatter partition. The proposed method includes almost all aspects related to the design of compact fuzzy rule-based classification systems: feature selection, rule selection, membership function tuning, consequent class determination, and certainty grade tuning. Thus, the efficient fuzzy classifier system design is formulated as a large parameter optimization problem (LPOP).
To solve the LPOP, an efficient optimization algorithm IGA is used. The superiority of the proposed method has been demonstrated by computer simulation on 11 well-known classification problems in the following three aspects: 1) the proposed method has high search ability to efficiently find fuzzy rule-based systems with high fitness values, 2) obtained fuzzy rules have high interpretability, and 3) obtained compact classifiers have high classification accuracy on unseen test patterns. The performance comparison and statistical analysis of experimental results using ten-fold cross validation have shown that the IGA-based method without heuristics is efficient in designing accurate and compact fuzzy classifiers with rules of high interpretability.
