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RECOLLEMENTS, SINKS ELIMINATION AND
LEAVITT PATH ALGEBRAS
R. HAZRAT AND J. HUANG
Abstract. For Leavitt path algebras, we show that whereas removing
sources from a graph produces a Morita equivalence, removing sinks
gives rise to a recollement situation. In general, we show that for a
graph E and a finite hereditary subset H of E0 there is a recollement
LK(E/H) -Mod // LK(E) -Modoo
oo
// LK(EH) -Mod .oo
oo
We record several corollaries.
In this short note we record an application of recollements in naturally
decomposing a Leavitt path algebra and gluing the pieces together. A rec-
ollement (gluing) of abelian categories consists of three abelian categories
A ,B,C and six functors relating them as follows
A i // B
p
oo
q
oo
j // C ,
r
oo
s
oo
(1)
such that
(i) (s, j, r) and (q, i, p) are adjoint triples, i.e., s is left adjoint to j which
is left adjoint to r, similarly for the second triple;
(ii) the functors i, s, and r are fully faithful;
(iii) Im(i) = Ker(j).
In the setting of unital rings, the following is an archetype example of
recollement: Let A be a ring with identity and e ∈ A an idempotent. Then
there is a recollement situation
A/AeA -Mod inc // A -Mod
HomA(A/AeA,−)
oo
A/AeA⊗A−
oo
e(−) // eAe -Mod .
HomeAe(Ae,−)
oo
eA⊗eAe−
oo
(2)
To check the adjointness of (i) and the fully faithfullness of (ii), one
uses the following general hom-tensor calculus (see [3, §20]): For a triple
(RM, SWR, SN) of modules over unital rings R and S, we have a natural
isomorphism
HomR(M,HomS(W,N)) ∼= HomS(W ⊗R M,N).
Furthermore, if M is finitely generated projective R-module then
HomS(N,W )⊗R M ∼= HomS(N,W ⊗T M).
Finally for the triple (MR, SWR, SN), where M is finitely generated projec-
tive R-module, we have the natural isomorphism
M ⊗R HomS(W,N) ∼= HomS(Hom(M,W ), N).
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For rings with local units, the calculus of module theory is similar to the
rings with units. In particular the above isomorphisms are valid if R is a
ring with local units and S is a unital ring (see for example [13, 49.1–49.3]).
Since eAe is a ring with unit, the recollement (2) can be extended for a ring
A with local units.
The concept of recollement has a geometric origin, and it was first ap-
peared in the work of Beilinson, Bernstein and Delign [6] in the setting of
triangulated categories and then in the setting of abelian categories in Fran-
jou and Pirashvilli [7] motivated by MacPherson-Vilonen construction for
the category of perverse sheaves (see [7, 9] for background on recollements,
applications and further references).
In this note we work with a directed graph E = (E0, E1, r, s) which consist
of two sets E0, E1 and maps r, s : E1 → E0. We consider the Leavitt path
algebra L(E) associated to E. For a background on Leavitt path algebras
and the relevant terminologies see for example [2, 5, 11] and the references
there.
To state the main theorem we need to recall the notion of restriction and
quotient of a graph. Let E be a graph and H a hereditary subset E0. We
denote by EH the restriction graph(
H, {e ∈ E1 | s(e) ∈ H}, r|(EH )1 , s|(EH )1
)
.
On the other hand, for a hereditary and saturated subset X, we denote by
E/X the quotient graph
(
E0 \X, {e ∈ E1 | r(e) /∈ X}, r|(E/X)1 , s|(E/X)1
)
We are in a position to record our theorem.
Theorem 1. Let E be a row finite graph, H a finite hereditary subset of E0
and let H be its hereditary saturated closure. Then there is a recollement of
abelian categories
LK(E/H) -Mod // LK(E) -Modoo
oo // LK(EH) -Mod .oo
oo
Proof. Observe that since H is finite
L(EH) = pHL(E)pH , (3)
where pH =
∑
v∈H v ∈ L(E) is an idempotent.
Next we observe that 〈H〉 = 〈H〉. The hereditary saturated closure of H
is H = ∪∞n=0Λn(H), where Λ0(H) = H and
Λn(H) =
{
y ∈ E0 | s−1(y) 6= ∅, r(s−1(y)) ⊆ Λn−1(H)
}
∪ Λn−1(H),
for n ≥ 1. Clearly 〈H〉 ⊆ 〈H〉. We prove the converse by induction. For
n = 0, Λ0(H) = H ⊆ 〈H〉. Suppose Λn−1(H) ⊆ 〈H〉 and let y ∈ Λn(H).
Then y =
∑
α∈s−1(y) αα
∗. Since r(α) ∈ Λn−1(H) ⊆ 〈H〉 and 〈H〉 is a two-
sided ideal, it follows that y ∈ 〈H〉. Thus H = ∪∞n=0Λn(H) ⊆ 〈H〉. We have
a natural isomorphism
L(E)/〈H〉 = L(E)/〈H〉 ∼= L(E/H). (4)
Now replacing (3) and (4) in recollement diagram 2, the theorem follows. 
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It was observed in [2] that removing sources from a finite graph would
give a Leavitt path algebra Morita equivalent to the one associated to the
original graph. However removing sinks change the structure of the Leavitt
path algebras substantially. As an example, consider the Topilz algebra, i.e.,
the Leavitt path algebra associated to the graph
E : •e
%% f
// •.
As soon as we remove the sink and the edge f attached to it, we are left with
a loop whose Leavitt path algebra is the Laurent polynomial ring K[x, x−1].
Whereas removing sources gives a Morita equivalence, removing sinks cre-
ates a recollement situation.
Corollary 2. Let E be a finite graph and E a graph where all sources and
sinks of E are removed. Then there is a recollement
LK(E) -Mod // LK(E) -Modoo
oo
//
⊕
sinks
K -Mod .oo
oo
(5)
Proof. Let H be the set of all sinks in E, which is a hereditary set. One
can observe that L(EH) ∼=
⊕
sinksK. On the other hand, E/H is a graph by
repeatedly removing all sinks from E until there is no sinks exist. Indeed,
if u is a sink in E/H , then r(s−1(u)) has to be in H, which gives u ∈ H, as
H is saturated. But this is a contradiction.
By [2, Propositons 1.4 and 3.1] removing sources from a graph, gives a
Leavitt path algebra Morita equivalent to the original one. Thus repeating
the source elimination give the Morita equivalence LK(E) ≈ LK(E/H).
Now the corollary follows from Theorem 1. 
Example 3.
(1) Let T = LK
(
•
%%
// •
)
be the Topiliz algebra. By Corollary 2
we have the following recollement situation
K[x, x−1] -Mod // Too
oo
// K -Modoo
oo
Although T is indecomposable [4], but one can still break it down
into less complicated algebras using recollement.
(2) Let T = LK
(
•
%%
// •
yy )
. Then we have the following recolle-
ment situation
K[x, x−1] -Mod // Too
oo
// K[x, x−1] -Modoo
oo
(3) In [1], Leavitt path algebras associated to finite acyclic graphs were
classified. For such a graph, the Leavitt path algebra is a direct
product of matrix algebras over the field K. Lemma 3.4 and Propo-
sition 3.5 in [1] prove this by explicitly constructing an isomorphism
between these two algebras. In Corollary 2, for acyclic graph E, we
get that E is in fact empty and thus the left hand side of (5) is zero.
Since in the general recollement situation (1), A is a Serre subcate-
gory of B and C ≈ A /B, it follows that, in our setting (for B = 0)
L(E) is Morita equivalent to
⊕
sinksK, confirming the result of [1].
4 R. HAZRAT AND J. HUANG
In a series of papers Rangaswamy [11, 12] and Ara-Rangaswamy [5] stud-
ied simple modules of Leavitt path algebras. In [5] they proved that for a
Leavitt path algebra L(E), where E is a finite graph, any simple module is
of the form of a Chen simple module (i.e., arising from an infinite path) if
and only if any vertex of E is the base of at most one cycle (these algebras
have finite Gelfand-Kirillov dimension).
Using the recollement and Kuhn’s result [8] we give another characteri-
sation of such algebras. In the following theorem we use a partial ordering
defined in [5]. A pre-order ≥ on the set of cycles of a directed graph E is
defined as follows: Let c1 and c2 be two cycles. We write c1 ≥ c2 if there is
a path from a vertex of c1 to a vertex of c2. For graphs whose vertices are
bases of at most one cycle, ≥ is a partial order. In Theorem 4 we work with
minimal cycles with respect to ≥, i.e., cycles with no exist.
In the following we will use Kuhn’s result [8, Proposition 4.7], which states
that for a recollement
A i // B
p
oo
q
oo
j // C ,
r
oo
s
oo
there is a bijection between isomorphism classes of simple objects{
simples in A
}∐{
simples in C
}
−→
{
simples in B
}
. (6)
Theorem 4. Let E be a finite graph whose vertices are base of at most one
cycle. Then the isomorphism classes of simple (right) modules of LK(E) are
in one to one correspondence with the set of sinks and the set A×B, where
A is the set of all cycles in E and B is the set of all irreducible polynomials
in K[x, x−1].
Proof. By Corollary 2 (and its proof), we can write
LK(E) -Mod // LK(E) -Modoo
oo
//
⊕
sinksK -Mod .oo
oo
where E is a graph with no sinks whose vertices are base of at most one
cycle. Now by (6) simple modules of LK(E) is in one to one correspondence
with the sinks of E and the simple modules of L(E).
On the other hand L(E) can be stratified by cycles, i.e., we have iterated
recollement situations
Bi // Bi−1oo
oo // Cioo
oo
where 1 ≤ i ≤ k and k is the number of cycles in E. Here Bi = L(bi),
Ci = L(ci), where b0 = E, bi = bi−1/ci, and ci is a minimal cycle in the
graph bi−1 with respect to the ordering ≥.
Again by (6) there is a bijection between isomorphism classes of simple
objects {
simples in Bi
}∐{
simples in Ci
}
−→
{
simples in Bi−1
}
. (7)
Since ci are cycles, L(ci) is Morita equivalent to the ring K[x, x
−1]. Thus
the simple modules of L(ci) is in one to one correspondence with the ir-
reducible polynomials of K[x, x−1]. The theorem now follows from (7) by
noting that L(bk) is also Morita equivalent to K[x, x
−1]. 
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We note that the above theorem can also be deduced from the results
of papers [10, 5]. In [5, Theorem 1.1], a bijection between S, the set of
non-isomorphic simple modules, and the set of primitive ideals of L(E) was
established. On the other hand Corollary 3.14 in [10] implies there is a
bijection between S and A×B, where A is the set of all cycles in E and B
is the set of all irreducible polynomials in K[x, x−1].
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