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Abstract
Most of the published literature in the area of uncertainty quantification of structural systems
via probabilistic methods, is concerned with the representation of uncertain quantities as random
fields. These types of models allow a robust representation of the random nature of different kinds
of structural parameters, provided there exists sufficient information about their random fluctuations.
The inclusion of this probabilistic variation into the physical model affects directly the overall
behavior of the structural system, which is generally simulated using the finite element method.
Therefore, an instinctive way of proceeding is to extend the classical finite element approach for the
solution of stochastic problems involving random structural properties, constituting the so-called
stochastic finite element method. This technique has received a considerable attention over the last
decade, due to its versatility in dealing with a broad range of stochastic problems.
The fundamental idea of this thesis is to present a review of the stochastic finite element method,
and to develop a collection of programs that allow a better understanding of this technique. Initially,
a general overview of common methods used for the representation of random fields is carried out;
special attention is made to the Karhunen-Loève and polynomial chaos expansions, since they are
key concepts in the construction of the spectral stochastic finite element method. Secondly, the
stochastic finite element is introduced by making a general description of its variants; where the
spectral approach using the projection on the homogeneous chaos and the Monte Carlo simulation
method are particularly revisited. Finally, the performance of the implemented methodologies is
evaluated using several numerical experiments.
Keywords: finite element method; random fields; Karhunen-Loève expansion; polynomial
chaos; stochastic finite elements; Monte Carlo simulation; projection on the homogeneous chaos.
Resumen
La mayoría de la literatura publicada en el área de cuantificación de la incertidumbre de sis-
temas estructurales usando métodos probabilísticos, está interesada en la representación de variables
inciertas por medio de campos aleatorios. Este tipo de modelos permiten una representación robusta
de la naturaleza aleatoria de diferentes tipos de parámetros estructurales, siempre y cuando se cuente
con información suficiente sobre su variación probabilística. La inclusión de esta variación en el
modelo físico afecta directamente el comportamiento general del sistema estructural, el cual es
generalmente simulado usando el método de los elementos finitos. Por lo tanto, una forma instintiva
de proceder consiste en extender el clásico enfoque de los elementos finitos para la solución de
problemas estocásticos, constituyendo así el llamado método de los elementos finitos estocásticos.
Esta técnica numérica ha recibido gran atención durante los últimos años, dada su versatilidad a la
hora de resolver una amplia gama de problemas probabilísticos.
La idea fundamental de esta tesis consiste en presentar una revisión del método de los elementos
finitos estocásticos, y de igual forma desarrollar un conjunto de programas que permitan un mejor
entendimiento de esta técnica. Inicialmente, se lleva a cabo un vistazo general de los métodos
más comunes para la representación de campos aleatorios; se hace énfasis en las expansiones de
Karhunen-Loève y de caos polinomial, dado que ellas representan conceptos primordiales en la
construcción del método de los elementos finitos estocásticos espectrales. En segundo lugar, se
hace una introducción al método de los elementos finitos estocásticos, haciendo una descripción
general de sus diversas alternativas; donde se revisa particularmente el enfoque espectral basado en
la proyección sobre el caos homogeneo y el método de simulación de Monte Carlo. Finalmente,
el desempeño de las metodologías implementadas es evaluado por medio de varios experimentos
númericos.
Palabras clave: método de los elementos finitos; campos aleatorios; expansión de Karhunen-
Loève; caos polinomial; elementos finitos estocásticos; simulación de Monte Carlo; proyección
sobre el caos polinomial homogéneo.
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CHAPTER 1
INTRODUCTION
1.1 Background and Motivation
In the field of structural engineering as in several areas of science, physical phenomena are mathematically
modeled by partial differential equations (PDEs) subjected to proper initial and boundary conditions. Analyt-
ical solutions for these equations are usually impossible to obtain due to the complexity and particularity
of engineering problems. Therefore, the last decades have witnessed a constant evolution of discretization
methods for the solution of PDEs, where the versatile numerical analysis technique known as the finite
element method (FEM) has been one of the most widely used procedures (see e.g. To (2014)). The advent
of high speed computers and easy to use software implementations has extended the acceptance of the
method. This fact has not only increased the range of applications, but also has allowed efficient and accurate
estimation of PDEs solutions.
This kind of numerical approximations require a proper description of a set of quantities that conform the
so-called model data. The first type of data is associated with the simulation of the system input, including
initial conditions, boundary conditions and external forces (e.g. static loads, earthquakes, strong winds, ocean
wave elevation); and the second type is related to the representation of the underlying system parameters (e.g.
material or geometric variabilities). In real-life applications, these inputs and properties are controlled by
some degree of randomness or lack of regularity referred to as uncertainty. This phenomenon arises from two
particular sources: the aleatory uncertainty (also known as irreducible or inherent uncertainty), related to the
impossibility of a deterministic description of the intrinsic variability of the phenomenon being considered;
and the epistemic uncertainty, related to the resulting lack of knowledge or data about the phenomenon being
observed. Figure 1.1 shows an schematic representation of the typical uncertainty framework in the field of
structural mechanics and the several types of uncertainties that may arise during the simulation process.
As pointed out by Smith (2014), the area of uncertainty quantification (UQ) has attracted much interest in
recent years, as a way to quantitatively characterize and reduce the randomness in engineering applications.
The main purpose of UQ is to provide feasible knowledge about the sensitivity of a system response, after
introducing uncertain information about the stochastic variations of the system (input data/system parameters)
into its constituent PDE. Among the diverse techniques for UQ, perhaps the most general idea is working
with averaged quantities of uncertain system parameters. In contrast to this approach, which results in a
deterministic model leading to inaccurate response predictions, a stochastic approach considers the input data
modeled as random variables, or more generally, as stochastic processes and fields. Therefore, UQ methods
can be properly classified into:
• deterministic methods, which are based on safety and load factors, as in the case of the allowable
stress and ultimate strength design approaches (Melchers (1999));
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Figure 1.1 – Uncertainty in the structural mechanics framework: 1© System uncertainty; 2© Input uncertainty;
3© Computational uncertainty.
• non-stochastic methods, such as, fuzzy set theory (Ross et al. (2013), Babuška and Silva (2014),
Adhikari and Khodaparast (2014)), imprecise probabilities (Beer et al. (2013)), random sets (Alvarez
(2008), Zaman et al. (2011)), evidence theory (Shah et al. (2015)), among others;
• stochastic methods, which include, random field discretization methods (Bocchini and Deodatis
(2008), Schick (2011), Betz et al. (2014)), Monte Carlo simulation (Janssen (2013)), stochastic finite
element method (Yamazaki et al. (1988), Spanos and Ghanem (1989), Stefanou (2009)), and others.
The stochastic approach appears as a mathematically elegant framework to deal with UQ problems, since
it incorporates probabilistic models directly into the PDE that controls the system response. The solution
of this stochastic PDE facilitates a systematic assessment of the impact of the uncertain quantities on the
response variables of interest (displacements, deformations and stresses, etc.). As in the case of deterministic
PDEs, a stochastic PDE can be properly evaluated using the finite element method, but in this case, it must
be extended to the solution of problems whose properties are uncertain; this approach is referred to as the
stochastic finite element method (SFEM) (see e.g. Keese (2003)).
The first fundamental issue in the SFEM lies in the representation of the uncertain quantities of the
physical model. The theory of stochastic processes and random fields (Vanmarcke (1983)) provides a rigorous
way of representing these variables. A random field can be briefly regarded as a collection of random variables
representing the evolution of uncertain values over spatial coordinates on some topological space. The choice
of a particular random field model will depend on the underlying probability distribution and correlation
structure of the variables that are considered to be uncertain (Li and Chen (2009)). This estimation can be
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carried out through experimental measurements about the random fluctuations of the uncertain quantities.
However, in most cases, due to the lack of experimental data and for the sake of model simplicity, stochastic
methods are usually built up from assumptions about the probabilistic characteristics of the model.
A variety of random field representation techniques have been proposed in the literature, some of the
most important include: the local averaging method (Vanmarcke and Grigoriu (1983)), the perturbation
method (Vanmarcke (1983)), the shape function method (Liu et al. (1986)), the basis random variable method
(Lawrence (1987)), the midpoint method (Der Kiureghian and Ke (1988)), auto-regressive models (Deodatis
and Shinozuka (1988)), the Karhunen-Loève expansion method (Spanos and Ghanem (1989)), the optimal
linear estimation method (Li and Der Kiureghian (1993)), the weighted integral method (Deodatis and
Shinozuka (1991)), the orthogonal series expansion method (Zhang and Ellingwood (1994)), the spectral
representation method (Shinozuka and Deodatis (1996)), polynomial chaos expansion (Xiu and Karniadakis
(2002)), along with others.
Among the collection of random field discretization methods, the Karhunen-Loève (K-L) expansion is one
of the most widely used techniques, since it can capture the variability of the uncertain quantity using a few
number of random variables (Grigoriu (2006)). This method is based on the linear combination of orthogonal
functions, which are chosen as the eigenfunctions of the spectral decomposition of the correlation/covariance
kernel describing the random field (Karhunen (1947), Loève (1948), Spanos and Ghanem (1989)). According
to Grigoriu (2006), the K-L expansion is particularly applicable for the representation of homogeneous and
non-homogeneous, as well as strongly correlated random fields. However, the major drawback of the method
lies in the solution of the associated integral eigenvalue problem, given by an homogeneous Fredholm integral
equation of the second kind. Most of the methods used for the estimation eigenvalue problem, e.g. Galerkin
and Nyström methods, result in a reasonable computational cost, since they often deal with the assembly of
dense covariance matrices.
Several research efforts have been directed into further developments of the K-L expansion in order
to increase its computational efficiency. For instance, Phoon et al. (2002) proposed a wavelet-Galerkin
method, where the basis functions are chosen to be wavelet functions. The main features of the method are
the generation of covariance matrices with a sparsity structure and the replacement of the integral operator
calculation by a suitable wavelet transform. Both characteristics reduce considerably the computation cost of
the K-L expansion. Schwab and Todor (2006) implemented a generalized fast multipole method in order to
reduce the complexity of matrix-vector multiplication arising from the Galerkin approximation of the K-L
eigenvalue problem. Allaix and Carbone (2009) used a genetic algorithm for the solution of an optimization
problem based on the K-L expansion to obtain the eigenpairs. Wang et al. (2014) proposed an efficient
least squares approximation method to estimate the solution of Volterra–Fredholm integral equations in one
dimension. Recently, Pranesh and Ghosh (2015) have developed an efficient Nyström method for estimating
the K-L expansion based on its domain independence property, using the fact that the original domain D can
be replaced by a domain D′, in which the numerical solution is easier and faster to obtain.
The second fundamental issue in the SFEM lies in the propagation of the uncertainty through the system
and the evaluation of the stochastic response. This final step is perhaps the most challenging one and has
been subjected to extensive research in the stochastic mechanics literature. Accordingly, there exist the
following variants of the SFEM: i) the Monte Carlo simulation approach; ii) the perturbation approach; iii)
the Neumann expansion approach; and iv) the spectral approach.
The idea of Monte Carlo simulation (MCS) is to generate a large collection of random field realizations
of the input variables (samples), in order to obtain a huge amount of response quantities. The resulting
sequence of solutions is then post-processed to estimate different statistics of the stochastic PDE solution.
Despite the fact that significant advances have been made to improve the efficiency of this method (e.g. Au
and Beck (2001), Zuev et al. (2012)), the associated computational cost can be still prohibitive for large-scale
problems. In contrast to the MCS method, the perturbation and the Neumann series expansion techniques
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(Vanmarcke (1983),Yamazaki et al. (1988)) offer computationally efficient alternatives, making them the
most widely used methods in the formulation of the finite element method for stochastic problems. However,
they are only suitable for the estimation of first- and second-order moment statistics (see e.g. Sudret and
Der Kiureghian (2000)), since for high-order expansions the methods become excessively costly. Moreover,
the main drawback of these techniques is related to the fact that the results are highly inaccurate when the
coefficients of variation of the uncertain variables are considerably high.
Spectral methods (Spanos and Ghanem (1989), Ghanem and Spanos (2012)) have emerged for an efficient
treatment of large-scale stochastic problems. Originally, two different approaches have been categorized
within this method, namely: the improved Neumann expansion, and the projection on the homogeneous chaos.
The former represents the random spatial variabilities of uncertain system properties using the K-L expansion;
thereafter the response solution is approximated by means of a Neumann series expansion. The latter also
makes use of the K-L expansion to represent uncertain quantities, but in this case, the response solution is
given by a spectral representation in terms of polynomial chaos expansions. Opposite to the other SFEMs, a
good accuracy can be achieved even when the coefficients of variation of the input random variables are large
(Ghanem and Spanos (2012)).
The SFEM has received considerable attention over the last years. Further developments of the method
are not only based on the construction of suitable reduced order bases and surrogate models in order to
decrease the computational cost, but also to increase the range of applications, such as, the inclusion of
non-Gaussian random fields and the consideration of structural nonlinearities.
In this regard, several contributions are worth to be mentioned: Xiu and Karniadakis (2002) extended
the traditional Hermite homogeneous polynomial chaos to a more general framework called generalized
polynomial chaos (gPC). Huang et al. (2007) extended the stochastic response surface method (SRSM)
for problems involving random fields; the polynomial chaos coefficients are estimated by a probabilistic
collocation approach in the SRSM. This method allows an independent treatment of the finite element and
stochastic computations. Chen and Soares (2008) used the spectral SFEM for the analysis of laminated
composite plates with consideration of multi-layer effect and spatial variability of material properties. Maute
et al. (2009) reduced the computational cost of the spectral SFEM by integrating this method with a Galerkin-
based multi-point reduced order model (ROM). Their results evidenced that the ROM scheme can lower
the computational time by more than a factor of 30 with respect to the traditional spectral SFEM. Adhikari
(2011) proposed an approach in which the response solution is projected into a reduced finite dimensional
orthonormal vector basis; the solution is expressed as a finite series of functions of random variables
and orthonormal vectors, termed spectral functions. Sett et al. (2011), proposed a spectral SFEM for the
solution of nonlinear elasto-plastic PDEs with stochastic coefficients. They considered a spectral SFEM with
elasto-plastic behavior and the Fokker-Planck-Kolmogorov equation to obtain the probabilistic evolution of
the material properties, as the material plastifies. Capiez-Lernout et al. (2014) presented an experimental
validation of nonlinear post-buckling analysis methodology for geometrically nonlinear structures with
uncertainty and subjected to stochastic ground motion. Kundu et al. (2014) expressed the response solution
using high-order spectral functions, where the associated computational cost is reduced by means of a
Bayesian metamodel. Stefanou et al. (2015) presented an approach based on the SFEM to calculate several
statistics of material properties (Young modulus and Poisson ratio) considering the randomness in the material
microstructure. This consideration is particularly important, since they show that the variability of the
response can be significantly affected by the uncertainty at the microstructure level.
Despite the extensive research on this topic, there are very few software implementations capable of not
only treating realistic engineering problems, but also of offering the insights of a particular probabilistic
method. This motivates the development of a software toolbox based on the SFEM, which contains useful
comments and reference to equations, in order to make clear the diverse questions that appear during the
implementation.
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1.2 Problem Statement
In practical engineering applications, uncertainty quantification is a challenging problem given the frequent
use of complex models for the description of random system properties. Additionally, the inclusion of stochas-
tic variations into the physical model with the aim of modeling the uncertainty, increases the computational
cost in the estimation of the underlying stochastic PDE solution.
The generation of efficient software that allow us to simulate real-life structures under uncertain conditions
has been one of the main interest of the scientific community. Table 1.1 lists widely recognized software for
stochastic analysis; the majority of them are focused on reliability assessment using well-known probabilistic
algorithms based on Monte Carlo simulation, perturbation or response surface methods.
These software packages contain probabilistic design methods accessible to professional engineers
and researchers, even without previous knowledge in probabilistic and optimization analysis. Insofar as
new versions and modifications are performed on the software the implementation become more obscure,
turning the computer program into a ’black box’. This fact combined with the variability and particularity
of engineering problems, make the use of this kind of software inadequate for learning the details of the
implemented methodologies.
Therefore, there is a necessity in the development of a tutorial toolbox that clarifies the several issues that
appear during the implementation of a particular probabilistic method. In consequence, we aim to provide
heavily commented programs that contain references to the original publications; generating a toolbox aimed
towards those who want to learn the insights of the algorithms in SFEM theory.
1.3 Objectives and Scope
The main objectives of this document are not only related with the description of the spectral stochastic finite
element method and its application in common structural systems, but also to the development of a set of
programs that allow us a better understanding of this technique.
Given these main intentions, the following specific objectives are proposed:
• Provide a self-contained reference of the spectral stochastic finite element method with applications to
basic engineering structures.
• Implement and compare the most common methods used for the representation of random fields, in
order to simulate spatial variabilities of uncertain system properties. Special attention is made on the
Karhunen-Loève and polynomial chaos expansion techniques.
• Implement and compare the most common methods used for the numerical solution of the integral
eigenvalue problem arising from the Karhunen-Loève expansion.
• Implement the spectral stochastic finite element method. Compare and assess the performance of the
methodology with the response calculated from other techniques, such as the Monte Carlo simulation
method.
• Provide a tutorial toolbox about the stochastic finite element method, which will be uploaded to the
’MATLAB® CENTRAL - File Exchange’ repository.
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Name Web address References
Probabilistic finite element
analysis using ANSYS
- Reh et al. (2006)
FERUM – Finite Ele-
ment Reliability Using
MATLAB®
http://www.ce.berkeley.edu/
projects/ferum/
Sudret and Der Ki-
ureghian (2000),
Der Kiureghian et al.
(2006)
COSSAN – Computational
stochastic structural analysis
http://www.cossan.co.uk/ Schuëller and Pradl-
warter (2006)
NESSUS – Probabilistic en-
gineering analysis
http://www.nessus.swri.org/ Thacker et al. (2006)
PERMAS-RA/STRUREL –
Probabilistic reliability anal-
ysis
http://www.strurel.de Gollwitzer et al.
(2006)
PHIMECA-SOFT – Solution
for robust engineering
http://www.phimeca.com/ Lemaire and Pendola
(2006)
Proban — Probabilistic anal-
ysis
https://www.dnvgl.com/services/
sesam-probability-module-proban-2387
Tvedt (2006)
ProFES – Probabilistic func-
tion evaluation system
http://www.ara.com/products/
Profes/
Wu et al. (2006)
UNIPASS – A general-
purpose probabilistic
software system
http://www.predictionprobe.com/
index.php/site/products/unipass/
Lin and Khalessi
(2006)
Probabilistic structural re-
sponse of stochastic mate-
rials (extension written for
ABAQUS)
– Shang and Yun
(2013)
Fesslix – Free Software for
stochastic analysis (written
in C++)
https://launchpad.net/fesslix Betz et al. (2014)
OpenTURNS – Free Soft-
ware for uncertainty quan-
tification, uncertainty prop-
agation, sensitivity analysis
and metamodeling (written
in C++/Python)
http://www.openturns.org/ OpenTURNS (2015)
UQlab – Computational
tools that provide efficient,
flexible and easy to use pro-
grams for UQ on a variety
of applications (written in
MATLAB® )
http://www.uqlab.com/ Marelli and Sudret
(2014), Marelli and
Sudret (2015)
Table 1.1 – General purpose software for stochastic structural analysis.
1.4 Outline of the Thesis
The remainder of this document is organized as follows:
Chapter 2 is devoted to the theory of the deterministic finite element method and some important
mathematical definitions, in order to provide a better understanding of the models and methods used through
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the document; Chapter 3 makes a brief introduction to the theory of stochastic processes/fields and the
most common algorithms for its representation, emphasizing on the Karhunen-Loève and polynomial chaos
expansion methods; Chapter 4 aims to provide an introduction to the main concepts and techniques behind
the stochastic finite element method and its applications.
The document finishes with a summary of the main results and various suggestions for future work
(Chapter 5). Additionally, the Appendix A introduces the software toolbox; where the general structure of the
programs and the steps that must be followed to use them are provided. Finally, Appendices B and C list the
research products and computational tools used to elaborate this thesis.

CHAPTER 2
SUCCINCT INTRODUCTION TO THE
FINITE ELEMENT METHOD
A brief presentation of some key points on the theory of continuum models and the finite element method
applied to basic structural systems are presented herein. The reader is referred to Hughes (2000), Johnson
(2009) and Oñate (2009a) for a complete survey on the topic.
This chapter starts with an introduction to some important mathematical definitions, which are funda-
mental in the theory of the finite element method (Section 2.1). Section 2.2 describes the finite element
method for the elasticity problem. Emphasis is placed on the deduction of the Galerkin-based finite element
method for the solution of plane stress problems, inasmuch as such models are widely used in the analysis of
structural systems.
2.1 Elements of Function Spaces
Some mathematical definitions required for a better understanding of the theory of the finite element method
are succinctly reviewed in this section. A detailed explanation of these topics can be found in Kolmogorov
and Fomin (1975), Johnson (2009) and Süli (2012).
Initially, for notational convenience, consider a multi-index1α and let the derivatives be denoted as,
∂α = ∂α1 · · · ∂αn =
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
=
∂|α|
∂xα11 · · · ∂xαnn
.
In the following, several function spaces will be defined.
Definition (Ck space). Let D be a bounded open set in Rn and k ∈ N such that |α| ≤ k. The space of all
continuous real-valued functions defined on D with k continuous derivatives is denoted as Ck(D). When the
first k derivatives are bounded functions, this space may be equipped with the infinite norm:
‖u‖Ck(D¯) :=
∑
|α|≤k
sup
x∈D
|∂αu(x)| ∀ u ∈ Ck(D¯).
1A multi-index is a mathematical notation that simplifies equations by generalizing the concept of an integer
index. Formally, an ordered n-tuple of indices, α = (α1, α2, . . . , αn) ∈ Nn is called a multi-index with length
|α| = α1 + α2 + . . .+ αn.
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Definition (Lp space). Let us denote by D an open set in Rn and let p ∈ [1,∞). The space of integrable
functions denoted Lp (also called Lebesgue space) is defined as:
Lp(D) =
{
u : D → R
∣∣∣∣ ˆ
D
|u(x)|p dx <∞
}
;
this space is endowed with the Lp-norm (Lebesgue norm):
‖u‖Lp :=
(ˆ
D
|u(x)|p dx
)1/p
∀ u ∈ Lp(D).
Ck and Lp spaces are fundamental in the field of differentiable functions, particularly in the theory of
differential equations. In the twentieth century, however, it was observed that the space C1 (or C2, etc.) was
not precisely the right space to study solutions of differential equations (see e.g. Brenner and Scott (2002)).
Hence, the so-called Sobolev spaces emerged as the modern replacement for these spaces, in order to find
solutions of PDEs. This kind of spaces combine the concepts of weak differentiability and Lebesgue norms.
Definition (Weak derivative). Let D be an open set in Rn, u ∈ Ck(D) and v ∈ C∞0 (D). A function
wα : Rn → R, locally integrable on D, such that,
ˆ
D
wα(x)v(x)dx = (−1)|α|
ˆ
D
u(x)∂αv(x)dx
is a weak derivative of the function u(x) of order |α| (written as wα = ∂αu). Here, the space C∞0 (D) =
∩k≥0Ck0 (D), with Ck0 (D) being the set of all functions u ∈ Ck(D) whose support is a bounded subset of D.
Definition (Sobolev space). Let k be a non-negative integer and p ∈ [1,∞). The space W pk defined on D,
called a Sobolev space of order k, is defined as:
W pk (D) = {u ∈ Lp(D) | ∂αu(x) ∈ Lp(D), |α| ≤ k} ,
together with the norm:
‖u‖W pk :=
∑
|α|≤k
‖∂αu(x)‖Lp
1/p ∀ u ∈W pk ;
here, ∂α denotes a weak derivative of order |α|.
2.2 Finite Element Method for Elasticity Problems
In practical applications, we must cope with the impossibility of obtaining exact solutions to PDEs, inasmuch
as only in the most elementary cases analytical results are possible to obtain. Therefore, the application
of numerical methods with the purpose of finding approximate solutions to boundary value problems for
PDEs has become the natural way to proceed. In this regard, the finite element method (FEM) has arisen as a
general technique for the numerical solution of PDEs in several fields of science (see e.g. Johnson (2009)).
Nowadays, finite element methods are widely applied in problems of fluid and structural mechanics, nuclear
engineering, wave propagation, heat conduction, among many other areas (Krysl (2006)).
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In engineering mechanics, the theory of elasticity provides a way to describe the behavior of homogeneous
isotropic elastic bodies. This theory formulates a set of PDEs representing the stress, deformation and
displacement fields of a structure subjected to certain kind of forces and boundary and initial conditions
(Bower (2010)). However, the implicit assumptions in this theory lead to an inaccurate representation of the
real structural behavior; this is due to the fact that the constitutive materials of the structure develop natural
mechanisms to supply restoring forces for energy dissipation, when subjected to strong loading conditions.
This phenomenon leads the material to behave outside the linear elastic range, henceforth, presenting a
nonlinear behavior (Holzapfel (2000)). The consideration of this characteristic is an essential step when
analyzing dynamically excited structures in order to obtain a more realistic response. Hence, nonlinear finite
element methods have been developed with the purpose of considering structural nonlinearities, either in
the solid geometry, in the constitutive materials, or both (see e.g. Simo and Hughes (1998); Bonnet and
Wood (2008)). The application of nonlinear finite element methods together with the inclusion of stochastic
modeling of system properties is an active area of research, which is still under development. Therefore,
through this document the modeling of structures will be restricted to their linear elastic behavior.
In certain cases, a huge amount of problems in spatial elasticity can be treated satisfactorily in a 2D
domain. This kind of model reduction techniques widely helps to reduce the computational cost generated
during the simulation of complex structures, without affecting the accuracy of the results. As stated in Bower
(2010), based on the dimensions of the structure and the disposition of loads, there exists two general model
reduction cases: i) the plane stress model can be used when the thickness of the structure is much smaller
compared to the other two dimensions; in this case, the structure is only subjected to load forces that are
parallel to it (e.g. thin flat plates); this hypothesis leads to σz = τxz = τyz = 0; ii) the plane strain model
can be used when the length of the structure is much larger compared to the other two dimensions; in this
case, the structure is acted upon only by uniformly distributed forces along its whole length (e.g. tunnels);
this hypothesis leads to εz = γxz = γyz = 0.
Figure 2.1 – Boundary and volume forces acting on a body in equilibrium. Global and local domains of a
finite element.
Based on the foregoing discussion, consider an homogeneous isotropic elastic body in equilibrium under
the assumption of plane stress, occupying a bounded domain D ∈ R2, with thickness t and boundaries Γ1
and Γ2, as shown in Figure 2.1. The solid is fixed along boundary Γ2 and it is subjected along the boundary
Γ1 to volume or body forces b, surface forces s and external point loads pi, i = 1, ..., n.
Therefore, under the forces b, p and s, the objective is to determine the displacement, deformation and
stress fields of the structure, which in the case of plane stress and plane strain assumptions are given by:
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Plane Stress:
• the displacement field u(x, y) = [u(x), v(x)]T, with
w(z) := 0 ;
• the symmetric deformation tensor ε = [εij ] given
by:
ε11 = εx =
∂u
∂x
ε12 = γxy =
∂u
∂y
+
∂v
∂x
ε22 = εy =
∂v
∂y
ε13 = γxz =
∂u
∂z
+
∂w
∂x
= 0
ε33 = εz =
∂w
∂z
ε23 = γyz =
∂v
∂z
+
∂w
∂y
= 0
• the symmetric stress tensorσ = [σij ], with σii repre-
senting the normal stresses and σij , i 6= j the shear
stresses. Assuming that the displacements of the
solid are small; for isotropic elastic materials the
stresses and deformations are constitutively related
by the generalized Hooke’s law as:
σ11 = σx =
E
1− ν2 (εx + νεy),
σ12 = τxy = Gγxy,
σ22 = σy =
E
1− ν2 (εy + νεx),
σ13 = τxz := 0,
σ33 = σz := 0,
σ23 = τyz := 0
which can be expressed in matrix form:σxσy
τxy
 = E
1− ν2
1 ν 0ν 1 0
0 0 (1−ν)2

︸ ︷︷ ︸
D
 εxεy
γxy

Plane Strain:
• the displacement field u(x, y) = [u(x), v(y)]T, with
w(z) := 0 ;
• the symmetric deformation tensor ε = [εij ] given
by:
ε11 = εx =
∂u
∂x
ε12 = γxy =
∂u
∂y
+
∂v
∂x
ε22 = εy =
∂v
∂y
ε13 = γxz =
∂u
∂z
+
∂w
∂x
:= 0
ε33 = εz =
∂w
∂z
:= 0 ε23 = γyz =
∂v
∂z
+
∂w
∂y
:= 0
• the symmetric stress tensorσ = [σij ], with σii repre-
senting the normal stresses and σij , i 6= j the shear
stresses. Assuming that the displacements of the
solid are small; for isotropic elastic materials the
stresses and deformations are constitutively related
by the generalized Hooke’s law as:
σ11 = σx =
λ
ν
[(1− ν)εx + νεy] ,
σ12 = τxy = Gγxy,
σ22 = σy =
λ
ν
[νεx + (1− ν)εy] ,
σ13 = τxz = 0,
σ33 = σz = λ(εx + εy),
σ23 = τyz = 0
which can be expressed in matrix form:σxσy
τxy
 = λ
ν
1− ν ν 0ν 1− ν 0
0 0 (1−2ν)(1+ν)

︸ ︷︷ ︸
D
 εxεy
γxy

and σz = ν(σx + σy).
where, λ := Eν/(1 + ν)(1− 2ν) is the Lamé constant, G := E/2(1 + ν) is the shear modulus, E is
the Young modulus, ν is the Poisson ratio and the sum e = εx + εy + εz is usually called the cubic dilation
of the elastic solid. The matrix D is called the constitutive matrix, which in both cases is symmetric as a
consequence of the Maxwell-Betti theorem (see e.g. Krysl (2006)).
The previously described 2D elasticity problem can be formally stated from three different but equivalent
viewpoints. This will be the objective of the following subsection.
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2.2.1 The problems (D), (M) and (V)
The problem of solving a differential equation together with a set of additional constraints or boundary
conditions can be addressed from three different viewpoints: the traditional boundary value problem or
differential problem (problem (D)), the minimization problem (problem (M)), and the variational problem
(problem (V)). The differential problem is usually called the strong or classical formulation, whereas, the
variational problem is called the weak formulation (Süli (2012)).
Firstly, let us consider the following space:
Definition (Trial solution space). Let V be a linear vector space (more precisely a Hilbertian Sobolev
space) formed by the set of functions v : D → R, called test or basis functions, satisfying the following
properties:
• v and v
′
are continuous functions on D.
• v
′′
is a piecewise continuous and bounded function on D.
This space is equipped with the inner product:
〈v, w〉 =
ˆ
D
v(x)w(x)dx ∀ v, w ∈ V and x ∈ D
for real-valued piecewise continuous bounded functions.
The idea is to look for solutions in this space. Thus, the elasticity problem for the case of plane stress can
be equivalently formulated in any of the following forms:
• The problem (D) for the elasticity theory is formulated from the well-known Cauchy-Navier equations
(or elastostatic equations), i.e.,
Definition (Problem (D)). Given body forces b = [bx, by]T, surface forces s = [sx, sy]T and external
point loads pi = [pxi , pyi ]
T, find u(x, y) = [u(x), v(y)]T ∈ V such that,
G(∇2u) + (λ+G) ∂
∂x
(εx + εy) + bx = 0
G(∇2v) + (λ+G) ∂
∂y
(εx + εy) + by = 0
with boundary conditions,(
sx
sy
)
=
[
E
1−ν2 (εx + νεy) Gγxy
Gγxy
E
1−ν2 (εy + νεx)
](
α
β
)
where, α and β represent the direction cosines (see e.g. Bower (2010)).
• The associated minimization problem is given by the minimum total potential energy principle:
Definition (Problem (M)). Given volume forces b = [bx, by]T, surface forces s = [sx, sy]T and
external point loads pi = [pxi , pyi ]
T, find u = [u, v]T ∈ V such that,
Π(u) = t
¨
D
σ · ε dA− t
¨
D
b · u dA− t
˛
Γ1
s · u ds−
n∑
i=1
pi · ui
where the functional Π represents the total potential energy.
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• Finally, the associated variational formulation is given by the virtual work principle:
Definition (Problem (V)). Given volume forces b = [bx, by]T, surface forces s = [sx, sy]T and
external point loads pi = [pxi , pyi ]
T, find u = [u, v]T ∈ V such that,
t
¨
D
δεT σ dA = t
¨
D
δuT b dA+ t
˛
Γ1
δuT s ds+
n∑
i=1
δuTi pi (2.1)
where, σ = [σx, σy, τxy]T are the stresses, δε = [δεx, δεy, δγxy]T are the associated virtual deforma-
tion components, and δu = [δu, δv]T are the virtual displacements.
It can be proved that the aforementioned problems are equivalent and also that the solution u is unique
(see e.g. Hughes (2000), Johnson (2009)).
Since the space V is infinite by definition, an approximated solution can be found in a new finite
dimensional space Vh. In consequence, the problems (M) and (V) can be re-expressed through the following
alternative problems (Mh) and (Vh), as,
Definition (Problem (Mh): Ritz). Given the functional Π : Vh → R, find a function uh ∈ Vh such that,
Π(uh) ≤ Π(v) ∀ v ∈ Vh.
Here, the functional Π(·) arises from the application of the minimum total potential energy principle (see e.g.
Johnson (2009)).
Definition (Problem (Vh): Galerkin). Find a function uh ∈ Vh, such that,
a(uh, v) = 〈f, v〉 ∀ f, v ∈ Vh.
Here, the bilinear symmetric functional a(·, ·) arises from the application of the virtual work principle (see
e.g. Hughes (2000), Oñate (2009a)).
Therefore, the finite element method for the problem (D) can be formulated through the problem (Vh)
referred to as the Galerkin’s method, or equivalently through the problem (Mh) referred to as the Ritz’s
method.
2.2.2 Galerkin-based finite element method
Definition of the finite element mesh
In order to define the space Vh, the region or domain D of a structure will be divided in a set of Nfe elements
such that:
D =
Nfe⋃
e=1
re = r1 ∪ r2 ∪ · · · ∪ rNfe ,
satisfying the following conditions:
• they cannot overlap;
• the element nodal points cannot be located on the side of an adjacent element;
• each element nodal point must coincide between the elements;
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A number of finite elements have been proposed over the last decades, whose particular choice depends
on each problem. They can be identified by their number of nodes, their shape, the type of interpolation and
continuity requirements.
According to Hughes (2000), a finite element is characterized by its shape or test functions, which must
satisfy certain convergence requirements, such as: smoothness over the element interior; continuity across
each element boundary; and completeness, so that the element interpolation function is able to represent an
arbitrary polynomial at the degrees of freedom (dof) of the element nodes.
In the following, the bilinear (four-noded) quadrilateral element proposed by Argyris and Kelsey is
used for the explanation. It is worth mentioning that this element is adequate for pure tension-compression
problems, but due to its incapability of representing curved shapes, it is not recommended for bending
problems.
Generally, the isoparametric formulation is applied in order to make use of the same shape interpolation
functions of the element coordinates and the displacements. Based on this, a point in the local domain (ξ, η)
is related to a point (x, y) in the global domain, by mappings of the form:
x(ξ, η) =
4∑
i=1
Ni(ξ, η)x
(e)
i (2.2)
y(ξ, η) =
4∑
i=1
Ni(ξ, η)y
(e)
i (2.3)
where, (ξ, η) are called the natural coordinates, andNi are element shape functions. An important relationship
between the derivatives of the shape functions with respect to the cartesian and the natural coordinates is
given by the chain rule of derivation, [
∂Ni
∂ξ
∂Ni
∂η
]
=
[
∂x
∂ξ
∂y
∂ξ
∂x
∂η
∂y
∂η
]
︸ ︷︷ ︸
J(e)
[
∂Ni
∂x
∂Ni
∂y
]
where, J(e) is the Jacobian matrix of the transformation of the derivatives of the shape functions in the natural
and cartesian axes. Moreover,[
∂Ni
∂x
∂Ni
∂y
]
=
[
J(e)
]−1 [∂Ni
∂ξ
∂Ni
∂η
]
=
1∣∣J(e)∣∣
[
∂y
∂η −∂y∂ξ
−∂x∂η ∂x∂ξ
][
∂Ni
∂ξ
∂Ni
∂η
]
where, the determinant of the Jacobian matrix relates the differential of area in the two coordinate systems,
i.e., dxdy =
∣∣J(e)∣∣dξdη.
The shape functions are obtained by assuming a bilinear expansion of the form,
x(ξ, η) = a0 + a1ξ + a2η + a3ξη (2.4)
y(ξ, η) = b0 + b1ξ + b2η + b3ξη (2.5)
where, the coefficients a’s and b’s need to be determined.
Eq. (2.4) and Eq. (2.5) satisfy the conditions, x(ξi, ηi) = x
(e)
i and y(ξi, ηi) = y
(e)
i , where the values
of the (ξi, ηi) coordinates in the local domain are shown in Figure 2.1. After impose these restrictions on
Eq. (2.2) and Eq. (2.3), two different system of equations are obtained, which are solved for the coefficients
a’s and b’s, respectively. These values are then back-substituted into Eq. (2.2) and Eq. (2.3), in order to obtain
the corresponding shape functions of the bilinear quadrilateral element, as:
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N1(ξ, η) = ((η − 1)(ξ − 1))/4 N2(ξ, η) = −((η − 1)(ξ + 1))/4
N3(ξ, η) = ((η + 1)(ξ + 1))/4 N4(ξ, η) = −((η + 1)(ξ − 1))/4.
Figure 2.2 shows these bilinear quadrilateral element shape functions.
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Figure 2.2 – Shape functions of the bilinear rectangular element.
Discretization of the displacement field
The displacements can be expressed in the x e y directions at the interior of an element e as a function of its
nodal displacements as:
u(e) = u
(e)
1 N
(e)
1 + u
(e)
2 N
(e)
2 + u
(e)
3 N
(e)
3 + u
(e)
4 N
(e)
4
v(e) = v
(e)
1 N
(e)
1 + v
(e)
2 N
(e)
2 + v
(e)
3 N
(e)
3 + v
(e)
4 N
(e)
4
or in matrix form:
[
u(e)
v(e)
]
︸ ︷︷ ︸
u(e)
=
N (e)1 0 ... N (e)2 0 ... N (e)3 0 ... N (e)4 0
0 N
(e)
1
... 0 N (e)2
... 0 N (e)3
... 0 N (e)4

︸ ︷︷ ︸
N(e)

u
(e)
1
v
(e)
1
u
(e)
2
v
(e)
2
u
(e)
3
v
(e)
3
u
(e)
4
v
(e)
4

︸ ︷︷ ︸
a(e)
;
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note that the matrix N(e) can be represented in blocks as,
N(e) =
[
N
(e)
1 N
(e)
2 N
(e)
3 N
(e)
4
]
where N(e)i =
[
N
(e)
i 0
0 N
(e)
i
]
;
here, N(e) is the shape function matrix of the element e, and N(e)i is referred to as the shape function matrix
of the element e at node i.
Analogously, the displacement vector a(e) can be represented as:
a(e) =
[
a
(e)
1 a
(e)
2 a
(e)
3 a
(e)
4
]T
where a(e)i =
[
u
(e)
i v
(e)
i
]T
;
here, a(e) is the nodal displacement vector of the element e, and a(e)i is referred to as the nodal displacement
vector of the element e at node i.
Discretization of the deformation field
From the definition of each component of the deformation field, they can be interpolated as:
ε(e)x =
∂u(e)
∂x
=
∂N
(e)
1
∂x
u
(e)
1 +
∂N
(e)
2
∂x
u
(e)
2 +
∂N
(e)
3
∂x
u
(e)
3 +
∂N
(e)
4
∂x
u
(e)
4
ε(e)y =
∂u(e)
∂y
=
∂N
(e)
1
∂y
v
(e)
1 +
∂N
(e)
2
∂y
v
(e)
2 +
∂N
(e)
3
∂y
v
(e)
3 +
∂N
(e)
4
∂y
v
(e)
4
γ(e)xy =
∂u(e)
∂y
+
∂v(e)
∂x
=
∂N
(e)
1
∂y
u
(e)
1 +
∂N
(e)
1
∂x
v
(e)
1 +
∂N
(e)
2
∂y
u
(e)
2 +
∂N
(e)
2
∂x
v
(e)
2 +
∂N
(e)
3
∂y
u
(e)
3 +
∂N
(e)
3
∂x
v
(e)
3 +
∂N
(e)
4
∂y
u
(e)
4 +
∂N
(e)
4
∂x
v
(e)
4
or in matrix form,

∂u(e)
∂x
∂u(e)
∂y
∂u(e)
∂y +
∂v(e)
∂x

︸ ︷︷ ︸
ε(e)
=

∂N
(e)
1
∂x 0
... ∂N
(e)
2
∂x 0
... ∂N
(e)
3
∂x 0
... ∂N
(e)
4
∂x 0
0
∂N
(e)
1
∂y
... 0 ∂N
(e)
2
∂y
... 0 ∂N
(e)
3
∂y
... 0 ∂N
(e)
4
∂y
∂N
(e)
1
∂y
∂N
(e)
1
∂x
... ∂N
(e)
2
∂y
∂N
(e)
2
∂x
... ∂N
(e)
3
∂y
∂N
(e)
3
∂x
... ∂N
(e)
4
∂y
∂N
(e)
4
∂x

︸ ︷︷ ︸
B(e)

u
(e)
1
v
(e)
1
u
(e)
2
v
(e)
2
u
(e)
3
v
(e)
3
u
(e)
4
v
(e)
4

;
︸ ︷︷ ︸
a(e)
(2.7)
note that the matrix B(e) can be represented in blocks as,
B(e) =
[
B
(e)
1 B
(e)
2 B
(e)
3 B
(e)
4
]
with B(e)i =

∂N
(e)
i
∂x 0
0
∂N
(e)
i
∂y
∂N
(e)
i
∂y
∂N
(e)
i
∂x
 ;
here, B(e) is the deformation matrix of the element e, and B(e)i is referred to as the deformation matrix of the
element e at node i.
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Discretization of the stress field
Using Hooke’s law, the expression results into,
σ = Dε = DBa(e); (2.8)
if initial deformations ε0 and stresses σ0 are considered, the Hooke’s law becomes (Oñate (2009a)):
σ = D(ε− ε0) + σ0 = DBa(e) −Dε0 + σ0. (2.9)
This relation constitutes the discretization of the stress field inside an element. However, since the
constitutive matrix D and the deformation matrix B(e) are constant, the deformations and stresses of an
element will be also constant in the whole element. This requires the use of a refined mesh, in order to
obtain a better approximation of the deformation and stresses of the solid, specially in regions of high stress
gradients. Additionally, the number of element nodes should be increased, so that a higher variation of the
deformations and stresses inside an element can be obtained (Johnson (2009)).
2.2.3 Stiffness matrix and force vector
The equilibrium of forces acting on an element is only enforced at the nodes. Thus, equilibrium nodal forces
qi = [qxi , qyi ]
T, which balance the external and internal forces due to the element deformation, can be
obtained by applying the virtual work principle (Eq. (2.1)) to an individual element.
For instance, using an element with 4 nodes and domain D(e), this application yields,
t
¨
D(e)
δεT σ dA = t
¨
D(e)
δuT b dA+ t
˛
Γ
(e)
1
δuT s ds+
4∑
i=1
δuTi pi +
4∑
i=1
δuTi qi
t
¨
D(e)
δεT σ dA− t
¨
D(e)
δuT b dA− t
˛
Γ
(e)
1
δuT s ds−
[
δa(e)
]T
p(e) =
[
δa(e)
]T
q(e)
(2.10)
where, δa(e) = [δu(e)1 , δv
(e)
1 , δu
(e)
2 , δv
(e)
2 , δu
(e)
3 , δv
(e)
3 , δu
(e)
4 , δv
(e)
4 ]
T are the virtual nodal displacements of
the element, and q(e) = [qx1 , qy1 , qx2 , qy2 , qx3 , qy3 , qx4 , qy4 ]
T are the equilibrium nodal forces of the element.
Using the discretization of the displacement and deformation fields, δuT =
[
δa(e)
]T
NT and δεT =[
δa(e)
]T
BT. Then, Eq. (2.10) can be expressed as,
[
δa(e)
]T(
t
¨
D(e)
BTσ dA− t
¨
D(e)
NTb dA− t
˛
Γ
(e)
1
NTs ds− p(e)
)
= q(e). (2.11)
Since by definition the functional [δa]T encompasses the field of all possible displacements, it cannot be
equal to zero. Thus, the residual in Eq. (2.11) holds if
t
¨
D(e)
BTσ dA− t
¨
D(e)
NTb dA− t
˛
Γ
(e)
1
NTs ds− p(e) = q(e). (2.12)
Eq. (2.12) expresses the equilibrium between the element deformation forces, element volume forces,
element distributed forces, element point loads and element nodal equilibrium forces. Now, substituting the
expression for the stress field Eq. (2.9) into Eq. (2.12) yields,
t
¨
D(e)
BT(DBa(e) −Dε0 + σ0) dA− t
¨
D(e)
NTb dA− t
˛
Γ
(e)
1
NTs ds− p(e) = q(e),
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which is equivalent to(
t
¨
D(e)
BTDB dA
)
a(e) − t
¨
D(e)
BTDε0 dA+ t
¨
D(e)
BTσ0 dA
− t
¨
D(e)
NTb dA− t
˛
Γ
(e)
1
NTs ds− p(e) = q(e). (2.13)
Eq. (2.13) can be expressed in matrix form as,
K(e)a(e) − f (e) = q(e)
where, the so-called element stiffness matrix is given by
K(e) = t
¨
D(e)
BT D B dA (2.14)
and the element equivalent nodal force vector by
f (e) = t
¨
D(e)
BTDε0 dA− t
¨
D(e)
BTσ0 + t
¨
D(e)
NT b dA+ t
˛
Γ1
NTs ds+ p(e). (2.15)
Numerical integration quadratures are used for the solution of these integrals. Initially, a coordinate
transformation is carried out, so that the domain of integration is changed from Cartesian coordinates to
natural coordinates (as shown in Figure 2.1).
In this way, the integration can be performed over a region enclosed by [−1, 1] × [−1, 1]. Hence,
Eq. (2.14) can be reformulated as,
K(e) = t
ˆ 1
−1
ˆ 1
−1
BT(ξ, η) D B(ξ, η)
∣∣∣J(e)(ξ, η)∣∣∣ dξdη (2.16)
where,
∣∣J(e)∣∣ is the determinant of the Jacobian matrix, which arises from the coordinate transformation
(Eq. (2.2) and Eq. (2.3)).
Therefore, the element stiffness matrix in Eq. (2.16) can be evaluated using a Gauss-Legendre quadrature2
with NGP points, as:
K(e) =
NGP∑
p=1
NGP∑
q=1
BT(ξp, ηq) D B(ξp, ηq) t
∣∣∣J(e)(ξp, ηq)∣∣∣ wp wq (2.17)
where, wp and wq are the weights of quadrature rule and the points ξp and ηq are the associated abscissas of
the Legendre polynomial. Here, the quadrature points NGP are chosen based on the fact that a NGP order
quadrature integrates exactly a polynomial of degree 2NGP − 1 or less (Hughes (2000)). An analogous
procedure applies to the force vector components in Eq. (2.15).
Finally, after each element stiffness and force components are computed, the contributions are assembled
in order to obtain the global stiffness matrix and force vector (see e.g. Hughes (2000) and Oñate (2009a)).
This assembly procedure leads to the well-known system of equations:
K a− f = q. (2.18)
2This Gauss quadrature is commonly applied as a result of this property: “A n-th degree polynomial and a n− 1-th
degree polynomial obtained by least squares fitting of the first one, take the same values at the points of the Gauss
quadrature of order n”. Thus, we can estimate exactly the stresses and deformations that are one order higher, by
computing them at the Gauss points. This is due to the fact that the stresses from the FE solution can be regarded as a
least squares approximation of the exact stress field.

CHAPTER 3
REPRESENTATION OF RANDOM FIELDS
The main intention of this chapter is to provide a brief introduction to the theory of stochastic process-
es/random fields and frequently employed methods for their discretization. Special attention is made to the
Karhunen-Loève and polynomial chaos formulations, since they are key concepts in the construction of the
spectral stochastic finite element method.
The plan of this chapter is as follows: Section 3.1 introduces the concepts of stochastic processes and
random fields, together with some important mathematical definitions that provide a better understanding
of the topics. Section 3.2 presents some applications of random fields and the traditional methods used for
their discretization. Section 3.3 describes the Karhunen-Loève expansion method for the representation of
random fields; the performance of the method is tested by implementing several solution methods on different
numerical applications. Section 3.4 provides a complete description of the polynomial chaos expansion and
also makes an introduction to its generalized case; moreover, some numerical experiments are carried out
and also important source codes are written. Finally, Section 3.5 gives some conclusion and state-of-the-art
review for the topics discussed through this chapter.
3.1 Preliminaries
Stochastic processes are mathematical models used to represent a large number of phenomena, in which the
variable of interest fluctuates discretely or continuously through time in a non-predictable pattern (Lutes and
Sarkani (2004)).
The theory of stochastic processes has its roots in the study of probability spaces and random variables;
approach introduced by Andrey Kolmogorov in the 1930s (Kolmogorov (1956); Papoulis (1991); Soong
(2004); Grigoriu (2012)). Hence, we will begin with the definition of a probability space.
Definition (Probability space). A probability space is a triple (Ω,F , P ), where:
• the sample space Ω, is a set collecting the outcomes of a random experiment (elementary events);
• the σ-algebraF , is a collection of subsets of Ω, satisfying the following properties: i). F contains
the empty set and whole sample space, i.e. ∅ ∈ F and Ω ∈ F ; ii). A ∈ F implies that Ac ∈ F ;
and iii). A1, A2, ... ∈ F implies that ∪∞i=1Ai ∈ F . The members ofF are called events;
• the probability measure P , is a set function P : F → [0, 1] such that, i). P is real and non-negative;
ii). P is a σ-additive measure, i.e., P (∪∞i=1Ai) =
∑∞
i=1 P (Ai) for mutually disjoint events Ai; and
iii). P (∅) = 0 and P (Ω) = 1.
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A convenient way to describe a random experiment is by means of a function that connects each particular
event in the sample space with the possible outcomes of the experiment; this function is called a random
variable:
Definition (Random variable). A random variable on a probability space (Ω,F , P ) is a real-valued
function X : Ω→ R.
Random variables can be discrete, taking values on a specified finite or countable list; continuous, taking
any numerical value in an interval or collection of intervals; or a mixture of both types. For instance, to each
continuous random variable X , there exists a non-negative real-valued function fX , called the probability
density function (PDF). This function describes the possible values ofX with their corresponding probabilities.
Therefore, the probability of the random variable X to fall within a particular interval [a, b] is given by the
integral,
P (a ≤ X ≤ b) =
ˆ b
a
fX(x)dx.
Analogously, the cumulative distribution function (CDF) FX , describes the probability that the random
variable X will be smaller or equal than a prescribed value x,
FX(x) = P (X ≤ x) =
ˆ x
−∞
fX(z)dz;
by differentiation of the CDF, the PDF can be obtained as,
fX(x) =
dFX(x)
dx
.
In some cases, it is more opportune to characterize random variables in terms of expected values instead
of probability density functions. The expected value (or expectation or mean) of the random variable X ,
denoted E(X) or µX , can be defined as,
E[X] =
ˆ
Ω
X(θ)dP (θ) ∀ θ ∈ Ω
or in terms of the PDF of X as,
E[X] =
ˆ ∞
−∞
xfX(x)dx
Besides the expected value, other important and useful concept in probability is given by the second
central moment or variance of the random variable X . This function gives information about the variation of
a random variable X , and it is generally used as measure of dispersion. Hence, the variance of X , denoted
Var[X] or σ2X , is given by:
Var[X] = E[(X − µX)2] = E[X2]− µ2X ,
where, its positive square root, σX =
√
Var[X] is called the standard deviation of X .
The previous concepts generalize to any number of random variables, leading to multivariate distributions
usually referred to as joint probability distributions. These distributions can be expressed either in terms of
a joint probability density function (JPDF), or in terms of a joint cumulative distribution function (JCDF).
Moreover, two important types of functions can be obtained from multivariate distributions: the first one is
the marginal distribution, which gives the probabilities for any of the individual variables, without reference
to the values of the other ones; and the second one is the conditional probability distribution, which gives the
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probabilities for any subset of the variables, conditional on particular values of the remaining ones (see e.g.
Soong (2004)).
An important measure of how much several random variables change together is given by the covariance
function. In the case of two random variables X and Y , the covariance denoted Cov(X,Y ), is defined as:
Cov(X,Y ) = E[(X − µX)(Y − µY )] = E[XY ]− E[X]E[Y ].
The variance can be regarded as the covariance of a random variable with itself, i.e., Var[X] =
Cov(X,X), which is also referred to as autocovariance. It should be noted that if Cov(X,Y ) = 0, the
random variables X and Y are said to be independent.
Finally, we define the correlation coefficient (−1 ≤ ρ(X,Y ) ≤ 1) of X and Y as,
ρ(X,Y ) =
Cov(X,Y )
σXσY
;
when the correlation coefficient of two random variables vanishes, they are said to be uncorrelated. It is worth
mentioning that independence implies zero correlation, but the converse is not true (see e.g. Ash (2008)).
3.1.1 Stochastic processes and random fields
Generally, stochastic processes belong to a special class in the space of square integrable functions. Let
(Ω,F , P ) be a probability space and θ ∈ Ω a random event; we define the Hilbert space1 of second-order
random variables2 as,
Definition (L2(Ω, P ) space). The Hilbert space of second-order random variables defined on the probability
space (Ω,F , P ) and equipped with the inner product 〈·, ·〉 and associated norm ‖·‖Ω:
〈U, V 〉 = E[UV ] =
ˆ
Ω
U(θ)V (θ) dP (θ) ∀ U, V ∈ L2(Ω, P )
‖U‖Ω =
√
〈U,U〉 ∀ U ∈ L2(Ω, P )
is denoted L2(Ω, P ).
Roughly speaking3, a stochastic process (s.p.) is a collection of random variables {X(t, θ)}t∈T on
L2(Ω, P ), representing the evolution of random values over time, with T being the time space. Whereas,
a random field (r.f.) {H(x, θ)}x∈D can be regarded as a generalization of a stochastic process, where the
underlying parameter needs no longer to be time-valued, but instead, it takes values that are spatial coordinates
on some topological space D ∈ Rn (see e.g. Grigoriu (2012)). From those definitions, it can be seen that
a s.p. is a function X(t, θ) : T × Ω 7→ Rn, with parameters t ∈ T and θ ∈ Ω; and a r.f. is a function
H(x, θ) : D × Ω 7→ Rn, with parameters x ∈ D and θ ∈ Ω.
Figure 3.1 shows a realization of a random field. It can be noticed that a fixed-space random fieldH(x, ·) :
θ ∈ Ω 7→ Rn turns into a random variable, whereas, a fixed-probability random field H(·, θ) : x ∈ D 7→ Rn
is called a sample path or realization.
1A complete linear vector space V endowed with a scalar product 〈·, ·〉V and associated norm and metric, is called
a Hilbert space.
2A real-valued random variable X is of second-order, if E(X2) <∞.
3Even though it is generally accepted that a variable is “random” and a process is “stochastic”, the two words
are commonly regarded as synonyms. Furthermore, the term “process” is traditionally used where the parameter take
values in time; conversely, the term “field” is used when the parameter take values in the space. Despite the discussion,
it is usually preferred the terms “stochastic process” for time-indexed parameters and “random field” for space-indexed
parameters. Without loss of generality, this convention will be used through this document.
24 3 Representation of Random Fields
Figure 3.1 – Random field realization.
According to Soong and Grigoriu (1993), a random field can be completely specified from a probabilistic
viewpoint by considering its finite dimensional distributions. Therefore, a random field can be defined as,
Definition (Random field). For every finite set of points x = {x1, . . . , xn} ∈ D, there corresponds a n-tuple
of random variables ξ(θ) = {Hx1(θ) = H(x1, θ), . . . ,Hxn(θ) = H(xn, θ)} ∈ L2(Ω, P ). Therefore, a
random field H(x, θ) can be completely specified, in a probabilistic sense, if the joint cumulative distribution
function,
F (u; x) = P (ξ(θ) ≤ u) = P (Hx1(θ) ≤ u1 ∩Hx2(θ) ≤ u2 ∩ · · · ∩Hxn(θ) ≤ un),
exist and satisfies the Kolmogorov’s compatibility conditions:
a). Consistency: Marginal distributions can be generated from higher dimensional distributions.
b). Symmetry: F (u; x) is invariant under arbitrary permutation of the indices 1, . . . , n.
Analogously to the case of random variables, some of the most important properties of s.p. and r.f. are
characterized by its statistical moments (Papoulis (1991)). Therefore, the expectation function or mean
of a s.p. is given by the first moment µX(t) = X¯(t, θ) = E[X(t, θ)], and the variance by the second
central moment σ2X(t) = E[(X(t, θ) − µX(t))2]. Additionally, the joint moments of special attention
are the autocorrelation function (or cross-correlation when the random variables belong to two different
s.p.) given by RXX(t1, t2) = E[X(t1, θ)X(t2, θ)], the autocovariance function given by CXX(t1, t2) =
E[X(t1, θ)−µX(t1))(X(t2, θ)−µX(t2))] and the correlation coefficient function expressed as ρXX(t1, t2) =
CXX(t1, t2)/σX(t1)σX(t2).
A stochastic process is called strictly stationary or just stationary (in the case of random fields we said
that the field is homogeneous), if the associated probability distribution functions of the process are invariant
under arbitrary shifts of the time index t:
F (x1, . . . , xn; t1, . . . , tn) = F (x1, . . . , xn; t1 + τ, . . . , tn + τ).
The process is called weakly stationary, if the mean is constant and the autocorrelation function only depends
on the time lag τ , i.e., RXX(t1, t2) = E[X(t1, θ)X(t2, θ)] = RXX(|t1 − t2|) = RXX(τ).
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As shown in Soong and Grigoriu (1993), a weakly stationary process has continuous, real and non-
negative autocorrelation function. Based on this fact, Bochner (1934) proved that the autocorrelation function
can be represented by the Fourier-Stieltjes integral:
RXX(τ) =
ˆ ∞
−∞
exp(jωτ)dΦ(ω), (3.1)
where, Φ(ω) is a real, nondecreasing and bounded function, called the spectral measure or spectral distribution
function. If this spectral measure is absolutely continuous, then it is differentiable almost everywhere (see
e.g. McShane and Botts (2005)); and its derivative denoted by SXX(ω) is called the power spectral density
function (PSDF) of the weakly stationary s.p. X(t, θ). Hence, we can express Eq. (3.1) as,
RXX(τ) =
ˆ ∞
−∞
SXX(ω) exp(jωτ)dω,
which holds when the following condition for Φ(ω) to be differentiable is satisfied (Parzen (2015)):
ˆ ∞
−∞
|RXX(τ)|dτ <∞.
Applying the inverse Fourier transform on RXX(τ), an expression for the spectral density function is
given by,
SXX(ω) =
1
2pi
ˆ ∞
−∞
RXX(τ) exp(−jωτ)dτ.
The Fourier transform pair in Equations (3.1.1) and (3.1.1) constitutes the so-called Wiener-Khintchine
relations. Furthermore, taking into account that RXX(τ) is an even function, the relationship can be rewritten
in terms of the Fourier cosine transformation as,
RXX(τ) = 2
ˆ ∞
0
SXX(ω) cos(ωτ)dω, SXX(ω) =
1
pi
ˆ ∞
0
RXX(τ) cos(ωτ)dτ.
It is worth mentioning that since we usually deal with real stochastic processes, the one-sided version of
the PSDF is adopted; i.e. GXX(ω) = 2SXX(ω) if ω > 0 and zero otherwise.
3.2 Methods for the Discretization of Random Fields
The discretization of stochastic processes and random fields is used in practice to represent uncertain system
properties or phenomena that occur randomly in nature, as in the case of time-varying inputs and outputs,
earthquakes, strong winds, ocean wave elevation, materials with random spatial variability, geometrical
imperfections, geotechnical problems, stock market analysis, among others (Field Jr. and Grigoriu (2009)).
Therefore, a key issue in stochastic analysis lies in the representation of random fields in order to model all
possible uncertainties affecting a given system.
The process of representing a continuous-parameter random field in terms of a denumerable set of random
variables is known as stochastic discretization. The modeling of a given set of parameters as random fields
increases the complexity of the problem and computational cost, thus, the efficiency in the approximation of
a continuous random field H(x, θ) by a finite random field H˜(x, θ), is quantified by its ability to accurately
represent it with as few random variables as possible (see e.g. Li and Der Kiureghian (1993)).
According to the probability distribution of the random field, stochastic discretization methods can be
categorized within two main types: those that seek the representation of Gaussian random fields and those
that deal with non-Gaussian ones.
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The collection of methods for the discretization of Gaussian random fields is much wider than for the
non-Gaussian case. This is due to the several properties Gaussian random fields are equipped with, since they
are fully characterized with only second-order statistics, they are stable under linear combinations, and their
marginals and conditionals distributions are easily computable (Stefanou and Papadrakakis (2007)). Added
to this, the lack of significant experimental data about the probabilistic characteristics of the random field has
increased the consideration of the Gaussian assumption (Stefanou (2009)).
Figure 3.2 – Classification of methods for the representation of Gaussian random fields.
In the field of stochastic mechanics, several methods have been proposed over the past decades for the
representation of Gaussian random fields. They can be grouped into three categories (see e.g. Matties et al.
(1997) and Sudret and Der Kiureghian (2000)):
• i). Point discretization methods, where the random field is represented at specific points xi of the
space;
• ii). Average discretization methods, where the random field is expressed as weighted integrals over the
space domain; and,
• iii). Series expansion methods, where the random field is represented as a finite series expansion of
random variables and deterministic functions.
In the following, a succinct description of most of the methods listed in Figure 3.2 is presented. The
Karhunen-Loève and polynomial chaos expansion methods will be amply explained in Sections 3.3 and 3.4
respectively, due to their importance in the development of the spectral stochastic finite element method
theory.
• The local averaging method or spatial average method (Vanmarcke and Grigoriu (1983)) approximates
a target random field, based on the finite element partition of a domain D, as the spatial average of the
random field H(x, θ) over each finite element domain De centered at a nodal point xi ∈ De, as:
H˜(xi, θ) =
´
De H(x, θ)dx
|De| ;
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here, the refinement of the finite element discretization does not affect the accuracy of the results
(Vanmarcke and Grigoriu (1983)). This method can be applied when statistical information about
the spatial variation of some system property is limited. However, some of the disadvantages of
this method are related to the under-representation of the local variance of the random field and the
difficulty of obtaining the PDF of the random variables when dealing with non-Gaussian random fields
(Der Kiureghian and Ke (1988)).
• The perturbation method (Vanmarcke (1983)) represents a target random field as a Taylor series expan-
sion of a response function g : Rm → R, centered at the mean valuesµξ(x) = [µξ1(x), µξ2(x), ..., µξm(x)]
of a set of random variables ξ = {ξi(θ)}mi=1. Hence:
H˜(x, θ) = g(µξ) +
m∑
i=1
∂g(µξ)
∂ξi
[ξi − µξi ]
+
1
2
m∑
i=1
m∑
j=1
∂2g(µξ)
∂ξi∂ξj
[ξi − µξi ][ξj − µξj ] + · · ·
where, the dependence on (x, θ) was omitted for the sake of brevity. By truncating the series expansion
at the linear terms, the first-order mean value and variance of the response can be approximated; the
second-order mean value and variance are derived by taking into account the second order terms,
and so on. Inasmuch as the number of random variables and coefficient of variation of the random
field increases, the expansion requires a larger number of terms m, increasing the computational cost.
Therefore, the series is generally truncated up to the second-order term so that low-order statistics can
be obtained (Matties et al. (1997)).
• The shape function method or interpolation method (Liu et al. (1986)) approximates a target random
field H(x, θ), based on the finite element partition of the domain D, as,
H˜(x, θ) =
Nnp∑
i=1
Ni(x)H(xi, θ),
where, H(xi, θ) are the values of the random field at nodal points x = [x1,x2, ...,xNnp ]. It should
be noted that the shape functions Ni(x) can be chosen independently from the finite element shape
functions (Matties et al. (1997)).
• The basis random variable method (Lawrence (1987)) uses a least-squares fit to determine the
coefficients Hij of a series expansion. Based on the first- and second-order moments of the field
(obtained beforehand), the random field can be estimated as,
H˜(x, θ) =
M∑
j=1
H0j(θ)ψj(x) +
N∑
i=1
M∑
j=1
Hij(θ)ei(x)ψj(x)
where, {ei}Ni=1 are a set of independent and orthogonal basis random variables and {ψj}Mi=1 are a set
of linearly independent deterministic functions, which, as reported by Lawrence (1987), are chosen
preferably orthogonal (e.g. Legendre polynomials). In this method, the number of deterministic
functions M depends on the shape of the covariance function of the field and on the desired level of
accuracy (Matties et al. (1997)).
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• The midpoint method (Der Kiureghian and Ke (1988)) uses a finite element partition to approximate a
target random field H(x, θ) on each finite element domain D(e). The approximation is carried out by
one random variable of the field defined at the centroid xc ∈ D(e) of each element, i.e.,
H˜e(x, θ) = H(xc, θ).
According to Der Kiureghian and Ke (1988), in contrast to the local averaging method which tends to
under-represent the variability of the process, this method over-represents the variability of the random
field within each element.
• The optimal linear estimation method (OLE) or Kriging method (Li and Der Kiureghian (1993)) defines
a target random field H(x, θ) by a linear function of nodal values χ(θ) = [H(x1, θ), . . . ,H(xN , θ)],
as:
H˜(x, θ) = a(x) +
N∑
n=1
bn(x)χn(θ) = a(x) + b
T(x)χ(θ), (3.2)
where, the functions a(x) and bn(x) are found by minimizing at each point x, the variance of the error
H(x, θ) − H˜(x, θ), considering H˜(x, θ) as an unbiased estimator of H(x, θ) in the mean (Li and
Der Kiureghian (1993)). After the solution is found, the method estimates the random field as:
H˜(x, θ) = µH(x) + Σ
T
H(x,θ)χ Σ
−1
χχ [χ− µχ],
where, ΣH(x,θ)χ = CHH(H(xn, θ), χn) and Σχχ = CHH(χn, χm) are covariance matrices, resulting
from the evaluation of the covariance function of the random field CHH . It is worthwhile to recast
that if the stochastic and finite element meshes corresponds to each other, this method reduces to the
weighted integral method (Matties et al. (1997)).
• The expansion optimal linear estimation method (EOLE) (Li and Der Kiureghian (1993)) is an
extension of the OLE method, using the spectral representation of the nodal values vector χ. Hence,
assuming that random field H(x, θ) is Gaussian, the covariance matrix Σχχ of χ admits the spectral
decomposition:
χ(θ) = µχ(x) +
∞∑
n=1
√
λnξn(θ)φn(x)
where, λn ∈ [0,∞) and φn(x) : D → R are the eigenvalues and eigenvectors of the covariance matrix
Σχχ, and ξn(θ) : Ω→ R are independent standard Gaussian random variables. Replacing the spectral
expansion of χ(θ) into Eq. (3.2) and solving the OLE problem, the random field truncated after N
terms can be expanded as:
H˜(x, θ) = µH(x) +
N∑
n=1
ξn(θ)√
λn
φTnΣH(x,θ)χ.
Sudret and Der Kiureghian (2000) pointed out that the EOLE method always under-represents the
true variance of the random field. Recently, Papaioannou and Der Kiureghian (2014) proposed an
extension of the EOLE method for the discretization of multivariate random fields.
• The weighted integral method (Deodatis (1991) and Deodatis and Shinozuka (1991)) establishes a
finite element approach (based on the potential energy and virtual work principles) for constructing
stochastic element stiffness matrices as functions of three random variables called “weighted integrals”,
which are obtained as integrals of the random field multiplied by a deterministic function.
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• The orthogonal series expansion method (OSE) (Zhang and Ellingwood (1994)) represents the random
field as a linear combination of functions, which are chosen to be a predefined complete set of
normalized orthogonal functions {hk(x)}Mk=1 (e.g. Legendre polynomials), as:
H˜(x, θ) = µH(x) +
M∑
k=1
ckχk(θ)hk(x), (3.3)
where, ck are constant coefficients and χ = [χ1(θ), ..., χM (θ)] is a zero-mean random vector with
covariance function:
Cχχ(χm, χn) = E[χm(θ)χn(θ)] =
ˆ
D
ˆ
D
CHH(x1,x2)hm(x1)hn(x2)dx1dx2.
From the spectral decomposition of the covariance matrix Σχχ, it results that ΣχχΦ = ΦΛ, where
Λ is the diagonal matrix of eigenvalues and Φ the matrix of eigenvectors. Moreover, the correlated
random vector χ can be transformed into a uncorrelated vector ξ using, χ = ΦΛ1/2ξ. Therefore,
substituting the last expression for χ into Eq. (3.3), the random field can be approximated as:
H˜(x, θ) = µH(x) +
M∑
n=1
√
λnξn(θ)
M∑
k=1
φ
(n)
k hk(x).
According to Zhang and Ellingwood (1994), this method requires more terms to represent the random
field with a given level of accuracy, than other series expansion methods, such as the Karhunen-Loève
method. However, the OSE approach should be applied when closed-form eigenfunctions of the
random field covariance cannot be obtained.
• The integration point method (Brenner and Bucher (1995)) is based on the fact that when applying
numerical integration techniques for the solution of stochastic problems, the random field is implicitly
discretized at the integration points. Therefore, the method takes advantage of this mandatory dis-
cretization and associates a random variable to each one of these points to represent the random field
(Bucher (2009)). This strategy reduces the total number of random variables required to represent the
field compared to the weighted integral method (Matties et al. (1997)), but still, as the magnitude of
the problem grows, the number of random variables and computational cost also increase.
• The spectral representation method (SR) is one of the most widely used techniques; it was first
presented in Shinozuka and Deodatis (1991) for representation of one-dimensional, univariate, sta-
tionary, Gaussian stochastic processes. In addition, a comprehensive methodology in the context of
multidimensional random fields was presented in Shinozuka and Deodatis (1996). For instance, a
two-dimensional (x = [x1, x2]) homogeneous random field can be represented using the formula:
H˜(x, θ) =
√
2
N1−1∑
n1=0
N2−1∑
n2=0
[
An1n2 cos
(
kn1x1 + kn2x2 + Φ
(1)
n1n2
)
+
A˜n1n2 cos
(
kn1x1 − kn2x2 + Φ(2)n1n2
) ]
,
here, Φ(1)n1n2 and Φ
(2)
n1n2 are independent random phase angles uniformly distributed in the range [0, 2pi],
and
An1n2 =
√
2SHH(kn1 , kn2)∆k1∆k2 A˜n1n2 =
√
2SHH(kn1 ,−kn2)∆k1∆k2
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kn1 = n1∆k1 kn2 = n2∆k2
∆k1 = k1u/N1 ∆k2 = k2u/N2
where, SHH is the PSDF of the field, satisfying, SHH(k1, 0) = SHH(0, k2) = 0; and k1u, k2u are the
upper cut-off wave numbers defining the active region of the PSDF (Shinozuka and Deodatis (1996)).
The simulated random field will have periods Lx1 = 2pi/∆k1 and Lx2 = 2pi/∆k2 along the x1 and x2
axes, respectively. Stefanou and Papadrakakis (2007) showed that this representation is asymptotically
a Gaussian random field (N1, N2 →∞) as a consequence of the central limit theorem4.
The aforementioned random field models are based on the assumption that the uncertain variables follow
a Gaussian probability distribution. However, random phenomena involved in engineering systems are rarely
Gaussian. In some cases, random fields are constrained to be positive (e.g. material properties), or present a
highly skewed and narrow banded distributions (e.g. two-phase random media) or the effects of the tails of the
distributions are relevant to analyze (stock markets, earthquakes, climate, soil liquefaction, etc.). Therefore, in
order to obtain precise solutions to this kind of problems, it is imperative that the generated sample functions
of the random fields correspond to the target probabilistic characteristics as closely as possible.
Figure 3.3 – Classification of methods for the representation of non-Gaussian random fields.
In the field of stochastic mechanics, several methods have been proposed over the past decades for
the representation of non-Gaussian random fields. They can be grouped into two main categories (see e.g.
Lagaros et al. (2005) and Bocchini and Deodatis (2008)):
• i). Methods for the generation of sample functions matching the PSDF and low-order statistics (mean,
variance, skewness and kurtosis) of the random field. These kind of methods are suitable for the
simulation of wave and wind loads, but are unsuccessful in the representation of random fields where
the accurate definition of the tails of the distributions is necessary (see e.g. Stefanou (2009)); and,
4Let X1, ..., Xn be a sequence of i.i.d. random variables with expected values given by E[Xi] = µ and finite
variances given by Var[Xi] = σ2. Let X¯ := 1n
∑n
i=1Xi be the sample average of these random variables, and let
Un :=
√
n
(
X¯ − µ). Then as n→∞, X¯ converges in probability and almost surely to the expected value µ (law of
large numbers), and furthermore, the random variables Un converge in distribution to a Gaussian (N (0, σ2)).
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• ii). Methods for the generation of sample functions matching the PSDF and marginal PDF (complete
probabilistic information) of the random field. This kind of methods are generally based on the
generation of non-Gaussian random fields by means of a nonlinear memoryless transformation of a
Gaussian field simulated via the spectral representation or the Karhunen–Loève expansion methods
(see e.g. Bocchini and Deodatis (2008)).
Figure 3.3 shows this classification and also presents various approaches used for the representation of
non-Gaussian random fields. Early works by Grigoriu (1984), Deodatis and Shinozuka (1988), Yamazaki
and Shinozuka (1988), Grigoriu (1998) and Popescu et al. (1998), have marked the directions in the area
of non-Gaussian processes/fields representation. From these approaches, the concept of translation field
has become the backbone of the non-Gaussian random field simulation theory. A translation field can be
interpreted as a memoryless nonlinear transformation:
X(x, θ) = g[Y (x, θ)] = F−1 {Φ(Y (x, θ))} ,
where, Y (x, θ) is a standard homogeneous Gaussian field; g is a real-valued differentiable function which
increases monotonically, i.e., g(Ym) < g(Yn) for every Ym < Yn; Φ is the standard Gaussian CDF; and F is
the marginal CDF of the (non-Gaussian) translation field X(x, θ). The general idea of the methods based on
this concept is to provide different strategies with the aim of matching the probabilistic characteristics at each
sample component of the target random field (Grigoriu (1998)).
At this point, it has been noticed that random field discretization methods, either Gaussian or non-
Gaussian, require the definition of an autocovariance/correlation structure (or analogously, a PSDF) in
order to represent the target random field. This kernel is an empirical and hypothetical model used to
define the particular correlation characteristics of the field, which can be defined by means of experimental
measurements (see e.g. Li and Chen (2009)). Consider a separable homogeneous r.f. H(x, θ) divided into
deterministic and random parts as:
H(x, θ) = µH(x) +Hσ(x, θ) (3.4)
where, µH(x) is the expected value over all possible realizations of the random field, and Hσ(x, θ) is a
zero-mean homogeneous random field with same covariance function than the original field. In this case,
the covariance and correlation functions of the field Hσ(x, θ) coincide. Thus, in random field discretization
of second-order random fields, it is generally used either a covariance or correlation kernel function for its
representation.
Some of the most common covariance/correlation kernels are presented in Table 3.1. The following
remarks must be mentioned about them:
i). Several kernels depend on a parameter l called the correlation length, describing the correlation
between two points of the field. The limit l→∞ generates a fully correlated random field, whereas
l → 0 produces a random field without any spatial correlation (see e.g. Bucher (2009)). For the
truncated Gaussian white noise process kernel, the parameter is the frequency ω at which the process
is truncated.
ii). The exponential kernel generates dense covariance matrices since it never reaches zero. It leads to
slow convergence in the proximity of this point, due to the fact that this function is non-differentiable
at zero (Melink and Korelc (2014)). Moreover, Keese (2003) has pointed out that this exponential
model might not be the appropriate choice in two and three dimensional applications.
iii). The modified exponential kernel (Spanos et al. (2007)) solves the problem of the traditional exponential
kernel (non-differentiability at the origin) and also enhances its computational efficiency. This
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Type Kernel Shape
Brownian bridge k(x1,x2) = min (x1,x2)− x1x2
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
−2
−1
0
1
x1
x2
Exponential k(x1,x2) = exp
(
− |x1−x2|l
)
−1
−0.5
0
0.5
1
−1
0
1
0
0.5
1
x1
x2
Gaussian k(x1,x2) = exp
(
− |x1−x2|2
l2
)
−1
−0.5
0
0.5
1
−1
0
1
0
0.5
1
x1
x2
Modified exponential k(x1,x2) = exp
(
− |x1−x2|l
)
(1 + aˆ |x1 − x2|)
−1
−0.5
0
0.5
1
−1
0
1
0.4
0.6
0.8
1
x1
x2
Non-symmetric k(x1,x2) = exp (−2x1) exp
(
− |x1−x2|l
)
−1
−0.5
0
0.5
1
−1
0
1
2
4
6
x1
x2
Triangular k(x1,x2) =
{
1− l |x1 − x2| if |x1 − x2| < l
0 otherwise
−1
−0.5
0
0.5
1
−1
0
1
0
0.5
1
x1
x2
Truncated white noise k(x1,x2) =
sin(ω(x1−x2))
pi(x1−x2)
−1
−0.5
0
0.5
1
−1
0
1
0.15
0.2
0.25
0.3
x1
x2
Uniformly modulated
non-stationary process
k(x1,x2) = exp (−(x1 + x2)) exp
(
− |x1−x2|l
)
−1
0
1
−1
0
1
2
4
6
x1x2
Wiener process k(x1,x2) = min (x1,x2)
−1
−0.5
0
0.5
1
−1
0
1
−1
0
1
x1
x2
Table 3.1 – Common correlation/covariance kernels used in the representation of random fields.
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smooth kernel has a parameter aˆ, which is typically adjusted (via least squares) to a surface that is
approximately equal to the exponential kernel.
iv). A modified truncated exponential kernel has been recently proposed by Melink and Korelc (2014)
to deal with some numerical stability issues arising from the construction of the covariance kernel
matrix and also to raise the numerical efficiency of the K-L expansion by increasing the sparsity of the
covariance matrix. This truncated exponential covariance kernel is given by,
k(x1,x2) =
{
exp
(
− |x1−x2|l
)
if |x1 − x2| ≤ leff
0 otherwise
where, leff is the effective length, which is a predefined distance at which the covariance function
will be neglected. The effective length controls the sparsity of the covariance matrix, but it must be
properly selected so as to generate positive-definite matrices. In this regard, when using the Galerkin
method for the solution of the eigenvalue problem in the K-L expansion, Melink and Korelc (2014)
showed that the smaller the size of the finite element, the larger leff should be in order to obtain a
positive-definite covariance matrix.
Furthermore, when dealing with weakly correlated random fields, a large number of eigenvalues is
necessary for its representation. This leads to an increment of the finite element mesh partition, and by
consequence, the size of the minimum effective length to attain satisfactory results also increases. In
this case, Melink and Korelc (2014) proposed the modified truncated covariance kernel given by,
k(x1,x2) =

exp
(
− |x1−x2|l
)
if |x1 − x2| ≤ leff − l
leff exp(−(leff−l)/l)−exp(−(leff−l)/l)|x1−x2|
l if leff − l < |x1 − x2| ≤ leff
0 if |x1 − x2| > leff
which exhibits satisfactory accuracy and better numerical efficiency, with a properly chosen effective
length (see Melink and Korelc (2014) for further details).
In order to illustrate some of the most common discretization methods, a Gaussian covariance kernel is
chosen to represent a one-dimensional random field with zero mean and unit variance. The kernel is defined
on D = [−1, 1] and three different correlation lengths (l = [0.1, 0.5, 1]) are used to illustrate its relevance in
the representation of the random field. The methodologies used for the discretization are: The expansion
optimal linear estimation (EOLE) method, the Karhunen-Loève (K-L) expansion method, the orthogonal
series expansion (OSE) method and the spectral representation (SR) method. All of them used a total of 10
terms in the expansion with the domain being divided into 100 equally spaced points.
Figure 3.4 shows different sample realizations of the Gaussian random field, together with the estimated
mean and standard deviation. It can be seen that as the correlation length increases, it is easier to capture the
variability of the random field, since its oscillatory behavior decays. Various differences are also appreciated
between the methods; for instance, some of them produce sample paths that are narrow and closer to the
standard deviation bounds, as in the case of the K-L and EOLE methods. By contrast, the SR generates
sample functions that are even more oscillatory and with a much wider path.
3.3 Karhunen-Loève Expansion
The Karhunen-Loève (K-L) expansion is a series expansion method for the representation of random fields
based on a linear combination of orthogonal functions, which are chosen as the eigenfunctions resulting from
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Figure 3.4 – Random field realizations generated by the Gaussian covariance kernel using different correlation
lengths (1st column: l = 0.1; 2nd column: l = 0.5; 3rd column: l = 1) and methodologies (1st row: EOLE
method; 2nd row: K-L expansion; 3rd row: OSE method; 4th row: SR method). Estimated mean process and
± standard deviation for 100 simulations are plotted in red.
the spectral decomposition of the autocovariance function of the field (Stefanou (2009)). The K-L expansion
was independently introduced by Karhunen (1947) and Loève (1948).
In the context of stochastic mechanics, the method was first applied by Spanos and Ghanem (1989). The
expansion is also known in other areas as proper orthogonal decomposition or principal component analysis.
3.3.1 Preliminaries
In the following paragraphs, some basic definitions and theorems needed for a better understanding of this
section are presented, most of them were extracted and adapted from Kolmogorov and Fomin (1975) and
Riesz and Sz.-Nagy (1990).
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Definition (Hilbert-Schmidt operator). Let D ⊂ Rn be a bounded domain. A function k : D ×D → R is
called a Hilbert-Schmidt kernel if,
ˆ
D
ˆ
D
|k(x, y)|2 dxdy <∞.
Moreover, the associated integral operator K : u 7→ Ku, defined as,
[Ku]x =
ˆ
D
k(x, y)u(y)dy, ∀ u ∈ L2(D)
is called a Hilbert-Schmidt integral operator, which is positive-definite, continuous, bounded and compact
(Riesz and Sz.-Nagy (1990)).
Theorem 1 (Mercer’s theorem). Let D ⊂ Rn be a bounded domain. Consider a continuous, symmetric and
positive-definite Hilbert-Schmidt kernel, k : D ×D → R. Then, there exists an orthonormal basis consisting
of eigenfunctions {φn} of the associated Hilbert-Schmidt operator K : L2(D) → L2(D) such that, the
sequence of corresponding eigenvalues {λn} is positive. Therefore, k has a representation of the form:
k(x1,x2) =
∞∑
n=1
λnφn(x1)φn(x2), ∀ x1,x2 ∈ D
where the convergence of this series is absolute and uniform on D ×D.
Theorem 2. For every compact self-adjoint operator K : L2(D) → L2(D), there exists an orthonormal
basis of L2(D) consisting of eigenvectors of K. Furthermore, all the eigenvalues of K are real, and the
eigenvectors of K corresponding to different eigenvalues are orthonormal.
A note on integral equations
Integral equations are one of the most useful tools in pure and applied mathematics, where they can be used
in diverse applications such as mechanical vibrations, oscillation problems, viscoelastic problems, radiative
energy transfer, signal processing, among others (Tricomi (1985)). In particular, they play a key role in the
representation of random fields via K-L expansion, as it will be shown in the following subsection.
Firstly, an integral equation with one variable limit is called a Volterra integral equation (Tricomi (1985)),
φ(x) =
ˆ x
a
k(x, y)f(y)dy of the first kind
φ(x) = f(x)− λ
ˆ x
a
k(x, y)f(y)dy of the second kind.
where, {(x, y) : a ≤ x, a ≤ y ≤ x}, f is the unknown function to be solved, k is the so-called kernel
function, φ is a given function, λ is a parameter and a is the fixed integration limit.
Secondly, when the integral equation has fixed limits,{(x, y) : a ≤ x ≤ b, a ≤ y ≤ b}, it is called a
Fredholm integral equation (Tricomi (1985)),
φ(x) =
ˆ b
a
k(x, y)f(y)dy of the first kind
φ(x) = f(x)− λ
ˆ b
a
k(x, y)f(y)dy of the second kind. (3.5)
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According to Tricomi (1985), if the unknown function f appears only under the Hilbert-Schmidt integral
operator, the equation is said to be of the first kind; however, if the function is both inside and outside of
the integral, the equation is called of the second kind. Moreover, if the given function φ is equal to zero the
equation is called homogeneous.
3.3.2 Derivation of the K-L expansion
Consider a real valued random field H(x, θ) : D × Ω→ R with mean µH(x) = E[H(x, θ)], autocorrelation
function RHH(x1,x2) = E[H(x1, θ)H(x2, θ)] and autocovariance function CHH(x1,x2) = E[(H(x1, θ)−
µH(x1))(H(x2, θ) − µH(x2))]. It can be seen that RHH(x1,x2) is symmetric, continuous and positive
definite on D × D, with CHH(x1,x2) having similar properties (see e.g. Soong and Grigoriu (1993)).
Therefore, according to the Mercer’s theorem (Thm. 1), the autocovariance function admits the spectral
decomposition:
CHH(x1,x2) =
∞∑
n=1
λnφn(x1)φn(x2) (3.6)
where, λn ∈ [0,∞) and φn(x) : D → R are the eigenvalues and eigenfunctions of the autocovariance kernel
CHH(x1,x2). Moreover, since the eigenfunctions in Eq. (3.6) are orthogonal and form a complete set (see
e.g. Kolmogorov and Fomin (1975)), they can be normalized according to
´
D φm(x)φn(x)dx = δmn, where
δmn is the Kronecker delta function. In this context, the set of eigenpairs {λn, φn} can be obtained through
the solution of the homogeneous Fredholm integral equation of the second kind (Eq. (3.5)), as,
ˆ
D
CHH(x1,x2)φn(x2)dx2 = λnφn(x1). (3.7)
With the calculation of the eigenpairs {λn, φn} and splitting the random field as in Eq. (3.4), the K-L
expansion of the field H(x, θ) is given by (Ghanem and Spanos (2012)):
H(x, θ) = µH(x) +
∞∑
n=1
√
λnφn(x)ξn(θ)︸ ︷︷ ︸
Hσ(x,θ)
where, ξn(θ) : Ω→ R is a set of mutually uncorrelated random variables with zero mean and unit variance
(i.e. E[ξn(θ)] = 0 and E[ξm(θ)ξn(θ)] = δmn). Moreover, an expression for ξn(θ) can be deduced by
multiplying Hσ(x, θ) by φn(x) and integrating through the domain D, as,
ξn(θ) =
1√
λn
ˆ
D
Hσ(x, θ)φn(x)dx. (3.8)
When the field is Gaussian, the random variables ξn(θ) can be obtained from a standard Gaussian
distribution and they will be mutually independent. For non-Gaussian random fields the distribution can be
obtained numerically using Eq. (3.8). In this case, these variables will be uncorrelated but not independent,
which makes the computation more difficult (see e.g. Keese (2003)).
In practice, the random field H(x, θ) is approximated by H˜(x, θ) after truncating the series at the M -th
term, i.e.,
H(x, θ) ≈ H˜(x, θ) = µH(x) +
M∑
n=1
√
λnφn(x)ξn(θ), (3.9)
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this expansion is used in numerical simulation schemes to obtain realizations of the random field H(x, θ). It
should be noted that, the standard deviation of the random field is usually included in the expression of the
covariance kernel, or it can appear as a multiplicative factor in the summation of Eq. (3.9).
An expression for the resulting variance of the K-L approximation after being truncated after M terms is
given by:
Var
[
H˜(x, θ)
]
= Eθ
( M∑
n=1
√
λnφn(x)ξn(θ)
)2 = M∑
n=1
λnφ
2
n(x); (3.10)
this expression is commonly used to measure the truncation error of a given K-L approximation.
Since the only requirement for the functions φn(x) in Eq. (3.9) is to be a complete set of orthogonal
functions, as stated by Ghanem and Spanos (2012), any other kind of functions satisfying this condition can
be used in the expansion, instead of the eigenfunctions of the covariance kernel. However, due to a number
of attractive features, the K-L expansion as defined before is usually preferred over other alternatives. Some
of these properties include:
• Error minimizing property: The K-L approximation in Eq. (3.9) minimizes the mean squared error,
2M = E
[∥∥∥H(x, θ)− H˜(x, θ)∥∥∥2
D
]
(see e.g. Ghanem and Spanos (2012)).
• Uniqueness of the expansion: The random variables {ξn} in the expansion are orthonormal if and
only if the orthonormal functions {fn} and the constants {λn}, are the eigenpairs {λn, fn} of the
covariance kernel of the field (see e.g. Ghanem and Spanos (2012)).
• Gaussian processes expansion: If the original field H(x, θ) is Gaussian, the random variables {ξn}
have a joint Gaussian distribution and are independent (since they are uncorrelated and Gaussian).
Furthermore, the K-L expansion is almost surely convergent5 for Gaussian processes (H˜(x, θ) a.s.−−→
H(x, θ)) (see e.g. Ghanem and Spanos (2012)).
• Decorrelation property. The number of terms to achieve a specified error threshold depends on the
correlation function of the field. The more correlated the field, the smaller the number of terms needed
to achieve some accuracy (Le Maître and Knio (2010)).
• Domain independence property. Recently, Pranesh and Ghosh (2015) have shown that the shape of
the physical domain D of a random field does not alter the realizations of the field estimated by the
K-L expansion. The first- and second-order moments of a random field realization remain invariant
to a change of the physical domain, despite the individual K-L terms are affected. In this regard, the
original domain D can be replaced by a domain D′ in which the numerical solution will be easier and
faster to obtain. If the K-L expansions in both domains are truncated after a sufficient number of terms,
the generated random fields will differ only by a very small amount. This new domain can be chosen
as the minimal bounding box containing the original domain, i.e., D ⊂ D′.
It should be noted that Li and Der Kiureghian (1993) had already mentioned the possibility of creating
general geometries to enclose D in square-shaped domains, and use the latter to solve the eigenvalue
5A sequence of random variables {Xn} converges almost surely (a.s.) or almost everywhere or with probability
1 towards a random variable X , if P (limn→∞Xn = X) = 1, which is equivalent to, P
(
θ ∈ Ω : limn→∞Xn(θ) =
X(θ)
)
= 1. This means that the values of {Xn} approach the value of X , in the sense that events for which {Xn}
does not converge to X have probability 0.
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problem. According to Keese (2003) this procedure leads to a non-optimal representation, since
the inner products and hence the eigenvalues and eigenfunctions are different for L2-functions on
alternative spatial domains. Thus, despite the random field realizations are not affected, more terms in
the expansion will be required, which increases the computational cost.
The main drawback of the K-L expansion lies in the calculation of the eigenpairs of the autocovariance
matrix, which needs the solution of an integral eigenvalue problem. Most of the methods used for the
estimation of these quantities result in a considerable computational effort, since they often deal with the
assembly of a generally dense covariance matrix.
Several strategies have been proposed in order to alleviate this issue (e.g. wavelet-Galerkin method).
Those techniques generate sparse covariance matrices, henceforth, improving the efficiency in the calculation
of the eigenpairs. However, despite an improvement in the numerical efficiency, Melink and Korelc (2014)
have shown that some numerical stability concerns arise from ignoring elements of the covariance matrix
with the aim of increasing the sparsity of the matrix. This modification can lead to a loss of the positive
definiteness of the covariance matrix, which affects the efficiency and accuracy of the eigenvalue problem
solution.
The problem is easily disregarded since most numerical methods used for the solution (e.g. Galerkin
method) may use discretization points that produce covariance matrices which are still positive definite;
nonetheless, when a finer discretization is introduced, negative eigenvalues can be obtained. This drawback
has a severe impact on the accuracy of the representation when the random field is described by non-smooth
covariance functions or when it is weakly correlated, due to the fact that small eigenvalues cannot be discarded
and because the number of terms required for an acceptable accuracy increases considerably (Phoon et al.
(2002)).
3.3.3 Methods for the solution of the K-L expansion
The key issue for the representation of random fields via K-L expansion lies in the determination of the
eigenpairs {λn, φn} given by the solution of a Fredholm integral equation. Numerical methods for the
solution of Eq. (3.7) usually estimate the eigenfunctions as a linear combination of a set of complete basis
functions hi(x) as:
φn(x) =
N∑
i=1
d
(n)
i hi(x) (3.11)
where, the coefficients d(n)i must be determined. An error measure resulting of truncating the series until the
N -th term, can be obtained by replacing Eq. (3.11) into Eq. (3.7), as,
N =
ˆ
D
CHH(x1,x2)
N∑
i=1
d
(n)
i hi(x2)dx2 − λn
N∑
i=1
d
(n)
i hi(x1)
N =
N∑
i=1
d
(n)
i
[ˆ
D
CHH(x1,x2)hi(x2)dx2 − λnhi(x1)
]
. (3.12)
Several methodologies have been proposed in order to tackle Eq. (3.12). Basically, there are three main
branches:
• Projection methods (see e.g. Betz et al. (2014)), which aim to find the coefficients d(n)i such that the
error in Eq. (3.12) is minimized (Collocation, Galerkin, among others).
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• Nyström methods (see e.g. Press et al. (2007)), which solve integral equation by replacing the integral
with a representative weighted sum.
• Degenerate kernel methods (see e.g. Kress (2013)), consist in approximating a target kernel k(x, y) to
a degenerate or separable kernel kn(x, y) given by a sum of a finite number of products of functions,
i.e., kn(x, y) =
∑n
i=1 ai(x)bi(y).
Those methods have as objective the improvement of the numerical efficiency and the accuracy of the
representation of the K-L expansion. In the following, some of the most popular approaches are described.
• The collocation method estimates the coefficients d(n)i such that the truncation error in Eq. (3.12) is
minimized pointwise on a given set of collocation points {xl}Npl=1 (Betz et al. (2014)). For the case
N = Np the problem can be formulated as:
N∑
i=1
d
(n)
i
[ ˆ
D
CHH(xl,x)hi(x)dx− λnhi(xl)
]
= 0.
The formulation requires the computation of the Np ×N matrices A and N, whose components are
given by:
Ali =
ˆ
D
CHH(xl,x)hi(x)dx and Nli = hi(xl), respectively.
This leads to the following generalized matrix eigenvalue problem:
AD = ΛND,
which is solved for the matrix D, with the target coefficients as its components Dli = d
(l)
i , and the
diagonal matrix Λ, containing the eigenvalues Λli = δilλi. Finally, the eigenfunctions are obtained by
replacing the coefficients into Eq. (3.11).
It is worth noting that for the case Np > N (i.e. using higher-order basis functions) the condition
N = 0 is not satisfied at all the collocation points. Therefore, a least squares minimization has to be
applied, leading to a more involved quadratic matrix eigenvalue problem (see Betz et al., 2014 for
further details).
• The Galerkin method (see e.g. Ghanem and Spanos (2012)) determines the coefficients d(n)i such that
the truncation error in Eq. (3.12) is orthogonal to the space spanned by the basis functions {hi(x)}Ni=1;
that is:
〈N , hj(x)〉 =
ˆ
D
N hj(x)dx = 0 j = 1, ..., N
N∑
i=1
d
(n)
i
[ˆ
D
(ˆ
D
CHH(x1,x2)hi(x2)dx2
)
hj(x1)dx1 − λn
ˆ
D
hi(x1)hj(x1)dx1
]
= 0.
The formulation requires the computation of the N ×N matrices C and B, whose components are
given by:
Cij =
ˆ
D
(ˆ
D
CHH(x1,x2)hi(x2)dx2
)
hj(x1)dx1 and Bij =
ˆ
D
hi(x1)hj(x1)dx1, (3.13)
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which leads to the following generalized matrix eigenvalue problem:
CD = ΛBD. (3.14)
This system of equations is solved for the matrix Dij = d
(j)
i , containing the target coefficients, and
the diagonal matrix Λij = δijλi, containing the eigenvalues. Finally, back-substituting the coefficients
into Eq. (3.11) the eigenfunctions are obtained. This solution should be normalized according to´
D φm(x)φn(x)dx = δmn.
The truncation error of the Galerkin method is minimized over the whole domain D and not at some
specific points belonging to the domain, as in the case of the collocation method. The Galerkin approach
can follow the traditional finite element method, which implies the construction of a finite dimensional
subspace of the space of trial solutions. This is carried out by generating a partition of the domain
(mesh), where the solution is approximated by means of a set of basis shape functions. Generally,
the local approach is preferred over the global one, inasmuch as it facilitates the implementation
of numerical quadrature methods for the solution of the involved integrals on complex domains.
The following explanation will be deduced for the one-dimensional case, a generalization to the
multidimensional case is straightforward.
Using the global approach, the Galerkin method proceeds as follows. The basis shape functions
{hi(x)}Ni=1 can be selected to be either, Legendre polynomials up to aN−1-th degree, or trigonometric
functions up to (N − 1)/2 harmonics on a given domain D = [a, b] (Phoon et al. (2002)). From those
functions, the matrices B and C in Eq. (3.13) are given by,
Bij =
ˆ b
a
hi(x1)hj(x1)dx1 ∀ x1 ∈ D
Cij =
ˆ b
a
ˆ b
a
CHH(x1, x2)hi(x2)hj(x1)dx2dx1 ∀ x1, x2 ∈ D.
In order to make use of numerical quadratures for the evaluation of the integral, the domain D = [a, b]
must be changed into a new domian [−1, 1]. This change of interval can be done in considering the
Jacobian of the coordinate transformation. Let us consider a point x ∈ [a, b] and a point ξ ∈ [−1, 1],
therefore the following relation applies:
2
b− a =
ξ + 1
x− a
from this expression, we have that (x − a) = [(b − a)(ξ + 1)]/2, which solved for x gives x =
[(b− a)/2]ξ + (b+ a)/2. Where, the scale and shift parameters are defined to be S = (b− a)/2 and
T = (a+ b)/2, respectively. The Jacobian given by dx/dξ is equal to the scale parameter. Therefore,
substituting these expressions into the integrals, yields,
Bij =
ˆ 1
−1
hi(Sξ1 + T )hj(Sξ1 + T )S dξ1
Cij =
ˆ 1
−1
ˆ 1
−1
CHH(Sξ1 + T, Sξ2 + T )hi(Sξ2 + T )hj(Sξ1 + T )S
2 dξ2dξ1,
which can be solved using a NGL-point Gauss-Legendre quadrature rule as,
Bij =
NGL∑
p=1
hi(Sξp + T )hj(Sξp + T )Swp
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Cij =
NGL∑
p=1
NGL∑
q=1
CHH(Sξp + T, Sξq + T )hi(Sξp + T )hj(Sξq + T )S
2wpwq
where, wp and wq are the weights of quadrature rule and the points ξp and ξq are the associated
abscissas of the Legendre polynomial.
Using the local approach, the Galerkin method may proceed as follows. First of all, the domain
must be discretized in a properly finite element partition, with Nfe elements. Then, Eq. (3.13) can be
rewritten as,
B =
Nfe∑
e=1
ˆ
D(e)
h(e)(x1)h
(e)(x1)dx1
C =
Nfe∑
e=1
Nfe∑
f=1
ˆ
D(f)
(ˆ
D(e)
CHH(x1, x2)h
(e)(x2)dx2
)
h(f)(x1)dx1
where, D(e) and D(f) are the domains of elements e and f , respectively. The basis shape functions
are now selected to be local element shape function matrices N(e)(ξ), depending on the chosen finite
element (two-noded, four-noded, etc.). A coordinate transformation is carried out (as in Eq. (2.16)), so
that the domain of integration is changed from Cartesian coordinates to natural coordinates ξ. In this
way, the integration can be performed over a region enclosed by [−1, 1]. Hence, the matrices B and C
can be obtained by assembling the following element matrices,
Bee =
ˆ 1
−1
N(e)T(ξ1)N
(e)(ξ1)
∣∣∣J (e)∣∣∣dξ1
Cef =
ˆ 1
−1
ˆ 1
−1
CHH(x1, x2)N
(e)T(ξ2)N
(f)(ξ1)
∣∣∣J (e)∣∣∣ ∣∣∣J (f)∣∣∣ dξ2dξ1
where,
∣∣J (e)∣∣ and ∣∣J (f)∣∣ are the determinant of the Jacobian matrices for elements e and f , arising
from the coordinates transformation. This expressions can be now evaluated using a Gauss-Legendre
quadrature (with NGP points), as:
Bee =
NGP∑
p=1
N(e)T(ξp)N
(e)(ξp)
∣∣∣J (e)∣∣∣ wp
Cef =
NGP∑
p=1
NGP∑
q=1
CHH(x1, x2) N
(e)T(ξp)N
(f)(ξq)
∣∣∣J (e)∣∣∣ ∣∣∣J (f)∣∣∣ wp wq
where,wp andwq are the weights of quadrature rule and the points ξp and ξq are the associated abscissas.
Here, the covariance kernel of the field is evaluated in global coordinates of points x1 ∈ D(e) and
x2 ∈ D(f). After each element matrix components are computed, the contributions are assembled in
order to obtain the global matrices B and C, which are used in the eigenvalue problem of Eq. (3.14).
• The Nyström method (see e.g. Hurtado (2002)), usually referred as the quadrature method, requires
the application of some quadrature rule to solve integral equations as,
ˆ b
a
g(x)dx ≈
NGP∑
j=1
wj g(ξj)
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where, {wj}NGPj=1 are the weights of quadrature rule and the points {ξj}NGPj=1 are the associated abscissas
of the quadrature polynomial. In general, Gauss-Legendre quadrature rules are the most popular given
its ability when dealing with smooth non-singular problems (Press et al. (2007)). After applying this
formulation to Eq. (3.7), the following system of equations is obtained:
NGP∑
j=1
wjCHH(ξi, ξj)φn(ξj) = λnφn(ξi), i = 1, . . . , NGP.
The above system of equations can be expressed in the form of a matrix eigenvalue problem as,
C˜f = Λf
where, C˜ is a NGP × NGP matrix, with its components defined as, C˜ij = CHH(ξi, ξj) wj . This
eigenvalue problem is solved for the diagonal matrix Λ containing the eigenvalues and the matrix f
whose columns contain the eigenvectors.
However, for computational cost reasons, it is desirable that this eigenvalue problem involves symmet-
ric matrices. If the covariance kernel is symmetric, the matrix C = CHH(ξi, ξj) become symmetric;
but due to the fact that the integration weights wj are not equal in most quadrature rules, the symmetry
of the matrix C˜ will be affected. The symmetry condition can be restored by considering the diagonal
matrix W = diag(w), and its square root, W1/2 = diag(
√
w) (provided the weights are positive),
such that:
CWf = Λf
(W1/2CW1/2)h = Λh (3.15)
where, h = W1/2f . The symmetric eigenvalue problem in Eq. (3.15) is solved for the matrix h,
with components hij =
√
wjfij , and the diagonal matrix Λ, with the eigenvalues as its elements,
Λij = δijλi. After that, the i-th eigenvector is obtained as the i-th column of the matrix f = W−1/2h.
Finally, the eigenfunctions can be obtained from the so-called Nyström interpolation formula, as:
φn(x) =
1
λn
NGP∑
j=1
wjfjnCHH(x, ξj) ∀ x ∈ D, n = 1, . . . , NGP
here, the index i is changed by the index n, since the number of eigenpairs obtained by the Nyström
method is equal to the number of Gauss-Legendre points.
Betz et al. (2014) have proved an equivalence between the EOLE method (see Section 3.2) and the
Nyström method. They showed that the Nyström method can be considered as a special case of the
EOLE method, provided that the points used in the expansion are chosen to be uniformly distributed
over the domain. Furthermore, it has to be mentioned that the Nyström method was recently applied by
Pranesh and Ghosh (2015), considering the domain independence property of the K-L expansion. This
method uses a new random field domain D′ defined as the minimal bounding box around the original
domain D, i.e., D ⊂ D′, which by construction, it has a rectangular (in 2D) or cuboid (in 3D) shape.
After the original domain D is enclosed by the minimal bounding box, an appropriate quadrature
method is selected for the numerical integration, which is performed on this simpler domain. Then, the
Nyström method is implemented in order to solve the matrix eigenvalue problem, so that, the obtained
eigenpairs are used in the K-L expansion of the random field.
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• An alternative approach presented in Schenk and Schuëller (2005) is based on the fact that a continuous
random field can be discretized at ordinarily equal intervals ∆x, yielding a vector whose elements are
associated with the value of H(x, θ) at specific points x. Contrary to many numerical solutions, in this
case the resulting eigenvalue problem is applied directly on the covariance matrix, i.e., no previous
transformation of the integral eigenvalue problem is needed. Given its nature, we opted to refer this
approach to as the discrete method.
A set of equally spaced discretization points of the domain D can be defined such that, xk = k∆x for
k = 1, ..., N . Based on this discretization, the covariance kernel can be evaluated on this set of points
as, CHH(xi, xj) for i, j = 1, ..., N , in order to generate the covariance matrix ΓHH of the random
field. Thereafter, the K-L eigenpairs related to the set of points x are obtained by the solution of the
matrix eigenvalue problem:
ΓHHφ = Λφ
where, the diagonal matrix Λ contains the eigenvalues, and the columns of the matrix φ contain the
corresponding eigenvectors. This solution should be normalized according to
´
D φm(x)φn(x)dx =
δmn, and the eigenvalues should be weighted accordingly, as, λn = λn∆x.
3.3.4 Numerical experiments
In this subsection, we would like to assess the performance of the aforementioned numerical methods on
solving the integral eigenvalue problem arising from the K-L expansion. For this purpose the Brownian
bridge, the modified exponential and the Gaussian kernels are used for the representation of random fields.
These numerical experiments are included in the random field toolbox (see Uribe (2015)).
The L2-norm of the difference between the true standard deviation of the field σH and the one approxi-
mated using the K-L expansion (Eq. (3.10)) can be used to evaluate the performance of the methods (see e.g.
Le Maître and Knio (2010)). Thus, at the M -th term, the standard deviation error can be defined as:
σH (M) =
ˆ
D
∣∣∣∣∣∣σH −
√√√√ M∑
n=1
λnφ2n(x)
∣∣∣∣∣∣
2
dx

1/2
.
In these examples, the Galerkin method was implemented based on the local approach, using two-noded
finite elements with a NGP = 3 point Gauss-Legendre quadrature for the integration. The Nyström method
was set up using a Gauss-Legendre quadrature with NGP = 20 points, with a domain division of 100 points
for the Nyström interpolation formula. Finally, for the discrete method the domain was also divided into 100
equally spaced points.
Brownian bridge kernel
A Brownian bridge process defined on a 1D domain D = [0, 1], with covariance kernel C(x1,x2) =
min (x1,x2)− x1x2, mean value µH = 0 and standard deviation σH = 1, is considered.
Table 3.2 describes the evolution of the standard deviation error as M increases, for each one of the
implemented methodologies. As expected, the error using fewer terms is higher than the one using a larger
number of them. However, it can be seen that the error magnitude of the approximation is relatively high
despite an increment in the number of terms in the expansion. This indicates that the K-L method is more
suitable for the representation of Gaussian fields.
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The errors obtained with all methods were quite similar, but in this case, the Galerkin method arises as the
one that provides the best approximation to the field. It should be noted that, since the number of integration
points used in the Nyström method was 20, the error value could not be assessed for a higher value than this.
Method M = 2 M = 4 M = 8 M = 16 M = 32
Discrete method 0.68466 0.65548 0.63776 0.62785 0.62248
Nyström method 0.68570 0.65750 0.64180 0.63217 -
Galerkin method 0.68468 0.65550 0.63776 0.62776 0.62215
Table 3.2 – Truncation error (σH (M)) using different terms in the expansion (Brownian bridge kernel).
Figure 3.5 shows the estimated first five eigenfunctions and eigenvalues using the Galerkin method.
Furthermore, Figure 3.6 shows the covariance surface generated by the Brownian bridge kernel; the K-L
approximation using 8 terms in the expansion; and the associated relative error surface of the estimation. It
can be seen that both surfaces are in a good agreement, which is confirmed by the shape of the relative error
surface. Despite this result, it can be appreciated that the relative error levels are still high, specially close to
the boundary of the random field domain.
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Figure 3.5 – K-L decomposition of the Brownian bridge kernel in 1D. Left: First 5 eigenfunctions. Right:
First 5 eigenvalues.
Modified exponential kernel
A first-order Markov process defined on a 1D domain D = [−0.5, 0.5], with modified exponential covariance
kernel C(x1,x2) = exp (−aˆ |x1 − x2|) (1 + aˆ |x1 − x2|) is considered, where aˆ = 2.726. The mean value
of the field is µH = 0 and the standard deviation σH = 1.
Table 3.3 describes the evolution of the standard deviation error as the number of K-L terms increases,
for each one of the implemented methodologies. Unlike the previous example, the error magnitude of the
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Figure 3.6 – Approximated Brownian bridge covariance kernel using a 8-term K-L expansion.
approximation is very low, and decreases with an increment in the number of terms of the expansion. This
point out that the K-L method is more suitable for the representation of this kind of random fields, due to its
similarity with the Gaussian kernel.
The errors obtained with all methods show that the Galerkin method is the one that provides the best
approximation of the target random field. Moreover, it can be seen that the error does not decrease after
considering more than M = 16 terms in the expansion.
Method M = 2 M = 4 M = 8 M = 16 M = 32
Discrete method 0.03007 2.245×10−3 4.746×10−3 5.082×10−3 5.117×10−3
Nyström method 0.03404 4.082×10−3 4.093×10−4 8.599×10−5 -
Galerkin method 0.03404 4.056×10−3 3.557×10−4 2.260×10−5 5.641×10−5
Table 3.3 – Truncation error (σH (M)) using different terms in the expansion (modified exponential kernel).
Figure 3.7 shows the estimated first five eigenfunctions and eigenvalues using the Galerkin method.
Additionally, Figure 3.8 shows the covariance surface generated by the modified exponential kernel; the K-L
approximation using 8 terms in the expansion; and the associated relative error surface. It can be seen that
both surfaces are in a good agreement. However, it can be appreciated that the error in the approximation is
higher close to the boundary of the random field domain, specifically at the corners.
Gaussian kernel
A Gaussian process defined on a 1D domain [−1, 1], with Gaussian covariance kernel C(x1, x2) =
exp
(
− |x1 − x2|2 /l2
)
is considered; here the correlation length is set to be l = 1. In the 2D case, the
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Figure 3.7 – K-L decomposition of the modified exponential kernel in 1D. Left: First 5 eigenfunctions. Right:
First 5 eigenvalues.
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Figure 3.8 – Approximated modified exponential covariance kernel using a 8-term K-L expansion.
Gaussian covariance kernel is given by C(x1,x2) = exp
(
− |x1 − y1|2 /l21 − |x2 − y2|2 /l22
)
, with unitary
correlation lengths in x e y, l1 = l2 = 1. The mean value of the fields is µH = 0 and the standard deviation
σH = 1.
Table 3.4 describes the evolution of the standard deviation error as the number of K-L terms increases,
for each one of the implemented methodologies. As in the case of the previous example, the error magnitude
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of the approximation is very low, and decreases considerably with an increment in the number of terms of the
expansion. This is due to the property of the K-L method for the optimal representation of Gaussian random
fields.
In contrast to the previous examples, the errors obtained with all methods show that the Nyström method
arises as the one providing the best approximation to the field, even with fewer terms in the expansion. It can
be seen that the error does not improve after considering more than M = 16 terms in the expansion.
Method M = 2 M = 4 M = 8 M = 16 M = 32
Discrete method 0.072615 6.240×10−3 7.490×10−3 7.490×10−3 7.490×10−3
Nyström method 0.07772 1.690×10−3 1.687×10−5 1.687×10−5 -
Galerkin method 0.07775 1.647×10−3 9.617×10−5 9.621×10−5 9.621×10−5
Table 3.4 – Truncation error (σH (M)) using different terms in the expansion (Gaussian kernel).
Figure 3.9 shows the estimated first 1D eigenfunctions and eigenvalues using the Galerkin method.
Moreover, Figure 3.10 shows the corresponding 2D versions, which are obtained as products of the 1D
solutions (see e.g. Ghanem and Spanos (2012)).
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Figure 3.9 – K-L decomposition of the Gaussian kernel in 1D. Left: First 5 eigenfunctions. Right: First 5
eigenvalues.
Figure 3.11 shows the covariance surface generated by the Gaussian kernel; the K-L approximation using
8 terms in the expansion; and the associated relative error surface. It can be seen that both are in a good
agreement. However, it can be appreciated that the error in the approximation is higher close to the corners of
the random field domain.
As pointed out by Eiermann et al. (2007), the decay rate of the eigenvalues to zero depends on the
smoothness of the covariance kernel function. For instance, Figure 3.12 plots the relation between the first 40
eigenvalues and the correlation length l, for the Gaussian kernel. It can be noticed that the eigenvalue decay
is slower as correlation length decreases. This illustration is particularly important in the analysis, since the
number of terms in the K-L expansion required for an accurate approximation will be large if the spectrum
decays slowly.
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Figure 3.10 – K-L decomposition of the Gaussian kernel in 2D. First 5 eigenfunctions and eigenvalues.
−1
0
1
−1
0
1
0.5
1
x1
Gaussian covariance
x2
C
H
H
−1
0
1
−1
0
1
0.20.4
0.60.8
x1
8-term K-L expansion
x2
C
Hˆ
Hˆ
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
2
4
x 10−5
x1
Relative error surface
x2
|1
−
(C
Hˆ
Hˆ
/
C
H
H
)|
Figure 3.11 – Approximated Gaussian covariance kernel using a 8-term K-L expansion.
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Figure 3.12 – Eigenvalue spectrum of the Gaussian kernel for different values of the correlation length.
3.4 Polynomial Chaos Expansion
The polynomial chaos (PC) expansion is an efficient non-sampling-based method for representing stochastic
processes/fields as an orthogonal polynomial series expansion of a sequence of random variables with
deterministic coefficients. The PC concept came from the theory of homogeneous chaos proposed by Norbert
Wiener (1938), where it is defined as elements of the space spanned by Hermite polynomial functionals of
Gaussian random variables. The term “chaos” was coined by Wiener long before the modern meaning of this
word was established (Keese (2003)).
Let ξ(θ) = {ξi(θ)|∞i=1 | θ ∈ Ω} be a set of zero-mean and mutually orthonormal Gaussian random
variables andPn the set all polynomials with order n. Let us consider the following spaces (Ghanem and
Spanos (2012)):
Γˆp = {Pn(ξ(θ)) : n ≤ p} ,
Γp =
{
Pn(ξ(θ)) ∈ Γˆp : Γˆp ⊥ Γˆp−1
}
,
Γ˜p = span {Pn(ξ(θ)) ∈ Γp} ,
where, the subspace Γ˜p ⊂ L2(Ω, P ) is called the pth-order homogeneous chaos, and the set Γp composed of
all orthogonal polynomials of order p involving all possible combinations of the random variables ξ(θ), is
called the pth-order polynomial chaos. From these definitions, it is clear that,
Γ˜p = Γˆp 	 Γˆp−1 and L2(Ω, P ) =
∞⊕
k=0
Γ˜k,
which is called the polynomial chaos decomposition or Wiener chaos decomposition of L2(Ω, P ) (see e.g.
Keese (2003)).
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Polynomial chaoses of different orders are orthogonal to each other, in like manner, polynomials of same
order but with different arguments (Spanos and Ghanem (1989)). Furthermore, as a consequence of the
Isserlis’ theorem6, polynomial chaoses of standard Gaussian variables have zero mean, if its order is greater
than zero, i.e., E[Γp] = 0 for p > 0.
According to the Cameron-Martin theorem (Cameron and Martin (1947)), the polynomial chaos expansion
is convergent to any square-integrable functional (L2 convergence) (Xiu (2010)). In the context of probability
theory, this fact implies that the expansion converges to a second-order random variable. Hence, a second-
order random variable α(θ) ∈ L2(Ω, P ) has a polynomial chaos representation of the form:
α(θ) = a0Γ0 +
∞∑
i1=1
ai1Γ1(ξi1(θ))
+
∞∑
i1=1
i1∑
i2=1
ai1i2Γ2(ξi1(θ), ξi2(θ))
+
∞∑
i1=1
i1∑
i2=1
i2∑
i3=1
ai1i2i3Γ3(ξi1(θ), ξi2(θ), ξi3(θ)) + · · · (3.16)
For instance, when the series in Eq. (3.16) is truncated for the two-dimensional case, the PC approximation
can be expressed as,
α(θ) = a0Γ0 + a1Γ1(ξ1) + a2Γ1(ξ2)
+ a11Γ2(ξ1, ξ1) + a21Γ2(ξ2, ξ1) + a22Γ2(ξ2, ξ2)
+ a111Γ3(ξ1, ξ1, ξ1) + a211Γ3(ξ2, ξ1, ξ1) + a221Γ3(ξ2, ξ2, ξ1) + a222Γ3(ξ2, ξ2, ξ2) + · · ·
To simplify the notation, it can be established a one-to-one correspondence between the polynomials Γ(·)
and new functionals Ψ(·), such that Eq. (3.16) can be rewritten into a more compact expression:
α(θ) =
∞∑
k=0
aˆkΨk(ξ(θ)), (3.17)
here, aˆk are the deterministic PC coefficients. Again, the two-dimensional expansion in this case can be
expressed as,
α(θ) = aˆ0Ψ0 + aˆ1Ψ1(ξ1) + aˆ2Ψ1(ξ2)
+ aˆ11Ψ2(ξ1) + aˆ21Ψ1(ξ2)Ψ1(ξ1) + aˆ22Ψ2(ξ2)
+ aˆ111Ψ3(ξ1) + aˆ211Ψ1(ξ2)Ψ2(ξ1) + aˆ221Ψ2(ξ2)Ψ1(ξ1) + aˆ222Ψ3(ξ2) + · · ·
The expansion in Eq. (3.17) is truncated after P − 1 terms (i.e. including the zero order term). Given the
space dimension M (number of random variables) and the order of the polynomial chaos p, a basis dimension
P containing the number of PC used in the expansion, can be computed as (Sudret and Der Kiureghian
(2000); Spanos and Ghanem (1989)):
P =
p∑
k=0
(
M + k − 1
k
)
or as P = 1 +
p∑
k=1
[
1
k!
k−1∏
l=0
(M + l)
]
; (3.18)
6If [ξ1, ξ2, ..., ξ2n] is a standard multivariate Gaussian random vector (i.e., E[ξi] = 0 and E[ξ2i ] = 1 for every i),
then, E[ξ1, ξ2, ..., ξ2n] =
∑∏
E[ξiξj ] and E[ξ1, ξ2, ..., ξ2n−1] = 0. Here, the notation
∑∏
means summing over all
different ways of partitioning [ξ1, ξ2, ..., ξ2n] into pairs.
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this basis dimension grows rapidly with the number of random variables and with the polynomial order.
The PC expansion is usually referred to as the finite-dimensional Wiener polynomial chaos, when the
expansion is formulated with respect to standard Gaussian random variables. This approach can be extended
to the representation of processes with different probability distributions, by making use of basis functions
from the Askey family of hypergeometric orthogonal polynomials and suitable probability measures (see e.g.
Soize and Ghanem (2004)), in a framework called generalized polynomial chaos (gPC) expansion (Xiu and
Karniadakis (2002); Xiu (2010)).
Figure 3.13 – Askey scheme of hypergeometric orthogonal polynomials and associated probability distri-
butions for a family of polynomials (Koekoek and Swarttouw (1996)). Discrete distributions in red and
continuous in blue.
In the particular case of the homogeneous chaos, the polynomials must satisfy the orthogonality condition
with respect to a Gaussian probability measure, i.e.,
ˆ ∞
−∞
Ψk(ξ)Ψl(ξ)w(ξ)dξ = l!δkl with w(ξ) =
1√
2pi
exp(−ξ2/2).
From this orthogonality condition arises an important property of homogeneous PC (Doostan et al.
(2007)), namely,
〈Ψk(ξ), Ψl(ξ)〉 = δkl
〈
Ψ2k (ξ)
〉
(3.19)
where, δij is the Kronecker delta function.
Using this definition, the homogeneous PC can be obtained from the well-known Hermite polynomials
(probabilist-type). Consequently, the 1D polynomial chaos of order n can be obtained by any of the following
expressions:
Ψn(ξ) = (−1)n exp(ξ2/2)
[
dn
dξn
(
exp(−ξ2/2))] (Rodrigues generating function),
Ψn+1(ξ) = ξΨn(ξ)− nΨn−1(ξ) (Recurrence relation),
where, the initial polynomials for the recurrence relation formula are Ψ0(ξ) = 1 and Ψ1(ξ) = ξ.
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Procedure 3.1 Computation of the multi-index
1 %%% function to generate multi-index with dimension M and order p
2 function alpha = multi_index(M,p)
3
4 alpha = cell(p+1,1);
5 alpha{1} = zeros(1,M);
6 switch M;
7 case 1; %% dimension = 1
8 for q = 1:p
9 alpha{q+1} = q;
10 end
11 otherwise; %% dimension>1
12 for q = 1:p
13 s = nchoosek(1:M+q-1,M-1);
14 s1 = zeros(size(s,1),1);
15 s2 = (M+q)+s1;
16 alpha{q+1} = flipud(diff([s1 s s2],1,2))-1;
17 if sum(alpha{q+1},2) ~= q*ones(nchoosek(M+q-1,M-1),1)
18 error(’The sum of each row has to be equal to qth-order’);
19 end
20 end
21 end
22 alpha = cell2mat(alpha);
23
24 return;
3.4.1 Multidimensional Hermite polynomials
The random variables of a polynomial chaos expansion are assumed to be independent, thus, the set of
multidimensional polynomials bases Ψα can be constructed by tensor products of the corresponding families
of one-dimensional polynomials bases7 {Ψk}|P−1k=0 (Blatman and Sudret (2010)). Here, the ordered M -tuple
α = (α1, ..., αM ) is a multi-index with length |α| = α1 + · · · + αM . Then, a M -dimensional Hermite
polynomial Ψα with multi-index α is defined as the product of 1D Hermite polynomials Ψαi as:
Ψα(ξ(θ)) =
M∏
i=1
Ψαi(ξi(θ)). (3.20)
The key issues for the computation of the multidimensional PC are the calculation of the one-dimensional
polynomials and the generation of the multi-index sequence:
• The first step is rather simple, since explicit expressions for several types of orthogonal polynomials
are easily available (see e.g. Xiu (2010));
• The second step is more elaborated, since the multi-index α must be generated using either a graded
lexicographic ordering (Xiu (2010)), or the ball-box procedure (Sudret and Der Kiureghian (2000)).
7When the index k is defined to start in 1, the summation is truncated after the P term. In this case, k = 1 states
for the 0-th order PC, and so on. Analogously, Sudret and Der Kiureghian (2000) define the index starting from 0 but
truncating after the P − 1 term. This latter convention will be used through this manuscript.
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Based on the dimension M and the order p, both methodologies produce the same results; they only
differ in the ordering of the sequences.
The multi-index notation provides a simple way to specify the PC expansion based on multiple random
variables. However, the employment and implementation of the methods for generating the sequence
are relatively troublesome; the complete details of the methodology can be found in Sudret and
Der Kiureghian (2000). For instance, the short script in Procedure 3.1 (written in MATLAB® ), can be
used to calculate any multi-index α for a particular choice of the dimension M and order p.
The computation of the polynomial chaoses is now direct. Thus, the implementation of Eq. (3.20) is
shown in Procedure 3.2, where Hermite polynomial chaoses with dimension M and order p can be calculated.
It should be noted that this procedure applies for other gPC bases, in that case, the one-dimensional PC must
be modified according to the orthogonal polynomial and distribution of interest (Figure 3.13).
The first one- and two-dimensional Hermite polynomial chaoses up to the fifth-order along with their
respective indexes up to the basis dimension P are listed in Table 3.5. In the 1D case, the order p coincides
with the basis dimension P ; however, in the 2D case, after applying Eq. (3.18) it is seen that for M = 2 and
p = 5, the total number of polynomials is P = 20. Furthermore, the one-dimensional and two-dimensional
PC listed in Table 3.5 are also plotted in Figures 3.14 and 3.15, respectively.
Order p
1D 2D
Index k PC (Ψk(ξ1)) Index k PC (Ψk(ξ1, ξ2))
0 0 1 0 1
1 1 ξ1
1 ξ1
2 ξ2
2 2 ξ21 − 1
3 ξ21 − 1
4 ξ1ξ2
5 ξ22 − 1
3 3 ξ31 − 3ξ1
6 ξ31 − 3ξ1
7 ξ21ξ2 − ξ2
8 ξ1ξ22 − ξ1
9 ξ32 − 3ξ2
4 4 ξ41 − 6ξ21 + 3
10 ξ41 − 6ξ21 + 3
11 ξ31ξ2 − 3ξ1ξ2
12 ξ21ξ
2
2 − ξ21 − ξ22 + 1
13 ξ1ξ32 − 3ξ1ξ2
14 ξ42 − 6ξ22 + 3
5 5 ξ51 − 10ξ31 + 15ξ1
15 ξ51 − 10ξ31 + 15ξ1
16 ξ41ξ2 − 6ξ21ξ2 + 3ξ2
17 ξ31ξ
2
2 − ξ31 − 3ξ1ξ22 + 3ξ1
18 ξ21ξ
3
2 − ξ32 − 3ξ21ξ2 + 3ξ2
19 ξ1ξ42 − 6ξ1ξ22 + 3ξ1
20 ξ52 − 10ξ32 + 15ξ2
Table 3.5 – Hermite polynomial chaoses in 1D and 2D (adapted from Ghanem and Spanos (2012)).
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Procedure 3.2 Computation of M-dimensional Hermite PC
1 %%% function to generate Hermite PC with dimension M and order p
2 function [alpha,Psi,PsiSqNorm,P] = Hermite_PC(M,p_order)
3
4 %% Calculate the basis size of Psi
5 P = 1;
6 for s = 1:p_order
7 P = P + (1/factorial(s))*prod(M+(0:s-1)); %% Eq. (3.13)
8 end
9
10 %% Calculate 1D Hermite polynomials: Recurrence relation
11 syms xi;
12 He = cell(p_order,1);
13 He{1} = sym(1);
14 He{2} = xi;
15 for j = 2:p_order+1
16 He{j+1} = expand(xi*He{j} - (j-1)*He{j-1});
17 end
18
19 %% Define the 1D Hermite pols for each RVs
20 x = cell(1,M);
21 H = cell(p_order,M); %% Hermite polynomial for each dimension
22 for j = 1:M
23 x{j} = sym(sprintf(’xi_%d’,j));
24 for i = 1:p_order+1
25 H{i,j} = subs(He{i},xi,x{j});
26 end
27 end
28
29 %% M-dimensional PC computation
30 Psi = cell(P,1);
31 alpha = multi_index(M,p_order); %% create the multi-index
32 for i = 2:P+1
33 mult = 1;
34 for j = 1:M
35 mult = mult*H{alpha(i-1,j)+1,j};
36 end
37 Psi{i-1} = mult;
38 end
39
40 return;
3.4.2 Estimation of PC coefficients
The most common approach for estimating the PC coefficients is the projection method. Using the orthonor-
mality of the polynomial chaos basis, a PC coefficient expression can be obtained by taking the expectation
of the product of Eq. (3.17) and the polynomial Ψk(ξ(θ)), as:
E [α(θ)Ψk(ξ(θ))] =
∞∑
k=0
aˆkE
[
Ψ2k (ξ(θ))
] −→ aˆk = E [α(θ)Ψk(ξ(θ))]E [Ψ2k (ξ(θ))] . (3.21)
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Figure 3.14 – One-dimensional Hermite polynomials chaoses of orders p = 0, 1, 2, 3, 4, 5.
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Figure 3.15 – Two-dimensional Hermite polynomials chaoses of orders p = 0, 1, 2, 3, 4, 5 (by rows).
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A more tractable expression for numerical evaluation is based on the fact that the CDFs Fα : Dα → [0, 1]
and Fξ : Dξ → [0, 1] map the random variables α and ξ to a uniform distribution in [0, 1], so that Eq. (3.21)
can be rewritten in terms of an uniform random variable in [0, 1] (θ ∼ U (0, 1)). This procedure, known as
the inverse transformation method, is illustrated in Figure 3.16.
Figure 3.16 – Inverse transformation method for evaluating the PC coefficient expression.
Hence, adopting these transformations, Eq. (3.21) can be expressed in the space of the variable θ, as,
aˆk =
Eθ
[
F−1α (θ)Ψk(F
−1
ξ (θ))
]
Eθ
[
Ψ2k (F
−1
ξ (θ))
] = ´ 10 F−1α (θ)Ψk(F−1ξ (θ))dθ´ 1
0 Ψ
2
kF
−1
ξ (θ)dθ
, (3.22)
or in the space of the variable ξ, as,
aˆk =
Eξ
[
F−1α (Fξ(ξ))Ψk(ξ)
]
Eξ
[
Ψ2k (ξ)
] = ´ξ F−1α (Fξ(ξ))Ψk(ξ)dξ´
ξ Ψ
2
k (ξ)dξ
. (3.23)
These expressions may be evaluated using numerical integration algorithms. This procedure may lead to
a considerable computational cost, since the demand of quadrature methods increases with the number of
input parameters (Blatman and Sudret (2010)). According to Xiu (2010), the resulting PC expansion using
this procedure, approximates weakly the target random variable α, since the dependence between α and ξ is
not considered.
An alternative approach for estimating the PC coefficients is the regression method (Blatman and Sudret
(2010)). A truncated PC expansion αp(θ) =
∑P−1
k=0 aˆkΨk(ξ(θ)) can be expressed in vector notation as,
αp = aˆ
TΨ
where, aˆ is the vector of PC coefficients respect to the PC polynomials Ψ .
From a set of N realizations of the input random vector ξ (called the experimental design) and corre-
sponding model evaluations y, the PC coefficients are estimated by minimizing a L2-norm of the residual
α− αp. Therefore, after applying a least squares regression, the problem can be expressed as:
ΨTΨaˆ = ΨTy
here, the elements of the data matrix Ψ are obtained as Ψi,j = Ψj(ξi). In this method, special attention
should be on the experimental design set, since it must be selected so that the the regression problem is
always well-posed (Blatman and Sudret (2010)).
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3.4.3 Some properties and drawbacks
The main property of the PC expansion lies in its mean-square convergence to target random variables in
L2 and stationary stochastic processes (strong approximation). However, this property is of limited use in
common applications, since low-order values are usually defined and the dependence between variables is
not taken into account, so that the asymptotic properties of the expansion cannot be exploited (Field Jr. and
Grigoriu (2004)). Despite this fact, the PC approximation can still converge in a probabilistic sense, which
allows us to represent several types of probability distributions.
As mentioned before, an important property of the Hermite PC is their orthogonality with respect to
the Gaussian probability measure, 〈Ψk(ξ), Ψl(ξ)〉 = δkl
〈
Ψ2k (ξ)
〉
, where, δij is the Kronecker delta function.
Furthermore, the expectation of the polynomial chaos approximation (α˜) is equal to the expectation of the
target random variable (α), i.e., E[α˜(θ)] = E[α(θ)] (Field Jr. and Grigoriu (2004)).
It should be mentioned that the PC expansion can be, in some cases, computationally demanding or
prohibitive, because of the large number of coefficients needed to be calculated and the possible existence
of a slow rate of convergence. Moreover, it has been noted by Field Jr. and Grigoriu (2004) that the rate of
convergence of the PC representation is a function of the variance of the target random variable.
3.4.4 Numerical experiments
In this subsection, we would like to assess the applicability of the gPC Hermite expansion method for
the representation of random variables. To this end, the Gumbel distribution, the beta distribution and the
Gaussian mixture distribution are used for the representation. These numerical experiments are included in
the polynomial chaos toolbox (see Uribe (2015)).
Gumbel distribution by gPC Hermite expansion
Let the probability distribution of α(θ) be a Gumbel distribution, fα(ξ) = β−1 exp (−[z + exp(−z)]) with
z = (ξ − µ)/β. Here, β is the positive scale parameter and µ is the location parameter. In this case, those
constants are set to be µ = 1 and β = 2.
The gPC Hermite expansion is used for the representation of this distribution. Since Hermite polynomials
can be computed by means of Procedure 3.2, only remains the calculation of the PC coefficients using the
projection approach (Eq. (3.22) or Eq. (3.23)). The integral in Eq. (3.23) is chosen in order to make use of a
Gauss-Hermite quadrature method for its evaluation.
Figure 3.17 shows the convergence in the PDF for different orders of the polynomial chaoses. Similarly,
Figure 3.18 shows the convergence in the CDF, highlighting the approximation of the tail regions at the
beginning and the end. It can be noticed that the gPC Hermite expansion reproduce the target distribution
reasonably well, when including more than 5 terms in the expansion.
Beta distribution by gPC Hermite expansion
Let the probability distribution of α be a beta distribution, fα(ξ) = B(A,B)−1
[
ξA−1(1− ξ)B−1] where,
A and B are positive shape parameters and the beta function B(A,B) =
´ 1
0 x
A−1(1 − x)B−1dx acts as a
normalization constant so that the total probability integrates to 1. The shape parameters are set to be A = 5
and B = 2.
The gPC Hermite expansion is used for the representation of this distribution. The integral in Eq. (3.23)
is chosen so as to make use of a Gauss-Hermite quadrature method for the computation of the PC coefficients.
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Figure 3.17 – Approximation of the Gumbel PDF by gPC Hermite expansion.
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Figure 3.18 – Approximation of the Gumbel CDF by gPC Hermite expansion.
Figure 3.19 shows the convergence in the PDF for different orders of the expansion. Consequently,
Figure 3.20 shows the convergence in the CDF, highlighting the approximation in the tail regions at the
beginning and the end. Both approximations reproduce the target distribution reasonably well; however, more
than 5 terms are required in the expansion in order to obtain accurate results since the approximation is still
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Figure 3.19 – Approximation of the beta PDF by gPC Hermite expansion.
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Figure 3.20 – Approximation of the beta CDF by gPC Hermite expansion.
poor at the tails of the CDF.
It should be noted that a Jacobi gPC expansion should be used instead of the Hermite one (Figure 3.13).
It is considerable better to use corresponding basis polynomials, since a proper first-order expansion can
approximate the target distribution exactly. As we noticed, using other types of polynomials can provide ac-
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curate results as well, but at the expense of inducing considerable approximation errors or high computational
cost, because more terms must be included in the expansion.
Gaussian mixture by gPC Hermite expansion
Let the probability distribution of α be a Gaussian mixture distribution given by,
fα(ξ) =
1
σ1
√
2pi
exp
(
−(ξ − µ1)
2
2σ21
)
+
1
σ2
√
2pi
exp
(
−(ξ − µ2)
2
2σ22
)
here, the mean values are equal to µ1 = 1 and µ2 = 5 and the standard deviations are set to be σ1 = 1 and
σ2 = 2.
As in previous cases, the gPC Hermite expansion is used for the representation of this distribution.
The integral in Eq. (3.23) is chosen in order to make use of a Gauss-Hermite quadrature method for the
computation of the PC coefficients.
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Figure 3.21 – Approximation of the Gaussian mixture PDF by gPC Hermite expansion.
Figure 3.21 shows the convergence in the PDF for different orders of the expansion. Due to the bimodal
nature of this distribution, numerical oscillations can be appreciated. Even for higher orders in the expansion,
the approximation fails to represent correctly the target distribution. In theory, the gPC Hermite approximation
should give an exact representation of Gaussian distributions, but it has been shown that bimodal distributions
are difficult to reproduce using the gPC method.
Figure 3.22 shows the convergence in the CDF, highlighting the approximation in the tail regions at the
beginning and the end. In this case, the representation is more satisfactory than the one obtained with respect
to the PDF. However, it is noted that the resulting approximation do not represent correctly the target CDF at
the tails, even using higher-order expansions.
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Figure 3.22 – Approximation of the Gaussian mixture CDF by gPC Hermite expansion.
3.5 Final Remarks and Highlights
The inherent presence of uncertainties in real life structures has led the scientific community to recognize
the importance of the representation of stochastic processes and random fields. This kind of models allow
to express from a probabilistic viewpoint the random fluctuations of the structural parameters (material or
geometric variability) and external excitations. In addition to the concepts and applications exposed through
this chapter, it is worth mentioning the following final remarks,
• Sudret and Der Kiureghian (2000) have compared three series expansion methods for the representation
of random fields. They used a pointwise error variance for the assessment of the K-L, EOLE and OSE
methods. It is seen that the OSE method produces the higher error, whereas the K-L the lower one.
However, as noted in our numerical experiments, the K-L pointwise error is smaller in the interior of
the discretization domain, but it is larger at the boundaries. This behavior was not strongly present in
the EOLE and OSE methods, as the number of terms in the expansion increases. Furthermore, it can
be seen that the local averaging and midpoint methods may be used to validate the accuracy of a given
random field approximation. Since, both methods act as boundaries for the best representation of a
random field (under- and over- representation of the random field variability).
• Recent techniques that allow the representation of uncertainties via random fields incorporate several
improvements for the simulation of non-homogeneous, non-Gaussian, multivariate and correlated
random fields. In this regard, Phoon et al. (2005) extended the K-L expansion to the simulation of
non-homogeneous, multidimensional and strongly non-Gaussian random fields, using a modified
orthogonalization technique that reduces the degree of shuffling within columns containing empirical
realizations of the K-L random variables. Poirion and Puig (2005) proposed an unified approach for
the generation of Gaussian random fields using both, the K-L expansion and SR method. Vorˇechovský
(2008) presented a method for generating cross-correlated random fields with a specified marginal
PDF, autocorrelation function and cross-correlation coefficients. In this method, the non-Gaussian
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components of a multivariate random field are simulated via the Nataf model in order to modify the
correlation structure of the random field. Field Jr. and Grigoriu (2009) developed different methods to
find optimal models for non-Gaussian homogeneous random fields under limited information. The
presented approaches were applied to non-Gaussian random fields belonging to the class of beta
translation processes, which demonstrated to be a useful and flexible model to represent physical
quantities that take values in bounded intervals. Field Jr. and Grigoriu (2012) proposed a method for the
efficient construction and sampling of vector-valued translation random fields. Given a target marginal
probability distribution and covariance functions, the idea is to estimate the PSDF of a Gaussian random
field by means of a linear sum of shape functions. Cho et al. (2013), created two different methods to
generalize the K-L expansion for the simulation of multi-correlated non-stationary stochastic processes.
The first method is based on the spectral decomposition of a suitable assembled process, which yields
to a series expansions in terms of an identical set of uncorrelated random variables. The second
method relies on expansions in terms of correlated sets of random variables, which reflect the cross-
covariance structure of the process. They found that the first method usually provides better accuracy
and convergence rates, but it is computationally more expensive than the second one. Christou et al.
(2014) used a functional quantization technique so as to provide an optimal representation of two-
dimensional Gaussian random fields. This technique can also be applied to non-Gaussian as well as
non-homogeneous fields. Field Jr. and Grigoriu (2014) developed a Monte Carlo simulation algorithm
for the generation of non-stationary Gaussian processes. Their approach is based on the generalized
Shannon sampling theorem and an efficient method for sampling conditional Gaussian random
variables. Shields (2014) presented a unified framework called the iterative translation approximation
method (ITAM) for the simulation of multidimensional, multivariate, stationary, non-stationary, and
strongly non-Gaussian stochastic processes.
• There has been a resurgence of interest in developing numerical methods for the solution of the integral
eigenvalue problem of the K-L expansion. These novel strategies provide efficient and alternative
solutions using a variety of mathematical tools. One of the most useful methods was proposed
by Phoon et al. (2002), where a wavelet-Galerkin method is developed to deal with two common
drawbacks of the traditional Galerkin method: i). The efficient computation of dense matrices in large
scale problems; and ii). The representation and solution of the integral operator. In this case, the basis
functions are chosen to be wavelet functions given the possibility of a sparse representation of the
integral operator, which allows the generation of covariance matrices with a sparsity structure. Another
advantage lies in the computation of the integral operator, which in this case does not need numerical
integration, inasmuch as it is replaced by a suitable wavelet transform. Schwab and Todor (2006)
implemented a generalized fast multipole method in order to reduce the complexity of matrix-vector
multiplication arising from the Galerkin approximation of the K-L eigenvalue problem; they used a
Krylov subspace iteration method to deal with the solution of the eigenvalue problem. Allaix and
Carbone (2009) used a genetic algorithm for the solution of an optimization problem based on the
K-L expansion to obtain the eigenpairs. The optimization variable is the finite number of random
variables involved in the representation of the random field and the objective function depends on the
discretization error estimator and on the target accuracy. Wang et al. (2014) proposed an efficient
least squares approximation method to estimate the solution of Volterra–Fredholm integral equations
in one dimension. Tao and Wang (2014) used a two dimensional Padé-type approximation to solve
the integral eigenvalue problem. Oliveira and Azevedo (2014) developed a spectral finite element
approximation using Gauss-Lobatto-Legendre collocation points as the nodes for the element basis
functions. Sahu and Ray (2014) proposed an approach based on a linear B-spline wavelet method to
approximate the solution of a system of linear Fredholm integral equations of the second kind. Betz
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et al. (2014), proposed a quasi meshless approach known as the finite cell method (Parvizian et al.
(2007)) applied in the context of the K-L expansion.
• Sudret and Der Kiureghian (2000) pointed out that when material properties are being modeled, the
use of Gaussian random fields cannot be adequate since realizations of Gaussian random variables
can be negative valued, whereas the material properties are positive in nature. Hence, the adequate
representation of the random variations of material/geometric properties have also received a consider-
able attention in the literature. In this regard, Stefanou and Papadrakakis (2004) and Stefanou (2011)
considered the effects of random non-Gaussian material and geometric properties in the simulation of
cylindrical shells.
• Through the constant development of the machine learning theory, several classes of covariance kernel
functions have appeared. Rasmussen and Williams (2006) presented an excellent summary of several
types of covariance functions; where, the Matérn class of covariance kernels is particularly important
in the theory of Gaussian processes, as a generalization of the squared exponential covariance function.
It will be interesting to assess the applicability of some of these kernels, in the context of the K-L
expansion for the representation of random fields, given the properties offered by some of them, such
as non-stationarity (neural network and modulated squared exponential covariance functions).

CHAPTER 4
THE STOCHASTIC FINITE ELEMENT
METHOD
In recent years, there has been a growing interest in developing numerical methods for the analysis of systems
governed by PDEs with random coefficients, which result from the input characteristics and/or from the
system parameters, also referred to as stochastic PDEs. The stochastic stochastic finite element method arises
as a powerful tool for the solution of this kind of equations.
This chapter starts with a description of the common methodologies for the solution of stochastic PDEs,
and introduces the concepts of deterministic and stochastic models, which are fundamental in the theory of
stochastic finite elements (Section 4.1). Section 4.2, describes the Monte Carlo simulation approach in the
context of the finite element method, for the solution of problems involving structural systems with random
properties. Section 4.3, defines the spectral finite element method in both of its two variants, the improved
Neumann expansion and the projection on homogeneous chaos. Moreover, some applications to several types
of structural models are presented in Section 4.4. Finally, Section 4.5 highlights some considerations for the
topics examined throughout the chapter.
4.1 Preliminaries
In the last decades, the dominant trend in the structural analysis has been deterministic. This approach is
characterized by the use of predefined values of system properties and external forces, without considering
directly the random nature of these variables. A traditional deterministic model can be formulated as,
L(x)u(x) = f(x) x ∈ D, (4.1)
where, L(x) is a linear deterministic differential operator (i.e. a mapping from one vector space to another),
u(x) is the response vector and f(x) is the deterministic system input or excitation. This basic deterministic
model, along with a set of boundary conditions and initial states, is in concordance with the one resulting
from the FEM defined by Eq. (2.18).
However, the scientific community has recognized the importance of a stochastic approach to engineering
problems (Soize (2013)). In contrast to the deterministic analysis, which only provides response predictions
corresponding to predefined values of the system parameters, the stochastic approach provides a range of
probable response values, which can be valuable in the design process of engineering systems. Therefore,
this modeling approach results in an optimum system design, at expenses of increasing the complexity of the
model and the computational cost of the problem.
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Generally, when taking into account probabilistic methods, stochastic PDEs appear in both, the modeling
of the underlying physical phenomenon and the modeling of the uncertainties affecting the system. Uncer-
tainty results from the lack of knowledge about material properties, uncertain boundary conditions, external
loading fluctuations, manufacturing inconsistencies, among other factors (Schick (2011)). The rational
treatment of this uncertainties is a primary task in the analysis and design of large-engineering systems.
Therefore, when considering the system properties and input excitation as uncertain quantities, a new
random differential operator Λ (x, θ) arises, whose coefficients Hk (x, θ) can be restricted to be second-order
random fields (in most of real-life applications). Thus, a stochastic model analogous to Eq. (4.1) can be
formulated as,
Λ (x, θ)u(x, θ) = f(x, θ) x ∈ D, θ ∈ Ω. (4.2)
Due to the second-order restriction imposed on each random operator coefficient, they can be divided
into a total deterministic and random parts as, H (x, θ) = µH(x) +Hσ (x, θ) (see Eq. (3.4)). Consequently,
Λ (x, θ) can be expressed as the sum of a deterministic operator L(x), with its coefficients being the
expectation of the field H (x, θ), and a random operator Π (x, θ), with its coefficients being zero-mean
random fields having the same covariance of the original field H (x, θ) (see e.g. Ghanem and Spanos (2012)).
Then, Eq. (4.2) can then be rewritten as,
[L(x) + Π (x, θ)]u(x, θ) = f(x, θ).
If the explicit dependence on the field Hσ (x, θ) is highlighted, the expression becomes,
[L(x) + Π (x, Hσ (x, θ))]u(x, Hσ (x, θ)) = f(x, θ).
Furthermore, if it is assumed that only one parameter of the system is uncertain, the field Hσ (x, θ)
becomes a multiplicative factor in the operator Π (x, Hσ (x, θ)) (Ghanem and Spanos (2012)). Hence, the
resulting stochastic model will be given by,
[L(x) +Hσ(x, θ)R(x)]u(x, θ) = f(x, θ) (4.3)
where, R(x) is now a deterministic operator.
A variety of techniques have been developed with the purpose of solving problems in the vein of Eq. (4.3).
In this context, a powerful tool to deal with this type of equations is the so-called stochastic finite element
method (SFEM). This method is a natural extension of the deterministic finite element approach for the
solution of stochastic problems involving uncertain structural properties.
In general, the SFEM comprises four steps: the representation of the system input; the discretization of
random fields representing uncertain system properties; the formulation of stochastic finite element matrices;
and the calculation of the response solution (Stefanou (2009)). Based on the way these steps are completed
and on the range of coefficients of variation and frequency content that is required to represent, there are
different types of SFEMs (Ghanem and Spanos (2012)). The common approaches include:
• The Monte Carlo simulation (MCS) method has been used extensively in different areas of science,
given its versatility and robustness in dealing with complex high dimensional problems. In the field
of stochastic mechanics, the method was first applied by Shinozuka (1972) and Shinozuka and Jan
(1972) for the digital simulation of stationary processes.
The MCS method solves the target problem by directly simulating the physical process a given
number of times, obtaining a sequence of solutions which is used to estimate statistics of the response
variables. However, despite being robust to the type and dimension of the problem, this method
becomes computationally costly when the complexity and dimensionality of the system increases.
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Since in those cases, it is necessary to generate a large number samples (e.g. random field realizations),
in order to obtain a satisfying approximation of the solution. Section 4.2 will describe more closely
this method.
• The perturbation method is based on the fact that the response variables and operators involved in
the problem can be expanded in a Taylor series about their respective mean values, provided they
satisfy certain smoothness conditions (Ghanem and Spanos (2012)). According to Elishakoff and
Ren (2003), it has been the most widely used technique to formulate the finite element method for
stochastic problems.
Suppose that the structural system is being affected by uncertain material properties and/or geometrical
parameters. Based on the finite element equilibrium equation (Eq. (2.18)), both the global stiffness
matrix and the response can be expanded using a Taylor series with respect to a set of random variables,
as:
K(ξ) = K0 +
M∑
i=1
∂Ki(ξ)
∂ξi
∣∣∣∣
ξ=0
ξi +
1
2
M∑
i=1
M∑
j=1
∂2Kij(ξ)
∂ξi∂ξj
∣∣∣∣
ξ=0
ξiξj + · · ·
u(ξ) = u0 +
M∑
i=1
∂ui(ξ)
∂ξi
∣∣∣∣
ξ=0
ξi +
1
2
M∑
i=1
M∑
j=1
∂2uij(ξ)
∂ξi∂ξj
∣∣∣∣
ξ=0
ξiξj + · · ·
where, ξ = [ξ1, ..., ξM ] are random variables from the random field discretization, and K0, u0 are
deterministic mean values of the uncertain parameters.
When the random variables in ξ are independent and standard Gaussian distributed, the second-order
derivatives are equal to zero. This is due to the fact that all partial derivatives are evaluated at the
mean value, which is zero in that case (Sudret and Der Kiureghian (2000)). Therefore, truncating the
series after the second-order term and substituting these expressions in Eq. (2.18), yields to a system
of recursive equations,(
K0 +
M∑
i=1
∂Ki(ξ)
∂ξi
)u0 + M∑
i=1
∂ui(ξ)
∂ξi
ξi +
1
2
M∑
i=1
M∑
j=1
∂2uij(ξ)
∂ξi∂ξj
ξiξj
 = f
to be solved progressively for the derivatives of the response. Here, each j-th equation is called
the (j − 1)-th perturbation. For instance, considering the zero and first perturbations, the following
expressions can be obtained,
K0u0 = f
∂Ki(ξ)
∂ξi
u0 + K0
∂ui(ξ)
∂ξi
= f
and the set of recursive equations reads,
u0 = K
−1
0 f
∂ui(ξ)
∂ξi
= −K−10
∂Ki(ξ)
∂ξi
u0,
where, the first equation gives the first-order approximation of the expected value of the displacement
vector; the second equation gives the first-order perturbation of the displacement vector; and so on as
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far as more equations are considered. It is seen that high-order perturbations are estimated recursively
from low-order ones.
It is worth mentioning that more terms should be considered in the expansion, inasmuch as the
randomness of the problem increases, i.e., the variation of the uncertain system property has relatively
high frequency content and coefficient of variation. When high-order expansions are used, the
perturbation method becomes excessively costly, limiting its applicability to only few terms in the
expansion. Hence, only the first and second moment statistics can be obtained directly from this
approach (see e.g. Sudret and Der Kiureghian (2000)).
• The Neumann expansion method uses the fact that the inverse of an operator can be expanded in a
convergent series of iterated kernels, called a Neumann series (see e.g. Riesz and Sz.-Nagy (1990)).
The Neumann series expansion was first applied and coupled with the finite element method by
Yamazaki et al. (1988); they used the method for the solution of problems involving deterministic
static loads and spatial variability of material properties, modeled as two dimensional random fields.
From the finite element equilibrium equation, the response solution can be found as u = K−1f .
Furthermore, under the assumption that the structural system is being affected by random spatial
variabilities, the global stiffness matrix can be decomposed as,
K = K0 + ∆K
where, K0 represents the mean stiffness matrix and ∆K is constituted by the deviatoric parts of the
associated components in K, i.e., ∆K = K−K0. Since it is clear that K is close to the mean stiffness
matrix K0 (in the sense that, limk→∞(I−K−10 K)k = 0), then K−1 can be expressed using Neumann
series as,
K−1 =
∞∑
k=0
(
I−K−10 K
)k
K−10 =
∞∑
k=0
(
K−10 (K0 −K)
)k
K−10 =
∞∑
k=0
(−K−10 ∆K)k K−10
=
(
I− (K−10 ∆K)+ (K−10 ∆K)2 − (K−10 ∆K)3 + · · ·)K−10
or, after denoting P = K−10 ∆K, as
K−1 =
(
I−P + P2 −P3 + · · · )K−10 . (4.4)
Replacing Eq. (4.4) into u = K−1f , the solution can be represented by the series:
u =
(
I−P + P2 −P3 + · · · )K−10 f ,
but, since the mean solution u0 associated to K0 is given by u0 = K−10 f , the expression becomes:
u = u0 −Pu0 + P2u0 −P3u0 + · · · = u0 − u1 + u2 − u3 + · · ·
This series solution is equivalent to the recursive equation:
K0uk = ∆Kuk−1 for k = 1, 2, ...
which is solved for each uk up to a desired truncation order. Here, the initial u is given by the mean
solution u0.
Likewise the perturbation approach, Ghanem and Spanos (2012) have pointed out that moments with
order higher than two are difficult to obtain.
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• The spectral method was originally proposed by Spanos and Ghanem (1989). Originally, two different
approaches have been categorized within this method, namely, the improved Neumann expansion
and the projection on the homogeneous chaos. The former explicitly represents the random spatial
variabilities affecting the global stiffness matrix using the K-L expansion, and thereafter the response
solution is found by means of the Neumann series expansion. The latter also represents the random
spatial variabilities of the global stiffness matrix using the K-L expansion, but in this case, the response
solution is expressed by a spectral representation in terms of polynomial chaos expansions. Section 4.3
will describe these methods in detail.
4.2 Monte Carlo Simulation
The most straightforward method used to approximate the solution of a stochastic PDE is the Monte Carlo
simulation (MCS) method. The idea of this method is to generate a large collection of random field
realizations of the input variables (samples), in order to obtain extensive values of the response quantities.
The resulting sequence of solutions is post-processed to estimate different statistics of the stochastic PDE
solution. Figure 4.1 depicts the basic idea of the Monte Carlo simulation method.
Figure 4.1 – Stochastic finite element method based on Monte Carlo sampling (adapted from Schenk and
Schuëller (2005)).
Based on the finite element formulation presented in Chapter 2, let us assume that the Young modulus is
the uncertain property, which is modeled as a random field with realizations H(x, θi)|Ni=1 (N simulations).
Since the constitutive matrix is affected by the randomness of the Young modulus, it can be rewritten as,
D(x, θ) = H(x, θ)D0, with D0 being a deterministic constitutive matrix.
Thus, the element stiffness matrices (Eq. (2.14)) can be directly affected by the randomness as,
K(e)(θi) = t
¨
D(e)
H(x, θi) B
T D0 B dA
where, the random field samples H(x, θi) can be generated using the truncated K-L expansion (Eq. (3.9)).
Here, θi corresponds to the generation of M standard Gaussian random variables ξ = [ξ1(θi), ..., ξM (θi)].
Following the traditional finite element procedure, this integral is solved over the local domain of natural
coordinates using a Gauss-Legendre quadrature method as in Eq. (2.17), i.e.,
K(e)(θi) =
NGP∑
p=1
NGP∑
q=1
H([ξp ηq], θi) B
T(ξp, ηq) D0 B(ξp, ηq) t
∣∣∣J(e)(ξp, ηq)∣∣∣ wp wq.
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After the assembling procedure is carried out, the response solution is obtained so as to be statistically
analyzed. Hereof, unbiased estimates of the first and second statistical moments can be obtained as (Sudret
and Der Kiureghian (2000)),
E[U] =
1
N
N∑
i=1
U(θi), Var[U] =
1
N − 1
(
N∑
i=1
U2(θi)−N(E[U])2
)
here, U(θi) represents the nodal displacement vector associated with the sample θi.
Additionally, since it is well-known that the MCS estimator is unbiased1, a measure of the accuracy of
the estimator is given by the coefficient of variation (c.o.v.), defined as the ratio of the standard deviation to
the sample mean value, i.e.,
c.o.v. =
√
Var[U]
E[U]
√
N
.
4.3 Spectral Approach
The spectral stochastic finite element method proposed by Ghanem and Spanos (2012) is a numerical
technique for the solution of stochastic PDEs. The term spectral arises from the representation of the input
random fields using the Karhunen-Loève expansion (spectral decomposition of the autocovariance kernel),
and from the expression of the response solution using a spectral representation in terms of a polynomial
chaos expansion.
In their monograph, Ghanem and Spanos (2012) originally presented two different spectral methods. The
first one is called the improved Neumann expansion method and the second one is referred to as the projection
on the homogeneous chaos method. Those methodologies are described in the following subsections.
4.3.1 Improved Neumann expansion
This formulation is based on the Neumann expansion method described in Section 4.1. In this case, the
dependence on the random variations affecting the stiffness matrix is explicitly represented using the K-L
expansion. Therefore, this method makes use of two series expansions to discretize the uncertain component
of the stochastic model: The Karhunen-Loève expansion is used to represent the input random field; and
the Neumann series expansion of the inverse of the stiffness matrix is selected to obtain the approximate
response.
Based on Eq. (4.3), the random system property can be expressed as a multiplication factor of the
stochastic operator. After carrying out this step, the resulting operator is not longer stochastic but instead
deterministic. Thus, a K-L expansion of the random property can be subsequently performed, such that the
following equation can be obtained, [
K0 +
M∑
i=1
Ki ξi(θ)
]
u(θ) = f , (4.5)
where, ξi(θ) are uncorrelated standard Gaussian random variables arising from the K-L expansion, K0 is
the mean stiffness matrix and Ki are the weighted stiffness matrices, which are affected by the eigenpairs
obtained from the K-L expansion (this equation will be properly deduced in Subsection 4.3.2).
1The bias of an estimator represents the difference between the expected value of the estimator and the true value
of the parameter being estimated. An estimator with zero bias is called unbiased.
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Since, the uncertain property has been successfully represented via the K-L expansion, it remains to
express the inverse of the weighted stiffness matrix using the Neumann series. It is clear that Eq. (4.5) can be
normalized multiplying by K−10 to get,
K0
[
I +
M∑
i=1
K−10 Ki ξi(θ)
]
u(θ) = f ,
this formulation leads to
u(θ) =
[
I +
M∑
i=1
K−10 Ki ξi(θ)
]−1
K−10 f ,
but, since the mean solution u0 associated to K0 is given by u0 = K−10 f , the expression becomes,
u(θ) =
[
I +
M∑
i=1
K−10 Ki ξi(θ)
]−1
u0. (4.6)
Now, using the Neumann series expansion of the inverse operator in Eq. (4.6), the solution can be written
as,
u(θ) =
∞∑
k=0
(−1)k
[
M∑
i=1
K−10 Ki ξi(θ)
]k
u0. (4.7)
Finally, denoting Pi = K−10 Ki and expanding Eq. (4.7) up to the third-order, yields an approximate
solution for u(θ),
u(θ) =
[
I−
M∑
i=1
Pi ξi(θ) +
M∑
i=1
M∑
j=1
Pi Pj ξi(θ)ξj(θ)
−
M∑
i=1
M∑
j=1
M∑
l=1
Pi Pj Pl ξi(θ)ξj(θ)ξl(θ)
]
u0.
4.3.2 Projection on homogeneous chaos
In some cases the applicability of the improved Neumann expansion method is limited, due to the convergence
requirements of the Neumann series. This more versatile formulation intends to discretize the random
component of the stochastic model using two distinct series expansions: The Karhunen-Loève expansion for
the representation of the input random field; and the polynomial chaos expansion for the representation of the
response solution.
Assuming that the random property of the structural system is the Young modulus, then, the K-L
expansion can be used to represent its random field, as:
H(x, θ) = µH(x) + σH(x)
M∑
i=1
√
λiφi(x)ξi(θ), (4.8)
where, λi and φi(x) are the eigenvalues and eigenfunctions of the autocovariance kernel describing H(x, θ),
and µH(x), σH(x) are the prescribed mean and standard deviation of the field, respectively.
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From this discretization, the constitutive matrix will be affected by the randomness of the Young modulus.
Therefore, it can be rewritten as, D(x, θ) = H(x, θ)D0, with D0 being a deterministic matrix depending on
the chosen constitutive relation. Including the K-L expansion (Eq. (4.8)) in this expression yields:
D(x, θ) = µH(x)D0 + σH(x)
M∑
i=1
√
λiφi(x)ξi(θ)D0.
Recalling the definition of the stiffness matrix in Eq. (2.14), it can be expressed as,
K(e) = t
¨
D(e)
BT
[
µH(x)D0 + σH(x)
M∑
i=1
√
λiφi(x)ξi(θ)D0
]
B dA
= t
¨
D(e)
µH(x)B
T D0B dA︸ ︷︷ ︸
K
(e)
0
+
M∑
i=1
ξi(θ) t
¨
D(e)
σH(x)
√
λiφi(x)B
TD0B dA,︸ ︷︷ ︸
K
(e)
i
(4.9)
here, K(e)0 is the mean element stiffness matrix and K
(e)
i are the weighted element stiffness matrices. Consid-
ering the load acting on the structure and the boundary conditions as deterministic quantities, all element
stiffness and force contributions can be assembled in a similar way to the traditional deterministic finite
element case (Sudret and Der Kiureghian (2000)). After this assembling procedure is carried out, the global
mean and weighted stiffness matrices K0 and Ki are obtained. This step is known as the first level of
assembly (see Sudret and Der Kiureghian (2000)).
Therefore, after including the random field expansion, the system of equations of the finite element
formulation becomes (an expression similar to Eq. (4.3)),[
K0(x) +
M∑
i=1
Ki(x) ξi(θ)
]
u(x, θ) = f(x), (4.10)
where, ξi(θ) are uncorrelated standard Gaussian random variables arising from the K-L expansion. Until this
point the first part of the formulation is done, i.e., the representation of an uncertain system property as a
random field using the K-L expansion.
Consequently, the representation of the response vector u(x, θ) can be also carried out through a K-L
expansion. However, the autocovariance function of the response process is generally unknown, making
impossible the calculation of the associated eigenpairs. Hence, using a PC approximation of u(θ), one can
find an alternative expression,
u(θ) =
P−1∑
j=0
ujΨj [ξ(θ)] (4.11)
with, ξ(θ) = {ξr(θ)}Mr=1 being a set of standard and mutually orthonormal Gaussian random variables arising
from the PC expansion. Substituting Eq. (4.11) in Eq. (4.10) and organizing some terms, one obtains:[
K0(x) +
M∑
i=1
Ki(x) ξi(θ)
]
P−1∑
j=0
ujΨj [ξ(θ)] = f(x)
P−1∑
j=0
K0(x)ujΨj [ξ(θ)] +
P−1∑
j=0
M∑
i=1
Ki(x)uj ξi(θ)Ψj [ξ(θ)]− f(x) = 0. (4.12)
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The optimum approximation of the response u(θ) in the space spanned by the polynomial chaos
Ψk[ξ(θ)]|P−1k=0 is given by the minimization of the error in Eq. (4.12). Since, it is assumed that u(θ) ∈ L2(Ω),
this procedure is equivalent to require that the residual of Eq. (4.12) be orthogonal to the space spanned by
the PC (Ghanem and Spanos (2012)). Therefore, multiplying both sides of Eq. (4.12) by Ψk[ξ(θ)] and taking
the expected value,
P−1∑
j=0
K0(x) uj E [Ψj [ξ(θ)] Ψk[ξ(θ)]] +
M∑
i=1
P−1∑
j=0
Ki(x) uj E [ξi(θ) Ψj [ξ(θ)] Ψk[ξ(θ)]] = E [f(x) Ψk[ξ(θ)]] , ∀ 0 ≤ k ≤ P − 1,
(4.13)
but, the expectation operator is equivalent to the inner product in L2(Ω) (see Eq. (3.19)), and moreover, the
polynomial chaoses are orthonormal,
〈Ψj [ξ(θ)], Ψk[ξ(θ)]〉 = δjk 〈Ψk[ξ(θ)], Ψk[ξ(θ)]〉 and dpjδjk = dpk.
After this consideration, Eq. (4.13) can be expressed as,
P−1∑
j=0
K0(x) uj
〈
Ψ2k [ξ(θ)]
〉
+
M∑
i=1
P−1∑
j=0
Ki(x) uj 〈ξi(θ)Ψj [ξ(θ)], Ψk[ξ(θ)]〉 = 〈f(x), Ψk[ξ(θ)]〉 . (4.14)
Denoting the term Fk = 〈f(x), Ψk[ξ(θ)]〉, which is zero for k > 0 in the case of deterministic loading
(Sudret and Der Kiureghian (2000)), Eq. (4.14) becomes,
P−1∑
j=0
K0 uj
〈
Ψ2k [ξ(θ)]
〉
+
M∑
i=1
P−1∑
j=0
Ki uj cijk = Fk (4.15)
where the third-order tensor cijk is given by,
cijk = 〈ξi(θ)Ψj [ξ(θ)], Ψk[ξ(θ)]〉 =
ˆ
Ω
ξi(θ) Ψj [ξ(θ)] Ψk[ξ(θ)] dP (θ). (4.16)
Since ξ0 = 1 the term c0jk =
〈
Ψ2k [ξ(θ)]
〉
. Hence, Eq. (4.15) cast into a more compact expression,
M∑
i=0
P−1∑
j=0
cijk Ki uj = Fk. (4.17)
Furthermore, Eq. (4.17) can be simplified by considering,
Kjk =
M∑
i=0
cijk Ki
thus, Eq. (4.17) becomes,
P−1∑
j=0
Kjk uj = Fk
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In the previous presentation, the response vector uj is a Ndof-dimensional vector, and each Kjk is a
matrix of dimensionNdof×Ndof (here, Ndof stands for the number of degrees of freedom of the structure after
the finite element discretization). Therefore, the whole system of equations after including the P different
equations, gives: 
K0,0 K0,1 · · · K0,P−1
K1,0 K1,1 · · · K1,P−1
...
...
. . .
...
KP−1,0 KP−1,1 · · · KP−1,P−1

︸ ︷︷ ︸
K

u0
u1
...
uP−1

︸ ︷︷ ︸
U
=

F0
0
...
0

︸ ︷︷ ︸
F
(4.18)
where, the block vectors U andF have dimension NdofP and the block matrixK has dimension NdofP ×
NdofP . The operation carried out to compute the matrixK from the matrices Kjk, including the computation
of the cijk coefficients, is known as the second level of assembly (see Sudret and Der Kiureghian (2000)).
Once the response vector U = {uj , j = 0, 1, ..., P − 1} is obtained by solving Eq. (4.18), back-
substituting into Eq. (4.11), the response process u(θ) in the space spanned by the polynomial chaoses can
be obtained as:
u(θ) =
P−1∑
j=0
ujΨj [{ξk(θ)}Mk=1]. (4.19)
In practical applications the boundary conditions are assumed to be deterministic. They are usually
described by a set of fixed degrees of freedom I , at which the nodal displacements are set to be zero, and by
a set of free degrees of freedom, at which the nodal displacements can move without restriction. Therefore,
the boundary condition for the fixed dof can be imposed on the k-th element of the response vector uj as,
ukj = 0 for j = 0, 1, ..., P − 1 and ∀ k ∈ I ; (4.20)
since the whole response vector U has dimension NdofP × 1, the boundary conditions can be imposed by
setting all its (jNdof + k)-th elements to zero. Hence, following the static condensation procedure from the
classical FEM (see e.g. Hughes (2000)), we can gather the set of all restricted dof indices r (using Eq. (4.20))
and the set of all remaining dof indices s (the complement of r), such that Eq. (4.18) can be expressed as,[
Krr Krs
Ksr Kss
] [
Ur
Us
]
=
[
Fr
Fs
]
. (4.21)
Then, the solution of Eq. (4.21) can be given by a lower-order solution:
Us = K
−1
ss (Fs −KsrUr) (4.22)
where, Ur = 0 (fixed nodal displacements are set to be zero).
After solving Eq. (4.22), the deformation and stress components can be computed by gathering the
element nodal displacements into a vector:
u(e)(θ) =
P−1∑
j=0
u
(e)
j Ψj [ξ(θ)].
Replacing this expression into Eq. (2.7) and Eq. (2.8), the deformation and stress at a given point x
become random variables obtained as (Sudret and Der Kiureghian (2000)),
ε(x, θ) = B(x)
P−1∑
j=0
u
(e)
j Ψj [ξ(θ)], (4.23)
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σ(x, θ) =
(
µH(x) +
M∑
i=1
ξi(θ)
)
D0B(x)
P−1∑
j=0
u
(e)
j Ψj [ξ(θ)]
Response statistics
The projection on homogeneous chaos approach estimates the first and second statistical moments of the
nodal displacements, using the properties of the polynomial chaoses, which help to reduce the calculation
of the associated response statistics (Ghanem and Spanos (2012)). Since the PC have zero mean, the mean
response vector can be estimated as,
E[u] = 〈u〉 = u0 (4.24)
Moreover, using the orthogonality of the PC, an expression for the covariance matrix of the response can
be obtained as,
Σuu =
P−1∑
j=0
E[Ψ2j ] uj u
T
j =
P−1∑
j=0
〈
Ψ2j
〉
uj uTj . (4.25)
The probability density function (PDF) of each nodal displacements can be estimated using different
methods. For instance, Sudret and Der Kiureghian (2000) used sensitivity analysis to obtain the PDF of the
nodal displacements. This method needs the application of the first-order reliability method (FORM) to
evaluate the involved derivatives. Ghanem and Spanos (2012) proposed a method based on the Edgeworth
series expansion (see e.g. Welling (1999)). This series approximate probability distributions in terms of its
cumulants, but in this case, the moment calculation stage is omitted, and instead, the coefficients of the PC
expansion in Eq. (4.19) are used. The method requires the solution of a system of equations in order to obtain
the coefficients of the Edgeworth expansion.
In the present document, the well-known kernel density estimation method will be used for the evaluation
of the PDF at each nodal displacement. After computing the response solution of Eq. (4.19), a set of N i.i.d.
samples drawn from the distribution of the response vector at specific degrees of freedom are obtained. The
shape of this function can be approximated using its kernel density estimator as,
fˆu(ξ) =
1
Nh
N∑
i=1
k
(
ξ − ξi
h
)
,
where, the function k is the kernel and h > 0 is a smoothing parameter called the bandwidth. When
a Gaussian kernel is used to approximate univariate data and the underlying density being estimated is
Gaussian, the optimal choice for the bandwidth is h ≈ 1.06(σN−1/5) (see e.g. Silverman (1986)). It has to
be mentioned that a higher bandwidth can smooth the density estimate, which may cover some features of
the target distribution. Whereas, a smaller bandwidth may amplify some features of the samples.
Computation of cijk coefficients
The computation of the third-order tensor cijk is cumbersome in the implementation of the SSFEM. Ghanem
and Spanos (2012) used the computer algebra system Macsyma (known nowadays as Maxima licensed by
the GNU/GPL), in order to perform symbolic manipulation of the integral in Eq. (4.16). This method can
also be implemented in MATLAB® with the symbolic math toolbox, as shown in Procedure 4.1.
Symbolic integration packages are usually computationally demanding, hence, Procedure 4.1 can be
regarded as a time consuming approach. In this case, a convenient way of evaluating the integrals is by
carrying out a Gauss-Hermite quadrature method given the Gaussian nature of the random variables ξ.
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Conversely, Sudret and Der Kiureghian (2000) proposed an alternative method, which is considerably
faster than the one using the symbolic integration toolbox. The method uses the properties of products of
orthogonal Hermite polynomials and standard Gaussian variables.
Procedure 4.1 Computation of cijk using symbolic toolbox
1 %%% function to generate c_ijk with dimension M and order p
2 %% using symbolic toolbox
3 function c = c_ijk_sym(M,p)
4
5 %% Define the number of RVs in sym
6 x = cell(1,M);
7 for j = 1:M
8 x{j} = sym(sprintf(’xi_%d’,j));
9 end
10
11 %% Generate Hermite pols using the ’Hermite_PC’ function
12 %% defined in Section 3.4 of this document
13 [~,Psi,PsiSqNorm,P] = Hermite_PC(M,p);
14
15 %% Procedure
16 dw = @(x) exp(-0.5*x^2)/sqrt(2*pi); %% Gaussian measure
17 c = cell(M,1);
18 c{1} = diag(PsiSqNorm); %% c_{0jk}
19 tic;
20 for i = 1:M
21 c{i+1} = sparse(P,P);
22 for j = 1:P
23 for k = 1:P
24 msg = fprintf(’C_{%d,%d,%d}’,i,j,k);
25 cijk = x{i}*Psi{j}*Psi{k};
26 for l = 1:M
27 cijk = int(cijk*dw(x{l}),x{l},-inf,inf);
28 if cijk == 0
29 break;
30 end
31 end
32 c{i+1}(j,k) = double(cijk);
33 fprintf(repmat(’\b’,1,msg));
34 end
35 end
36 end
37 toc;
38 return;
Since, a set of one-dimensional Hermite PC {Ψk}|P−1k=0 are orthogonal, by extension, the M -dimensional
polynomials satisfy:
E[ΨαΨβ] = δαβ
M∏
l=1
αl!
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where, δαβ is the Kronecker delta function; the ordered M -tuples α = (α1, ..., αM ) and β = (β1, ..., βM )
are multi-indexes, which can be grouped as matrices A and B (with size P ×M ), in order to include all
multi-indexes for each M -dimensional polynomial chaos with basis size P (see e.g. Procedure 3.1); and∥∥Ψ2α∥∥ = ∏Ml=1 αl! is the norm of the polynomial product.
Based on this consideration and on the independence of the standard Gaussian variables ξ, the tensor of
coefficients cijk can be expressed as,
cijk = E[ξiΨAj (ξi)ΨBk(ξi)]
M∏
l=1
l 6=i
E[ΨAj (ξl)ΨBk(ξl)] = E[ξiΨAj (ξi)ΨBk(ξi)]
M∏
l=1
l 6=i
Aj,l!
= E[ξiΨAj (ξi)ΨBk(ξi)]
∥∥∥Ψ2Aj∥∥∥
Aj,i!
(4.26)
where,Aj andBk are the j-th and k-th rows of the multi-index matricesA andB, respectively. The problem
now is to find an expression for E[ξiΨAj (ξi)ΨBk(ξi)], for j, k = 0, ..., P − 1. Using the notation p = Aj,i
and q = Bk,i, the solution can be found by considering the integral with respect to the Gaussian probability
measure,
E[ξΨp(ξ)Ψq(ξ)] =
1√
2pi
ˆ
R
ξΨp(ξ)Ψq(ξ) exp(−1/2 ξ2)dξ.
Using integration by parts with u = Ψp(ξ)Ψq(ξ) and dv = 1√2pi ξ exp(−1/2 ξ2)dξ, the above expression
becomes,
E[ξΨp(ξ)Ψq(ξ)] = E
[
d
dξ
(Ψp(ξ)Ψq(ξ))
]
and applying the chain rule,
E[ξΨp(ξ)Ψq(ξ)] = E
[
dΨp(ξ)
dξ
Ψq(ξ) +
dΨq(ξ)
dξ
Ψp(ξ)
]
but using the recurrence relation formula for the computation of Hermite polynomials derivatives, i.e.
dΨp(ξ)
dξ = pΨp−1(ξ), yields,
E[ξΨp(ξ)Ψq(ξ)] = E[pΨp−1(ξ)Ψq(ξ) + qΨq−1(ξ)Ψp(ξ)] = p!δp−1,q + q!δp,q−1. (4.27)
Therefore, backsubstituting Eq. (4.27) into Eq. (4.26), an expression for computing the coefficient cijk is
given by:
cijk = [p!δp−1,q + q!δp,q−1]
∥∥∥Ψ2Aj∥∥∥
p!
=
[
Aj,i! δAj,i−1,Bk,i +Bk,i! δAj,i,Bk,i−1
] ∥∥∥Ψ2Aj∥∥∥
Aj,i!
;
this equation is implemented in Procedure 4.2.
Figure 4.2 shows the sparsity patterns for each matrix ci, with number of K-L terms M = 4 (dimension)
and PC order p = 4 (i.e. P = 70). Using Sudret and Der Kiureghian method, it took only 0.15 s in average to
compute the coefficients; whereas, for the symbolic toolbox method it took 3305 s to obtain the same results.
This proves the great computational advantage offered by the method proposed by Sudret and Der Kiureghian
(2000).
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Figure 4.2 – Sparsity patterns of the tensor, cijk = 〈ξi(θ) Ψj [ξ(θ)] Ψk[ξ(θ)]〉, with M = 4 and p = 4 (i.e.
P = 70). The variable nnz shows the number of nonzero elements.
Procedure 4.2 Computation of cijk using Sudret and Der Kiureghian method
1 %%% function to generate c_ijk with dimension M and order p using fast method
2 function c = c_ijk_fast(M,p)
3
4 %% Generate Hermite pols using the ’Hermite_PC’ function
5 %% defined in Section 3.4 of this document
6 [A,~,PsiSqNorm,P] = Hermite_PC(M,p);
7 B = A; %% Same multi-index matrix for B
8
9 %% Initialization
10 c = cell(M,1);
11 for i = 1:M
12 c{i} = sparse(P,P);
13 end
14 c{1} = diag(PsiSqNorm); %% c_{0jk}
15
16 %% Procedure
17 tic;
18 for j = 1:P
19 A_j = A(j,:); %% multi-index of (j-1)-th order PC
20 for k = 1:P
21 B_k = B(k,:); %% multi-index of (k-1)-th order PC
22 for i = 1:M
23 idx = [1:(i-1) (i+1):M];
24
25 %% Test if A_j and B_k differ only by idx-th coefficient
26 if isequal(A_j(idx),B_k(idx))
27 c{i+1}(j,k) = (factorial(A_j(i))*(A_j(i)-1==B_k(i)) ...
28 + factorial(B_k(i))*(A_j(i)==B_k(i)-1)) ...
29 *(PsiSqNorm(j)/factorial(A_j(i))); %% Eq. 4.25 of this doc
30 end
31
32 end
33 end
34 end
35 toc;
36 return;
4.4 Numerical experiments 79
4.4 Numerical experiments
In this subsection, we would like to assess the applicability of the stochastic finite element method, with the
Monte Carlo simulation and projection on homogeneous chaos approaches; for the probabilistic analysis of
basic structures.
Initially, the Euler-Bernoulli beam and the square solid in plane stress, presented in Ghanem and Spanos
(2012), are used as benchmark problems. The main purpose is to assess our computer implementation and
also to provide additional graphics, clarifications and results that are not included in the original reference.
Furthermore, a Timoshenko beam, a ferrocement thin wall (modeled as plane stress) and a Kirchhoff plate,
subjected to a static loads are also analyzed. Some of these numerical experiments are included in the
stochastic finite element toolbox uploaded to the File Exchange - MATLAB® Central webcite (Uribe (2015)).
4.4.1 Euler-Bernoulli beam
This numerical experiment, proposed in Ghanem and Spanos (2012), is considered as a benchmark problem
in the field of SFEM, in order to assess the computer implementation.
An Euler-Bernoulli beam with unitary length l is subjected to a static distributed load q as depicted in
Figure 4.3. The bending rigidity w = EI is assumed to be uncertain, so that it is described by a 1D random
field with known mean value µE and standard deviation σE . The field is described by a 1D exponential
covariance kernel C(x1, x2) = exp (− |x1 − x2| /l), with unitary correlation length l = 1. Random field
realizations are simulated by means of the K-L expansion using Galerkin method.
The beam is divided into 10 Euler-Bernoulli finite elements (2-noded Hermite), then, a total of 11 nodes
and 22 degrees of freedom are defined.
Figure 4.3 – Euler-Bernoulli beam: Model definition (no units).
A comprehensive introduction to the finite element theory of beams (either Euler-Bernoulli or Tim-
oshenko) is presented in Oñate (2009b). In this case, the vector of movements is given by u = [w, θ]T,
where w is the vertical displacement of the beam (deflection), and θ is the rotation. For instance, using the
two-noded Euler-Bernoulli beam element, the stiffness matrix and force vector of each element are given by:
K(e) =
ˆ 1
−1
BTb (ξ)wBb(ξ)
∣∣∣J (e)(ξ)∣∣∣ dξ = w
l3e

12 6le −12 6le
6le 4l
2
e −6le 2l2e
−12 −6le 12 −6le
6le 2l
2
e −6le 4l2e

f (e) =
ˆ 1
−1
NT(ξ)q
∣∣∣J (e)(ξ)∣∣∣dξ = qle [1/2 le/12 1/2 le/12]T
where, le is the length of the element, Bb is the bending deformation matrix of the element, N is the shape
function matrix of the element, and the determinant of the Jacobian of the coordinate transformation is equal
to
∣∣J (e)∣∣ = le/2 (see Oñate (2009b) for further details).
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Figure 4.4 shows the convergence in the PDF and CDF for different terms in the K-L expansion and
different orders of the PC. These results were computed for the deflection (dof 21) at node 11, which is the
most critical point in the clamped beam. The reference estimation (plotted in blue) is given by the MCS
method, which was implemented using a total of 1× 104 simulations, taking a computer calculation time of
90 s; whereas, all computations using the SSFEM with the projection on the homogeneous chaos approach
were completed in a few seconds.
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Figure 4.4 – PDF and CDF approximations of the Euler-Bernoulli beam deflection at node 11.
It is interesting to appreciate that insofar as the number of terms in the PC expansion increases, the
estimation of the target distributions improve. However, the 3rd-order PC approximation cannot be regarded
as satisfactory as the 2nd-order one. This variation may be caused by the shape of the target PDF, which is a
relatively narrow-banded distribution.
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4.4.2 Timoshenko beam
A Timoshenko beam with length l = 19 m is subjected to a static distributed load q and point loads p1 and
p2 as depicted in Figure 4.5. The Young modulus E is assumed to be uncertain, so that it is represented by
a 1D random field with known mean value µE and standard deviation σE . The field is described by a 1D
Gaussian covariance kernel C(x1, x2) = exp
(
− |x1 − x2|2 /l2
)
, with correlation length l = 2. Random
field realizations are simulated by means of the K-L expansion using Galerkin method.
The beam is divided into 190 finite elements (2-noded), then, a total of 191 nodes and 382 degrees of
freedom are defined.
Figure 4.5 – Timoshenko beam: Model definition (units in m).
As in the previous case, the vector of movements is given by u = [w, θ]T, where w is the vertical
displacement of the beam (deflection), and θ is the rotation. For instance, using the two-noded Timoshenko
beam element, the stiffness matrix (selective integration) and force vector of each element are given by (Oñate
(2009b)):
K
(e)
b =
ˆ 1
−1
BTb (ξ)DˆbBb(ξ)
∣∣∣J (e)(ξ)∣∣∣dξ = EI
le

0 0 0 0
0 1 0 −1
0 0 0 0
0 −1 0 1

K(e)s =
ˆ 1
−1
BTs (ξ)DˆsBs(ξ)
∣∣∣J (e)(ξ)∣∣∣ dξ = GA∗
le

1 le/2 −1 le/2
le/2 l
2
e/4 −le/2 l2e/4
−1 −le/2 1 −le/2
le/2 l
2
e/4 −le/2 l2e/4

f (e) =
ˆ 1
−1
NT(ξ)q
∣∣∣J (e)(ξ)∣∣∣ dξ = qle
2
[
1 0 1 0
]T
where, le is the length of the element; Bb is the bending deformation matrix of the element; Dˆb = EI is the
generalized bending constitutive component; I is the moment of inertia; Bs is the shear deformation matrix
of the element; Dˆs = GA∗ is the generalized shear constitutive component; G = E/(2(1 + ν)) is the shear
modulus; ν is the Poisson ratio; A∗ = kzA is the reduced cross sectional area (with the shear correction
parameter kz = 5/6); N is the shape function matrix of the element; and the determinant of the Jacobian of
the coordinate transformation is given by
∣∣J (e)∣∣ = le/2.
In this step, we perform a procedure called selective integration of the stiffness matrix K = Kb + Ks,
i.e., the matrix Kb was integrated exactly (two-point quadrature), whereas, the matrix Ks was integrated
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with one order less (one-point quadrature), in order to avoid the locking of the numerical solution (see Oñate
(2009b) for further details).
The mean and standard deviation of the nodal response values were computed with four terms in the K-L
expansion (M = 4) and a 3rd-order PC approximation (p = 3) using Eq. (4.25). Figure 4.6 shows the mean
response ± standard deviation of the Timoshenko beam in terms of the displacement (Fig. 4.6a), and the
rotation (Fig. 4.6b).
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Figure 4.6 – Mean and standard deviation response of the Timoshenko beam using 4 terms in the K-L
expansion and 3rd-order PC.
Furthermore, Figure 4.7 shows the convergence in the PDF and CDF using four terms in the K-L
expansion and various orders of the PC. These results were computed for the deflection (dof 381) at node
191, which was defined to be the most critical point in the beam. The reference estimation (plotted in
blue) is given by the MCS method, which was implemented using a total of 1× 104 simulations, taking a
computer calculation time of 632.4 s; whereas, all computations using the SSFEM with the projection on the
homogeneous chaos approach were completed in a few seconds.
It is interesting to appreciate that insofar as the number of terms in the PC expansion increases, the
estimation of the target distributions improve. Despite this fact, it can be seen that the PC approximations
are satisfactory for all orders. However, it should be mentioned that when using lower terms in the K-L
expansion (M ≤ 3) the estimation of the distributions was not adequate for this example. This evidences that
the number of K-L terms has a closer control over the accuracy of the response solution approximation.
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Figure 4.7 – PDF and CDF approximations of the Timoshenko beam deflection at dof 381 (ξ in mm).
4.4.3 Square solid in plane stress
This numerical experiment, proposed in Ghanem and Spanos (2012), is considered as a benchmark problem
in the field of SFEM, in order to assess the computer implementation.
A square solid in plane stress with unitary thickness t is subjected to a static distributed load q as
shown in Figure 4.8. The Poisson ratio ν and the material density ρ are set to be zero. However, the
Young modulus is assumed to be uncertain, so that it is described by a 2D random field with known
mean value µE and standard deviation σE . The field is described by a 2D exponential covariance kernel
C(x1,x2) = exp (− |x1 − y1| /l1 − |x2 − y2| /l2), with unitary correlation lengths in x e y, l1 = l2 = 1.
The solid was divided into 16 bilinear quadrilateral (4-noded) finite elements, then, a total of 25 nodes
and 50 degrees of freedom were defined.
Figure 4.9 shows some random field realizations of the Young modulus, which are simulated using the
K-L expansion.
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Figure 4.8 – Square solid: Model definition (no units).
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Figure 4.9 – Random field realizations of the Young modulus (square solid).
In this case, the constitutive matrix of plane stress with random Young modulus can be expressed as,
D(x, θ) =
H(x, θ)
1− ν2
1 ν 0ν 1 0
0 0 (1−ν)2
 .
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The sparsity patterns of the matrixK are presented in Figure 4.10 for various choices of the K-L terms
(M ) and PC orders (p). It can be appreciated the block structure of the system of equations in Eq. (4.18).
Here, the first column corresponds to M = 1, the second column to M = 2, and so on until 4 terms; and, the
first row corresponds to p = 1, the second row to p = 2, and so on until the 4th-order. The points represent
nonzero elements, whose total sum is shown in the variable nnz at the title of each plot, along with the
corresponding basis dimension P of the PC (Eq. (3.18)). It is seen that inasmuch as the number of terms in
the expansions increases, the sparsity of the matrix is also incremented. However, the number of terms in the
PC expansion seems to control more this effect, given the strong dependence of the global stiffness matrix on
the random variables ξ.
Figure 4.10 – Sparsity patterns of the stiffness matrix K for different values in the K-L expansion M =
1, 2, 3, 4 (by columns) and PC order p = 1, 2, 3, 4 (by rows). The variable nnz shows the number of nonzero
elements in the matrix and P is the basis dimension of the PC.
The mean and standard deviation of the nodal response values were computed using four terms in the K-L
expansion (M = 4) and a 4th-order PC approximation (p = 4) of the response solution. Figure 4.11 shows
the mean response of the square plate in terms of the displacement (Fig. 4.11a), von Mises stress (Fig. 4.11b)
and maximum shear stress (Fig. 4.11c). The mean displacement response was computed using Eq. (4.24),
thereafter the deformations and stresses corresponding to the mean displacement were found by Eq. (4.23).
The von Mises stress field was estimated using the equation, σv =
√(
(σ1 − σ2)2 + σ21 + σ22
)
/2, and
the maximum shear stress field through the equation, τmax = (σ1 − σ2)/2. Here, σ1, σ2 and σ3 are the
so-called principal stresses (see Bower (2010) for further details).
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(a) Scaled mean displacement. In
blue the original shape; in red the
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(b) Mean von Mises stress. (c) Mean maximum shear stress.
Figure 4.11 – Mean response of the square solid using 4 terms in the K-L expansion and 4th-order PC.
The standard deviation of the displacement was obtained by means of Eq. (4.25). As reported in
Figure 4.12, the variability is more significant through direction y rather than direction x, which was expected
since the plate is stretching along this direction.
(a) Standard deviation in x. (b) Standard deviation in y.
Figure 4.12 – Estimated standard deviation of displacement using 4 terms in the K-L expansion and 4th-order
PC.
Figure 4.13 shows the convergence in the PDF and CDF for different terms in the K-L expansion and
different orders of the PC. Moreover, Figures 4.13b and 4.13d show the approximation of the CDF, where
two additional graphics are plotted so as to evaluate the precision at the tails of the distribution (using a
log-lin type of a semi-log graph).
These results were computed for the longitudinal displacement (dof 50) at node 25, which is one of the
most critical points in the solid. The reference estimation (plotted in blue) is given by the MCS method,
which was implemented using a total of 1 × 105 simulations, taking a computer calculation time of 1.14
h; whereas, all computations using the SSFEM with the projection on the homogeneous chaos approach
were completed in a few seconds. As in previous examples, the inclusion of more terms in the K-L and PC
expansions improves the estimation of the distributions.
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Figure 4.13 – PDF and CDF approximations of the longitudinal displacement of the plane stress square solid
at node 25.
4.4.4 Ferrocement wall
A ferrocement thin wall anchored to a foundation beam, with height 2 m, width 1 m and thickness t = 0.02 m
is subjected to static distributed loads, qb = 134.4 kgf due to the weight of a transmission load beam, and
qd = 1019.716 kgf due to the force induced by an actuator (both are distributed over an area of 0.02 m2), as
depicted in Figure 4.14. The Poisson ratio is set to be ν = 0.3 and the material density ρ = 2500 kg/m3.
The Young modulus is assumed to be uncertain, so that it is described by a 2D random field with
known mean value µE = 30.309 GPa and standard deviation σE = 3.187 GPa. These approximate
statistical values were obtained after an experimental campaign on a set of specimens (see e.g. Bedoya-
Ruiz (2005), Bedoya-Ruiz et al. (2014)). Despite the probability distribution of the Young modulus is
lognormal, in the sake of simplicity, the random field will be described by a 2D Gaussian covariance kernel
C(x1,x2) = exp
(
− |x1 − y1|2 /l21 − |x2 − y2|2 /l22
)
, with unitary correlation lengths in x e y, l1 = l2 = 1.
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The ferrocement wall is divided into 200 quadrilateral serendipity finite elements (8-noded), then, a total of
661 nodes and 1322 degrees of freedom are defined.
Figure 4.14 – Ferrocement thin wall: Model definition (units in m).
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(b) Mean von Mises stress (Pa). (c) Mean maximum shear stress
(Pa).
Figure 4.15 – Mean response of the ferrocement wall using 3 terms in the K-L expansion and 3rd-order PC.
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Figure 4.15 shows the mean response of the ferrocement thin wall in terms of the displacement (Fig. 4.15a),
von Mises stress (Fig. 4.15b) and maximum shear stress (Fig. 4.15c) using three terms in the K-L expansion
(M = 3) and 3rd-order PC (p = 3). As in the previous example, the mean displacement response was
computed using Eq. (4.24), and the deformations and stresses corresponding to the mean displacement were
computed by Eq. (4.23).
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Figure 4.16 – PDF approximations of the lateral and longitudinal displacement of the ferrocement wall at
nodes 4 and 206 (ξ in mm).
Figure 4.16 shows the convergence in the PDFs for different orders of the PC and three terms in the
K-L expansion. These results were computed for the lateral (dof 7 and 411) and longitudinal displacement
(dof 8 and 412) at nodes 4 and 206 respectively, which were defined to be the control points of the structure.
The reference estimation (plotted in blue) is given by the MCS method, which was implemented using a
total of 3 × 104 simulations, taking a computer calculation time of 9.71 h. As in the previous examples,
insofar as the number of terms in the PC expansion increases, the estimation of the distributions improves
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without a considerable increment in the computational cost, since all computations using the SSFEM with
the projection on the homogeneous chaos approach were completed in terms of minutes.
4.4.5 Love-Kirchhoff plate
A thin plate with length 4 m, width 2 m and thickness t = 0.05 m, simply supported on its four edges, is
subjected to a static distributed load, q = −10 kN/m2, as shown in Figure 4.17. The Poisson ratio is set to be
ν = 0.3 and the self-weight of the plate is neglected.
The Young modulus is assumed to be uncertain, so that it is described by a 2D random field with
known mean value µE = 210 GPa and standard deviation σE = 22 GPa. The field is described by a 2D
exponential covariance kernel C(x1,x2) = exp (− |x1 − y1| /l1 − |x2 − y2| /l2), with correlation lengths
in x e y, l1 = 1 and l2 = 2. The plate is divided into 800 MZC (Melosh-Zienkiewicz-Cheung) plate finite
elements, then, a total of 861 nodes and 2583 degrees of freedom are defined.
Figure 4.17 – Love-Kirchhoff plate: Model definition (units in m).
A complete presentation of the finite element theory of plates (either Love-Kirchhoff or Reissner-Mindlin)
is presented in Oñate (2009b). In this case, the vector of movements is given by u = [w, θx, θy]T, where w is
the vertical displacement of the plate (deflection), and θx, θy are the rotations in the x and y axes, respectively.
For instance, using the four-noded MZC plate element, the stiffness matrix and force vector of each element
are given by:
K(e) =
ˆ 1
−1
ˆ 1
−1
BTb (ξ, η)DˆbBb(ξ, η)
∣∣∣J(e)(ξ, η)∣∣∣ dξdη
=
ω
ab

b2
a2
− ν5 + a
2
b2
+ 710
2 ν
5 +
b2
a2
+ 110
2 ν
5 +
a2
b2
+ 110 · · · a
2
b2
− ν10 + 110
2 ν
5 +
b2
a2
+ 110
4 b2
3 a2
− 4 ν15 + 415 ν · · · 0
2 ν
5 +
a2
b2
+ 110 ν
4 a2
3 b2
− 4 ν15 + 415 · · · ν15 + 2a
2
3 b2
− 115
...
...
...
. . .
...
a2
b2
− ν10 + 110 0 ν15 + 2 a
2
3 b2
− 115 · · · 4 a
2
3 b2
− 4 ν15 + 415

12×12
4.4 Numerical experiments 91
f (e) =
ˆ 1
−1
ˆ 1
−1
NT(ξ, η)q
∣∣∣J(e)(ξ, η)∣∣∣ dξdη
=
qab
3
[
3, 1, 1, 3,−1, 1, 3,−1,−1, 3, 1,−1]T
where, a is the half of the element length in the x direction, b is the half of the element length in the y
direction, Bb is the bending deformation matrix of the element, Dˆb = (t3/12)D is the generalized bending
constitutive matrix (here, the constitutive matrix D is the same as in plane stress), ω = Et3/12(1 − ν2)
is the bending rigidity of the plate, N is the shape function matrix of the element, and the Jacobian of the
coordinate transformation is equal to
∣∣J(e)∣∣ = ab (see Oñate (2009b) for further details).
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Figure 4.18 – Mean deflection and principal bending moments of the plate using 4 terms in the K-L expansion
and 3rd-order PC.
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The mean response of the plate was computed by means of Eq. (4.24), using four terms in the K-L
expansion and a 4th-order PC approximation of the response solution. Figure 4.18 shows the mean response
of the Love-Kirchhoff plate in terms of the deflection (Fig. 4.18a), first principal moments (Fig. 4.18b)
and second principal moments (Fig. 4.18c). The principal bending moments were computed through the
expressions,
M1 =
(
Mx +My
2
)
+
√(
Mx +My
2
)2
+M2xy
M2 =
(
Mx +My
2
)
−
√(
Mx +My
2
)2
+M2xy
here, Mx,My are the bending moments produced by stresses σx, σy, respectively, and Mxy is the torque
produced by the shear stress τxy (see Oñate (2009b) for further details).
The positive region in Figs. 4.18b and 4.18c provides the area of the plate where its top layer is in traction
(bottom layer compression), whereas, the negative region provides the area of the plate where its bottom layer
is in traction (top layer compression). The lines show the direction of the moment concentration, which from
a design perspective, are the optimum locations of the bending reinforcement (at least theoretically).
Furthermore, the standard deviation of the nodal response values of the plate was estimated by means of
Eq. (4.25), using also four terms in the K-L expansion and a 4th-order PC approximation of the response
solution. Figure 4.19 shows the standard deviation of the Love-Kirchhoff plate response in terms of the
deflection (Fig. 4.19a), rotation in x (Fig. 4.19b) and rotation in y (Fig. 4.19c). These results show that the
variability of the estimation is small for the deflection and it is almost negligible for the rotations.
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Figure 4.19 – Estimated standard deviation using 4 terms in the K-L expansion and 3rd-order PC for each
movement (scaled 1000 times).
Figure 4.20 shows the convergence in the PDF and CDF for different orders of the PC and different terms
in the K-L expansion. These results were computed for the deflection (dof 985) at node 325, which was
defined to be the most critical point of the plate. The reference estimation (plotted in blue) is given by the
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MCS method, which was implemented using a total of 3× 104 simulations, taking a computer calculation
time of 3.25 h. Moreover, in Figures 4.20b and 4.20d two additional graphics are plotted so as to evaluate the
precision at the tails of the CDF (using a log-lin type of a semi-log graph).
As in the previous examples, insofar as the number of terms in the PC expansion increases, the estimation
of the distributions improves without a considerable increment in the computational cost, since all computa-
tions using the SSFEM with the projection on the homogeneous chaos approach are completed in terms of
seconds. In this case, it is interesting to appreciate that even for low terms in the K-L expansion and low
orders in the PC expansion, the approximation of the distributions is quite satisfactory.
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Figure 4.20 – PDF and CDF approximations of the plate deflection at dof 985 (ξ in mm).
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4.5 Final Remarks and Highlights
This chapter introduced the SFEM as a robust mathematical tool to deal with problems involving parameter
uncertainties. It has been exposed that the consideration of uncertainties into physical models, considerably
increases the computational cost of probabilistic analysis. This motivates the need for efficient numerical
schemes, where the spectral technique based on the projection on the homogeneous chaos arises as the one
providing the best and accurate results, compared to the reference estimations of the Monte Carlo simulation
method. In addition to the concepts and applications exposed through this chapter, it is worth mentioning the
following final remarks:
• The computational cost of the spectral SFEM depends on the size of the domain discretization, the
number of random variables M , and the order of the PC expansion p. It has been seen that the size
of the resulting system of equations is NdofP ×NdofP , which can be considerably large in complex
problems. In this regard, Doostan et al. (2007) have proposed an stochastic model reduction technique
for PC representations, in order to deal with the curse of dimensionality. Among other features, this
method can detect and eliminate unnecessary bases in the PC expansion.
• The spectral SFEM has received considerable attention over the last years. Further developments of
the method are based on the construction of suitable reduced bases, so as to decrease the computational
costs generated by the representation of the input random field and the output response solution.
Among the new methods and applications of the spectral SFEM, we can found the extension proposed
by Xiu and Karniadakis (2002), where the traditional Hermite homogeneous chaos used is extended
to a more general framework called, generalized Polynomial Chaos (gPC). This approach allows the
representation of random variables with different types of probability distributions, by making use of
suitable basis functions from the Askey family of hypergeometric orthogonal polynomials (see e.g.
Xiu (2010)). Huang et al. (2007) extended a stochastic response surface (SRS) method for problems
involving random fields. In this approach, the coefficients of the polynomial chaos are estimated by
means of a probabilistic collocation approach in SRS method. Nouy (2008) used a generalized spectral
decomposition for the solution of an invariant subspace problem, which allows the construction of
efficient numerical algorithms for building optimal reduced bases. Maute et al. (2009) presented
a computational framework for structural design optimization under uncertainty; where response
solution of linear elastic structures is predicted by the spectral SFEM. They reduce the computational
cost of this approach by integrating the spectral SFEM with a Galerkin-based multi-point reduced
order model (ROM). In their numerical experiment, the results show that this modeling scheme can
lower the total computation time by more than a factor of 30. Adhikari (2011) proposed an approach
in which the response solution is projected into a reduced finite dimensional orthonormal vector basis.
Then a finite series of random variables and orthonormal vectors (referred to as spectral functions)
are used for its estimation. Kundu et al. (2014) used stochastic Krylov bases to obtain the frequency
domain response of a stochastic finite element system. The response solution is then expressed using
spectral functions, where the computational cost is reduced by means of a Bayesian metamodel.
Warner et al. (2015) proposed several stochastic reduced order models (SROMs) for solving inverse
problems under uncertainty. The representation of a random quantity using a SROM allows efficient
and non-intrusive stochastic computations. Recently, Field et al. (2015) presented a comparison of the
stochastic collocation, stochastic Galerkin and SROMs methods for the solution of general stochastic
problems.
• In structural engineering, the SFEM has been successfully applied in the analysis of composite plates
(Chen and Soares (2008)), shell-type structures (Argyris et al. (2002), Stefanou and Papadrakakis
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(2004), Stefanou (2011)), fluid-structure interaction (Witteveen and Bijl (2008)), fiber metal laminates
(Chung et al. (2005)), nonlinear post-buckling analysis of geometrically nonlinear structures (Capiez-
Lernout et al. (2014)), among other applications. Moreover, in the context of nonlinear finite element
analysis, Sett et al. (2011) propose a spectral stochastic finite element method for the solution of
nonlinear elasto-plastic PDEs with stochastic coefficients. In their approach, the random field is
propagated through the elasto-plastic constitutive rate equation using the Fokker-Planck-Kolmogorov
equation, in order to obtain the probabilistic evolution of the material properties.

CHAPTER 5
CONCLUSIONS AND FINAL
CONSIDERATIONS
The stochastic finite element method based on the Monte Carlo and spectral approaches has been reviewed
and summarized. The topics on the representation of random fields used to model uncertain system properties,
the formulation of the stochastic finite element matrices and the representation of the response solution have
also been discussed in detail. Special attention has been made to the Karhunen-Loève and polynomial chaos
expansions, since they are key concepts in the construction of the spectral stochastic finite element method.
To sum up, it is worth mentioning the following comments about the random field representation
techniques:
• In the first place, the popularity of the K-L expansion lies in a number of attractive features, which
allow the method to capture the variability of uncertain quantities using a low number of random
variables. Despite the advantages of the K-L approach, most of the methods used for the estimation
of its parameters (i.e. the eigensolution) result in a considerable computational effort, since they
often deal with the assembly of dense covariance matrices. Therefore, several types of numerical
methods have been proposed over the last decade to increase its numerical performance, e.g. the
wavelet-Galerkin method (Phoon et al. (2002)), the fast multipole method (Schwab and Todor (2006)),
meshless free methods (Betz et al. (2014)), domain independence property (Pranesh and Ghosh (2015)),
among others. Most of these techniques improve the efficiency of the calculation by generating sparse
covariance matrices. However, some numerical stability concerns may arise from rejecting elements of
the full covariance matrix, e.g., the loss of its positive definiteness. In this regard, the construction of a
proper random field discretization and/or the generation of adaptable covariance kernels, is necessary
to achieve an efficient and accurate eigenvalue problem solution. Nevertheless, experience has shown
that the advantages of using the K-L expansion overcome its disadvantages.
• In the second place, the main advantage of the PC expansion lies in its mean-square convergence and
computational efficiency. However, the asymptotic properties of the expansion cannot be exploited in
common engineering applications, due to the popular use of a low dimensional basis and the lack of
information about the dependence between variables. Despite this fact, the PC approximation can still
converge in a probabilistic sense, which allows us to represent several types of probability distributions.
Hence, specific types of PC can be constructed for a given probability distribution from the Askey
family of hypergeometric orthogonal polynomials. The implementation of a suitable polynomial
basis associated to a target probability distribution provides an important advantage, since only with
a first-order expansion, the target distribution can be reproduced exactly. The use of other types of
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polynomials can still result in a convergent series, but the computational cost and the approximation
errors may increase.
• Last but not least, the ensuing particular facts have been noticed:
i). There exist an equivalence between the K-L expansion and the EOLE method, when the integral
eigenvalue problem is solved at uniform distribution of integration points (this has been pointed out
by Betz et al. (2014)). Furthermore, a normalization of eigenpairs obtained via EOLE yields to an
approximated K-L eigensolution. This normalization proceeds as follows:
λ
′
m = λm∆x, φ
′
m(x) =
φm(x)√´
D φ
2
m(x)dx
where, ∆x = x2 − x1 is the discretization step of the random field.
ii). The numerical experiments have shown that the approximation error of a random field discretization
obtained by means of the K-L expansion is particularly higher at the boundaries of the random field
domain (see e.g. Li and Der Kiureghian (1993));
iii). According to the results of the numerical experiments, the Galerkin method provides the best
approximation to the target random field compared to other implemented methodologies; and,
iv). Example 3.4.4 has shown that the PC expansion fails to reproduce multimodal distributions.
If we incorporate those random field models directly into the PDE that controls the system response,
the solution will facilitate a systematic assessment of the impact of the uncertain quantities on the response
variables of interest (displacements, deformations and stresses, etc.). Stochastic finite element methods have
become significant tools for the solution of this kind of problems.
Some of the general stochastic finite element techniques (e.g. Monte Carlo simulation) suffer from
prohibitive computational cost, when dealing with large scale applications and high stochastic dimensionality,
restricting the calculation to the first few statistical moments of the response. Moreover, the results can be
highly inaccurate when the coefficients of variation of the uncertain variables are large. The spectral SFEM
provides solutions to some of the aforementioned drawbacks.
Originally, two different approaches have been categorized within the spectral SFEM, namely, the
improved Neumann expansion, and the projection on the homogeneous chaos. The former explicitly
represents the random spatial variabilities affecting the global stiffness matrix using the K-L expansion, and
thereafter the response solution is found by means of the Neumann series expansion. The latter also uses the
K-L expansion for the random field representation, but in this case, the response solution is expressed by a
spectral representation in terms of PC expansions.
In this thesis, projection on the homogeneous chaos approach was the primary focus. However, the MCS
method was also studied in order to compare both techniques. The objective was to assess the estimation of
the probability distributions and the associated computational cost. For instance, the following comments
about these techniques must be highlighted:
• The results have shown that an increment in the number of terms and orders of the K-L and PC
expansions, considerably increases the accuracy of the approximation of the distributions (PDF and
CDF). In most of the numerical experiments, even low terms in the K-L expansion and low orders in
the PC expansion, reproduced the distributions reasonably well, without an appreciable increment of
the computational cost in the analysis. However, in some cases, to obtain a detailed approximation at
the tails of the distributions increasing the number of terms is still required.
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Table 5.1 – Simulation results.
MCS method Spectral SFEM (homogeneous chaos)
Problem Elapsed time
N Elapsed time M p 1st level 2nd level Sol. Total
Euler-Bernoulli beam 1× 104 90 s 4 3 0.02 s 0.45 s 0.003 s 0.48 s
Timoshenko beam 1× 104 632.4 s 4 3 0.15 s 0.46 s 0.29 s 0.90 s
Square solid 1× 105 1.13 h 4 5 0.05 s 1.66 s 0.19 s 1.90 s
Ferrocement wall 3× 104 9.71 h 3 3 3.86 s 0.41 s 11.39 s 15.66 s
Kirchhoff plate 3× 104 3.25 h 4 3 0.90 s 0.84 s 48.62 s 50.36 s
Sudret and Der Kiureghian (2000) suggest the use of 2nd-order PC expansions for the estimation of
the mean and standard deviation of response quantities. Moreover, in the case of reliability problems,
at least a 3rd-order PC expansion is required in order to obtain an accurate approximation at the tails
of the response PDF and CDF.
Regarding the structural models, it is well-known that the Young modulus can be modeled through
a lognormal distribution. Despite this, the random variation of the implemented applications was
assumed to be Gaussian. Nevertheless, the main purpose of the numerical examples is to show
the considerable advantage offered by the spectral SFEM with respect to the complete probability
characterization of the response quantities (displacements, deformations, or stresses) at each degree of
freedom of the structure.
It should be noted that for the benchmark problems (Euler-Bernoulli beam and plane stress solid),
some minor differences can still be appreciated with respect to the original reference. Those variations
may arise from the methods used for the computation of the probability distributions. The kernel
density estimation method was used given its satisfactory calibration and superior capability in dealing
with samples of medium and large size. Either way, the approximation of the distributions are in a
good agreement with the ones provided in Ghanem and Spanos (2012).
• Compared to the MCS method, the spectral SFEM with the projection on the homogeneous chaos
approach, is significantly more efficient. Table 5.1, shows the computational cost generated by the
solution of each structural model. The homogeneous chaos approach was carried out for a specific
number of K-L terms (M ) and PC order (p); and the elapsed time of the calculation was divided into
the first level of assembly (1st level column), the second level of assembly (2nd level column), and the
solution of the system of equations (Sol. column).
In the 1D applications (Euler-Bernoulli and Timoshenko beams), the differences among the methods
were not widely appreciable. Since in these cases the models and the finite element meshes were
relatively simple, the calculations of the MCS were not exhaustive. However, in the 2D counterparts
(square solid, Ferrocement wall and Love-Kirchhoff plate), the use of the spectral SFEM is imperative
so as to alleviate the computational burden. In these cases, the complexity of the structural models and
the finite element meshes are higher. A simple deterministic analysis of one of the 2D models is more
demanding that several runs of the 1D ones; this fact, coupled with the approach taken by the MCS
method, makes the calculations much more challenging.
Finally, in order to complement this review, a tutorial toolbox that clarifies the several issues that appear
during the implementation of the SFEM was also developed. In consequence, the programs of the proposed
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toolbox were intended to be heavily commented and to contain references to the original publications and
equations, in order to relate a particular theoretical result with its computational counterpart.
The initial part of the toolbox was focused on the implementation of various random fields discretization
approaches, which included the EOLE, OSE, K-L and PC expansion methods. In this step, the K-L
method was particularly implemented using Discrete, Nyström and Galerkin methods (with local and
global shape functions). After these implementations were carried out, the second step was focused on the
programming of the SFEM using the Monte Carlo and spectral (homogeneous chaos) approaches for the
probabilistic analysis of several structural models. The programs are explained in Appendix A, and can
be downloaded from the ’MATLAB® CENTRAL - File Exchange’ website (http://www.mathworks.
com/matlabcentral/profile/authors/2912338-felipe-uribe).
5.1 Directions for future research
Some of the open problems identified in the literature related with the stochastic finite element method are
mainly linked with:
1. Despite several contributions have already been proposed in the literature (see e.g. Lagaros et al.
(2005), Bocchini and Deodatis (2008), Field Jr. and Grigoriu (2012), Perrin et al. (2013), Shields
(2014), and others), an extension of the SFEM to deal with problems involving non-Gaussian, non-
homogeneous and multivariate random fields is still required. The simulation of non-Gaussian vector
random fields, along with the efficient and accurate representation of highly skewed and narrow banded
fields remains a challenge.
2. The efficient application of SFEM considering uncertain parameters with structural nonlinearities,
either in the solid geometry or in the constitutive materials, remains a challenge. Perhaps the main
contribution to this concern has been proposed by Sett et al. (2011), where they propose a spectral
SFEM for the solution of nonlinear elasto-plastic PDEs with stochastic coefficients.
3. The generation of model reduction techniques must be considered, since in complex engineering
problems the spatial and stochastic dimensions can be particularly large.
4. The accuracy of the SFEM in the representation of the tails of probability distributions of response
solutions has to be addressed.
5. A joint experimental-stochastic research is imperative in the area of random field representation in
order to improve and validate a given stochastic model, together with its applicability in engineering
systems.
In addition to the open problems described before, the following is a list of ideas or lines of research that
could be employed as a source of inspiration for new research and future work:
• Based on the first version of the proposed tutorial toolbox, it will be important to implement a large
variety of SFEM methods, including the modeling of non-Gaussian random fields, as well as, different
types of structural finite element models and loads.
• A natural extension of this work to the field of structural reliability analysis must be carried out. In
this regard, it is of great significance the implementation of structural dynamic models, considering
the external forces as random excitations modeled by stochastic processes.
5.1 Directions for future research 101
• The theory of kernel functions is quite vast. Through the constant development of the machine learning
theory, several classes of covariance kernel functions have appeared. Rasmussen and Williams (2006)
present an excellent summary of several types of covariance functions (e.g. neural network, modulated
squared exponential covariance functions). It will be interesting to evaluate the applicability of some
of these kernels in the context of the K-L expansion for the representation of random fields, given the
interesting properties offered by some of them (see e.g. Wallin and Bolin (2015)).
• From a practical perspective, the response statistics are only required at specific points in the domain,
which are defined to be the most relevant in the analysis. Therefore, the curse of dimensionality in
complex problems can be reduced by computing response solutions only at those critical points in the
structure. In this regard, matrix condensation techniques or sensitivity analysis methods can provide
alternatives to deal with this issue.
• The application of the PC expansion methods has been generally restricted to the case of independent
random variables. In this regard, the dependence of the random variables can be explicitly included into
the model by using the theory of copulas. A copula can be defined as a joint probability distribution
function for which the marginal distributions of each random variable are uniform. The copula theory
is well-known in high-dimensional statistical applications, since they allow the estimation of random
vector distributions including the dependence between them.

APPENDIX A: PRESENTATION OF THE
TOOLBOX
The tutorial toolbox for stochastic finite element analysis provides easy to use and heavily commented pro-
grams which contain references to the original publications and equations. The programs can be downloaded
from the ’MATLAB® CENTRAL - File Exchange’ website (Uribe (2015)).
This appendix briefly describes the general structure of the programs and the steps that must be followed
to use them. This toolbox is divided into five files:
• Random field representation methods. This file contains several common techniques used to repre-
sent random fields, which include, the EOLE, OSE and K-L methods. Different covariance/correlation
kernels are defined in order to illustrate the methodologies. As presented in Subsection 3.3.3, the K-L
method is particularly implemented using Discrete, Nyström and Galerkin methods (with local and
global shape functions). Each one of the three folders (’EOLE’, ’OSE’ and ’KL’) contains a main
file called examples_1D.m, whose sections are highlighted by the %% command. The first section
defines the input data and therefore, the number of terms in the expansion (Mterms), the mean (mu)
and standard deviation (sig) of the field, and the example number (opc) are set up. Furthermore,
the correlation kernel and its parameters must be also defined: the variable corr_leng contains the
correlation length of the field, the variable cov_func defines the correlation function (as function
handle), the variable dom_bound contains the boundaries of the random field domain, and the vari-
able partition contains the number of points for the random field domain discretization. After this
data set up, the following functions compute the associated eigenvalue solution of the problem:
1 %%% for the EOLE method
2 [eigval,eigvec,xnod] = EOLE_method(cov_func,dom_bound,partition,Mterms);
3
4 %% for the OSE method
5 [eigval,eigvec,Sigma,P] = OSE_method(cov_func,dom_bound,corr_leng,Mterms);
6
7 %% for the K-L method with discrete integration
8 [eigval,eigvec,xnod] = KL_fredholm_discrete(K,a,b,m,Mterms);
9
10 %% for the K-L method with Galerkin
11 %% using local basis functions
12 [xnod,eigval,eigvec] = KL_fredholm_Galerkin_local(partition,cov_func,...
13 dom_bound,Mterms);
14 %% using global basis functions
15 [xnod,eigval,eigvec] = KL_fredholm_Galerkin_global(partition,cov_func,...
16 dom_bound,Mterms);
17
18 %% for the K-L method with Nystrom
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19 [eigval,eigvec,xnod] = KL_fredholm_nystrom(K,a,b,nGp,m,Mterms);
Finally, the programs use the solution for the computation of the variance error and the representation
of several sample functions of the random field. Moreover, the approximation of the correlation kernel
and the relative error surface of the estimation is also plotted, only for the K-L programs. It should
be noted that despite the nomenclature between some of the methods changes, the codes are well
commented in order to clarify the nature and definition of most of the variables.
• Polynomial chaos approximation. This file approximates several types of random variables using the
PC expansion method (homogeneous chaos). The first section of the main file PC_examples_1D.m
defines the input data and initial parameters; here, the order of the polynomial chaos (p_order:
0, 1, 2, ...), the example number (example: 1, 2, 3, 4 or 5), and the probability measure (xi_cdf, as
function handle) are set up. Furthermore, the probability distributions and its parameters must be also
defined: u_pdf contains the PDF of the random variable (as function handle), u_cdf defines the CDF
of the random variable (as function handle), u_icdf contains the inverse CDF or quantile function
of the random variable (as function handle), and the variables aa and bb contain the boundaries of
the domain. Thereafter, the code continues with the computation of the Hermite polynomials using
Algorithm 3.2 (Hermite_PC.m) and the estimation of PC coefficients using the projection method
(Eq. (3.23)), where the integral is solved using the Gauss-Hermite quadrature (gauss_quad.m),
whose order N must be defined:
1 %%% obtain the gPC Hermite expressions
2 [~,PsiPol,~,PsiSqNorm,P] = Hermite_PC(1,p_order);
3
4 %% find the PC deterministic coefficients using projection approach
5 N = 6;
6 [xi_q,w_q] = gauss_quad(N,’he_prob’); %% Gauss-Hermite quadrature
7 u_k = zeros(P,1);
8 for k = 1:P
9 for j = 1:N
10 u_k(k) = u_k(k) + (u_icdf(xi_cdf(xi_q(j)))*...
11 polyval(sym2poly(PsiPol{k}),xi_q(j))*w_q(j));
12 end
13 end
14 u_k = u_k./PsiSqNorm;
Finally, the program approximates the target random variable using the PC expansion and plots
its PDF and CDF, which are obtained using the kernel density estimation method (ksdensity
MATLAB® built-in function). It is worth mentioning that functions to compute N -dimensional
Hermite, Charlier and Jacobi polynomial are also provided. Further extension to other types of
orthogonal polynomials is required, as well as, the implementation of the regression method for the
estimation of the PC coefficients.
• Monte Carlo simulation: 2D plane stress example. This file uses the Monte Carlo simulation
method for the assessment of a 2D plane stress solid subjected to deterministic distributed load and
with uncertain Young modulus, as presented in Figure 4.8.
The main function MCS_plane_stress_square.m contains the step-by-step solution of this
problem. The first section of the main file defines the initial parameters of the FEM; here, the Poisson
coefficient (nue), the solid thickness (te), and the material density (rhoe) are set up. The finite
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element mesh of the solid is loaded by the square_mesh script; it contains the nodal position matrix
(xnod), the connectivity matrix (IEN, nodes of each finite element) and the restriction matrix of the
node indexes where the solid is anchored (snodes). Traditional finite element constants are estimated
as:
1 %%% finite element constants
2 ned = 2; %% number of dof per node
3 nnp = size(xnod,1); %% number of nodal points
4 nen = size(IEN,1); %% number of element nodes
5 nfe = size(IEN,2); %% number of finite elements
6 ndof = ned*nnp; %% number of degrees of freedom (dof)
7 neq = ned*nen; %% number of element equations
8 ID = [(1:2:ndof); (2:2:ndof)]; %% nodes vs dof (destination array)
9
10 %% localization matrix (dofs of each finite element)
11 LM = cell(nfe,1);
12 for e = 1:nfe
13 LM{e} = [ ID(:,IEN(1,e)); ID(:,IEN(2,e)); ...
14 ID(:,IEN(3,e)); ID(:,IEN(4,e)) ];
15 end
Boundary conditions, such as, restrictions and imposed loads are defined next; where, the function
t2ft_R4.m transforms the distributed load applied to a four-noded rectangular element into cor-
responding equivalent forces at the nodes. The shape functions and their derivatives are stored in
Nshape, dN_dxi and dN_deta variables (as function handle). Thereafter, the section ’random field
parameters’ set up the input data which describe the r.f. of the Young modulus via the K-L expansion;
those variables include, the number of terms in the expansion (KLterms), the mean value of the r.f.
(mu_Ee), the standard deviation of the r.f. (std_Ee), the correlation length (b), and the the boundaries
of the random field domain (dombounds); here, the function KL_fredholm_analytical.m
finds the solution of the eigenvalue problem for the exponential kernel. Since, the MCS method is
used for the solution of the problem, a set of NSIM samples must be generated in order to carry out
with the implementation. Those samples are generated with the K-L expansion and are stored in a cell
array (E):
1 %%% simulating samples from E using K-L expansion
2 NSIM = 3e4; %% Number of Monte Carlo simulations
3 E = cell(NSIM,1);
4 xi = randn(NSIM,KLterms);
5 n = size(eigvec{1},1);
6 for i = 1:NSIM
7 E{i} = repmat(mu_Ee, n, n);
8 for k = 1:KLterms
9 E{i} = E{i} + std_Ee*sqrt(eigval(k))*xi(i,k)*eigvec{k};
10 end
11 end
Finally, the program continues with the implementation of a standard finite element code and estimates
the displacement response of the solid (PDF and CDF) at a given degree of freedom of the plate (tdof);
those function are obtained using the kernel density estimation method (ksdensityMATLAB® built-
in function).
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• Spectral stochastic finite element method: 2D plane stress example. This file uses the spectral
stochastic finite element method for the assessment of a 2D plane stress solid subjected to deterministic
distributed load and with uncertain Young modulus, as presented in Figure 4.8. The main function
main_ssfem_plate.m contains the step-by-step solution of this problem. The initial lines of
the code are similar to the ones presented in the MCS program, since they are related to the finite
element constants, boundary conditions and shape functions definition. The section ’random field
parameters’ defines the input data for the r.f.; those variables include, the number of terms in the
expansion (KLterms), the mean value of the r.f. (mu_E), the standard deviation of the r.f. (std_E),
the correlation lengths in x and y (b), and the boundaries of the random field domain (dombounds);
here, the function KL_fredholm_analytical.m finds the solution of the eigenvalue problem
for the exponential kernel.
Initially, the program continues with the first level of assembly of the stiffness matrix (Eq. (4.9));
where, the mean (K0) and weighted (Ki) stiffness matrices are computed. Here, a shift parameter in x
and y is introduced, since the r.f. domain is non-symmetric. Secondly, the program carries out the
second level of assembly, which includes the computation of the cijk tensor (using Procedure 4.2) and
the assembly of the full stiffness matrix (as in Eq. (4.18)). In this step, the order of the polynomial
chaos (p_order) must be specified, so that the computation proceeds as follows:
1 %%% second level of assembly
2 p_order = 4; %% order of the polynomial chaos
3 P = 1; %% calculate the basis size of PC
4 for s = 1:p_order
5 P = P + (1/factorial(s))*prod(KLterms+(0:s-1));
6 end
7 cijk = c_ijk(KLterms,p_order,1); %% estimation of the c_ijk tensor
8 K = cell(P,P); %% full stiffness matrix as a block
9 for j = 1:P
10 for k = 1:P
11 K{j,k} = sparse(ndof,ndof);
12 for i = 1:KLterms+1 %% idx 1 ---> K_0 = K_mean
13 if cijk{i}(j,k) ~= 0 %% to avoid unnecessary operations
14 K{j,k} = K{j,k} + cijk{i}(j,k)*K_i{i};
15 end
16 end
17 end
18 end
Finally, the program solves the system of equations in Eq. (4.18) in order to obtain the response vector
U . The response process is then represented by means of a PC expansion, as in Eq. (4.19); where, the
displacement response of the solid (PDF and CDF) at a given degree of freedom of the solid (dof) is
subsequently obtained using the kernel density estimation method (ksdensity MATLAB® built-in
function). It should be mentioned that the folder ’result_MCS’ contains a .txt file with the solution
obtained by means of the Monte Carlo simulation method for comparison purposes.
• Spectral stochastic finite element method: 1D Euler-Bernoulli beam example. This file uses the
spectral stochastic finite element method for the assessment of a 1D Euler-Bernoulli beam subjected to
deterministic distributed load and with uncertain bending rigidity, as presented in Figure 4.3. The main
function SSFEM_EB_beam.m contains the step-by-step solution of this problem. The initial lines
are related to the finite element constants, boundary conditions and shape functions definition. The
section ’random field parameters’ defines the input data for the r.f.; those variables include, the number
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of terms in the expansion (KLterms), the mean value of the r.f. (mu_w), the standard deviation of the
r.f. (std_w), the correlation length (b), the boundaries of the random field domain (dom_bound),
and the covariance kernel (cov_func); here, the function KL_fredholm_Galerkin_local.m
finds the solution of the eigenvalue problem for the given kernel.
Initially, the program continues with the first level of assembly of the stiffness matrix (Eq. (4.9));
where, the mean (K0) and weighted (Ki) stiffness matrices are computed. Secondly, the program
carries out the second level of assembly, which includes the computation of the cijk tensor (using
Procedure 4.2) and the assembly of the full stiffness matrix (as in Eq. (4.18)). In this step, the order of
the polynomial chaos (p_order) must be specified, so that the computation proceeds as presented in
the 2D case.
Finally, the program solves the system of equations in Eq. (4.18) in order to obtain the response vector
U . The response process is then represented by means of a PC expansion, as in Eq. (4.19); where, the
displacement response of the solid (PDF and CDF) at a given degree of freedom of the beam (dof) is
subsequently obtained using the kernel density estimation method (ksdensity MATLAB® built-in
function). It should be mentioned that the folder ’result_MCS’ contains a .txt file with the solution
obtained by the MCS method.
• Spectral stochastic finite element method: 2D Love-Kirchhoff plate example. This file uses the
spectral stochastic finite element method for the assessment of a 2D Love-Kirchhoff plate subjected to
deterministic distributed load and with uncertain Young modulus, as presented in Figure 4.17. The
main function SSFEM_kirchhoff_plate.m contains the step-by-step solution of this problem.
The initial lines are related to the finite element constants, boundary conditions and shape functions
definition. The section ’random field parameters’ defines the input data for the r.f.; those variables
include, the number of terms in the expansion (KLterms), the mean value of the r.f. (mu_Ee), the
standard deviation of the r.f. (std_Ee), the correlation length (b), and the boundaries of the random
field domain (dombounds); here, the function KL_fredholm_analytical.m finds the solution
of the eigenvalue problem for the 2D exponential kernel.
Initially, the function MZC_matrices.m is used for the computation of the stiffness matrix and
force vector of the MZC plate element. The program continues with the first level of assembly of the
stiffness matrix (Eq. (4.9)); where, the mean (K0) and weighted (Ki) stiffness matrices are computed.
Secondly, the program carries out the second level of assembly, which includes the computation of the
cijk tensor (using Procedure 4.2) and the assembly of the full stiffness matrix (as in Eq. (4.18)). In
this step, the order of the polynomial chaos (p_order) must be specified, so that the computation
proceeds as presented in the 2D case.
Finally, the program solves the system of equations in Eq. (4.18) in order to obtain the response vector
U . The response process is then represented by means of a PC expansion, as in Eq. (4.19); where, the
displacement response of the solid (PDF and CDF) at a given degree of freedom of the plate (dof) is
subsequently obtained using the kernel density estimation method (ksdensity MATLAB® built-in
function). It should be mentioned that the folder ’result_MCS’ contains a .txt file with the solution
obtained by the MCS method.

APPENDIX B: RESEARCH PRODUCTS
Articles in conference proceedings
• Felipe Uribe, Diego A. Alvarez, Jorge E. Hurtado, Bryan Chalarca and Daniel Bedoya-Ruiz. “Hys-
teresis parameter identification and reliability assessment of ferrocement walls”. 11th International
Symposium on Ferrocement FERRO-11 and International Conference on Textile Reinforced Concrete
3rd ICTRC. Aachen, Germany. June 7-10, 2015.
• Bryan Chalarca, Daniel Bedoya-Ruiz, Felipe Uribe, Diego A. Alvarez and Jorge E. Hurtado. “Strength
assessment of sandwich-type ferrocement structural walls under cyclic loading”. 11th International
Symposium on Ferrocement FERRO-11 and International Conference on Textile Reinforced Concrete
3rd ICTRC. Aachen, Germany. June 7-10, 2015.
• Diego A. Alvarez, Jorge E. Hurtado and Felipe Uribe. “Estimation of the lower and upper probabilities
of failure using random sets and subset simulation”. 2nd International Conference on Vulnerability
and Risk Analysis and Management (ICVRAM) and the 6th International Symposium on Uncertainty
Modeling and Analysis (ISUMA). Liverpool, United Kingdom. July 13-16, 2014.
• Felipe Uribe, Gilberto A. Ortiz, Diego A. Alvarez and Daniel Bedoya-Ruiz. “Nonlinear modeling
and fragility analysis of ferrocement structures”. 7th International Conference on Computational
Stochastic Mechanics (CSM7). Santorini, Greece. June 15-18, 2014.
Research Projects
• Experimental behavior and stochastic analysis of post-tensioned dry masonry dwellings subjected to
simulated seismic action. Universidad Nacional de Colombia and COLCIENCIAS (In spanish).
• Study of the seismic behaviour of low–cost structures, such as ferrocement, using experimental,
deterministic and stochastic analysis. Universidad Nacional de Colombia and COLCIENCIAS (In
spanish).
Software
• There are programs developed in MATLAB® that were used to evaluate the performance of the
algorithms used in this Thesis. The programs are posted online (Uribe (2015)).
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APPENDIX C: COMPUTATIONAL TOOLS
Finally, I would like to highlight some of the computational resources I used in the elaboration of this thesis:
• Operating System: Linux Mint Debian Edition Cinnamon 64b.
• Most of the plots and results were programmed in MATLAB® R2014a (GNU Octave).
The MATLAB® function export_fig (file exchange), originally created by Oliver Woodford, was
used to generate all the figures. Other illustrations were made in the vector graphics editor Inkscape
0.48 with ’textext’ extension for LATEX typesetting support.
• The Gmsh finite element grid generator, released under the GNU General Public License, was used for
the geometry description and meshing of the structural models (Geuzaine and Remacle (2009)).
• Computationally expensive calculations were carried out on a university’s computer cluster. The ssh
network protocol for remote connection and the GNU screen command were used for this task.
• The apache subversion (SVN) software versioning and revision control system was used to maintain
current and historical versions of the codes and text files. The Assembla subversion hosting was
chosen as repository (www.assembla.com).
• This monograph was typeset using the LATEX 2ε typesetting system (originally developed by Leslie
Lamport based on TEX created by Donald Knuth), with Memoir class, BibLATEX and ’times’ letter
font. The editing was carried out in Kile 2.0.
felipe@dagobah:∼$
m
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