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PERIODIC ORBITS FOR PERTURBED NON-AUTONOMOUS
DIFFERENTIAL EQUATIONS
B. COLL†, A. GASULL‡ AND R. PROHENS∗
Abstract. We consider non-autonomous diﬀerential equations, on the cylin-
der (t, r) ∈ S1 × Rd, given by dr/dt = f(t, r, ε) and having an open continuum
of periodic solutions when ε = 0. From the study of the variational equations of
low order we obtain successive functions such that the simple zeroes of the ﬁrst
one that is not identically zero control the periodic orbits that persist for the
unperturbed equation. We apply these results to several families of diﬀerential
equations with d = 1, 2, 3. They include some autonomous polynomial diﬀeren-
tial equations and some Abel type non-autonomous diﬀerential equations.
1. Introduction and Main results
Consider the non-autonomous differential equation
dr
dt
= f0(t, r), t ∈ [0, T ], r ∈ Rd, (1)
where d ∈ N and f0 is a real, smooth, T -periodic function in t. Assume that it
has an open continuum of T -periodic solutions. That is, it has solutions ϕ0(t, ρ)
such that ϕ0(T, ρ) = ϕ0(0, ρ) = ρ, for all ρ in a open non-empty neighborhood,
U ⊂ Rd. Consider perturbations of former differential equation, given by
dr
dt
= f(t, r, ε) = f0(t, r) +
m∑
i=1
fi(t, r)ε
i +O(εm+1), (2)
where (t, x) ∈ [0, T ]× Rd, m ∈ N, fi, for each i, is also a smooth real T -periodic
function in t, and |ε| is small enough.
To determine which of the periodic solutions of equation (1) remain, for ε 6=
0, as an isolated periodic orbit (limit cycle) of equation (2) and to fix bounds
for this number of limit cycles is a problem of current interest, see for instance
[1, 4, 8, 14, 21]. Several methods have been developed to approach these questions.
For instance, Abelian integrals, Melnikov functions, averaging theory, Lyapunov
constants or variational equations methods can be used, see [4, 5, 6, 13]. This paper
is concerned with the former approach which in fact goes back to Poincare´. That
is, by using variational equations, we obtain some functions Mi(ρ), i ∈ N, such
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that their simple zeroes give rise to isolated T -periodic solutions of the perturbed
system (2).
The expressions that we obtain of the functions Mi(ρ) are based on the explicit
knowledge of the flow of the unperturbed equation (1). Let ϕε(t, ρ) be the solution
of equation (2) such that ϕε(0, ρ) = ρ ∈ Rd, and assume that it can be written as
ϕε(t, ρ) = ϕ0(t, ρ) +
k∑
i=1
ui(t, ρ)ε
i +O(εk+1), (3)
for some functions ui(t, ρ) such that ui(0, ρ) = 0. For i > 0, when M1(ρ) ≡
· · ·Mi−1(ρ) ≡ 0, we define Mi(ρ) = ui(T, ρ), and by way of notation M0(ρ) ≡ 0.
Note that Mi : U −→ Rd.
As usual, given a smooth function F : Rd → Rd, DρF denotes the Jacobian
matrix of F and DρρF its Hessian matrix.
Our first result is the following:
Theorem 1. Consider the differential equation (2). Let ϕε(θ, ρ) be the solution
such that ϕε(0, ρ) = ρ, written as (3). Assume that ϕ0(T, ρ) = ρ, for all ρ ∈ U .
Hence,
M1(ρ) =
∫ T
0
(Dρϕ0(t, ρ))
−1f1(t, ϕ0(t, ρ)) dt,
M2(ρ) =
∫ T
0
(Dρϕ0(t, ρ))
−1
(1
2
u⊺1(t, ρ)Dρρf0(t, ϕ0(t, ρ))u1(t, ρ)
+Dρf1(t, ϕ0(t, ρ))u1(t, ρ) + f2(t, ϕ0(t, ρ))
)
dt.
Furthermore, for each i ∈ {1, 2}, if Mi−1(ρ) ≡ 0 then, for ε small enough, each
simple zero of Mi(ρ), ρ
∗ ∈ U , gives rise to an isolated T -periodic solution of
system (2). This periodic solution tends, when ε goes to zero, to the solution of
the unperturbed system passing through ρ = ρ∗.
In Remark 5 we also give the expression for M3(ρ). A similar result follows
using this new function.
In the one dimensional case, d = 1, and when f0(t, r) ≡ 0, then ϕ0(t, ρ) = ρ and
simpler expressions forMi, i = 1, ..., 4, are given in next proposition. In Remark 6
we present the corresponding expression for M5(ρ).
Proposition 2. Consider equation (2) with f0(t, r) ≡ 0 and d = 1. Let fi be,
i = 1, . . . , 4, C3([0, T ]×U) functions, T -periodic in t, where U is some open subset
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of R. Hence,
M1(ρ) =
∫ T
0
f1(t, ρ) dt,
M2(ρ) =
∫ T
0
(∂f1
∂ρ
(t, ρ)u1(t, ρ) + f2(t, ρ)
)
dt,
M3(ρ) =
∫ T
0
(1
2
∂2f1
∂ρ2
(t, ρ)u21(t, ρ) +
∂f1
∂ρ
(t, ρ)u2(t, ρ) +
∂f2
∂ρ
(t, ρ)u1(t, ρ)
+ f3(t, ρ)
)
dt,
M4(ρ) =
∫ T
0
(1
6
∂3f1
∂ρ3
(t, ρ)u31(t, ρ) +
∂2f1
∂ρ2
(t, ρ)u1(t, ρ)u2(t, ρ) +
∂f1
∂ρ
(t, ρ)u3(t, ρ)
+
1
2
∂2f2
∂ρ2
(t, ρ)u21(t, ρ) +
∂f2
∂ρ
(t, ρ)u2(t, ρ) +
∂f3
∂ρ
(t, ρ)u1(t, ρ) + f4(t, ρ)
)
dt,
Moreover, the same conclusions that in Theorem 1 hold.
The expressions presented in the above results are equivalent and quite similar
to the ones obtained using averaging theory and given for instance in [4, 17, 18, 19].
We remark that there are some differences in the rational numbers appearing in
the expressions of Mi(ρ), i ≥ 3, because in these works the solution (3) is written
as
ϕε(t, ρ) = ϕ0(t, ρ) +
k∑
i=1
1
i!
ui(t, ρ)ε
i +O(εk+1).
As we have seen, in Theorem 1 and Proposition 2 a key hypothesis is that all
the zeroes of the corresponding Mi(ρ) are simple. We also present a general result
that allows to check this hypothesis when the system Mi(ρ) = 0 is equivalent to a
polynomial system in Rd. For simplicity we state it for d = 2, although it can be
easily extended to higher dimensions. As usual given two polynomials P (x) and
Q(x), Res(P (x), Q(x), x) denotes the resultant of them with respect to x, see [10].
Recall that the resultant vanishes if and only if both polynomials have a common
zero (real or complex).
Proposition 3. Consider a planar polynomial system
P (x, y) = 0, Q(x, y) = 0,
and compute
J(x, y) =
∂P (x, y)
∂x
∂Q(x, y)
∂y
− ∂P (x, y)
∂y
∂Q(x, y)
∂x
,
Rx(y) = Res(P (x, y), J(x, y), x), Sx(y) = Res(Q(x, y), J(x, y), x),
Ry(x) = Res(P (x, y), J(x, y), y), Sy(x) = Res(Q(x, y), J(x, y), y),
T1 = Res(R
x(y), Sx(y), y) ∈ C, T2 = Res(Ry(x), S(x), x) ∈ C.
If T1 6= 0 or T2 6= 0 then all the solutions (real or complex) of the system are
simple.
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To illustrate the above result we present a simple example. Consider the system,
x2 + y2 − 1 = 0, ax+ by + c = 0.
Then T1 = −16b2(b2 + a2)(a2 − c2 + b2) and T2 = −16a2(b2 + a2)(a2 − c2 + b2).
Hence when (b2 + a2)(a2 + b2 − c2) 6= 0 all its solutions are simple.
Remark 4. Sometimes can be useful to decompose the polynomials Rx, Ry, Sx and
Sy in factors. Using these decompositions it can be proved that, in a certain region,
all the solutions of the system are simple.
As far as we know, most papers face the above question solving first the system
of equations and then proving that the solutions are simple, computing the Jaco-
bian on them. Our method is simple and algebraic and works independently of
how complicated is the system, assuming of course that it is given by polynomial
functions. We will apply this approach in Section 4.2.
Section 2 is devoted to the proof of Theorem 1 and Propositions 2 and 3.
In Section 3 we apply our results to find limit cycles for two families of polyno-
mial autonomous systems. As a first example we consider the planar system{
x˙ = −y + x2/2 + εP (x, y),
y˙ = x+ xy/2 + εQ(x, y),
with P and Q quadratic polynomials and prove that we can choose P and Q such
that for ε small enough it has at least two limit cycles. This result is already
known, see [15], but our proof is different.
As a second family we consider the 3-dimensional polynomial vector field of
degree n,  x˙ = −y + εa(x
2),
y˙ = x+ εb(z),
z˙ = εxc(z) + ε2d(z),
(4)
where a, b, c and d are real polynomials with respective degrees [n/2], n, n − 1
and n, and ε is a small parameter. We will show that we can choose a, b, c and
d such that system (4) has ([n/2] − 1)(2n − 1) limit cycles bifurcating from the
continuum of periodic orbits existing for ε = 0, see Proposition 8. Some related
results are given in [9, 17].
The above system gives a simple 3-dimensional example for which we can apply
Theorem 1 and for which all the computations can be done easily, without the
need of using algebraic manipulators. We want to remark that it is not difficult
to construct 3-dimensional polynomial vector fields of degree n having more limit
cycles. For instance, by considering the two dimensional example of degree n, say
x˙ = P (x, y), y˙ = Q(x, y), given in [7] which has O(n2 log n) limit cycles, we can
construct the uncoupled 3-dimensional system
x˙ = P (x, y), y˙ = Q(x, y), z˙ = R(z),
with R a polynomial of degree n having n different real roots, z = zi, i = 1, . . . , n.
It has O(n3 log n) limit cycles, all of them on planes of the form {z = zi} with
R(zi) = 0, i = 1, . . . , n. In fact there are examples of polynomial systems in R3
having infinitely many limit cycles, see [3, 11].
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In Section 4 we present a couple of examples dealing with generalized Abel
equations. First we study the number of limit cycles arising from the equation
dr
dt
= ε
N∑
j=0
f1,j(t)r
j + ε2
N∑
j=0
f2,j(t)r
j + ε3
N∑
j=0
f3,j(t)r
j,
where fi,j is a smooth real T -periodic function in t, and N ≥ 3 is an arbitrary
positive integer number. Note that if N ∈ {0, 1}, then this equation is linear and
it is well known that linear equations have either a continuum of periodic solutions
or at most one limit cycle. In case N = 2 it is a Riccati equation and it has at
most two limit cycles, see for instance [16, 20]. When N = 3, equation (16) is
called Abel equation. There is no upper bound for the number of limit cycles
of Abel equations and for equations that are polynomial in r of degree N, with
N ≥ 3, see [12, 16, 22].
In Proposition 10 we show that for N ≥ 3, Mi(ρ), i = 1, 2, 3 are polynomials
in ρ of degree at most N , 2N − 2 or 3N − 3, respectively, and that these degrees
are attained. Moreover, when N ≤ 6, it is possible to find examples having all the
roots real and simple. This result also helps to understand why for polynomial
equations in r of degree N ≥ 3 the number of limit cycles is unbounded. Each
higher order of perturbation in ε gives rise to more limit cycles.
The proof of [16] showing that there are Abel equations with an arbitrarily
high number of limit cycles is based on studying the non-autonomous differential
equation of the form
r˙ = a(t)r2 + εf(t)r3,
for suitable trigonometric polynomials a and f . Later on, this result has been
extended to differential equations of the form
r˙ = a(t)rn + εf(t)rm,
for most natural numbers n and m, see [12]. Both works use the first order
variational equation and compute M1(ρ). In our second example of Section 4 we
will extend this approach to study systems of coupled generalized Abel equations
of the form, {
r˙ = a(t)r2 + εf(t)rnsm,
s˙ = b(t)s2 + εg(t)rpsq,
for n+m ≥ 3, p+ q ≥ 3 and a, b, f and g trigonometric polynomials.
2. Proof of the main results
We introduce some notations. Given x ∈ Rd, a d × d matrix A = (ai,j) and a
d× d× d matrix B = (bi,j,k) then
x⊺Ax =
∑
i
∑
j
ai,jxixj , x
⊺ (Bx) x =
∑
i
∑
j
∑
k
bi,j,kxixjxk,
where recall that x⊺ stands for the transposed vector of x.
Our proof of Theorem 1 also allows to get the expression ofM3(ρ) which is given
in next remark. Using the same approach it is not difficult of obtain expressions
for Mi(ρ), i ≥ 4 that we omit for the sake of simplicity.
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Remark 5. Assuming the hypotheses of Theorem 1 and the notations of this
section, when additionally f0 ∈ C3([0, T ]×U),
M3(ρ) =
∫ T
0
(Dρϕ0(t, ρ))
−1
(
u⊺1(t, ρ)Dρρf0(t, ϕ0(t, ρ))u2(t, ρ)
+
1
6
u⊺1(t, ρ) (Dρρρf0(t, ϕ0(t, ρ))u1(t, ρ))u1(t, ρ)
+Dρf1(t, ϕ0(t, ρ))u2(t, ρ) +
1
2
u⊺1(t, ρ)Dρρf1(t, ϕ0(t, ρ))u1(t, ρ)
+Dρf2(t, ϕ0(t, ρ))u1(t, ρ) + f3(t, ϕ0(t, ρ))
)
dt.
Proof of Theorem 1 and Remark 5. By imposing that ϕε(t, ρ), given in (3), is a
solution of equation (2) we get the identity
∂ϕ0(t, ρ)
∂t
+
3∑
i=1
∂ui(t, ρ)
∂t
εi +O(ε4) = f0(t, ϕ0(t, ρ)) +Dρf0(t, ϕ0(t, ρ))h(t, ρ, ε)
+
1
2
h⊺(t, ρ, ε)Dρρf0(t, ϕ0(t, ρ))h(t, ρ, ε)
+
1
6
h⊺(t, ρ, ε) (Dρρρf0(t, ϕ0(t, ρ))h(t, ρ, ε))h(t, ρ, ε) +O(ε
4)
+
(
f1(t, ϕ0(t, ρ)) +Dρf1(t, ϕ0(t, ρ))h(t, ρ, ε)
+
1
2
h⊺(t, ρ, ε)Dρρf1(t, ϕ0(t, ρ))h(t, ρ, ε) +O(ε
3)
)
ε
+
(
f2(t, ϕ0(t, ρ)) +Dρf2(t, ϕ0(t, ρ))h(t, ρ, ε) +O(ε
2)
)
ε2
+
(
f3(t, ϕ0(t, ρ)) +O(ε)
)
ε3, (5)
where h(t, ρ, ε) = εu1(t, ρ) + ε
2u2(t, ρ) + O(ε
3), and if fm = (fm,k)k=1,...,d, m =
0, . . . , 3, then Dρfm and Dρρfm stand for the Jacobian and the Hessian matrix,
respectively, of fm
Dρfm =
(
∂fm,k
∂ρi
)
k=1,...,d
, Dρρfm =
((
∂2fm,k
∂ρi∂ρj
))
k=1,...,d
and Dρρρf0 denotes the third order derivative matrix of f0 written as
Dρρρf0 =
((
∂3f0,k
∂ρi∂ρj∂ρl
))
k=1,...,d
.
By collecting terms in ε, ε2 and ε3 into expression (5), we obtain the following
three linear non-homogeneous differential equations for the unknown functions
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ui(tρ), i = 1, 2, 3,
∂u1
∂t
(t, ρ) = Dρf0(t, ϕ0(t, ρ))u1(t, ρ) + f1(t, ϕ0(t, ρ)), (6)
∂u2
∂t
(t, ρ) = Dρf0(t, ϕ0(t, ρ))u2(t, ρ) +
1
2
u⊺1(t, ρ)Dρρf0(t, ϕ0(t, ρ))u1(t, ρ)
+Dρf1(t, ϕ0(t, ρ))u1(t, ρ) + f2(t, ϕ0(t, ρ)), (7)
∂u3
∂t
(t, ρ) = Dρf0(t, ϕ0(t, ρ))u3(t, ρ) + u
⊺
1(t, ρ)Dρρf0(t, ϕ0(t, ρ))u2(t, ρ)
+
1
6
u⊺1(t, ρ) (Dρρρf0(t, ϕ0(t, ρ))u1(t, ρ))u1(t, ρ)
+Dρf1(t, ϕ0(t, ρ))u2(t, ρ) +
1
2
u⊺1(t, ρ)Dρρf1(t, ϕ0(t, ρ))u1(t, ρ)
+Dρf2(t, ϕ0(t, ρ))u1(t, ρ) + f3(t, ϕ0(t, ρ)). (8)
Recall that the solution of the Cauchy problem for the linear differential equa-
tion
dx
dt
= a(t)x+ b(t), x(0) = 0,
is given by x(t) = A(t)
∫ t
0
A−1(s)b(s)ds, where A(t) is a fundamental matrix of the
homogeneous equation. It is well known that ∂ϕ0
∂ρ
(t, ρ) is a fundamental matrix of
the homogeneous linear equation
∂ui
∂t
(t, ρ) = Dρf0(t, ϕ0(t, ρ))ui(t, ρ).
for i = 1, 2, 3. This holds because ∂ϕ0
∂t
(t, ρ) = f0(t, ϕ0(t, ρ)), and then
∂
∂t
(
∂ϕ0
∂ρ
(t, ρ)
)
= Dρf0(t, ϕ0(t, ρ))
∂ϕ0
∂ρ
(t, ρ).
Hence, by imposing the periodicity condition ϕ0(T, ρ) = ρ, we obtain the solu-
tions of equations (6)-(8) at t = T , in the form
ui(T, ρ) =
∫ T
0
(Dρϕ0(s, ρ))
−1bi(s)ds,
where bi(s) is the non-homogeneous part of equations (6)-(8), respectively, as we
wanted to prove.
To end the proof, let us show that each simple zero ofM1(ρ) gives rise, for ε small
enough, to an isolated T -periodic solution of system (2). From (3), ϕε(T, ρ) =
ρ+ εM1(ρ) +O(ε
2). Then,
Π(ρ, ε) :=
ϕε(T, ρ)− ρ
ε
=M1(ρ) +O(ε).
Since ϕ0(0, ρ) = ϕ0(T, ρ) = ρ, we have that
Π(ρ, 0) = 0 and
∂Π(ρ, ε)
∂ρ
∣∣∣∣
ε=0
=M ′1(ρ).
Then, from the implicit function Theorem the result follows.
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In general, if we assume Mi(ρ) ≡ 0, for i = 1, ..., k − 1, then we can apply the
same argument to
ϕε(T, ρ)− ρ
εk
=Mk(ρ) +O(ε).

The proof of Proposition 2 follows using again the above arguments. In next
result we also give the expression of M5.
Remark 6. Under the hypotheses and notations of Proposition 2, when addition-
ally f4 ∈ C4([0, T ]×U),
M5(ρ) =
∫ T
0
(
1
24
∂4f1
∂ρ4
(t, ρ)u31(t, ρ) +
1
2
∂3f1
∂ρ3
(t, ρ)u21(t, ρ)u2(t, ρ)
+
∂2f1
∂ρ2
(t, ρ)(
1
2
u22(t, ρ) + u1(t, ρ)u3(t, ρ)) +
∂f1
∂ρ
(t, ρ)u4(t, ρ)
+
1
6
∂3f2
∂ρ3
(t, ρ)u31(t, ρ) +
∂2f2
∂ρ2
(t, ρ)u1(t, ρ)u2(t, ρ) +
∂f2
∂ρ
(t, ρ)u3(t, ρ)
+
1
2
∂2f3
∂ρ2
(t, ρ)u21(t, ρ) +
∂f3
∂ρ
(t, ρ)u2(t, ρ) +
∂f4
∂ρ
(t, ρ)u1(t, ρ) + f5(t, ρ)) dt.
To end this section we will prove Proposition 3.
Proof of Proposition 3. Let (x0, y0) ∈ C2 be a multiple solution of the system. Re-
call that at any multiple solution the Jacobian function J(x, y) vanishes. Therefore
P (x0, y0) = Q(x0, y0) = J(x0, y0) = 0 we have that R
x(y0) = S
x(y0) = R
y(x0) =
Sy(x0) = 0. Hence T1 = T2 = 0. Therefore the result follows. 
3. Applications to autonomous systems
In this section we apply Theorem 1 to two families of autonomous polynomial
differential equations. The first one is a planar system and the second one is a
three dimensional polynomial system.
3.1. A family of planar vector fields. Consider the family of differential equa-
tions {
x˙ = −y + xHn−1(x, y) + εP (x, y),
y˙ = x+ yHn−1(x, y) + εQ(x, y),
(9)
where Hn−1 is a homogeneous polynomial of degree n− 1 and P and Q are poly-
nomials of degree n. When ε = 0 and
∫ 2pi
0
Hn−1(cos s, sin s) ds = 0, the above
family is formed by isochronous centers. Passing to (r, θ)-polar coordinates, it
writes equivalently as
dr
dθ
=
Hn−1(cos θ, sin θ)rn + εR(r cos θ, r sin θ)
1 + εS(r cos θ, r sin θ)
= Hn−1(cos θ, sin θ)rn + εT (r cos θ, r sin θ) +O(ε2), (10)
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where
R(r cos θ, r sin θ) = cos θP (r cos θ, r sin θ) + sin θQ(r cos θ, r sin θ),
S(r cos θ, r sin θ) = (cos θQ(r cos θ, r sin θ)− sin θP (r cos θ, r sin θ)) /r,
T (r cos θ, r sin θ) = R(r cos θ, r sin θ)− S(r cos θ, r sin θ)Hn−1(cos θ, sin θ)rn.
For ε = 0 it is is easy to obtain its solution as
ϕ0(θ, ρ) =
ρ
n−1
√
1− (n− 1)ρn−1 ∫ θ
0
Hn−1(cos s, sin s) ds
. (11)
This expression proves the isochronism of the unperturbed system and allows us
to get the function M1(ρ) associated to (10). To illustrate its applicability we
present a simple quadratic example, with n = 2 and H1(x, y) = x/2, having two
limit cycles, already studied in [15] using Abelian integrals.
Proposition 7. For ε small enough, there are systems of the form{
x˙ = −y + x2/2 + εP (x, y),
y˙ = x+ xy/2 + εQ(x, y),
with P and Q quadratic polynomials having at least two limit cycles.
Proof. Take P (x, y) and Q(x, y) arbitrary quadratic polynomials. From (11) and
Theorem 1, we get that
M1(ρ) =
1
4
∫ 2pi
0
(2− ρ sin s)2 f1(s, ϕ0(s, ρ)) ds,
where
f1(s, r) = (cos s P + sin sQ)− (cos sQ− sin s P )r cos s
2
,
being P = P (r cos s, r sin s), Q = Q(r cos s, r sin s) and ϕ0(s, ρ) = 2ρ/ (2− ρ sin s)
and 0 < ρ < 2. Hence, after some computations,
M1(ρ) =
p1(ρ
2) + q1(ρ
2)
√
4− ρ2
ρ
,
where p1 and q1 are linear polynomials satisfying p1(0)+2q1(0) = 0. By introducing
the new variable τ 2 = 4− ρ2, for 0 < τ < 2, we get that ρM1(ρ) writes as
N(τ) = (τ − 2)p2(τ),
being p2 an arbitrary polynomial of degree 2. Hence, taking P and Q such that p2
has two simple zeroes in the interval (0, 2), we get that the corresponding quadratic
system has two limit cycles, for ε small enough, as we wanted to prove. 
3.2. A three dimensional polynomial example.
Proposition 8. There exist polynomials a, b, c and d such that, for ε small
enough, the system (4) has ([n/2]− 1)(2n− 1) limit cycles.
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Proof. Using polar coordinates, (r, θ), for the variables (x, y), system (4) writes as
(
dr
dθ
,
dz
dθ
) = εf1(θ, r, z) + ε
2f2(θ, r, z) +O(ε
3)
where fi = (fi,1, fi,2), i = 1, 2 and
f1,1(θ, r, z) = cos θ a(r
2 cos2 θ) + sin θ b(z),
f1,2(θ, r, z) = r cos θ c(z),
f2,1(θ, r, z) =
1
r
(
cos θ a(r2 cos2 θ) + sin θ b(z)
) (
sin θ a(r2 cos2 θ)− cos θ b(z)) ,
f2,2(θ, r, z) = d(z)− c(z)
(
cos2 θ b(z)− sin θ cos θ a(r2 cos2 θ)) .
From Theorem 1, if we write ρ = (ρ1, ρ2) and ui = (ui,1, ui,2), i = 1, 2, then
u1,1(θ, ρ) =
∫ θ
0
f1,1(ψ, ρ) dψ =
∫ θ
0
cosψ a(ρ21 cos
2 ψ) dψ + (1− cos θ) b(ρ2).
Since ∫ θ
0
cos2k+1 ψ dψ = sin θ P (cos2 θ), (12)
for some polynomial function P , by taking Mi = (Mi,1,Mi,2), i = 1, 2, we easily
obtain that M1,1(ρ) ≡ 0. Similarly
u1,2(θ, ρ) =
∫ θ
0
f1,2(ψ, ρ) dψ = ρ1 c(ρ2) sin θ,
and so M1,2(ρ) ≡ 0. Now we proceed by computing M2(ρ). Again by Theorem 1,
we get
M2(ρ) =
∫ 2pi
0
(Dρf1(θ, ρ) u1(θ, ρ) + f2(θ, ρ)) dθ.
Note that
Dρf1(θ, ρ) u1(θ, ρ) =
(
a′(ρ21 cos
2 θ) 2ρ1 cos
3 θ sin θ b′(ρ2)
cos θ c(ρ2) ρ1 cos θ c
′(ρ2)
)(
u1,1(θ, ρ)
ρ1 c(ρ2) sin θ
)
.
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Hence
M2,1(ρ) =
∫ 2pi
0
(
a′(ρ21 cos
2 θ)2ρ1 cos
3 θ u1,1(θ, ρ) + ρ1 c(ρ2) b
′(ρ2) sin2 θ
+
1
ρ1
(
cos θ a(ρ21 cos
2 θ) + sin θ b(ρ2)
) (
sin θ a(ρ21 cos
2 θ)− cos θ b(ρ2)
) )
dθ
=
∫ 2pi
0
(
a′(ρ21 cos
2 θ)2ρ1 cos
3 θ
∫ θ
0
cosψ a(ρ21 cos
2 ψ) dψ
+ a′(ρ21 cos
2 θ)2ρ1 cos
3 θ (1− cos θ) b(ρ2)
)
dθ + ρ1 c(ρ2) b
′(ρ2)pi
+ b(ρ2)
∫ 2pi
0
1
ρ1
(sin2 θ − cos2 θ) a(ρ21 cos2 θ) dθ
= ρ1 c(ρ2) b
′(ρ2)pi
+ b(ρ2)
∫ 2pi
0
((1− 2 cos2 θ) a(ρ21 cos2 θ)
ρ1
− 2ρ1a′(ρ21 cos2 θ) cos4 θ
)
dθ,
where in the last equality we have used again property (12). It is well known that∫ 2pi
0
cos2m θ dθ = 2pi
(2m− 1)!!
(2m)!!
,
where 0!! = 1!! = 1 and 2!! = 2. Hence, by taking a(x) =
[n/2]∑
i=0
aix
i, some simple
computations give that
M2,1(ρ) = piρ1
(
c(ρ2) b
′(ρ2)− 4b(ρ2)
[n/2]∑
j=1
jaj
(2j − 1)!!
(2j)!!
ρ2j−21
)
. (13)
The computation of M2,2(ρ) is similar. We have
M2,2(ρ) =
∫ 2pi
0
(
cos θ u1,1(θ, ρ)c(ρ2) + ρ
2
1 sin θ cos θ c(ρ2)c
′(ρ2) + d(ρ2)
− c(ρ2)(cos2 θ b(ρ2)− sin θ cos θ a(ρ21 cos2 θ))
)
dθ.
Hence,
M2,2(ρ) = pi(2d(ρ2)− b(ρ2) c(ρ2)). (14)
Thus, from (13) and (14), we get the explicit expression of M2(ρ).
By taking b(z) = zn we obtain that M2,2(ρ) can be any polynomial in ρ2 of
degree 2n−1. Fix c and d such thatM2,2(ρ) has 2n−1 non-zeros real roots. Then
for each one of these roots ρ2 = ρ2,i, i = 1, . . . , 2n − 1, consider the values ki =
(c(ρ2,i) b
′(ρ2,i))/(4b(ρ2,i)) = nc(ρ2,i)/(4ρ2,i). It is possible to choose the numbers
aj such that for each i = 1, . . . , 2n− 1 the equation
[n/2]∑
j=1
jaj
(2j − 1)!!
(2j)!!
ρ2j−21 = ki, (15)
12 B. COLL, A. GASULL AND R. PROHENS
has exactly [n/2]− 1 simple positive solutions, say ρ1,i1 , . . . , ρ1,i[n/2]−1 . This can be
seen by noting that, taking suitable aj , the left hand side of equation (15) can be
taken as an arbitrary polynomial in the variable ρ21.
Thus, system (4) has (2n− 1)([n/2]− 1) limit cycles that tend, when ε goes to
zero, to the periodic orbits r = ρ1,ij , z = ρ2,i, i = 1, . . . , 2n− 1, j = 1, . . . , [n/2]−
1. 
4. Applications to non-autonomous systems
In this section we apply our results to two families of non-autonomous differen-
tial equations of Abel type.
4.1. A generalized Abel equation. In this section we study the number of
limit cycles arising from polynomial differential equations of the form,
dr
dt
= ε
N∑
j=0
f1,j(t)r
j + ε2
N∑
j=0
f2,j(t)r
j + ε3
N∑
j=0
f3,j(t)r
j, (16)
where fi,j is a real and smooth T -periodic function in t, and N ≥ 3.
We introduce some notation. Given two integrable function f and g, define
f˜(t) :=
∫ t
0
f(s) ds, g˜f˜ (t) :=
∫ t
0
f(s)
∫
s
0
g(w) dw ds.
Then the relations given in the following lemma hold.
Lemma 9. Let f and g smooth T -periodic functions in t, t ∈ [0, T ], such that
f˜(T ) = g˜(T ) = 0. If I =
∫ T
0
g(t)(f˜(t))2 dt, then:
(i)
∫ T
0
f(t)f˜(t)g˜(t) dt = −I/2, (ii) ∫ T
0
f(t)f˜ g˜(t) dt = I/2,
(iii)
∫ T
0
g(t)f˜ f˜(t) dt = I/2, (iv)
∫ T
0
f(t)g˜f˜(t) dt = −I,
(v)
∫ T
0
f(t)f˜ f˜(t) dt = 0.
We prove:
Proposition 10. Consider equation (16) with N ≥ 3. Then, the function Mi(ρ)
is a polynomial in ρ of degree at most N , 2N − 2 or 3N − 3 when i = 1, 2 or 3,
respectively, and these upper bounds are sharp. Moreover, for N ≤ 6, there are
suitable choices of the functions fi,j(t) for which all roots of Mi(ρ) are real and
simple.
Proof. From Proposition 2, we have
M1(ρ) = u1(T, ρ) =
N∑
j=0
∫ T
0
f1,j(t) dt ρ
j.
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To get M2(ρ) we impose that M1(ρ) ≡ 0, i.e. that
∫ T
0
f1,j(t) dt = 0, for all
j = 1, . . . , N . From Proposition 2, we have that
M2(ρ) =
(
N
∫ T
0
f1,N(t)f˜1,N(t) dt
)
ρ2N−1 +
(
N
∫ T
0
f1,N(t)f˜1,N−1(t) dt
+ (N − 1)
∫ T
0
f1,N−1(t)f˜1,N(t) dt
)
ρ2N−2 +Q2N−3(ρ),
where the coefficient of ρ2N−1 is zero, because
∫ T
0
f1,N(t) dt = 0, and Q2N−3(ρ) is
a polynomial of degree 2N − 3 in the variable ρ. To obtain M3(ρ) we impose that
M2(ρ) ≡ 0. In particular, from the coefficient of ρ2N−2, we need to have∫ T
0
f˜1,N(t)f1,N−1(t) dt = 0. (17)
From Proposition 2 the coefficients of the highest order terms in ρ in M3(ρ) are
M3(ρ) =
(
N(N−1)
2
∫ T
0
f1,N(t)(f˜1,N(t))
2 dt+N2
∫ T
0
f1,N(t)
˜
f1,N f˜1,N(t) dt
)
ρ3N−2
+
(
N(N − 1)
∫ T
0
f1,N(t)f˜1,N(t)f˜1,N−1(t) dt
+ (N−1)(N−2)
2
∫ T
0
(f˜1,N(t))
2f1,N−1(t) dt+N2
∫ T
0
f1,N (t)
˜
f1,N f˜1,N−1(t) dt
+N(N − 1)
∫ T
0
f1,N−1(t)
˜
f1,N f˜1,N(t) dt
+ N(N − 1)
∫ T
0
f1,N(t)
˜
f1,N−1f˜1,N (t) dt
)
ρ3N−3 +Q3N−4(ρ),
where Q3N−4(ρ) is a polynomial of degree 3N−4 in the variable ρ. From Lemma 9
and since
∫ T
0
f1,N (t) dt = 0, M3(ρ) writes as
M3(ρ) =
2−N
2
∫ T
0
f1,N−1(t)(f˜1,N(t))2 dt ρ3N−3 +Q3N−4(ρ).
We note that condition
∫ T
0
f1,N−1(t)(f˜1,N (t))2 dt 6= 0 is compatible with condi-
tion (17), i.e. it is possible to get functions f1,N−1 and f1,N such that both condi-
tions are satisfied. This fact proves the first part of the proof.
To prove that the functionsMi(ρ) can be chosen arbitrarily, let us take f1,j(t) =
αj + βj cos t + γj(sin
2 t − 1/2), f2,j(t) = δj + ηj cos t and f3,j = λj , where αj , βj ,
γj, δj, ηj and λj are arbitrary real numbers, j = 0, . . . , N −1, f1,N = αN +sin4 t+
φ sin t − 3/8, f2,N = δN + sin t and f3,N = λN is an arbitrary real constant. We
note that these functions are 2pi-periodic.
For simplicity, we only present the details for the case N = 3. The other cases
can be studied similarly. To simplify calculations, we take: β0 = β1 = γ0 = 0.
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From Proposition 2 we have that,
M1(ρ) = 2pi
3∑
i=0
αiρ
i,
M2(ρ) =
β2φ
2
ρ4 + δ3ρ
3 + δ2ρ
2 + δ1ρ+ δ0,
M3(ρ) = ρ
6 + (128β22 − 2)ρ5 + (5γ1 + 512β2)ρ4 + (−4γ21 + 1024λ3)ρ3
+ 1024λ2ρ
2 + 1024λ1ρ+ 1024λ0.
Recall that to obtain expression M3(ρ), it is necessary to have M2(ρ) ≡ 0. To
achieve this condition, β2φ = 0, and we have fixed φ = 0. In order to finish
the proof, we observe that all the coefficients of the first two polynomials can be
arbitrarily chosen. Additionally, taking β2 such that 128β
2
2 − 2 = 0, M3(ρ) is
an arbitrary monic polynomial of degree six without the term ρ5. By means of
a suitable translation, it is easy to see that any polynomial of degree six can be
written in this way. Hence the result follows. 
4.2. A planar non-autonomous system. Consider the system of coupled gen-
eralized Abel equations: {
r˙ = a(t) r2 + εf(t) rnsm,
s˙ = b(t) s2 + εg(t )rpsq,
(18)
for n+m ≥ 3, p+ q ≥ 3 and a, b, f and g, T -periodic trigonometric polynomials.
For any ρ = (ρ1, ρ2), let us denote by ϕ0(t, ρ) the solution of equation (18), for
ε = 0, such that ϕ0(0, ρ) = (ρ1, ρ2). In this case,
ϕ0(t, ρ) =
(
ρ1
1− A(t)ρ1 ,
ρ2
1− B(t)ρ2
)
,
where A(t) =
∫ t
0
a(s) ds and B(t) =
∫ t
0
b(s) ds. We assume that A(T ) = B(T ) = 0
to ensure that the unperturbed system has a continuum of periodic orbits. Ap-
plying Theorem 1 we need to compute
(D(ρ)ϕ0(t, ρ))
−1 =
(
(1− A(t)ρ1)2 0
0 (1−B(t)ρ2)2
)
.
Hence
M1(ρ) =
 ρ
n
1ρ
m
2
∫ T
0
f(t)
(1−A(t)ρ1)n−2(1− B(t)ρ2)m dt
ρp1ρ
q
2
∫ T
0
g(t)
(1−A(t)ρ1)p(1−B(t)ρ2)q−2 dt
 . (19)
Proposition 11. There are systems of the form{
r˙ = (cos t) r2 + ε(F1 + F2 sin t+ sin
2 t) r s2,
s˙ = (cos t) s2 + ε(G1 +G2 sin t+ sin
2 t) r2s,
(20)
where Fi and Gi, i = 1, 2, are real constants and ε is small enough, having four
isolated limit cycles.
PERIODIC ORBITS FOR PERTURBED DIFFERENTIAL EQUATIONS 15
Proof. By way of notation, let us write F = (F1, F2) and G = (G1, G2). For
system (20), if M1(ρ) = (M1,1(ρ),M1,2(ρ)) then, by (19),
M1,1(ρ) = ρ1ρ
2
2
∫ 2pi
0
(F1 + F2 sin t+ sin
2 t)(1− ρ1 sin t)
(1− ρ2 sin t)2 dt.
Hence, by assuming that |ρ2| < 1,
M1,1(ρ) =
2ρ1pi
ρ2(1− ρ22)3/2
(
PF (ρ1, ρ2) +QF (ρ1, ρ2)
√
1− ρ22
)
,
where
PF (ρ1, ρ2) = 2ρ1 − ρ2 − 3ρ1ρ22 + 2ρ32 +
(
ρ32 − ρ1ρ42
)
F1 +
(
ρ1ρ2 − 2ρ1ρ32 + ρ42
)
F2,
QF (ρ1, ρ2) = −2ρ1 + ρ2 + 2ρ1ρ22 − ρ32 +
(−ρ1ρ2F2 + ρ1ρ32)F2.
We note thatM1,2(ρ2, ρ1) =M1,1(ρ1, ρ2), by replacing Fi by Gi, i = 1, 2, inM1,1
and assuming that |ρ1| < 1.
Also we observe that, if ρ1 = 0 (resp.: ρ2 = 0), then M1(ρ1, ρ2) = 0, for all ρ2
(resp.: ρ1). Hence, simple solutions of the system
(1− ρ22)3/2
2piρ1
M1,1(ρ) = 0,
(1− ρ21)3/2
2piρ2
M1,2(ρ) = 0, (21)
in D := {(ρ1, ρ2) ∈ R2 : |ρ1| < 1, |ρ2| < 1, ρ1ρ2 6= 0}, give rise to limit cycles of
system (20), for |ε| small enough.
The simple zeroes of system (21) in D are zeroes of the polynomial system{
P 2F (ρ1, ρ2)−Q2F (ρ1, ρ2)(1− ρ22) = 0,
P 2G(ρ2, ρ1)−Q2G(ρ2, ρ1)(1− ρ21) = 0, (22)
in the same domain.
For many values of F and G, system (22) only has one solution in D. We have
found several examples with four solutions. For instance, we fix
F = F = (−1/2,−1/10) and G = G = (−3/5, 3/10).
For these values of F and G, system (22) writes as{
Φ1(ρ1, ρ2) := P
2
F
(ρ1, ρ2)−Q2F (ρ1, ρ2)(1− ρ22) = 0,
Φ2(ρ1, ρ2) := P
2
G
(ρ2, ρ1)−Q2G(ρ2, ρ1)(1− ρ21) = 0.
We will use the Gro¨bner basis approach to solve it. Using the lexicographic order,
we get that the ideal generated by Φ1 and Φ2 is the same that the ideal generated
by four functions, say Bi(ρ1, ρ2), i = 1, . . . , 4. In fact,
B1(ρ1, ρ2) = B1(ρ2) = kRes (Φ1(ρ1, ρ2),Φ2(ρ1, ρ2), ρ1) = ρ
23
2 (ρ
2
2 − 1)6q23(ρ2),
B2(ρ1, ρ2) = p10(ρ2)ρ1 + p39(ρ2),
B3(ρ1, ρ2) = p3(ρ2)ρ
2
1 + p9(ρ2)ρ1 + p39(ρ2),
B4(ρ1, ρ2) = p0(ρ2)ρ
8
1 +
7∑
i=3
p2,i(ρ2)ρ
i
1 + p9(ρ2)ρ1 + p39(ρ2),
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where k ∈ Q, pj or pj,m denote polynomials in Q[ρ2], of degree j, not necessarily
equals.
Since solving Φ1(ρ1, ρ2) = Φ2(ρ1, ρ2) = 0 is equivalent to solve Bi(ρ1, ρ2) = 0, i =
1, . . . , 4, we will deal with this second system, which notice that has a triangular
structure. The first equation gives us the ρ2-coordinates of the possible solutions.
Using the other equations we obtain the first coordinate of the solutions. It turns
out that the system has exactly 10 solutions in D.
Next we show that all these solutions are simple. To prove this we will apply
Proposition 3. Write J(ρ1, ρ2) = det (DΦ(ρ1, ρ2)) . Then
Res(Φ1(ρ1, ρ2), J(ρ1, ρ2), ρ1) = ρ
42
2 (ρ
2
2 − 1)7p34(ρ2),
Res(Φ2(ρ1, ρ2), J(ρ1, ρ2), ρ1) = ρ
19
2 (ρ
2
2 − 1)7p32(ρ2),
and T˜1 := Res(p34(ρ2), p32(ρ2), ρ2) 6= 0, where we denote by pk a suitable poly-
nomial of degree k with integer coefficients. Notice that instead of computing
T1 we have only used some factors of the former functions for computing T˜1, see
Remark 4. Since the lines ρ2 = 0 and ρ
2
2 = 1 are not in D we have already proved
that the 10 solutions are simple. Finally, we have to check which of them are
also zeros of M1(ρ), or in other words we have to discard the ones introduced by
the squaring process. It is not difficult to see that only 4 of them remain. Their
approximate values are:
(0.5687347144, 0.4908073644), (0.4399109306, 0.1414187169),
(−0.6057078106, 0.2243188311), (−0.7297882979,−0.4973407037).
The fact that they are also simple zeroes forM1(ρ) is because the transformations
made to convert the equations into polynomial ones are local diffeomorphisms in
the corresponding domains. 
References
[1] M.A.M. Alwash, Periodic solutions of polynomial non-autonomous diﬀerential equations,
Electron. J. Differential Equations, 84, (2005), 1–8.
[2] I.S. Berezin, N.P. Shidkov, “Computing methods”, Addison-Wesley Publishing Co., Inc.,
London, 1965.
[3] M. Bobien´ski, H. Z˙o ladek, A counterexample to a multidimensional version of the weakened
Hilbert’s 16th problem. Mosc. Math. J. 7, (2007), 1–20.
[4] A. Buica, J.-P. Franc¸oise and J. Llibre, Periodic solutions of nonlinear periodic diﬀerential
systems with a small parameter, Commun. Pure Appl. Anal. 6, (2007), 103–111.
[5] C. Chicone, “Ordinary Differential Equations with Applications”, second ed., Texts in Ap-
plied Mathematics, vol. 34, Springer-Verlag, New York, 2006.
[6] C.J. Christopher, C. Li, “Limit cycles of differential equations”, Advanced Courses in Math-
ematics - CRM Barcelona. Basel: Birkha¨user. viii, 2007.
[7] C.J. Christopher, N.G. Lloyd. Polynomial systems: a lower bound for the Hilbert numbers,
Proc. Roy. Soc. London Ser. A, 450, (1995), 219-224.
[8] A. Cima, A. Gasull, F. Man˜osas, Periodic orbits in complex Abel equations, J. Differential
Equations, 232, (2007), 314–328.
[9] A. Cima, J. Llibre, M.A. Teixeira, Limit cycles of some polynomial diﬀerential systems in
dimension 2, 3 and 4, via averaging theory, Appl. Anal. 87 (2008), 149–164.
PERIODIC ORBITS FOR PERTURBED DIFFERENTIAL EQUATIONS 17
[10] H. Cohen, “A course in computational algebraic number theory”, Graduate Texts in Math-
ematics, 138, Springer-Verlag, Berlin, 1993.
[11] A. Ferragut, J. Llibre, M.A. Teixeira, Hyperbolic periodic orbits from the bifurcation of a
4-dimensional non-linear center, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 17, 6, (2007),
2159–2167.
[12] A. Gasull and A. Guillamon, Limit cycles for generalized Abel equations, Internat. J. Bifur.
Chaos Appl. Sci. Engrg., 16, (2006), 3737–3745.
[13] A. Gasull and J. Torregrosa, A new approach to the computation of the Lyapunov constants,
Comput. Appl. Math., 20, (2001), 149–177.
[14] Y. Il’yashenko, Hilbert-type numbers for Abel equations, growth and zeros of holomorphic
functions, Nonlinearity, 13, (2000), 1337–1342.
[15] C. Li, W. Li, J. Llibre, Z. Zhi-Feng, Linear estimate for the number of zeros of Abelian
integrals for quadratic isochronous centres Nonlinearity 15, (2000), 1775–1800.
[16] A. Lins Neto, On the number of solutions of the equation
∑n
j=0 aj(t)x
j , 0 ≤ t ≤ 1, for which
x(0) = x(1), Invent. Math. 59, (1980), 67–76.
[17] J. Llibre, A. Makhlouf, Limit cycles of polynomial diﬀerential systems bifurcating from the
periodic orbits of a linear diﬀerential system in Rd. Bull. Sci. Math. 133, (2009), 578–587.
[18] J. Llibre, A.C. Mereu, Limit cycles for generalized Kukles polynomial diﬀerential systems.
Nonlinear Anal. 74, (2011), 1261–1271.
[19] J. Llibre, A.C. Mereu, M.A. Teixeira, Limit cycles of the generalized polynomial Lie´nard
diﬀerential equations, Math. Proc. Camb. Philos. Soc. 148, 2, (2010), 363–383.
[20] N.G. Lloyd, On a class of diﬀerential equations of Riccati type, J. Lond. Math. Soc., II.
Ser. 10, (1975), 1–10.
[21] A.A. Panov, The number of periodic solutions of polynomial diﬀerential equations, Math.
Notes, 64, (1998), 622–628.
[22] A.A. Panov, On the diversity of Poincare´ mappings for cubic equations with variable coef-
ﬁcients, Funct. Anal. its Appl., 33, (1999), 310–312.
†∗Dept. de Matema`tiques i Informa`tica, Universitat de les Illes Balears, Es-
cola Polite`cnica Superior, 07122, Palma de Mallorca. Spain
E-mail address : †tomeu.coll@uib.cat, ∗rafel.prohens@uib.cat
‡Dept. de Matema`tiques, Universitat Auto`noma de Barcelona, Edifici Cc 08193
Bellaterra, Barcelona. Spain
E-mail address : gasull@mat.uab.cat
