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Abstract
We consider periodic solutions of Hamiltonian systems in Euclidean spaces whose
motion is constrained to a submanifold M: We prove that under some
nondegeneracy assumptions, periodic solutions persist when the constraint is
replaced by a strong restoring potential.
r 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
Solutions of Hamiltonian systems, whose conﬁguration space is an m-
dimensional manifold MCRmþc; possess very rich structure due to the
geometry and/or topology of M (e.g., geodesic ﬂow on a compact Riemann
manifold always has periodic solutions [9]). However, in some physical and
computational problems the Hamiltonian restricted to M is replaced by a
penalized Hamiltonian on the ambient space Rmþc; i.e., a Hamiltonian with
a strong restoring potential which vanishes on M : Thus a natural question
to ask is what happens to solutions when the constrained problem is
replaced by the penalized problem?
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In this paper, we will show that nondegenerate periodic solutions of some
constrained Hamiltonian systems persist for the penalized problem.
Speciﬁcally, we consider systems which are the Euler–Lagrange equations
of the action functional
AðpÞ ¼
Z

1
2
j ’pj2 þ wðpÞ;
where w is a smooth function on Rmþc and the curve p is restricted to
pAMCRmþc; an m-dimensional Riemannian manifold isometrically em-
bedded in Rmþc: In this case, from the classical d’Alembert-Lagrange
principle, the equation is given by
Dt ’p þ PðpÞw0ðpÞ ¼ 0; pAM ; ð0:1Þ
where PðpÞ is the orthogonal projection from the tangent space TpR
mþc into
the tangent space TpM and Dt is the covariant derivative on TM in the
direction of ’p; i.e., for any curve pAM and VATpM we have DtV ¼ PðpÞ ’V:
The Hamiltonian of the system is given by
H0 ¼ 12 j ’pj
2 þ wðpÞ: ð0:2Þ
The penalized problem that replaces Eq. (0.1) is derived from the action
functional (see, e.g., [1])
AðxÞ ¼
Z

1
2
j ’xj2 þ wðxÞ þ
1
e2
GðxÞ;
where
(a) GðxÞX0 and GjM ¼ 0; and
(b) at any pAM the second derivative G00ðpÞ restricted to NpM; the
orthogonal complement of TpM in TpR
mþc; is positive deﬁnite.
The equation corresponding to the action functional is
x¨ þ w0ðxÞ þ
1
e2
G0ðxÞ ¼ 0: ð0:3Þ
A typical example that satisﬁes these conditions is
GðxÞ ¼ 1
2
disðx; MÞ2 for x close to M ;
where dðx; MÞ is the distance function from a point xARmþc to the Manifold
M :
If one consider solutions of (0.3) which are initially close to M whose
energy
He ¼
1
2
j ’xj2 þ wðxÞ þ
1
e2
GðxÞ ð0:4Þ
is bounded independent of e; then it is easy to see that the penalizing
potential 1e2GðxÞ forces the solution to stay in a neighborhood of M and
x-pAM as e-0: Moreover, since the Hamiltonian He restricted to TM is
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H0 then one expects that the limit p to be a solution to Eq. (0.1). Indeed this
is the case when the solution x has initial data ðx0; ’x0ÞATM; as was proved
by Rubin and Ungar in [11] (see [3,4,6,7,12] for more results on the
convergence of (0.1)–(0.3)).
Theorem. ðRUÞ Let xeðtÞ and x0ðtÞ; tA½0; T 	; be the solution of (0.3) and (0.1)
with initial values xð0ÞAM and xtð0ÞATxð0ÞM; respectively. Then xe-x0 in C1
topology.
In view of this theorem, Eq. (0.3) can be considered as a singular
perturbation of Eq. (0.1). Our result proves the persistence of a non-
degenerate periodic solution for this type of singular perturbation under
some mild nondegeneracy assumptions. Speciﬁcally, let p0ðtÞ be a
nondegenerate T-periodic solution of (0.1), i.e., ’p0ðtÞ is the only periodic
solution of the linearized equation of (0.1), then
Theorem 0.1. Under the above nondegeneracy assumption there exists a
sequence ek-0; k ¼ 1; 2y; such that 8ek ( a nondegenerate T-periodic
solution xk of Eq. (0.3) which is unique up to time translation in a
neighborhood of p0: Furthermore 8tA½0; T 	
jxkðtÞ  p0ðtÞjpce2k j ’xkðtÞ  ’p0ðtÞjpcek:
In proving the theorem, we actually show that there exists a set
L ¼ fl1; l2;yg; Colk ¼ Oðk2Þ;
such that if ECRþ; satisﬁes
1
e2
 l

X 1Rer for any eAE; lAL
for some R > 0 and rAð2
3
; 1	; then Eq. (0.3) has a nondegenerate T-periodic
solution xðtÞ for any small eAE: Furthermore,
jxðtÞ  p0ðtÞjpCe2r; j ’xðtÞ  ’p0ðtÞjpCer
for all tA½0; T 	: In fact, L is the union of the spectra of two second-order
linear differential operators.
The reason that the persistence of periodic orbits cannot be proved for all
e > 0 is due to resonances between the periodic motion in the tangential
directions TM and the normal directions NM : The strong constraining
potential 1e2GðxÞ generates rapid oscillations in the normal directions with
frequencies of order Oð1eÞ: These rapid oscillations become difﬁcult to handle
when they become resonant with the frequency of the periodic orbit p0:
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Recently, Malchiodi [10] studied the equation
x¨ þ
1
e2
V 0ðxÞ ¼ 0; xARn; ð0:5Þ
where the potential V possesses a compact hypersurface M of critical points.
In the repulsive case, i.e.,
V 00ðxÞðnx; nxÞo0 8xAM ; 0anx>TxM:
he proved the persistence of nondegenerate closed geodesics for all small
e > 0: The reason he has no restriction on e is that when V 00o0; unlike the
case V 00 > 0; the dynamic in the normal direction is hyperbolic and thus
normal motions cannot become resonant with the given periodic solutions.
Malchiodi also proved that when V 00 > 0 there exist periodic solutions to
(0.5) for a sequence ek-0 whose limit is some nontrivial closed geodesic.
This result is the inverse of our result for his problem.
To end this section, we demonstrate that Eq. (0.3) can be written as a
geometric singular perturbation problem composed of a slow equation and
a fast equation, where the limit of the slow equation is (0.1). For simplicity,
assume
l ¼ 1 M ¼ fxmþ1 ¼ 0gCRmþ1; GðxÞ ¼ Gðxmþ1Þ ¼ Oðx2mþ1Þ:
Let p ¼ ðx1;y; xmÞ be the coordinate in M and P be the orthogonal
projection to M and y ¼ ’p; d ¼ xmþ1; z ¼ e ’d; then (0.3) becomes
’p ¼ y;
’y ¼ Pw0ðp; dÞ;
e ’d ¼ z;
e’z ¼ G0ðdÞ  e2ðI  PÞw0ðp; dÞ:
8>><
>>>:
ð0:6Þ
As e-0; the limit of (0.6), which is only deﬁned on the so-called slow
manifold fd ¼ z ¼ 0g; takes the form of (0.1)
p¨ þ Pw0ðp; dÞ ¼ 0:
In the repulsive case G00o0; for small e > 0; the slow manifold is normally
hyperbolic, meaning that any nearby orbit of (0.6) either converge to or
diverge from the slow manifold exponentially. In the dynamical system
theory, this situation has been rather well understood using invariant
manifolds [5,8]. In our case G00 > 0; the slow manifold is normally elliptic
and nearby orbits oscillate rapidly. For studies in this situation, see, for
example, [2].
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1. The penalized problem
In this section, we will express the penalized problem (0.3) in a
neighborhood of c0 ¼ fp0ðtÞ; tA½0; T 	gCM in terms of a suitable coordi-
nates system.
Coordinate near the periodic orbit: If the manifold M is parallelizable then
there exist a global orthonormal frame for the normal bundle NM
fn1ðpÞ;y; ncðpÞg
and therefore any point xARmþc in a tubular neighborhood of M can be
expressed in terms of the coordinates ðp; d1;y; dcÞ
x ¼ p þ d  nðpÞ ¼ p þ d1n1 þ?þ dcnc:
If M is not parallelizable we view Eqs. (0.1) and (0.3) as ﬁrst-order
systems in ðp; ’pÞ and ðx; ’xÞ on TM and TRmþl ; respectively. In fact, we only
need to restrict our attention to a tubular neighborhood of the orbit C0 ¼
ðp0; ’p0Þ in TR
mþl ; whose intersection with TM is UCTM: On the vector
bundle NU whose ﬁber at ðp; vÞAU is given by NpM ; we construct an
orthonormal system of vectors which is locally independent of v in the
following manner:
(a) For every ðp; vÞAU we associate a point hðpÞAc0: One way of doing
this is to ﬁnd ðp1; ’p1ÞAC0 closest to ðp; vÞ and to look at a small piece
of c0CM which contains p1; then we deﬁne hðpÞ as the point on that
piece of c0 which is closest to p: Note that hðpÞ is well-deﬁned and is
locally independent of v; and that there is a unique geodesic g joining
p to hðpÞ; provided U is small enough.
(b) Pick
n ¼ fn1ðtÞ; nxðtÞ;y; ncðtÞg
an orthonormal vectors in Np0ðtÞM such that
niðt þ TÞ ¼ niðtÞ; i ¼ 1;y; c 1; ncðt þ TÞ ¼7ncðtÞ
3:
(c) For any ðp; vÞAU deﬁne
Vðp; vÞ ¼ fn1ðp; vÞ;y; ncðp; vÞg
an orthonormal system of vectors for NpU; by the parallel
translation of n from hðpÞ to p along the geodesic g: In the following,
we will slightly abuse the notation by writing VðpÞ and njðpÞ since
they are locally independent of v:
3We say p0 is orientable if nc(t+T)=nc(t) and nonorientable. We will only give the -
proof for the orientable case. The nonorientable case is similar, see 1.
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For any ðx; Y ÞATRmþl near the curve C; let pAM be the point closest to x;
then x and Y can be expressed uniquely using the frame at ðp; PðpÞY Þ:
The derivative of V along any curve ðp; ’pÞAU can be split into a
tangential component P and a normal component L: That is, for a ¼
ða1;y; alÞAR
c
d
dt
ða  nðpÞÞ ¼ a PðpÞ ’p þ LðpÞð ’p; aÞ  nðpÞ;
where
PðpÞ ¼ ðP1ðpÞ;y;PlðpÞÞ; Pj : TpM-TpM ;
LðpÞ :TpM  R
c-Rc:
Clearly P is the second fundamental form of M ; and Lð ’p; Þ is anti-
symmetric.
The penalized equation near the periodic orbit: From the above
construction any curve ðx; ’xÞATRmþc close to U can be expressed in terms
of ðp; dÞAM  Rc
x ¼ p þ d  nðpÞ;
’x ¼ ’p þ ’d  n þ d  ’nðpÞ
¼ ð1þ dPÞ ’p þ ð ’d þLdÞ  n;
where Ld ¼def Lð ’p; dÞ:
To express (0.3) in terms of ðp; dÞ we write the action in terms of these
coordinates
A ¼
Z
jð1þ dPÞ ’pj2  j ’d þLd j2 þ wðp þ d  nÞ þ
1
e2
G;
where G is given by
G ¼ 1
2
/d; G00ðpÞdSþ G1;
and thus the penalized equation is
Dt½ðI þ d  pÞ
2 ’p	 þ ðI þ d  pÞPw0ðpÞ ¼ f ; ð1:1Þ
d¨ þ 2L ’d þ ’Ld þ
1
e2
G00ðpÞd ¼ g; ð1:2Þ
where
f ¼  ð1þ d PÞfLd P ’p þ Pðw0ðp þ d  nÞ  w0ðpÞÞ
þ
1
e2
PG0ðp þ d  nÞg þ d  ðD ’pPÞðI þ d PÞ ’p;
g ¼/ ’p;P ’pS ðI  PÞw0ðp þ d  nÞ þ/ðd PÞ ’p;P ’pS
 L2d 
1
e2
ðI  PÞG01ðp þ d  nÞ:
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Introducing a new variable X ¼ ðI þ dpÞ2 ’p Eq. (1.1) is rewritten as
’p ¼ ðI þ d PðpÞÞ2X ;
DtX ¼ ðI þ d PÞPw0ðpÞ þ f ðp; ’p; d; eÞ
(
ð1:3Þ
and linearize L along p0 Eq. (1.2) is rewritten as
d¨ þ 2L0 ’d þ ’L0d þ
1
e2
G00ðp0Þd ¼ g1ðp; ’p; dÞ þ g2ðp; ’p; d; ’d; t; eÞ; ð1:4Þ
where
L0ðtÞ ¼Lðp0ðtÞÞð ’p0ðtÞ; Þ
g1 ¼/ ’p;p ’pSþ ðI  PÞw0ðp þ dnÞ
g2 ¼/ðd PÞ ’p;P ’pSþ ½ðD ’p0LÞðp0ðtÞÞð ’p0ðtÞ; dÞ  ðD ’pLÞð ’p; dÞ	
þ 2½ðL0 LÞ ’d	 L2d þ ½Lðp0ÞðDt ’p0; dÞ  LðDt ’p; dÞ	
þ
1
e2
½ðG00ðp0Þ  G00ðpÞÞd  ðI  PÞG01ðp; dÞ	:
Here the terms Dt ’p0 and Dt ’p in the above should be replaced by using
Eqs. (0.1) and (0.3).
For a point X ¼ ðp; ’pÞATM close to a point C0ðtÞ ¼ ðp0ðtÞ; ’p0ðtÞÞ and for
small ðd; ’dÞ; we have the following bounds on the nonlinear terms:
i; jAf1; 2g:
jf j; jDif j; jD2ij f jpCðjd j þ jd j
2
e2 Þ;
jD3f j; jD2i3f jpCð1þ jd je2 Þ;
(
ð1:5Þ
jg1j; jg01j; jg
00
1 jpC;
jg2jpCðjd j þ jd j
2
e2 þ disðX;C0ðtÞÞðj
’dj þ jd je2 ÞÞ;
jDig2jpCðj ’dj þ jd je2 Þ;
jD4g2jpC disðX;C0ðtÞÞ;
jD3g2jpC½1þ e2jd j þ e2 disðX;C0ðtÞÞ	;
8>>>><
>>>>:
ð1:6Þ
where Di represents the derivative with respect to the ith variable, and
disðX;C0ðtÞÞ represents the distance on the tangent bundle TM under the
induced metric.
2. Proof of Theorem 0.1
In proving persistence of a nondegenerate periodic solution one
encounters two main difﬁculties. The ﬁrst difﬁculty is the existence of a
zero eigenvalue for the time T map of Eq. (0.1)
ðpð0Þ; ’pð0ÞÞ-ðpðTÞ; ’pðTÞÞ;
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when linearized along the periodic orbit C0 ¼ ðp0; ’p0Þ: Thus in attempting to
construct a periodic solution to Eq. (0.3) (or (1.3)) there is a major difﬁculty in
matching all the coordinates of ðpð0Þ; X ð0ÞÞ with ðpðTÞ; X ðTÞÞ: This difﬁculty
can be overcome by using the Hamiltonian structure of the equation.
The second difﬁculty arises due to the existence of rapid oscillation of
order Oð1eÞ in the normal direction. These oscillations are handled by
ensuring that they do not become resonant with the periodic solution.
With these difﬁculties in mind, we deﬁne two surfaces S0 and S1 that will
exclude time translation and the zero eigenvalue, respectively. We start with
UCRm be a neighborhood of 0; and f : U  Rm-TM a local trivialization
of TM such that
fðy; 0ÞAM fðy1; 0; z1; 0Þ ¼ ðp0ðy1Þ; z1 ’p0ðy1ÞÞ
and let
S ¼ f1fðp; X ÞATM; H0ðp; X Þ ¼ H0ðp0ð0Þ; ’p0ð0ÞÞgCU  R
m
be the constant energy surface passing through u0 ¼ f
1ðp0ð0Þ; ’p0ð0ÞÞ: Then
we deﬁne S0 and S1 as
S0 ¼ fðy; zÞAU  R
m; y1 ¼ 0g; S1 ¼ Tu0S
and let Q denote the projection in R2m onto S1 along the vector u0 which is
transversal to S1:
We also deﬁne the space
Ge ¼ fdAC1½0; T 	; dð0Þ ¼ dðTÞ and ’dð0Þ ¼ ’dðTÞg
endowed with the norm
jjd jje ¼ j ’djLN þ
1
e
jd jLN ;
which takes into account the effects of the oscillations of order Oð1eÞ on the
normal component d:
With this setup, the outline of the proof is as follows:
(1) For dAGe we solve Eq. (1.3) for XðtÞ ¼ ðpðtÞ; X ðtÞÞ
’p ¼ ðI þ d PðpÞÞ2X ;
DtX ¼ ðI þ d PÞPw0ðpÞ þ f ðp; ’p; d; ’d; eÞ
(
with data Xð0ÞAfðS0Þ:
(2) Using the implicit function theorem we show that there exists Xð0Þ
such that Qf1ðXð0ÞÞ ¼ Qf1ðXðTÞÞ (Lemma 2.1).
(3) We plug the solution found in (2) into the right-hand side of
Eq. (1.4)
.%d þ 2L0 ’%d þ ’L0 %d þ
1
e2
G00ðp0Þ %d ¼ g1ðp; ’p; dÞ þ g2ðp; ’p; d; ’d; t; eÞ;
and solve for %dAGe:
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(4) For dAGe small enough we prove that the map d- %d is a contraction
(Lemma 2.3).
(5) We use conservation of energy to conclude that Xð0Þ ¼ XðTÞ;
and thus conclude that x ¼ p þ dn is a periodic solution of
Eq. (0.3)
x¨ þ wðxÞ þ
1
e2
G ¼ 0:
We start the proof by showing
Lemma 2.1. There exists d > 0 independent of e; such that, for any 0oe51
and dAGe; jjd jjepd; substituted into Eq. (1.3), there exists a unique solution
Xðt; d; eÞ ¼ ðpðtÞ; X ðtÞÞ satisfying
(1) Xð0; d; eÞAfðS0Þ; Qf
1XðT ; d; eÞ ¼ Qf1Xð0; d; eÞ;
(2) Xð:; d; eÞ is smooth in d and jDdXjpCðeþ jjd jjeÞ:
Proof. For uAS0 and dAGe solve (1.3) with data Xð0Þ ¼ fðuÞ: Let
F˜ðu; d; eÞ ¼ u  f1XðT ; u; d; eÞ; F ¼ QF˜ : S0  Ge-S1
for e ﬁxed and ðu; dÞAS0  Ge in a small neighborhood of ðu0; 0Þ: F˜ and F are
well-deﬁned smooth maps. For d ¼ 0 and u ¼ u0AS0; XðtÞ ¼ ðp0ðtÞ; ’p0ðtÞÞ is
a nondegenerate periodic orbit of (1.3). Therefore
F˜ðu0; 0; eÞ ¼ 0;
dimNullðD1F˜ðu0; 0; eÞÞ ¼ 0;
dimRangeðD1F˜ðu0; 0; eÞÞ ¼ 2m  1:
From conservation of energy when d ¼ 0
H0ðXðTÞÞ ¼ H0ðXð0ÞÞ;
which implies, by varying the initial data of X;
/H 00; ðX IÞxS ¼ 0:
Therefore
RangeðD1F˜ðu0; 0; eÞÞCS1;
and because of the dimension match we obtain RangeðD1F˜Þ ¼ S1: Since Q is
a projection on S1 and F ¼ QF˜; we conclude
D1F ðu0; 0; eÞ ¼ QD1F˜ðu0; 0; eÞ ¼ D1F˜ðu0; 0; eÞ:
Consequently, the map F satisﬁes
F : S0  Ge-S1 F ðu0; 0; eÞ ¼ 0;
D1F ðu0; 0; eÞ : S0-S1 is an isomorphism:
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Using the bounds on f given in (1.5) we can estimate derivatives of F for
jjd jjepd and d˜AGe by
jD1F ðu; d; eÞj þ jD21F ðu; d; eÞjpC;
jD2F ðu; d; eÞd˜j þ jD1D2F ðu; d; eÞd˜jpCðeþ jjd jjeÞjjd˜jje;
where the constant C and d are independent of e: Therefore, by the implicit
function theorem we conclude that for 0oe51 there is a d independent of e
such that if jjd jjeod then F ¼ 0 has a unique solution in a neighborhood of
u0
F ðuðd; eÞ; d; eÞ ¼ 0 and jDduðd; eÞjpCðeþ jjd jjeÞ: &
In order to solve Eq. (1.4) for a solution dðtÞ with the boundary condition
dð0Þ ¼ dðTÞ; ’dð0Þ ¼ ’dðTÞ; we need to study the second-order differential
operator
S ¼
d2
dt2
þ 2L0
d
dt
þ ’L0:
Let lX1 and z; h : ½0; T 	-Rc satisfy
Sz ¼ z¨  2L0ðtÞ’z  ’L0ðtÞz ¼ lG00ðp0ðtÞÞz þ h;
zð0Þ ¼ zðTÞ; ’zð0Þ ¼ ’zðTÞ:
(
ð2:1Þ
Lemma 2.2. There exists a set LCR in the form of
fl1; l2;yg; Colk ¼ Oðk2Þ;
such that,
j’zjC0ð0;TÞ þ l
1
2jzjC0ð0;TÞpC 1þ
l
1
2
dðl;LÞ
0
@
1
AjhjL2ð0;TÞ; ð2:2Þ
where dðl;LÞ represents the distance. Furthermore, if hAH1ð0; TÞ; hð0Þ ¼
hðTÞ; and dðl;LÞ1od where d > 0 is small but independent of l; then
jz¨jC0ð0;TÞ þ l
1
2j’zjC0ð0;TÞ þ ljzjC0ð0;TÞpC 1þ
l
1
2
dðl;LÞ
0
@
1
AjhjH1ð0;TÞ: ð2:3Þ
Proof. Deﬁne an inner product on L2ð0; TÞ as
/z1; z2S1 ¼
Z T
0
z1ðtÞ  G00ðp0ðtÞÞz2ðtÞdt; z1; z2AL2ð0; TÞ:
It is clear that ðG00ðp0ðtÞÞ
1S is self-adjoint under /; S1 on L2ð0; TÞ: Let
L0 be the set of its eigenvalues. For any z; hAL2ð0; TÞ satisfying (2.1) and
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leL0; we have
jzjL2ð0;TÞp
C
dðl;L0Þ
jhjL2ð0;TÞ; ð2:4Þ
jz¨jL2ð0;TÞ þ l
1
2j’zjL2ð0;TÞp
Cl
dðl;L0Þ
jhjL2ð0;TÞ; ð2:5Þ
when L0CL; inequality (2.2) follows from multiplying (2.1) by ’z and using
(2.5).
Next, we will obtain better estimates on ’z under the condition that
hAH1ð0; TÞ; and hð0Þ ¼ hðTÞ: Let KðtÞ be an l  l matrix satisfying
’KðtÞ ¼ L0ðtÞKðtÞ; Kð0Þ ¼ I :
It is clearly that KðtÞ is orthogonal for any t: Let
vðtÞ ¼ KðtÞ1zðtÞ; w ¼ ’v;
then it is easy to verify, that
ððK1G00ðp0ðtÞÞ
1KÞ ’wÞt ¼ lw  ðK
1G00ðp0ðtÞÞ
1L20KvÞt
þ ðK1G00ðp0ðtÞÞ
1hÞt; ð2:6Þ
wð0Þ ¼ KðTÞwðTÞ; ’wð0Þ ¼ KðTÞ ’wðTÞ; ð2:7Þ
where we used the assumption that hð0Þ ¼ hðTÞ to derive (2.7).
Clearly, the operator d
dt
ððK1G00ðp0ðtÞÞ
1KÞ d
dt
Þ is self-adjoint under the
above boundary condition and the usual inner product /; S on L2ð0; TÞ:
Let L1 be the set of its eigenvalues and
L ¼ L0,L1:
If dðl;LÞ1od where d > 0 is small, then from a similar argument as above
we have
j’vjL2ð0;TÞ ¼ jwjL2ð0;TÞp
C
dðl;LÞ
jhjH1ð0;TÞ;
jz¨tjL2ð0;TÞ þ l
1
2jz¨jL2ð0;TÞp
Cl
dðl;LÞ
jhjH1ð0;TÞ: ð2:8Þ
Inequality (2.3) can be derived by multiplying (2.6) by ’w and using (2.8),
(2.6). &
To avoid resonances we restrict e to the set
ER;r ¼ e > 0 j
1
e2
 l

X 1Rer for any lAL
 
ð2:9Þ
for rAð2
3
; 1	; R > 0: Since the eigenvalues in the set L grow like Oðk2Þ; ER;r is
not empty for any R > 0 and ro1: When r ¼ 1; ER;r is not empty if R is
large.
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Assuming that dAGe is small, we substitute d and ðpðtÞ; X ðtÞÞ; given by
Lemma 2.1, into the right-hand side of Eq. (1.4)
S %d þ
1
e2
G00ðp0ðtÞÞ %d ¼ g1ðp; ’p; dÞ þ g2ðp; ’p; d; dt; t; eÞ; ð2:10Þ
and solve for %d; under the boundary conditions dð0Þ ¼ dðTÞ; ’dð0Þ ¼ ’dðTÞ:
From Eq. (1.3) ’p ¼ ðI þ d PðpÞÞ2X which imply that ’p and Dd ’p satisﬁes
the same estimate as ðp; X Þ:
Deﬁne the map C as CðdÞ ¼ %d; and let yA½2
3
;rÞ:
Lemma 2.3. For small eAER;r; C is a contraction on
B ¼ fdAGe j jjd jjepeyg:
Proof. For any dAB; let
aðdÞ ¼ g1ðpðTÞ; ’pðTÞ; dðTÞÞ  g1ðpð0Þ; ’pð0Þ; dð0ÞÞAR
c;
where p and ’p and given by d and Lemma 2.1. Again by the same lemma we
know that a is smooth in dAGe and
að0Þ ¼ 0; jDdajpCðeþ jjd jjeÞ: ð2:11Þ
Since 1e2eL; then by Lemma 2.2 %dAGe; the solution to (2.10), is uniquely
deﬁned for any dAB: Now write %d ¼ a þ b where aðtÞ; bðtÞAGe are solutions
of
Sa þ
1
e2
G00ðp0ðtÞÞa ¼ g1ðp; ’p; dÞ  at; ð2:12Þ
Sb þ
1
e2
G00ðp0ðtÞÞb ¼ g2ðp; ’p; d; ’d; e; tÞ þ at: ð2:13Þ
From (1.6), (2.2), and (2.11) we have
jjbjjepCðerjjd jje þ er1jjd jj2e þ er2jjd jj3e ÞpCe3yþr2pCer;
where we used the following estimate obtained from Lemma 2.1 part (2),
dððp0ðtÞ; p0tðtÞÞ; ðpðtÞ; ’pðtÞÞÞpCðeþ jjd jjeÞjjd jje:
On the other hand, by the choice of a the right-hand side of Eq. (2.12)
h ¼ g1  at satisﬁes the hypothesis of Lemma 2.2. Therefore, Eqs. (1.6),
(2.3) and (2.11) imply
jjajjepCer:
Thus,
jj %djjepCerpey: ð2:14Þ
To show that C is a contraction we consider diAB; i ¼ 1; 2; and let
ai; bi; %di be deﬁned as above. From a similar argument as before we have
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from (1.6), and (2.11),
jjb1  b2jjepCe2yþr2jjd1  d2jje:
Again, it follows from (1.6), and Lemma 2.1, that
jg1ðp1; p1t; d1Þ  g1ðp2; p2t; d2Þ þ tðaðd1Þ  aðd2ÞÞjH1ð0;TÞpCjjd2  d1jje;
which implies
jja2  a1jjepCerjjd2  d1jje:
Therefore,
jj %d2  %d1jjepCe2yþr2jjd2  d1jje:
Since 2yþ r 2 > 0 and e is small, then C is a contraction. &
Now we ﬁnish the proof of the theorem with the following observations.
From Lemma 2.3 and the Contraction Mapping we conclude that for any
sufﬁciently small eAER;r; there exists a unique solution dAGe to Eq. (1.4).
Lemma 2.1 gives ðpðtÞ; X ðtÞÞ a solution to (1.3) corresponding to this d:
Therefore,
xðtÞ ¼ pðtÞ þ dðtÞ  nðpðtÞÞ
is a solution of Eq. (0.3).
Since dAGe; then xðtÞ is a T-periodic solution if ðpðtÞ; X ðtÞÞ is periodic.
Lemma 2.1 and the choice of the local trivialization f imply pðTÞ ¼ pð0Þ and
Qf1ðpðTÞ; X ðTÞÞ ¼ Qf1ðpð0Þ; X ð0ÞÞ:
From conservation of energy we obtain j ’xð0Þj ¼ j ’xðTÞj and therefore
jXð0Þj ¼ jXðTÞj: Since the NullQ is one dimension, then we conclude that
p is T periodic.
Remark 1. If the unperturbed periodic solution p0 is not orientable, we
extend nl of the normal frame fn1ðtÞ;y; nlðtÞg in an anti-periodic way. For
any sA½0; T 	; let V ðsÞ be the orthogonal complement of spanf ’p0ðsÞg in
Tp0ðsÞM ; i.e.
V ðsÞ ¼ fvATp0ðsÞM j/v; ’p0ðsÞS ¼ 0g:
V is a vector bundle over the curve p0: In a neighborhood of the curve
ðp0; ’p0Þ in TM;
ðp; uÞ ¼ cðs; v; uÞ ¼ ðexpp0ðsÞv; uÞ; vAV ðsÞ; uATpM
is a smooth coordinate system, where exp is the exponential map. Extend
fn1ðsÞ;y; nlðsÞg to fn1ðs; v; uÞ;y; nlðs; v; uÞg by parallel translation along the
geodesic expp0ðsÞðtvÞ: It is clear that it is an orthonormal frame of Nðs;vÞM
locally independent of u and
n1ðs þ T ; v; uÞ ¼ n1ðs; v; uÞ;y; nl1ðs þ T ; v; uÞ ¼ nl1ðs; v; uÞ;
nlðs þ T ; v; uÞ ¼ nlðs; v; uÞ:
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The existence of periodic orbits for Eq. (0.3) will follow from the same
procedure except dl should satisfy anti-periodic boundary condition, instead
of periodic boundary condition. In this case, the corresponding resonant set
L will be different.
References
[1] V.I. Arnold, Mathematical Methods of Classical Mechanics, Springer-Verlag, New York,
Heidelberg, 1978, 462pp.
[2] T. Ahn, R.S. Mackay, Dynamics of relative phases: generalised multibreathers, Nonlinear
Dynamics 25 (2001) 157–182.
[3] F. Bornemann, Homogenization in Time of Singularly Perturbed Mechanical Systems,
Lecture Notes in Mathematics, Vol. 1687, Springer-Verlag, Berlin, 1998, 156pp.
[4] F. Bornemann, C. Shu¨tte, Homogenization of Hamiltonian systems with a strong
constraining potential, Physica D 102 (1997) 57–77.
[5] N. Fenichel, Geometric singular perturbation theory for ordinary differential equations, J.
Differential Equations 31 (1979) 53–98.
[6] R. Froese, I. Herbst, Realizing holonomic constrains in classical and quantum mechanics,
AMS/IP Stud. Adv. Math. 16 (2000) 121–131.
[7] R. Froese, I. Herbst, Realizing holonomic constrains in classical and quantum mechanics,
Comm. Math. Phys. 220 (2001) 489–535.
[8] C.K.R.T. Jones, Geometric singular perturbation theory, in: R. Johnson (Ed.), Dynamical
Systems (Montecatini Terme 1994), Lecture Notes in Mathematics, Vol. 1609, Springer,
Berlin, 1995.
[9] W. Klingenberg, Riemannian Geometry, Walter de Gruyter & Co., Berlin, New York,
1982, 396pp.
[10] A. Malchiodi, Adiabatic limits of closed orbits for some Newtonian systems in Rn;
Asymptotic Anal. 25 (2001) 149–181.
[11] H. Rubin, P. Ungar, Motion under a strong constraining force, Comm. Pure Appl. Math.
10 (1957) 65–87.
[12] F. Takens, Motion under the inﬂuence of a strong constraining force, in: Z. Nitecki,
C. Robinson (Eds.), Global Theory of Dynamical Systems, Lecture Notes in Mathematics,
Vol. 819, Springer, Berlin, 1980, pp. 425–445.
J. Shatah, C. Zeng / J. Differential Equations 186 (2002) 572–585 585
