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Abstract
Identification of taxa can be significantly assisted by statistical classi-
fication in two major ways. With a collection of subjects with common
traits measured, it is possible to determine combinations of trait mea-
surements that signify each taxon in question. These decision regions also
make it possible to classify new observations. In this paper we present
a general Bayesian approach for classifying observations based on traits,
whose measurements follow some (latent) multivariate Gaussian distribu-
tion, by analysis of an original, example data set. Decision rules based
on supervised learning and blockwise Gibbs sampling are presented that
either predict a specific category or fuzzy versions that rather predict
a set of categories containing the most probable categories. This fuzzy
discriminant analysis employs a unified framework of set valued reward
functions. We also present a way of safeguarding for outlying new obser-
vations, based on a multivariate type of p-values. Finally, we incorporate
model selection through cross-validation on another original data set.
1 Introduction
The general field of population ecology relies on correct classification of organ-
isms to taxa, which in turn requires that reliable and detailed data is available.
Classification is, in its general form, performed using observations of traits.
These can be morphological or genetic, but in either case there is some kind
of reference material (or a training data set) to which the registered data is
compared and matched. Deciding which taxa to assign a particular subject to
is based on which referential material is the most similar. Constructing the
referential material is in itself a difficult task, but one we shall not consider
in this paper. Without a reference material, which serves as training data, the
nature of our problem would correspond to unsupervised learning and to a large
extent fall under general model-based clustering (Fraley and Raftery, 2002; Mc-
Parland et al., 2014, 2017) of observations taken from a mixture of multivarian
Gaussian distributions. The popular R-package mclust’s (Scrucca et al., 2016)
comprehensive take on classification and clustering for Gaussian mixtures, in a
frequentist setting, includes many of these methods.
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To the authors’ knowledge, there has been no published interpretable and
general solution to the issue of statistically comparing the observed taxonomic
traits to the referential material. The widely used work of Svensson (1992)
in bird species identification makes rich use of numerical combinations (often
refered to as “wing formulae”) of trait observation.s to classify birds to taxa, but
offers no general solution. The method presented in this paper is a generalization
of the approaches suggested in Svensson (1992) and Malmhagen et al. (2013).
Modern approaches to species classification include the Merlin Bird ID soft-
ware, by the Cornell Lab of Ornithology1. Merlin Bird ID uses convolutional
neural networks for image recognition (LeCun et al., 1989) and gives the user
a ranked list of species to choose from. Due to the machine learning approach
parameter interpretability is complicated, and not accessible to the user. In
this paper we develop a method that makes it possible to conclude what trait
measurements signify various taxa, as an alternative to neural networks and
other black box methods. It can be summarized as an instance of Bayesian
discriminant analysis, where parameters are estimated from training data by
means of blockwise Gibbs sampling (Geman and Geman, 1984). Since we also
allow for uncertainty of the classified taxa, our methods could also be labeled
as fuzzy classfication or fuzzy discriminant analysis (Chow, 1970; Ripley, 1996;
Herbei and Wegkamp, 2006).
The primary scenario for which we envision use of our proposed method in
as follows: A researcher has a desire to construct a procedure to classify subjects
into a, usually small, number of taxa. The procedure should not require any
advanced or expensive technology, but rather be viable using only visual obser-
vations or simple measurements from everyday tools, such as rulers, callipers
and scales. Such a procedure might be widely used in data collection by popu-
lation ecologists, putting very high requirements on the classification procedure
in order to avoid misclassifications. It is assumed that the researcher has access
to training data where each subject has a know taxon, and the traits shared by
the taxa are observed for the subjects, although not neccessarily perfectly. To
achieve the goal, the researcher would apply our proposed methodology and, if
feasible, derive a comprehensive list of which trait observations that signify the
various taxa, and which are ambiguous.
The secondary scenario for using our methodology is that in which an agent
desires to classify an organism to a taxon, but is unable to do so without some
kind of aid. This could be due to inexperience of the considered taxa, or because
the number of traits and the number of different outcomes of the traits are
too vast to remember. In such a situation, our method can provide tailored
prediction of a taxon given the observed traits.
Already at this point we notice some of the requirements on a general statis-
tical methodology for the scenarios that we envision; the data can be a mixture
of various types of observations (continuous, integer valued, ordered categor-
ical), there might be partial observations (due to e.g. rounding or grouping)
or missing values. We will use the umbrella term obfuscated observations for
partial and missing observations. As an additional requirement, we must also
be able to provide some kind of cutoff for the risk of misclassifying a subject,
to adhere to the importance of correct classification for population ecology pur-
poses. For instance, an observation of a species outside of it’s expected area of
1See merlin.allaboutbirds.org.
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occurence has much more impact than an observation of a frequently occuring
species. Hence one may prefer that the classifier signals for the rare species
when the degree of belief in it is much higher than for the other species.
Another aspect of population ecology data is that taxonomic trait measur-
ments are usually informative conditional on other information. In other words,
the same value of a trait measurement might indicate different taxa for a subject,
depending on the particular subject’s additional information. We will summa-
rize this additional information in terms of a set of covariates, and construct
our classifier conditional on the covariate information for each subject. More-
over, we will allow variances of and covariances between traits to depend on
covariates, essentially relaxing any assumption of homoscedasticity.
Our paper is organized as follows. In Section 2, we present the real world
application, with original data, which we will employ as we present and analyze
our method of classification. The core models, multivariate and multiple regres-
sion with Gaussian errors for perfectly observed data, and the corresponding
latent Gaussian models for obfuscated data, are presented in Section 3 in gen-
eral but concise terms, and specified for our type of data. In our classification
setting, this core model is strongly inspired by Bayesian Quadratic Discrimi-
nant Analysis (Geisser, 1964), and the way in which we extend it to encompass
various types of observations and obfuscations draws on work by McParland
et al. (2014) and McParland et al. (2017) for Bayesian Item Response Theory
models. In both of the aforementioned papers, the inclusion of covariates is
mentioned as an extension in the discussion sections. Here we contribute to this
extension, assuming that both the location and the scale parameter of the latent
Gaussian distribution are allowed to depend on covariates. Section 4 presents
canonical maximum aposteriori classification (assigning new observations to cat-
egories/taxa) and a fuzzy extension which allows several taxa to be classified,
based on a maximizing a general set valued reward function. Moreover, we
add an option of rejecting all categories for outlying trait measurement, where
outlyingness is quantified in terms of a multivariate p-value. Chow (1970) and
Herbei and Wegkamp (2006) present rejection options for binary classification,
and here we extend it to an arbitrary number of categories. In Section 5 we
propose model selection (both for traits and covariates) through cross-validation
and apply it on another original data set. Section 6 contains the discussion. We
have moved most of the mathematical details to the appendices, and will refer
to them accordingly.
As a final note, we stress that the presented approach in no way is limited to
population ecology data and classification of subjects to taxa. It is applicable
more generally for fuzzy classification of traits vectors whose components might
be of different types.
2 Bird species classification
In order to showcase in detail the use of our method, we will present an example
of bird species classification using an original data set collected in part by the
first author. A minor subset of this primary data set was used in Walinder
et al. (1988) and Malmhagen et al. (2013), articles that apply various statistical
classification approaches for identifying taxa, but the data set as a whole is
unpublished. We will also make use of a second original, unpublished data set
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in Section 5, the details of which we present in that section. Both data sets
were collected by the Falsterbo Bird Observatory.
The primary data set concerns four morphologically similar warblers in the
Acrocephalus genus; Eurasian Reed Warbler (Acrocephalus scirpaceus), Marsh
Warbler (Acrocephalus palustris), Blyth’s Reed Warbler (Acrocephalus dumeto-
rum) and Paddyfield Warbler (Acrocephalus agricola). They constitute a typical
example of species that experts with long experience can classify through visual
observation, whereas those with less experience usually need measurements of
particular traits to aid their classification. Our material contains measurements
of these traits for birds that have been identified by experts.
Data on the species was collected from wild birds captured and ringed in
Falsterbo, Sweden, and from museum specimens at the museums of natural
history in Stockholm, Copenhagen, and Tring. All birds have three traits of
main concern, the wing length (measured as described in Svensson, 1992), the
notch length of feather P2 (measured as described in Figure 1 of Malmhagen
et al., 2013) and the relative position of the P2 notch to the rest of the wing,
referred to as the notch position (taken as described in Svensson, 1992). For
those with less experience of bird topography, these are all measurements of
different parts of the wing. The only covariate is age, and it is binary, with
levels juvenile and adult. Age is included as a covariate due to a suspected
change in the trait distribution (both location and scale) between the birds’
juvenile and adult plumages.
Ideally, wing length and notch length are measured continuously, but in
reality this is impossible. Instead, wing length is rounded to integer millimeters,
as this is the typical unit that gives consistent measurements. By the same
rationale notch length is rounded to half millimeters. Finally, notch position
is ordered categorical by definition. It measures where in relation to the other
wing feathers the notch is positioned and it is denoted by the feather closest to
the notch.
Overall we have 54 155 observed birds, and these constitute the referential
data for this classification problem. These are distributed as presented in Table
1. The uneven distribution of observations across taxa will be commented on
throughout the analysis of the data set.
Table 1: The distribution of the Warbler dataset over measured covariates and
traits. Note that the Paddyfield Warbler has few observations overall, but al-
most all of them are complete, whereas the Reed Warbler has many observations
but very few of them are complete.
Species
Covariate Reed
Warbler
Blyth’s Reed
Warbler
Paddyfield
Warbler
Marsh
Warbler
juveline 36 034 41 19 2 575
adult 14 536 68 12 870
Trait
wing 50 559 109 31 3 404
notch 1 302 109 30 2 791
notchfall 487 109 31 456
Tot. no. birds 50 570 109 31 3 445
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3 Model formulation
We will now present the model for the case where all trait measurements are
continuous and perfectly observed and thereafter for the case where the vector
of trait measurements contains different types of values, some of which might
be missing.
3.1 Ideal case; no obfuscated trait measurements
Suppose we have N different categories, contained in the set N = {1, . . . , N},
with prior probabilities pi = (pi1, . . . , piN ). With full data we measure q traits
and p covariates of each subject. Let Yijk be the measurement of trait k for
subject j in category i, where 1 ≤ i ≤ N , 1 ≤ j ≤ ni, 1 ≤ k ≤ q and ni is the
number of subjects in category i. We assume that
Yij = (Yij1, . . . , Yijq) ∼ N (mij ,Σij)
are independent random vectors having a multivariate normal distribution, with
mij = (mij1, . . . ,mijq) and Σij = (Σijkl)
q
k,l=1
being the mean vector and the covariance matrix of subject j of category i. Let
also
xij = (1, xij1, . . . , xijp) = (xijm)
p
m=0
be the covariate vector of subject j of category i. Trait vectors and covariate
vectors of category i are rows in the matrices Yi =
(
Y >i1 , . . . , Y
>
ini
)>
and Xi =(
x>i1, . . . , x
>
ini
)>
respectively, where > refers to matrix transposition. We now
proceed by formulating a multivariate and multiple regression model
Yi = XiBi + Ei (1)
for category i, where Bi = (Bimk;m = 0, . . . , p; k = 1, . . . , q) is the regression
parameter matrix, whose first row consists of intercepts for the q traits, mij is
the jth row of XiBi, and Ei =
(
E>i1, . . . , E
>
ini
)>
is an error term matrix with
independent rows Eij ∼ N(0,Σij).
For use in the construction of a joint prior, and later the derivation of the
marginal posterior distributions of the parameters, the vectorized form of our
regression model is needed. Denote the operation of appending columns of a
matrix by vec(·) (we will also make use of the inverse operation vec−1(·) on
column vectors) and rewrite (18) as
Ui = vec(Yi) = Ziβi + vec(Ei) (2)
with βi = vec(Bi). Denoting an identity matrix of rank q with Iq and using the
matrix tensor product ⊗,
Zi = Iq ⊗Xi =

Xi 0 · · · 0
0 Xi
. . .
...
...
. . .
. . . 0
0 · · · 0 Xi
 (3)
5
is a block-diagonal matrix with q blocks along the diagonal.
Now suppose we have A covariance classes α = 1, . . . , A for category i such
that
Σij = Σ
α
i if xij ∈ Xα, (4)
where X = X 1∪. . .∪XA is a disjoint decomposition of the predictor space X . As-
suming a prior on each of the columns of Bi, and letting it be N
(
(bi0k, . . . , bipk)
>
= bik,ΣBi
)
for k = 1, . . . , q, implies the prior
N
((
b>i1, . . . , b
>
iq
)>
= βi0, Iq ⊗ΣBi = Σβi
)
on βi. Further, assuming prior inde-
pendence and imposing an Inverse-Wishart distribution Σαi ∼ IW (ν0,V0) on
the covariance matrices in (21) for α = 1, . . . , A, we get the joint prior
p(βi,Σ
1
i , . . . ,Σ
A
i ) = p(βi)
A∏
α=1
p(Σαi ) (5)
for the parameters of category i.
Write Di = (Xi,Yi) for the training data of category i and let (x, Y ) be a
new obervation that we want to classify. The classifier in Section 4 will involve
the density ωi = f(Y ;x|Di) = E[f(Y ;x, θi|Di)] of this new observation, in case
it belongs to category i, where f(Y ;x; θi) is the density function of the trait
vector Y conditional on the covariate vector x and the parameter vector θi. For a
detailed derivation of the collection of model parameters θi =
(
Bi,Σ
1
i , . . . ,Σ
A
i
)
and the posterior category weights (ω1, . . . , ωN ) we refer to Appendix A. The
Monte Carlo approximations of θi and ωi, i ∈ N are
θˆ
(Bayes)
i =
1
Ri
Ri∑
r=1
θir (6)
and
ωˆi =
1
Ri
Ri∑
r=1
f(Y ;x, θir) (7)
respectively, where Ri is the number of samples drawn from the posterior dis-
tribution of θi, with θir the parameter vector obtained through blockwise Gibbs
sampling in simulation run r.
3.2 General case; all types of obfuscation may occur
Overall our setup is the same as in Section 3.1, but now we suppose there is only
partial information about the complete training data set D = {(Xi,Yi); i =
1, . . . , N}. Due to some obfuscation, which could be due to rounding, grouping,
categorization or lost measurements of some traits, we only know that
Yij ∈ Sij = Sij1 × · · · × Sijq,
i.e. the complete trait vector Yij for subject j of category i is contained in a hy-
perrectangle Sij , whose components are given by {Sijk}qk=1. These components
are sets, ranging in possible size from singletons to infinite intervals of R, and
they are given by
Sijk =
{
Yijk, k /∈ Kij ,
(cijk, dijk] , k ∈ Kij ,
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where Kij = {k; 1 ≤ k ≤ q; Yijk obfuscated}. The obfuscations are of three
main types. First, if a trait Yijk is unobserved, written as Yijk = NA, the k:th
component of Sij is of infinite length; e.g. cijk = −∞, dijk = ∞, and we let
the interval be open. That is, the interval Sijk equals R. Secondly, a trait may
be obfuscated in such a way that interval limits are observed. Rounding is a
typical example of this; consider a measurement of a trait yijk ∈ R+ that has
been rounded to zijk ∈ 2τ ·Z+. We put cijk = zijk−τ and dijk = zijk+τ , which
constitute the limits of the interval around zijk. Generally, we assume rounding
to the midpoint of an interval. We can always scale so that the interval is of
unit length, which would be equivalent to τ = 1/2. Lastly we have the case
when we observe an ordered categorical random variable Zijk. We assume there
is an underlying normally distributed variable Yijk, and that each category zijk
corresponds to an interval of possible values of yijk. Count data can be treated as
an instance of this type of obfuscation, i.e. a trait may be measured in counting
occurences of something, and we can handle that type of data similarily as
ordered categorical data.
We will treat all types of obfuscations in the following unified way. Suppose
trait k of subject j of category i is imperfectly observed, i.e. k ∈ Kij . Let gk be
the number of categories of this trait, which we number as 0, 1, . . . , gk − 1. The
observed category is zijk ∈ {0, 1, . . . , gk − 1}, where gk = 2 for binary data and
gk =∞ for count data. The corresponding side of Sij is
Sijk =

(−∞, 12] , if zijk = 0,(
zijk − 12 , zijk + 12
]
, if 1 ≤ zijk ≤ gk − 2,(
gk − 32 ,∞
)
, if zijk = gk − 1.
Here, a useful trick would be to add auxiliary categories, that never were ob-
served, to take the place of zijk = 0 and zijk = gk−1. That ensures all observed
intervals are of unit length, although we may let intervals vary in length if there
is reason to construct such a model. We also write
Zijk = z(Sijk) =

0, if Sijk =
(−∞, 12] ,
cijk+dijk
2 , if Sijk is bounded,
gk − 1, if Sijk =
(
gk − 32 ,∞
]
,
for the center point of a finite or half-open, infinite Sijk, whereas Zijk =
z (Sijk) = Yijk when Yijk = Sijk is perfectly observed. We will write the ob-
served training data set as
Dobs = {(xij ,Sij) ; i = 1, . . . , N, j = 1, . . . , ni} .
Finally, we remark on the importance (or lack thereof) of taking rounding into
account. Consider rounding a Gaussian trait Yijk to zijk ∈ Z for some k,
i = 1, . . . , N and j = 1, . . . , ni. Suppose we have no covariates and that Yijk ∼
N(mik, σ
2
ik) for j = 1, . . . , ni. An unbiased estimator of mik is the average Y¯ik,
whereas Z¯ik is a biased estimator of mik. It is possible to quantify the size of
the bias using σk and the width of the rouding interval w = ησk (Tricker, 1984).
In short, the larger w is relative to σk, the larger the bias is, as measured by η.
Already when σ = w = 1, the bias is very small, and hence, unless we need an
extremely precise mean estimate, the bias is small compared to the uncertainty
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of the parameter estimate. Therefore, one might regard rounded values as true
values, if the standard deviation of the trait that is rounded, is large enough.
For full details on the derivation of exact estimators of the model parameters
θi and the posterior weights ωi and Monte Carlo appproximations thereof, we
refer to Appendices B and C respectively. To summarize, let (x, S) refer to a
new obserservation, for which the trait vector Y ∈ S is obfuscated for traits
k ∈ K. For each category i we want to generate the set
{θir, Yijkr, 1 ≤ j ≤ ni, k ∈ Kij ;Ykr, k ∈ K}Rir=1 (8)
of Ri blockwise Gibbs sampling iterates from the joint density
p(θi|Dobsi )
ni∏
j=1
f
(
yijKij | xij ,Sij , θi
)
f (yK | x, YK{ ; θi) (9)
of the parameters θi, the imperfectly observed training data and the imper-
fectly observed new data point, where θir =
(
βir,Σ
1
ir, . . . ,Σ
A
ir
)
, yijKijr =
(yijkr; k ∈ Kij), and yKr = (ykr; k ∈ K) refer to the values of these quantities
for Monte Carlo iteration r, whereas YK{ = (Yk; k /∈ K). In particular, θir are
drawn from the posterior distribution p(θi|Dobsi ) of θi, conditional on observed
data Dobsi for category i.
3.3 Example model fit
We now have the tools to fit the model to our primary data set, that on the
four species of Acrocephalus genus. As we can tell from the end of Section 2,
all traits are obfuscated in some way (many are missing), there is one covariate
influencing the interpretation of the trait values and we have reason to believe
there are different covariance classes.
Our trait vectors Yij are attributed to species i = 1, . . . , 4, where i = 1
corresponds to Eurasian Reed Warbler, i = 2 to Marsh Warbler, i = 3 to
Paddyfield Warbler and i = 4 to Blyth’s Reed Warbler, whereas j = 1, . . . , ni
denote individual birds within species. Each Yij is of length q = 3, where Yij1
is the wing length, Yij2 is the notch length and Yij3 is the notch position. All
traits are obfuscated, but in different ways: Yij1 is continuous, but rounded to
nearest integer on a millimeter scale; Yij2 is continuous, but rounded to nearest
half millimeter; whereas Yij3 is ordered categorical.
We have one covariate, age, which takes on values juveline or adult, which we
code as 0 and 1 respectively. We denote it by x1, and it determines to which of
the A = 2 covariance classes each observation belongs. We denote the respective
covariance matrices with Σjuv and Σad.
The hyperparameter values of the covariance matrix prior are ν0 = 10,
whereas V0 has a diagonal of 15 and all other elements equal to 5. Since there is
p = 1 covariate, the matrix used in the construction of the prior on the vector-
ized regression parameters, ΣBi , is a diagonal matrix with diagonal (4, 1) for all
i. The mean parameter values Bi0 = E(Bi) of the prior on Bi are informative
for each i and based on the results in Malmhagen et al. (2013), as shown in
Table 2.
Fitting the model where we consider all traits to be obfuscated, we get
the Bayes estimates presented in Table 3, along with highest posterior density
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Table 2: Hyperparameter values for the prior of the regression parameter matri-
ces. These are informed by Malmhagen et al. (2013), except for the first element
of the second row of B30 and B40, which we put to 0.75, since we strongly be-
lieve that the pattern of slightly longer wings in adult plumages also hold for
these two species.
B10 =
(
67.1 11.4 108
0.5 1.3 3
)
B20 =
(
70.3 9.5 105
0.2 0.6 1
)
B30 =
(
57.4 12.7 115.3
0.75 1.1 0.5
)
B40 =
(
62 12.5 113
0.75 1.1 1
)
.
intervals for each parameter (see Appendix D). Overall, the effect of age, our
covariate, is to increase the trait values. However, the increase is different across
traits and across species.
Table 3: These are the Bayes estimates Bˆimk = E(Bimk|Di) and Σˆαikl =
E(Σαikl|Di) of all model parameters of the Acrocephalus model, rounded to two
decimals, except the notch position trait where we present the categories that
the regression parameters estimates fall into. The coding of these categories is
explained in Table 2 of Malmhagen et al. (2013).
Bˆ1 =
(
66.70 11.06 P8/9
0.73 1.39 P9/10
)
Bˆ2 =
(
70.05 9.45 P7
0.69 0.61 P7/8
)
Bˆ3 =
(
57.31 12.67 T3/T2
0.27 1.14 T2
)
Bˆ4 =
(
62.28 12.49 T3
0.01 1.13 T3/T2
)
Σˆ
juv
1 =
2.34 0.63 0.040.63 0.64 0.52
0.04 0.52 1.46
 Σˆad1 =
2.67 0.53 0.400.53 0.64 0.45
0.40 0.45 1.56

Σˆ
juv
2 =
 2.19 0.40 −0.050.40 0.44 0.19
−0.05 0.19 0.80
 Σˆad2 =
2.51 0.49 0.220.49 0.53 0.18
0.22 0.18 0.79

Σˆ
juv
3 =
 2.27 0.27 −0.430.27 0.88 0.28
−0.43 0.28 1.37
 Σˆad3 =
4.59 0.92 0.830.92 1.46 0.57
0.83 0.57 1.31

Σˆ
juv
4 =
1.98 0.41 0.160.41 0.71 0.17
0.16 0.17 0.93
 Σˆad4 =
1.88 0.61 0.100.61 0.85 0.32
0.10 0.32 1.23
 .
4 Classification
After having fitted the model, this brings us to the next step. We now have
interpretable results on the variation of traits, but ultimately we also want to
use our knowledge to classify new birds to species. Throughout this section
we will present in detail classification using this kind of model. First, we de-
fine more generally the posterior category weights ωi that were introduced in
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Section 3.1 and then look at canonical classification. Then we introduce set-
valued classifiers, including the possibility of classifying to empty sets in order
to handle outliers. We also showcase the flexibility of the underlying model for
classifying among a subset of categories and end with remarks on the choice of
the classifier’s two tuning parameters ρ and τ .
Let Dnew = (x,S) denote a new observation with obfuscated traits K. We
define the posterior weight of category i as
ωi =
∫∫
S
f(Y ;x, θi)
∏
k∈K
dyk p(θi | Dobsi ) dθi, (10)
where f is the density function of the trait vector Y = (y1, . . . , yq) of the new
observation, i.e. the multivariate Gaussian density function. As shown in Ap-
pendix B, the Markov chain in (9) can be used to find estimates ωˆi of these
weights. We may then approximate the posterior probability pˆi = Pˆ(I = i |
Dnew,Dobs) of Dnew to be of any considered category as
pˆi = Pˆ(I = i | Dnew,Dobs) = piiωˆi
pi1ωˆ1 + . . .+ piN ωˆN
, (11)
where I ∈ N is the true but unknow category of the future observation, with
prior distribution P(I = i) = pii.
Let N = P(N) \ ∅ denote the collection of all non-empty subsets of N. Let
Iˆ ∈ N be a classifier with |ˆI| ≥ 1. In order to define Iˆ we introduce a reward
function N × N 3 (I, I) 7→ R(I, I) for all I ∈ N and put
Iˆ = arg max
I
E
[
R(I, I) | Dobs,Dnew]
= arg max
I
N∑
i=1
R(I, i)pi
as the optimal Bayesian classifier, with the complete training data set Dobs
and pi defined as in (11). So, Iˆ is the set in N that maximizes the expected
posterior reward. Each classifier Iˆ = Iˆ(Dobs,Dnew), viewed as a function of
Dnew, partitions the test data space into decision regions
ΩI = {(x, Y ); Iˆ = I}
for all I ∈ N . This gives rise to an indecisive region
Λ =
⋃
|I|>1
ΩI ,
where we cannot distinguish one particular category with acceptable confidence,
only eliminate some of the categories with low degree of belief. There is consid-
erable freedom in choosing the reward function R. For instance, Chow (1970)
introduced a reward function for N = 2 categories, with R({i}, I) = 1(i ∈ I) for
i = 1, 2 and R({1, 2}, I) = c for some constant 0.5 ≤ c ≤ 1. In the next two
subsections we will consider two R functions, the first of which extends Chow’s
reward function with c = 0.5 to arbitrary N .
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4.1 Classification to one category
Let
R(I, I) =
{
0; I /∈ I
1/|I|; I ∈ I (12)
which has expected posterior reward
E
[
R(I, I) | Dobs,Dnew] = 1|I|∑
i∈I
pi
and optimal classifier
Iˆ = {(N)} = arg max
i
piiωi (13)
where p(1) < . . . < p(N) are the ordered posterior category probabilities. Notice
that Λ = ∅, i.e. this reward function leads to a consistent, but potentially
overzealous, classifier.
To estimate the probability of classifying wrongly using this approach, we
simulated a large number of realisations from the predictive posterior distribu-
tion of Section 3.3 for each species, under the assumption of a uniform prior
distribution over species. Each draw was then attributed to a hyperrectangle in
trait space in order to represent obfuscation as described in Section 2, resulting
in half side lengths or τ -values (1/2, 1/4, 1/2) for trait j = 1, 2, 3 respectively.
We then computed which species an observation each hyperrectangle would pre-
dict, using the classifier in (13). This gives a numerical approximation under
current obfuscations of the probability of observing a new bird and classifying
it wrongly, when using the fitted model on the Acrocephalus data:
Pˆ
(
Iˆ 6= I | x1 = 0
)
= 0.0251, Pˆ
(
Iˆ 6= I | x1 = 1
)
= 0.0264.
Roughly 1 in 50 birds would be classified erraneously, when birds appear uni-
formly from the species under consideration. In Section 4.2 we will show how
to reduce this error by allowing for classification to sets of species.
4.2 Classification to at least one category
Choosing the reward function
R(I, I) = 1{I∈I} − ρ|{i ∈ I; i 6= (N)}|p(N),
we get the expected posterior reward
E
[
R(I, I) | Dobs,Dnew] = ∑
i∈I
pi − ρ
(|I| − 1{(N)∈I}) p(N)
which is maximized by
Iˆ =
{
i; pi ≥ ρp(N)
}
=
{
i;piiωi ≥ ρpi(N)ω(N)
}
. (14)
Thus we can tune the risk of classifying wrongly by picking ρ ∈ [0, 1] adequately,
as it specifies an upper bound on the fraction of the largest posterior probability
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p(N) other posterior probabilities may attain and still be excluded. If we choose
ρ = 0, we get the classifier Iˆ = N which means P(I ∈ Iˆ) = 1 for all new
observations, but that prediction method does not provide any information at
all. The other extreme, choosing ρ = 1, leads to Iˆ = {(N)}, and thus our
classifier will be the same as (13). In conclusion, our first classifier is a special
case of the second.
Choosing ρ = 0.1 yields the exclusion critera pˆi < pˆ(N)/10. With this value
on ρ, we find that the estimated probability of classifying wrongly rounded to
four decimals are
Pˆ
(
I /∈ Iˆ | x1 = 0
)
= 0.0058, Pˆ
(
I /∈ Iˆ | x1 = 1
)
= 0.0058
and that the probability of not singling out a particular species is
Pˆ
(
|ˆI| > 1 | x1 = 0
)
= 0.0790, Pˆ
(
|ˆI| > 1 | x1 = 1
)
= 0.0819.
This means we have reduced the probability of choosing the wrong species by
76.8% for juvenile birds and 77.9% for adult birds, at a price of not singling out
a species for about 8% of all observations. Of these cases, only 0.0044% will
result in a classifier containing three species, meaning that we will be able to
exclude half of the potential species for the vast majority of observations.
4.3 Classification allowing for empty outputs
If none of the N categories support test data Dnew we would like to include ∅ as
a possible output of the classifier Iˆ, so that Iˆ ∈ P(N). To this end, we denote
the posterior weight of (10) as ωi(x, S) in order to emphasize the dependence
on the test data set Dnew = (x, S). Then let
ω¯i(x, S) =
∫∫
p(θi | Dobsi )p(S′, x; θi) dθidS′ (15)
where the outer integral is taken over all S′ such that ωi(x,S′) ≤ ωi(x,S).
We interpret ω¯i(x,S) as a p-value of test data (x, S) for category i, i.e. the
probability of observing an obfuscated trait vector S′ of category i with covariate
vector x, whose posterior weight ωi(x, S
′) is at most as large as that of (x,S).
As such, it is a measure of the degree of outlyingness of Dnew. Then, for a given
value of ρ, we generalize the classifier (14) to
Iˆ =
{
i;piiωi ≥ ρpi(N)ω(N) ∧ piiω¯i ≥ τ
}
(16)
where ω¯i = ω¯i(x,S). Notice that (14) is as special case of (16) with τ = 0.
Choosing τ = 0.001 results in
Pˆ (I = ∅ | x1 = 0) = 6.62 · 10−4, Pˆ (I = ∅ | x1 = 1) = 6.32 · 10−4.
The probability of not choosing a set containing the correct species is
Pˆ
(
I /∈ Iˆ | x1 = 0
)
= 0.0066, Pˆ
(
I /∈ Iˆ | x1 = 1
)
= 0.0065,
whereas the probability of not singling out a particular species (|ˆI| > 1) or
getting an outlier (|ˆI| = 0) is
Pˆ
(
|ˆI| 6= 1
)
= 0.0791, Pˆ
(
|ˆI| 6= 1
)
= 0.0820.
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These probabilities are very close to the ones in Section 4.2, meaning we can
hedge the risk of classifying something that might be a new species (not be-
longing to {1, . . . , N}) entirely at a low cost. The decision regions for these
values on ρ and τ are presented graphically in Appendix E, where we cover all
classification scenarios with missing trait values.
4.4 Subproblem accessibility
Having fitted the model to the whole set of species, one may use the fit for any
subproblem, e.g. classifying a bird between two species since the others are, for
some reason, ruled out. Taking species 1 and 2, i.e. Eurasian Reed Warbler
and Marsh Warbler, we estimate the probability of classifying wrongly and the
probability of ending up in the indecisive region Λ analogously with Section 4.2.
Using ρ = 0.1 and τ = 0, we find that
Pˆ
(
I /∈ Iˆ | x1 = 0
)
= 0.0037, Pˆ
(
I /∈ Iˆ | x1 = 1
)
= 0.000971
Pˆ
(
|ˆI| > 1 | x1 = 0
)
= 0.0495, Pˆ
(
|ˆI| > 1 | x1 = 1
)
= 0.0099.
4.5 Choosing ρ and τ
Choosing ρ is intentionally a subjective matter. In the case of a known cost
of misclassifications, and a known cost of having a large indecisive region, one
could certainly compute which ρ to use, in order to get the minimal expected
cost. However, many applications are more vague, where the user believes it is
worse to misclassify, i.e. predict a category to which the obervation does not
belong, than to not be precise, i.e. only rule out categories with sufficiently low
degrees of belief, without being able to put a value on the cost. Together with
the choice of prior category probabilities (pi1, . . . , piN ) a user may completely
accomodate the prior beliefs about the classification problem at hand. Indeed,
(pi1, . . . , piN ) captures the apriori beliefs about how expected an observation from
each category is relative to the others and ρ is intended to represent the user’s
idea of the cost of misclassification. Finally, τ represents how much outlyingness
we accept without losing trust in our classifier.
A potential risk for misclassification is observing a subject of a category not
even considered for classification. To allow for mitigation of this, we introduced
τ as a cut-off value for the trait distributions. Indeed, the value of τ determines
how large deviations in trait measurements we accept without suspecting that
we actually observe a subject from an unconsidered category. Choosing τ = 0
allows us to classify any point in the whole trait space, i.e. we believe the model
is perfect in the sense that no unconsidered categories will be observed.
Finally, we remark that the parameter ρ could be used as a measure of how
managable a classification problem is. For any classification problem, we may
compute the lowest ρ-value for which I ∈ Iˆ in at most ψ% of our test cases. A
more managable problem would then be one for which the ρ-value is higher. It
can be used as a model selection tool too; for any combination of traits and/or
covariates, we compute the lowest ρ-value for which I ∈ Iˆ in at most ψ% of our
test cases, and then choose a model where ρ is acceptably high, and the model
is as parsimonious as possible.
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5 Model selection using cross-validation
In this section we will present an approach to model selection based on κ-
fold cross-validation. It can be used to select covariates and/or traits from a
larger set, based on predictive performance and parsimonity of the model. We
will illustrate it on another original, unpublished data set, on two subspecies
of Common chiffchaff (Phylloscopus collybita), the collybita and abietinus sub-
species. It contains measurements for birds classified to subspecies visually by
an expert at Falsterbo Bird Observatory.
5.1 Cross-validation for our type of models
The idea of κ-fold cross-validation is well established, and used for a very wide
range of model families, see e.g. Wood (2017, p. 256). Choosing κ = ni for
category i corresponds to the basic form of cross-validation. This procedure
is however computationally expensive, since one has to fit as many models (=∑N
i=1 ni) as there are observations. Since the method under study is already
computationally intensive, in particular under widespread obfuscation, large q
and large data sets, we recommend using κ-fold cross-validation with κ a bit
smaller. In an interesting paper by Kohavi (1995) examines cross-validation in
general when choosing between classifiers. The author of this paper concludes
that κ < ni is generally preferred when picking the best classifier using cross-
validation.
To perform κ-fold cross-validation in general for our class of models, we
begin by choosing κ ∈ Z+ independently of i. Then create fold l for species
i by choosing uniformly at random a set Jil ⊂ {1, . . . , ni} comprising ni/κ or
ni/κ + 1 observations of Di, the training data at hand for category i. Repeat
this for all categories until we have left-out test data sets Jl = ∪Ni=1Jil for
l = 1, . . . , κ. Then for each l proceed to fit models on the observations Dobs(−l) =
Dobs \ {(xij ,Sij); j ∈ Jil}Ni=1 that were not left out and estimate the posterior
category probabilities pˆ1, . . . , pˆN for each observation in Jl. Choosing a reward
function R, the corresponding classifier Iˆ may be applied to each set of posterior
probabilities in order to generate predictions Iˆ(−l)ij of the category of the left-out
observations in Jl.
To assess the predictive performance of the M models under consideration,
let wi > 0 be weights such that
∑N
i=1 wi = 1, and compute
Rcvm =
N∑
i=1
wi
ni
κ∑
l=1
∑
j∈Jil
R(ˆI(−il)ij , i), (17)
with a reward function that corresponds to a prespecified value of ρ and τ , for
m = 1, . . . ,M . One could e.g. use the weights wi = ni/
∑N
a=1 na or wi = 1/N ,
depending on whether it is more valuable to be able to predict a category with
many observations or not. Based on (17), the best classifier is
m? = arg max
m
(Rcv1 , . . . , R
cv
M ) .
When having computed Rcvm , for m = 1, . . . ,M , one has the possibility to choose
a more parsimonious model that performes almost as well as m?, under the usual
tradeoff between simplicity and predictive performance.
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5.2 Choosing traits and covariates to use for classification
We will now examplify usage of cross validation with κ = 10 folds for model
selection. At hand we have a data set over two subspecies of Common chiffchaff
(Phylloscopus collybita). Each subspecies has q = 9 continuous traits measured.
Although they are measured to half millimeters, we will regard them as perfect
observations (Dobs = D), since the rounding bias is extremely small. Moreover
we have two binary covariates (age and season), and we are interested in which
combination of covariates and traits that best predicts the subspecies of a new
bird. We will consider models with one covariate, both covariates and both
covariates including an interaction term, meaning that the number of predictors
p ranges from 1 to 3.
For each covariate scenario, we fit a model with one trait, for each trait in
turn, and then choose the one with the highest Rcv value. Keeping this trait, we
then add another trait and repeat the procedure, and keep the two traits that
yield the highest Rcv value. The procedure is repeated until we have a model
with 8 traits, and for each step, the value of Rcv is stored.
The main reason for doing this forward selection-like procedure is to reduce
the number of models that are fitted from about (29 − 1) · 4 · 10 = 20440 (if
every combination of traits was tried) to (9 + 8 + . . .+ 1) · 4 · 10 = 1800. Also,
for each included trait, if the value of Rcv does not increase, we may choose a
more parsimonious model.
Figure 1 shows a plot of how Rcv changes with the number of included traits
for the various covariate combinations.
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Figure 1: Each line represents, for a particular covariate combination, the change
in average prediction success of the left-out data in the cross validation, as the
number of traits increases. That is, we use (12) as our reward function and
wi = 1/N for all categories i in (17). No clear differences between the covariate
combinations are visible. It is, however, clear that 3 of the covariate scenarios
reach their maximum cross-validates prediction accuracy with 7 traits. The set
of included traits are not the same for all covariate scenarios.
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6 Discussion
Throughout this paper, we have defined and analysed a classification problem
where classification is aided by two sets of observations for each subject; its
trait vector Y and its covariate vector x, where x is informative about the
interpretation of Y . Since the trait values are often subject to various types of
obfuscation, we set up a unified Bayesian framework for these situations, using
a latent multivariate Gaussian distribution, with parameters estimated through
supervised learning and a blockwise Gibbs sampling algorithm. To formalize
the classification, we introduced reward functions and two tuning parameters
ρ ∈ [0, 1] and τ ∈ [0, 1). The choice of ρ affects the size and location of the
indecisive region Λ of our fuzzy discriminant rule. This region is that part of
observational space where our classifer does not have sufficient information to
rule out all but one category, whereas τ puts a limit on how much we allow
an observation to deviate from the bulk of the data and still allowing it to be
classified by our decision rule. Finally, we present a method of covariate and/or
trait selection, through cross-validation, in order to obtain classifers that are
both parsimonious and efficient.
Overall, there are two main usages of the method presented in this paper.
First, one may derive distinguishing characteristics of the categories considered.
Secondly, one may use a fitted model to classify new observations with statistical
rigour. An example of the usefulness of the first case would be an ornitholo-
gist with a set of birds of known taxa, who doesn’t know what morphologically
separates these taxa. Using this method, she may extract for which trait mea-
surements there is a high probability of certain taxa and thereby create (and
write down) an identification key. Further, if there are too many combinations of
trait levels to memorize, the Bayesian procedure we have described may perform
the classification in an automized way.
An adjustment that is conceptually critical but often negligable numerically,
is to correct all latent Gaussian distributions by truncating them to positive val-
ues for some of the traits. The trait wing length in our first real world example
has to be positive by definition, and hence we should adjust our Gaussian distri-
bution accordingly. However, considering the values of the parameter estimates
(see Table 3), it would essentially make no difference to impose such a restriction
for this particular data set. In other cases, it could be more important.
The reliance on training data with known categories can potentially be re-
laxed, or at least partially relaxed. To take a step towards unsupervised learn-
ing, one would need to add a clustering layer to the model, still allowing for
an indecisive region, where classification is ambigous. Such a fuzzy cluster-
ing algorithm would transfer ideas in Chow (1970); Ripley (1996); Herbei and
Wegkamp (2006) and this paper of having incomplete decisions, to a framework
of unsupervised learning (Fraley and Raftery, 2002; McParland et al., 2014). A
challenge in this context is to incorporate the effect of covariates. Specifying
the number of clusters in advance would make the problem more well behaved,
but might oftentimes be impossible, since the fundamental problem to solve in
practice, would be to determine this number of clusters. Still, this would al-
low the method to be used in situations where it is not known how to classify
observations at all, and thus investigate how many clusters a given data set
supports.
Modifying the method slightly in order to handle repeated measurements
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is a straightforward task within our multivariate Gaussian framework. The
benefit with repeated measurements of the traits is a better understanding of
the magnitude of the meaurement error, when trait vectors of observations are
replaced by averaged trait vectors, for all repeated measurements. One could
then incldue the number of measurements into the classification method, with
direct effects on the size of the indecisive region and the accuracy of the classifier.
As mentioned in Section 3, we assume independence between the regression
parameters within different categories. This allows the effect of a covariate to
vary between the categories, as opposed to forcing apriori the same effect of a
covariate across categories. However, Appendix D lists the posterior means of
the covariate effects from our real data example of Section 2, and one may notice
that the effect is similar for some traits across categories, and to some extent
even across traits. This indicates that there is a general effect of our covariate,
and hence we could construct a model that emphasizes such a general effect, by
introducing apriori dependencies between the regression parameters.
Finally, it is of interest to apply and extend our fuzzy discrminant analysis
method in order to analyze data sets where some observations are known to
belong to several clusters (Latouche et al., 2011). This requires an extended
type of reward function, R(I, I), where not only the classification I is allowed
to contain more than one category, but also the true set of categories, I.
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A Model formulation, complete data
Appendices A-E contain further mathematical details about the Bayesian model
and classification procedure defined in Sections 3 and 4 respectively of the main
article. In order to make the text self-contained, some details of the main arti-
cle have been repeated. This Appendix A contains, in full detail, the derivation
of estimators and the posterior category weights for a model using perfectly
observed data. Posterior distributions for Bayesian multivariate linear regres-
sion with homoscedasticity assumption is readily available in Rossi et al. (2012,
Sections 2.8 and 2.11), and we extend this to allow for heteroscedasticity.
Suppose we have N different categories, contained in the set N = {1, . . . , N},
with prior probabilities pi = (pi1, . . . , piN ). With full data we measure q traits
and p covariates of each subject. Let Yijk be the measurement of trait k for
subject j in category i, where 1 ≤ i ≤ N , 1 ≤ j ≤ ni, 1 ≤ k ≤ q and ni is the
number of subjects in category i. We assume that
Yij = (Yij1, . . . , Yijq) ∼ N (mij ,Σij)
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are independent random vectors having a multivariate normal distribution, with
mij = (mij1, . . . ,mijq) and Σij = (Σijkl)
q
k,l=1
being the mean vector and the covariance matrix of subject j of category i. Let
also
xij = (1, xij1, . . . , xijp) = (xijm)
p
m=0
be the covariate vector of subject j of category i. Trait vectors and covariate
vectors of category i are rows in the matrices Yi =
(
Y >i1 , . . . , Y
>
ini
)>
and Xi =(
x>i1, . . . , x
>
ini
)>
respectively. We now proceed by formulating a multivariate
and multiple regression model
Yi = XiBi + Ei (18)
for category i, where Bi = (Bimk;m = 0, . . . , p; k = 1, . . . , q) is the regression
parameter matrix, whose first row consists of intercepts for the q traits, mij is
the jth row of XiBi, and Ei =
(
E>i1, . . . , E
>
ini
)>
is an error term matrix with
independent rows Eij ∼ N(0,Σij).
For use in the construction of a joint prior, and later the derivation of the
marginal posterior distributions of the parameters, the vectorized form of our
regression model is needed. Denote the operation of appending columns of a
matrix by vec(·) (we will also use the inverse operation vec−1(·) on column
vectors) and rewrite (18) as
Ui = vec(Yi) = Ziβi + vec(Ei) (19)
with βi = vec(Bi). Denoting an identity matrix of rank q with Iq and using the
matrix tensor product ⊗,
Zi = Iq ⊗Xi =

Xi 0 · · · 0
0 Xi
. . .
...
...
. . .
. . . 0
0 · · · 0 Xi
 (20)
is a block-diagonal matrix with q blocks along the diagonal.
Now suppose we have A covariance classes α = 1, . . . , A for category i such
that
Σij = Σ
α
i if xij ∈ Xα, (21)
where X = X 1∪. . .∪XA is a disjoint decomposition of the predictor space X . As-
suming a prior on each of the columns of Bi, and letting it be N
(
(bi0k, . . . , bipk)
>
= bik,ΣBi
)
for k = 1, . . . , q, implies the prior
N
((
b>i1, . . . , b
>
iq
)>
= βi0, Iq ⊗ΣBi = Σβi
)
on βi. Further, assuming prior in-
dependence of βi,Σ
1
i , . . . ,Σ
A
i and imposing an Inverse-Wishart distribution
Σαi ∼ IW (ν0,V0) on the covariance matrices in (21) for α = 1, . . . , A, we
get the joint prior
p(βi,Σ
1
i , . . . ,Σ
A
i ) = p(βi)
A∏
α=1
p(Σαi ) (22)
for the parameters of category i.
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A.1 Estimation
Let θi =
(
Bi,Σ
1
i , . . . ,Σ
A
i
)
represent all parameters of category i. In the follow-
ing, we assume that θ1, . . . , θN are independent random vectors with probability
densities p(θ1), . . . , p(θN ) defined in (22). Introducing dependencies is of course
possible, and may be important for specific problems. This is briefly mentioned
in Section 6 of the main paper. From Bayes’ Theorem we get an aposteriori
density
p(θi | Di) = p(θi)C(Di)
ni∏
j=1
f (yij ;xij , θi)
= p(θi)C(Di)L(θi;Di)
∝ p(θi)L(θi;Di)
of θi given the complete training data set Di = {(xij , Yij); j = 1, . . . , ni} =
{Xi,Yi} for category i. The function L (θi;Di) = p (Yi | Xi, θi) is the likeli-
hood. In the last step we removed the normalizing factor C(Di) = (p(Di))−1,
since it does not depend on θi. The Maximum Aposteriori (MAP)-estimator of
θi is
θ
(MAP)
i = arg max
θi
p(θi | Di)
= arg max
θi
p(θi)L(θi;Di),
whereas the Bayes’ estimator of θi is
θ
(Bayes)
i = E [θi | Di]
=
∫
θip(θi | Di) dθi
= C(Di)
∫
θip(θi)L(θi;Di) dθi.
Finally, given a new observation Dnew = (x, Y ), define the posterior probability
of the new observation belonging to category i as
pi = P(I = i | D,Dnew) = piiωi
pi1ω1 + . . .+ piNωN
, (23)
where
ωi =
∫
f(Y ;x, θi)p(θi | Di) dθi
= C(Di)
∫
f(Y ;x, θi)p(θi)L(θi;Di) dθi
are the posterior category weights given Dnew for all categories, before the prior
probabilities pii have been taken into account.
A.2 Monte Carlo Approximations
It is usually difficult to evaluate the normalizing constants C(Di) for high-
dimensional data sets, and hence also θ
(Bayes)
i and ωi. However, it is possible to
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estimate θ
(Bayes)
i and ωi by Monte Carlo simulation, with
θˆ
(Bayes)
i =
1
Ri
Ri∑
r=1
θir (24)
and
ωˆi =
1
Ri
Ri∑
r=1
f(Y ;x, θir) (25)
respectively, if θi1, . . . , θiRi are Ri replicates drawn from the posterior distribu-
tion p(θi | Di), with θir =
(
βir,Σ
1
ir, . . . ,Σ
A
ir
)
.
We will generate θi1, . . . , θiRi by blockwise Gibbs sampling, and for this we
need the conditional posterior distributions of βi and Σ
α
i for α = 1, . . . , A.
To derive those, we need some additional notation. Let Zαi , X
α
i , Y
α
i and U
α
i
denote the submatrices of Zi, Xi, Yi and Ui corresponding to covariance class
α, and let In be the identity matrix of order n. Recall also that Bi = vec
−1(βi),
meaning that we know Bi from βi, and vice versa. For simplicity of notation
we omit index i in the following proposition:
Proposition 1. Denote the parameter vector of a Bayesian multivariate mul-
tiple regression model with A covariance classes by θ =
(
β,Σ1, . . . ,ΣA
)
, where
β is the regression parameter vector and Σ1, . . . ,ΣA are the A covariance ma-
trices. Let the prior of θ be p(θ) = p(β)
∏A
α=1 p(Σ
α), where β ∼ N(β0,Σβ)
and Σα ∼ IW (ν0,V0) for α = 1, . . . , A. Then the posterior distribution of
β | U,Z,Σ1, . . . ,Σα is N(β˜, Σ˜), where
Σ˜ =
[
Σ−1β +
A∑
α=1
(Σα)−1 ⊗ (Xα)>Xα
]−1
and
β˜ = Σ˜×
[
Σ−1β β0 +
A∑
α=1
(
(Σα)
−1 ⊗ (Xα)>
)
Uα
]
.
Proof. By applying Bayes’ theorem
p
(
β | U,Z,Σ1, . . .ΣA) ∝ exp{−1
2
(β − β0)>Σ−1β (β − β0)
}
·
·
A∏
α=1
exp
{
−1
2
(Uα − Zαβ)> (Σα ⊗ Inα)−1 (Uα − Zαβ)
}
= exp
{
−1
2
βCβ + βD
}
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where nα is the number of observations in covariance class α,
C = Σ−1β +
A∑
α=1
(Zα)>(Σα ⊗ Inα)−1Zα
= Σ−1β +
A∑
α=1
(
Zα(Σα ⊗ Ip+1)−1
)>
Zα
= Σ−1β +
A∑
α=1
((Σα)−1 ⊗ Ip+1)(Zα)>Zα
= Σ−1β +
A∑
α=1
(Σα)
−1 ⊗ (Xα)>Xα,
where in the second step of the last equation we used Lemma 1 below, and
D = Σ−1β β0 +
A∑
α=1
(Zα)>(Σα ⊗ Inα)−1Uα
= Σ−1β β0 +
A∑
α=1
(
(Σα)
−1 ⊗ (Xα)>
)
Uα.
Consequently,
β | U,Z,Σ1, . . . ,ΣA ∼ N(β˜, Σ˜)
where
β˜ = C−1D
=
[
Σ−1β +
A∑
α=1
(Σα)−1 ⊗ (Xα)>Xα
]−1
×
[
Σ−1β β0 +
A∑
α=1
(
(Σα)
−1 ⊗ (Xα)>
)
Uα
]
and
Σ˜ = C−1 =
[
Σ−1β +
A∑
α=1
(Σα)−1 ⊗ (Xα)>Xα
]−1
.
Notice that β˜ is a multivariate version of a weighted average of the prior vector β0
and the least squares estimates of β obtained from the A covariance classes.
The following lemma was used in the proof of Proposition 1. It admits a con-
siderable gain in computational speed, when calculating the posterior covariance
matrix Σ˜.
Lemma 1. Let Z be a block-diagonal nq × (p + 1)q matrix, where there are
q blocks X, which are n × (p + 1)-matrices, along the diagonal. Let Σ be a
symmetric, positive definite q × q-matrix. Then it holds that
Z> (Σ⊗ In)−1 Z =
(
Z (Σ⊗ Ip+1)−1
)>
Z.
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Proof. We prove the lemma by iterated use of the mixed-product property of
the tensor product. Since Z = (Iq ⊗X), the left hand side becomes
(Iq ⊗X)> (Σ⊗ In)−1 (Iq ⊗X) =
(
Iq ⊗X>
) (
Σ−1 ⊗ In
)
(Iq ⊗X)
=
(
IqΣ
−1 ⊗X>In
)
(Iq ⊗X)
=
(
Σ−1 ⊗X>) (Iq ⊗X)
= Σ−1Iq ⊗X>X
= Σ−1 ⊗X>X
and the right hand side becomes(
(Iq ⊗X) (Σ⊗ Ip+1)−1
)>
(Iq ⊗X) =
(
IqΣ
−1 ⊗XIp+1
)>
(Iq ⊗X)
=
(
Σ−1 ⊗X)> (Iq ⊗X)
{by symmetry of Σ} = (Σ−1 ⊗X>) (Iq ⊗X)
= Σ−1Iq ⊗X>X
= Σ−1 ⊗X>X
which proves the lemma already in the third equalities.
Using the vector form, we may express the conditional posterior of the re-
gression parameters
βi | Ui, {Σαi }Aα=1 ∼ N(β˜, Σ˜)
where
Σ˜ =
[
Σ−1β +
A∑
α=1
(Σαi )
−1 ⊗
(
(Xαi )
>
Xαi
)]−1
,
and
β˜ = Σ˜×
[
Σ−1β β0 +
A∑
α=1
(
(Σαi )
−1 ⊗ (Xαi )>
)
Uαi
]
.
Meanwhile, the conditional posteriors of the covariance matrices are
Σαi | Bi,Yαi ,Xαi ∼ IW (ν0 + nαi ,V0 + Sαi ),
where nαi denotes the number of observations in the covariance class α for cat-
egory i and
Sαi = (Y
α
i −Xαi Bi)> (Yαi −Xαi Bi)
Having computed ωˆ1, . . . , ωˆN , for Dnew, we may compute the Monte Carlo-
estimated aposteriori probability of Dnew being in category i as
pˆi = Pˆ(I = i | D,Dnew) = piiωˆi
pi1ωˆ1 + . . .+ piN ωˆN
,
where D = D1 ∪ . . . ∪ DN is the complete training data set.
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B Model Formulation, obfuscated data
Overall our setup is the same as in Appendix A, but we now suppose there is
only partial information about the complete training data set D. Due to some
obfuscation, which could be due to rounding, grouping, categorization or lost
measurements of some traits, we only know that
Yij ∈ Sij = Sij1 × · · · × Sijq,
i.e. the complete trait vector Yij for subject j of category i is contained in a
hyperrectangle Sij , whose components are given by {Sijk}qk=1. The components
are sets, ranging in possible size from singletons to infinite intervals of R, and
are given by
Sijk =
{
Yijk, k /∈ Kij ,
(cijk, dijk] , k ∈ Kij ,
where Kij = {k; 1 ≤ k ≤ q; Yijk obfuscated}. As described in the main article,
without loss of generality we assume that zijk, the mid point of (cijk, dijk] for
finite sets, is integer-valued.
We can treat all types of obfuscations uniformly in the following way. Sup-
pose trait k of subject j of category i is imperfectly observed, i.e. k ∈ Kij . Let
gk be the number of categories of this trait, which we number as 0, 1, . . . , gk−1.
The observed category is zijk ∈ {0, 1, . . . , gk − 1}, where gk = 2 for binary data
and gk =∞ for count data. The corresponding side of Sij is
Sijk =

(−∞, 12] , if zijk = 0,(
zijk − 12 , zijk + 12
]
, if 1 ≤ zijk ≤ gk − 2,(
gk − 32 ,∞
)
, if zijk = gk − 1.
We also write
Zijk = z(Sijk) =

0, if Sijk =
(−∞, 12] ,
cijk+dijk
2 , if Sijk is bounded,
gk − 1, if Sijk =
(
gk − 32 ,∞
]
,
for the center point of a finite or half-open, infinite Sijk, whereas z (Sijk) = Yijk
when Yijk = Sijk is perfectly observed. We may write the actually observed
training data set as
Dobs = {(xij ,Sij) ; i = 1, . . . , N, j = 1, . . . , ni} .
B.1 Estimation
Using Dobsi = {(xij ,Sij); j = 1, . . . , ni}, the posterior distribution of θi becomes
p(θi | Dobsi ) = p(θi)C(Dobsi )
ni∏
j=1
p(Sij ;xij , θi)
= p(θi)C
(Dobsi )L(θi;Dobsi ), (26)
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where the normalizing factor is
C
(Dobsi ) = (∫ p(θi)L(θi;Dobsi ) dθi)−1
and
p(Sij , xij ; θi) =
{
f(Yij ;xij , θi), Kij = ∅,∫
Sij
f(yij ;xij , θi)
∏
k∈Kij dyijk, Kij 6= ∅.
(27)
Thus, with perfect observations (Kij = ∅), we evaluate the density of the trait
vector f at the observed point Yij and the model is exactly as specified in
Appendix A. Otherwise, we construct a |Kij |-dimensional integral over f and
the contribution to the likelihood is this integral, with the function evaluated
exactly at the remaining perfectly observed traits, if any exist. In particular,
if all traits are imperfectly observed, the integral is q-dimensional. We may
approximate the integral in (27) by
|Sij | f (z(Sij), xij ; θi) =
∏
k∈Kij
|Sijk| · f (z(Sij1), . . . , z(Sijq), xij ; θi)
whenever all |Sijk| <∞ for k ∈ Kij , which is the case when employing the trick
with auxiliary categories, mentioned in Section 3.2 of the main article.
Alternatively, since p(Sij , xij ; θi) potentially contains integrals of a multi-
variate Gaussian density function and there in general is a lack of a CDF on
closed form for this distribution, the integrals in (27) need to be solved numer-
ically. However, in the case of |Kij | = 1, with Kij = {k} and Sijk = (cijk, dijk],
the integral is univariate and thus2
p(Sij , xij ; θi) = f(Yij(−k), xij ; θi)
[
Φ
(
dijk −mijk(yij(−k))
σijk
)
(28)
− Φ
(
cijk −mijk(yij(−k))
σijk
)]
,
where mijk(yij(−k)) = mijk + Σijk(−k)Σ
−1
ij(−k)(−k)(yij(−k)−mij(−k)) is the con-
ditional expectation of Yijk given that Yij(−k) = (Yijk′ ; k′ 6= k) = yij(−k),
σijk =
√
Σijkk −Σijk(−k)Σ−1ij(−k)(−k)Σij(−k)k is the conditional standard de-
viation of Yijk given any value of Yij(−k), and Φ is the CDF of the univariate
Gaussian distribution with mean 0 and standard deviation 1.
Using Dobsi , we find from (26) that the estimators θ(MAP)i and θ(Bayes)i are
θ
(MAP)
i = arg max
θi
p(θi | Dobsi )
= arg max
θi
p(θi)L(Dobsi ; θi)
2The notation with subscript (−k) means dropping element k from a vector; dropping row
k from a matrix when not being the last index of a matrix; and dropping column k when
being the last index.
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and
θ
(Bayes)
i = E
[
θi | Dobsi
]
=
∫
θip(θi | Dobsi ) dθi
= C
(Dobsi ) ∫ θip(θi)L(Dobsi ; θi) dθi (29)
respectively. Furthermore, redefining Dnew := (x,S) for a new observation,
where S = S1 × . . . × Sq, and denoting the corresponding set of imperfectly
observed traits by K, leads to the posterior category weights
ωi =
∫∫
S
f(y;x, θi)
∏
k∈K
dyk p(θi | Dobsi ) dθi
= C(Dobsi )
∫∫
S
f(y;x, θi)
∏
k∈K
dyk p(θi)L(Dobsi ; θi) dθi (30)
of this observation.
B.2 Monte Carlo Approximations
The integral over S in (30) is, as mentioned in conjunction with (28), potentially
impossible to compute analytically, but could also be well behaved. We can in
theory approximate θ
(Bayes)
i in (29) as in (24) by sampling θi from p(θi | Dobs) a
total of Ri times. However, this entails a large number of numerical evaluations
of integrals, see (26)-(27). Similarly, we may estimate ωi for 1 ≤ i ≤ N in (30)
through
ωˆi =
1
Ri
Ri∑
r=1
∫
S
f(y;x, θir)
∏
k∈K
dyk, (31)
which in addition to previously presented integrals, involves computation of an
integral over S. As an alternative way of computing (29) and (31), we also
present an approach where complete data is sampled, based on the obfuscated
data, as one step of the Monte Carlo algorithm, whereas the parameters are
sampled as another step of the same algorithm. This allows us to estimate all
θ
(Bayes)
i and ωi under widespread obfuscation, given that we are able to simulate
Yi, i = 1, . . . , N . Overall, we want to generate
{θir, Yijkr, 1 ≤ j ≤ ni, k ∈ Kij ;Ykr, k ∈ K}Rir=1 (32)
from
p(θi|Dobsi )
ni∏
j=1
f
(
yijKijr | xij ,Sij , θi
)
f (yKr, | x, YK{ ; θi) (33)
where θir =
(
βir,Σ
1
ir, . . . ,Σ
A
ir
)
, yijKijr = (yijkr; k ∈ Kij), yKr = (ykr; k ∈ K)
and YK{ = (Yk; k /∈ K). Note that we do not condition on S in the conditional
density of the unobserved traits for the new observation that we want to classify,
as this would introduce a bias in the Monte Carlo estimate of ωi below.
The details of the specific Gibbs sampling approach we use are presented
in Appendix C. Having generated a sample θi1, . . . , θiRi , we may compute the
estimated category weights of Dnew as
ωˆi =
1
Ri
Ri∑
r=1
f (YK{ ;x, θir)1{YKr∈×k∈K Sk}, (34)
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where YK{ is as above, and YKr = (Ykr; k ∈ K). For every θir, one could generate
many YK and replace the indicator with an average of the indicators for each
sampled YK.
A potentially more efficient method would be to define {yt}Tt=1, where yt =
(yt1, . . . , ytq) with ytK{ = YK{ and ytK ∈×k∈K Sk, in such a way that {ytk, k ∈
K} is a grid approximation of×k∈K Sk. Then we can estimate ωi through
ωˆi =
∏
k∈K|Sk|
TRi
Ri∑
r=1
T∑
t=1
f (yt;x, θir) . (35)
If we use the trick with auxiliary categories described in Section 3.2 of the main
article, we can we can choose yt uniformly at random on×k∈K Sk, as long as
we do not have any missing observations, since those are represented with an
infinite interval. Thus, (35) is potentially more effcient than (34), but comes at
a cost of generality, since (34) is applicable to any new observation.
Finally, the Monte Carlo-estimated aposteriori probability of Dnew = (x, S)
being of category i is
pˆi = Pˆ(I = i | Dnew,Dobs) = piiωˆi
pi1ωˆ1 + . . .+ piN ωˆN
(36)
and we may apply (30) with replacement of ωi by (34) for prediction. If (35) is
inserted into (36) we notice that
∏
k∈K|Sk| and T cancel out, and in case Ri = R
for i = 1, . . . , N , also R cancels out.
C Gibbs sampling details
The focus of this appendix is Procedure 1, in which we describe in detail how
to generate a sample of size Ri from the posterior distribution of the parameter
vector θi, using blockwise Gibbs sampling. It describes the general case, i.e.
when we have obfuscated trait measurements inDobs. For the case with perfectly
observed trait measurements, we skip the sampling of Yi and use the observed
values instead, otherwise the procedure is the same. Applying the procedure to
data from each category i will yield all the samples we need from the posterior
distribution in order to perform classification.
In Procedure 1, TN(µ,Σ,S) refers to the truncated Gaussian distribution,
where µ is the mean vector, Σ is the covariance matrix and S is a hyper rect-
angle specifying the truncation limits. Simulating from this distribution can be
done exactly using rejection sampling, or approximately using an inner Gibbs
algorithm. Depending on application, either approach can be preferred, as the
tradeoff is exact sampling versus efficiency. Also, more advanced algorithms
such as Importance Sampling-techniques can be used in this step.
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Procedure 1 The Monte Carlo approach to sampling the parameters’ posterior
distribution under obfuscation.
Input: Dobs, ν0,V0, βi0 = vec(Bi0)
Output: A sample of size Ri from the posterior distribution of θi.
for α = 1→ A do
draw Σαi0 ∼ IW (ν0,V0)
end for
draw βi0 ∼ N (βi0,Σβi)
θi0 ←
(
βi0,Σ
1
i0, . . . ,Σ
A
i0
)
for r = 1→ Ri do
for j = 1→ ni do
draw Yij,r−1 | xij ,Sij , θi,r−1 ∼ TN (XijBi,r−1,Σij,r−1,Sij)
end for
Ui,r−1 ← vec(Yi,r−1)
draw βir | Ui(r−1),
{
Σαi(r−1)
}A
α=1
∼ N
(
β˜, Σ˜
)
for α = 1→ A do
draw Σαir | Uαi(r−1),Xαi , βir ∼ IW (ν0 + nαi ,V0 + Sαi )
end for
θir ←
(
βir,Σ
1
ir, . . . ,Σ
A
ir
)
save θir
end for
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D Highest posterior density intervals of parameters
Table 4: Quantiles of the posterior distribution for the parameters of the Acrocephalus model. The parameters are indexed as (·)imk,
where i = 1, . . . , N , m = 0, . . . , p and k = 1, . . . , q, with N = 4, p = 1 and q = 3. The order of i is Eurasian reed warbler, Marsh warbler,
Paddyfield warbler and Blyth’s reed warbler ; the order of m is intercept (m = 0) and age (m = 1); and the order of k is wing length, notch
length and notch position.
Quantile B101 B111 B102 B112 B103 B113 Σ
juv
111 Σ
juv
112 Σ
juv
113 Σ
juv
122 Σ
juv
123 Σ
juv
133 Σ
ad
111 Σ
ad
112 Σ
ad
113 Σ
ad
122 Σ
ad
123 Σ
ad
133
2.5% 66.69 0.70 10.99 1.27 107.87 1.95 2.31 0.55 -0.11 0.57 0.42 1.28 2.61 0.43 -0.03 0.55 0.35 1.30
50% 66.70 0.73 11.07 1.38 108.00 2.29 2.35 0.63 0.07 0.63 0.52 1.48 2.67 0.54 0.47 0.62 0.47 1.59
97.5% 66.72 0.76 11.13 1.52 108.13 2.56 2.38 0.72 0.23 0.71 0.64 1.66 2.74 0.64 0.90 0.72 0.74 2.35
Quantile B201 B211 B202 B212 B203 B213 Σ
juv
211 Σ
juv
212 Σ
juv
213 Σ
juv
222 Σ
juv
223 Σ
juv
233 Σ
ad
211 Σ
ad
212 Σ
ad
213 Σ
ad
222 Σ
ad
223 Σ
ad
233
2.5% 69.99 0.57 9.42 0.54 104.86 0.39 2.07 0.35 -0.19 0.41 0.13 0.69 2.28 0.40 -0.15 0.47 -0.01 0.50
50% 70.05 0.69 9.45 0.61 104.96 0.66 2.19 0.40 -0.05 0.44 0.19 0.80 2.51 0.49 0.20 0.53 0.16 0.76
97.5% 70.10 0.81 9.48 0.68 105.04 1.00 2.32 0.44 0.08 0.47 0.25 0.92 2.76 0.60 0.62 0.60 0.34 1.16
Quantile B301 B311 B302 B312 B303 B313 Σ
juv
311 Σ
juv
312 Σ
juv
313 Σ
juv
322 Σ
juv
323 Σ
juv
333 Σ
ad
311 Σ
ad
312 Σ
ad
313 Σ
ad
322 Σ
ad
323 Σ
ad
333
2.5% 56.64 -0.74 12.24 0.40 114.80 0.05 1.28 -0.29 -1.34 0.49 -0.10 0.77 2.36 -0.17 -0.17 0.76 -0.01 0.68
50% 57.27 0.36 12.66 1.16 115.32 0.81 2.17 0.24 -0.38 0.83 0.26 1.30 4.32 0.84 0.80 1.35 0.52 1.24
97.5% 57.89 1.47 13.10 1.89 115.83 1.61 4.00 0.92 0.26 1.52 0.83 2.46 9.07 2.55 2.53 2.77 1.50 2.60
Quantile B401 B411 B402 B412 B403 B413 Σ
juv
411 Σ
juv
412 Σ
juv
413 Σ
juv
422 Σ
juv
423 Σ
juv
433 Σ
ad
411 Σ
ad
412 Σ
ad
413 Σ
ad
422 Σ
ad
423 Σ
ad
433
2.5% 61.84 -0.48 12.23 0.80 113.23 0.63 1.31 0.08 -0.22 0.47 -0.06 0.60 1.34 0.32 -0.26 0.61 0.10 0.87
50% 62.26 0.03 12.49 1.13 113.53 1.03 1.94 0.39 0.17 0.69 0.16 0.90 1.85 0.59 0.11 0.83 0.32 1.20
97.5% 62.69 0.56 12.75 1.46 113.85 1.43 3.04 0.83 0.63 1.08 0.44 1.37 2.64 0.99 0.47 1.17 0.60 1.71
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E Visualized decision regions
All of these visualizations are done using the same model fit and the same gen-
erated new observations from the posterior predictive distribution as in Section
4 of the main text. As a reminder, we used the values ρ = 0.1 and τ = 0.001
for the tuning parameters of the classifier.
(a) Adult birds. (b) Juvenile birds.
Figure 2: Decision regions when observing all three traits of the Acrocephalus
warblers. Completely transparent blocks represent observations that will be
classified as outliers, i.e. not get any species assigned to them. The indecisive
region Λ is less transparent, and colored according to which species there is un-
certainty about. The probability of observing an individual that belongs to the
indecisive region is 0.0819 for (a) and 0.0790 for (b), when each species is equally
likely apriori to occur. The decision region of Paddyfield Warbler partially en-
gulfs Blyth’s Reed Warbler for adult birds, reflecting the large uncertainty in
the parameter estimates for adult Paddyfield Warblers. Notice also that we
introduce unnamed categories for notch position, as the predictive posterior
distribution requires this.
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(a) Adult birds. (b) Juvenile birds.
Figure 3: Decision regions when only observing wing and notch length.
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Figure 4: Decision regions when only observing wing length and notch position.
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Figure 5: Decision regions when only observing notch length and notch position.
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(e) Adult birds. (f) Juvenile birds.
Figure 6: In (a) and (b), decision regions are shown when only wing length
is observed; in (c) and (d) decision regions are shown when only notch length
is observed; and in (e) and (f) decision regions are shown when only notch
position is observed. In all plots, kernel density estimates of each aposteriori
trait distribution for each species is shown with black lines of different types.
The plot highlights the larger degree of separation in the traits wing length and
notch position.
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