ABSTRACT Recently, there emerge many excellent algorithms in the field of visual object tracking. Especially, the background aware correlation filter (BACF) has received much attention, owing to its ability to cope with the boundary effect. However, in the related works, there exist two aspects of imperfections: 1) only histograms of oriented gradients (HOG) is extracted, through which the visual information of targets cannot be fully expressed; and 2) the scale estimation strategy is imperfect in terms of scale parameters, which makes it impossible to accurately track the targets with large-scale changes. To overcome the imperfections, an improved BACF method of robust visual object tracking is proposed to achieve the location of targets with higher accuracy in complex scenarios allowing scale variation, occlusion, rotation, illumination variation, and so on. Crucially, a feature fusion strategy based on HOG and color names is integrated to extract a powerful feature of targets, and a modified scale estimation strategy is designed to enhance the ability to track targets with large-scale changes. The effectiveness and robustness of the proposed method are demonstrated through evaluations on OTB2103 and OTB2015 benchmarks. Particularly, compared with other state-of-theart correlation filter-based trackers and deep learning-based trackers, the proposed method is competitive in terms of accuracy and success rate.
I. INTRODUCTION
Visual object tracking, aiming to locate specified targets within a sequence of video frames given the bounding box at the first frame, is a fundamental problem in computer vision [1] - [3] . It is significantly useful in robotics [4] , unmanned aerial vehicles [5] , video surveillance [6] and so on. However, visual object tracking is quite challenging, since the appearances and shapes of targets would severely change (because of, e.g., scale variation, occlusion, rotation, and illumination variation) while rather limited information of the targets (usually only the bounding box at the first frame) is available.
With the introduction of correlation filter (CF) and deep learning (DL), various methods of visual object tracking have been developed in complex scenarios; see, e.g., [7] - [13] , [24] , [26] , [27] , [31] and references therein.
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Specifically, [7] - [9] propose CF based trackers, where [7] solves the problem of limited samples through cyclic shifts of the base sample, and utilizes circulant matrix and kernel tricks to reduce computational complexity and make the tracker more general. The development of DL based trackers benefits from convolutional neural network (CNN) which has powerful capability of feature extraction. Instead of extracting hand-crafted features, the DL based trackers in [10] - [12] directly use pre-trained CNN to extract convolutional features. Moreover, in [13] - [15] , modified CNN is utilized to build online updating models for tracking. Compared with CF based trackers, the above-mentioned DL based trackers can achieve higher accuracy and success rate. Whereas, the latter are difficult to meet real-time requirement due to the high computational complexity caused by online feature extraction or model updating. Indeed, the tracking speed can be enhanced by offline training the tracking network, but such treatment is limited by the lack of training data.
Although the tracking methods under CF based framework have achieved balanced accuracy and real-time speed, most of them ignore the boundary effect caused by cyclic shifts of the base sample. To overcome the difficult problem, there emerge two classic methods, namely, SRDCF [16] and BACF [17] . Specifically, SRDCF introduces spatial regularization to suppress background interferences, and BACF builds a strong discriminative filter based on the variations of foreground and background. Remark that BACF achieves higher accuracy and frame rate, but it fails to fully express visual information of the object and cannot cope with large-scale changes in object size during tracking.
In this paper, we are devoted to proposing an effective method of visual object tracking. For accurate tracking, it would be favorable to extract powerful feature of specified targets. As is well known, HOG feature is robust to illumination variation (owing to operations in local cells) but sensitive to deformation, while CN feature is robust to deformation but insufficient to separate the object and background. So, instead of only extracting HOG feature as in BACF, a feature fusion strategy based on HOG and color names (CN) features is integrated to improve tracking performance. Moreover, scale variation is also nonnegligible for accurate tracking. Unfortunately, when the target object changes with large-scale, the existing BACF method can only achieve suboptimal performance. Recall that scale estimation approach can remarkably enhance tracking performance. So, we are to incorporate a modified scale estimation strategy equipped with reasonable scale parameters and the upper and lower limits of scale, to accurately search the targets with serious scale variation. Furthermore, an improved BACF method of robust visual object tracking is proposed by integrating the strategies of feature fusion and scale estimation, to achieve the location of targets with higher accuracy in complex scenarios with scale variation, occlusion, rotation, illumination variation and so on. Several evaluations on OTB2013 [18] and OTB2015 [19] benchmarks demonstrate the effectiveness and robustness of the proposed method and, particularly, its superiority over other start-of-the-art trackers in terms of accuracy and speed (see Figure 1) . More specifically, the main contributions of the paper are threefold:
(i) (i) (i) A feature fusion strategy based on complementarity of HOG and CN features is integrated to express visual information of specified object. This is key for improving tracking performance, since powerful feature of the targets can be extracted via the feature fusion strategy. (ii) (ii) (ii) A modified scale search strategy is designed to efficiently cope with the challenge of serious scale variation. This makes our tracker more accurate and flexible, and higher success rate is achieved in tracking targets with large-scale changes. (iii) (iii) (iii) An improved BACF method of robust visual object tracking is proposed. Compared with the existing CF and DL based trackers, our method is competitive in terms of accuracy and success rate. The main structure of the rest paper is presented as follows. Some related works of visual object tracking are introduced in Section 2. Section 3 introduces the pipeline of the proposed method. In Section 4, several evaluations on OTB2013 [18] and OTB2015 [19] benchmarks demonstrate the effectiveness and robustness of proposed method. Section 5 makes a conclusion of this paper.
II. RELATED WORKS
The application of machine learning promotes the development of visual object tracking. Some trackers based on support vector machines [20] , random forests [21] and adaboost [22] have achieved excellent tracking results. With the integration of CF and DL methods to visual object tracking, this field has appeared more remarkable achievements. Several mature trackers, such as KCF [7] and GOTURN [23] , have even been applied to real industrial scenarios or products. The recent visual tracking works are presented in the followings.
A. CF BASED VISUAL TRACKING
The MOSSE tracker [24] , which is a pioneering work in the field of tracking, first introduces CF from signal processing field to visual object tracking field. The tracking speed of MOSSE nearly comes up to 700 fps. KCF describes a high-speed kernelized CF with the application of kernel tricks and circulant matrix. LCT [8] solves the problem of significant appearance variation of objects during long-term visual tracking by decomposing the tracking task into translation and scale estimation. It also can re-detect objects timely in case of tracking failure. Staple [9] utilizes the complementarity of multiple feature for training a discriminative tracker. This method shows great robustness in the situation of serious deformation and occlusion. To solve boundary effect problem, [16] and subsequent further works introduce spatial (or spatial-temporal) regularization to suppress background weights. Besides, BACF [17] exploits the variations of foreground and background to build a discriminative classifier. This not only alleviates boundary effect but also maintains real-time tracking speed. In order to integrate multi-resolution convolutional features for fully expressing visual information of objects, the C-COT [11] tracker uses an implicit interpolation model to obtain a convolution operator in continuous domains. ECO [12] is an improved version of C-COT. This method proposes factorized convolution operation and updates models every fixed number of frames, which effectively solves the model's over complication and over-fitting. Based on ECO, the UPDT [25] tracker makes better use of convolutional features of different layers to achieve superior tracking performance.
B. DL BASED VISUAL TRACKING
Some early DL based trackers aim to design an online training network. This imitates the idea of utilizing DL methods for object classification. One classical work of early DL based trackers is MDNet [13] , which devotes to training a multi-domain CNN so as to distinguish the object and background in any domain. Although prominent accuracy and success rate are achieved, the frame rate is too slow to meet real-time requirement. Besides, some works use pre-trained CNN for feature extraction. One of the typical work is HCF [10] . It exploits hierarchical convolutional features to improve tracking accuracy and robustness. Recently, with the advent of SiamFC [26] , the tracking process can be divided into two steps: the tracking network is first trained offline and then used for tracking online. The SiamFC tracker, which provides a new way to solve the tracking of specified object, transforms visual tracking into a similarity learning problem by exploiting siamese network and full convolution property. Followed by SiamFC, CFNet [27] designs a lightweight tracking network by incorporating CF layer into a similarity network, aiming to learn features that are tightly coupled to CF. FlowTrack [28] proposes an end-to-end framework to take the advantage of rich flow information between consecutive frames. Observing that appearance features learned in a siamese network and semantic features learned in a network for object classification task can complement each other, SA-Siam [29] proposes a twofold siamese network for real-time object tracking and achieves significant tracking performance.
C. FEATURES IN VISUAL TRACKING
Powerful feature plays an important role in visual object tracking. The gray feature used in the pioneering work MOSSE has limited expression ability and cannot fully exploit visual information of targets. The HOG feature adopted in KCF is robust to illumination variation, while sensitive to deformation. Staple utilizes complementarity of multiple feature for tracking specified target, and has achieved excellent performance. Convolutional feature has strong expressive ability. The feature in low level layer is suitable for precise localization and that in high level layer is rich in semantic information which is helpful for handling serious appearance changes [10] . Although excellent tracking performance is achieved by using convolutional features, the extraction of convolutional features in different layers is time-consuming. Therefore, the compromise between speed and performance should be considered when convolutional features are used. Besides, FlowTrack [28] exploits flow information between consecutive frames to improve feature representation and tracking performance.
D. SCALE ESTIMATION IN VISUAL TRACKING
Accurate scale estimation has a crucial impact on the performance of visual object tracking. SAMF [30] manually designs seven scales to track objects with scale variation. The optimal scale of objects is updated by the scale value that corresponds to maximal classifier response. DSST [31] proposes an effective scale adaptive scheme for tracking under the framework of tracking-by-detection, and separately trains discriminative filters for deformation and scale estimation in each frame. This method significantly enhances tracking performance. fDSST [32] makes great improvement on the basis of DSST, which achieves superior performance and twofold tracking speed. The above scale estimation approaches always search optimal scale in a limited scale pool. Instead, the tracker [33] designs a scale search strategy for mathematically estimating the scale of objects.
III. OUR PROPOSED ALGORITHM A. MOTIVATION
KCF and its variants utilize a periodic assumption of the training samples to generate negative samples, so that boundary effect caused by the sampling method seriously affects discriminative performance of the tracker. Boundary effect also makes the tracker extremely prone to over-fitting, and further decreases learning ability of tracking model. The classical one for solving this problem is SRDCF, which introduces spatial regularization to effectively suppress background weights. But the method is time-consuming. BACF exploits the background to sample for learning a discriminative classifier, which remarkably alleviates boundary effect and achieves real-time tracking performance. Unfortunately, this tracker fails to fully express visual information of objects. Meanwhile, the tracker cannot cope with large-scale changes of objects during tracking. Therefore, we aim to tackle the above drawbacks and further propose an effective tracking method. In the proposed method, a feature fusion strategy based on complementarity of multiple features is applied to extract more powerful features. Further, a scale estimation approach is designed to search the object with multi-scale variation. The flow chart of proposed method is presented in Figure 2 .
B. BACKGROUND INFORMATION BASED SAMPLING CF
Traditional tracking methods train a CF model with cyclic shifts of the base sample, while the background information based sampling tracker is trained by utilizing all possible patches densely extracted from cyclic shift frames [17] . Therefore, the background aware based tracker can model how the foreground and background varies over time. This significantly enhances the ability to suppress background interference and avoids model drifting. In this paper, a shift operator is used to shift frames and a binary matrix is used to VOLUME 7, 2019 crop sample patches in the center of each shifted frame. The process of sampling in background is shown in Figure 3 .
In practice, instead of utilizing cyclic shift operator for sampling in real background, the sampling operations are efficiently performed by augmenting the objective function. The background aware based CF model is obtained by solving the following equation:
where
NK represent the CF and sample, respectively, with K the number of feature channels, and h k ∈ R D and x k ∈ R N denote the kth channel of filter h and sample x, respectively; y ∈ R N refers to the correlation output, and y(j) is the jth element of y; [δ j ] is the j-step cyclic shift operator, and x k [δ j ] denotes the j-step cyclic shift to x k ; P ∈ R D×N is a binary matrix for cropping sample patch in each frame; λ is the regularization coefficient.
To obtain the solution quickly, equation (1) is converted to the frequency domain. The converted expression is:
whereĝ is an auxiliary variable;X = [diag(x 1 ), . . . , diag(x K )], andx k andŷ denote the Discrete Fourier transform of x k and y, respectively; F ∈ R N ×N represents the orthonormal matrix that transforms any N -dimensional signal to frequency domain; I K is the K × K identity matrix; and ⊗ denotes the Kronecker product.
According to the theory of BACF, to obtain the solution of equation (2), an augmented Lagrangian method is utilized and the equation is presented as follow:
whereξ denotes the Lagrangian vector in Fourier domain, and µ is the penalty factor. With the ADMM technique, the equation (3) can be effectively solved, namely, the background aware based CF model is obtained.
C. MULTIPLE FEATURE FUSION
HOG feature has been widely used in computer vision tasks, such as pedestrian detection and image recognition [34] - [36] . It mainly calculates gradient information in an image, and has good invariance to illumination variation due to operations in local cell. Generally, the appearances and shape of an object can be well described by edge gradient. Therefore, HOG feature has significant advantages in application. The extraction process of HOG feature is extremely simple and can be divided into three steps:
(i) (i) (i) Gradient computation. In terms of each frame in specified video, we first need to calculate horizontal and vertical gradient of each pixel, and then calculate gradient size and direction of each pixel. Let g x (x, y), g y (x, y) and h(x, y) denote horizontal gradient, vertical gradient, and pixel value of each pixel (x, y), respectively. The equations for calculating gradients are presented as follows:
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(ii) (ii) (ii) Form HOG descriptor in each cell. The input frame is divided into some cells with dimension of 4×4. The gradient information in each cell is utilized to form histograms of oriented gradients with 9 bins, namely, HOG descriptor in each cell is obtained. (iii) (iii) (iii) Extract HOG feature. HOG feature of the object to be detected in each frame is obtained by concatenating HOG descriptors in all cells of an image. Color names, which is the linguistic label assigned to each pixel, can well describe appearances of objects in complex scenario. The CN feature is robust to deformation and has a good complementarity with HOG feature. It has drawn great attention in computer vision tasks such as image retrieval and object detection [37] - [39] . The RGB colors of an image need to be subdivided into more colors for feature extraction. Indeed, the color names space is described by 11 colors, including black, blue, brown, gray, green, orange, pink, purple, red, white and yellow, respectively. To obtain CN feature for computer vision tasks, a mapping is first needed to establish between RGB values and CN. In this paper, a method for CN feature extraction is introduced from [40] . The introduced method forms a probabilistic search dictionary by utilizing Google Images to train probabilistic latent semantic analysis model. Namely, each RGB value can be found in the probability search dictionary with its closest 11-color probability distribution. Therefore, each color image can be mapped to colorful probability plane with dimension of 11. The extraction process of the above two features is shown in the following figure.
D. MULTIPLE FEATURE FUSION
Scale variation is a nonnegligible problem in the process of visual object tracking. The fusion of scale estimation approach can remarkably enhance the performance of tracking, but it inevitably brings expensive computational costs. Moreover, no scale estimation strategy can be applied directly, so it is necessary to design a reasonable scale scheme to cope with scale variation in complex scenario.
Instead of artificially giving search scale like SAMF, in this paper, an adaptive search strategy is proposed to get optimal scale. Similar to the robust scale estimation scheme [32] , [41] , a scale pyramid is first established at the known object position. Let L × M represent target size of current frame, and S represent the number of search scales. For each n ∈ P = { 1−S 2 , . . . ,
S−1 2
}, we extract the image feature H n centered on the known object position and its size is l n L × l n M . Here, the parameter l denotes scale step between consecutive feature layers and the parameter l n denotes scale factors pool. The bigger S means to set more scales for sampling with the cost of expensive computation, while the parameter l determines the sparsity of search scales. Furthermore, we have limits of scale factor to make scale search more reasonable. The lower limit of scale factor is defined as below:
where l is the scale step, and I denotes the supported size of the current frame. The upper limit of scale factor is presented as follows:
where W and H represent the width and height of each frame in videos, respectively.
IV. EXPERIMENT A. IMPLEMENTATION DETAILS
The proposed method is implemented in Matlab with the frame rate of 29 fps. All experiments are performed on a PC with a 3.4G Hz Intel Core i7 processor and 8G RAM.
The threshold for decreasing cell size in the condition of low resolution is 0.75. The dimension of HOG feature is 31, and that of CN feature is 11. The cell size of HOG with 9 bins is 4×4. In the process of scale search, the number of scale and scale step are set to 5 and 1.013, respectively. The learning rate for template updating is 0.013. The standard deviation for desired correlation output is set to 0.0625. The value of regularization coefficient is 0.001. The number of iterations and the penalty factor for ADMM are set to 2 and 1, respectively. The other parameters for ADMM is the same as the BACF method. The evaluations on OTB2013 and OTB2015 benchmarks indicate that our proposed method is competitive in terms of accuracy and success rate. OTB2013 benchmark contains 51 videos and summarizes 11 attributes occurred in the video sequence, namely, fast motion, background clutter, motion blur, deformation, illumination variation, in-plane rotation, low resolution, occlusion, out-of-plane rotation, out of view and scale variation. OTB2015 benchmark includes 100 videos and has the same attributes as OTB2013 benchmark.
B. EVALUATION METRICS
In the experiment, uniform evaluation metrics are adopted, namely, precision plots and success plots. A precision plot VOLUME 7, 2019 FIGURE 5. The precision and success plots of our tracker compared with other state-of-the-art algorithms on OTB2013 benchmark. indicates the percentage of frames whose center position error is less than specified threshold. The center position error is defined as center distance between generated bounding box and groundtruth box. A success plot means the percentage of frames whose overlap rate is greater than specified threshold. The meaning of overlap rate is the IoU (intersection over union) between tracked and groundtruth bounding box. To rank the tracker, the commonly used thresholds are adopted in proposed method. The precision score threshold is set to 20 pixel and the overlap ratio threshold for each success plot is 0.5. The precision and success rate of all trackers are tested under one-pass evaluation (OPE).
We compare the proposed tracker to CF based trackers and DL based trackers, including BACF [17] , MUSTer [42] , LCT [8] , SRDCF [16] , Staple [9] , SAMF [30] , MEEM [43] , KCF [7] , DSST [31] , SiamFC [26] , and HCF [10] .
C. QUANTITATIVE COMPARISON 1) OVERALL PERFORMANCE
The experimental results on OTB2013 and OTB2015 benchmarks are presented in Figure 5 and Figure 6 , respectively. All the compared trackers are ranked according to the given thresholds, and the results are showed in the legend of the two figures. Obviously, the proposed tracker wins the first place in both precision and success rate on the two benchmarks. Figure 5 shows the precision and success plots of our tracker and other state-of-the-art algorithms on OTB2013 benchmark. When the location error threshold is 20 pixels, the precision rate of proposed tracker is 89.1%, which outperforms that of BACF tracker (84.9%) by 4.9%. Besides, the precision rate of proposed tracker outperforms those of SRDCF (83.8%), SiamFC (80.9%), Staple (79.3%) and SAMF (78.5%) by 6.3%, 10.1%, 12.4% and 13.5%, respectively. For the success plots, when the overlap threshold is 0.5, the success rate of proposed tracker is 67%, which outperforms BACF tracker (64.5%) by 3.9%. Alike, compared with SRDCF, SiamFC, Staple and SAMF, the success rate of proposed tracker increases by 7.0%, 10.4%, 11.7% and 15.7%, respectively. Noticeably, HCF tracker has achieved the same precision as the proposed tracker. However, the success rate of proposed tracker reaches 67%, and outperforms that of HCF (60.5%) by 10.7%. In terms of speed, our proposed tracker can operate real-time, while the speed of HCF tracker is nearly 10 fps due to the utilizing of pre-trained CNN network for feature extraction.
Furthermore, the proposed tracker has achieved remarkable performance on OTB2015 benchmark, as illustrated in Figure 6 . In the precision plots of OPE, when the location error threshold is 20 pixel, the precision rate of proposed tracker is 83.7%, which outperforms BACF (81.7%) by 2.4%. Besides, the precision rate of proposed tracker increases by 6.1%, 6.8%, 8.6% and 11.5% in comparison with those of SRDCF, Staple, SiamFC and SAMF, respectively. For the success plots, when the overlap threshold is 0.5, the success rate of proposed tracker is 62.5%, which is 1.5% higher than that of BACF (61.6%). What's more, the proposed method outperforms SRDCF (59.8%) by 4.5% in success rate. In conclusion, the proposed tracker presents superior performance in precision and success rate compared CF based trackers and DL based trackers. The success of our tracker attributes to the effectiveness of proposed strategies which enhances the ability to cope with background interferes and improves tracking quality.
2) ATTRIBUTED-BASED PERFORMANCE
The success plots of our tracker and other state-ofthe-art trackers about the 11 challenging attributes on OTB2013 benchmark are presented in Figure 7 . When the overlap threshold is 0.5, the proposed tracker takes the first place in all attributes except low resolution. Specifically, the BACF tracker achieves the success rate of 59.8%, 57.8% and 62.2% in background clutter, motion blur and VOLUME 7, 2019 FIGURE 8. The success plots of our tracker compared with other state-of-the-art algorithms about 11 challenging attributes on OTB2015 benchmark. deformation, respectively. However, the proposed tracker outperforms BACF in these attributes. It achieves the success rate of 63.2%, 61.6%, and 67.2%, respectively. In terms of scale variation, the success rate of proposed tracker is 63.4%, which outperforms BACF (61.0%) by 3.9%. Compared with SiamFC, SRDCF and HCF, the success rate of proposed tracker in scale variation increases by 5.8%, 8.0% and 19.4%, respectively. The background information based sample method and the feature fusion strategy make our tracker equipped with hand-crafted features superior to the trackers based on convolutional features. Besides, the proposed tracker presents excellent performance in scale variation compared with CF and DL based trackers. This shows the effectiveness of proposed scale search strategy.
The evaluation about the 11 challenging attributes on OTB2015 benchmark is presented in Figure 8 . For the success plots, when the overlap threshold is 0.5, the proposed tracker takes the first place in 8 attributes and the second place in 3 attributes. The proposed tracker achieves obvious performance improvement compared with BACF tracker in terms of fast motion, background clutter, deformation, occlusion, out-of-plane rotation, and out of view. This attributes to our proposed feature fusion strategy, which can fully express visual information of objects. In the case of scale variation, the success rate of proposed tracker reaches 57.9%, which outperforms some CF based trackers and DL based trackers such as BACF, SRDCF, SiamFC and HCF. It is also superior to several trackers tailored for scale variation such as SAMF and DSST. This shows that our tracker can accurately estimate the size of objects and has the ability to cope with large scale changes in complex scenario. Figure 9 shows several examples of tracking, and targets in these videos all suffer from large scale variation. The numbers in the corner denote the corresponding frames extracted from videos. In the Car4 sequence (the first line of Figure. 9 ), a car drives away on the road and its scale gradually decreases (e.g. #57, #215, #283). Our proposed tracker, BACF, SiamFC and SRDCF can accurately track the object in the case of scale variation. Although KCF, DSST and HCF achieve the tracking task in the whole video, they cannot track as precise as the above trackers (e.g. #304, #341, #552). In the Singer1 video (the second line of Figure. 9 ), the object suffers from large scale variation and illumination variation (e.g. #28, #65, #124). KCF and HCF have limited ability to cope with the above situations and show suboptimal tracking results. Although DSST tracker is tailored for scale variation, it indeed cannot track as accurate as the proposed method in complex scenarios (e.g. #169). As the scale of the target gets smaller and smaller (e.g. #266 and #288), SAMF is unable to cope with serious scale changes. However, BACF, SiamFC, SRDCF and proposed tracker can still accurately track the target. In the Trellis video (the third line of Figure. 9 ), the object undergoes scale variation (e.g. #171 and #487), illumination change (e.g. #263 and #494) and rotation (e.g. #409 and #433). KCF and HCF can track the object through the whole sequence, but they have limited ability to solve scale variation problem. Most of the trackers can precisely capture the target in the case of scale variation and rotation (e.g. #171 and #409), while SiamFC drifts to the background (e.g. #433). Figure 10 exhibits some screenshots of tracking and targets in these videos all suffer from serious rotation. In the Skating sequences (the first line of Figure. 10), the target undergoes the challenging of fast motion (e.g. #25 and #259), illumination variation (e.g. #259 and #319) and serious rotation (e.g. #323, #336 and #367). BACF drifts to the background (e.g. #259) due to fast motion of the object. Gradually, SiamFC and SRDCF cannot track the object in the situation of serious rotation and insufficient illumination (e.g. #319 and #367). The proposed tracker and HCF, which can cope with challenges in the process of tracking, exhibit excellent tracking performance. In the Shaking sequence (the second line of Figure. 10), the object keeps moving forward and undergoes large rotation and illumination variation (e.g. #30, #64 and #137). For clarity, KCF, SRDCF, and SAMF cannot precisely track the object even tracking failure in the case of rotation (e.g. #172, and #287). The HCF tracker sometimes drifts to the cluttered background (e.g. #16, and #30). However, BACF, SiamFC and our tracker achieve superior tracking results. In the Sylvester video (the third line of Figure. 10), the object moves back and forth and suffers from serious deformation (e.g. #1141 and #1154), rotation (e.g. #1178 and #1202) and motion blur (e.g. #1290). Obviously, our proposed tracker can accurately track the object in the complex scenarios. Other trackers, such as BACF, SiamFC, and HCF, drift to the background due to fast motion of the object (e.g. #1178, #1202 and #1290).
D. QUALITATIVE COMPARISON
Some screenshots of tracking are illustrated in Figure 11 . The targets in these videos all undergo large occlusion. In the Lemming video (the first line of Figure. 11), the object moves back and forth, facing the challenge of fast motion (e.g. #710), rotation (e.g. #338, #379 and #799) and serious deformation (e.g. #315 and #451). It is clear that HCF, KCF, SRDCF and DSST cannot track the object and even drift to background in the case of rotation (e.g. #379 and #799). Instead, BACF, SiamFC and our proposed tracker can precisely track the object with the cluttered background. In the Jogging sequence (the second line of Figure. 11), the object suffers from large-area occlusion and disappears for a while (e.g. #47, #53 and #61). Unlike KCF, DSST and BACF which drift to the background and cannot track the object anymore (e.g. #67 and #81), HCF, SiamFC, SRDCF, SAMF and proposed tracker can track the object timely after its reappearance (e.g. #61, #67 and #81). In the Tiger video (the third line of Figure. 11), the target undergoes the challenging of motion blur (e.g. #55 and #346), rotation (e.g. #83 and #258) and serious occlusion (e.g. #10 and #118). KCF, DSST and HCF cannot precisely track the object and even track failure in the situation of large-area occlusion (e.g. #118 and #346).
However, the other trackers such as BACF and our proposed tracker can accurately track the object (e.g. #258).
In a word, the proposed tracker exhibits higher accuracy and success rate compared with other state-of-the-art trackers. Facing the challenging of scale variation, rotation and occlusion, the proposed tracker can precisely track the object instead of drifting to the cluttered background.
V. CONCLUDING REMARKS
This paper has proposed a visual tracking method equipped with multiple features and scale search. Specifically, a feature fusion strategy based on complementarity of HOG feature and CN feature is introduced to express more visual information of objects. We also design a scale estimation approach to accurately track objects with large scale changes. The evaluations on OTB2013 and OTB2015 benchmarks demonstrate the effectiveness and robustness of proposed method in the complex scenario with scale variation, occlusion and rotation.
Compared with other state-of-the-art trackers, the proposed method is competitive in terms of accuracy and success rate. For future work, we are to make exploration in the following three directions: First, besides the handcrafted features, the convolutional feature would be introduced to fully express visual information of objects. Second, reliability learning would be additionally taken to distinguish the importance of each sub-region in the filter and furthermore to establish more superior trackers. Third, the classifier in our tracking method lacks the generalization power which is important for differentiating target and background. This motivates us to design stronger classifiers with generalization power, to improve tracking performance. 
