Abstract-This paper proposes a new method to deal with the multi-attribute group decision making (MAGDM) problem. Firstly, a new distance measure between two linguistic terms is defined, then a new linguistic information aggregation operator based on the distance measure is proposed and their properties are studied. Secondly, in order to deal with multi-attribute group decision making problem under linguistic environment, a similarity measure between two linguistic preference matrices is proposed. The aggregation operator and the similarity measure are applied to a MAGDM problem. Finally, a numerical example is proposed to prove that the new operator is effective in the MAGDM problems. This method avoid the case that a numerical value times a linguistic information and the results of evaluation are still belongs to the original linguistic term set no matter how to calculate. By using the supporting of the order, the linguistic information can not be lose in the aggregation process.
INTRODUCTION
With the development of modern society, the various types of decision problems become more and more complex in the social economic life. The Multiple Attribute Decision Making (MADM) problem is a type of multi-objective decision problem, which has been found wide applications in economics, management, the military and so on. A very important step for solving MAGDM problem is to aggregate group information. The key to aggregating group information is aggregation functions or aggregation operators, which have been extensively investigated. In real life, due to the complexity of the decision making problems, people prefer to use the linguistic information rather than use the precise value. For example, when people describe the speed of a car, they usually use linguistic variables such as ''fast'', ''normal'', ''slow'' instead of the precise value [1] .
For dealing with the linguistic information in the decision making, there have been several methods for aggregate linguistic information: extension principle [2] , symbolic method [3] , linguistic scale method [4] , 2-tuple linguistic representation model [5] . The minimum like tnorms, copulas and quasi-copulas, the maximum like tconorms, dual quasi-copulas, dual copulas, between minimum and maximum like means, weighted means [6] , the lexmax (Discrimax) and lexmin (Discrimin) methods [7] and so on. When the aggregation operators are used to deal with the linguistic information, the defined discrete linguistic values will be necessarily extended to the continuous ones as in a simple operation using the subscripts of linguistic terms: l may affect the effectiveness of linguistic term sets to some extent because linguistic term sets would be the same as uncertain linguistic variables in this situation [8] . The minimum operator and the maximum operator are not satisfied the conditions such as strict-Pareto and restricted compensation. Didier Dubois [7] has presented that a qualitative aggregation operator should meet the three requirements: focus effect, strict-Pareto, restricted compensation. The qualitative aggregation operators can make good use of the characteristic of the linguistic variables, and the computing results are more acceptable.
In this paper, to overcome the above drawbacks, a qualitative aggregation operator is proposed. The structure of the article is showed as follows: In section 2, the linguistic term set will be reviewed and extended, the extended linguistic scale function will be proposed, distance measure on the the linguistic term set will be defined. In section 3, a mathematical programming model will be built, a new linguistic information aggregation operator is proposed and its properties will be studied. The operator will be applied to the aggregation processes of the multi-attribute group decision making problems, such as obtaining the opinions of the group and the composite scores of the alternatives. In addition, the aggregation results are still in the original linguistic term set. In section 4, on the foundation of the proposed distance, a distance and a similarity measure between two matrices are defined. The similarity measure is applied for obtaining the experts' weights. In section 5, The group's opinions matrix is transformed into a 2-tuple matrix, the attribute weights will be computed based on the 2-tuple matrix. In section 6, an application example will be proposed to prove the new method are effective and acceptable in the MAGDM problems.
II. PRELIMINARIES
In this section, the linguistic term set will be reviewed and extended, the extended linguistic scale function will be proposed, distance measure on the the linguistic term set will be defined. Usually, any element of the set L should be satisfied the following four characteristics [9] : 1) Order relation:
2) Negation operator:
, where 
4) Min operator:
defined by [10] :
v is the linguistic scale function. Clearly, v is a strictly monotonically increasing function, so the inverse function of v exists and is denoted by 1  v .
We extend the linguistic scale function v to L : 
where
ṽ is called the extended linguistic scale function. v is a strictly monotonically increasing continuous function, so the inverse function of ṽ exists and is denoted by 
III. A NEW LINGUISTIC INFORMATION AGGREGATION

OPERATOR
Base on the proposed distance measure, a new linguistic information aggregation operator will be defined and its properties will be studied.
Suppose
Where
Obviously, the axis of symmetry about )) ( (
S is a quadratic function of ) ( ,consider the mathematical programming as follows: 
In general, the information provided by experts for each variable must be expressed by a simple linguistic term, the modeling of linguistic information is limited. In order to aggregate limited linguistic information, a new linguistic term aggregation operator is proposed as follows: 
IV. A SIMILARITY MEASURE BETWEEN TWO PREFERENCE MATRICES
In this section, a similarity measure between two linguistic terms will be used to obtain the experts' weights, then the group's opinions are received. Let } ,..., , { 
be a binary function. For Since the higher level of similarity degree, the higher weight is given to the expert, so the weight of expert p E can be denoted by:
V. APPLICATION IN THE MAGDM
In this section, the deviation among the alternatives will be defined and attribute weights will be obtained.
In the multiple attribute decision making, these alternatives are compared by the synthesized attribute values. The distance is used as the deviation. If all the alternatives under the value of the attribute with the smaller deviation, it means that the attribute has less affection in the alternatives' sorting. On the contrary, if the attribute has a larger deviation in the value of the attribute for all the alternatives, it means that the attribute will play an important role in the sorting. Therefore, how to order the alternatives will be considered, the value of the attribute which has a larger distance should be given a larger weight [11] .
In the MAGDM problems, by using formulas (9) (10) (11) (12) (13) and operator  w , the the group's opinions are received. As the process of aggregating group's opinions may lose a lot of linguistic information. In order to avoid this drawback, base on Definition 7, we transform ) ,
V represents the deviation among the alternatives:
Since a larger deviation should be given a larger weight, the weights of attributes j C can be expressed by:.
Base on the numerical value supporting of the order relation, rank the alternatives by the value of ) ) ( ( Step 1. Chose a linguistic scale ) (
Step 2.The experts' weights are computed by the formulas (9-13).
Step 3. Utilize model MP to obtain the group's opinions matrix )) , (
Step 4. The deviation j V among the alternatives are calculated by formula (14).
Step 5. Use equation (15) to compute the each attribute weight..
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