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Abstract
A model of symmetric random evolution in a plane with n; n>2, directions controlled by a
homogeneous Poisson process is studied. A governing high-order hyperbolic equation is obtained.
Its parabolic approximation is also given. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
The relationship between stochastic processes and PDEs has been well known for a
long time. Parabolic equations are being widely used for describing various diusion
processes. Elliptic equations often arise in the problems on reaching a given level
(frontier) by stochastic processes.
As to hyperbolic equations, apparently Goldstein (1951) and Kac (1967, 1974) were
the rst to discover a profound relationship between rather a wide class of stochastic
processes referred to as \random evolutions" afterwards (see Griego and Hersh, 1971;
Hersh, 1974; Korolyuk and Swishchuk, 1992; Pinsky, 1991 for details) and PDEs of
hyperbolic type. Considering the one-dimensional model of random motion of a particle
with constant velocity v driven by a homogeneous Poisson process with rate  they have
shown that the probability density of the particle’s position f=f(x; t); x2R1; t>0;
satises the following hyperbolic PDE of second order with constant coecients:
@2f
@t2
+ 2
@f
@t
= v2
@2f
@x2
; (1.1)
which is known in the general PDE theory as telegraph or hyperbolic heat equation.
Kac has also rst constructed an original stochastic solution of an initial-value problem
for the telegraph equation (1.1). The Goldstein{Kac’s process and its properties have
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become the subject of a great deal of researches, among the most recent one can note
Foong (1992), Foong and Kanno (1994), Janssen (1990), Kabanov (1992) and others.
It was also discovered by Kac that if v!1 and !1 in such a way that
(v2=)! c; c>0; then the hyperbolic equation (1.1) turns into the parabolic heat
equation which, as is well known, describes the classical one-dimensional diusion.
This fact which seemed rather unusual, nevertheless, as the further investigations
showed, has turned out to be very deep and essential. The works by Bartlett (1957,
1978), Cane (1967, 1975), Kaplan (1964), Orsingher (1985, 1990a, b), Orsingher
and Bassan (1992), Kolesnik (1998) devoted to various generalizations of the one-
dimensional Goldstein{Kac’s model were constantly leading to the hyperbolic equa-
tions, which after pass to the limit under the same condition were degenerating into
the parabolic diusion equations. This phenomenon, which did not seem to be fully
understandable, can be easily explained by taking into account the niteness of velocity
v. In other words, the niteness of the particle’s velocity v entails the nite propaga-
tion speed of the probability density of its position from the start point. Thus, one can
interpret a random evolution as the process generating a diusion with nite speed of
propagation. But, as is well known from the general PDE theory, the processes with
nite speed are being described just by hyperbolic equations, and therefore random
evolution can be referred to as hyperbolic diusion. Now it is clear that if v!1,
then propagation velocity becomes innite, and we come to the parabolic equations
which describe the processes with innite speed (parabolic diusion).
The theory of equations for hyperbolic diusion in Rn was developed in Kolesnik
(1991). A general algorithm for obtaining the hyperbolic diusion equations in the
so-called \determinant" form was given in Kolesnik and Turbin (1991). The one-
dimensional case of this algorithm was also pointed out in Pinsky (1968). But appli-
cation of this algorithm for concrete models is connected with considerable diculties
of a purely technical sort, because it requires the unwieldy calculations of high-order
determinants, that obviously cannot be done in a general form.
We can point out a few papers only, in which one managed to obtain governing
hyperbolic equations in an explicit form due to symmetry of the models considered.
Besides the already mentioned ones, we note also the papers by Orsingher (1986)
devoted to studying a special model of planar random evolution in which the struc-
ture of the telegraph equation arises, Orsingher (1987) dealing with an evolution in
the surface of the three-sphere governed by a telegraph-type equation again, Kolesnik
(1989) where a third-order hyperbolic equation of non-telegraph type was rst obtained
in an explicit form for planar random evolution with three directions, Orsingher and
Kolesnik (1996) dealing with a planar evolutionary model with four directions driven
by a fourth-order hyperbolic equation which could be explicitely solved.
However, generally speaking, an explicit form of hyperbolic diusion equation is
rather an exeption than a rule, and this practically always could be done due to complete
symmetry of the models considered.
In this paper we present the model of symmetric Markovian random evolution in a
plane with n; n>2; directions in which the governing hyperbolic equation of nth order
is obtained in an explicit form. Its parabolic approximation is also established as a limit
theorem. The presentation of this model, which leads us to the hyperbolic equation in
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a natural way, seems very important, because it shows that hyperbolic diusion in
the space of a high dimension is being described by considerably more complicated
equations than the telegraph one, in which the operator (@2=@x2) in the right part is
formally replaced by the multidimensional Laplace operator . The results presented
generalize those obtained in Goldstein (1951), Kac (1967, 1974) and Kolesnik (1989).
Some of them were announced in Kolesnik and Turbin (1990).
2. Description of the model and the main result
A particle moves in a plane with a constant nite velocity v. At every moment
it has one of n possible directions of motion E0; : : : ; En−1; n>2; where the direction
Ek; k =0; : : : ; n− 1; forms the angle (2k)=n with the x-axis. The particle’s evolution
is controlled by a homogeneous Poisson process with rate >0. This means that the
particle moves in some direction till the moment, when a Poisson event occurs. At
such a moment, it instantly chooses a new direction with the probability 1=(n− 1) and
continues its motion in this new direction for a random amount of time till the next
Poisson event occurs, then it takes on a new direction and so on. This model is a
discretization with respect to number of directions of the planar random evolution with
the continuum number of directions. Obviously, for the case of two directions n=2
this planar model turns into the one-dimensional Goldstein{Kac’s process.
Denote by (X (t); Y (t)) the particle’s position in the plane at the moment t. Consider
the distribution
F(x; y; t)=ProbfX (t)<x; Y (t)<yg; (2.1)
which is the transition function of the process (X (t); Y (t)). In order to analyse the
structure of this distribution one should at once note that it must contain the absolutely
continuous component because the trajectories of the particle’s motion are continuous
and dierentiable almost everywhere, and its velocity is nite. Therefore, there exists
a density of the absolutely continuous component of the distribution (2.1) which is the
main goal of our research. Clearly, for n=2 the two-dimensional density degenerates
into the one-dimensional one.
Let us suppose that at the initial moment t=0 the particle starts from some given
point (origin, for instance). This means that the initial density is completely con-
centrated in the origin and is given as Dirac function. Since the process velocity
v is nite then the diusion area at some moment t represents itself the right n-
gon with the symmetry centre in the origin and the vertex coordinates (vt cos(2k=n);
vt sin(2k=n)); k =0; 1; : : : ; n − 1; n>3, (for n=2 it degenerates into the segment
(−vt; vt)). In such a case there is a singular part of the distribution dened by the
initial concentration of the density in the origin and the nite velocity of propa-
gation. This singular component is the measure of all the trajectories of the pro-
cess originating at the start point and nishing at the moment t on the boundary
of the n-gon. In other words, the presence of the singular component is dened by
the possibility for the particle to be on the border of this n-gon at the moment t,
and this event has a positive probability for any t>0. Really, the particle will be
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found itself at the moment t in one of the vertices of the n-gon if no one Pois-
son process jump occurs until t, and the probability of this event is equal to e−t .
Other boundary points are attainable during time t by means of a suitable choice
of the respective directions if one or more than one Poisson process jumps occur
up to the moment t, and the probabilities of these events are also positive. For
example, if n=4 then the diusion area is the square with the vertex coordinates
(vt cos(k=2); vt sin(k=2)); k =0; 1; 2; 3. In this case the particle can reach the bound-
ary of the square (without the vertices) for one Poisson process jump if it will not
take on the opposite direction at the moment of this jump, and therefore the proba-
bility of reaching the boundary for one jump is equal to ( 23 )(t)e
−t . Analogously,
in order to attain the boundary of the square for two Poisson process jumps the
particle must not take on the opposite direction at the moment of the rst jump,
and it must take on the initial direction again at the moment of the second jump.
Thus, the probability of reaching the border of the square for two jumps is equal
to ( 23 )(
1
3 )(((t)
2)=(2!))e−t . In the same manner one can compute the probabilities
of reaching the boundary of the square for more than two Poisson process jumps.
The sum of all such probabilities (the functional series from t) is the probability of
attaining the boundary during time t, and it denes the singular component of the
distribution.
The remaining part of the distribution is absolutely continuous, and its density is
completely concentrated strictly inside the n-gon.
If we suppose that the initial particle’s position is not concentrated in a single point or
some bounded planar area and is smoothly distributed in a whole plane (this means that
the initial distribution is a smooth function on the plane), then the singular component
is absent and the distribution (2.1) is absolutely continuous.
Our principal result is given by the following theorem.
The Main Theorem. The transition probability density f(x; y; t); (x; y)2R2; t>0; of
the absolutely continuous component of transition function (2.1) satises the following
partial dierential equation of hyperbolic type:
Hf(x; y; t)= 0; (2.2)
where operator H has the form
H=
@
@t
[(n+1)=2]X
k=1
(−1)k−1
 
n− k
k − 1
!
Zn−2k+1Qk−1
−2
[n=2]X
k=1
(−1)k−1
 
n− k − 1
k − 1
!
Zn−2kQk
−2

− v
2
n [n=2]X
k=0
(−1)k
 
n
2k
!
@
@x
n−2k  @
@y
2k
; (2.3)
Z =
@
@t
+
n
n− 1 ; Q=
v2
4
;
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with  being the two-dimensional Laplace operator, [] means the integer part of a
number.
The operator H is a linear hyperbolic dierential operator of nth order with constant
coecients. It is known from the general PDE theory that an initial-value problem is
well-posed for any hyperbolic equation of a nite order with constant coecients,
and the smoothness of its solutions is completely dened by the smoothness of the
respective initial conditions (see, for instance, Mizohata, 1977). Therefore, the solution
of Eq. (2.2) exists and is unique for any choice of the initial data. Moreover, if we take
the rst initial condition as Dirac function (what corresponds to the initial concentration
of the density in a single point), then the solution of such an initial-value problem will
take the form of a Schwartz{Sobolev function (i.e. distribution). Taking the smooth
initial data, we shall obtain a smooth solution. This is another conrmation (from
the point of view of PDEs) of the structure of the distribution (2:1) outlined above
proceeding from the probabilistic reasonings.
Remark. It is easy to verify that if n=2 then the main equation (2.2) turns into the
Goldstein{Kac’s telegraph equation (1.1).
For n=3, Eq. (2.2) becomes the third-order hyperbolic equation
@3
@t3
+ 3
@2
@t2
+
92
4
@
@t
− 3v
2
4
@
@t
− 3v
2
4
+
v3
4

@3
@x3
− 3 @
3
@x@y2

f=0;
obtained in Kolesnik (1989), which describes a planar random evolution with three
directions.
In the next section, we give the complete proof of this theorem based on properties
of the characters of a nite cyclic group.
3. Proof of the main theorem
3.1. The system of equations and basic notations
Let (t) be the direction of the particle’s motion at the moment t. Introduce the
partial transition probability densities fk(x; y; t); k =0; 1; : : : ; n − 1; of the absolutely
continuous component of the transition function (2.1) by the following equalities
fk(x; y; t) dx dy = Probfx6X (t)<x + dx; y6Y (t)<y + dy; (t)=Ekg;
k = 0; 1; : : : ; n− 1: (3.1)
They exist and are smooth as noted above.
Proposition 1. The functions fk =fk(x; y; t); k =0; 1; : : : ; n − 1; satisfy the following
hyperbolic system of rst-order PDEs:
@f0
@t
=−v @f0
@x
− f0 + n− 1
n−1X
j=1
fj;
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@fk
@t
=−v cos 2k
n
@fk
@x
− v sin 2k
n
@fk
@y
− fk
+

n− 1
n−1X
j=0
j 6=k
fj; k =1; : : : ; n− 1: (3.2)
Proof. In order to obtain system (3:2) one needs to simply write down the backward
Kolmogorov equation for the transition densities fk which in this case represents itself
a system of n rst-order PDEs with constant coecients.
The system (3:2) is hyperbolic because the matrices of its main parts are diagonal
and real (see Mizohata, 1977, Theorem 4.14).
Our main concern is the reduction of the hyperbolic system (3:2) to a single high-
order hyperbolic equation. Clearly, such a reduction is not always possible for general
systems. Nevertheless, for a system with constant coecients such a reduction is pos-
sible at least in the determinant form, see Bers et al. (1966) (part 1, paragraph 4.6), or
Mizohata (1977) (Ch. 4). We shall carry out the reduction of system (3.2) to a single
nth-order hyperbolic PDE in an explicit form using highly symmetric structure of the
model.
Denote by ! the primitive root of nth degree from 1, i.e.
!n=1; !s 6=1; 0<s<n: (3.3)
It is known that an arbitrary degree of ! is given by the formula
!k = cos
2k
n
+ i sin
2k
n
; k =0; 1; : : : ; n− 1; (3.4)
where i=
p−1.
From Eq. (3.4) we have
cos
2k
n
=
!k + !−k
2
; sin
2k
n
=
!k − !−k
2i
; (3.5)
where in accordance with Eq. (3.3) !−k =!n−k =!k; k =0; 1; : : : ; n− 1; and the line
above means the complex conjugation.
Taking into account Eq. (3.5), the system (3:2) can be rewritten in the form
@fk
@t
= −v!
k + !−k
2
@fk
@x
− v!
k − !−k
2i
@fk
@y
− fk + n− 1
X
j 6= k
fk ;
k =0; 1; : : : ; n− 1: (3.6)
If we denote by Dk the operator
Dk = − v!
k + !−k
2
@
@x
− v!
k − !−k
2i
@
@y
; k =0; 1; : : : ; n− 1; (3.7)
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then system (3:6) becomes
@fk
@t
=Dkfk − fk + n− 1
X
j 6= k
fk ; k =0; 1; : : : ; n− 1: (3.8)
Introduce the following notations:
f=(f0; f1; : : : ; fn−1)T;
=
0
BBBBBBBBBB@
− 
n− 1 : : :

n− 1

n− 1 − : : :

n− 1
...
...
...

n− 1

n− 1
... −
1
CCCCCCCCCCA
; (3.9)
D=diagfDk; k =0; 1; : : : ; n− 1g:
Then system (3:6) can be written in the vector form
@f
@t
=Df + f: (3.10)
Note that  is the innitesimal matrix of the embedded Markov chain.
The system (3:2) and its equivalent forms (3:8) and (3:10) are the basic for further
analysis. Using these and some properties of the characters of a nite cyclic group we
continue proving our main theorem.
3.2. The characters of a nite cyclic group and spectral decomposition of the unit
matrix
In this item we use some properties of the characters of nth-order cyclic group in
order to construct a decomposition of the unit matrix into a sum of projective n n-
matrices having these characters as their elements. First of all we recall the lemma
which will play an important role in our further analysis.
Lemma 1. Let ! be the primitive root of nth degree from 1. Then for any integer k
the following relation holds:
n−1X
j=0
!jk =
(
n if k is multiple to n;
0 otherwise:
(3.11)
Proof. The proof of the lemma is an easy corollary of the general theorems of the
group character theory, see Hall (1962) (Ch. 16).
Consider an arbitrary cyclic group Cn of nth order
Cn= fe; a; a2; : : : ; an−1g; an= e;
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where a is the generating element and e is the unit of the group. It is known that the
table of characters fkgn−1k=0 of this group has the form, see Hall (1962),
e a a2 : : : ak : : : an−1
0 1 1 1 : : : 1 : : : 1
1 1 ! !2 : : : !k : : : !n−1
2 1 !2 !4 : : : !2k : : : !2(n−1)
...
...
...
... : : :
... : : :
...
k 1 !k !2k : : : !kk : : : !k(n−1)
...
...
...
... : : :
... : : :
...
n−1 1 !(n−1) !2(n−1) : : : !k(n−1) : : : !(n−1)(n−1)
; (3.12)
where ! is the primitive root from 1.
The elements of table (3.12) are given by the formula
k(am)=!km; k; m=0; 1; : : : ; n− 1: (3.13)
Lemma 1 expresses the fact that the sum of elements of any line or column, except
the rst ones, in Eq. (3.12) is equal to 0.
Denote by k ; k =0; 1; : : : ; n− 1; the column vectors from table (3.12), i.e.
k =(1; !k ; !2k ; : : : ; !(n−1)k)T; k =0; 1; : : : ; n− 1: (3.14)
Introduce also the following notations:
~fk = 

k f=
n−1X
j=0
!−jkfj; (3.15)
~Dk =Dk =(D0; !kD1; !2kD2; : : : ; !(n−1)kDn−1)T; (3.16)
~Qmk = 

m
~Dk =
n−1X
j=0
!(k−m)jDj; k; m=0; 1; : : : ; n− 1; (3.17)
where the sign  means the Hermitian conjugation, i.e. k = Tk , and the operators Dk
are given by Eq. (3.7).
Let us begin computation of the operators ~Qmk; k; m=0; 1; : : : ; n − 1: Taking into
account Eq. (3.7) we have
~Qmk =−
v
2
n−1X
j=0
!(k−m)j

(!j + !−j)
@
@x
+
1
i
(!j − !−j) @
@y

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=− v
2
8<
:
2
4n−1X
j=0
!(k−m+1)j +
n−1X
j=0
!(k−m−1)j
3
5 @
@x
+
1
i
2
4n−1X
j=0
!(k−m+1)j +
n−1X
j=0
!(k−m−1)j
3
5 @
@y
9=
; : (3.18)
Let us separately calculate the sums in the right-hand side of (3:18). In accordance
with Lemma 1
n−1X
j=0
!(k−m+1)j =
(
n if k − m+ 1 is multiple to n;
0 otherwise:
(3.19)
Analogously,
n−1X
j=0
!(k−m−1)j =
(
n if k − m− 1 is multiple to n;
0 otherwise:
(3.20)
Since k; m=0; 1; : : : ; n− 1; then
− n+ 26k − m+ 16n; −n6k − m− 16n− 2; (3.21)
and therefore there exist only two values of these variables for which the sums (3:19)
and (3:20) are not equal to 0, namely the values 0; n and −n; 0, respectively. Taking
into account Eq. (3.21) we can rewrite Eqs. (3.19) and (3.20) in the following form:
n−1X
j=0
!(k−m+1)j =
8>><
>>:
n if k − m= − 1;
n if k − m= n− 1;
0 otherwise;
(3.22)
n−1X
j=0
!(k−m−1)j =
8>><
>>:
n if k − m= − n+ 1;
n if k − m=1;
0 otherwise:
(3.23)
Substituting Eqs. (3.22) and (3.23) into Eqs. (3.18) we obtain the general form of the
operators ~Qmk , k; m=0; 1; : : : ; n− 1;
~Qmk =
8>>>>>>>><
>>>>>>>>:
nA if k − m= − n+ 1;
nB if k − m= − 1;
nA if k − m=1;
nB if k − m= n− 1;
0 otherwise;
m; k =0; 1; : : : ; n− 1; (3.24)
where A and B are the dierential operators
A=− v
2

@
@x
+ i
@
@y

; B= − v
2

@
@x
− i @
@y

: (3.25)
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Introduce into consideration the following values:
mk = mk =
n−1X
j= 0
!(k−m)j; m; k =0; 1; : : : ; n− 1 (3.26)
Then in accordance with Lemma 1
mk =
(
n if k − m is multiple to n;
0 otherwise:
Since 06m; k6n− 1; then there exists the only value of the variable k −m for which
mk are not equal to 0, namely, the value k − m=0; or k =m. Thus,
mk =
(
n if k =m
0 otherwise:
(3.27)
It is easy to verify that the matrix  and the vectors k ; k =0; 1; : : : ; n − 1 are
connected between themselves by the following relation:
k =
8><
>:
0 if k =0;
− n
n− 1k if 16k6n− 1:
(3.28)
This equality means that the vectors k ; k =0; 1; : : : ; n− 1 are the eigenvectors of the
matrix , and the numbers 0 and −n=(n− 1) are the respective eigenvalues.
Dene now the following n n-matrices:
k =
1
n
kk =
1
n
0
BBBBBBBBB@
1 !−k !−2k : : : !−(n−1)k
!k 1 !−k : : : !−(n−2)k
!2k !k 1 : : : !−(n−3)k
...
...
...
. . .
...
!(n−1)k !(n−2)k !(n−3)k : : : 1
1
CCCCCCCCCA
: (3.29)
The matrices k; k =0; 1; : : : ; n− 1; have many important properties some of which
are given by the following
Lemma 2. For the matrices k = jjkijjj; i; j; k =0; 1; : : : ; n− 1; the following relations
hold:
n−1X
k=0
k =E; (3.30)
kl=lk =0; k 6= l; (3.31)
2k =k; k; l=0; 1; : : : ; n− 1; (3.32)
where E is the unit n n-matrix.
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Proof. At the beginning we shall prove equalities (3:31) and (3:32). For any k and
l; 06k; l6n− 1; in accordance with Eqs. (3.27) and (3.29) we have
kl =
1
n2
(kk )(l

l )=
1
n2
k(k l)

l
=
1
n2
klkl =
(
k if k = l;
0 otherwise
and therefore the equalities (3:31) and (3:32) are true.
Let us now prove equality (3:30). At rst, we notice that in accordance with
Eq. (3.29) the elements kkijk; i; j; k =0; 1; : : : ; n − 1; of the matrices k are given
by the formula
kij =
1
n
!ik!−jk =
1
n
!(i−j)k :
Hence, for any i; k; 06i; k6n− 1;
kii =
1
n
;
n−1X
k=0
kii =1:
If i 6= j; 06i; j6n− 1; then in accordance with Lemma 1
n−1X
k=0
kij =
1
n
n−1X
k=0
!(i−j)k =0;
because in this case i− j is not multiple to n. These last equalities prove Eq. 3.30.
The equality (3.30) gives the decomposition of the unit matrix into the sum of
projective n n-matrices k; k =0; 1; : : : ; n − 1; which are the tensor product of the
vectors formed from the characters of the nite cyclic group Cn of
order n.
3.3. The equivalent system of equations
Basing on results of the previous sections, we construct in this item the system of
equations for the functions ~fk; k =0; 1; : : : ; n−1; dened by Eq. (3.15). This system will
be equivalent to the system (3.2) in the sense that if the functions fk; k =0; 1; : : : ; n−
1; satisfy system (3.2), then the functions ~fk; k =0; 1; : : : ; n − 1; satisfy this new
constructed system and inversely. More precisely, the following assertion is
true.
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Proposition 2. The functions ~fk = ~fk(x; y; t); k =0; 1; : : : ; n − 1; satisfy the following
system of PDEs:
@ ~f0
@t
=A ~f1 + B ~fn−1;
@ ~fm
@t
=A ~fm+1 + B ~fm−1 − nn− 1
~fm; 16m6n− 2; (3.33)
@ ~fn−1
@t
=A ~f0 + B ~fn−2 − nn− 1
~fn−1;
where A and B are given by Eq. (3.25).
Proof. The system obtained in the vector form (3.10) can be presented as
@
@t
[Ef] =D[Ef] + [Ef];
where E is the unit n n-matrix.
In accordance with Eq. (3.30) this equality can be rewritten as follows:
@
@t
"
n−1X
k=0
kf
#
=D
"
n−1X
k=0
kf
#
+ 
"
n−1X
k=0
kf
#
;
or taking into account Eq. (3.29)
@
@t
"
n−1X
k=0
k(k f)
#
=
n−1X
k=0
(Dk)(k f) +
n−1X
k=0
(k)(k f):
Because of notations (3.15), (3.16) introduced above and (3.28) we have
@
@t
"
n−1X
k=0
k ~fk
#
=
n−1X
k=0
~Dk ~fk − nn− 1
n−1X
k=1
k ~fk: (3.34)
Multiplying equality (3.34) from the left by the line-vector m; m=0; 1; : : : ; n− 1; we
obtain the system
@
@t
"
n−1X
k=0
(mk) ~fk
#
=
n−1X
k=0
(m ~Dk) ~fk −
n
n− 1
n−1X
k=1
(mk) ~fk;
m=0; 1; : : : ; n− 1;
or taking into account the introduced notations (3.17) and (3.26),
@
@t
"
n−1X
k=0
mk ~fk
#
=
n−1X
k=0
~Qmk ~fk −
n
n− 1
n−1X
k=1
mk ~fk; m=0; 1; : : : ; n− 1: (3.35)
Because of Eq. (3.27)
n−1X
k=0
mk ~fk = n ~fm; m=0; 1; : : : ; n− 1: (3.36)
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On the other hand, taking into account Eq. (3.24),
n−1X
k=0
~Qmk ~fk =
8>><
>>:
nA ~f1 + nB ~fn−1 if m=0;
nA ~fm+1 + nB ~fm−1 if 06m6n− 2;
nA ~f0 + nB ~fn−2 if m= n− 1:
(3.37)
Substituting Eqs. (3.36) and (3.37) into Eq. (3.35) we obtain system (3:33).
3.4. Dierential equation
In this item we shall obtain the dierential equation for the function ~f0 = ~f0(x; y; t)
what will nish proof of the main result. First of all we point out the fact that function
~f0, being in accordance with Eq. (3.15) the sum of functions (3.1), is the only among
the functions ~fk(x; y; t); k =0; 1; : : : ; n−1; which has a quite denite probabilistic sense.
That’s why just it is of a special interest for us.
Rewrite the system (3.33) from the Proposition 2 in detail. One has
@ ~f0
@t
=A ~f1 + B ~fn−1;
@ ~f1
@t
=A ~f2 + B ~f0 − nn− 1
~f1;
...
@ ~fn−1
@t
=A ~f0 + B ~fn−2 − nn− 1
~fn−1:
(3.38)
First of all we notice that operators A and B given by Eq. (3.25) commute between
themselves and the operator (@=@t), and the following relation holds:
Q=AB=BA=
v2
4
; (3.39)
where  is the two-dimensional Laplace operator.
Let us write the elementary identity
A0 ~f0 + B0 ~f0 = 2I ~f0; (3.40)
where A0 =B0 = I; I is the identity operator. Let us rewrite the rst equation from
Eq. (3.38) in the following manner:
A1 ~f1 + B1 ~fn−1 =
@ ~f0
@t
: (3.41)
If we denote by R0 and R1 the operators in the right-hand side of Eqs. (3.40) and
(3.41), respectively, i.e.
R0 = 2I; R1 =
@
@t
; (3.42)
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then Eqs. (3.40) and (3.41) can be rewritten in the form
A0 ~f0 + B0 ~f0 =R0 ~f0;
A1 ~f1 + B1 ~fn−1 =R1 ~f0:
(3.43)
Introduce into consideration the operator
Z =
@
@t
+
n
n− 1 : (3.44)
The following result is true.
Proposition 3. For any m; 06m6n− 1; the following relation holds:
Am ~fm + Bm ~fn−m=Rm ~f0; ~fn
def ~f0; (3.45)
where the operators Rm; m>2 are given by the recurrent relation
Rm= ZRm−1 − QRm−2 (3.46)
and the operators R0; R1 are dened by Eq. (3.42).
Proof. Clearly, for m=0 equality (3.45) turns into identity (3.40). Let now m=1. In
this case Eq. (3.45) becomes Eq. (3.41), and therefore Eq. (3.45) for m=1 is also
true.
Let us prove formula (3.45) for m=2. Dierentiating the rst equation in Eq. (3.38)
with respect to t and using the second and the last equations from Eq. (3.38), then
taking into account Eq. (3.39) we obtain
@2 ~f0
@t2
= A
@ ~f1
@t
+ B
@ ~fn−1
@t
= A

A ~f2 + B ~f0 − nn− 1
~f1

+ B

A ~f0 + B ~fn−2 − nn− 1
~fn−1

= [A2 ~f2 + B2 ~fn−2] + 2Q ~f0 − nn− 1[A
~f1 + B ~fn−1]:
Then taking into account Eqs. (3.42), (3.43) and (3.44) we obtain
A2 ~f2 + B2 ~fn−2 =
@2 ~f0
@t2
+
n
n− 1
@ ~f0
@t
− 2Q ~f0
=
@
@t

@
@t
+
n
n− 1

~f0 − Q(2I) ~f0 = [ZR1 − QR0] ~f0 =R2 ~f0:
Thus, for m=2 equality (3.45) and recurrent relation (3.46) hold.
Let now Eqs. (3.45) and (3.46) be true for some l− 1 and l, where l>1, i.e.
Al−1 ~fl−1 + Bl−1 ~fn−(l−1) =Rl−1 ~f0;
Al ~fl + Bl ~fn−l=Rl ~f0:
(3.47)
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Dierentiating the second equality in Eq. (3.47) with respect to t and using the equa-
tions of the system (3.33) we obtain
Al

A ~fl+1+B ~fl−1 − nn− 1
~fl

+Bl

A ~fn−l+1 + B ~fn−l−1 − nn− 1
~fn−l

=
@
@t
Rl ~f0;
or
[Al+1 ~fl+1 + Bl+1 ~fn−(l+1)] + AB[Al−1 ~fl−1 + Bl−1 ~fn−(l−1)]
− n
n− 1[A
l ~fl + Bl ~fn−l] =
@
@t
Rl ~f0:
From this equality in accordance with induction assumption (3.47) we obtain
Al+1 ~fl+1 + Bl+1 ~fn−(l+1) =
@
@t
Rl ~f0 +
n
n− 1Rl
~f0 − QRl−1 ~f0
=

@
@t
+
n
n− 1

Rl ~f0 − QRl−1 ~f0 = [ZRl − QRl−1] ~f0
= Rl+1 ~f0:
We shall establish now a very important result, which our further analysis is based
on.
Proposition 4. The function ~f0 = ~f0(x; y; t) satises the following equation:
[An + Bn]f=Rnf; (3.48)
where the operator Rn is given by recurrent formula (3.46).
Proof. We write down equality (3.45) for m= n− 1;
An−1 ~fn−1 + Bn−1 ~f1 =Rn−1 ~f0:
Let us apply operator Z to this equation. Since Z commutes with degrees of the
operators A and B, then taking into account Eqs. (3.38) and (3.39) we obtain
ZRn−1 ~f0 = An−1Z ~fn−1 + Bn−1Z ~f1
= An−1[A ~f0 + B ~fn−2] + Bn−1[A ~f2 + B ~f0]
= [An + Bn] ~f0 + Q[An−2 ~fn−2 + Bn−2 ~f2]:
In accordance with Eq. (3.45) the second bracket in the right-hand side of the last
equality is Rn−2 ~f0. Transfering it in the left-hand side and taking into account Eq. (3.46)
we obtain
[An + Bn] ~f0 = ZRn−1 ~f0 − QRn−2 ~f0 = [ZRn−1 − QRn−2] ~f0 =Rn ~f0:
The equality (3.48) is just that equation which is satised by the function ~f0. It
remains only to nd the explicit form of the operators [An + Bn] and Rn. This will be
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the aim of our further analysis. Firstly, we establish the explicit form of the operator
[An + Bn]. It is given by the following
Proposition 5. For any n; n>0; the following equality holds:
An + Bn=2

− v
2
n [n=2]X
k=0
(−1)k
 
n
2k
!
@
@x
n−2k  @
@y
2k
; (3.49)
where [] means the integer part of a number.
Proof. Since the operators (@=@x) and (@=@y) commute between themselves then by
Newton binomial theorem
An + Bn =

− v
2
n nX
k=0
[1 + (−1)k ]
 
n
k
!
@
@x
n−k 
i
@
@y
k
= 2

− v
2
n nX
k=0
k is even
 
n
k
!
@
@x
n−k 
i
@
@y
k
= 2

− v
2
n [n=2]X
k=0
(−1)k
 
n
2k
!
@
@x
n−2k  @
@y
2k
:
The explicit form of the operators Rm; m>2 is given by the following.
Proposition 6. For any m; m>2; the following relation holds:
Rm=LmR1 −NmR0; (3.50)
where the operators Lm and Nm are given by the formulas
Lm=
[(m+1)=2]X
k=1
(−1)k−1
 
m− k
k − 1
!
Zm−2k+1Qk−1; (3.51)
Nm=
[m=2]X
k=1
(−1)k−1
 
m− k − 1
k − 1
!
Zm−2kQk : (3.52)
Proof. Clearly, for m=2 we obtain L2 = Z and N2 =Q. Hence, Eq. (3.50) yields us
the equality R2 = ZR1 − QR0, which coincides with Eq. (3.46) for m=2.
Let Eq. (3.50) be true for some m and m− 1; m>2. We shall prove Eq. (3.50) for
the number m+ 1. In accordance with Proposition 3 and the induction assumption
Rm+1 = ZRm − QRm−1 = Z (LmR1 −NmR0)− Q (Lm−1R1 −Nm−1R0)
= (ZLm − QLm−1)R1 − (ZNm − QNm−1)R0:
Therefore, in order to prove the proposition one needs to establish that
Lm+1 = ZLm − QLm−1;
Nm+1 = ZNm − QNm−1:
(3.53)
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We shall prove the rst relation (3.53) for even m only. Other equalities in Eq. (3.53)
can be proved in the same manner.
So, let m be even, and therefore m− 1 and m+1 are odd. Then in accordance with
the induction assumption and well-known combinatorial identities we have
ZLm − QLm−1 =
m=2X
k=1
(−1)k−1
 
m− k
k − 1
!
Z (m+1)−2k+1Qk−1
+
(m=2)+1X
k=2
(−1)k−1
 
m− k
k − 2
!
Z (m+1)−2k+1Qk−1
= Zm +
m=2X
k=2
(−1)k−1
 
(m+ 1)− k
k − 2
!
Z (m+1)−2k+1Qk−1
+(−1)m2 Qm2
= (−1)1−1
 
(m+ 1)− 1
1− 1
!
Z (m+1)−21+1Q1−1
+
m=2X
k=2
(−1)k−1
 
(m+ 1)− k
k − 2
!
Z (m+1)−2k+1Qk−1
+(−1)(m2 +1)−1
 
(m+ 1)− (m2 + 1)
(m2 + 1)− 1
!
Z (m+1)−2(m2 +1)+1Q(m2 +1)−1
=
((m+1)+1)=2X
k=1
(−1)k−1
 
(m+ 1)− k
k − 1
!
Z (m+1)−2k+1Qk−1
=Lm+1:
To nish proof of the Main Theorem it remains only to substitute into Eq. (3.48) the
explicit forms of operators An+Bn and Rn given by Propositions 5 and 6, respectively.
The hyperbolicity of the main equation (2.2) follows from the hyperbolicity of the
initial system (3.2). The proof of the Main Theorem is completed.
Remark. Since the random events f(t)=Ekg; k =0; 1; : : : ; n− 1; do not intersect and
form the full group of events, then in accordance with Eqs. (3.1) and (3.15)
~f0(x; y; t) dx dy=Prob fx6X (t)<x + dx; y6Y (t)<y + dyg :
Since from physical reasonings of the model it follows that ~f0(x; y; t)>0 and for any
xed t>0Z 1
−1
Z 1
−1
~f0(x; y; t) dx dy=1;
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then ~f0(x; y; t)=f(x; y; t) is the density of the distribution of the particle’s position
in a plane. The function ~f0(x; y; t)=f(x; y; t) describes the behaviour of this density
spreading from the start point with a nite velocity.
4. Limit behaviour of the process
In this section we establish a theorem concerning the asymptotic behaviour of the
coecients of the main equation (2.2) governing the process of random evolution in
the plane. We show that if the Kac’s condition given in the Introduction is fullled then
the main equation (2.2) transforms into the classical parabolic diusion equation (that
should be expected). This means that our process is asymptotically a Wiener process,
although, of course, it does not ow from this fact that the solutions of the main
equation (2.2) must always converge to the solutions of this parabolic equation. Finding
of the conditions under which such a convergence takes place is a very interesting
problem related to the central limit theorem and the theory of weak convergence.
Limit Theorem. Let v!1; !1 in such a way that
v2

! c; c>0: (4.1)
Then for any xed n; n>2; the coecients of the main equation (2.2) tend to the
coecients of the parabolic diusion equation
@f
@t
=
c
2
@2f
@x2
if n=2; (4.2)
@f
@t
=
c(n− 1)
2n
f if n>3; (4.3)
where  is the two-dimensional Laplace operator.
Proof. Our proof is based on the analysis of the dierential operator H given by
Eq. (2.3). As we have noted above, for n=2 the main equation (2.2) becomes the tele-
graph equation (1.1), and for this case Eq. (4.2) has been obtained in Kac (1967; 1974).
Let now n>3. First of all we note that under the theorem assumptions
vn
n−1
! 0: (4.4)
Really,
vn
n−1
=
v2(n−1)
n−1
1
vn−2
=

v2

n−1
1
vn−2
! cn−1  0=0:
Suppose for deniteness that n is odd. The case of even n can be proved in the
same manner.
Let us divide the main equation (2.2) by n−1. We note that in accordance with
Eq. (4.4) the third term of this divided equation becomes 0 after pass to the limit
under the theorem assumptions (4.1).
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Consider the second term of the divided main equation. We have
2
n−1
(n−1)=2X
k=1
(−1)k−1
 
n− k − 1
k − 1
!
Zn−2kQk
=
2
n−1
"
n−2X
s=0
 
n− 2
s
!
@
@t
n−s−2 n
n− 1
s#v2
4


+
2
n−1
(n−1)=2X
k=2
(−1)k−1
 
n− k − 1
k − 1
!

"
n−2kX
s=0
 
n− 2k
s
!
@
@t
n−2k−s n
n− 1
s#v2
4

k
=
1
2
"
n−2X
s=0
 
n− 2
s
!
@
@t
n−s−2 v2
n−s−1

n
n− 1
s#

+2
(n−1)=2X
k=2
(−1)k−1

1
4
k  n− k − 1
k − 1
!

"
n−2kX
s=0
 
n− 2k
s
!
@
@t
n−2k−s n
n− 1
s v2k
n−s−1
#
k:
In accordance with the theorem assumptions (4.1) we have
v2
n−s−1
!
(
c if s= n− 2;
0 if 06s6n− 3
and
v2k
n−s−1
=
v2k
kn−k−s−1
=

v2

k
1
n−k−s−1
! ck  0=0
for any k and s such as 26k6(n− 1)=2; 06s6n−2k; and for any odd n>5. Hence,
after pass to the limit (4.1) the second term of the divided main equation turns into
n
n− 1
n−2 c
2
:
The similar analysis shows that after pass to the limit (4.1) the rst term of the
divided main equation turns into
n
n− 1
n−1 @
@t
:
Hence, after pass to the limit under the theorem assumptions (4.1) the main equation
transforms into the parabolic diusion equation (4.3).
Thus, the constructed random motion under the assumptions (4.1) is asymptotically
a Wiener process in R2 with zero drift and explicitly calculated variance coecient
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depending on the number of directions. This conrms the asymptotic Gaussian nature
of random evolutions proved in Gorostiza (1973), Hersh and Pinsky (1972) and others.
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