We introduce a new notion of a homogeneous pair for a pseudo-Riemannian metric g and a positive function f on a manifold M admitting a free R>0-action. There are many examples admitting this structure. For example, (a) a class of pseudo-Hessian manifolds admitting a free R>0-action and a homogeneous potential function such as the moduli space of torsionfree G2-structures, (b) the space of Riemannian metrics on a compact manifold, and (c) many moduli spaces of geometric structures such as torsion-free Spin(7)-structures admit this structure. Hence we provide the unified method for the study of these geometric structures.
Introduction
In this paper, we introduce a new notion of a homogeneous pair for a pseudoRiemannian metric g and a positive function f on a manifold M , possibly infinite dimensional, admitting a free R >0 -action as follows. Definition 1.1 (Definition 3.1). Let (M, g) be a pseudo-Riemannian manifold which admits a free R >0 -action. Let P ∈ X(M ) be a vector field generated by the R >0 -action. Suppose that f : M → R >0 is a smooth function and α ∈ R − {0}.
The pair (g, f ) is called a homogeneous pair of degree α if
for any λ > 0, where we denote by m λ the action of λ > 0.
There are many examples admitting this structure. For example, a class of pseudo-Hessian manifolds admitting a free R >0 -action such as the moduli space of torsion-free G 2 -structures. Hessian manifolds appear in many fields of mathematics such as information geometry ( [AN, AJLS] ) and the moduli spaces of geometric structures ( [Hitchin1, Hitchin2] ). The space of Riemannian metrics on a compact manifold, the moduli space of torsion-free Spin(7)-structures and many other moduli spaces of geometric structures also admit this structure. For more details, see Section 5. Hence we provide the unified method for the study of these geometric structures.
Given a homogeneous pair (g, f ), we consider the conformal transformations of g of the form (v • f )g, where v : R >0 → R >0 is a smooth function. There are two reasons to consider this. (b) When g is positive definite and the pseudometric d g induced from g is a metric (This is always true when M is finite dimensional. In the infinite dimensional case, there are examples of a Riemannian metric whose induced pseudometric is identically zero ( [MM] ).), the conformal transformation is the simplest way to produce the different metric completion w.r.t. the induced metric.
Clarke and Rubinstein ( [CR2] ) showed that there is an explicit weak Riemannian metricg E in the conformal class of the Ebin metric g E on the space of Riemannian metrics M such that the metric completion induced fromg E is strictly smaller than that from g E . They considered this as a first step to remove certain types of degenerations so that the canonical functionals such as the curvature, diameter, or injectivity radius are controlled by the metric geometry on M, which is not true for the metric induced from g E ( [Clarke2] ).
We hope that generalizing this by using a homogeneous pair, which is done in Theorem 3.23, would be useful to remove certain types of degenerations for other geometric problems.
For the pseudo-Riemannian manifold (M, (v • f )g), we first show that the following splitting theorem holds as in [Loftin, Theorem 1] and [Totaro, Lemmas 2.1 and 2.4] . Theorem 1.2. Let (M, g) be a pseudo-Riemannian manifold which admits a free R >0 -action and let f : M → R >0 be a smooth function. Suppose that (g, f ) is a homogeneous pair of degree α. Then
• for any l > 0, M l = {x ∈ M | f (x) = l} is a submanifold of M and the pullback g l of g to M l is a pseudo-Riemannian metric on M l .
• For a smooth function v : R >0 → R >0 , there is an isometry between R >0 × M l , v(r) 1 αr dr 2 + r l g l and (M, (v • f )g). The more detailed description is given in Theorem 3.3.
Hence (M, (v • f )g) has the structure of a warped product, which is a great advantage. For example, the geodesic equations get complicated under the conformal transformations in general, but we can treat them in a simpler way. We can say the same for the sectional curvature and the metric completion.
Analyzing the sectional curvature, geodesics, and the metric completion of the warped product pseudo-Riemannian metric (2.15) , we obtain the following. Theorem 1.3. Use the notation of Theorem 1.2. Let (g, f ) be a homogeneous pair on a manifold M .
(1) When dim M = 2, we construct 2 parameter family of pseudo-Riemannian metrics of constant sectional curvature in the conformal class of g (Corollary 3.17). The same is true when M is a direct product of such manifolds with dim ≤ 2 (Remark 3.18).
(2) We construct 1 parameter family of constant sectional curvature pseudoRiemannian metrics in the conformal class of g if the level set (M l , g l ) has constant sectional curvature (Proposition 3.11) . If the sectional curvature of the level set (M l , g l ) is bounded and g is positive or negative definite, we give the bound of the sectional curvature of (v • f )g for some v (Corollary 3.15).
For a homogeneous pair (g, f ), we define a new pseudo-Riemannian metricĝ in (3.8) such that (ĝ, f ) is also a homogeneous pair. This pseudoRiemannian metricĝ has a different signature from g and appears in many examples. See Sections 4 and 5. We give further results of this kind forĝ (Corollaries 3.19 and 3.20) .
(3) When v(r) = r β for β ∈ R, we describe geodesics of f β g explicitly using those in (M l , g l ) (Proposition 3.21). Then we give the conditions on β so that the function f is convex or concave w.r.t. f β g (Proposition 3.22).
(4) When g is positive definite and the pseudometric d g induced from g is a metric, we describe the metric completion of M w.r.t. (v • f )g for some of v in terms of the metric completion of M l w.r.t. g l (Theorem 3.23).
Note that to know the above geometric structures completely, we need the information of (M l , g l ), which is obtained from that of (M, g) (Lemma 3.13, Proposition 3.25) . However, by the results above, if we have the information of (M, (v • f )g) for one v, we can obtain the information of (M, (ṽ • f )g) for many otherṽ's.
We can apply Theorem 1.3 to many geometric problems. See Section 5. In particular, we obtain the following.
Theorem 1.4. (5)
We generalize the result of Clarke and Rubinstein ([CR2] ) about the metric completion of the space of Riemannian metrics w.r.t. the conformal deformations of the Ebin metric g E (Theorem 5.11).
They considered the conformal transformations of the form g E /f p , where f is the volume functional and p ∈ Z. We can determine the metric completion w.r.t. (v • f )g E for more general functions v : R >0 → R >0 . In particular, we can give infinitely many examples whose metric completions are strictly smaller than that of g E .
(6) There are two canonical Riemannian metrics on the G 2 moduli space, which are related by the conformal transformation. Both of them are also
For simplicity, we drop π X and π Y and write X× ρ Y = X × Y, g = g X + ρ 2 g Y . We study the geometric structures of warped products in detail for the application in Section 3.
The curvature tensor and the geodesics
In this subsection, we study the curvature tensor and the geodesics of the warped product X × ρ Y = X × Y, g = g X + ρ 2 g Y based on [O'Neill, Section 7] . The vector fields on X and Y are canonically extended to the vector fields on X × Y . We identify these vector fields. Lemma 2.1 ([O'Neill, Proposition 7.42] ). Use the notation of Appendix A. For vector fields x, y, z ∈ X(X) and a, b, c ∈ X(Y ), the curvature tensor R g of g is given as follows.
The curvature tensor
where grad gX ρ ∈ X(X) is defined by g X (grad gX ρ, ·) = dρ.
Note that we adopt the different sign convention of the curvature tensor from [O'Neill, Lemma 3.35].
The geodesics
Next, we consider the geodesics of the warped product. The geodesic equation is described as follows. 2) where ∇ r * T X (resp. ∇ y * T Y ) is the induced connection from the Levi-Civita connection of g X (resp. g Y ) along the path t → r(t) (resp. t → y(t)).
Lemma 2.2 ([O'Neill, Proposition 7.38]). Use the notation of Appendix
A. A path γ : J 1 ∋ t → (r(t), y(t)) ∈ X × ρ Y , where J 1 ⊂ R is an open interval,
is a geodesic if and only if
Note that (2.2) implies that t → y(t) is a pregeodesic in Y . That is, a reparametrization of y is a geodesic ([O'Neill, Remark 7.39] ).
We rewrite the geodesic equations. We first prove the following.
Lemma 2.3. For any pathŷ : J 2 → Y and a smooth map θ : J 1 → J 2 , where
By the definition of the covariant derivative along the map, we have ∇
• θ, which gives the proof. Now we rewrite geodesic equations as follows.
Proposition 2.4. The geodesic γ : (−ǫ, ǫ) ∋ t → (r(t), y(t)) ∈ X × ρ Y with the initial position (r 0 , y 0 ) ∈ X × Y and the initial velocity (ṙ 0 ,ẏ 0 ) ∈ T r0 X × T y0 Y is given as follows.
(1) The map r(t) is given by the solution of
3)
where
(2) The map y(t) is given by 4) whereŷ(s) is the geodesic in (Y, g Y ) with the initial position y 0 ∈ Y and the initial velocityẏ 0 ∈ T y0 Y , and
Proof. It is easy to see that (r(t), y(t)) given above satisfies (r(0), y(0)) = (r 0 , y 0 ) and (ṙ(0),ẏ(0)) = (ṙ 0 ,ẏ 0 ). We show that (r(t), y(t)) satisfies (2.1) and (2.2) . Setting
constant, which is equal to E 1 . Then (2.1) is immediate from (2.3) . Next, we show that y(t) satisfies (2.2). Lemma 2.3 implies that
Sinceŷ is a geodesic, we have ∇ŷ
dt . Then these equations imply (2.2).
The case dim X = 1
In this subsection, we show more detailed descriptions of the curvature tensor and the geodesic equations when X is 1-dimensional. That is, supposing that (X, g X ) = (I, ξ(r)dr 2 ), where I ⊂ R is an open interval, r is a coordinate on I and ξ is a nowhere vanishing function on I, we consider the warped product
The curvature tensor
Lemma 2.5. Use the notation of Appendix A. Set ∂ r = ∂/∂r.
We have for linearly independent a, b
Note that the second equation is independent of a ∈ T y Y . Hence we define a function K g (∂ r ) on I by
Proof. By Lemma 2.1, we compute
By the Koszul formula, it follows that
Thus we obtain (2.5) . This also implies (2.6).
To prove (2.7), we use Lemma 2.1 again and compute
where we use grad
we obtain (2.7).
From these formulas, the sectional curvature for general two vectors in T (I × Y ) are computed as follows. Lemma 2.6. Take any linearly independent A = k 1 ∂ r + a and B = k 2 ∂ r + b, where k 1 , k 2 ∈ R and a, b ∈ T y Y for y ∈ Y . If a and b are linearly independent, we have
If a and b are linearly dependent, we have
Proof. For simplicity, we write
for a 1 , a 2 , a 3 ∈ T y Y . Using this, we compute
By (2.5) , it follows that
Then we have
On the other hand, we have g(A, B)
2 if a and b are linearly independent, the proof is done.
In this setting, we can characterize the warped product with constant sectional curvature as follows. The following statements are obvious from Lemma 2.6.
for any linearly independent a, b ∈ T Y . Remark 2.8. We see that K g = C implies that K gY is constant. In fact, we compute
Then (2.7) implies that K gY is constant.
Lemma 2.6 also yields the following estimates. Recall that ξg( 
where Gr 2 (T Y ) is the 2-Grassmannian bundle over Y and {a, b} stands for the vector subspace spanned by a, b ∈ T Y .
When Y is also 1-dimensional, we can simplify Corollaries 2.7 and 2.9.
If g is definite in the sense of Definition A.1, we have
Note that the condition (2.11) is independent of g Y .
The geodesics
When X is 1-dimensional, (2.3) is described more explicitly as follows. 
In particular, we have
13)
Proof. By the identificationṙ =ṙ∂ r • r, we compute
Then by grad gX ρ = (ρ ′ /ξ)∂ r , we see that (2.3) is equivalent to (2.12). Multiplying 2(ξ • r) ·ṙ on both sides of (2.12), we have
which gives the proof.
To solve (2.13), we can use the method of separation of variables. However, it is hard to describe solutions explicitly in general.
2.3
The special case of the case dim X = 1
In this subsection, we assume that I = R >0 for simplicity and the pseudoRiemannian metric g is of the form (2.15 ). This assumption is useful in Section 3. Then we study the sectional curvature, the geodesics and the metric completion.
The sectional curvature
Assuming that the sectional curvature K gY of (Y, g Y ) is constant, we construct pseudo-Riemannian metrics of constant sectional curvature. We can apply this in Section 3.2. We begin by the following definition.
Definition 2.12. Set
Then define a function w(s,
• For (0,
we have the following.
(1) Recall (2.8). Given C ∈ R, the differential equation
w.r.t. w(r) has 2-parameter family of solutions given by w(r) = w(kC, C 1 , C 2 , r)
, where we use the notation in Definition 2.12.
The pseudo-Riemannian metric g = g(w(kC, C 1 , C 2 , ·)) has constant sectional curvature C if and only if g Y has constant sectional curvature C 1 /k.
Remark 2.14. By fixing (kC, C 1 , C 2 ), the function w(kC, C 1 , C 2 , r) of r is defined for all r > 0 when kC ≥ 0. When kC < 0, it is only defined on the complement of the discrete set of R >0 .
Proof. Setting w(r) = e 2W (r) for a smooth function W :
Since 2ρξ 2 = 2k 2 e 5W /r 4 , we obtain
Multiplying W ′ on both sides, we have
Thus we obtain
for C 1 ∈ R. This can be solved by the method of separation of variables. After a straightforward computation, we obtain the following.
• When kC > 0, we have
• When C = 0, we have
• When kC < 0, we have
which corresponds to C 1 = 0, or
Then we obtain (1) via w(r) = e 2W (r) . For the proof of (2), recall by (2.7) that
. Then we compute
which gives the proof of (2) . The statement (3) is immediate from (1), (2) and Corollary 2.7.
Remark 2.15. For a function w 1 :
. This is because dr 2 /r 2 = (d log r) 2 is invariant under r → 1/r. In particular, the space of solutions w of K g(w) (∂ r ) = C given in Proposition 2.13 (1) is invariant under w(r) → w(1/r).
We have the following sectional curvature bound by Corollary 2.9 and Proposition 2.13. Corollary 2.16. Use the notation of Definition 2.12 and Proposition 2.13.
definite in the sense of Definition A.1. Then we have
When dim Y = 1, we do not need the assumption on K gY by Corollary 2.10. Then Proposition 2.13 (1) implies the following.
Corollary 2.17. Use the notation of Definition 2.12 and Proposition 2.13. In addition to the assumptions of Proposition 2.13, suppose further that dim Y = 1. Then given C ∈ R, g = g(w) has constant sectional curvature
The geodesics
By Proposition 2.4 and Lemma 2.11, we now describe the geodesics explicitly for g(w(0, C 1 , C 2 , ·)) for C 1 ≥ 0 and C 2 ∈ R. (We tried to describe the geodesics explicitly for g(w(s, C 1 , C 2 , ·)) for any s, but we could do it only when s = 0. ) Setting w(r) = r C0 for C 0 ∈ R, we consider the geodesics for the pseudoRiemannian metric
Note that since g(λw) = λg(w) for λ > 0 and w : R >0 → R >0 , and the Levi-Civita connection is invariant under the scalar multiplication of a pseudoRiemannian metric, we may assume that the coefficient of r C0 is 1.
Proposition 2.18. Use the notation of Definition 2.12 and Proposition 2.13.
) is given as follows.
(1) When C 0 = 0,
the initial position y 0 ∈ Y and the initial velocityẏ 0 ∈ T y0 Y .
(2) When C 0 = 0,
Remark 2.19. By a straightforward computation, the integral
in (2.19) can be explicitly computed as follows.
These formula implies that geodesics are not defined for all t ∈ R in general. In particular, g(r C0 ) in (2.18) is incomplete if C 0 = 0. It is complete if C 0 = 0 and g Y is complete. This is consistent with Theorem 2.27.
we have to solve (2.12) and compute (2.4) by Proposition 2.4 and Lemma 2.11. By Lemma 2.11, we first solve (2.13). It is equivalent to
. It is straightforward to see that this satisfies (2.12). Since (ρ(r)) 2 = 1, (2.4) implies that y(t) =ŷ(t).
Next, suppose that
Differentiating this equation, we havė
and
we see that r(t) = (s(t)) 1/C0 is given by the first equation of (2.19) . It is straightforward to see that this satisfies (2.12).
When s(t) is constant, and hence r(t) is constant, (2.12) implies that E 1 = 0. Then (2.21) implies that E 2 = 0. By the definitions of E 1 and E 2 in Proposition 2.4 and Lemma 2.11, it follows that g(ẏ 0 ,ẏ 0 ) = 0 andṙ 0 = 0. Hence this case is reduced to (2.19) .
Since (ρ • r(t)) 2 = r(t) C0 = s(t), (2.4) implies the second equation of (2.19).
The next corollary is used to prove Proposition 3.22.
(1) The function r(t) is a convex function if one of the following conditions holds.
• C 0 = 0,
• 0 < C 0 ≤ 2 and kg Y is positive definite,
The function r(t) is a concave function if C 0 ≥ 2 and kg Y is negative definite.
Proof. By Proposition 2.18, it is obvious that r(t) is convex when C 0 = 0. Suppose that C 0 = 0. A straightforward calculation gives that
where p(t) is a polynomial given by
which gives the statement for C 0 = 2. Suppose that C 0 = 0, 2. It is also straightforward to see that the discriminant disc(p(t)) of the quadratic p(t) is given by
Since r(t) is convex (resp. concave) if 4 − 2C 0 > 0 (resp. 4 − 2C 0 < 0) and disc(p(t)) ≤ 0, we obtain the statement.
Remark 2.21. Use the notation of Definition A.1. By the definition of g = g(r C0 ) in (2.18), we can rephrase the conditions in Corollary 2.20 as follows.
• The pseudo-Riemannian metric kg Y is positive definite if and only if g and g Y are definite.
• The pseudo-Riemannian metric kg Y is negative definite if and only if g is Lorentzian and g Y is definite.
The metric completion
In this subsection, we consider the pseudo-Riemannian metric g = g(w) given in (2.15) again. We assume the following.
• The pseudo-Riemannian metric g = g(w) given in (2.15) is positive definite. That is, k > 0 and g Y is positive definite.
• The pseudometric d g induced from g = g(w) is a metric. (This is always true when Y is finite dimensional. In the infinite dimensional case, there are examples of a Riemannian metric whose induced pseudometric is identically zero ( [MM] ). Note that Lemmas 2.22 and 2.24 (1) imply that d g is a metric if the pseudometric d gY induced from g Y is a metric. )
We study the metric completion of R >0 ×Y w.r.t. d g following [CR2, Section 5] . Recall that the metric d g between (r 0 , y 0 ) and (r 1 , y 1 ) ∈ R >0 × Y is given by 
Here, we use the notation of Appendix A. Similarly, we can define the metric
To study the metric completion, we first prove the following lemmas. Fixing R 0 ∈ R >0 , define a strictly increasing function T : R >0 → R by 
As T is strictly increasing, it converges in R ∪ {−∞} (resp. R ∪ {∞}) as r → 0 (resp. r → ∞). Set
Then the following is immediate from Lemma 2.22. This is useful to study the metric completion w.r.t. d g .
Lemma 2.24. Fix 0 < R 1 < R 2 . There exist δ = δ(R 1 , R 2 , T ), a constant depending on R 1 , R 2 and T , and
Proof. First, we show that there exists
In particular, if (r, y) ∈ (R 1 , R 2 ) × Y , we see that
hence we obtain (2.24).
Now we prove (1) . Suppose that d g ((r 0 , y 0 ), (r 1 , y 1 )) < δ for δ given above. For any 0 < ǫ < δ, take a piecewise smooth path {c(t)} t∈ [0, 1] connecting (r 0 , y 0 ) and (
Hence by (2.24) , it follows that
Since L g (c) < d g ((r 0 , y 0 ), (r 1 , y 1 )) + ǫ and ǫ is arbitrarily small, we obtain (1).
Next, we prove (2) . Define a path c :
Sinceỹ is arbitrary, we obtain (2).
For a subset S ⊂ R >0 × Y , denote by diam dg (S) the diameter of S w.r.t. d g . Assuming the behaviors of w(r) around r = 0 and ∞, we have the following estimates. These are very useful to control the d g -Cauchy sequences {(r k , y k )} ⊂ R >0 × Y with lim k→∞ r k = 0 or ∞.
Lemma 2.25. For any (r 0 , y 0 ), (r 1 , y 1 ) ∈ R >0 × Y , we have the following.
(1) If T 0 ∈ R and lim r→0 w(r) = 0, we have
In particular, we have for
(2) If T ∞ ∈ R and lim r→∞ w(r) = 0, we have
Remark 2.26. If T 0 ∈ R, we easily see lim inf r→0 w(r) = 0. However, T 0 ∈ R does not imply lim r→0 w(r) = 0. Indeed, setting q = e x for x ∈ R and defining u : R → R >0 by u(x) = kw(e x ), the condition T 0 ∈ R is equivalent to
Then we see that
Though the function S is not smooth, we may replace S with a smooth function which approximates S. Similar statement also holds for T ∞ .
Proof. For any path c connecting (r 0 , y 0 ) and (r 1 , y 1 ), we have d g ((r 0 , y 0 ), (r 1 , y 1 )) ≤ L g (c). We will take the following path to show (2.25) and (2.26).
Fixing
whereỹ : [0, 1] → Y is a path such thatỹ(0) = y 0 andỹ(1) = y 1 . That is, c 1 is a path connecting (r 0 , y 0 ) and (sr 0 , y 0 ), c 2 is a path connecting (sr 0 , y 0 ) and (sr 1 , y 1 ), and c 3 is a path connecting (sr 1 , y 1 ) and (r 1 , y 1 ). Define c : [0, 1] → R >0 × Y by the concatenation of these paths:
Then we compute
we see that
Summarizing these estimates, we obtain
Now suppose that T 0 ∈ R and lim r→0 w(r) = 0. Then we have lim s→0 C ′′′ = 0. Letting s → 0 in (2.27), we obtain
Next, suppose that T ∞ ∈ R and lim r→∞ w(r) = 0. Then we have lim s→∞ C ′′′ = 0. Letting s → ∞ in (2.27), we obtain
From these lemmas, we can determine the metric completion of Here, Y is the metric completion of Y w.r.t. the metric
The topology O 0 is defined by the fundamental system of neighborhoods U(x) given below. If x = * 0 , U(x) consists of ǫ-balls centered at x for ǫ > 0 w.r.t. the product metric. If x = * 0 , we set
The topology O ∞ is given by the fundamental system of neighborhoods U(x) given below. If x = * ∞ , U(x) consists of ǫ-balls centered at x for ǫ > 0 w.r.t. the product metric. If x = * ∞ , we set U(
The topology O 0,∞ is similarly defined by setting the fundamental systems of neighborhoods as above.
Remark 2.28. Roughly speaking, the metric completion is the cylinder of Y in the case (1), the cone (with the apex) of Y in the cases (2) and (3), and the suspension of Y in the case (4) .
In general, the topologies O 0 , O ∞ and O 0,∞ are weaker than the quotient topologies. If Y is compact, they agree with the quotient topologies. In particular, in the case (4), the metric completion
Proof. Use the notation of Definition A.2. Consider the case (1) . Define a map
This map is well-defined. Indeed, by Corollary 2.23, we have lim k→∞ r k ∈ R >0 . Then we may assume that Let
Next, we consider the case (2) . Define a map Θ 2 :
This map is well-defined and bijective. Indeed, Corollary 2.23 implies that lim k→∞ r k ∈ {0} ∪ R >0 . Every We show that Θ 2 is homeomorphic. Denote by * the unique equivalence class [(r k , y k )] ∈ R >0 × Y such that lim k→∞ r k = 0. By (1), we see that
To prove the continuity of Θ 2 at * , we prove the following.
Lemma 2.29. The fundamental system of neighborhoods at * w.r.t. the topology induced from d g is given by
) is a metric space, the fundamental system of neighborhoods at * consists of the δ-balls B δ centered at * for δ > 0. Hence we only have to show that for any δ > 0, there exists ǫ > 0 such that U ǫ ⊂ B δ . Since the function T in (2.23) is continuous at 0 under the assumption of (2), for any δ > 0, there exists ǫ > 0 such that r < ǫ ⇒ T (r) − T 0 < δ. Then (2.25) implies that for any [(r 
, we see that Θ 2 is continuous at * and Θ −1 2 is continuous at * 0 . We can prove (3) and (4) similarly.
Finally, we give a description of Y in terms of R >0 × Y . The following implies that we can recover Y from R >0 × Y . Proposition 2.30. Use the notation of Definition A.2. For any R > 0, the map
is homeomorphic.
Proof. The proof is similar to that of Theorem 2.27. Let {y k } is a d gY -Cauchy sequence. Then {(R, y k )} is a d g -Cauchy sequence by Lemma 2.24 (2) . Hence I R is well-defined. Let {(r k , y k )} be a d g -Cauchy sequence with lim k→∞ r k = R. Then Lemma 2.24 (1) implies that {y k } is a d gY -Cauchy sequence. By Lemma 2.24 (2), we have
Then {(r k , y k )} ∼ {(R, y k )}, and hence I R is surjective. 3 Conformal transformations of the pseudo-Riemannian metric of a homogeneous pair
The splitting theorem
In this section, we give the definition of a homogeneous pair for a pseudoRiemannian metric g and a positive function f on a manifold M admitting a free R >0 -action in more detail. Then we study the geometric structures of the pseudo-Riemannian manifold (M, (v • f )g), where v : R >0 → R >0 is a smooth function.
Definition 3.1. Let (M, g) be a pseudo-Riemannian manifold which admits a free R >0 -action. Denote by m : R >0 × M → M the R >0 -action and set m λ = m(λ, ·) for λ ∈ R >0 . Let P ∈ X(M ) be a vector field generated by the R >0 -action. That is,
is a smooth function and α ∈ R − {0}. The pair (g, f ) is called a homogeneous pair of degree α if
for any λ > 0.
Remark 3.2. The degree of g must be equal to that of f . That is, if m * λ g = λ α g and m * λ f = λ β f , the equation g(P, ·) = df implies that α = β. Indeed, by g(P, ·) = df , we have
Hence we obtain α = β.
We first show that (M, (v • f )g) admits the structure of a warped product. This is a generalization of the splitting theorem for Hessian manifolds given in [Loftin, Theorem 1] 
and [Totaro, Lemmas 2.1 and 2.4] (cf. Remark 4.4).
Theorem 3.3. Let (M, g) be a pseudo-Riemannian manifold which admits a free R >0 -action and let f : M → R >0 be a smooth function. Suppose that (g, f ) is a homogeneous pair of degree α. Then (1) we have (df ) x = 0 for any x ∈ M . Thus for any l > 0
is a submanifold of M . Denote by g l the pullback of g to M l . Then g l is a pseudo-Riemannian metric on M l .
(2) For a function v : R >0 → R >0 , the map
gives an isometry between
gives an isometry (M l1 , g l1 /l 1 ) ∼ = (M l2 , g l2 /l 2 ) by (3.1). Hence the isometry (3.4) is independent of l > 0.
Remark 3.5. We do not use the local coordinates to prove Theorem 3.3. Thus the statement formally holds when M is infinite dimensional. The subtle point in the infinite dimensional case is the notion of submanifolds. In (1), we use implicit function theorem to prove that M l is a submanifold of M by (df ) x = 0. However, there is no implicit function theorem in the infinite dimensional case in general. (For example, if M is a Banach manifold, there is an implicit function theorem.) For the details of the theory of infinite dimensional manifolds, see [KM, Lang] . Remark 3.6. By Theorem 3.3, we have an isometry between (M, (v • f )g) and
this pseudo-Riemannian metric is of the form g(w) in (2.15).
Proof of Theorem 3.3. First, we prove (1). For any x ∈ M , we compute
Since f is a positive function, we see that (df ) x = 0. For y ∈ M l , we have the decomposition
which is orthogonal by (3.3) . Then it is immediate to see that g l is a pseudoRiemannian metric on M l .
Next, we prove (2) . Since the inverse ψ
we see that ψ is a diffeomorphism. We compute ψ * ((v • f )g) to show that ψ is an isometry. For (r, y) ∈ R >0 × M l , we have
Thus we only have to compute (ψ * g) (r,y) (∂ r , ∂ r ), (ψ * g) (r,y) (∂ r , a), and (ψ * g) (r,y) (a, a) for any a ∈ ker(df ) y . Since
we have by (3.1), (3.3) and (3.5)
we have (ψ * g) (r,y) (∂ r , a) = 0 by (3.1) and (3.3) . By (3.1), we obtain
Hence the proof is completed.
Note that there is the following isometry between (M, (v • f )g) and (M, (ṽ • f )g) for someṽ : R >0 → R >0 . Hence they have the same sectional curvature, geodesics and the metric completion.
Lemma 3.7. In the setting of Theorem 3.3, the pseudo-Riemannian manifolds
Proof. Recall Remark 3.6. By Remark 2.15, we have an isometry
via j : (r, y) → (1/r, y). Since the map ψ in (3.4) gives an isometry between
Definition 3.8. Given a homogeneous pair (g, f ) of degree α ∈ R − {0, 1}, define a new pseudo-Riemannian metricĝ bŷ
As we see below, (ĝ, f ) is also a homogeneous pair of degree α. This pseudoRiemannian metric appears in many examples. See Sections 4 and 5. The signature ofĝ is different from that of g, and hence we can produce a definite pseudo-Riemannian metric in the sense of Definition A.1 in some cases.
Lemma 3.9. The tensorĝ is a pseudo-Riemannian metric. The pair (ĝ, f ) is also a homogeneous pair of degree α.
Proof. Recalling the decomposition (3.6), suppose thatĝ(kP + a, ·) = 0 for k ∈ R and a ∈ ker(df ). Then we have 0 =ĝ(kP +a, P ) = k(df (P ))
and hence we have k = 0. Then it follows thatĝ(a, ·) = (1 − α)g(a, ·) = 0, which implies that a = 0. Henceĝ is a pseudo-Riemannian metric.
It is clear to see that m * λĝ = λ αĝ . By (3.3) for (g, f ) and (3.5), we see that g(P, ·) = df .
By the definition ofĝ, we see thatĝ l = (1 − α)g l . Then by Theorem 3.3, we have an isometry
Comparing this decomposition with (
αr dr 2 + r l g l , the definiteness ofĝ is characterized in terms of the signature of g as follows.
Lemma 3.10. Setting n = dim M , we have the following.
(1) When α > 1, g has signature (1, n − 1) if and only ifĝ is positive definite.
(2) When 0 < α < 1, g is positive definite if and only ifĝ is positive definite.
(3) When α < 0, g is negative if and only ifĝ is negative definite.
The sectional curvature
Let (g, f ) be a homogeneous pair on a manifold M . By Remark 3.6, we can apply results in Section 2. First, by Proposition 2.13 (3), we can find a function v : R >0 → R >0 such that (v • f )g has the constant sectional curvature if the level set (M l , g l ) has constant sectional curvature. Proposition 3.11. Use the notation of Definition 2.12 and Theorem 3.3. Let (g, f ) be a homogeneous pair of degree α. Suppose that g l has constant sectional curvatureĈ l ∈ R:
Proof. By Remark 3.6 and Proposition 2.13 (3),
The last equation of v(r) follows by Definition 2.12.
Remark 3.12. Remark 3.4 implies that lK g l is independent of l > 0 because
, lĈ l is independent of l > 0. The function v(r) given in Proposition 3.11 is defined for all r > 0 when αC ≥ 0. When αC < 0, it is only defined on the complement of the discrete set of R >0 .
To apply Proposition 3.11, (M l , g l ) needs to have constant sectional curvature. This is the case if g is flat. The following is a generalization of [Totaro, Corollaries 2.2 and 2.3] .
Lemma 3.13. Use the notation of Theorem 3.3. Let (g, f ) be a homogeneous pair of degree α.
(1) We have
(2) The pseudo-Riemannian metric g is flat if and only if g l has constant sectional curvature α 4l . Proof. Suppose that v = 1 in Remark 3.6. Since w(r) = r/l = w(0, 1/4, − log l, r) in the notation of Definition 2.12, the statement follows from Proposition 2.13 (2) and (3).
The following is immediate from Definition 2.12, Proposition 3.11 and Lemma 3.13. The flatness of g/f 2 is also implied by Lemma 3.7.
Corollary 3.14. Let (g, f ) be a homogeneous pair of degree α. Suppose that g is flat. Then the following holds.
• For C ∈ R such that αC > 0, set
Then (v • f )g has constant sectional curvature C.
• The pseudo-Riemannian metric g/f 2 is flat on M .
If g is definite in the sense of Definition A.1 and the bound of the sectional curvature of g l is given, we can give the bounds of the sectional curvature of g. Corollary 3.15. Use the notation of Definitions 2.12 and A.1. Let (g, f ) be a homogeneous pair of degree α. Suppose that g is definite. Given C ∈ R, set
Proof. Suppose that v(r) = 1 r w C α , C 1 , C 2 , r in Remark 3.6. Then we have 
When dim M = 2, we do not need the assumption on K g l by Corollary 2.17. We can prove the following in the same way as Proposition 3.11.
Corollary 3.17. Use the notation of Definition 2.12. Let (g, f ) be a homogeneous pair of degree α. Suppose that dim M = 2.
Then given
In particular, setting C = 0, we see that f β g is flat for any β ∈ R.
Corollary 3.17 implies the following, which is a generalization of [Totaro, Section 6] for Hessian manifolds.
is a homogeneous pair on M . Then we can construct constant sectional curvature pseudo-Riemannian metrics on M by Corollary 3.17. In particular, g is flat.
Now recall the pseudo-Riemannian metricĝ defined in (3.8) . Sinceĝ l = (1 − α)g l ,ĝ l has constant sectional curvature if g l does. In particular, we can further obtain the following in addition to Corollary 3.14.
Corollary 3.19. Let (g, f ) be a homogeneous pair of degree α ∈ R − {0, 1}. Suppose that g is flat. Then the following holds.
• When α < 1,
Then (v • f )ĝ is a pseudo-Riemannian metric on M which has constant sectional curvature C.
-The pseudo-Riemannian metric f
• When α > 1, set for C < 0
Proof. Since g is flat, we have K g l = α 4l by Lemma 3.13 (2) . Sinceĝ l = (1−α)g l , it follows that Kĝ l = α 4(1−α)l , and hence
. Then by Proposition 3.11, it is straightforward to obtain the statement.
Finally, we give an application of Corollary 3.15.
Corollary 3.20. Let (g, f ) be a homogeneous pair of degree α > 1. Suppose further that K g ≥ 0, andĝ is definite in the sense of Definition A.1. Then we have K
On the other hand, for any β ∈ R, we have r β = w(0, |β|/4, 0, r), where we use the notation of Definition 2.12. Since α · |β|/4 ≥ 0, Corollary 3.15 implies that K f βĝ ≤ 0.
The geodesics
If v(r) = r β , where β ∈ R, we can describe the geodesics of (M, f β g) in terms of those in (M l , g l ) by Proposition 2.18. Proposition 3.21. Let (g, f ) be a homogeneous pair of degree α. The geodesic γ : (−ǫ, ǫ) → M with the initial position x 0 ∈ M l ⊂ M and the initial velocity A ∈ T x0 M w.r.t. the pseudo-Riemannian metric f β g, where β ∈ R, is given as follows.
• When β = −1,
, (3.6 ).
Note that the integral t 0 dτ µ(β,τ ) can be explicitly computed as in Remark 2.19.
Proof. By Theorem 3.3, the geodesic γ(t) is given by
where (r(t), y(t)) is a geodesic of
l g l with the initial position ψ −1 (x 0 ) and the initial velocity (dψ −1 ) x0 (A). By (3.7), we see that
Since the Levi-Civita connection is invariant under the scalar multiplication of a pseudo-Riemannian metric, (r(t), y(t)) is a geodesic of
Then the geodesic (r(t), y(t)) is given by Proposition 2.18. Since
F in Proposition 2.18 is given by
Corollary 2.20 implies the geodesically convexity or concavity of f in the following cases. Proposition 3.22. Let (g, f ) be a homogeneous pair of degree α.
(1) The function f is geodesically convex w.r.t. f β g if one of the following condition holds.
• β = −1.
• −1 < β ≤ 1 and αg l is positive definite.
• β < −1 and αg l is negative definite.
(2) The function f is geodesically concave w.r.t. f β g if β ≥ 1 and αg l is negative definite.
Proof. By Theorem 3.3, any geodesic γ w.r.t. f β g is of the form
where (r(t), y(t)) is a geodesic of R >0 × M l ,
where we use (3.2) and the fact that y(t) ∈ M l . Then (1) and (2) hold from Corollary 2.20.
The metric completion
Let (g, f ) be a homogeneous pair. Use the notation of Theorem 3.3. In this subsection, we assume the following.
• The pseudo-Riemannian metric g is positive definite.
• The pseudometric d g induced from g is a metric. (This is always true when M is finite dimensional. In the infinite dimensional case, there are examples of a Riemannian metric whose induced pseudometric is identically zero ( [MM] ). )
Then we study the metric completion of M w.r.t.
, define a strictly increasing functionT :
v(q) q dq and setT
Then we obtain the following by Remark 3.6 and Theorem 2.27. (2) IfT 0 ∈ R,T ∞ = ∞ and lim r→0 rv(r) = 0,
with the topology O 0 given below.
with the topology O ∞ given below.
(4) IfT 0 ∈ R,T ∞ ∈ R, lim r→0 rv(r) = 0 and lim r→∞ rv(r) = 0,
with the topology O 0,∞ given below.
Here, M l is the metric completion of M l w.r.t. the metric induced from g l .
The topology O 0 is defined by the fundamental system of neighborhoods U(x) given below. If x = * 0 , U(x) consists of ǫ-balls centered at x for ǫ > 0 w.r.t. the product metric. If x = * 0 ,
The topology O ∞ is defined by the fundamental system of neighborhoods U(x) given below. If x = * ∞ , U(x) consists of ǫ-balls centered at x for ǫ > 0 w.r.t. the product metric. If x = * ∞ , we set
Remark 3.24. By Remark 3.4, M l1 and M l2 are isometric for l 1 , l 2 > 0. Thus Theorem 3.23 is independent of l.
Roughly speaking, the metric completion is the cylinder of M l in the case (1), the cone (with the apex) of M l in the cases (2) and (3), and the suspension of M l in the case (4) . In general, the topologies O 0 , O ∞ and O 0,∞ are weaker than the quotient topologies. If M l is compact, they agree with the quotient topologies. In particular, in the case (4), the metric completion M is compact if M l is compact.
By Proposition 2.30, we also obtain the following. 
Proof. By Proposition 2.30, the map
is homeomorphic. Since ψ in (3.4) is isometric, the map
is isometric. Since r k = f (ψ(r k , y k )) and ψ(l, y k ) = y k , the proof is completed.
Remark 3.26. Thus if we know M , we see M l . In particular, by Theorem 3.23, if we know
) forṽ satisfying one of four assumptions in Theorem 3.23.
4 Pseudo-Hessian manifolds • The function f : M → R >0 is homogeneous of degree α ∈ R:
• The action of R >0 preserves D: That is,
for any λ > 0 and vector fields A, B ∈ X(M ) (cf. [KN, Chapter VI, Proposition 1.4] ).
• For a vector field P ∈ X(M ) generated by the R >0 -action, we have
Then we have α = 0, 1. Moreover, the pairs (Ddf /(α−1), f ) and (−f Dd log f, f ) are homogeneous pairs of degree α. In particular, we can apply Theorem 3.3 and we have isometries
for any function v : R >0 → R >0 . Here, h l is the induced pseudo-Riemannian metric on
Remark 4.2. If we set g = Ddf /(α − 1), the equation (4.7) implies thatĝ = −f Dd log f , whereĝ is defined in (3.8) . In particular, we can apply Corollaries 3.19 and 3.20 to −f Dd log f .
Remark 4.3. We can also prove the similar splitting for a pseudo-Riemannian metric 
(2) The map (3.4) gives an isometry between
However, since we do not know examples other than u(r) = r or log r, we omit the proof. We can prove this in the same way as Theorem 3.3. Similarly, by setting v(r) = 1, l = 1, α > 0 and r = e √ αt in (4.4), we see that (M, −Dd(log f )) is isometric to (R × M 1 , dt 2 + (−h 1 ) ). This is [Totaro, Lemma 2.4] , which is equivalent to [Loftin, Theorem 1] .
Proof of Proposition 4.1. Since the equation (4.1) is the same as (3.2), we have df (P ) = αf by (3.5) . Then differentiating df (P ) = αf , it follows that d(df (P )) = (Ddf )(P ) + df (DP ) (4.3) = (Ddf )(P ) + df = αdf.
Hence we have
Thus we see that α = 0, 1 so that h = Ddf is a pseudo-Riemannian metric.
Since the R >0 -action preserves the connection D, we have
Hence (4.6), (4.1) and (4.5) imply that (h/(α − 1), f ) = (Ddf /(α − 1), f ) is a homogeneous pair of degree α. Then by Theorem 3.3, we have an isometry
which implies the first equation of (4.4) . Similarly, we have
Examples
In this section, we give examples to which we can apply results obtained in previous sections.
Manifolds with flat Hessian metrics
In this subsection, we give examples of manifolds with flat Hessian metrics. We can apply (1)- (4) of Theorem 1.3 to these examples.
Cones in R n
Many flat Hessian metrics are constructed on cones in R n . Let D be the standard flat connection on R n . It is easy to see that D satisfies (4.2) and (4.3) w.r.t. the canonical R >0 -action. We give examples of a function f : R n → R such that Ddf is flat on a cone in R n where the Hessian of f is positive definite.
•
neous functions of two variables of the same degree such that the Hessian matrices are positive definite.
• n = 3 and f (x, y, z) = x 6 + y 6 + z 6 − 10(
, which is called the Maschke sextic.
The first f is the most standard example. The flatness of Ddf for the second f is first proved by [Totaro, Section 6] , which also follows from Remark 3.18. That for the third f is proved by [Dubrovin, Corollary 5.9 and Example 3].
Manifolds with pseudo-Hessian metrics
In this subsection, we give examples of manifolds with pseudo-Hessian metrics. We can apply (1), (3) and (4) of Theorem 1.3 to these examples.
Regular convex cones
An open convex cone Ω ⊂ R n not containing full straight lines is called a regular convex cone. The study of regular convex cones is considered to be the origin of the geometry of Hessian structures ( [Shima, Section 4] 
where ·, · is the canonical pairing of R n and (R n ) * andΩ is the closure of Ω. The characteristic function f : Ω → R is given by
where dx * is the canonical volume form on (R n ) * . This function f is homogeneous of degree −n, which follows [Shima, (4.2) ], and Dd(log f ) defines a Riemannian metric on Ω, where D is the standard flat connection on the Euclidean space ( [Shima, Proposition 4.5] ).
The Kähler cone
Let M be a compact Kähler manifold of dim C M = n. Let Magnússon, Proposition 4.4] ). The level sets K l = f −1 (l) ⊂ K, where l > 0, with the induced Riemannian metric g l was studied in [Huybrechts, Wilson, TW] . Wilson explicitly computed the curvature tensor and the geodesics of g l . He conjectured that when M is a Calabi-Yau manifold, K l should have non-positive sectional curvatures, at least in the large Kähler structure limit, considering the correspondence to the WeilPetersson metric on the complex moduli space under mirror symmetry. Now, there are some counterexamples in [Totaro, TW] .
When h 1,1 = dim H 1,1 (X, R) = 2 or M is hyperkähler, g l has constant negative sectional curvature. See [Wilson, p.631 and Example 1].
The G 2 moduli space
The exceptional Lie group G 2 is realized as a stabilizer in GL(7, R) of a 3-form ϕ 0 on R 7 . The GL + (7, R)-orbit GL + (7, R) · ϕ 0 through ϕ 0 , where GL + (7, R) = {A ∈ GL(7, R) | det A > 0}, is diffeomorphic to GL + (7, R)/G 2 . It has the same dimension as Λ 3 (R 7 ) * , and hence it is open in Λ 3 (R 7 ) * . Any ϕ ∈ GL + (7, R) · ϕ 0 induces the metric g ϕ , the volume form vol ϕ and the Hodge star * ϕ on R 7 . They are related by
Let M 7 be a 7-dimensional manifold with a G 2 -structure. That is, the tangent frame bundle is reduced to a G 2 -subbundle. We assume that M 7 is connected for simplicity. We can define a positive 3-form, a section of an open subbundle Λ
, which is induced from GL + (7, R) · ϕ 0 . We denote by ∇ ϕ the Levi-Civita connection of g ϕ . Then the holonomy group of g ϕ is contained in G 2 if and only if ∇ ϕ ϕ = 0. A positive 3-form ϕ satisfying ∇ ϕ ϕ = 0 is called a torsion-free G 2 -structure. The holonomy group of g ϕ is determined by the topology of M 7 . The Riemannian metric g ϕ of a torsion-free G 2 -structure ϕ has full holonomy G 2 if and only if π 1 (M 7 ) is finite. We call such a manifold irreducible. Define the moduli space M G2 of torsion-free G 2 -structures by
is the space of smooth positive 3-forms and Diff 0 (M ) is the identity component of the diffeomorphism group.
Suppose that M
Other examples
In this subsection, we give examples which admit a homogeneous pair but are not known to admit pseudo-Hessian structures. We can also apply (1), (3) and (4) of Theorem 1.3 to these examples.
The Spin(7) moduli space
The group Spin(7) is realized as a stabilizer in GL(8, R) of a 4-form Φ 0 on W = R 8 . It is known that Spin(7) ⊂ SO(8). The GL + (8, R)-orbit GL + (8, R)·Φ 0 through Φ 0 , where GL + (8, R) = {A ∈ GL(8, R) | det A > 0}, is diffeomorphic to GL + (8, R)/Spin(7). Note that this is not open in Λ 4 W * as in the cases G 2 and SL (3, C) . Any Φ ∈ GL + (8, R) · Φ 0 induces the metric g Φ , the volume form vol Φ and the Hodge star * Φ on R 8 . Note that Φ and vol Φ are related by
The group Spin (7) Let M 8 be an 8-dimensional manifold with a Spin(7)-structure, that is, the tangent frame bundle is reduced to a Spin(7)-subbundle. We assume that M 8 is connected for simplicity. We can define an admissible 4-form, a section of a 43(= 1 + 7 + 35)-dimensional subbundle A 4 M 8 of Λ 4 T * M 8 , which is induced from GL + (8, R) · Φ 0 . We denote by ∇ Φ the Levi-Civita connection of g Φ . Then the holonomy group of g Φ is contained in Spin(7) if and only if ∇ Φ Φ = 0, which is known to be equivalent to dΦ = 0. An admissible 4-form Φ satisfying dΦ = 0 is called a torsion-free Spin(7)-structure.
The holonomy group of g Φ is determined by the topology of M 8 . The Riemannian metric g Φ of a torsion-free Spin(7)-structure Φ has full holonomy Spin (7) 
where we denote by Ω 
, which is the space of harmonic forms in Ω
Define the moduli space M Spin(7) of torsion-free Spin(7)-structures by
is the space of smooth admissible 4-forms and Diff 0 (M 8 ) is the identity component of the diffeomorphism group. Let π : M Spin(7) → M Spin(7) be the canonical projection.
As far as the author knows, the geometric structures of M Spin(7) have not been studied yet. Thus by recalling the result of [Joyce1] about the smoothness of M Spin(7) , we explain two pseudo-Riemannian metrics on M Spin(7) in detail.
Suppose that M 8 is compact. By [Joyce1] , by fixing any Φ ∈ M Spin (7) , there exist open neighborhoods U ⊂ H Φ of 0 and V ⊂ M Spin(7) of π(Φ) and a smooth map Φ : U → M Spin(7) such that Φ(0) = Φ, (d Φ) 0 (ξ) = ξ for any ξ ∈ H Φ , and π • Φ : U → V is a homeomorphism. Then we see that M Spin (7) is a smooth manifold of dimension b , which is known to be a topological invariant. Thus we have the identification
However, M Spin (7) is not known to be an affine manifold as in the cases of G 2 and SL(3, C). By (5.4), we can define two canonical pseudo-Riemannian metrics g I and g L 2 on M Spin(7) .
(1) For Φ ∈ M Spin(7) and ξ, η ∈ H Φ , define 5) which is induced from the intersection form on H 4 (M 8 , R).
(2) For Φ ∈ M Spin(7) and ξ, η ∈ H Φ , define (5.6) which is induced from the L 2 -metric on M 8 , and hence g L 2 is positive definite.
Lemma 5.4. The pseudo-Riemannian metrics g I and g L 2 are well-defined.
Proof. Take any Φ ∈ M Spin(7) and θ ∈ Diff 0 (M 8 ). The Riemannian metric g Φ induced from Φ is given explicitly in [Karigiannis, Theorem 4.3.5] , which implies that
Then we easily see that the induced Hodge stars are related by
Remark 5.6. If M 8 is irreducible, g I and g L 2 are related by g L 2 = g I , where we use the notation in (3.8) .
Indeed, take any Φ ∈ M Spin(7) and η = η 1 + η 35 ∈ (H 
Then (3.8) and (5.8) imply that
Remark 5.7. As far as the author knows, there are no known examples of an 8-dimensional manifold admitting a torsion-free Spin(7)-structure with dim M Spin(7) = 2. It would be interesting to construct such examples. It is because the above pseudo-Riemannian metrics are flat by Corollary 3.17, and hence M Spin (7) is expected to have simpler geometric structures, which might be useful to study the general cases. The metric completion of M Spin (7) has not been studied yet. We expect that the same statements as in Remark 5.3 hold.
The space of Riemannian metrics
Let M be a compact oriented n-dimensional manifold and let M be the space of all smooth Riemannian metrics on M . This is an open cone in the Fréchet space Γ(S 2 T * M ), the space of symmetric (0, 2)-tensors on M . Thus M is a Fréchet manifold and its tangent space at g ∈ M is canonically identified with Γ(S 2 T * M ). For g ∈ M and h 1 , h 2 ∈ T g M ∼ = Γ(S 2 T * M ), define a weak Riemannian metric g E , which is called the Ebin metric, on M by
where g −1 h i ∈ Γ(T * M ⊗ T M ) is the contraction of the dual Riemannian metric of g and h i , and vol g is the volume form induced from g.
The local structure of (M, g E ) was first studied in [FG, GM] . The authors first proved the splitting similar to Theorem 3.3 for (M, g E ). Then they showed that the sectional curvature of g E is nonpositive ( [FG, Corollary 1.17] ) and gave the geodesics explicitly ( [FG, Theorem 2.3] , [GM, Theorem 3.2] ).
On M, there is a canonical function f : M → R given by
Clarke showed that the pseudometric d gE induced from g E is the metric in [Clarke1] and determined the metric completion (M, d gE ) of M w.r.t. d gE in [Clarke3] . Theorem 5.8 ([Clarke3, Theorem 5.19] ). Let M f inite be the set of measurable positive-semidefinite sections g : M → S 2 T * M with f (g) < ∞. Set M f inite = M f inite / ∼, where ∼ is the equivalence relation defined by g ∼ h ⇔ g(x) = h(x) or g(x) = h(x) and det g(x) = det h(x) = 0 for almost everywhere x ∈ M .
Then the metric completion (M, d gE ) of M w.r.t. d gE is identified with M f inite .
For the proof, Clarke first introduced a notion of the ω-convergence for Cauchy sequences in M, which is a kind of pointwise a.e.-convergence. Then as summarized in [Clarke4, p.60 Using this result, Clarke and Rubinstein ([CR2] ) showed that d gE /f p is a metric for any p ∈ Z and determined the metric completion (M, d gE /f p ) of M w.r.t. d gE /f p . Now we show that we can generalize Theorem 5.9 by our method. First, we prove the following.
Proposition 5.10. The pair (g E , f ) is a homogeneous pair of degree n/2 w.r.t. the canonical R >0 -action on M.
Proof. By the definitions of g E and f , we see that (3.1) and (3.2) are satisfied for α = n/2. The vector field P generated by the canonical R >0 -action on M Spin (7) is given by P g = g at g ∈ M. Then for any h ∈ T g M ∼ = Γ(S 2 T * M ) we compute (df ) g (h) = M tr(g −1 h)vol g = (g E ) g (P g , h), and hence (3.3) is satisfied.
Then by Theorems 3.23, 5.8 and Proposition 3.25 , we obtain the following.
the identity component of the diffeomorphism group. Thus they induce a Riemannian metric and a function on T <0 := M <0 /Diff 0 (M ). By an abuse of notation, we denote these by g E and f . Proposition 5.10 implies that (g E , f ) is a homogeneous pair of degree 1 w.r.t. the canonical R >0 -action on M <0 . By the Gauss-Bonnet formula, we have
for g ∈ M <0 . Thus setting l = 8π(κ − 1), we have
which is called the Teichmüller space of M . The induced Riemannian metric on T l from g E is called the Weil-Petersson metric. This space is well understood. The space T l is known to be a (6κ − 6)-dimensional manifold homeomorphic to R 6κ−6 . Since g E and f are invariant under the action of Diff + (M ), where Diff + (M ) is the group of orientation preserving diffeomorphisms of M , they induce a Riemannian metric and a function on the orbifold M <0 /Diff + (M ) = T <0 /MCG(M ), where MCG(M ) = Diff + (M )/Diff 0 (M ) is the mapping class group. By an abuse of notation, we denote these by g E and f . Then the metric completion of T l /MCG(M ) w.r.t. the metric induced from g E is homeomorphic to the Deligne-Mumford compactification of the moduli space of Riemann surfaces of genus κ, which is a projective algebraic variety.
The statements in this paper would be true for orbifolds. On the orbifold M <0 /Diff + (M ) = T <0 /MCG(M ), (g E , f ) is a homogeneous pair of degree 1 w.r.t. the canonical R >0 -action on M <0 /Diff + (M ) by Proposition 5.10. Then we have the metric completion as in Theorem 3.23. In particular, for a function v : R >0 → R >0 corresponding to the case (4) in Theorem 3.23, the metric completion of M <0 /Diff + (M ) w.r.t. the metric induced from (v • f )g E will be compact by Remark 3.24. It will be interesting if we can know that the metric completion of M <0 /Diff + (M ) is also a projective algebraic variety for some v.
Notation

Meaning
R >0
R >0 = {x ∈ R | x > 0} i(·)
The interior product |v| g |v| g = g(v, v) for v ∈ T M when g is positive-definite d g
The induced (pseudo)metric from g when g is positive-definite M The metric completion of M w.r.t. d g when g is positive-definite
The equivalence class in M of a Cauchy sequence {x k } ⊂ M grad g f The gradient vector field of a function f defined by g(grad
The Levi-Civita connection of g R 
