ABSTRACT This paper presents the analysis of real-life medical big data obtained from a hospital in central China from 2013 to 2015 for risk assessment of cerebral infarction disease. We propose a new recurrent convolutional neural network (RCNN)-based disease risk assessment multimodel by utilizing structured and unstructured text data from the hospital. In the proposed model, the convolutional layer becomes a bidirectional recurrent neural network by utilizing the intra-layer recurrent connection within the convolutional layer. Each neuron within convolutional layer receives feedforward and recurrent inputs from the previous unit and neighborhood, respectively. In addition to step-by-step recurrent operation, the region of context capture increases, thereby facilitating fine-grain feature extraction. Furthermore, we use a data parallelism approach over multimodel data during training and testing of the proposed model. Results show that the data parallelism approach leads to fast conversion speed. The RCNN-based model works differently from the traditional convolutional neural network and other typical methods. The proposed model exhibits a prediction accuracy of 96.02%, which is higher than those of typical existing methods.
I. INTRODUCTION
The World health organization (WHO) streamlines in their report [1] ''Non-communicable Diseases Country Profiles 2014'' that chronic diseases are major cause of disability and death worldwide. Chronic diseases are estimated to account for 88% of total deaths in the United States of America; in other big countries, such as China and India, chronic diseases account for 87% and 60% of the total deaths, respectively. McKinsey states in their report that the United States spends 2.7 trillion USD every year for assessment of chronic diseases [2] , and this amount is 18% of the total annual GDP. Risk assessment of chronic diseases is important to reduce the percentage of related deaths and decrease the diagnosis cost.
The expansion of big data in the medical field [3] and the rapid development of big data analytic technology [4] are substantiating worthwhile in disease risk prediction. Although structured data for disease prediction are more convenient to utilize, unstructured data store more disease-related features. Thus disease prediction with unstructured data provides accurate results in emotion-aware healthcare [5] , health monitoring [6] medical recommendations, and digital medical solution [7] to identify disease risk characteristics and many more [6] , [8] , [61] . Considering the deployment of deep learning in various fields, including disease prediction and its superior performance over other methods, researchers have focused on implementation of deep learning algorithm with medical data for accurate analysis of disease risk assessment to contribute to risk prediction of early-stage diseases and improve patient care and hospital services. Research in deep learning has mainly investigated algorithms [9] , such as CNN [9] and RNN [10] , for automatic extraction of features from unstructured data. In the medical field, CNN is also used to extract features automatically from unstructured data. Chen et al. [11] proposed a CNN based multi-model disease risk prediction algorithm by utilizing structured and unstructured data. The result showed that using both types of data (structure and unstructured) increase the accuracy of model compared with CNN-based model using unstructured data only. Nevertheless, analysis of the big data in medical field remains challenging.
To deal with the problem of disease risk classification, we encounter the following problems:
• How to extract main characteristics related to patient medical record that affect chronic diseases (e.g., age, smoking habit, etc.) for risk assessment of disease.
• Difficulty to extract fine-grain disease-related features from unstructured text data by utilizing traditional CNN? These phenomena limit the accurate prediction of disease risk assessment. To handle these problems, we propose RCNN-based [12] disease risk assessment multimodel(RCNN-DRAM), which differs from traditional CNN.
• To solve the problem of main characteristics related to patient medical records, we extract the main characteristics related to patient with doctors discussion which has high effect on chronic diseases (e.g., age, smoking habit, etc.) and used convolution method with the concept of multimodel with structured and unstructured text data.
• To deal with the problem of fine-grain feature, we used recurrent operation over once calculated convolution of sliding window. In this way, the proposed model utilized their filters effectively to extract fine-grain features from the unstructured text data. This model possesses intra-layer recurrent connection at the convolutional layer, which becomes a bi-directional RNN( Figure 3 ). Each neuron within convolutional layer receives feed forward and recurrent inputs from the previous unit and neighborhood, respectively. In addition to the stepby-step recurrent operation, the region of context capture increases, thereby facilitating fine-grain feature extraction. Results confirm the uniqueness of the proposed model, which has higher and efficiency than other pre-existing models. The model is efficient because it has high accuracy but has no additional pre-processing and cost effects.
In this paper, the medical data includes structured and unstructured data. To deal with structured data, we consult with hospital doctors with regard to recording useful diseaserelated features, such as patient height, weight, gender, age, patient disease, and blood type. To select the feature from the unstructured data, we utilized RCNN algorithms [13] . Finally, we established a novel model based on RCNN for disease risk assessment that will utilize structured and unstructured data. Experiment result shows that the proposed model performs better in disease prediction than other pre-exiting models.
Contributions of the article are as follows:
• Extract the fine-grain features from clinical note obtain from hospital dataset and established a RCNN based multimodel disease risk assessment by using structured and unstructured data.
• Analyze the main characteristics related to patient with doctors discussion which has high effect on chronic diseases (e.g., age, smoking habit, etc.) and perform features fusion among structured features and unstructured features.
• Use data parallelism approach over multimodel data for training and testing and perform disease risk assessment by using big data analysis technology to classify highrisk vs low-risk patients of chronic disease. The remaining part of this article is organized as follows. In section II we discuss the related work. Section III describes medical big data used in paper and evaluation methods. Section IV represents the proposed model and Section V represents the implementation of the proposed model. Section VI illustrates experiment results. Finally, Section VII concludes the article.
II. RELATED WORK A. FEATURE EXTRACTION FROM MEDICAL DATA FOR DIAGNOSIS OF CHRONIC DISEASES
Data in medical fields, are generally represented in form of images and texts such as MRI, medical notes, and ECG. Various researchers have focused in working with different technologies to extract features from medical data to solve various problems, such as classification, regression, and retrieval.
In [20] - [25] , natural language processing technique was used to extract features from clinical notes and proposed a hybrid model for automatically identifying risk factor of chronic disease over sub-sampled features. Roberts et al. [26] utilized machine learning techniques for fearure extraction for identifying risks of heart diseases over clinical notes. They also used series of SVM models in conjuction with manual lexicons to each risk factor. Karystianis et al. [27] used lexical rules to indentify risk factors for heart diseases over clinical data. In addition, researchers used different machine learning techniques for feature extraction, classification, and diagnosis of other chronic diseases such as Alzheimer disease [28] - [32] , heart disease [33] - [37] , and diabetic retinopathy [38] - [40] . Hybridized model based on feature selection approach and Correlation was used for diagnosis of coronary artery disease (CAD) by Verma et al. [41] . In [42] automatic fearture learning was performed over short text to identify disease diagnosis problem by using machine learning scheme without including disease correlation. Nalband et al. [43] used a classification and feature selection technique to developed a method for diagnosis of knee joint disorders by using vag signal.
With the developments of multi-label learning [44] , [45] , feature selection and extraction method are also used for multi-label classification problem. Chang et al. [46] , [47] peformed semi supervised multi-lable feature selection over large-scale datasets. Zhu et al. [48] presented a relational regularization method for feature selection by embedding the relationlan information for joint regression and classification diagnosis of Alzheimer disease. Recent studies over feature selection method for multi-lable classification problem in diagnosis of chronic diseases are mentioned in [49] . Other related studies have been conducted by researchers in the field of diagnosis of chronic diseases Kim et al. [50] proposed Decision Tree and Fuzzy Logic based model for risk prediction of coronary heart disease for Koreans. Shi et al. [51] established a uniform model for multiple disease risk assesment over clinical notes.In this paper CNN is used for feature extraction from unstrutured healthcare data. They tasted their modle over four datasets and used softmax classifier for disease risk classification. Weng et al. [52] used machine learning based on ntural language processing technique to extract features from medical sub-domain datasets for classification of clinical notes. Yang et al. [53] proposed a CNN-based method for automatic extraction of features from electronic health records and conducted a multilable learning for disease diagnosis.
Huang et al. [54] and Bates et al. [55] performed big data analysis with medical records to manage and identify high-cost and high-risk patients. Qian et al. [56] proposed a method for risk prediction of patients and discussed it with medical experts for relative similarity of patients. They tested the method on real-time data and benchmark datasets. Jonnagaddala et al. [57] utilized text mining for risk assessment for coronary artery diseases by using unstructured electronic health-care records; they calculated 10-year CAD risk by using Framingham risk score as a measure of evaluation and adopted imputation strategies to compassionate missing information. Khalifa and Meystre [58] adapted subsisting natural language processing technique for evaluation of cardiovascular risk factors by using medical clinical notes. Marcoon et al. [59] and Xu et al. [60] utilized machine learning algorithm on small-structure datasets and performed health classification work to determine characteristics. They used typical models in clinical research. Chen et al. [61] proposed a healthcare system, namely, Wearable 2.0, to improve QoS and QoE in next-generation healthcare system. Chen et al. [6] , [62] proposed another healthcare system for sustainable health monitoring based on smart clothing. de Rooij et al. [63] studied patient admission characteristics for early detection of delayed cerebral ischemia after aneurysmal subarachnoid hemorrhage. They estimated the risk of delayed cerebral ischemia-related infarction by preparing a risk chart. Bian et al. [64] applied covariance-regularized linear discriminant analysis on unstructured electronic healthcare data to detect early-stage disease; the proposed method outperformed other baseline algorithms. Zhang et al. [65] proposed machine learning based classifier method for the three-dimensional Eigen brain (3D-EB) to detect Alzheimer's disease. Roy et al. [66] proposed a framework based on supervised learning for dynamic hierarchical classification of patient's risk-of-readmission. In this work, we propose RCNN-based disease risk assessment multi-model for detection of chronic diseases at early stage by utilizing structured and unstructured data from the hospital.
B. SUPERVISED LEARNING WITH CNN
Over the last few years, CNN achieved remarkble success in various fields such as compueter vision [9] , [67] , [79] and natural language processing [8] , [68] - [70] . The ongoing advancement over CNN leads to novel technology and development in other fields, such as speech recognition [71] , object detection [72] , scene labeling [73] , and parsing [74] . Numerous studies in deep learning have investigated auomatic fearuture extraction [75] , [76] from unstructured data and does not need hand-crafted features to achieve ultimate goal. Some notable studies have been conducted by various researchers to understand the architecture and working of CNN. Eigen et al. [77] studied the architecture of recursive convolutional neural network. Authors adopted a recursive CNN, whose weights were tied between layers for assessment of the independent contribution of feature maps, number of layers, and parameters. Lin et al. [78] proposed a new deep network structure named ''Network in Network''. They used micro neural networks instead of linear filter followed by non linear activation within the receptive field along with complexity of structure to improve the model discriminability. Other studies measured the effectiveness of CNN. Simonyan and Zisserman [82] investigated the CNN in depth to measure the accuracy over large-scale image recognition. Szegedy et al. [80] proposed a new CNN architecture called ''Inception'', which was increasingly utilized in classification and recognition tasks. Aditionally, researchers conducted study to understand the CNN [81] over large-scale datasets.
III. DATA PREPARING AND EVALUATION METHOD
In this section, we describes the datasets used and the performance evaluation methods.
A. HOSPITAL DATASETS
Datasets contain real-life data of patients from China hospital. Data are available in the form of electronic health record, text, images, and patient basic information stored in data center. According to the available data, we recorded 31,919 patients from the 20320848 records of patients from 2013 to 2015. As shown in Table 2 , medical data contain structured data (e.g., demographics of patients, their living habits etc.) and unstructured data (e.g., medical history, doctor's record, assessment plan etc). Table 1 describes the statistics of the recorded hospital data used in this paper. The number of hospitalized patients in 2014 are higher than that in the other years, and the sex ratio of hospitalized male and female is approximately the same every year. The number of hospitalized patients with chronic diseases in 2015 is 5.63% which is higher than that of patients with other diseases. Chronic diseases are deadly. Therefore, VOLUME 6, 2018 we will perform disease risk prediction for cerebral infraction without considering gender difference.
1) STRUCTURED DATA
After discussion with doctors, we obtain the demographic characteristics of patients, characteristics related to their disease, and their habits. We record a total of 79 features of patients[ Table 2 ].
2) UNSTRUCTURED DATA
According to the available data, we records 815073 words from clinical notes[ Figure 1 ] to learn word embedding. We then perform automatic feature extraction by RCNN.
B. EVALUATION METHODS
For performance evaluation, we utilized four commonly used methods including precision, recall, accuracy, and F1-measure; which are described as follows:
Where,
• TP (true positive) is the correct number of sample and predicted by the classifier as correct samples.
• TN (true negative) is incorrect number of sample and predicted by the classifier as incorrect samples.
• FP (false positive) is incorrect number of sample and predicted by the classifier as correct samples.
• FN (false negative) is correct number of sample and predicted by the classifier as incorrect samples. We also used ROC (receiver operating characteristic) curve for disease risk evaluation. The ROC curve graphically illustrates the prediction ability of a classifier. The curve will be obtained by plotting TPR (true positive rate) against FPR (false positive rate) at different threshold values. TPR and FPR are described as:
The ROC curve closed to upper left part in graph indicates that model is better.
IV. PROPOSED MODEL
The proposed model (Figure 2 ) has three components (Word embedding, RCNN, and risk prediction) and will handle two types of data (structured and unstructured data). Both types of data will be used to predict disease risk. After the discussion with hospital experts and doctors, we extracted data of demographic characteristics and living habits of patients with cerebral infarction disease. We recorded 79 features from structured data. 
A. WORD EMBEDDING
After obtaining the text data from the hospital big data, we pre-processed them, recorded 815073 words from text data, and set them as a corpus to learn world embedding by using word2vec [14] n-skip gram model to generate numerical representation of these world vectors [15] .
B. RCNN
For automatic feature extraction of text data, we utilized RCNN algorithms. RCNN differs from traditional CNN. In the proposed model for RCNN, recurrent connection will be utilized over sliding window convolution. Therefore, the convolution layer works as a bi-directional recurrent neural network by utilizing intra-layer recurrent connection. Figure 3 describes how recurrent connection will be used to extract fine-grain features by utilizing the filter matrix again on the second time step. Time factor t will be discretized with the activation updated at each time step. Previous set of hidden unit activation h(t-1) is fed back into next hidden unit h(t) with inputs x(t). As shown in Figure 3 , a delay unit needs to be introduced to keep the once calculated activation until it will be processed at next time-step as follows: where function f will describe the dynamic behavior of recurrent computation, and parameter θ will be optimized with back-propagation algorithm (stochastic gradient descent algorithms). As shown in Figure 4 , a notable bi-directional RNN will be considered, where feed forward and recurrent connections will be utilized to calculate the convolution of RCNN as follows: and recurrent connections for i th features map, b i is the bias of i th feature map, and h(t) i is output of i th feature map in RCNN. suppose x is the input text given to input layer of RCNN, then the input of bi-directional RNN can be carried out with x for all t rewritten as:
where β [0, 1] is known as discount factor and determines the trade-off between feed forward and recurrent components. When β = 0, recurrent connection will be totally discarded, and the network will behave as convolutional neural network. When β > 0, the network will behave like recurrent neural network, Many routes exist from input to output (Figure 4) .
In the proposed model, intra-layer recurrent connection with sliding window at convolution layer will lead to continuous increase in receptive field with time step; this approach will improve the performance of the model and help in finegrain feature extraction. Convolution with recurrent connection defines the RCNN. A max-pooling layer will form after recurrent convolution to capture the word that plays an important role in text document. Numerical representation of word obtained from word embedding will be used as input for RCNN. We consider input data of 706 patients. For the experiment, we divided input data randomly at the ratio of 6:1, which indicates that 606 patients will be considered for training set and the remaining 100 patients will be considered for the test set.
C. DISEASE RISK PREDICTION
After obtaining features from unstructured data, we performed feature fusion. After combining features of structured and unstructured data at fully connection layer, we utilized soft-max classifier for disease risk prediction of patients.
V. IMPLEMENTATION OF PROPOSED MODEL
The proposed model will be utilized for both types of data (structured and unstructured). Here, we have unstructured data in the form of text; after pre-processing first, we need to learn word embedding from the pure corpus set. Therefore, this section briefly describe the implementation of word embedding and subsequent implementation of recurrent CNN for automatic feature extraction from unstructured text data. Finally, we perform disease risk assessment to classify patients by utilizing soft-max classifier.
A. WORD EMBEDDING
Considering that we cannot feed the word as text into the RCNN, we need to learn word embedding to represent the word into a digitized vector form. We can represent our word vectors in embedding by two ways, namely, onehot representation and distributed representation. In one-hot representation, an input word is represented as one-hot vector with dimension equal to the number of word in vocabulary, we will place 1 corresponding to word, and the other places will be filled with 0's. We have 815073 word in our vocabulary. Suppose we represent the word 'Disease' with onehot representation. Thus, the dimension of each word will be the same as the number of word in vocabulary that will be represented as follows: 'Disease' = 0, 0, 0, 1, 0, 0, 0. . .,upto 815073 term Therefore, each word has a unique vector representation even for words with similar semanteme; the interrelationship between two world vector representations will not be considered. The use of big vocabulary of 815073 word leads to very big vector dimension in the case of one-hot representation. This phenomenon will increase the computation burden for model and lead to dimension disaster.
In the proposed model, we utilized distributed representation method to learn word embedding, instead of one-hot representation. Large amount of text corpus data will be required to learn embedding through distributed representation. In this approach, each word in vocabulary will be depicted as vector of real numbers with fixed dimension as follows: 'Disease' = 0.568, 0.254, -0.141, 0.067, -0.786,. . .up to 50 terms. Here, word's vector dimension will be determined at the time of word embedding learning. Therefore, the dimension of each word vector will be reduced, and inter-connection of relative and semanteme word will be considered in the representation.
Suppose the dimension of word vector is m to learn word embedding. Every word will be depicted as R m dimensional vector space. We consider that vocabulary has d number of word, then word embedding matrix A will be R m * d dimensional space. Hence, the representation of word embedding for input text X with n number of world will be obtained as X (x 1 , x 2 , x 3 , . . . , x n ), X R m * n where x 1 , x 2 , x 3 , . . . , x n are word vectors with dimension space R m in input text; here, m is taken as 50.
B. FEATURE LEARNING BY RCNN
Recurrent convolutional neural network works differently from convolutional neural networks. The five layers in RCNN include input layer, convolutional layer, pooling layer, fully connected layer, and output layer. 
1) INPUT LAYER OF RCNN
The input layer of RCNN will receive text data as X (x 1 , x 2 , x 3 , . . . , x n ), where x 1 , x 2 , x 3 , . . . , x n are the n number of word with dimension space R m . Therefore, the dimension space of text data will be R m * n .
2) CONVOLUTIONAL LAYER OF RCNN
To perform the convolution operation, we use the sliding window of size 5 over row representation of vectors. That is, every time we select the five words form input text data X i = (x i−2 , x i−1 , x i , x i+1 , x i+2 ); for x 1 , x 2 , x n−1 , x n , we will utilize zero vector padding to fill the sliding window (Figure 5b ). Recurrent connections within the convolutional layer will be introduced (Figure 4) , and the convolutional layer will work as a bi-directional RNN, where feed-forward and recurrent computation will be utilized in convolution operation. The convolutional operation of input text x i over filter matrix w f and w r will be obtained as follows (Figure 4 and figure 5c):
, · · · , l and j = 1, 2, 3, · · · , n; the above equation illustrates the sum over element-wise multiplication of two factors. The element h(t −1) j in the second factor is the computation of recurrent connection; after which, the convolution layer will utilize it again with filter matrix to perform deep feature operation.
where w f R l * nm and w r R l * nm are the filter matrix of feedforward and recurrent connections; for the i th feature map, l is the number of filters (i.e. 100), and b 1 is the bias element. After deriving h(t) 1 i,j we will calculate h(t) 2 i,j by applying tanh function over h(t) 1 i,j ; and the output product will be used as a input for pooling layer. Here, we used tanh(x) = (e x −e −x ) (e x +e −x ) as an activation function for hidden layer.
3) POOLING LAYER OF RCNN
Obtaining the feature matrix from the convolutional layer will be of dimension l*n. which will be passed from the pooling layer. Here, we perform max-pooling operation to obtain the column vector with the maximum values h(t) 2 i,j (Figure 5d) as follows:
We adopted max pooling and only effective word that have an important meaning in the text will be selected by max pooling. The training sample of different-sized input text would be obtained in fixed size vector after passing from the convolutional and pooling layers. After max pooling operation, l*l feature vector will be obtained and contains l number of feature of text. Where l = 100.
4) FULLY CONNECTED LAYER OF RCNN
The output from the pooling layer is given as the input to the fully connected layer. Operation at fully connected layer is performed as follows (Figure 5e ):
where w 4 , b 4 , and h 4 are the weight, bias, and value of fully connected layer, respectively. h 3 is the output from the pooling layer.
5) OUTPUT LAYER OF RCNN
In the output layer, we utilize soft-max classifier to classify disease risk. Therefore, the classification results are calculated as follows (Figure 5f ):
where Y i is the probability of i th category among n categories.
C. MODEL TRAINING 1) TRAINING WORD EMBEDDING
First, we extracted text data from real-life medical dataset obtained from a hospital in central China. We preprocessed text data and set them as pure corpus set because purer are better. We then utilized word segmentation tool ICTACLAS [16] from the Chinese Academy of Science to segment the word; we used word2vec [14] tool for training word vectors. After training, 52100 words were recorded.
2) TRAINING PARAMETERS OF RCNN
We utilized the back-propagation algorithm to train the required parameters of the model. For explanation, all parameters of the model can be written as a set θ = (w f , w r , b 1 , w 4 , b 4 ). The training objective is to maximize the logarithmic of likelihood value of θ. We first initiate our training process with some random values of parameters; we then used stochastic gradient descent(SGD) algorithm to train the parameters and update their value by using the following rules during training.
where X represents the training samples, α is the learning rate, and class x is accurate sample classification.
D. OVERALL ARCHITECTURE DETAILS
Proposed architecture based on RCNN contains the stack of RCLs(Recurrent convolution layers), interleaved with the max pooling layers. In proposed architecture first layer is input layer without recurrent connection which received R m * n feed-forward input text as row vector representation,where n number of word with dimension space R m , followed by the convolution layer with recurrent connection used feedforward input and recurrent input to compute the convolution which is different from traditional convolution, help in fine-grain feature extraction and yield an output of feature vector 250*100; here we used convolution filters 100, word embedding size 50, sliding window size(number of words) 5, region size 50*5 and activation function for non-linearity e.g. thanh(x), On the top of the convolution layer, a max pooling layer of 1*100 is used to select the effective words which play an important role. In a consecutive way, after Input, convolution, max pooling and fully connection. Finally, the softmax layer is used to classify the feature vectors into high risk vs low risk of disease whose results is given by:
where Y i is the probability of i th category among n categories. Training objective is to maximize the logarithmic of likelihood value of θ using back-propagation algorithms. where θ is written as θ = (w f , w r , b 1 , w 4 , b 4 ), for simple explanation. We first initiated our training process with some random values of parameters; we then used SGD algorithm to train the parameters and update their values. The learning rate 0.01 is used during train and update process of parameters values. The back-propagation algorithms would maximized the logarithmic of likelihood value of θ so that the resulted gradient of shared weight is the total of its gradients over all time-steps.
VI. RESULTS AND DISCUSSION
We utilized C++ programming language with gcc compiler to implement our proposed model. The training and testing [17] of the proposed model were conducted in parallel manner over medical data. To record the running time of CNN-MDRP and RCNN-DRAM algorithms, we selected the same number of iterations which are 200 and extracted the same 100 features. For CNN-MDRP algorithm, its running time on the system with specification 4core CPU, 8GB RAM is 3274.4 second while the running time for RCNN-DRAM algorithm on same system is 10802.0 second. That is, running speed of CNN-MDRP is 3.4 time faster than RCNN-DRAM algorithm. We recorded performance of the model based on several aspects, namely, Window size effect, training error rate, test accuracy, and iteration numbers. 
A. WINDOW SIZE EFFECT
To run the algorithms, we need to confirm first the window size for convolution. Window size can affect the performance of RCNN algorithms. Thus, we obtained the window sizes of 1, 3, 5 and 9 in the experiment and evaluate the performance measure. Zero padding is considered as (window size −1)/2 i.e. for window size 1, 3, 5, and 9 padding is taken as 0, 1, 2, and 4 respectively. The iteration of RCNN is 200, and the size of convolution kernel is 100. Figure 8 shows that with window size 5, the RCNN algorithms perform best among all window sizes with 96.02% accuracy, 9.45% precision, 98.08% recall, and 96.23% F1-measure. Therefore, sliding window size in RCNN-DRAM is maintained at 5.
B. TRAINING ERROR AND TEST ACCURACY
We visualized the training error rate and test accuracy against a number of iterations for RCNN-based algorithms (proposed work) and CNN-based algorithms (existing work). As shown in Figures 6 and 7 for both algorithms, (RCNN-DRAM and CNN-MDRP) with increasing number of iterations, the test accuracy increases gradually and the training error decreases. As shown in Figure 7 , before 100 iterations, the test accuracies of RCNN-DRAM and CNN-MDRP are inconsistent with each other; however, after 100 iterations, the test accuracy of RCNN-DRAM consistently increases compared with that of CNN-MDRP. While from figure 6 ; with increasing number of iterations, the training error rates of RCNN-DRAM and CNN-MDRP decrease continuously with almost equal rate; that means, data parallelism approach makes the convergence speed of RCNN based model almost the same as CNN. Table 3 presents the overall result of the proposed model, which has higher accuracy than those previously reported. Thus, accuracy of the disease risk model also depends on finegrain features of fatal diseases. As much deep feature would be extracted with the algorithm, the accuracy will be higher. Hence, we propose new RCNN-based disease risk assessment multimodel to extract fine-grain features of chronic infarction disease to improve accuracy of the disease risk model. Based on the final result, the proposed model has been proven helpful in extracting fine-grain features of chronic diseases with improved accuracy of 96.02%, which is better than those of existing models such as CNN algorithm. The proposed model can better evaluate the risk of chronic infarction disease than other existing models. In future research, advanced features of fatal diseases will be extracted with dilated convolution [18] , to further improve the accuracy of disease risk model, especially for emotional and behavioral disorders [19] . The ROC curve of RCNN-based disease risk assessment algorithms and CNN-based disease risk prediction algorithms are presented in Figure 9 , which shows the proposed model can better evaluate the risk of chronic infarction disease than existing algorithms.
VII. CONCLUSION AND FUTURE WORK
We propose a new model based on RCNN for disease risk assessment to extract fine-grain features of chronic infarction disease by utilizing structured and unstructured data and improve the accuracy of existing models. Experiment result shows that the accuracy of the proposed model reaches 96.02%, which is higher than those previously reported for risk prediction of chronic diseases (Table 3) . Advance characteristics of fatal diseases will be identified with dilated convolution in follow up research to further improve the accuracy of disease risk prediction. The method can also be applied to extract fine-grain features of other diseases, such as pulmonary infection, coronary atherosclerotic, and heart disease. 
