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Non-technical summary
In a market in which firms have market power, the impact of a change in wages on labour demand is not easily determined. Indeed, if after a decrease in wages one firm chooses to increase labour demand for producing more, this reduces the output price; this in turn may lead other firms to decrease their production and their demand for labour. We show that this ambiguity at the firm level is likely to be resolved at the aggregate level of the industry: under some empirically testable restrictions an increase in wages is likely to trigger a decrease in labour demand.
The Le Chatelier principle states that the sensitivity of input demands with respect to own price variations is smaller when the output level is held constant than when it is adjusted. It holds whether competition on the output market is perfect or imperfect, provided the production level of competitors is held constant. A first aim of this paper is to extend the Le Chatelier principle to the case where the production levels of competitors are allowed to vary.
For a given level of production, a cost minimizing firm has an incentive to use more intensively the factors of production whose price decreases and to substitute the other factors by the cheaper one (substitution effect). When the firm is able to set its production level in order to maximize profit, it benefits from the factor price reduction even further (expansion effect). With a competitive output market this expansion effect leads to a further increase in the demand for the factor that becomes cheaper. With imperfect competitive output markets the direction of the effect is less clear: if all competing firms increase production to exploit the reduction in factor price, the output price must fall, and this reduces each firm's incentives to expand its level of production and factor demand.
We study whether aggregate factor demands are decreasing in markets with a particular type of imperfect competition, termed Cournot competition. Despite the ambiguous result at the firm level, we show that under some conditions the aggregate expansion effect is likely to be negative. We complete this paper with an empirical investigation of its theoretical results. In order to identify the Le Chatelier principle with aggregate data, and for decomposing the impact of input price changes on input demands into a substitution and an expansion effect, it is necessary to propose an adequate empirical specification compatible with heterogeneous firms. Instead of relying on a representative firm setup which implies estimation biases when firms are too heterogeneous, we define the aggregate cost function as the conditional expectation of the microeconomic cost function, given the available aggregate information. In this context, we show that it is possible to identify the conditional expectation of the substitution and expansion effects using aggregate data only. We propose a simple test for the validity of the representative firm model.
The empirical application relies on a panel for 18 two-digit US manufacturing industries over the period 1949 to 2001. We obtain several results relative to the rate of returns to scale, the price-cost margin, the short and long run adjustment of input demand to input price change, and the impact of input price changes on output adjustment and inflation. The empirical findings confirm the validity of the Le Chatelier principle. We also find evidence for both increasing and constant returns to scale.
Introduction
This paper investigates the consequences of input price changes on input demands when the output market is imperfectly competitive. The impact of input price changes on input adjustment is described by the Le Chatelier principle, introduced in economics by Samuelson (1947) . This principle states that the sensitivity of input demands with respect to own price variations is smaller when the output level is held constant than when it is adjusted. It is apparently not widely known, that in the context of imperfect competition, however, that Samuelson (1947, p.45-46) in fact showed that Le Chatelier principle is satisfied whether competition on the output market is perfect or imperfect, provided the production level of competitors is held constant. At the firm level, the Le Chatelier principle focused the attention of many researchers who derived it by weakening or changing underlying assumptions: see Eichhorn and Oettli (1972) , Diewert (1981) and Milgrom and Roberts (1996) to name just a few. However, these authors have not considered whether the principle is still satisfied when negative externalities between firms affect their behaviour.
A first aim of this paper is to extend the Le Chatelier-Samuelson (LCS) principle to the case of endogenous levels of competitors' output. For a given level of output, a cost minimizing firm has an incentive to use more intensively the input whose price decreased and to substitute the other inputs by the cheaper one (the substitution effect). When the firm is less constrained and becomes able to set its output level in order to maximize its profit, it will choose the optimal output level in order to benefit from the input price reduction even further. This adjustment corresponds to an expansion effect. With a competitive output market this expansion effect is always negative. With imperfect competitive output markets à la Cournot, things are not that clear, because the externality provides incentives to reduce input demand: if all competing firms increase their output level in order to exploit the reduction in input price, the output price must fall, and this reduces each firm's incentives to expand its level of output supply and input demand. So firm level comparative statics is undetermined, only further restrictive assumptions on firm technologies or inverse demand, as these discussed by Sabarwal (2008, 2009 ), allow to obtain well determined results.
In the context of perfect competitive markets, Heiner (1982) and Braulke (1984) have shown that aggregation can be helpful for resolving ambiguity at the firm level. Even if it is not necessarily true at the firm level, we study whether aggregate input demands are decreasing in markets with Cournot competition. Despite the ambiguous result at the firm level, we show that under Novshek's (1985) type of conditions, which ensure the existence of a Cournot equilibrium, the aggregate expansion effect is likely to be negative, and the LCS principle is likely to be valid in the aggregate Cournot model.
We complete this paper with an empirical investigation of its theoretical results. In order to identify the LCS principle with aggregate data, and for decomposing the impact of input price changes on input demands into a substitution and an expansion effect, it is necessary to propose an adequate empirical specification compatible with heterogeneous firms. Instead of relying on a representative firm setup which implies estimation biases when firms are too heterogeneous, we proceed to aggregation using the stochastic aggregation theory developed by Lewbel (1996) and Koebel (2002) . The aggregate cost function is defined as the conditional expectation of the microeconomic cost function, given the available aggregate information. In this context, the aggregate cost function does not generally inherit the properties of microeconomic cost functions. However, we show that it is possible to derive the conditional expectation of the input demand system from the cost function by amending Shephard's lemma, and to identify the conditional expectation of the substitution and expansion effects using aggregate data only. We propose a simple test for the validity of the representative firm model.
There is a further methodological focus in this paper: we present a method for dealing with empirical issues raised by the adjustment of inputs in the long run, in the context of increasing or decreasing returns to scale. When the rate of returns and the type of competition on the output market are a priori unknown, empirical contributions (reviewed by Bresnahan, 1989 ) have often appended a pricing rule -compatible with both perfect and imperfect competition -to the cost and input demand system. However, most of these studies do not derive the optimal output level, nor do they report unrestricted elasticities. This shortcoming is surprising because, when output is endogenous, that is to say, optimally chosen by the production unit, output-restricted elasticities are only of limited interest for deriving policy implications. A further objective of this paper is thus to estimate elasticities that are not restricted by an output level artificially held constant. Since a closed form solution for the optimal output level can seldom be obtained from the price-margin equation, we rely on the implicit function theorem for deriving these elasticities empirically. This method has been developed and applied by Kulatilaka (1987) to model the adjustment of capital to its optimal long run level. We extend this method by deriving moment conditions which are consistent with the theoretical model and identify the substitution and expansion effects of input price changes. This method allows us to derive consistent estimates of the substitution and the expansion matrices and to test the validity of the LCS principle in the aggregate.
The empirical application relies on a panel for 18 two-digit US manufacturing industries over the period 1949 to 2001. We obtain several results relative to the rate of returns to scale, the markup, the short and long run adjustment of input demand to input price change, and the impact of input price changes on output adjustment and inflation. The empirical findings confirm the validity of the LCS principle. Whether returns to scale are increasing or not in U.S. manufacturing industries is an important but controversial empirical issue. Whereas many researchers have argued for the increasing returns to scale hypothesis (Hall, 1988 , Shapiro, 1988 , Diewert and Fox, 2008 , just as many researchers have found evidence for the contrary (Burnside, 1996 , Bartelsmann, 1995 , Basu and Fernald, 1997 . We find evidence for both the increasing and constant return to scale assumptions.
The next section outlines the microeconomic model and derives the LCS principle at the firm level, when the output market is imperfectly competitive. Section 3 exposes Novshek's (1985) and Amir's (1996) sufficient conditions for the existence of a Cournot equilibrium. Section 4 extends the LCS principle to the case of Cournot competition at the aggregate level, it also describes the aggregate consequences of Cournot competition in terms of input adjustment. Section 5 presents the aggregate statistical model compatible with available aggregate data. Section 6 sets up the empirical model specification and highlights how it departs from usual models of producer behavior. The empirical results are described in Section 7, and Section 8 concludes.
Input demands and the type of competition
The model is developed at the microeconomic level of the production unit. Vector x ∈ R J + denotes inputs and w the corresponding price vector. The production unit's output level is denoted by y ∈ R + . Under suitable regularity conditions the technology of a cost minimizing production unit is fully described by a twice continuously differentiable cost function c. By definition, c (w, y) = w | x * (w, y) , where x * denotes the cost minimizing input vector. The aim of this section is to describe how input demands react to input prices, at the level of the firm.
In an imperfectly competitive product market, the production unit knows the inverse product demand function p : (y, v) 7 → p (y, v) it faces, where the vector v comprises explanatory variables shifting output demand and which the production unit considers to be out of its control (as the production level of competitors, aggregate variables including the population, the unemployment rate, the level of value added tax and so on). In this subsection, we assume a representative production unit, which simplifies the notations, but this assumption is relaxed later.
The profit function π is given by
where y o (w, v) denotes the optimal solution to (1) and represents the output supply correspondence: one difficulty with y o is that it is not necessarily a function; for some values of (w, v) there might be several profit maximizing output supplies. In the following we assume that the solution y o is locally unique. The first order condition for an interior optimum is given by
Output supply changes when the demand function shifts (variation in v) or when the cost parameters w change. Some authors reviewed by Appelbaum (1982) and Bresnahan (1989) consider that this simple framework encompasses a variety of non-competitive pricing behaviors. The case of an oligopoly with H firms producing heterogeneous products is obtained when the inverse demand function p is specified as:
where y * j denotes firm j's reaction function to the production choice y h of the firm h under consideration. When products are homogenous, the inverse demand function simplifies into
which is compatible with Cournot-Nash, Stackelberg or competitive fringe types of competition. There is a vast literature using the concept of conjectural variation (see Bresnahan, 1989 , for a survey), which splits ∂p/∂y h into a product of price sensitivity to aggregate output ∂P/∂Y and a conjectural variation term 1 + P H j6 =h ∂y * j /∂y h . We do not try to separately identify these terms, as we are just interested into the total impact ∂p/∂y h , aggregated at the level of an industry. In this section, we follow the Cournot-Nash conjecture and consider the production level of competitors as fixed while firm h is choosing its optimal production level. In our situation, v h is specific to firm h, because it comprises the exogenous aggregate production level Y −h of all other firms, beside the macroeconomic variables z which are identical for all firms: we write v h = (Y −h , z) .
A sufficient condition for an interior maximum is that, in addition to (3),
This requirement can be fulfilled even in the case of decreasing marginal costs (∂ 2 c/∂y 2 < 0), provided that the inverse demand function has the adequate shape and curvature. By Hotelling's Lemma the input demand functions are given by:
where the second equality follows from (3). Thus, just as in the perfect competitive case, the constant-output and the unrestricted input demand functions coincide at the optimal output level. Concerning comparative statics,
where the second equality follows from the differentiation of (3) with respect to w, yielding:
This allows to obtain the LCS principle in imperfect competition.
Result 1. Assuming a o (w, v) < 0, (i) the LCS result is satisfied:
(ii) an increase in input price w j decreases the output level iff input demand x * j is normal:
(iii) an increase in input price w j increases the output price p o (w, v) ≡ p (y o (w, v) , v) if output demand is decreasing and x * j is normal:
Statement (i) directly follows from (6), (ii) from (7) and (iii) from the inverse demand function and (7). This result shows how increases in input prices reduce input demand, which in turn decreases production and creates inflation. The normality requirement of input demand x * j is in fact equivalent to the statement that marginal cost is increasing in w j . The conditions (a o (w, v) < 0, ∂x * j /∂y > 0 and ∂p/∂y < 0) necessary for obtaining the different statements of Result 1 can be investigated empirically. In Section 5 we study whether they are satisfied in the aggregate. It is useful to notice that in terms of elasticities (8) becomes
where
The own-price elasticities of profit maximizing input demands are smaller than those derived from cost minimizing input demands. The economic intuition behind this result is that when the output level can be adjusted after a decrease in input price w j , this change in scale is made in such a way to fully benefit from the input price reduction which is achieved by increasing x j (and y if x j is normal). Notice that input demands are not required to be normal (that is, increasing in the level of output) for obtaining the LCS principle. Samuelson (1947, p.45-46) derived this principle using a revenue function noted R (x) , which is compatible with a perfectly competitive output market, when R (x) = pf (x) , but also with imperfect competition for R (x) = p (f (x) , v) f (x) . A more general formulation of the Le Chatelier principle, yielding Result 1(i) as a special case, was provided by Eichhorn and Oettli (1972) . In comparison to Samuelson's result, the above derivation of the LCS principle has the advantage of relying on the dual: it yields thereby equation (6) which resembles the Slutsky decomposition in consumer theory.
Figure 1: Substitution and expansion effects and input adjustment Figure 1 illustrates the optimal adjustment of output and its implication for the inputs. This figure, presented by Sakai (1973) in the competitive setup, is also valid when production functions are not concave and production units have market power as long as v is constant. The shift from point A to point B along the isoquant corresponding to production level y o (w, v) represents input substitution caused by a decrease in the price of input j from w j to w 0 j . The shift from B to C arises when the production unit chooses the profit maximizing output level, and it depicts the expansion (or scale) effect. For normal inputs, this expansion effect is positive and by (7) it turns out that in this case the production unit increases output to its optimal level y o (w 0 , v). When input j is inferior the converse applies (see Figure 1b) : profit is maximized when the firm decreases output after the decrease of w j (see 9). Figure 1 illustrates that in both cases unrestricted input demand x o j (w, v) = x * j (w, y o (w, v)) reacts more strongly to changes in w j than restricted demand x * j (w, y o ) . The LCS principle differs from the Slutsky decomposition, because production units do not want to reach the highest possible isoquant: in the situation of Figure 1b , profits are maximized by reducing the level of production.
There exist alternative sets of (weaker) assumptions which yield the conclusions of Result 1 (see Milgrom and Roberts, 1996) . However, as our objective is to identify both substitution and scale effects of (6) we rely mainly on duality theory.
Existence of a Cournot-Nash equilibrium
Changes in input prices affect in general all firms simultaneously which in turn affects the inverse output demand function through changes in v. So, the result of former section (derived for constant v) only partly describe the consequences of changes in input prices. We consider an industry that can be relatively well described as a market with competition à la Cournot. Firms produce a similar product and are heterogeneous with respect to their cost function, their market power and their market share measured by y h /Y. In contrast to the contestable market literature, we do not require that all (potential) firms have access to the same technology.
When products within an industry are perfectly substituable, all active firms charge or face the same price at equilibrium. The number of incumbent firms H is exogenous. In this setup, some firms make positive profits because they are able to produce cheaper than others; their technology is more efficient. The (inverse) market demand is given by
where v h = ³ P H j6 =h y j , z´. Let us use the same notations as before and denote the optimal input and output levels by x o h (w, v h ) and y o h (w, v h ) and the price by p o (w, v h ) . In this section we consider strategic interactions between firms and describe their influence on input demand adjustments. A look at the reaction functions y o z) suffices to see that strategic interactions have an important impact on the output and input demand choices. It can be verified (using (3) and (5)), that the sign of ∂y o h /∂Y −h is the same as the sign of ∂P/∂y + y h ∂ 2 P/∂y 2 and for this reason, the Cournot game can either be a game with strategic substitutes (
For simplicity, we restrict our analysis to interior points. A Cournot equilibrium is any H-tuple y N h (w, z) and x N h (w, z) such that for any active firm, (3), (5) and (12) are satisfied at y N h (w, z) for each h = 1, . . . , H. So, at a Cournot equilibrium,
If we assume that y o h is a continuous function in Y −h for every w, z, then Brouwer's fixed point theorem can usually be applied to show that Cournot's equilibrium exists. However, in Cournot oligopolistic markets, it is restrictive to assume that y o h is a continuous function, because P y h − c h is not necessarily concave in y h for all values of (y h , Y −h , z, w) . Several economists have tried to go around the assumption of concave profits for ob-taining the existence of a Cournot equilibrium. Novshek (1985) has shown that a H-firms Cournot equilibrium exists provided that a "firm's marginal revenue be everywhere a declining function of the aggregate output of others" that is:
(14) This condition also implies that firms' reaction functions y o h (w, Y −h , z) are nonincreasing in Y −h . Inequality (14) is satisfied if the (nonincreasing) inverse demand function is linear or concave in y, in which case the existence of a Cournot equilibrium is guaranteed. Since this condition has to be satisfied for any value of y h , Y −h and z, it can equivalently be written as
for any Y. This formulation depends on aggregate data only and implies that condition (14) is fulfilled for any firm. Amir (1996) provided a different sufficient condition ensuring the existence of a Cournot equilibrium. He showed that (Theorem 3.1) log-concavity of P w.r.t. Y , that is, There are two difficulties with these aggregate conditions. On the one side, (16) is sufficient for the existence of a Cournot equilibrium, but not necessary, and so it is not the weakest possible condition for achieving existence. On the other side, the fact that (14) has to be satisfied for any value of y h , Y −h and z, is very demanding. It must even be satisfied for the case in which one firm produces the total output, which could reasonably be excluded if there is a competition law enforcing an upper bound for the market share, or alternatively, if the firms' cost functions lead them to always choose an output level smaller than Y. So we try to derive a weaker condition which ensures the existence of a Cournot equilibrium.
Result 2. Assume that for any firm, there is a maximal capacity y, so that no firm chooses y h > y for any Y and z. If
for any z and 0 ≤ y h ≤ y then Cournot's equilibrium exists. Instead of a maximum capacity, y can also be interpreted as firm's maximum output level that a competition commission is tolerating in this oligopoly market. The proof of this result follows from the fact that the output space [0, y] H is a complete lattice, and imposing y h to be included in the interval [0, y] still yields a reaction correspondence that is nonincreasing in Y −h just as in Novshek's case. Condition (17) is implied by the aggregate condition
for any aggregate and elementary output levels Y and y h ≤ y compatible with the Hirschman-Herfindahl index of concentration λ. 1 Provided the restriction on the distribution of output is valid (y h ≤ y), condition (18) is weaker than (15) . These conditions will be tested in Section 5.
Aggregate comparative statics
Firm level comparative statics has been studied by Sabarwal (2008, 2009) who derive conditions ensuring monotone comparative statics at the firm level in games with strategic substitutes. In Section 2 (Result 1) it was shown that the LCS principle is satisfied for given level of aggregate production of all competitors. At a Cournot equilibrium, the total impact of a change in input prices follows from (13):
As ∂y o h /∂w ≤ 0, it follows that ∂y N h /∂w ≤ 0 if the last term, corresponding to a change in firm h's output triggered by the strategic interaction with all other firms, does not outweigh the direct impact of an increase in w. As this last term can be positive or negative, the overall sign of ∂y N h /∂w is undetermined. The same remark applies to ∂x N h /∂w : a further and indeterminate "externality induced input adjustment" is added to the substitution and expansion effects of (6) and which explains why the LCS principle is not necessarily satisfied at the firm level. It is now interesting to analyze whether the LCS principle holds for the aggregate industry.
Cournot equilibrium
We show that under condition (18), the LCS principle is likely to be satisfied in the aggregate. Let us define the aggregate input demand functions X * for fixed levels of individual production as:
Similarly, the aggregate demands and supply obtained for given levels of competitors' output are defined as:
Presumptions 1. Under the assumption that (4) and (18) are satisfied, it is expected that at the Cournot equilibrium:
1 That (18) implies (17) is obvious if (i) the aggregate (reaction) functions Y o and X o j are nonincreasing in w j ; (ii) the aggregate Nash equilibrium quantities Y N and X N j are nonincreasing in w j ; (iii) the aggregate Nash equilibrium quantities Y N and X N j are less own-price elastic than Y o and X o j respectively; they satisfy the aggregate LCS principle:
(iv) the output price is less reactive to an exogenous change in input prices at Cournotequilibrium than at the firm optimal output level:
Appendix A discusses why Presumption 1 is likely to be satisfied. Presumptions 1(i) and (ii) mean that aggregate input j and output and are likely to decrease when price of input j increases. A direct corollary of ∂Y N /∂w ≤ 0 is that the individual output reactions to changes in input prices, ∂y N h /∂w, are negative in average. Presumption 1(iii) states that the response to input price changes is less pronounced at a Nash equilibrium (∂Y o /∂w ≤ ∂Y N /∂w) than in the case of the Cournot-Nash conjecture of constant output level for all competitors. At a Nash equilibrium, indeed, ∂Y N /∂w incorporates the reduction of output quantities of all competitors triggered by the increase in input prices. The second series of inequalities (20) is an aggregate version of the LCS inequality. It means that a rule analog to Result 1 is likely to be valid in the aggregate. When all firms are able to choose their output optimally, aggregate input demand is more reactive to input prices than for fixed levels of output. This result is not straightforward in an imperfectly competitive context, because a firm has an incentive to increase its own output and input levels in reaction to a decreases in its competitor's output and input levels consecutively to an increase in input prices:
Claim (21) follows from the definition of the output price:
There are two reasons why claims (19)- (21) can be violated at a Cournot equilibrium. First, a Cournot equilibrium can exist even if (14) or (18) is violated, in which case ε ¡ Y N ; w j ¢ may become positive. However, the validity of (18) can be investigated empirically. In the case where (18) cannot be rejected, this provides evidence both for the existence of a Cournot equilibrium and for the validity of the aggregate LCS principle (Presumption 1). The second source of violation of (19)- (21) is firm heterogeneity. As shown in Appendix A, the sign of ∂Y N /∂w depends upon the size and sign of cov
This term is identically zero when firms are identical (as in many symmetric Cournot equilibria), or when they have constant returns to scale. All in all, there are several reasons to believe that Presumption 1 is empirically satisfied. We conclude this section with an example which illustrates why the LCS can be valid in the aggregate without being necessarily satisfied at the firm level.
Example 1. In a standard Cournot duopoly with linear inverse demand:
and cost function c h (w, y h ) = d h (w) y h , the reaction functions are given by:
and the Cournot equilibrium is:
What happens when w increases? Whereas at the firm level the impact on y N h is undetermined, at the aggregate level, the impact is negative, because:
which decreases when w increases. The reaction curves and Nash equilibria are depicted in Figure 2 below. This figure also includes the iso-output line y 1 + y 2 = Y going through the aggregate Nash equilibrium Y N . Any point below this line corresponds to a smaller aggregate output level than Y N . When w increases to w 0 , the reaction functions are shifted downwards (dotted lines) because d h (w) increases in w. The new Cournot equilibrium is reached at the intersection of the dotted reaction curves, somewhere in one out of three areas A, B, C. In triangle A the output level of firm 2 increases and the one of firm 1 decrease, in rectangle B the output levels of both firm decrease and in triangle C the output level of firm 1 increase and this of firm 2 decreases. In all three cases, however, the total output level y N 1 + y N 2 decreases after an increase in w to w 0 . 2 Notice that the result depicted in Figure 2 does not decisively depend upon the slope of the reaction function, such a figure can also be obtained for both y o h increasing in Y −h or when one reaction function is increasing and the other decreasing in Y −h . The important ingredient for obtaining the aggregate comparative statics result is that at 2 Figure 2 is also useful for illustrating claim (iv). On this figure, it can be seen that at the new input price w 0 ≥ w, the aggregate output level
least one reaction function is shifted downwards after an increase in w j , which is ensured if x * j is normal (see Result 1(ii)). 3 Aggregate comparative statics, however, becomes tricky when ∂ 2 P/∂Y 2 6 = 0 and ∂ 2 c h /∂y 2 h 6 = 0 (see the discussion of Presumption 1 in Appendix A), and Figure 3 below illustrates that the claim of Presumption 1 can be violated in these nonlinear cases. This counter-example works because both reaction curves y o 1 and y o 2 cross the iso-aggregate output line y 1 + y 2 = Y after w increases to w 0 . In this couterexample the market shares are drastically changed by a marginal change in w, which is empirically not very likely. 
Input demand reactivity and degree of competition
In order to better understand the role played by imperfect competition for obtaining the results above, let us compare the Cournot outcome with the benchmark of a market where all firms are in perfect competition. This case has been studied by Heiner (1982) and Braulke (1984) .
denote the aggregate output demand function and define the competitive output price level p c (w, z) as the solution in p to the market clearing equation:
where h denotes a production unit, and H is the (exogenous) number of active firms in the market. The corresponding aggregate output level is denoted by
Whereas at the microeconomic level it is not possible to say how x h (w, p c (w, z)) or y h (w, p c (w, z)) vary with w, because the output-price response effect is indeterminate, Heiner (1982) has shown that this effect is well determined in the aggregate. "This reassuring effect (...) represents one of the few cases where an ambiguity at the micro level is resolved at the macro level by aggregation" (Braulke, 1984, p.75) . From the definition of aggregate input demand, it follows that
where the last equality is a consequence of the symmetry of individual demand responses. In order to conclude, notice that (23) implies that
This proves the positive semidefiniteness of the last term of (24) and shows that
See Heiner (1982) and Braulke (1984) for a detailed derivation of these inequalities. Equation (25) means that in the aggregate, output price changes absorb the shock in input prices, and the reactions in input quantities then become less important than for constant output price. How do the non-competitive aggregate equilibrium input quantities behave and compare to (25)? Some authors, like Cahuc and Zylberberg (2004, p.186 ) rely on (6) in order to argue that the extension effect "diminishes in absolute terms" when the market power rises. This claim is true ceteris paribus, that is, when the technology is independent from market power, but it is not necessarily satisfied otherwise. As a consequence this conjecture will not necessarily be satisfied at the aggregate level of an industry, where the link between the degree of competition and the size of the expansion effect, theoretically unravelled, becomes an empirical issue. For convenience we state our conjecture as follow:
Presumption 2. At the aggregate level of a heterogeneous industry, when prices adjust, (i) the aggregate input demand functions satisfy:
(ii) the aggregate output supply function satisfies:
(iii) the output price satisfies:
Part (i) states that the competitive p-constant input demand elasticities ε ¡ X j ; w j ¢ are smaller than the p-adjusted input elasticities ε ³ X c j ; w j´a nd ε ³ X N j ; w j´w hose comparison is an empirical issue. The response of X j following an increase in w j is greater than the response of X c j and X N j because, in the former case, the output price p is held constant, whereas in the latter cases, the output price decreases in order to clear the output market, which calls for a smaller adjustment in input demands. However, it seems difficult to say much about how ε ³ X c j ; w j´a nd ε ³ X N j ; w j´c ompare using theoretical arguments only. This limitation also provides a motivation for the empirical part of this paper. In summary, this subsection shows that competitive markets do not necessarily exhibit more variability than less competitive markets.
Aggregation when the distribution of market shares is unobserved
In this section we explicitly derive the aggregate relationships from the disaggregate ones and show that they depend upon the distribution of market shares (and how it changes with w, Y and t). We also discuss identification of the effect of unobserved shifts in market shares on the aggregate cost and demand functions. We now include a variable t denoting time as an argument of the cost and demand functions.
Aggregate cost and input demand functions
Whereas it is natural to define total cost at the level of an industry by
the total cost function is given by C n (w, y 1t , . . . , y Hnt , t) = P H n h=1 c h (w, y h , t) and depends upon the whole distribution of output within the n th industry, a piece of information which is difficult to obtain and not always possible to consider explicitly. In order to set up an aggregate model, we follow Lewbel (1996) and Koebel (2002) and reparameterize (y 1 , . . . , y H ) = βY with β = (y 1 /Y, . . . , y H /Y ) . Then, it is always possible to define the aggregate cost and demand functions as the conditional expectations of the true but unobserved functions:
(27) The conditional expectation is taken with respect to the conditional density of market shares f (β|w, Y, t).
The properties of the aggregate cost and input demand functions have been studied by Lewbel (1993a) and Koebel (2002) who show that microeconomic properties are not necessarily inherited in the aggregate. Indeed, comparative statics for the aggregate demands depend on the way the distribution of market shares is shifted by changes in
Whereas the first terms of the right hand side of the equalities denote the expected microeconomic marginal cost, the last terms correspond to shifts in the distribution of market shares following changes in w, Y and t. 4 These terms correspond to aggregation biases and can be denoted respectively by B Cw (w, Y ,t) , B CY (w, Y ,t) and B Ct (w, Y ,t) . Notice, however, that the adding up property is inherited in the aggregate in the sense
Without disaggregate data on the distribution of market shares, it will be extremely difficult to identify both the expected value of the derivatives of C w.r.t. w, Y and t and the redistribution effect separately. Both terms of decomposition (28) are for instance homogenous of degree one in w if f is homogeneous of degree zero in w. How is it possible in this context to disentangle both terms without using data specific to the distribution f and ∂f /∂w? Economic theory is actually useful for giving some identifying structure to (28). Indeed, by Shephard's lemma, the first term on the right hand side of equality (28) corresponds to aggregate input demands:
a term which can be estimated when data on input demand quantities are available, and so, it is possible to identify the aggregation biases residually, as the difference
Notice that identification is achieved in this way even in the case where f is homogeneous of degree zero in w.
Result 2. Under the assumption that each firm is cost minimizing, and that the aggregate conditional mean cost function C and all the partial derivatives ∂C/∂w are observed, the aggregation biases B Cw are identified.
Corollary 2. The aggregate cost function C (i) is homogeneous of degree one in w iff for any (w, Y, t)
(32) (ii) satisfies Shephards' lemma in the sense that ∂C/∂w = X * iff for any (w, Y, t)
This corollary is a direct consequence of relationships (28) and (31). Function C is homogeneous of degree one in w iff w > ∂C/∂w = C (w, Y, t) = w > X * (w, Y, t) and so the claim of Corollary 2(i) directly follows from (28). Corollary 2(ii) follows from (28) and (31). This corollary could be extended to second order derivatives of C.
Identification of the markup, marginal cost and aggregation biases
We first derive the aggregate markup pricing relationship and discuss how it relates to the exact aggregation literature. Then we study the conditions under which the aggregation bias is identified. Let us remember that within an industry firms are facing the inverse demand function p (y h , v h ) , where y h denotes the h th firm's output and v are output demand shifters the production unit considers to be out of its influence. At the industry level with H firms, aggregate output is given by Y = P H h=1 y h and satisfies 4 Notice that
h=1 y h . In this context, the first order condition for profit maximization for firm h is given by:
Aggregating (34) over firms yields:
Two approaches lead to a relationship that can be estimated with aggregate data. The first one assumes that microeconomic relationships exhibit properties leading to simplifications in equation (35). When all firms have the same inverse demand elasticity and the same marginal cost function ∂c h (w, y h ) /∂y h ≡ d (w), then (35) can be written in terms of aggregate variables only. Such an assumption, however, is incompatible with our purpose of estimating flexible returns to scale.
The second approximate aggregation approach developed by Lewbel (1996) explicitly defines aggregate functions as conditional expectation of the disaggregate relationships, thereby avoiding restrictions on individual technologies. Doing this, we obtain from (35):
So, the conditional expectation of the marginal revenue depends upon
which corresponds to the conditional expectation of the Hirschman-Herfindahl index of industry concentration. Using (29), we can rewrite this equation as:
The main advantage of the aggregate specification (36) is that if y N h is the Cournot equilibrium production level of firm h, then the aggregate solution b Y N (w, z, t) to (36) is compatible with (34), in the sense that it is as close as possible to
Notice that specification (36) obtained by aggregating (34) looks similar to the usual microeconomic specifications for which p + λ a Y ∂P/∂Y is interpreted as the marginal revenue as perceived by the firm: λ a = 1 corresponds to a cartel, λ a = 1/H to a (symmetric) Cournot oligopoly and λ a = 0 to perfect competition. See Bresnahan (1989) and Reiss and Wolak (2007) for a survey of this literature. All terms of (36) are identified when data on the Herfindahl index is available: P and ∂P/∂Y are identified from estimating an inverse demand function, λ a is identified as the conditional expectation of the Herfindahl index; and ∂C/∂Y is identified from the estimation of the cost function, and so the aggregation bias B CY (w, Y ,t) can be computed residually. Without such information, however, it seems difficult to identify λ a separately from B CY . Bresnahan (1982) and Lau (1982) discussed the conditions under which a constant parameter λ a can be uniquely identified under the assumption that a representative firm exists (B CY ≡ 0). Lau's result can be extended to our framework:
Result 3. Under the above assumptions, (i) the functions λ a and B CY are nonparametrically identifiable iff the inverse demand function P is not such that P (Y, z) = t (Y ) r (z) + s (Y ) in the case where z is a scalar, or P (Y, z) = P (Y, r (z)) in the case where z is a vector; (ii) for parameterized shifts in the distribution of market shares, the model is identified under broader circumstances than those mentioned in (i).
Result 3 (i) (proven in Appendix A for the sake of completeness) extends Lau's (1982) identification theorem in a context where λ a is a function of (w, Y, t) . (There is a subtlety due to the number of variables included in z.) This identifiability condition can be relatively easily tested from the estimation of an inverse demand function. When the null of separability in z cannot be rejected, Result 3(ii) recommends to specify a functional form for B CY .
The main difference between Lau's and our result is that in our case, information on the cost function and on the marginal cost functions (C and ∂C/∂Y ) is available. Supplementing cost data to the analysis allows us to overcome Lau's identification problem of the marginal cost function and to extend his result to the problem of identifying the aggregation bias. Indeed, aggregate cost and marginal cost depend upon the way aggregate output is distributed over firms, and this information, which was missing in the Bresnahan-Lau approach, could then provide the information we need for identifying both the average market power of an industry and the aggregation bias. For instance, when the firms' market shares are constant, B CY = 0, and (36) allows to link the unobserved marginal cost function ∂C/∂Y to the estimable marginal cost function ∂C/∂Y :
which can be treated as if it were observed. In this case, the estimation of the conditional mean cost function C is informative about the otherwise unobserved aggregate marginal cost C and this information allows to identify the average market power λ a as the ratio between ∂C/∂Y − P and Y ∂P/∂Y. In the case where B CY and λ a are constant, (36) can be rewritten as
When ∂C/∂Y is observed, it is possible to identify B CY and λ a iff the "regressors" P and Y ∂P/∂Y are not proportional, which is the case iff P (Y, z) 6 = r (z) Y θ . This example illustrates that with more information on costs identification is achieved under broader circumstances than those given in Result 3(i).
Empirical specification
In the empirical application, we shall use a panel data set of N industries indexed by n = 1, . . . , N with observations on T time periods indexed by t = 1, . . . , T. In a first subsection we present the model specification, in the second subsection we discuss the empirical content of the aggregate LCS decomposition.
The empirical model
The whole model consists of a system with a price setting rule, an inverse output demand function, five input demand equations and a cost function:
compatible with different forms of heteroskedasticity and correlation over n and t are considered. In order to be able to identify the different parameters of (37), notably the parameters of ∂P n /∂Y and ∂C n /∂Y, we append the inverse output demand (38), the set of input demand functions (39) and the cost function (40) to the system and estimate their parameters simultaneously. As C nt = w > nt X nt , and u C nt = w > nt u X nt , the cost function does not add any new information not already entailed in the input demands when the whole system is estimated in levels. However, when estimation is in first differences things are different, because for any given n and t, the error terms
n,t−1 and u X nt − u X n,t−1 are linearly independent when w nt is not proportional to
The industry inverse output demand function is assumed to be given by:
Several variables are candidates for inclusion in the output demand shifting vector z t in the expression of P n . Most of them are macroeconomic variables like GDP, total population, number of unemployed, government expenditures, exports and imports, interest rate or GDP inflation rate. Specifying z t explicitly may yield a wrong specification of the inverse demand function, so we prefer instead including unobserved time specific variables f P t as well as a time trend t in (41) for representing omitted z t variables. It is therefore not possible to explicitly test for whether P nt is separable in z t or not (the identification requirement of Result 3i). This is not such a drawback, as we believe that identification is more likely to be achieved when some ad-hoc assumption on the distributional shift functions B CY and λ are made, in the spirit of Result 3(ii). Though being restrictive, such parametric specifications are still far more general than those adopted in representative firms models. The specification also includes industry specific parameters f P n . There are N + T + 2 free parameters in (38). From the definition (26) it is clear that most microeconomic properties of c are lost in the aggregate if the conditional distribution of market shares depends upon (w, Y, t). How should we specify the aggregate model in this case? For answering this question, let us write
where g (β) denotes the marginal (joint) density of market shares. This decomposition shows that the aggregate cost function can always be additively decomposed into a function C 0 satisfying some microeconomic properties (especially linear homogeneity in w) and a perturbation function C 1 which depends on the gap between the conditional and marginal distribution of the market shares. This decomposition is useful for the empirical specification of the cost function. Under Lewbel's (1996) approximate proportionality assumption, this last term is identically zero and only a well behaved aggregate cost function C 0 remains.
The microeconomic properties of C 0 are actually helpful for identifying C 1 : any departure of C from linear homogeneity, Shephard's lemma and concavity in prices can be attributed to distributional shifts captured by C 1 . However, in most cases, only parts of this function can be identified separately from C 0 . 5 This is not really a problem, since we are not interested in identifying C 1 but in modelling of the aggregate cost function and its partial derivatives.
According to Corollary 2(i), the input demand system X * cannot be obtained from C by applying Shephard's lemma. From (28), however, we know that:
which can be plugged into (39). Although the aggregate cost function loses most microeconomic properties, the adding-up property is still satisfied by C, and this allows us to relate the aggregation bias B Cw on input demands to the function C 1 . Indeed,
where the last line follows from the definition of C and linear homogeneity of C 0 in w. We assume that B Cwj is specified as:
and thus J (J + 3) free β-parameters are involved in (45). We then impose the adding-up conditions (44) in order to obtain:
Function h represents an arbitrary function which is homogeneous of degree one in w, but remember (footnote 6) that it is not always possible to separately identify h from C 0 , so for simplicity, we set h (w, Y, t) ≡ γ > w w. The parameters γ of C 1 are linked to the β-parameters of B Cwj by
This restriction shows that only J free parameters γ w enter C 1 in addition of those comprised in B Cwj . According to Corollary 2, the representative firm assumption can 5 Consider for instance C 0 = α > w w + w > (A wy y + A wt t) which is linearly homogeneous in w and C1 = β 0 + β > w w + β y y + β t t. Then the parameters α w and β w cannot be separately identified in the expression of the aggregate cost function C 0 + C 1 . also be tested using the estimates of the B Cwj and B CY .
The more traditional part of the cost function is specified as a translog functional form. This specification is flexible in (w, Y, t), so that both increasing and decreasing returns to scale are a priori possible:
By convention ln w = (ln w 1 , . . . , ln w J ) > . The parameters α 0n , α wn , α Y n , α tn are industry specific, hence the subscript n. We know from (42) that function C 0n is linearly homogenous in w, so the α-parameters satisfy the usual restrictions:
where ι J denotes a J-vector of ones. Matrix A ww is symmetric. There are N (J + 2) + J (J + 3) /2 + 1 free α-parameters involved in (46).
Departure of C from linear homogeneity in w can be measured by:
This term is identically zero iff
(48) The aggregation bias affecting the aggregate marginal cost is specified as
(49) which includes J + 3 further parameters.
For simplicity, we specify the conditional mean of the Hirschman-Herfindahl index as:
(50) which has the advantage of allowing industry specific markups through the inclusion of fixed effects λ 0n . For estimation, (49) and (50) are substituted into the regression equation (37).
Empirical expansion and substitution matrices
Our purpose is to identify the terms of the aggregate LCS decomposition:
which was obtained from the theoretical relationship
When output quantities are optimally allocated, they are driven by (w, z, t) , i.e.
y h = y N h (w, z, t) and Y = Y N (w, z, t), and the distribution of market shares becomes endogenous: β = β N (w, z, t) and we can write:
This equation implies that:
All the terms involved in this expression can be obtained from the estimation of X * and the aggregate first order condition (36). In general, there will be no one to one correspondence between the substitution and expansion matrices of (51) and (53), but this seems to be the best approximation we can think of. Applying the implicit function theorem to (36) yields:
This expression is then replaced into (53) in order to obtain matrix ∂X N /∂w > .
Econometric issues
The observed input quantities are related to the demand functions by:
All equalities are equivalent representations of the relation of interest. The first equality corresponds to the definition of the conditional mean. The second equality follows from the hypothesis that the conditional mean of input quantities (given w nt , z nt , t) correspond to aggregate Nash equilibrium input demands X N . The third equality is a consequence of (52), and the fourth is obtained because observed aggregate output is related to the Nash equilibrium output by Y nt = Y N + u Y nt . Unfortunately, these equations are not useful as such for parameter estimation: the second equation does not allow to disentangle substitution and expansion effects; the third equality is useless, because Y N is not known; the fourth equality is not much more helpful because the error term u Y nt is not observed. Instead of that, we have to rely upon (39). However, as the regressor Y nt of (39) is correlated with u X nt when both error terms u X nt and u Y nt are correlated (see (55)), the variable Y nt is not a valid instrument for estimating the parameters of the system. Imposing E £ u X nt |w nt , z nt , t ¤ = 0 on the idiosyncratic error term of (39) allows to obtain consistent estimates for Result 4. Under the above assumptions,
Indeed,
The first equality follows from the definition of the conditional mean of X nt and (55); the second equality is a consequence of the definition (56) 
= 0 (contemporaneous exogeneity) with Z nt = I (w nt , z nt , t) a K-vector of instruments, and I denoting arbitrary square integrable functions of (w nt , z nt , t). However, Result 4 does not claim that the only valid instruments are provided by Z nt , but only that these instruments should be considered in order to obtain an implicit function b Y compatible with the theoretical model.
Empirical results
The data we use are described in Appendix B. 6 We present the empirical results in five stages; firstly those concerning the (inverse) output demand function; second, those relative to the rate of return to scale and markups; third, all results describing shifts along the isoquant (from point A to B on Figure 1 ), and fourth, results corresponding to the total impact of input price changes on input demand and output supply (from point A to C on Figure 1 ).
When the regressions are expressed in level as in (37)- (40), the Durbin Watson statistics for first order serial correlation of u nt are found to be extremely low (near to 0.3 in average), suggesting that Cov [u nt u n,t−1 |Z nt ] 6 = 0. In order to try to avoid spurious regression problems, the parameters are estimated after expressing all regressions in first differences. So, the NJ * observations for the first year are lost, where J * = J + 3 denotes the number of regressions. The vector of differenced error terms is denoted by v nt ≡ u nt − u n,t−1 and the moment conditions are given by E h v nt Z > n,t−1 i = 0, where Z nt denotes the instruments, and comprises w nt , ln w nt , t ln w nt , (ln w j,nt ) 2 as well as N industry and T − 2 time dummies. The discussion leading to Result 4 suggests The results are obtained using TSP 5.0. 7 We also experiment with the moment conditions E ∆u nt ∆Z > n,t = 0, however, the overidentification test rejected the validity of the instruments at the 1% threshold. Given the fact that E ∆un,tZ > n,t−1 = 0 was not rejected, the rejection of E ∆u nt ∆Z > nt = 0 implies that E ∆u n,t Z > nt 6 = 0, which may be due to violation of strict exogeneity. estimators, they generate 99 × J * orthogonality conditions. Table 1 reports estimates of the inverse output demand function (38), using different estimations methods: the regression is either in levels as in (38), in first difference (FD) or with AR1 residuals (AR1). There are N (T − 1) = 936 observations used in each single equation regression for estimating 72 parameters (among which 69 dummy variables). The AR1 regression assumes that u P nt = ρu P n,t−1 + nt with nt iid and comprises one additional parameter ρ. The upper panel of Table 1 reports statistics obtained from estimating the inverse output demand's parameters from the single regression (38). The lower panel reports these estimates when all J * regressions are simultaneously run.
The inverse demand function
The estimated values of the parameters exhibit some differences from one estimation method to the other. The sensitivity of output price to output quantity is found to be quite important: the inverse demand elasticity with respect to output, ε (P ; Y ) , ranges between −0.20 and −0.86 and is significantly different from zero. We also tested for industry specific heterogeneity in the elasticities by including heterogeneous parameters η Y for each industry in the inverse demand specification (41). In all cases (FD, AR1), the test could not reject the homogeneity hypothesis (η Y,n = η Y ).
There is relatively little difference between the regressions in levels: the nonlinear least squares which neglects endogeneity of Y and GMM using Z n,t−1 as instruments (Table 1 lines 2 and 4) yield quite similar results. In the GMM regression in levels, the orthogonality between u P nt and Z n,t−1 is rejected, which casts doubts on the validity of the identifying restrictions E
The main difference is between the estimates in levels and in FD: both the estimates of the parameters and of their t-value are different. In the nonlinear regression, the estimated value of the inverse demand elasticity ε (P ; Y ) is divided by three when the estimation is in FD (Table 1, line 2). This results has dramatic implications for the estimated markup as discussed below.
The results for the inverse output demand obtained from the system SUR and GMM regressions are reported in the lower panel of Table 1 . These results are relatively similar to the single equation results, but the t-values are often higher due to efficiency gains of system regressions. The whole system comprises 291 parameters to be estimated on the basis of N (T − 1) J * = 7488 observations. The same instruments are used for all equations. So there are 99 × 8 = 792 orthogonality conditions imposed for parameter identification. The convergence of the SUR estimator rests on the validity of the exogeneity of the output level, an assumption which is theoretically dubious and empirically rejected when it is tested using the GMM estimator. The regressions in levels, both in the SUR and GMM case, yield implausibly high t -values. This suggests that spurious regression contaminates the regressions in levels, leading to underestimated parameter variances, and also explaining the rejection in the overidentification tests in the regressions in levels. All these remarks lead us to prefer GMM estimates of the model expressed in first differences. With this estimator, the median value of the estimated inverse output demand elasticity is about −0.85 in the system regressions, somewhat below the single regression result of −0.70. There are also some differences between the estimated value of Y ∂P 2 /∂Y 2 , which has some implications for testing the hypothesis of the existence of a Cournot equilibrium. This gap may be due to problems in identifying an inverse output demand equation when only information on p and Y are used in conjunction with industry specific dummies. Including information on the cost function helps to identify what we are looking for. The overidentification test does not reject the instruments' validity in the FD and AR1 cases, which is conform to Result 4. We do not find contradictions between the estimates in FD and AR1, which is not surprising since b ρ = 0.979 in the AR1 regression and since the FD specification is statistically not rejected. .08
Columns 2 to 7 report the median value of the corresponding statistic over all observations as well as the median Student statistic in parentheses. The last column reports the p-value of the overidentification test.
Turning to the sufficient conditions for the existence of a Nash equilibrium satisfied, in all cases, the inverse output demand is decreasing and ∂P 2 /∂Y 2 is found to be statistically significant and positive, and so the inverse demand is not concave. Columns 6 and 7 of Table 1 suggest that ∂p/∂Y + Y ∂p 2 /∂Y 2 is slightly positive in most cases (unreported results show that it is significantly positive for the bulk of the observations). The weaker aggregate condition (18), which also ensures existence of the Cournot equilibrium, is numerically satisfied for values of the concentration index λ a below 0.6 in the single regression, and λ a below 0.1 for the parameter values obtained for the system of regressions. This finding confirms the plausibility of Presumption 1. With all specifications, the alternative sufficient condition for the existence of Cournot equilibrium, (16), is statistically rejected for the bulk of the observations.
Rate of return to scale and markup
In order to avoid that misspecification of the pricing and output demand equations (37), (38) contaminates the estimation of the rate of return to scale and the markup, we first consider only the system of 5 input demands (39) and the cost function (40) for parameter estimation. Then we consider the whole system (37)-(40). We also assess the sensitivity of the empirical results with respect to the regression method used, and provide results based on seemingly unrelated regressions (SUR) which neglects endogeneity of the output level, and GMM estimates, where the choice of the instruments is guided by Result 4 above. The equation system is nonlinear and we find several parameter values corresponding to local minimum of the SUR and GMM objective function, depending on which residual variance matrix and which parameters' starting values are chosen. In order to compare the results from different regressions we use the same starting values in all regressions. The residual variance matrix is obtained from the residuals of a first stage regression in which the residual variance matrix was set to the identity. Different quantiles (over years and industries) of the estimated values of the rate of return to scale and markup are reported in Tables 2a and 2b . According to the SURresults there is strong evidence for high rates of return to scale, high markups and high Hirschman-Herfindahl indices. The median value of b ε (C; Y ) is comprised between 0.50 and 0.81 which correspond to high returns to scale. The median gap between price and marginal cost is ranging between 28 and 66%, and the median HH-index of concentration is comprised between 0.80 and 1.77! The very high estimates for b λ a occur both in the representative firm model (C 1 ≡ 0) and the aggregate model. This is surprising in the light of Result 3(ii), which states that λ a is identified when C 1 ≡ 0. This result is actually due to the fact that λ a and ε (P ; Y ) play a symmetric role in the nonlinear regression (37), and so, ceteris paribus, small estimates (in absolute value) of ε (P ; Y ) tend to be compensated by large values of λ a . For first difference, Table 1 reports that the NLSQ estimates of ε (P ; Y ) is indeed quite small, which explains why b λ a is quite large in Table   2a . There are some relatively small differences in the results obtained from estimated the limited set of regressions (39)- (40) or the whole set of regressions (37)-(40). Both representative firm (C 1 ≡ 0) and aggregate model (C 1 6 = 0) yields relatively similar results.
Result 4 suggests to use instrumental variables for the estimation, and so we turn to the GMM estimates reported in Table 2b . The same specifications as in Table 2a are now estimated using Z n,t−1 as instruments, and we minimize the length of either
in the appropriate metric. In levels, the overidentification tests rejects the validity of the instruments Z n,t−1 . The t-statistics are quite high, and we find a strong evidence for increasing returns to scale and markup pricing. In first differences, however, the overidentifying restrictions are not rejected at the 1% threshold. The t-statistics become much smaller in absolute value. When comparing the estimates based on the regression system (39)- (40) and those of the whole system (37)- (40), we found relatively small differences and no contradictions. Note however that the only specification which is not rejected at the 5% level by the overidentification test is for C 1 6 = 0, first difference, and the complete system of equations.
The inclusion of additional observations through the consideration of the further regressions (37)-(38), allows us to obtain somewhat higher t-values, without really affecting the level of the estimates.
Although there is evidence for increasing returns to scale (IRS), since most estimates of ε (C, Y ) are smaller than one, the IRS hypothesis is rejected for more than 50% of the observations. The results also confirm the existence of markup pricing (the median value of p/ (∂C/∂Y ) is 1.17), but the markup is significantly greater than one for only about 25% of the observations. These results are broadly compatible with those of Diewert and Fox (2008) , who work with the same dataset, and also found strong evidence for increasing returns to scale. Our SUR estimates of the model specified in levels are quite close to those of Diewert and Fox. Our GMM results for the model in FD are somewhat more contrasted and suggest that many observations (about 50%) are not incompatible with the assumption of constant returns to scale, but at the same time, there is also evidence for increasing returns to scale for at least 25% of the observations. Table 2b also reports the 0.25, 0.5 and 0.75 quantiles of the estimated HH-index of concentration and its corresponding t-value. The median value of the estimated HH-index is 0.17 and it is significantly different from zero for more than 50% of the observations. These estimates of λ a are more plausible than those reported in Table  2a , which is directly related to the fact that the estimate of the inverse output demand elasticity ε (P ; Y ) obtained with GMM is more realistic. If we integrate this estimated value of λ a into our formulation (18) of the existence of the Cournot-Nash equilibrium, we cannot reject the existence assumption. This empirical finding provides empirical support for Result 2. Table 3 reports the empirical correlation (over 18 industries) between the average value (over time) of λ a , ε (C, Y ) , p/ (∂C/∂Y ) , ε (P, Y ) , s π , s a π . Few correlations are above 0.3. These correlations suggest that the higher the implicit HH-index λ a , the higher Table 2b : GMM estimates of the rate of return to scale, markup, and λ The entries correspond to the empirical correlation between the estimated values of the variables of the respective column and line. In a first stage, the variables are averaged over time, then the correlation is calculated over 18 industries, using only within industry variations of averages for calculating the correlation. The values used for s π and s a π are those depicted in Figure B4 .
is the rate of return to scale 1/ε (C, Y ) and there is a strong statistical relationship between these measures as corr (λ a , ε (C, Y )) = −0.77. We find that industries with a higher rate of return to scale have relatively low markups. This seems surprising at first sight, just as the finding of no important correlation between the profit rate and the rate of return to scale. Similarly, the correlation between the markup and the rate of profit is found to be negative. There is, however, some rationale behind these results: industries exhibiting IRS have to adopt markup pricing behavior in order to avoid losses, but do not necessarily benefit from a high profit rate, notably because they may not be able to capture the consumers of their product (which is consistent with corr (ε (C, Y ) , ε (P, Y )) = −0.28).
Test of the representative firm assumption
As discussed in Sections 5 and 6, the representative firm model is obtained for C 1 (w, Y, t) homogeneous of degree one in w, which is the case iff (48) is satisfied, but this hypothesis is statistically rejected at the 1% threshold.
The value of the different types of aggregation bias, expressed in percentage of the corresponding input quantity (or marginal cost) are reported in Table 4 for FD-GMM. The bias affecting capital, labour and material input demands is small and insignificant. The biases related to energy and service input demand are important, but they are not significant either. Shephards' lemma (B Cj = 0) and the hypothesis that C is homogeneous of degree zero in input prices (w > B Cj = 0) are rejected for only about 20% of the observations (but these hypotheses are rejected globally). Although there is some statistical evidence for the existence of aggregation biases, neglecting them has almost no consequences on the empirical results obtained: the left and right parts of Tables 2 are very similar. The bias affecting marginal costs represents about 3% of marginal cost (and about 4% of the measure of the return to scale) and is also statistically insignificant. The negative estimate of B CY means that market share reallocations (changes in the distribution of output shares) following an increase in aggregate output Y only contributes marginally to reduce aggregate cost. If we rewrite, the conditional expectation of (37) as
and replace the different terms of this last relationship with the median value of their corresponding estimates, we obtain 0.87 ' 1.06 − 0.13 − 0.04.
So, an alternative measure of the rate of return to scale, which excludes the cost reduction through the shift in the distribution of market shares, is given by
which is now closer to constant returns to scale for most observations. Thus, this framework provides a partial explanation for a well-documented empirical contradiction between results obtained from microeconomic and more aggregated data (see for instance Basu and Fernald (1997) , Morrison-Paul and Siegel (1999) ). Table 5 reports the median value of the input demand elasticities over the 18 industries and over all years. These elasticities are calculated for a given aggregate output level, and correspond to the aggregate substitution effect. They give the sensitivity of the aggregate input demand ε ³ X * j ; w i´a nd differ somewhat from ε ³ X * j ; w i´w hich exclude shifts in the distribution of market shares. 0.014
Substitution effect
The table reports the median value of the elasticities over all observations and the corresponding t-statistic in parentheses.
The upper panel of Table 5 gives the input price elasticities with the own-price elasticities on the main diagonal. It can be seen that the own-price elasticities are nonpositive, which is consistent with ε ³ X * j ; w i´≤ 0.
Most of the inputs are found to be substitutes, but substitution is rather limited as all cross price elasticities are below 0.25 in absolute value. Only two inputs are found to be significantly complements: capital and energy for a change in the energy price. Notice however, that this result is not symmetric: energy and capital are substitutes for changes in the capital price. These findings, however, are not contradictory: our aggregate model does not imply that matrix ∂X * /∂w > is symmetric, because increases in energy and capital input prices may have different impacts on the distribution of market shares f (β|w, Y, t) . So, according to (43), input demands can react asymmetrically to cross price variations. This empirical finding could explain why the literature reports a variety of contradictory results on the sign of this elasticity (see for instance Frondel and Schmidt, 2002) . The lower panel of Table 5 reports the impact of a marginal change in output ε ³ X * j ; Y´and of time ε ³ X * j ; t´. 8 All conditional input demands are found to be nondecreasing in the output level. Technological change is not neutral, but labour saving and energy intensive.
Expansion effect
The amended Novshek type of assumption (18) is not rejected for the bulk of the observations. So, we expect that the Cournot equilibrium exists and that the LCS principle is satisfied at the aggregate level of the industry, in accordance with Presumption 1. Table 6 comprises the median value of the estimates for the total impact of input prices on equilibrium output quantity Y N and price p N and input demands X N . The first row of Table 6 shows that the median values of ε ¡ Y N , w h ¢ are all negative, which confirms Presumption 1(ii), but they are not significantly different from zero. There is also some weak evidence for the inflationary impact of rising input prices as all ε ¡ p N , w h ¢ are found to be nonnegative (but not significantly). This lack of precision is rather common in applications using GMM. Here it is due to the fact that the denominator of (54), which was never found to be significantly positive, is not always significantly negative. The median value of the denominator is estimated at −0.002 with an asymptotic tvalue of −1.4. A careful inspection of the different terms of the denominator shows that ∂ 2 C/∂Y 2 is estimated to be significantly negative, and so the marginal cost is found to be decreasing. This lack of precision also contaminates the estimates of ε
For the median values reported in Table 5 , the LCS principle is satisfied: we can approximate the unrestricted demand elasticities by
As the median values of ε
are positive and nonpositive, respectively (Table 6 ), it turns out that ε
. However, the median values of the unrestricted elasticities reported in Table 6 do not always satisfy the LCS principle due to sampling variation. Notice that the input demand functions X N j are not homogeneous of degree zero in w and that most cross price elasticities ε ³ X N j ; w i´a re found to be negative, due to the fact that the expansion effect (which is negative) is important in absolute value. So, expansion, or price induced change in the output level, matters for explaining changes in aggregate input demand.
How can the mostly negative elasticities of Table 6 be reconciled with the upward trending quantities reported on Figure 2 ? Table 5 showed that most of the growth in input demands is due to output growth, output growth in turn is hampered by input price increases, and rises with shifts in output demand.
What about the empirical validity of Presumption 2? According to this statement there is no systematic link between the degree of market power and the strength of aggregate input demand adjustment. Table 7 reports the empirical correlation (over sectors) between the mean (over time) of the estimated input demand elasticities and some indicators of imperfect competition. For all inputs except energy, there is some 8 In fact, ε X * j ; t is a growth rate or a semi-elasticity defined as ε X * j ; t ≡ ∂ ln X * j /∂t. 
0.01 The table reports the median value of the elasticities over all observations and the corresponding Student statistic in parentheses. Table 7 : Correlation between expansion effects and indicators of imperfect competition and ε (P, Y ) , which means that on average, industries with a lower ε (P, Y ) < 0 react more intensively to own price changes. This result is somewhat surprising, as the converse result was expected to hold at the firm level (see the quotation of Cahuc and Zylberberg in Section 4.2). We also find that expansion effects are somewhat smaller (in absolute value) in industries with high profit rates.
Conclusion
Output adjustments have important consequences on input demands. This impact, however, is rarely quantified in economic contributions, because with imperfect competitive output markets, increasing returns to scale and externalities disturb the usual representative firm's comparative statics. This paper makes three contributions to the literature: (i) it derives the circumstances under which the LCS principle holds in an aggregate Cournot economy with heterogeneous firms; (ii) it provides a framework amending the representative firm model for the specification of aggregate input demand and output supply functions; (iii) it shows that empirically the LCS principle is inherited at the level of two-digit US manufacturing industries.
Empirical results show that, in US manufacturing, input substitution is rather limited for a given output level. Output adjustments imply further important changes in the input mix. We find empirical support for increasing returns to scale and markup pricing of moderate size. This is important for understanding aggregate growth, investment and employment. There is, however, much heterogeneity over industries and time, and about 50% of the observations are compatible with a rate of returns to scale near to one, and a markup close to zero.
Aggregation effects arise through shifts of market shares over firms within an industry. These shifts seem to play a rather small but significant role for explaining the evolution of aggregate input demands. With only aggregate data at hand, however, these effects are difficult to identify with precision. Despite theoretical and empirical support in favor of identification, the empirical results turn out to be sensitive to the choice of specification and instruments.
Appendix A: Proof of the Results
Discussion of Presumption 1. Claim (i) is a direct consequence of Result 1.
Claim (ii): differentiating
with respect to w, we obtain ∂P ∂y
Taking market-shares as weights, the weighted sum of this relationship over the firms
Let us denote the Hirschman-Herfindahl index of concentration (at Cournot equilibrium) by
Notice that
Moreover,
These expressions can be substituted into (58) for obtaining:
The numerator is likely to be positive, because (i) most firms have normal input demands (∂x * h /∂y h ≥ 0 for most h), (ii) the inverse output demand function is likely to decrease in Y and the Hirschman-Herfindahl index to increase in w, and (iii) the covariance term is likely to be positive by (5) and (7). Notice that this covariance term is identically zero when firms are identical, or when they have constant returns to scale (as in Example 1). In order to show that the denominator is negative, let us aggregate the inverse of (5) to obtain:
This expression can then be used for majoring the denominator of (60):
where the last inequality follows from λ ≥ 1/H ≥ 0 and ∂P/∂Y ≤ 0. Then, (17) implies that (61) and the denominator in (60) are negative and so ∂Y N /∂w ≤ 0. This is equivalent to Nonidentification means that there exist g * 6 = g and λ * 6 = λ a such that for any (w, z, t)
Notice that in the case where the model is not identified, there exists a continuum of functions λ and g compatible with (63): any λ * * = κλ a +(1 − κ) λ * and g * * = κg+(1 − κ) g * satisfy (63). (For κ = −λ * / (λ a − λ * ) we obtain that λ * * = 0 which corresponds to perfect competition.)
The proof studies the conditions under which g and λ a are unique. We follows Lau's (1982) demonstration (which considered the case where λ a was a constant parameter) and we include it for the sake of completeness. For any (w, Y, t) , we can write
for some F. The model is not identified iff F is not the identity. By (63)- (65) 
In the case where λ a and g are not identified, the function F is not the identity and so F 1 6 = 1 and λ a 6 = λ * .
If z is a scalar, (66) is satisfied for any (w, Y, t, z) iff φ ≡ (1 − F 1 ) / (λ a F 1 − λ * ) depends only upon Y, in which case: (67) This equation shows that the user cost of capital w k is increasing in the discounting rate r t and decreasing in the expectation errors on investment goods inflation (given by E t [w i,n,t+1 ] − w i,n,t+1 ). According to Diewert (2003) , we set r t to 0.05 plus the consumer price inflation rate and assume no expectation errors on w i,n,t+1 . The few values of the user costs found to be slightly negative (5 out of 954 cases) were replaced with 0.0001.
The time series of the profit rate s π averaged over all 18 industries is depicted in Figure B2 . In U.S. manufacturing industries, the profit rate is about 5.3 percent on average over time and industries. This figure is somewhat different from that of Basu and Fernald (1997) who report an average profit rate of 3 percent. This contradiction is related to differences in the time period and the industries covered, but certainly also to the high sensitivity of the user costs of capital with respect to a priori assumptions upon (i) the expected price change of investment goods and (ii) the discounting rate of future income streams.
Given the sensitivity of the economic definition of the profit rate with respect to a priori choices, it appears helpful to complete the picture with the more robust accounting definition of the gross profit rate, which does not rely on the user cost of capital and the capital stock, but uses instead investment and investment price: Notation X i,nt denotes gross investment and w i,nt its price. On average over time and industries s a π is equal to 8.7 percent, which seems to confirm the rather high level of profits in US manufacturing.
Average profitability over time and over industries is depicted in Figures B2 and  B3 , respectively. The evolution of average profitability ( Figure B2 ) broadly reflects the business cycle, but there is also a downward trend or a break in this picture: whereas the average (economic) profit rate was about 7.8 percent over the period, it declined to 2.8 percent for the post 1975 period. Such a pattern is actually observed for many industries (not reported). Figure B3 reports the average level of profitability over the period 1949-2001 for each industry and shows that profitability varies a lot across industries. Two industries exhibit a negative average rate of profit: Textile Mills Products and Primary Metal Industry (SIC numbers 22 and 33). For two other industries, average profitability exceeds 10 percent: Chemistry & Allied Products and Petroleum Refining (SIC 28 and 29). See Table B1 for the list of industry names with their corresponding SIC number. 1949 1952 1955 1958 1961 1964 1967 1970 1973 1976 1979 1982 1985 1988 1991 1994 1997 2000 Years Profit rate
Accounting profit rate Economic profit rate Figure B2 : Profit rate over time Let us now compare the accounting and economic profit rates. In general both concepts diverge mainly because the accounting definition neglects the opportunity cost of the investment in capital goods and reduces an investment decision with uncertain returns to a static accounting exercise. From Figure B2 , it can be seen that both concepts are quantitatively very close for the 1949-75 period, but the accounting profit rate becomes much larger than the economic profit rate after 1976. Similarly, Figure B3 shows that on average over the industries, the accounting profit rate is greater than the economic profit rate. There is a simple relationship between s a π and s π explaining these facts. Gross investment is given by X i,nt = X k,nt − (1 − δ nt ) X k,n,t−1 . In the steady state, r t = δ t and w i,nt = w i,n,t+1 (the user cost becomes w k,nt = 2δ t w i,nt ) and the sole purpose of investment is replacement: X i,nt = δ t X k,nt . It follows that in the steady state w k,nt X k,nt = 2w i,nt X i,nt and that s a π − s π = w i,nt X i,nt / (p nt Y nt ) . In the steady state, the difference between the accounting and economic profit is given by the investment share in turn-over. So s a π provides an easily calculable upper bound for (steady-state) economic profits, which helps to understand why s a π > s π in Figures B2 and B3 . The fact that for the 1949-1975 period, we observed that s a π ' s π is mainly due to a moderate nominal interest rate combined with high inflation for the investment goods (so that w i,nt < w i,n,t+1 in (67)). 10 
