We consider a threshold factor model for high-dimensional time series in which the dynamics of the time series is assumed to switch between different regimes according to the value of a threshold variable. This is an extension of threshold modeling to a high-dimensional time series setting under a factor structure. Specifically, within each threshold regime, the time series is assumed to follow a factor model. The factor loading matrices are different in different regimes.
Introduction
High-dimensional time series data analysis has drawn attention from many researchers because of its broad range of applications in many fields. It is a challenging problem due to its complexity and the larger number of parameters involved. Factor analysis is an effective approach to alleviate the problem through effective dimension reduction. Specifically, let y t be an observed pˆ1 time series t " 1, . . . , n. The general form of a factor model for time series data is y t " Ax t`εt , where x t " px t,1 , x t,2 , . . . , x t,k 0 q 1 is a set of unobserved (latent) factor time series with dimension k 0 that is much smaller than p, the matrix A is the loading matrix of the common factors, the term Ax t can be viewed as the signal component of the vector time series y t , and ε t is an error process or an idiosyncratic component. The dimension reduction is achieved in the sense that, under the model, the co-movement of the p-dimensional process y t is driven by a much lower dimensional process x t . The loading matrix A reflects the impact of the common factors x t on the observed process y t .
The general dynamic factor model assumes that the latent factor process x t possesses certain dynamic structure such as a vector time series structure (Geweke, 1977; Forni and Reichlin, 1998; Forni et al., 2000; Forni and Lippi, 2001; Bai and Ng, 2002; Stock and Watson, 2002; Forni et al., 2003 Forni et al., , 2004 Stock and Watson, 2005; Hallin and Liska, 2007) . It is commonly assumed that the latent factors should have an impact on most of the series (defined asymptotically). In order to differentiate the dynamic component from the error process, strong cross-sectional dependence is not allowed for tε t u. As a consequence, the noise process tε t u may have weak serial dependence, i.e. 1 n ř n t"1 ř n s"1 |Epε 1 t ε s q| ă C, where C is a positive constant. One disadvantage of the above assumptions is that the dynamic component and error process are not separable when the dimension is finite, since both of them have serial dependence. Another setting of factor models for time series data has become more popular in the literature. It assumes that the error process is white noise without serial dependence, i.e., Epε 1 t ε s q " 0, for t ‰ s. Consequently the dependence of the observed process y t is completely driven by the common factors (Peña and Box, 1987; Peña and Poncela, 2006; Pan and Yao, 2008; Chang et al., 2015; Liu and Chen, 2016) . It ensures that the dynamic component is identifiable when the dimension of the panel time series is finite. In addition, the error process is allowed to have strong cross-sectional correlation. Lam et al. (2011) and Lam and Yao (2012) developed an approach that takes advantage of information from the autocovariance matrices of the observed process at nonzero leads via eigen-decomposition to estimate the factor loading space, and they established the asymptotic properties as the dimension goes to infinity with sample size. This method is applicable to non-stationary processes, processes with uncorrelated or endogenous regressors, and matrix-valued processes; see Chang et al. (2015) ; Wang et al. (2018) . In this paper, we adopt these assumptions in developing the estimation procedures and the corresponding theoretical properties.
In many applications it is often observed that the loading matrix of a factor model may vary. For example, the expected market return is an important factor of the expected return of an asset, according to CAPM theory, and its impact (loading) on any individual asset is often observed to change depending on whether the stock market is volatile or stable. In economics, risk-free rate, unemployment, and economic growth are important to all economic activities and decisions. Again, the behavior of these series may vary under different fiscal policies (neutral, expansionary, or contractionary) or in different stages of the economic cycle (expansion, peak, contraction, or trough) (Kim and Nelson, 1998) . Liu and Chen (2016) introduced a Markov switching mechanism to the factor model to capture the changes of the loading matrix. Although Markov regime-switching models are widely used in economics to describe the varying structure, it has the drawback of being less interpretable and difficult to forecast.
To address this limitation, we propose a threshold factor model, in which a threshold variable controls the changes of the loadings in different regimes. Such a model enhances the flexibility in modeling the underlying regime switching mechanism, and provides a more interpretable structure and an easier forecasting framework. Threshold models have been extensively studied under the general framework of autoregressive models (Tong and Lim, 1980; Chen, 1995; Tiao and Tsay, 1989; Tsay, 1998; Forbes et al., 1999) , nonlinear models (Petruccelli and Davies, 1986; Gourieroux and Monfort, 1992; Tong, 1993) , and non-stationary models (Zakoian, 1994; Li and Li, 1996; Balke and Fomby, 1997) . In this paper we apply this powerful approach to factor models for high-dimensional time series.
Specifically, we formally introduce a threshold factor model, propose an estimation procedure for the loading spaces and the number of factors based on eigenanalysis of the cross moment matrices of the observed process, develop an objective function for the identification of the threshold value and the threshold variable, and investigate their theoretical properties. It is shown that even when the number of factors is overestimated, our estimators are still consistent. Their asymptotic properties are the same as those when the number of factors is correctly specified.
The rest of the paper is organized as follows. Section 2 introduces the detailed model setting. In Section 3, estimation procedures are developed and theoretical properties of the proposed estimators are investigated. Section 4 proposes a three-step procedure for searching and identifying the threshold variable. Simulation results are presented in Section 5, and a real example is analyzed in Section 6. All detailed proofs are contained in the Appendix.
Threshold factor model
We consider the following two-regime threshold factor model for high-dimensional time series here. Let y t be an observed pˆ1 time series, and x t is a k 0ˆ1 latent factor process, t " 1, . . . , n.
where z t is a partially known threshold variable, observable at time t, possibly with a small number of unknown parameters. The noise process tε t,1 , ε t,2 u is assumed to be pˆ1 uncorrelated noise processes. tε t,1 , ε t,2 u and x t are uncorrelated with z t given F t´1 8 , where F j i is the σ-field generated by tpx t , z t q : i ď t ď ju.
The loading matrix is not uniquely defined, since pA i , x t q in (1) can be replaced by pA i U i , U´1 i x t q for any k 0ˆk0 non-singular matrix U i , i " 1, 2. However, MpA i q, the space spanned by the columns of A i is uniquely defined under our assumptions. To estimate the column space MpA i q, we will estimate an orthonormal representative of the space, a pˆk 0 matrix Q i , such that
where Γ i is a k 0ˆk0 non-singular matrix that provides the link between Q i and A i . Again, due to ambiguity, Γ i is not estimable. In any case, we have MpQ i q " MpA i q. The columns of Q i are k 0 orthonormal vectors, and the column space spanned by Q i is the same as the column space
where I t,i is the indicator function of regime i at time t, i.e. I t,1 " Ipz t ă r 0 q and I t,2 " Ipz t ě r 0 q. The threshold factor model (1) can be written as
where Q i are orthonormal matrices.
Our aim is to estimate the loading spaces MpA i q, i " 1, 2, the number of factors k 0 , and the threshold value r 0 , given the threshold variable. When the threshold variable is unknown, we also propose a procedure for its identification.
Remark 1. We will not specify a dynamic structure for the factor process since it may be changed by any nonsingular transformation tU 1 , U 2 u. We also allow the factor process to be non-stationary (but with certain mixing conditions specified in Appendix A.1). Our estimation methods do not require stationarity of the latent process.
Remark 2. The state-space is divided into two regimes, controlled by the threshold variable z t . We assume z t is observable at time t. It can be the lag variable of an observed time series.
In a more complicate setting, z t can be partially observable with several unknown parameters.
For example, z t " β 1 z 1t`β2 z 2t where z 1t and z 2t are observable at time t and β i 's are unknown parameters. Because z t is observable at time t given the parameters, we know precisely which regime the process is in at time t, given r 0 and β i 's.
Remark 3. Model (1) has another layer of ambiguity. Let Q i be an orthonormal representative of the space MpA i q such that Q 1 i Q i " I k 0 . Then model (1) can be rewritten as
where
. This is a one-regime factor model in Lam et al. (2011) with constraints in the factor process. The threshold factor model (1) uses fewer factors but introduces regimes. It provides a more interpretable structure and automatically enforces the constraints. Another advantage for model
(1) is that the factors are allowed to have different 'strengths' across the regimes, while the estimation of model (5) using that in Lam et al. (2011) will treat the factors as having the same strength. Strength roughly measures the total squared impact of a factor on the time series. A more formal definition is given in Section 3.
Remark 4. Constant terms can be included in model (1) as follows,
If we combine these terms and loading matrices, the model (6) can be written as a threshold factor model with pk 0`1 q factors. Specifically, in regime i, when I t,i " 1,
Hence, model (6) is a special case of model (1), in which one of the common factor is deterministic.
In order to accommodate this simplified setting, in the eigen-analysis when performing for loading matrix estimation, we use cross auto-moment matrices, instead of the traditional auto-covariance matrices.
Remark 5. The threshold factor model (1) provides a different approach from the regime switching model in Liu and Chen (2016) . A typical regime switching model introduces a random switching mechanism that is not observed. In threshold models, regime switching is observable, given the observable threshold variable z t and the threshold value r 0 . It provides easier estimation, clearer interpretation and better predictability. In all threshold modeling approaches, identification of a suitable threshold variable that drives regime switching is the most important modeling component and is often the most challenging one. In certain cases there are known good candidates. For example, in modeling a panel of economic indicator time series, a potential threshold variable can be the recession and expansion indicator of the previous quarter, as the dynamics of the economy are potentially different in recession or expansion periods. In modeling a panel of stock returns, the volatility of the market index can potentially be a good threshold variable as stocks often behave differently in markets with different volatility. In many other situations where there may not be any clear prior knowledge of the potential threshold variables, one will need to rely on data-driven approaches. We will propose such an identification approach that is easy to use and can screen a large number of potential threshold variables in Section 4.
Here are some notations. For any matrix H, let }H} F and }H} 2 denote the Frobenius and L-2 norms of H, σ i pHq is the i-th largest singular value of H, and }H} min is the square root of minimum nonzero eigenvalue of H 1 H. For an square matrix H, trpHq denotes its trace. We write ab, if a " Opbq and b " Opaq. We use C to denote a positive constant.
In this section, we first present a procedure to estimate the loading spaces corresponding to a partition in the form of I t,1 pr 1 q " Ipz t ă r 1 q and I t,2 pr 2 q " Ipz t ě r 2 q where r 1 ď r 2 , and show the asymptotic property of the estimator in the case of r 1 ď r 0 and r 2 ě r 0 , where r 0 is the true threshold value. Then we propose a procedure for estimating r 0 using only one tentative threshold value to split the data, along with its asymptotic property. The asymptotic properties of the estimated loading spaces using the estimated threshold value are also presented.
Estimation of the loading spaces
Define the following generalized second cross moment matrices of y t of lead h in different partitions,
Epy t y 1 t`h I t,i pr i qI t`h,j pr j qq, for i, j " 1, 2. Here Σ y,1,1 ph, r 1 , r 2 q is the cross moment matrix of y t and y t`h when both y t and y t`h are in the partition that the threshold value is less than r 1 , and Σ y,1,2 ph, r 1 , r 2 q is that when y t is in partition 1 with z t ă r 1 and y t`h is in partition 2 with z t`h ě r 2 . Σ y,2,1 and Σ y,2,2 are similar.
Define a quadratic version of the cross moment matrices of y t ,
Σ y,i,j ph, r 1 , r 2 qΣ y,i,j ph, r 1 , r 2 q 1 ,
for a pre-fixed maximum lead h 0 , and i " 1, 2.
Let q i,k pr 1 , r 2 q and´q i,k pr 1 , r 2 q be the pair of unit eigenvectors of M i pr 1 , r 2 q corresponding to k-th largest eigenvalue. In the following we assume 1 1 q i,k pr 1 , r 2 q ą 0 (which is uniquely defined) and will use it in all our constructions. Define Q i pr 1 , r 2 q " pq i,1 pr 1 , r 2 q, . . . , q i,k 0 pr 1 , r 2and B i pr 1 , r 2 q " pq i,k 0`1 pr 1 , r 2 q, . . . , q i,p pr 1 , r 2 qq,
for i " 1, 2, where k 0 is the number of factors in model (1). For simplicity, in the rest of the paper, if r 1 " r 2 , we only keep one when defining matrices, e.g., Σ y,i,j ph, r, rq, Q i pr, rq, B i pr, rq and M i pr, rq are simplified as Σ y,i,j ph, rq, Q i prq, B i prq, and M i prq. Furthermore, we use Q i , B i and M i to denote Q i pr 0 q, B i pr 0 q and M i pr 0 q, where r 0 is the true threshold value.
Using the sample version of Σ y,i,j ph, r 1 , r 2 q and M i pr 1 , r 2 q, we perform eigenanalysis of x M i pr 1 , r 2 q to obtain p Q i pr 1 , r 2 q and p B i pr 1 , r 2 q.
The rationale behind the above estimator is the following. Let r 0 be the true threshold value.
Consider the case that r 1 ď r 0 and r 2 ě r 0 . Then partition 1 with z t ă r 1 is a subset of data in Regime 1 and partition 2 with z t ě r 2 is a subset of data in Regime 2. For any integer h ą 0, it follows from model (1) that Σ y,1,1 ph, r 1 , r 2 q " A 1 Σ x,1,1 ph, r 1 , r 2 qA 1 1 , and Σ y,1,2 ph, r 1 , r 2 q " A 1 Σ x,1,2 ph, r 1 , r 2 qA 1 2 , under the white noise assumption. In this case,
Then M 1 pr 1 , r 2 q is a positive semi-definite matrix sandwiched by A 1 . If there exists at least one 1 ď h ď h 0 such that both Σ x,1,1 ph, r 1 , r 2 q and Σ x,1,2 ph, r 1 , r 2 q are full rank, then M 1 pr 1 , r 2 q has rank k 0 . Hence the corresponding Q 1 pr 1 , r 2 q and B 1 pr 1 , r 2 q are orthonormal representatives of
MpA 1 q and the complemental space of MpA 1 q, respectively. The results also hold for M 2 pr 1 , r 2 q.
Hence, define p Σ y,i,j ph, r 1 , r 2 q " 1 n´h
x M i pr 1 , r 2 q "
Let p q i,k pr 1 , r 2 q be the eigenvector of x M i pr 1 , r 2 q corresponding to the k-th largest eigenvalue.
MpA i q can be estimated by
where p Q i pr 1 , r 2 q " pp q i,1 pr 1 , r 2 q, . . . , p q i,k 0 pr 1 , r 2 qq.
However, when r 2 ě r 1 ą r 0 or r 1 ď r 2 ă r 0 , the eigen-space of M i pr 1 , r 2 q may not correspond to MpA i q. For example, if r 1 ą r 0 , the partition I t,1 pr 1 q " 1 contains observations in both regimes -r 0 ď z t ă r 1 for Regime 2 and z t ă r 0 ă r 1 for Regime 1. Hence M 1 pr 1 , r 2 q is not sandwiched by A 1 . We will show later that, when r 1 and r 2 are sufficiently close the r 0 , the estimated space using the sample version of M i pr 1 , r 2 q is still consistent.
Remark 6. If the intersection of MpQ 1 q and MpQ 2 q has dimension 0, we may not need to concern which regime y t`h is in. In this case we can simplify (9) to
Epy t y t`h Ipz t ě rqq.
We can estimate MpQ i q through eigendecomposition of the sample version of M i prq, for i " 1, 2.
However, if the intersection of two loading spaces has dimension greater than 0, this method may not work, as the signal in the intersection MpQ 1 q X MpQ 2 q may be cancelled out by the observations from the two regimes.
Remark 7. Theoretically, MpA i q can be estimated through eigendecomposition of one of tΣ y,i,j ph, r 1 , r 2 qΣ y,i,j ph, r 1 , r 2 q 1 , h " 1, 2, . . .u, as long as Σ x,i,j ph, r 1 , r 2 q is full rank for both j " 1, 2. Asymptotically they converge at the same rate. The reason for using M i pr 1 , r 2 q in (7) is that by summing over h, we only need that Σ x,i,1 ph, r 1 , r 2 q and Σ x,i,2 ph, r 1 , r 2 q are full rank for one of the h's in 1, . . . , h 0 , instead of finding a particular h to satisfy the condition. Since the strongest correlation often occurs at smaller leads, a relatively small h 0 is usually adopted. The autocorrelation of each individual y t often provides a good indication of the proper h 0 to be used.
To study the asymptotic properties of the estimator, we extend a distance measure of two linear spaces used in Chang et al. (2015) ; Liu and Chen (2016) . Let S 1 be a pˆq 1 matrix with rank q 1 and S 2 be a pˆq 2 matrix with rank q 2 , where p ě maxtq 1 , q 2 u. Let the columns of O i be an orthonormal basis of MpS i q, for i " 1, 2. Define
as the distance of the column spaces of S 1 and S 2 . It is a quantity between 0 and 1. It equals to 0 if MpS 1 q P MpS 2 q or MpS 2 q P MpS 1 q, and 1 if MpS 1 q and MpS 2 q are orthogonal. The distance of two linear spaces with the same dimension is defined in Chang et al. (2015) ; Liu and Chen (2016) . Here (11) is a modified version and takes into consideration the scenario that the dimensions of two spaces may be different.
For factor models in high-dimensional cases, it is common to assume that the number of factors is fixed and the squared L-2 norm of the pˆk 0 loading matrix A i grows with the dimension p (Bai and Ng, 2002; Doz et al., 2011) . The growth rate is called the strength of the factors in Lam et al. (2011); Lam and Yao (2012) ; Chang et al. (2015) ; Liu and Chen (2016) . Let
If δ i " 0, regime i is called a strong regime. If 0 ă δ i ă 1, the regime is called a weak regime. If δ i " 1, the regime is called an extremely weak regime. The strength of the regime measures the relative growth rate of the amount of information about the common factors x t carried by the observed process y t , as p increases, comparing to the growth rate of the amount of noise process in regime i. It is seen that in the following theoretical development the strength of the regime plays an important role in estimation efficiency.
op1q and p Q 1 pr 1 , r 2 q and p Q 2 pr 1 , r 2 q estimated using the true k 0 , as n, p Ñ 8, we have
The asypmtotic properties of Mp p Q i pr 1 , r 2when r 1 ą r 0 or r 2 ă r 0 will be discussed later.
The convergence rates shown in Theorem 1 are the same as those in Liu and Chen (2016) . It is worth noting that when the two regimes have different strengths δ 1 and δ 2 , the convergence rate of the estimator in the stronger regime is the same as that in the one regime case, but the rate of the weaker regime is faster than that if it is the only regime. In other words, the estimation in the stronger regime is not hurt by the weaker regime, but the weaker regime gains efficiency from the stronger regime due to the switching of the process between the two regimes. We call it the 'helping effect'.
Estimation of the threshold value
Estimation of the threshold value in a threshold model has been extensively studied in univariate threshold models using least squares or likelihood estimators, including those in Tong and Lim (1980) ; Tsay (1989) ; Chan and Tong (1990) ; Chan (1993) ; Caner and Hansen (2004) ; Chen and So (2006) and Wu and Chen (2007) . Here, we construct an objective function for the estimation of the threshold value. Since for a given finite sample, the model is not distinguishable for all values between two adjacent observations of z t as its threshold value, we follow the standard approach and assume that the threshold value takes on a finite number of possible values in the set of all observed z t . Our method is to traverse all of these possible threshold values and find the best one that optimizes the objective function.
When r is used as the tentative threshold value to split the data into two subsets with tz t ă ru and tz t ě ru, we define the objective function
Gprq "
It measures the sum of the squared norm of the projections of the cross moment matrices
If r " r 0 (the correct threshold value), the observations in the two subsets identified do belong to the correct regimes. Then M 1 is sandwiched by A 1 and M 2 is sandwiched by A 2 . Hence
If r ‰ r 0 , one of two subsets contains observations from both regimes. Then the projection will not be zero. The following proposition formally states that, under mild conditions, we have Gprq ą 0 for any r ‰ r 0 .
Proposition 1. Under Conditions 1-9 in Appendix A.1, if r ‰ r 0 , then Gprq ą 0.
The proof of the proposition is in Appendix A.2.
To obtain the sample version of Gprq, we assume apriori that r 0 is in a known region of the support of z t , r 0 P pη 1 , η 2 q. Such an assumption is standard in threshold model estimation. Under this assumption, we can use data corresponding to z t ď η 1 and z t ě η 2 to obtain estimates for MpB 1 q and MpB 2 q, respectively. By Theorem 1, both of them are consistent. Let B i pη 1 , η 2 q be that defined in (8) and p B i pη 1 , η 2 q be its estimate. Define
We estimate r 0 by p r " arg min
Remark 8. In the above procedure we require that there are sufficient samples corresponding to z t ď η 1 and z t ě η 2 , to ensure the accuracy of the estimated MpB i q, for i " 1, 2. When the values of η 1 and η 2 are not clear, it is possible to use a sequential procedure based on the ranked sequence of z t , similar to that in Tsay (1989) .
Remark 9. An alternative objective function is the likelihood of B i y t . However, we do not want to involve the structure of the covariance matrices of the noise process which both are pˆp matrices. Here we still take advantage of the whiteness assumption of the noise process, and use the cross moment matrices of y t at nonzero leads.
as n, p Ñ 8, for ą 0.
Theorem 2 shows that the estimator p r in (13) is consistent under some mild conditions. The estimation performance depends on the strength of both regimes. If the two regimes are both strong (δ 1 " δ 2 " 0), the estimation is immune to the curse of dimensionality. However, if at least one regime is weak, the estimator becomes less efficient as p increases, and would require larger sample size n for consistency. When the two regimes have different strengths, the probability that p r falls in the stronger regime is smaller than that in the weaker regime (the one with larger estimation error). Hence the overall rate of convergence of p r depends on the strength of the weaker regime.
Estimation of the loading spaces
The final estimation of MpA i q is obtained using p r as the threshold value and the procedure in Section 3.1. Specifically, we define
where p q i,k pp rq is the unit eigenvector of x M i pp rq corresponding to its k-th largest eigenvalue, and
x M i pp rq is defined in (9).
Theorem 3 presents the asymptotics of the estimated loading spaces when the estimated threshold value is used. 
as n, p Ñ 8.
Theorem 3 shows that the rates of loading space estimators are the same as that when the true threshold value is known.
Let s t be the signal (or dynamic) part of y t , defined as s t " A 1 x t I t,1`A2 x t I t,2 . Since the column space of A i is identifiable only up to a nonsingular transformation across regimes, we cannot estimate the latent process x t directly, but we have a natural estimator for s t and the latent process R t with standardized loadings in (3),
When the number of factors is unknown
In practice, the number of factors k 0 is usually unknown. This quantity can be estimated through a similar eigenvalue ratio estimator used in Lam et al. (2011) . Specifically, again we assume r 0 is in a known interval pη 1 , η 2 q, and let
where p λ i,k pη 1 , η 2 q is the k-th largest eigenvalue of x M i pη 1 , η 2 q. Similar to the results in Liu and
Chen (2016), we have the following.
Corollary 1 gives the order of the ratios of the estimated eigenvalues. Because of differences in δ i , the stronger the state is, the faster convergence rate p λ i,k 0`1 pη 1 , η 2 q{ p λ i,k 0 pη 1 , η 2 q has. Since k 0 is common to both regimes, we choose the one identified by the regime with a larger 'strength', reflected by the scale of } x M i pη 1 , η 2 q} 2 (Liu and Chen, 2016 ). Hence, we use
In the following we present the asymptotic properties of the proposed estimators when the number of factors is not correctly estimated. We will show that if k 0 is overestimated, the proposed method can still estimate the threshold value and loading spaces accurately.
The loading spaces are estimated using p k as the number of factors andr as the threshold value. Specifically,
as n, p Ñ 8, for ą 0, where d " dimpMpQ 1 q X MpQ 2 qq.
Theorem 5 will show that the space spanned by the first k 0 columns of r Q i p p k, r rq provides an estimate of MpQ i q which converges as fast as Mp p Q i pp rqq in Theorem 3. Define r Q i pr rq which consists of the first k 0 columns of r Q i p p k, r rq,
It can be seen from Theorems 4 and 5 that when the number of factors is overestimated, our estimators for threshold value and the loading spaces are still consistent. Their asymptotic properties are the same with those when the number of factors is correctly estimated. Of course, when k 0 is over estimated, we lose some efficiency.
Searching for threshold variable
When there is no prior knowledge on the threshold variable, a data-driven procedure is needed in order to search for a suitable one. In standard univariate threshold models, a typical candidate pool is the lag variables (Tong and Lim, 1980; Tong, 1990; Chan, 1993; Tong, 1993) and identification is often done by using model comparison procedures. However, in the high dimensional setting, such a pool is large hence the trial-and-error approach can be extremely time consuming, complicated more by the multiple comparison problem at the end. Here we propose a reverse approach that is closely related to the procedure proposed in Wu and Chen (2007) . Specifically, we propose to follow a three step procedure: classification, screening and model selection. First, a regime-switching factor model of Liu and Chen (2016) is built to obtain an initial regime identification for each time t, without engaging the threshold mechanism. Then the estimated regime identification is screened against all threshold variable candidates in a possibly very large candidate pool and a small set of candidates is selected by checking whether the candidate variable will produce regime identifications similar to the estimated identifications obtained in the classification step. Lastly model comparison procedure is used to select the most suitable threshold variable among the small subset.
Classification: Following Liu and Chen (2016), a most likely regime identification p I t P t1, 2u is obtained for t " 1, . . . , n, using an iterative procedure of Vertibi algorithm and factor model estimation. For more details, see Liu and Chen (2016) . Slightly different from that in Liu and Chen (2016) , we assume independent switching instead of Markov switching, with prior probability P pI t " 1q " 0.5.
Screening: It is noted that if a variable z t is indeed the threshold variable and the true threshold value is r 0 , then the true regime identification I t satisfies I t " 1`Ipz t ě r 0 q. Let
If the variable z t is the true threshold variable and r " r 0 is the true threshold, then Qptz t uq " n, reaching its maximum value. In fact Qptz t uq is the maximum of a binary CUSUM statistic.
Using the estimated p I t from the classification step, we obtain
For a set of candidate pool S " tz p q t u, we screen each of them by calculating p Q " p Qptz p q
The variables with the largest p Q values then form a small set of candidates for more careful examinations.
Remark 10. It is also possible to identify a linear combination of several variables as a threshold variable, using a supervised learning algorithm such as support vector machine or classification tree, with p I t obtained from the classification step as the response classification. Since p I t is an estimate with error, the combination parameters needs to be re-estimated under the original model, similar to our approach of estimating the threshold value r 0 , though much more complicated.
Model comparison procedure: With a small set of possible threshold variables, a more careful analysis can be carried out. We use the estimation methods in Section 3 to obtain the cross validated residual sum of squares for model comparison.
Specifically, for each threshold variable candidate z t , we estimate the loading matrices and the threshold value using data ty 1 , . . . , y t 0 u. With those estimates, we calculate the residual sum of squares for the remaining data ty t 0`1 , . . . , y n u,
If the threshold variable is correctly identified and r 0 is given, then B 1 i y t I t,i pr 0 q " B 1 i ε t,i I t,i pr 0 q. It measures the residual sum of squares after we extract the common factor process. The preferred model is the one with minimum E.
Remark 11. When calculating E, the number of factors is needed. For threshold factor models, even when the number of factors is overestimated, we still can estimate the threshold value and loading spaces as shown in Theorems 4 and 5. Hence, we begin with a one-regime factor model, and estimate the largest possible value for k 0 . This estimate can be used to compare different threshold variable candidates.
Simulation
In this section, we demonstrate the performance of the proposed estimators with numerical experiments, and compare the estimation errors under different settings.
In all the examples, we use h 0 " 1. We consider three settings with different regime strengths.
In Setting 1, both regimes are strong, with δ 1 " δ 2 " 0. In Setting 2, one regime is strong, and the other one is weak. In Setting 3, both regimes are weak. All pˆk 0 entries in A i were generated independently from the uniform distribution on r´p´δ i {2 , p´δ i {2 s to ensure that the strength of A i is δ i . The idiosyncratic noise process tε t,1 , ε t,2 u are independent vector white noise processes whose covariance matrix has 1 on the diagonal and 0.5 for all off-diagonal entries. For estimation of the threshold value, we use the 30-th and 70-th quantiles of tz t u as η 1 and η 2 . Estimation (11). The error of p r is measured by |p r´r 0 |. Sample sizes used are n " 200 and 1000, and the dimensions considered are p " 20, 40, 100. For each setting, we repeated the simulation 100 times.
Example 1. In this experiment, we use one factor process (k 0 " 1) following an AR(1) model with autoregressive coefficient 0.9 and Np0, 4q noise process. Weak regimes in Settings 2 and 3 are extremely weak with strength 1, which means that as p increases, we only collect noise and no more useful signal. The threshold variable z t is independent of x t and y t , following a white noise process. The threshold value used is r 0 " 0. We assume that k 0 " 1 is known. We can see that p Gprq approaches the theoretical minimum value 0 of Gprq around r " 0 when at least one regime is strong (Settings 1 and 2). When two regimes are both extremely weak, the range of p Gprq is very small and the minimum value is above 0, but also occurs around r " 0. In Setting 2 where two regimes have different levels of strength, p Gprq is much larger in the stronger regime r ă r 0 than that in the weaker regime r ą r 0 , a property shown in Lemma 5 in Appendix A.2. Table 1 reports the relative frequency that p r ă r 0 for different settings when k 0 is known. In Setting 2, the frequencies to underestimate r 0 is much lower than these to overestimate r 0 . The results are in line with our conclusions in Theorem 2.
Tables 2 to 4 show the estimation errors of the threshold value and loading spaces. We report the results under p r ă r 0 and p r ą r 0 cases separately to highlight the impact of over-and underestimate the threshold value. Results for threshold value estimation and loading space estimation Setting 1 MpA 2 q (δ 2 " 1) 0.342 0.641 0.949 0.093 0.195 0.722 share many common characteristics. It is seen that as sample size increases and as the strength increases, estimation improves almost in all settings. Regarding the impact of the dimension, the estimate accuracy suffers from the curse of dimensionality when one regime is weak (in Setting 2 and Setting 3); when two regimes are both strong, the accuracy does not change much with different values of p (in Setting 1).
From Table 2 , it is seen that misclassification and unbalanced regime strength do have impacts on the estimation of threshold value. Estimates are more accurate when p r ă r 0 than when p r ą r 0
for Setting 2. The reason is that the order of Gprq is higher in the stronger regime (r ă r 0 ) than in the weaker regime (r ą r 0 ), resulting in a much flatter curve in the region r ą r 0 (See middle panels in Figures 1 and 2 and Lemma 5 in Appendix A.2). Hence, it is more likely to overestimate r 0 as shown in Table 1 , and even when the threshold value is underestimated, the error is much smaller as shown in Table 2 .
The estimation results for loading spaces also show some properties that do not apply to those for threshold value. Comparing Regime 1 in Setting 2 to both regimes in Setting 1, we see that the estimate accuracy of MpA 1 q of the stronger regime does not change much after introducing a weak regime. Comparing the estimation of MpA 2 q in Setting 2 to both MpA 1 q and MpA 2 q in Setting 3, we can see that the estimation of MpA 2 q of the weak regime benefits from the existence of a strong regime, especially when p is large. There is indeed a 'helping effect' for the weak regime after adding a strong regime. These observations are in line with the observations shown in Liu and Chen (2016) .
Example 2. In this experiment, we investigate the performance of the proposed estimator for the number of factors k 0 , and study the estimator of loading spaces and threshold value when k 0 is not correctly estimated. We also consider the case when the threshold variable is not correctly identified. The number of factors here is set to 3. The factor process is set to be three independent AR(1) processes with Np0, 4q noises process and AR coefficients 0.9,´0.7, and 0.8. The threshold variable z t is independent of x t and y t , following a white noise process. The threshold value is r 0 " 0. The strength for the weak regimes in Setting 2 and Setting 3 is set to be 0.5. Table 5 shows the relative frequencies that p k " k 0 , when the true threshold variable is chosen but the threshold value r 0 is unknown, and only partial data with tz t ď η 1 u and tz t ě η 2 u are used. As n increases from 200 to 1000, the estimates improve in all settings. For the impact of regime strength, the results show that the existence of a strong regime (Setting 1 and Setting 2) results in much more accurate estimates for the number of factors k 0 . Regarding the impact of p, it is seen that the estimation performance remains about the same as p increases, when one or more strong regimes exist, benefiting from a 'blessing of dimensionality'; see Lam et al. (2011) . However, when both regimes are weak, the number of correct estimations may decrease as p increases. This is because the signal to noise ratio in the system decreases as p increases. Smaller number of factors makes the complement space to be estimated larger than it is. As a result, the estimates are much worse when p k ă k 0 than that when p k ě k 0 . To demonstrate the properties of the threshold variable selection procedure, four candidates tz t´ | " 0, . . . , 3u are considered in this example. Table 8 reports the performance of threshold variable selection when n " 200, 1000 and t 0 " n{2. The results show that our method can identify the threshold variable correctly when k 0 is correctly specified or overestimated. However, underestimating k 0 may lead to poor results, especially in Setting 2. Example 3. In this experiment, we examine the estimation performance in a more complicated context, where the threshold variable z t is correlated to the lag variable of y t . Specifically, the threshold variable used is the cross-sectional standard deviation of ty t´1,i , i " 1, . . . , pu. The factor process is generated from an AR(1) process with AR coefficient 0.9 and Np0, 4q noise process. The strength of the weak regimes in Setting 2 and Setting 3 is set to be 0.5. The threshold values used are r 0 " 1.5, 1.2 and 1 for Settings 1 to 3, respectively. 
Real Example
Example 4. We applied the proposed approach to the daily returns of 123 stocks from January 2, 2002 to July 11, 2008. These stocks were selected among those included in the S&P 500 and traded every day during the period. The returns were calculated in percentages based on daily closing prices. This data set was analyzed by Lam and Yao (2012) ; Chang et al. (2015) ; Liu and Chen (2016) . The sample size n is 1642 and the dimension p is 123. We use h 0 " 1 in this analysis. Lam and Yao (2012) and Chang et al. (2015) used a factor model (with no switching) to analyze the data. The estimated number of factors is 2. Liu and Chen (2016) used a Markov switching factor model on the same data set and found that there are two regimes, with one factor in each regime. Here we analyze the data using a 2-regime threshold factor model. We consider the lag cross-sectional standard deviation of y t´ and the lag of squared S&P 500 return r t´ as the candidates for the threshold variable ( " 1, . . . , 8q. Since an overestimated number of factors still can identify the threshold variable, p k " 2 is tentatively used when calculating E defined in (17) . Table 11 shows the value of E for each candidate with t 0 " n{2. In the following we use the cross-sectional standard deviation of y t´6 as the threshold variable, since it minimizes E. We use 10-th and 90-th percentiles of the threshold variable as η 1 and η 2 to estimate the number of factors. The left and right panels in Figure 6 display the ratio of eigenvalues of
x M 1 pη 1 , η 2 q and x M 2 pη 1 , η 2 q, respectively, where both the ratios reach their minimum values at 1.
It yields that p k " 1.
The above results indicate that only one factor drives the 123 stocks, but the factor loadings switch between regimes according to the cross-sectional standard deviation 6 trading days before.
Ignoring switching structure as in Lam and Yao (2012) , it would appear that there are two different factors. Note that R t is the common factor process with standardized loading matrix defined in (3), and can be estimated through (14). Figure 8 0.910. Hence, this factor can be regarded as a representation of market performance, which is in line with results in Liu and Chen (2016) . The distance between the two estimated loading spaces is 0.763. Although two loading spaces have some overlaps, they are still significantly different.
Appendix A.1 Regularity Conditions
Condition 1. Let F j i be the σ-field generated by tpx t , z t q : i ď t ď ju. The joint process px t , z t q is α-mixing with mixing coefficients satisfying Condition 2. For any j " 1, . . . , k 0 , t " 1, . . . , n, Ep|x t,j | 2γ q ă C, where x t,j is the j-th element of x t , and γ is given in Condition 1.
Condition 3. tε t,1 , ε t,2 u and x t are uncorrelated with z t given F t´1 8 . Each element of Σ t,i remains bounded as p increases to infinity, for i " 1, 2, and t " 1, . . . , n.
Condition 4. For i " 1, 2, there exists a constant δ i P r0, 1s such that }A i } 2 2 -}A i } 2 min -p 1´δ i , as p goes to infinity.
Condition 5. For any r 1 , r 2 P rη 1 , η 2 s, there exist two positive integers h 1 , h 2 P r1, h 0 s such that Σ x,i,j ph i , r 1 , r 2 q is full rank, and }Σ x,i,j ph i , r 1 , r 2 q} 2 -}Σ x,i,j ph i , r 1 , r 2 q} min -1, j " 1, 2.
Condition 6. M i pr 1 , r 2 q admits k 0 distinct positive eigenvalues, for r 1 , r 2 P rη 1 , η 2 s, i " 1, 2.
Remark 12. We do not impose the stationarity assumption on the latent process x t , but we require it to satisfy the generalized mixing condition in Condition 1 so the sample version of Σ y,i,j ph, r 1 , r 2 q converges to its population version for i, j " 1, 2.
Remark 13. We allow z t to be a function of the lag variables of x t or y t or other observable processes that may also be dependent with x t and y t . Therefore, Condition 3 also requires the noise at time t is uncorrelated with x t given past information, in particular, given z t .
Remark 14. Condition 5 ensures the existence of the 'helping effect' discussed in Liu and Chen (2016) . When Σ x,i,1 ph i , r 1 , r 2 q and Σ x,i,2 ph i , r 1 , r 2 q are full rank, both regimes are relevant to M i pr 1 , r 2 q, but the one corresponding to switching to the stronger regime carries more information about x t and improves the estimation results.
Remark 15. Condition 6 makes Q i pr 1 , r 2 q and regime i uniquely defined and identifiable, where Q i pr 1 , r 2 q " pq i,1 pr 1 , r 2 q, . . . , q i,k 0 pr 1 , r 2collects the k 0 orthonormal eigenvectors of M i pr 1 , r 2 q corresponding to the k 0 positive eigenvalues λ i,1 pr 1 , r 2 q ą . . . ą λ i,k 0 pr 1 , r 2 q.
where c i can be a constant,´8, or`8 for 1 ď i ď 4.
The following additional conditions are needed for the asymptotic results of p r in (13).
Condition 7. Assume r 0 P pη 1 , η 2 q. z t is a continuous random variable, and is stationary with the marginal probability P pz t ď η 1 q ą 0 and P pz t ě η 2 q ą 0. The marginal density of z t , f pz t q is continuous, and there exists two positive constants τ 1 and τ 2 such that τ 1 ď f pz t q ď τ 2 uniformly in rη 1 , η 2 s.
Condition 8. For any r P pη 1 , r 0 q, there exists an integer h1 P r1, h 0 s such that Σ x ph1, r, r 0 ,´8, r 0 q and Σ x ph1, r, r 0 , r 0 ,`8q are full rank. For any r P pr 0 , η 2 q, there exists an integer h2 P r1, h 0 s such that Σ x ph2, r 0 , r, r 0 ,`8q and Σ x ph2, r 0 , r,´8, r 0 q are full rank. The maximum and minimum singular values of these four matrices mentioned are all uniformly bounded above zero.
Condition 9. There exists a positive constant c 1 such that DpMpQ 1 q, MpQ 2ą c 1 as p goes to infinity.
Remark 16. Conditions 7 guarantees the consistency of the estimators for loadings spaces, when only data with tz t ď η 1 u and tz t ě η 2 u are used. Condition 8 makes sure that the cross moment matrices of y t when r is used as threshold value and these when r 0 is used as threshold value are differentiable. For example, if k 0 " 1, x t is stationary, independent of z t , and has nonzero serial correlation at leads h1 and h2, then Condition 8 is satisfied. Condition 9 is an identification condition that ensures that the two regimes are uniformly sufficiently different.
Condition 10. When p k ą k 0 , there exists a positive constant c 2 such that DpMpQ 1 q, MpQ2qq ą c 2 and DpMpQ1q, MpQ 2ą c 2 , for any pˆp p k´k 0 q matrix S i such that dimpMpS i qXMpQ i" 0 for i " 1, 2, where Qi " pQ i , S i q is a pˆp k matrix.
Remark 17. If the number of factors is overestimated, Condition 10 guarantees that the two augmented loadings spaces MpQ1q and MpQ2q can still be differentiated. With this condition, Theorem 4 shows that the estimator for the threshold value is consistent.
Appendix A.2 Lemmas and Proofs
We mainly focus on the mathematical proofs for Regime 1 when r ą r 0 , ą 0. The results for Regime 2, r ď r 0 or ď 0 are included, but most of proofs are omitted since they are quite similar.
Lemma 1. Under Conditions 1, 2 and 7, for any h P r1, h 0 s, as n, p Ñ 8,
where c 1 , c 2 , c 3 , c 4 can be real numbers in pη 1 , η 2 q,`8, or´8. ∆ c 1 ,c 2 " c 2´c1 if c 1 and c 2 are both real numbers, ∆ c 1 ,c 2 " 1 if at least one of them is´8 or`8.
Proof: We will use Σ x ph,´8, r 0 , r 0 , r 0` q as the example in this proof, where ą 0. The other cases can be proved in a similar way. Let a q, be the pq, q-th entry in Σ x ph,´8, r 0 , r 0 , r 0` q, for q, " 1, . . . , k 0 . Under Conditions 1, 2 and 7, we have |a q, | "ˇˇ1 n´h
Thus, }Σ x ph,´8, r 0 , r 0 , r 0` q} 2 ď }Σ x ph,´8, r 0 , r 0 , r 0` q} F " b ř k 0 q"1 ř k 0 "1 |a q, | 2 2 " Opk 2 0 q. Other cases can be shown similarly.
Lemma 2. Under Conditions 1-4 and 7, if p
as n, p Ñ 8 and Ñ 0.
When ą 0, if we use r 0` as the threshold value, data are classified into 2 subsets, S 1 " tt :
Ipz t ă r 0` qu and S 2 " tt : Ipz t ě r 0` qu. Observation in S 2 are all from Regime 2 and correctly classified, but those in S 1 are mixed. In this case, p Σ y,1,1 ph, r 0` q´Σ y,1,1 ph, r 0` q " " A 1´p Σ x ph,´8, r 0 ,´8, r 0 q´Σ x ph,´8, r 0 ,´8, r 0 q¯A 1 1 A 1´p Σ x ph,´8, r 0 , r 0 , r 0` q´Σ x ph,´8, r 0 , r 0` q¯A 1 2 A 2´p Σ x ph, r 0 , r 0` ,´8, r 0 q´Σ x ph, r 0 , r 0` ,´8, r 0 q¯A 1 1 A 2´p Σ x ph, r 0 , r 0` , r 0 , r 0` q´Σ x ph, r 0 , r 0` , r 0 , r 0` q¯A 1
}I 1 } 2 ď }A 1 } 2 } p Σ x ph,´8, r 0 ,´8, r 0 q´Σ x ph,´8, r 0 ,´8, r 0 q} 2 }A 1 } 2 }A 1 } 2 } p Σ x ph,´8, r 0 , r 0 , r 0` q´Σ x ph,´8, r 0 , r 0 , r` q} 2 }A 2 } 2
For I 2 , we can show that the term 1 n´h ř n´h t"1 ε t,1 ε 1 t`h,1 I t,1 pr 0 qI t`h,1 pr 0 q is O p ppn´1 {2 q and it dominates all other terms. The detail is omitted since the proof is rather similar to the last part of the proof of Lemma 4 in Liu and Chen (2016) . Hence, I 2 has the order of pn´1 {2 . Therefore, } p Σ y,1,1 ph, r 0` q´Σ y,1,1 ph, r 0` q} 2 " O p ppn´1 {2 q when ą 0. For the other cases when ď 0 and i " 1, 2, the proof is more tedious but similar.
Lemma 3. Under Conditions 1-4 and 7,
Opp 1´δ 2 q ě 0, when i, j P t1, 2u and i ‰ j, }Σ y,i,j ph, r 0` q} 2 "
Proof: We consider S 1 and S 2 as in the proof of Lemma 2.
Proof: When ą 0, by Lemma 1 we have
The proof for the case ă 0 is similar.
Proof of Theorem 1. When r 1 ď r 0 and r 2 ě r 0 , under Condition 4, similar to Lemmas 2 and 3, we can show that }Σ y,1,1 ph, r 1 , r 2 q} 2 " }A 1 Σ x,1,1 ph, r 1 , r 2 qA 1 1 } 2 " Opp 1´δ 1 q, }Σ y,1,2 ph, r 1 , r 2 q} 2 " }A 1 Σ x,1,2 ph, r 1 , r 2 qA 1 2 } 2 " Opp 1´δ 1 {2´δ 2 {2 q, and }Σ y,1,j ph, r 1 , r 2 q´p Σ y,1,j ph, r 1 , r 2 q} 2 " O p ppn´1 {2 q, for j " 1, 2.
It follows } x M 1 pr 1 , r 2 q´M 1 pr 1 , r 2 q} 2 ď h 0 ÿ h"1 2 ÿ j"1´} p Σ y,1,j ph, r 1 , r 2 q´Σ y,1,j ph, r 1 , r 2 q} 2 2 2}Σ y,1,j ph, r 1 , r 2 q} 2¨} p Σ y,1,j ph, r 1 , r 2 q´Σ y,1,j ph, r 1 , r 2 q} 2"
Under Condition 5, with Theorem 9 in Merikoski and Kumar (2004) and Lemma 5, we have }M 1 pr 1 , r 2 q} min ě h 0 ÿ h"1 2 ÿ j"1 › › A 1 Σ x,1,j ph, r 1 , r 2 qA 1 j A j Σ x,1,j ph, r 1 , r 2 qA 1 1 › › min ě 2 ÿ j"1 }A 1 } 2 min }Σ x,1,j ph 1 , r 1 , r 2 q} 2 min }A j } 2 min " Opp 2´δ 1´δmin q.
Following the proof of Theorem 1 in Liu and Chen (2016) , we can obtain that DpMp p Q 1 pr 1 , r 2 qq, MpQ 1"
Lemma 5. Under Conditions 1-9, if p δ 1 {2`δ 2 {2 n´1 {2 " op1q, with true k 0 , as n, p Ñ 8 and Ñ 0, we have Gpr 0 q " 0 and
On the other hand,
Then Condition 9 indicates that we can find a positive constant C such that }B 1 1 Q 2 } 2 2 ě trpQ 1 2 B 1 B 1 1 Q 2 q{k 2 0 ě C and }B 1 1 A 2 } 2 2 ě Cp 1´δ 2 . If δ 1 ă δ 2 , by Theorem 9 in Merikoski and Kumar (2004) , we have Gpr 0` q ě }B 1 1 Σ y,1,1 ph1, r 0` q} 2 2 " › › B 1 1 A 2`Σx ph1, r 0 , r 0` ,´8, r 0 qA 1 1`Σ x ph1, r 0 , r 0` , r 0 , r 0` qA 1 2˘› › 2 2 " }B 1 1 A 2 } 2 2¨} Σ x ph1, r 0 , r 0` ,´8, r 0 qA 1 1`Σ x ph1, r 0 , r 0` , r 0 , r 0` qA 1 2 } 2 min ě C 2 p 2´δ 1´δ2 .
If δ 1 ě δ 2 , Gpr 0` q ě }B 1 1 Σ y,1,2 ph1, r 0` q} 2 2 " › › B 1 1 A 2`Σx ph2, r 0 , r 0` , r 0` ,`8qA 1 2˘› › 2 2 " }B 1 1 A 2 } 2 2¨} Σ x ph2, r 0 , r 0` , r 0` ,`8qA 1 2 } 2 min ě C 2 p 2´2δ 2 .
Hence, Gpr 0` q ě C 2 p 2´δ 2´δmin when ą 0. By the definition and Lemma 4, we can prove conclusions for " 0 and ă 0 in a similar fashion. Lemma 6. Under Conditions 1-9, if p δ 1 {2`δ 2 {2 n´1 {2 " op1q, with true k 0 , as n, p Ñ 8 and Ñ 0,
Proof: Since r 0 P pη 1 , η 2 q, it follows by the definition MpB i q " MpB i pη 1 , η 2 qq.
Then there exists a pp´k 0 qˆpp´k 0 q orthogonal matrix Γ such that B i " B i pη 1 , η 2 qΓ. Hence, Gprq " 2 ÿ i"1 }Γ 1 B i pη 1 , η 2 q 1 M i prqB i pη 1 , η 2 qΓ} 2 " 2 ÿ i"1 }B i pη 1 , η 2 q 1 M i prqB i pη 1 , η 2 q} 2 .
By the definition of p Gprq we have, "´} p B i pη 1 , η 2 q} 2¨› › p Σ y,i,j ph, rq´Σ y,i,j ph, rq › › 2`} p B i pη 1 , η 2 q´B i pη 1 , η 2 q › › 2¨} Σ y,i,j ph, rq} 2¯2 2}B i pη 1 , η 2 q 1 Σ y,i,j ph, rq} 2´} p B i pη 1 , η 2 q} 2 } p Σ y,i,j ph, rq´Σ y,i,j ph, rq} 2 } p B i pη 1 , η 2 q´B i pη 1 , η 2 q} 2 }Σ y,i,j ph, rq} 2¯ff " 2 ÿ i"1 2 ÿ j"1 rL i,j,1 prq`L i,j,2 prqs .
Under Conditions 1-7, If p δ 1 {2`δ 2 {2 n´1 {2 " op1q, Theorem 1 indicates that } p B i pη 1 , η 2 q´B i pη 1 , η 2 q} 2 " O p pp δ i {2`δ min {2 n´1 {2 q, for i " 1, 2.
L 1,1,1 pr 0` q " O p pp 2 n´1q`O p p 4 p 2`δ 1´2 δ 2`δmin n´1q, L 1,1,2 pr 0` q " O p p p 2´δ 1 {2´δ 2 {2 n´1 {2 q`O p p 2 p 2´δ 2 n´1 {2 q`O p p 4 p 2`δ 1 {2´2δ 2`δmin {2 n´1 {2 q, L 1,2,1 pr 0` q " O p pp 2 n´1q`O p p 2 p 2`δ 1´2 δ 2`δmin n´1q L 1,2,2 pr 0` q " O p p p 2´δ 2 n´1 {2 q`O p p 2 p 2`δ 1 {2´2δ 2`δmin {2 n´1 {2 q, L 2,1,1 pr 0` q " O p pp 2 n´1q, L 2,1,2 pr 0` q " 0, L 2,2,1 pr 0` q " O p pp 2 n´1q, L 2,2,2 pr 0` q " 0.
It follows from (18), when ą 0,
Proof of Proposition 1.
Similar to the proof of Lemma 5, we can see that when r ‰ r 0 , Gprq ą 0.
Proof of Theorem 2. Since Gprq ě 0 and Gpr 0 q " 0, for any fixed ą 0, it follows that P pp r´r 0 ą q ď P r p Gpr 0 q ě p Gpp rqs Using results in Lemmas 6 and 7 and Chebyshev's inequality, we can tell that there exists a positive constant C such that P pp r ą r 0` q ď Cp δ 2`δmin 2 n .
Similarly we can prove for the case of P pp r ă r 0´ q. This completes the proof of Theorem 2.
Proof of Theorem 3. When p r ą r 0 , for any ą 0, Lemmas 2-4 imply that 
2}Σ y,1,j ph, r 0` q} 2¨} p Σ y,1,j ph, r 0` q´Σ y,1,j ph, r 0` q} 2"
Under Conditions 4 and 8, it follows from Lemma 1 }Σ y,1,1 ph, r 0` q´Σ y,1,1 ph, r 0 q} 2 " › › › 1 n´h n´h ÿ t"1 Ety t y 1 t`h rIpz t ă r 0` , z t`h ă r 0` q´Ipz t ă r 0 , z t`h ă r 0 qsu
Ety t y 1 t`h rIpz t ă r 0` , r 0 ď z t`h ă r 0` q`Ipr 0 ď z t ă r 0` , z t`h ă r 0 qsu
With Lemma 7, similar to the proof of Theorem 2, we can complete the proof.
Proof of Theorem 5: Similar to proof of Theorem 3.
