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Abstract 
This paper develops an approach to the problem of multicriteria ranking referred to as multicriteria stratification. 
The target of stratification is an ordered partition with predefined number of classes rather than a complete ranking of the 
set of objects. We formulate the problem of multicriteria stratification as a task of minimization of a cost function 
depending on criteria weights so that strata are to form compact layers on the axis of an aggregate criterion. A quadratic 
programming algorithm for the problem is proposed. A synthetic data generator for a comparative study of the stratification 
algorithm is developed.  The novel algorithm appears to be competitive to a bunch of other approaches on synthetic data. 
Also, the algorithm is applied to two real-world datasets in the field of scientometrics and leads to sensible and well 
interpretable results. 
© 2014 The Authors. Published by Elsevier B.V.  
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1. Introduction 
In this paper we develop a concept of the multicriteria stratification as of searching for such criteria 
weights that the weighted criterion separates the set of objects under considerations into homogeneous groups 
along the axis of this criterion as described in our preprint [6]. We first tried to solve the emerging optimization 
problem using the nature inspired evolutionary minimization approach. Unfortunately, this method did not 
work quite well; our experiments showed the method to appear inadequate in comparison to other methods. 
This paper describes a novel algorithm based on quadratic programming. This version of the method of 
stratification appears to be quite competitive. Furthermore, in our experiments with real data the method leads 
to rather sensible strata and well interpretable weights of criteria. To conduct controllable computational 
experiments, we developed a parametrical model for stratified data generation. The data generator can flexibly 
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control the structure of strata including further introduced parameters of “intensity”, “thickness”, and “spread” 
of a stratum to model the variety of possible real life datasets. 
Ordered partition can be useful in many situations e.g. in risk management for sorting countries by risk 
of bankruptcy [8], or in marketing for managing inventories [20, 18, 3]. A celebrated inventory classification 
technique ABC-classification [18, 20] can be considered as an example of stratification because the essence of 
such classification is to assign items to a one of three groups A, B or C by their importance. Another 
application example of stratification can be modeling and automation of expert assessment as it is often the 
case when expert express his opinion in grades rather than in rankings. Objects under evaluation assigned with 
the same grade can be considered belonging to the same strata.  
2. Related work 
The problem of finding an ordered partition with a predefined number of classes (we call it 
stratification) attracted some attention in the literature. In the paper [20] a multicriteria approach to ABC-
classification was proposed. This method uses linear programming for defining weights of criteria. Further 
partition into groups is done by the integral criterion based on Pareto-rule: best 10% form class “A”, second 
form best 30% class “B”, and the rest are class “C”. Linear program is formulated for each item separately; 
criteria values of the current item are used for the target function and the rest of items for inequality constraints. 
An approach developed in [7] is a modification of the well known k-means [16]. Basic idea of this adaptation 
of k-means is grouping objects by some similarity measure taking into consideration preferences structure 
defined on the set of objects. Generally speaking, every multicriteria ranking method that allows automatically 
calculating some integral criterion or utility values can be used for stratification by applying one dimensional 
clustering such k-means to these aggregated values. In our work we evaluated widely used rank aggregation 
method borda count [2]. An algorithm called authority ranking is proposed in [27] in application to clustering 
of conferences and their participants. This method is based on computation of maximal eigenvector of some 
data related matrix [4, 5, 21, 19]. The basic principle of the authority ranking can be expressed in two 
statements: first, an object is ranked higher if when larger values of criteria with high weights; second, weights 
of criteria are higher when more highly ranked objects have larger values on these criteria.  
In the paper [6] a geometrical approach to stratification is proposed. Strata are represented as layers or 
parallel hyper planes in the space of criteria. Optimal stratification is obtained by fitting parameters of a model 
describing the layers to the data by minimizing discrepancies between observations and model. An underlying 
optimization task was attempted be solved by nature inspired minimization algorithms like particle swarm and 
evolutionary minimization [9, 15].  Another method of stratification presented in the mentioned paper is based 
on sequential merging of nearest Pareto-incomparable layers of objects. 
3. Problem formulation 
 A set of N objects, evaluated on M criteria, should be split into K disjoint ordered subsets so that 
objects from the same group turn out to be as close to each other possible and in general more preferable than 
objects from groups with larger indices. Such ordered partition we call multicriteria stratification and resulted 
homogeneous groups of objects strata. Values of criteria are represented in a matrix X=||xij||, where i=1,…,N –
items or actions, j=1,…,M – criteria, and xij  is a value of the j–th criterion for the i–th item. Let’s denote strata 
as S={S1,…, SK}, where Sk  is the set of items from the k-th stratum (k=1,…,K). We say that an object from the 
k-th  is ranked higher or more preferable than object from the stratum l, if k<l. 
 Strata form parallel hyper planes in the space of criteria. Values of criteria of the i-th objects satisfy 
the equation ݔ௜ଵݓଵ ൅ ݔ௜ଶݓଶ ൅ڮ൅ ݔ௜ெݓெ ൌ ܿ௞ ൅ ݁௜, when it belongs to the k-th strata, i. e. xiSk, where ck 
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(с1,c2,…,cK) – centers or levels of strata , wj -  weights of criteria, ei – an error to be minimized. Values of 
aggregated criterion can be computed asݎ௜ ൌ σ ݔ௜௝ݓ௝ெ௝ୀଵ . For the optimal stratification one need to adjust 
model parameters: weights w, centers c and partition S by solving the following optimization task (1): 
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 Initial evolutionary based algorithm of solving the task (1) proposed in [6] appeared to be inadequate 
and instable on some datasets. Particularly, it demonstrated considerable decrease in performance with increase 
in dimensionality of data that caused by failure of stochastic minimization in higher dimensional space. This 
motivates us to develop more practical and stable algorithm based of quadratic programming and alternating 
minimization approach. 
4. Proposed algorithm 
 Proposed algorithm solves optimization problem (1) to find the best stratification by alternating 
minimization approach that consists in alternating between a given variable assuming fixed other variables. For 
example, there is a variant of the famous k-means algorithm exploiting such strategy [17]. To solve problem (1) 
our algorithm alternates between the following steps:  
1) Given weights and centers of strata find optimal partition; 
2) Given weights and partition find optimal centers; 
3) Given centers and partition find optimal weights. 
 Solution of the first step can be found by projecting each object to the axis of the aggregate criterion 
and assigning to the strata with the nearest center. In the second step optimal centers can be computed as mean 
aggregate criterion value over objects in a given strata. And the third step is a bit more complicated. Here we 
need to solve a constrained quadratic programming problem. In this step the partition and centers of strata is 
fixed, hence we can associate with each object its own corresponding centerܿ௞ሺ݅ሻ א ሼܿଵǡ ܿଶǡ ǥ ǡ ܿ௄ሽǡ ݅ ൌ ͳǥܰ.  
Let’s rewrite (1) for simplicity. Using equalityܿ௞ሺ݅ሻ ൌ σ ܿ௞ሺ݅ሻݓ௝ெ௝ୀଵ , as weights sum up to unity. Then rewrite 
expression in brackets in (1): 
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 Introducing a new variable ݔҧ௜௝ ൌ ሺݔ௜௝ െ ܿ௞ሺ݅ሻሻ and denoting തܺ ൌ ȁȁݔҧ௜௝ȁȁ formulate (1) in a matrix 
form: 
 
(1) 
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 To solve (2) we used one of quadratic programming algorithms,  the active-set algorithm [10] (see also 
[11]), implemented in the optimization toolbox in Matlab 7. Active set algorithm is an iterative procedure. 
From the current  solution one need to find inequality constraints that hold equalities. The rest constraints can 
be ignored. Then equality constrains optimization problem is solved. Finally, the next iteartion is a feasible 
combination of the solution in previous step and a solution of equality constrained problem obtained in the 
currents step. 
 
Input: 
- Items xi, i=1..N; 
- Number of strata K; 
- Iteration number T; 
Output: 
- Weights w; 
- Strata centers c; 
- Partition S. 
Algorithm linstrat-q: 
1. Initialize weights and centers; 
2. Given weights and centers find optimal partition: 
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3. Given weights and partition find optimal centers: 
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4. Given centers and partition find optimal weight from the solution of optimization problem (2). 
5. Repeat from 2 until T steps is done. 
5. Experimental setup. Methods under comparison. Synthetic and real datasets. 
 For experimental evaluation of our stratification method and comparison to the existed ones we use 
real and synthetic data. A model for generating synthetic data is proposed. This model allows controlling and 
setting geometrical configuration of strata. As a real data we took bibliometrical indicators of scientific journals 
and countries. 
 Stratification methods used in the experimentation are listed below: 
- Quadratic programming based linear stratification (LSQ); 
- Evolutionary minimization based linear stratification (LS); 
- Borda count (BC); 
- Linear weight minimization (LWO); 
- Authority ranking (AR); 
- Pareto stratification (PS); 
 A review of these methods can be found in [6].  
 All the methods were implemented in Matlab 7. To solve quadratic programming problem (2) we used 
the function quadprog from the Matlab Optimization Toolbox. To solve linear program for the LWO 
(2) 
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stratification the function linprog from Matlab Optimization Toolbox is used. After criteria aggregation for 
methods BC, LWO, AR one dimensional k-means is applied to the values of aggregated criterion to obtain 
stratification.  When random initialization is required e.g. in LS, LSQ or in k-means after BC, LWO, and AR 
initialization is started 100 times and the result with minimum value of target function is kept.  
 For evaluation of quality of stratification accuracy is used, i. e. proportion of objects with correctly 
assigned strata among all objects in a dataset. To measure distance between two stratifications normalized 
Kemeny-Snell distance is used [5, 14]. 
5.1. Synthetic data  
 In this paper we propose a parametrical model for generating stratified dataset. This model generates 
strata as parallel hyper planes in space of criteria. Geometrical configuration of strata is controlled with several 
parameters: weights of criteria w, centers of strata c, intensities of strata θ, spread of strata φ and thickness of 
strata σ. One can model wide range of strata types varying listed parameters. For instance, a pattern of 
intensities θ={0.33, 0.33, 0.33} allows generating a dataset with approximately equal number of objects in each 
strata. In the case of θ={0.05, 0.25, 0.7} majority of objects 70% belong to the third strata, while only 5% 
belong to the first strata. Weights can regulate strata orientation. Uniform weights set strata to have equal slope 
to axis of each criterion, and a pattern with large weight of a single criterion leads to strata that almost 
orthogonal to the axis of this criterion. The next parameter is spread of strata. A stratum with small spread 
contains objects with criteria values closed to each other but stratum with a wide spread can contain object with 
small values on some criteria compensated with large values on some other. And the last parameter is thickness 
of strata. Objects from the thin strata are situated almost in the plane of own strata, that is variation of aggregate 
criterion around value of a stratum center is small. And if stratum is thick then objects can substantially deviate 
from the stratum plane. 
In our experimentation we used the following algorithm for generating synthetic strata: 
 
Input: 
- Number of objects N, dimensionality M and number of strata K; 
- Strata centers c; 
- Weights of criteria w; 
- Thickness of strata σ; 
- Intensities of strata θ; 
- Spread of strata φ. 
 
Output: 
- Criteria values for each object; 
- Strata indices. 
 
Algorithm for generating strata: 
1. Sample number of strata for current object form the multinomial distribution k ~ M(θ1, θ2,…, θK) 
2. Sample value of aggregated criterion from the Gaussian distribution r ~ N(ck, σ) 
3. Generate M-1 criteria from the uniform distribution xj~U(сk (1–φ), сk(1+ φ) /wj), j=1…M-1. 
4. Compute the last criterion from the stratum hyper plane equation xM = (r - w1x1 + w2x2 + … + wM-1xM-1)/wM. 
5. Repeat from 1 until generated N objects. 
 
5.2. Real data 
  Real dataset used in our experimentation is taken from the web portal [22], developed by the research 
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group SCImago [23]. One can find in open data sets containing different bibliometrical indicators of scientific 
journals and countries retrieved from the database Scopus [24]. The data can be used for scientometric analysis, 
examples of usage of these data can be found in [1, 25, 26]. 
 In our work we used bibliometrical indicators of 118 scientific journals in the topic artificial 
intelligence by 2012 year. As indicators of importance of journals three criteria were taken into consideration: 
1) Index SJR (Scientific Journal Ranking). This indicator is developed by [12]. Its value reflects an average 
number of visiting of a given journal by some abstract reader that walk randomly through references. An idea 
of this approach is similar to the idea of the famous pagerank algorithm [19].  
2) Hirsch index [13]. Quantity of documents (h) of a journal 2012, that received at least h citation (H); 
3) Impact-factor (I) [28] is computed as I = A/B, where: A — citation number during 2012 year received by 
papers from the journal published in 2010—2011; B — total number of paper published in this journal in 2010-
2011. 
 We also took bibliometrical data of 102 countries from 2012 year, in topic artificial intelligence. The 
following criteria were used in our work: 
1) Total number of documents published in a country in 2012 (D); 
2) Number of citable documents published in a given country in 2012 году. Citable documents include: papers, 
reviews and conference publication (CD); 
3) Citation number received in 2012 year by documents published in the same year (С).  
4) Country self-citations in 2012 year (SC); 
5) Citation per document in 2012 (CPD); 
6) Hirsch index of a country. Quantity of documents (h) published in a country 2012, which received at least h 
citation (H). 
 For criteria uniform scaling all criteria were normalized to be in range from 0 to 1 by extracting 
minimum and dividing by difference between max and min values.  
6. Experimental results 
This paragraph contains results of experimental evaluation of multicriteria stratification methods on 
synthetic data, generated by the model described in 4.1, and real data described in 4.2. 
6.1. Results on synthetic data 
 In the first experiment LSQ algorithm was verified on the datasets generated with randomly chosen 
weighted coefficients. If the algorithm works correctly it should find almost exactly the same values of weights. 
It appeared that values of weights found by LSQ algorithm are very close to the initial values used for 
generating dataset. This is the evidence that LSQ algorithm works correctly and finds linear strata as parallel 
hyperplanes. 
 All considered in 5 stratification methods were compared in terms of stratification accuracy depending 
on different synthetic strata parameters: dimensionality, data size, strata intensities, spread, and thickness. In 
the most cases quadratic programming based algorithm LSQ demonstrated better performance in comparison to 
other methods. The only case when it failed is the case of strata with large thickness. In such situation 
algorithm based on linear stratification criterion LS and LSQ rapidly lose ability to stratify correctly. The most 
stable under increase in strata thickness is a linear weight optimization based method LWO. 
6.2. Results on real data 
  In this paragraph result of stratification two real datasets (see 4.2 for data description) is described. 
First, we stratified a set of 118 scientific magazines evaluated by three bibliometrical criteria. Then a set of 
bibliometrical data of102 countries is stratified by 6 criteria. Consistency of the resulting partitions is evaluated 
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in terms of Kemeny-Snell distance. There also discussed consistency of different multicriteria stratifications 
and one criterion stratifications computed by each single criterion. 
 In the experiments on scientific journal data two linear stratification methods LS and LSQ led to 
similar stratifications. Two methods that demonstrated close stratification to each other are LWO and AR. 
Furthermore, linear stratification algorithm LS and LSQ demonstrated the most consistent partition to each 
single criterion as well as stratification by AR. A closer look at stratification by LSQ reveals that higher weight 
was assigned to criteria SJR (0.38) and Impact factor (0.47). That is these two criteria allow obtaining well 
stratified set of items. At the same time weight of Hirsch index appeared to be small. The first stratum includes 
6 magazines, the second 42 and the third stratum 70. In the first strata there are magazines highly appreciated in 
the research society: 
1. IEEE Transactions on Pattern Analysis and Machine Intelligence (United States); 
2. International Journal of Computer Vision (Netherland); 
3. Foundations and Trends in Machine Learning (United States); 
4. ACM Transactions on Intelligent Systems and Technology (United States); 
5. IEEE Transactions on Evolutionary Computation (United States); 
6. IEEE Transactions on Fuzzy Systems (United States). 
 It was a bit surprising that relatively new magazine Foundations and Trends in Machine Learning 
appeared among magazines in the first strata. This magazine publish high quality reviews by famous scientists 
hence a lot of authors cites papers from this journal. 
 In similar way we stratified a set of countries. And again, two linear methods LS and LSQ stratified 
countries similarly and demonstrated the mod consistent partitions with each single criterion. After 
stratification by LSQ largest weights were assigned to the following two criteria: self-citation (0.52) and 
Hirsch-index (0.41). The rest criteria behaves unstable and do not separate dataset into parallel hyperplanes. 
These criteria are associated with total number of documents and total number of citable documents as well as 
citations in the same year: really, a year is a too short period for developing and spreading of novel ideas and 
for publishing new results. Analogous experimentations with the country data for 2009 year (in this case longer 
citing period is considered i.e. citation of documents published in 2009 for 2009 – 2012 years) reveals the 
following tendencies: citations per documents weighted higher – 0.13 instead 0.05, also there is an increase in 
self citations from 0.52 to 0.62, while criteria 1 and 2 remain zeros, and weight of Hirsch is decreased 0.32. 
 The first stratum consists of two countries:  China, USA. The second stratum contains 17 countries: 
Spain, UK, France, Taiwan, Japan, India, Germany, Canada, Italy, South Korea, Australia, Hong-Kong, 
Netherlands, Singapore, Switzerland, and Israel. The rest 83 countries form the last strata. 
7. Conclusions 
 A problem of multicriteria stratification is considered in this paper. Our approach is based on the 
automatic identification of proper weights of criteria in order to resulting partition form compact groups along 
axis of aggregated criteria. A target function for optimal stratification is proposed as well as two algorithms for 
solving underlying optimization problem: evolutionary based and quadratic programming based. These 
algorithms compared to existed methods of multicriteria stratification. A quadratic programming algorithm 
turns out to be superior to other methods in the most cases on synthetic data and leads to sensible stratification 
and well interpreted weights of criteria on real data. 
 We plan to apply the developed method to a wider range of real datasets, especially to dynamic series 
of multicriteria data for further study of problems of stability and interpretability of resulted stratifications. 
There is also an unsolved issue of robustness of linear stratification with respect to changes in strata thickness. 
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