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Abstract. We study the properties of one-dimensional hypergeometric integral so-
lutions of the q-difference (“quantum”) analogue of the Knizhnik–Zamolodchikov–
Bernard equations on tori. We show that they also obey a difference KZB heat equation
in the modular parameter, give formulae for modular transformations, and prove a com-
pleteness result, by showing that the associated Fourier transform is invertible. These
results are based on SL(3,Z) transformation properties parallel to those of elliptic
gamma functions.
1. Introduction
In this paper we continue the study of the q-analogue of the Knizhnik–Zamolodchikov–
Bernard (qKZB) equations on elliptic curves and their solutions initiated in [FTV1,
FTV2, FV1].
In [FTV1], hypergeometric solutions of qKZB equations were introduced. In [FTV2],
the monodromy of hypergeometric solutions was calculated, and a symmetry between
equations and monodromies was discovered: the equations giving the monodromy are
again qKZB equations but with modular parameter and step of the difference equations
exchanged. In [FV1] we introduced the q-analogue of the KZB heat equation, which
governs the change in the modular parameter of the elliptic curve, proved that it is
compatible with the other equations and explained how to recover the KZB heat equation
in the semiclassical limit.
In this paper we prove three results about our hypergeometric solutions in the case
where the sum of highest weights is two: we show that the hypergeometric solutions
also obeys the qKZB heat equation of [FV1], see Theorem 2.1. We give a formula
(Theorem 3.3) for the transformation properties of the hypergeometric solutions under
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2the modular group SL(2,Z). We prove a completeness result, Corollary 4.6, by showing
that the associated “Fourier transform” is invertible.
Then we show that these results are part of a bigger picture, in which the modular
group combines with the transformation defined by the qKZB heat equation to give
a set of quadratic identities for our generalized hypergeometric integrals. In fact, this
picture can already be seen in a simpler situation, in which the elliptic gamma function
[R], [FV2] plays the role of the hypergeometric integral. The elliptic gamma function
is a function Γ(z, τ, p) of three complex variables obeying identities [FV2] involving its
values at points related by an action of SL(3,Z) ⋉ Z3. These identities mean that Γ is
a “degree 1” generalization of a Jacobi modular function, see [FV2].
These identities are a scalar version of the identities obeyed by the hypergeometric
solutions of the qKZB equation. Their meaning is that the hypergeometric integrals
define a discrete projectively flat SL(3,Z)-connection (i.e., a lift of the action to the pro-
jectivization) on a vector bundle over “regular” orbits of SL(3,Z) acting on the variety of
pairs (point in C3−{0}, plane through 0 containing it). This is the content of Theorem
6.8. The results on the elliptic gamma function are used in the proof, since the “phase
function” which appears in the integrand of hypergeometric solutions is a ratio of gamma
functions. In fact, we see “experimentally” that there seems to be a principle stating
that to every identity obeyed by the gamma function, there corresponds an identity for
hypergeometric integrals. The proofs of the identities consist in applying the gamma
function identity to the phase function in the integrand, and then use a version of Stokes’
theorem to relate the integrals. The second step is relatively simple in the case of the
one-dimensional integrals to which we restrict ourselves here, but becomes exceedingly
involved in the higher dimensional case. Proving our identities in the higher dimensional
case, i.e., if the sum of highest weights is larger than two, remains a challenging open
problem. An alternative approach to this problem is based on representation theory: in
[EV] a representation-theoretic interpretation of a degenerate version of the qKZB equa-
tions was established. It was shown that traces of intertwining operators for quantum
groups satisfy a version of the qKZB equations and are eigenfunctions of analogues of
Macdonald operators. This fact indicates that our Theorem 2.1 is an elliptic analogue of
the Macdonald-Mehta identities proved by Cherednik, [C], [EK], and the present work
is a glimpse into an elliptic version of Macdonald’s theory.
In fact Theorem 6.8 concerns the case of generic parameters, where an infinite-
dimensional vector bundle is preserved by the projectively flat connection. In a next
paper we will restrict our attention to special SL(3,Z)-orbits. The projectively flat
connection can be then defined on a finite-dimensional vector bundle of theta-functions
which are a q-deformed version of the space of conformal blocks in conformal field the-
ory. In this setting the analogy with Macdonald’s theory will appear more explicitly.
Another degeneration of the SL(3,Z) symmetry of our hypergeometric integrals are the
SL(3,Z) symmetries of the ordinary Fourier transform indicated in [FV4].
32. Hypergeometric solutions of the qKZB equations
We use the definitions and notations of [FV1]. The elliptic sl2 qKZB equations are
a compatible system of difference equations for a function v(~z, λ, τ) of ~z ∈ Cn, λ ∈ C
and τ , Im τ > 0, taking values in the zero weight space VΛ[0] of a tensor product of
Eτ,η(sl2) evaluation modules. This space comes with a basis of eigenvectors of commuting
operators h(i), i = 1, . . . , n and depends on parameters Λ = (Λ1, . . . ,Λn) ∈ Cn. The
qKZB equations have the form
v(~z + pδi, τ) = Ki(~z, τ, p, η)v(~z, τ), i = 1, . . . , n.(1)
They are supplemented by the qKZB heat equation
v(~z, τ) = T (~z, τ, p, η)v(~z, τ + p).(2)
The step p is a complex parameter and (δi)i=1,... ,n is the standard basis of C
n. Here v
is viewed as a function of ~z and τ with values in the space F(VΛ[0]) of meromorphic
VΛ[0]-valued functions of a complex variable λ. The qKZB operators Ki(~z, τ, p, η) are
difference operators in λ and can be expressed in terms of a product of (dynamical)
R-matrices. The last equation is the qKZB heat equation and involves the integral
operator T (~z, τ, p, η). The latter is expressed in terms of hypergeometric integrals: let
u(~z, λ, µ, τ, p, η) ∈ VΛ[0] ⊗ VΛ[0] be the universal hypergeometric function as in [FV1].
We may view it as a function u(~z, τ, p, η) taking its values in the VΛ[0] ⊗ VΛ[0]-valued
functions of the two “dynamical variables” λ and µ. Then it is a projective solution
(i.e., a solution up to a constant factor) of the qKZB equations in the first factor, and
of the mirror qKZB equations in the second:
u(~z + δjp, τ, p, η) = Kj(~z, τ, p, η)⊗Dj u(~z, τ, p, η),
u(~z + δjτ, τ, p, η) = D
∨
j ⊗K∨j (~z, p, τ, η) u(~z, τ, p, η),(3)
u(~z + δj , τ, p, η) = u(~z, τ, p, η).
The mirror qKZB operators K∨i (~z, p, τ, η) are obtained from the qKZB operators by
exchanging τ and p and “reversing the order of factors”, see [FV1]. The operators Dj ,
D∨j are operators of multiplication by certain functions of the h
(i) and the dynamical
variable µ and λ, respectively: in terms of the function
α(λ) = exp(−πiλ2/4η),
we have, for j = 1, . . . , n,
Dj(µ) =
α(µ− 2η(h(j+1) + · · ·+ h(n)))
α(µ− 2η(h(j) + · · ·+ h(n))) e
πiηΛj(
∑j−1
l=1 Λl−
∑n
l=j+1Λl),
D∨j (λ) =
α(λ− 2η(h(1) + · · ·+ h(j−1)))
α(λ− 2η(h(1) + · · ·+ h(j))) e
−πiηΛj(
∑j−1
l=1 Λl−
∑n
l=j+1 Λl).
The integral operator T (~z, τ, p, η) is then
T (~z, τ, p, η)v = (α⊗Qτ+p)u(~z, τ, τ + p, η)⊗ v.
4α is the operator of multiplication by the function α(λ) and Qτ+p is a bilinear form on
VΛ[0]-valued functions, whose kernel is the Shapovalov bilinear form on VΛ[0]:
Qσ(f ⊗ g) =
∫
Q(µ, σ, η)(f(µ), g(−µ))α(µ)dµ.
If Λ1 + · · · + Λn = 2, the universal hypergeometric function is given in terms of
Jacobi’s first theta function θ, and the phase function, see Appendix A, by the following
formulae: VΛ[0] has a basis ǫj = e0 ⊗ · · · ⊗ e1 ⊗ · · · ⊗ e0, with e1 in the jth factor
(j = 1, . . . , n) and h(i)ǫj = (Λj − 2δij)ǫj . Then the weight functions are ω(t, ~z, λ, τ, η) =∑n
a=1 ωa(t, ~z, λ, τ, η)ǫa, with
ωa(t, ~z, λ, τ, η) =
θ(λ+ 2η + t− za − ηΛa − 2η
∑
j<aΛj, τ)
θ(t− za − ηΛa, τ)
a−1∏
j=1
θ(t− zj + ηΛj, τ)
θ(t− zj − ηΛj, τ) .
On the other hand, ω∨(t, ~z, µ, p, η) =
∑
ω∨b (t, ~z, µ, p, η)ǫb, where
ω∨b (t, ~z, µ, p, η) =
θ(µ+ 2η + t− zb − ηΛb − 2η
∑
j>b Λj, p)
θ(t− zb − ηΛb, p)
n∏
j=b+1
θ(t− zj + ηΛj, p)
θ(t− zj − ηΛj, p) .
The universal hypergeometric function u is expressed in terms of these weight functions
and the phase function
Ωa(z, τ, p) =
∞∏
j,k=0
(1− e2πi(z−a+jτ+kp))(1− e2πi(−z−a+(j+1)τ+(k+1)p))
(1− e2πi(z+a+jτ+kp))(1− e2πi(−z+a+(j+1)τ+(k+1)p)) .
We then have u(~z, λ, µ, τ, p, η) =
∑
a,b ua,b(~z, λ, µ, τ, p, η)ǫa ⊗ ǫb, with
ua,b(~z, λ, µ, τ, p, η) = e
− iπλµ
2η
∫
γ
n∏
j=1
ΩηΛj (t− zj , τ, p)ωa(t, ~z, λ, τ, η)ω∨b (t, ~z, µ, p, η)dt.(4)
The integral is defined as the analytic continuation from the region where Re(Λi) < 0,
zj ∈ R and Im(η) < 0. In this region, the integration cycle is just the interval [0, 1].
After the analytic continuation, the cycle is deformed to go above the pole at zj − ηΛj
and below the pole at zj + ηΛj, as in Fig. 1.
The Shapovalov form is Q(λ, τ, η)(ǫa, ǫb) = δa,bQa(λ, τ, η) with
Qa(λ, τ, η) =
θ(2ηΛa, τ)θ
′(0, τ)
θ(λ− 2η + 2η∑j<a Λj, τ)θ(λ− 2η + 2η∑j≤aΛj , τ) .
Our first result is that our hypergeometric projective solutions of the qKZB equations
are also projective solutions of the quantum heat equation:
Theorem 2.1. Suppose that Λ1+· · ·+Λn = 2. Let us view u(~z, λ, µ, τ, p, η) as a function
u(~z, τ, p, η) with values in the space of VΛ[0]⊗ VΛ[0]-valued functions of λ and µ. Then
u is a projective solution of the qKZB heat equation
u(~z, τ, p, η) = C T (~z, τ, p, η)⊗D0 u(~z, τ + p, p, η),
5−2η 
.
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Figure 1. The integration cycle
where
C = − e
4πiη
2π
√
4iη
.
Here T (~z, τ, p, η) acts on the first dynamical variable λ and D0 is the operator of multi-
plication by the function e−πiµ
2/4η of the second dynamical variable µ.
It is then easy to construct true solutions to the system (1), (2) from these projective
solutions: for any µ, 1⊗∏j Dj(µ)−zj/pD0(µ)τ/pu(~z, λ, µ, τ, p, η)Cτ/p, viewed as a function
of ~z, λ, τ , obeys (1) and (2) in the first factor.
In more explicit terms, we have the following statement.
Theorem 2.2. Let for a = 1, . . . , n
ρa(λ, ~z, τ, η) = e
2πiη
τ
(
∑a−1
1 zjΛj−
∑n
a zjΛj)−
iπ
τ
(λ+2η−2η
∑a
1 Λj−2za)(λ+2η−2η
∑a−1
1 Λj)−
iπ
τ
λ
∑n
1 zjΛj ,
and let the fundamental hypergeometric solution u¯ =
∑
u¯a,bǫa ⊗ ǫb be defined by
u¯a,b(~z, λ, µ, τ, p, η) = e
− iπµ
2τ
4ηp ρb(−µ, ~z, p, η)ua,b(~z, λ, µ, τ, p, η).
Then, for any µ, b, the VΛ[0]-valued function v(z, λ, τ) =
∑
a u¯a,b(~z, λ, µ, τ, p, η)ǫa is a
solution of the system
v(~z + pδi, τ) = Ki(~z, τ, p, η)v(~z, τ), i = 1, . . . , n,
v(~z, τ) = C T (~z, τ, p, η)v(~z, τ + p),
where C = −e4πiη/2π√4iη.
6Proof: A consequence of (3), Theorem 2.1 and the identity
n∏
i=1
Di(µ)
−
zi
p ǫb = ρb(−µ, ~z, p, η)e
iπ
p
(µ−2η+2η
∑b
1 Λj)(µ−2η+2η
∑b−1
1 Λj)ǫb.(5)
The exponential function on the right-hand side is independent of ~z, λ, τ and therefore
does not affect the statement of the theorem. 
Remarks.
1. The constant C could also be eliminated by including a factor Cτ/p in u¯, but it is
simpler to consider C as part of the heat equation.
2. In the definition of the fundamental hypergeometric solution above, we have in-
cluded an additional factor, see (5), with respect to the obvious choice. This leads
to simpler formulae in the next section, since ρb appears in the modular transfor-
mations of the qKZB operators.
3. Modular transformations
The coefficients of the qKZB equations are quasi-periodic functions of z1, . . . , zn, λwith
periods 1 and τ . It is therefore natural to consider the qKZB equations as equations for
sections of a certain vector bundle over a Cartesian power of the elliptic curves C/Z+τZ.
Since, for any
(
a b
c d
)
∈ SL(2,Z), the elliptic curves with modulus τ and (aτ +
b)/(cτ + d) are isomorphic, the corresponding qKZB equations are related. For genera-
tors, the formulae relating solutions are the following. Let for a = 1, . . . , n
Ba(~z, λ, τ, p, η) = e
−πiη
τp
∑
j<k(zj−zk)
2ΛjΛk+
πip
4ητ
λ2ρa(λ, ~z, τ, η).
Then we have:
Proposition 3.1.
(i) Suppose that v(~z, λ) =
∑n
a=1 va(~z, λ)ǫa is a solution of the qKZB equations with
parameters τ + 1, p, η. Then v(~z, λ) is a solution of the qKZB equations with pa-
rameters τ, p, η.
(ii) Suppose that v(~z, λ) =
∑n
a=1 va(~z, λ)ǫa is a solution of the qKZB equations with
parameters −1/τ, p/τ, η/τ . Then
v˜(~z, λ) =
n∑
a=1
Ba(~z, λ, τ, p, η)va(~z/τ, λ/τ)ǫa
is a solution of the qKZB equations with parameters τ, p, η.
The proof of this proposition is based on the formulae for transformation properties
of the qKZB equations under modular transformations, see Appendix B.
Now the question about monodromy is well-posed: can one express the fundamental
solution at the transformed values of the parameters in terms of the fundamental solution
at the original values? The answer is provided by the following result.
7Theorem 3.2.
(i) u¯a,b(~z, λ, µ, τ + 1, p, η) = e
− iπµ
2
4ηp u¯a,b(~z, λ, µ, τ, p, η).
(ii) Suppose that Im(ητ/p) < 0, Im(p/τ) > 0.
Ba(~z, λ, τ, p, η)u¯a,b
(
~z
τ
, λ
τ
, ν
τ
,− 1
τ
, p
τ
, η
τ
)
=
n∑
c=1
∫
u¯a,c(~z, λ, µ, τ, p, η)Mc,b(~z, µ, ν, τ, p, η)dµ.
The monodromy matrix (Mc,b) is
Mc,b(~z, µ, ν, τ, p) = e
2πiη
3τp
(η2
∑n
1 Λ
3
j+τ
2+p2−3p+3τ+3τp+1)− 2πi
pτ
(ν−2η+2η
∑b−1
1 Λj)(ν−2η+2η
∑b
1 Λj)
× 1
2πi
√
ip
4ητ
Qc(µ, p, η)uc,b
(
~z
p
,−µ
p
, ν
p
,−1
p
,− τ
p
, η
p
)
.
The integration over µ is over the path x 7→ xη + ǫ, x ∈ R for any generic real ǫ.
The first statement of the theorem is trivial to check. The second is the first of the
two modular relations. Introduce functions ρ, ρ∨:
ρa(λ, ~z, τ, η) = e
2πiη
τ
(
∑a−1
1 zjΛj−
∑n
a zjΛj)−
iπ
τ
(λ+2η−2η
∑a
1 Λj−2za)(λ+2η−2η
∑a−1
1 Λj)−
iπ
τ
λ
∑n
1 zjΛj ,
ρ∨b (λ, ~z, τ, η) = e
2πiη
τ
(
∑n
b+1 zjΛj−
∑b
1 zjΛj)−
iπ
τ
(λ+2η−2η
∑n
b Λj−2zb)(λ+2η−2η
∑n
b+1 Λj)−
iπ
τ
λ
∑n
1 zjΛj .
Then the modular relations are the identities:
Theorem 3.3.
(i) Suppose that Im(ητ/p) < 0, Im(p/τ) > 0. Then the universal hypergeometric function
u satisfies the following relation,
n∑
c=1
∫
ua,c(~z, λ, µ, τ, p, η)uc,b
(
~z
p
,−µ
p
, ν
p
,−1
p
,− τ
p
, η
p
)
×Qc(µ, p, η)ρc(−µ, ~z, p, η)e−
πiτµ2
4ηp dµ
= 2πi
√
4ητ
ip
ρa(λ, ~z, τ, η)ρ
∨
b
(
ν
p
, ~z
p
,− τ
p
, η
p
)
e
iπp
4ητ
(λ2+(ν/p)2)(6)
×ua,b
(
~z
τ
, λ
τ
, ν
τ
,− 1
τ
, p
τ
, η
τ
)
e−
πiη
3pτ
ψ,
ψ = 3
∑
j<k
ΛjΛk(zj − zk)2 + 2
(
n∑
j=1
η2Λ3j + τ
2 + p2 − 3p+ 3τ + 3τp + 1
)
.
The integration over µ is over the path x 7→ xη + ǫ, x ∈ R for any generic real ǫ.
(ii) Suppose that Im(ηp/τ) < 0, Im(τ/p) > 0. Then the universal hypergeometric func-
tion u satisfies the following relation,
n∑
c=1
∫
ua,c
(
~z
τ
, λ
τ
, µ
τ
,− p
τ
,− 1
τ
, η
τ
)
uc,b(~z,−µ, ν, τ, p, η)Qc(µ, τ, η) ρ∨c (µ, ~z, τ, η) e−
iπp
4ητ
µ2 dµ =
82πi
√
4ηp
iτ
ρa
(
λ
p
, ~z
p
, τ
p
, η
p
)−1
ρ∨b (ν, ~z, p, η) ua,b
(
~z
p
, λ
p
, ν
p
, τ
p
,−1
p
, η
p
)
e
iπτ
4ηp
((λ/τ)2+ν2) e−
πiη
3pτ
ψ,
ψ = 3
∑
j<k
ΛjΛk(zj − zk)2 + 2
(
n∑
j=1
η2Λ3j + τ
2 + p2 + 3p− 3τ + 3τp+ 1
)
.
The integration over µ is over the path x 7→ xη + ǫ, x ∈ R for any generic real ǫ.
This theorem is proved in 5.2 and 5.3.
4. The integral transformation
Throughout this section, we assume, for definiteness, that Im η < 0, and that η is
sufficiently small. The results hold for a more general range of parameters by analytic
continuation.
4.1. A space of functions on which the integral transform is defined. The qKZB
heat equation is based on an integral transformation. In this section we give a space on
which this integral transformation is defined and invertible.
Let us fix our parameters Λi, η, τ . Then the Shapovalov form has poles at the points
−ησj where
σj = 2(
∑
k≤j
Λk − 1), j = 0, . . . , n,(7)
as well as at the translates of this points by the lattice of periods.
At these points, the hypergeometric integrals obey the following “resonance relations”
[FV3].
Proposition 4.1. Let r, s, 1 ≤ a, b ≤ n be integers and let σj = 2
∑
k≤j Λk − 2. Then:
(i) If a < n, then
ua+1,b(~z, ησa + r + sτ, µ, τ, p, η) = e
2πis(za+1−za+ηΛa+1+ηΛa)ua,b(~z, ησa + r + sτ, µ, τ, p, η).
(ii) u1,b(~z,−2η + r + sτ, µ, τ, p, η) = e2πis(z1−zn+ηΛ1+ηΛn−p)un,b(~z, 2η + r + sτ, µ, τ, p, η).
(iii) If b < n, then
ua,b+1(~z, λ,−ησb + r + sp, τ, p, η) = e2πis(zb+1−zb−ηΛb+1−ηΛb)ua,b(~z, λ,−ησb + r + sp, τ, p, η).
(iv) ua,1(~z, λ, 2η + r + sp, τ, p, η) = e
2πis(z1−zn−ηΛ1−ηΛn+τ)ua,n(~z, λ,−2η + r + sp, τ, p, η).
Proof: (i) Using the functional relation θ(x + r + sτ, τ) = (−1)r+s exp(−πis(2x +
sτ))θ(x, τ), we see that
ωa(t, ~z, ησa + r + sτ, τ, η) = (−1)r+se−2πis(t−za+ηΛa)−πis2τ
a∏
j=1
θ(t− zj + ηΛj)
θ(t− zj − ηΛj) ,
9and
ωa+1(t, ~z, ησa + r + sτ, τ, η) = (−1)r+se−2πis(t−za+1−ηΛa+1)−πis2τ
a∏
j=1
θ(t− zj + ηΛj)
θ(t− zj − ηΛj) .
Thus we have equality at the level of integrands.
(ii) Similarly, we have
ω1(t, ~z,−2η + r + sτ, τ, η) = (−1)r+se−2πis(t−z1−ηΛ1)−πis2τ ,
and using the relation
∑
Λi = 2 we obtain
ωn(t, ~z, 2η + r + sτ, τ, η) = (−1)r+se−2πis(t−zn+ηΛn)−πis2τ
n∏
j=1
θ(t− zj + ηΛj)
θ(t− zj − ηΛj) .
The last product of ratios of theta functions may be absorbed using the functional
relation (31) for Ω. This gives
un,b(~z, 2η + r + sτ, µ, τ, p, η) = e
− iπ
2η
(2η+r+sτ)µ
×
∫
e−4πiη
∏
j
ΩηΛj (t− zj + p, τ, p)(−1)r+se−2πis(t−zn+ηΛn)−πis
2τω∨b (t, ~z, µ, p, η)dt.
The result is then obtained by shifting the integration variable t by −p and using the
relation
ω∨b (t− p, ~z, µ, p, η) = e2πi(µ+2η)ω∨b (t, ~z, µ, p, η).
The remaining claims (iii), (iv) are proved in a similar way. .
Definition. Let E0(~z, τ, c; η) be the space of holomorphic functions ϕ : C → VΛ[0],
ϕ(λ) =
∑
ϕa(λ)ǫa such that
(i) If a < n, then ϕa+1(ησa + r + sτ) = e
2πis(za+1−za+ηΛa+1+ηΛa)ϕa(ησa + r + sτ).
(ii) ϕ1(−2η + r + sτ) = e2πis(z1−zn+ηΛ1+ηΛn+c)ϕn(2η + r + sτ).
Let E(~z, τ, c; η) be the space of functions ϕ ∈ E0(~z, τ, c; η) such that
(iii) There exist constants C1, C2 > 0 (depending on ϕ) such that
|ϕa(λ)| ≤ C1 exp
(
π
(Imλ)2
Im τ
+ C2|λ|
)
,
for all a = 1, . . . , n.
Examples of functions in E(~z, τ, c; η) can be constructed using the universal hyperge-
ometric function:
Proposition 4.2. If Im c < 0 then the function
λ 7→
∑
a
ua,b(~z, λ, µ, τ,−c, η)ǫa,
10
belongs to E(~z, τ, c; η) for all values of the remaining parameters. If Im c > 0 then the
function
µ 7→
∑
b
ua,b(~z, λ, µ, c, τ,−η)ǫb,
belongs to E(~z, τ, c; η) for all values of the remaining parameters.
Proof: Prop. 4.1 implies that these functions belong to E0(~z, τ, c; η). The bound (iii)
follows from Lemma 4.7 below. 
Lemma 4.3. ϕ(λ) ∈ E0(~z, τ, c; η) if and only if eπiλ2/4ηϕ(λ) ∈ E0(~z, τ, c− τ ; η) .
Proof: It is clear that e
iπλ2
4η φ(λ) obeys (i) in the definition of E0(~z, τ, c− τ ; η). Property
(ii) follows from the identity
e
πi
4η
(−2η+r+sτ)2 = e−2πisτe
πi
4η
(2η+r+sτ)2 ,
for r, s ∈ Z. 
For the construction of the integral transform, we will need the following variant of
Prop. 4.2.
Corollary 4.4. The function
λ 7→ e−πiλ
2+µ2
4η
∑
a
ua,b(~z, λ, µ, τ, p, η)ǫa,
belongs to E0(~z, τ, τ − p; η) for all µ. The function
µ 7→ eπiλ
2+µ2
4η
∑
b
ua,b(~z, λ, µ, τ, p,−η)ǫb,
belongs to E0(~z, p, τ − p; η) for all λ.
Proof: An immediate consequence of Prop. 4.2 and Lemma 4.3. 
4.2. The definition of the integral transform. We define two integral transforms
F~z,p,τ and F˜~z,τ,p, then show that they are inverse to each other. The first is ϕ 7→
F~z,p,τ(ϕ) = ϕˆ with
ϕˆc(µ) =
eπi
µ2
4η
16π2η
∫
R+iσ
n∑
b=1
ϕb(−ν)Qb(ν, τ, η)ub,c(~z, ν, µ, τ, p,−η)eπi
ν2
4η dν.(8)
The second is ψ 7→ F˜~z,τ,p(ψ) = ψˇ with
ψˇa(λ) = e
−πiλ
2
4η
∫
ηR+σ˜
n∑
c=1
ua,c(~z, λ, µ, τ, p, η)Qc(µ, p, η)ψc(−µ)e−πi
µ2
4η dµ.(9)
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These transformations depend on the choice of a real parameter σ or σ˜. We say that σ
is an admissible shift for F if it does not lie in any interval [Im(2η+ sp), Im(−2η+ sp)],
s ∈ Z.
We say that σ˜ is an admissible shift for F˜ if it is a generic real number.
Theorem 4.5. Suppose that Im η < 0. If ϕ ∈ E(~z, τ, τ − p; η) then the integral (8) is
absolutely convergent, independent of the choice of admissible shift and defines a linear
map F~z,p,τ : E(~z, τ, τ − p; η)→ E(~z, p, τ − p; η). If ψ ∈ E(~z, p, τ − p; η) then the integral
(9) is absolutely convergent, independent of the choice of admissible shift and defines a
linear map F˜~z,τ,p : E(~z, p, τ − p; η)→ E(~z, τ, τ − p; η). Moreover
F~z,p,τ ◦ F˜~z,τ,p = IdE(~z,p,τ−p;η), F˜~z,τ,p ◦ F~z,p,τ = IdE(~z,τ,τ−p;η),
The proof of the first part of the theorem is contained in the next subsection. The
proof of the inversion formula is deferred to 5.4.
This theorem implies a completeness result for the qKZB equations. For generic
~z 0 ∈ Cn, we may consider the qKZB equations on the set ~z 0 + (pZ)n. Any solution is
uniquely determined by its initial condition at ~z 0. A class of solutions is given by taking
linear combinations of components of the fundamental hypergeometric solution: Let us
say that a solution v is of hypergeometric type if it is of the form:
va(z, λ) =
∫
γ
∑
b
u¯ab(z, λ, µ, τ, p, η)Fb(µ)dµ,
for some functions Fb(µ) and some cycle γ.
Corollary 4.6. Any solution v(z, λ) with initial condition in e
πiλ2
4η E(z, τ, τ − p; η) is of
hypergeometric type.
More precisely, let ~z 0 ∈ Cn be generic. Suppose ϕ ∈ E(~z 0, τ, τ − p; η) and let ϕˆ(µ) =
F~z 0,p,τ(ϕ)(µ). Then, for all ~z ∈ ~z 0+(pZ)n, ψ(~z, µ) =
∏n
i=1Di(−µ)−(zi−z
0
i )/pϕˆ(µ), viewed
as a function of µ, belongs to E(~z, p, τ − p; η) and the function v(~z, λ) = ∑ va(~z, λ)ǫa,
with
va(~z, λ) =
∫
ηR+σ˜
∑
b
ua,b(~z, λ, µ, τ, p, η)Qb(µ, p, η)e
−πiµ
2
4η ψb(~z,−µ)dµ,
is, for any generic σ˜ ∈ R, a solution of hypergeometric type of the qKZB equations
with modulus τ , step p and initial condition v(~z 0, λ) = eπi
λ2
4η ϕ(λ). Moreover, for all
~z ∈ ~z 0 + (pZ)n, v(~z, λ) is independent of the choice of σ˜, and e−iπλ2/4ηv(~z, λ) belongs to
E(~z, τ, τ − p; η).
Proof: Let dj,a(µ) denote the eigenvalues of Dj(µ):
Dj(µ)ǫa = dj,a(µ)ǫa.
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They grow at most exponentially as µ→∞. The coordinates of ψ are then
ψa(~z, µ) =
n∏
j=1
dj,a(−µ)−(zi−z0i )/pϕˆa(µ).
By the theorem, ϕˆ ∈ E(~z 0, p, τ − p; η). Then ψ clearly obeys the bound (iii) of the
definition of E(~z, p, τ − p; η). The resonance relations (i),(ii) are checked by inserting
the definitions. For example, for a < n we have (using the fact that (~z − ~z 0)/p has
integral coordinates)
ψa+1(~z, ησa + r + sp) = ψa(~z, ησa + r + sp)e
2πis(z0a+1−z
0
a+ηΛa+1+ηΛa)
×
∏
j
{
dj,a+1(−ησa − r − sp)
dj,a(−ησa − r − sp)
}− zj−z0j
p
.
On the other hand, the expression in curly brackets is equal to e2πisp if j = a, to
e−2πisp if j = a + 1, and to 1 otherwise. It then follows by Theorem 4.5 that ψˇ(~z, λ) =
e−iπλ
2/4ηv(~z, λ) is in E(~z, τ, τ − p; η) and that the initial condition ψˇ(~z 0) = ϕ(λ) is
satisfied. v is a solution of hypergeometric type since the ~z, λ-dependent part of the
kernel of integration is 1⊗∏iDi(µ)−zi/pu which is equal to the fundamental solution u¯
up to ~z, λ-independent factors, cf. (5). 
Remarks.
1. The result may be expressed in the following terms: our generalized Fourier trans-
form maps the qKZB equations to the difference equations
ψ(~z + pδi, µ) = Di(−µ)−1ψ(~z, µ),
which are easily solved, since Di is a diagonal multiplication operator. So the
solution given in the corollary is the Fourier transform of the solution of this simple
system of equations with initial condition given by the inverse Fourier transform of
the given initial condition.
2. An initial condition at ~z 0 uniquely determines a solution only on the set Γ =
~z 0+(pZ)n, since solutions defined for all ~z can always be changed by multiplying by
p-periodic functions without changing the initial condition. However the formula in
Corollary 4.6 gives a solution for all ~z. On the other hand it is only for ~z ∈ ~z 0+(pZ)n
that we know that the integral is independent of the choice of σ˜. For general ~z
there is no cancellation of residues at pairs of poles that would allow us to move the
integration contours, and one should expect that the solution depends on σ˜. In fact,
if we move σ˜ just a little bit, then the integration contour crosses infinitely many
poles (for generic η), so one would expect that the solution depends discontinuously
on σ˜. It would be interesting to understand this dependence in more detail.
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4.3. Proof of Theorem 4.5. We prove here that the integral transformations are well-
defined on the considered spaces.
We start by estimating the integrands.
Lemma 4.7.
|eπiλµ2η ua,b(~z, λ, µ, τ, p, η)| ≤ C1 exp
(
π
(Imλ)2
Im τ
+ C2|Imλ|+ π (Imµ)
2
Im p
+ C2|Imµ|
)
,
for some C1, C2 > 0 depending on ~z, τ, p, η,Λ.
For every ǫ > 0, ~z, τ, p, η,Λ there exist constants C3, C4 > 0 such that if the distance
between λ and the singularities of Qa is at least ǫ, then
|Qa(λ, τ, η)| ≤ C3 exp
(
−2π (Imλ)
2
Im τ
+ C4|Imλ|
)
.
Proof: The first bound is obtained by applying the estimates of Lemma C.1 to the
integral (4). The second follows using the lower bound in Lemma C.1. 
In order to show that the integral is independent of the choice of admissible shift and
to bound the integral transform, we will need to shift the integration contour. The next
result shows that this is possible since poles occur in pairs with opposite residues.
Lemma 4.8. (i) Suppose ψ =
∑
ψaǫa ∈ E(~z, p, τ − p; η). Then for all r, s ∈ Z,
c = 1, . . . , n and a = 1, . . . , n− 1,
resµ=−ησa+r+spe
−πiλ
2+µ2
4η uc,a(~z, λ, µ, τ, p, η)Qa(µ, p, η)ψa(−µ)
= −resµ=−ησa+r+spe−πi
λ2+µ2
4η uc,a+1(~z, λ, µ, τ, p, η)Qa+1(µ, p, η)ψa+1(−µ),
resµ=−2η+r+spe
−πiλ
2+µ2
4η uc,n(~z, λ, µ, τ, p, η)Qn(µ, p, η)ψn(−µ)
= −resµ=2η+r+spe−πi
λ2+µ2
4η uc,1(~z, λ, µ, τ, p, η)Q1(µ, p, η)ψ1(−µ).
(ii) Suppose ϕ =
∑
ϕaǫa ∈ E(~z, τ, τ − p; η). Then for all r, s ∈ Z, c = 1, . . . , n and
a = 1, . . . , n− 1,
resλ=−ησa+r+sτe
πiλ
2+µ2
4η ua,c(~z, λ, µ, τ, p,−η)Qa(λ, τ, η)ϕa(−λ)
= −resλ=−ησa+r+sτeπi
λ2+µ2
4η ua+1,c(~z, λ, µ, τ, p,−η)Qa+1(λ, τ, η)ϕa+1(−λ),
resλ=−2η+r+sτe
πiλ
2+µ2
4η un,c(~z, λ, µ, τ, p,−η)Qn(λ, τ, η)ϕn(−λ)
= −resλ=2η+r+sτeπi
λ2+µ2
4η u1,c(~z, λ, µ, τ, p,−η)Q1(λ, p, η)ϕ1(−λ).
Proof: A straightforward calculation. 
Proof of the first part of Theorem 4.5. It follows from Lemma 4.8 (iii) that the integrand
in (8) has only simple poles at±2η+Z+τZ. If σ is an admissible shift then the integration
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contour stays away from the singularities and we can use the estimates of Lemma 4.7.
The integrand is then the product of a function growing at most like eC|ν| times eπiν
2/4η
which for Im η < 0 converges very rapidly to zero in the real direction. So the integrand
is an L1 function. Moreover by Lemma 4.8 (iv) the residue at 2η+ r+ sτ is opposite to
the residue at −2η+ r+sτ . It follows that the integration contour can me moved across
each of these pairs of singularities without changing the value of the integral. This shows
that the integral is independent of the choice of admissible shift.
Let us next show that ϕˆ defined by (8) belongs to E(~z, p, τ − p; η). Properties (i)
(ii) follow from Corollary 4.4, and we are left with the proof of (iii). For this we shift
variables: let u0a,b(~z, λ, µ, τ, p, η) = e
iπ λµ
4η ua,b(~z, λ, µ, τ, p, η). Then
ϕˆc(µ) =
1
16π2η
∫
R+iσ
n∑
b=1
ϕb(−ν + µ)Qb(ν − µ, τ, η)u0b,c(~z, ν − µ, µ, τ, p,−η)eπi
ν2
4η dν.
The integration contour is moved by this change of variable, but using the independence
on the choice of σ we may choose it to lie in the interval [0, Im τ ] say.
Then Lemma 4.7 yields
|ϕˆc(µ)| ≤ e
π (Imµ)
2
Im τ
16π2|η|
∫
R+iσ
n∑
b=1
CeC
′|µ−ν||eπi ν
2
4η |dν.
The triangle inequality |µ − ν| ≤ |µ| + |ν| and the Gaussian integral over ν give the
estimate (iii) in the definition of E(~z, p, τ − p; η).
The proof that (9) defines a function in E(~z, τ, τ−p; η) is analogous with a little differ-
ence. Now the integration contour is parallel to the line 2ηR. So if the shift σ˜ is generic it
will not meet the singular set S = {±2η}+Z+pZ of the integrand. However it will come
arbitrarily close to these singularities. Still, the integral is absolutely convergent, since
the distance to the singular set decreases polynomially: dist(µ, S) ≥ const(1 + |µ|)−α
for some α > 0. This implies that the divergence coming from the poles close to the
integration contour is at most polynomial. This does not spoil the integrability which is
due to the exponential decay of exp(−iπµ2/4η). 
5. Calculations
5.1. The heat equation. Here we prove Theorem 2.1.
The statement of the theorem is
ua,b(~z, λ, ν, τ, p, η) = − e
4πiη
2π
√
4iη
e−i
π
4η
(λ2+ν2)
×
∫
ηR+σ˜
n∑
c=1
ua,c(~z, λ, µ, τ, p+ τ, η)Qc(µ, τ + p, η)e
− iπµ
2
4η uc,b(~z,−µ, ν, τ + p, p, η)dµ.(10)
We proceed to evaluate the right-hand side. The µ-dependent part may be simplified
by using the following identity:
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Lemma 5.1.
n∑
c=1
ω∨c (t, ~z, µ, τ + p, η)Qc(µ, τ + p, η)ωc(s, ~z,−µ, τ + p, η) =
θ(µ− 2η + t− s, τ + p)θ′(0, τ + p)
θ(µ− 2η, τ + p)θ(t− s, τ + p)
n∏
j=1
θ(t− zj + ηΛj, τ + p)
θ(t− zj − ηΛj, τ + p)
− θ(µ+ 2η + t− s, τ + p)θ
′(0, τ + p)
θ(µ+ 2η, τ + p)θ(t− s, τ + p)
n∏
j=1
θ(s− zj + ηΛj, τ + p)
θ(s− zj − ηΛj, τ + p) .
Proof: Consider each term in the sum on the left as a function of µ: it is periodic with
period one and as µ is replaced by µ+τ+p, it is multiplied by exp(−2πi(t−s)). The poles
of the term labeled by c are at µ = µc = 2η − 2η
∑
j<c Λj and at µ = µc − 2ηΛc = µc+1
modulo Z+(τ + p)Z. The most general form of a meromorphic function of µ with these
properties is
Ac
θ(µ− µc + t− s, τ + p)θ′(0, τ + p)
θ(µ− µc, τ + p)θ(t− s, τ + p) +Bc
θ(µ− µc+1 + t− s, τ + p)θ′(0, τ + p)
θ(µ− µc+1, τ + p)θ(t− s, τ + p) .
The coefficients are determined by comparing the residues at the poles:
Ac = ω
∨
c (t, ~z, µc, τ + p, η)ωc(s, ~z,−µc, τ + p, η)
=
n∏
j=c
θ(t− zj + ηΛj, τ + p)
θ(t− zj − ηΛj, τ + p)
c−1∏
j=1
θ(s− zj + ηΛj, τ + p)
θ(s− zj − ηΛj, τ + p) .
Similarly one determines Bc which turns out to be equal to −Ac+1. It follows that in
the sum over c only two terms are not canceled and we obtain our claim. 
The products of ratios of theta functions in the above identity may be absorbed into
the phase functions ΩηΛj by means of their functional relation (32). The right-hand side
of (10) is then
−e− iπ2ηλν
2π
√
4iη
∫
e−
iπ
4η
(λ−ν+µ)2ωa(t, ~z, λ, τ, η)ω
∨
b (s, ~z, ν, p, η)(11)[ n∏
j=1
(
ΩηΛj (t− zj + τ, τ, τ + p)ΩηΛj (s− zj, τ + p, p)
) θ(µ−2η+t−s,τ+p)θ′(0,τ+p)
θ(µ−2η,τ+p)θ(t−s,τ+p)
−
n∏
j=1
(
ΩηΛj (t− zj , τ, τ + p)ΩηΛj (s− zj + p, τ + p, p)
) θ(µ+2η+t−s,τ+p)θ′(0,τ+p)
θ(µ+2η,τ+p)θ(t−s,τ+p)
]
dt ds dµ.
The next thing to notice is that if we change variables in the first of these two terms by
replacing t by t− τ , s by s + p and µ by µ + 4η we obtain exactly the second term up
to a sign! Indeed, the shift of t in ωa produces a factor e
2πi(λ+2η), the shift of s in ω∨b
produces a factor e−2πi(ν+2η) and we get an additional e2πiµ from shifting the argument
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t− s in the ratio of theta function in the square bracket. These factors are canceled by
the shift of µ in the exponential function.
To compute this integral we therefore have to carefully consider the deformation of
integration contours involved in the change of variables. As we shall see, this deformation
produces a residue at the pole t = s.
For these considerations we assume that Im(ηΛj) > N , j = 1, . . . , n, for some N > 0
large compared to τ , p, and that the points zj are on the real axis. The general case can
then be obtained by analytic continuation. In this range of parameters, the integration
cycles for the t and s integration is the interval [0, 1]. The integrand, viewed as a function
of t or s, is then regular in the strip Im(t),Im(s) ∈ (−N,N). The first term in (11),
however, has additional poles at t = s+α+β(τ+p), (α, β ∈ Z). To deal with these poles
we move slightly the s-integration cycle into the upper half plane. After the change of
variable, in the first term in (11), t¯ = t+ τ , s¯ = s− p, the new variables are integrated
over t¯ ∈ τ + [0, 1], s¯ ∈ −p+ iǫ+ [0, 1] for some small ǫ > 0. The first term becomes then
equal to the minus the second term in (11) after deforming the integration cycles to the
original position, but during this deformation we encounter the pole at t = s. Therefore
we obtain a residue
(11) =
i√
4iη
e−
iπ
2η
λν
∫
e−
iπ
4η
(λ−ν+µ)2ωa(s, ~z, λ, τ, η)ω
∨
b (s, ~z, ν, p, η)
×
n∏
j=1
ΩηΛj (s− zj , τ, τ + p)ΩηΛj (s− zj + p, τ + p, p)ds dµ.
Using the identity (36) and
i√
4iη
∫
ηR
e−
iπ
4η
(λ−ν+µ)2dµ = 1, Im η < 0,
we see that this expression reduces to u(~z, λ, ν, τ, p, η), completing the proof of Theorem
2.1.
5.2. First modular relation. Here we present the proof of Theorem 3.3 (i). The
assumption that Im(ητ/p) < 0 implies that the integration over µ on the path x 7→ ηx+ǫ,
x ∈ R, converges absolutely: the singularities of Q are avoided for generic ǫ, and at
infinity the factor exp(−iπτµ2/4ηp) converges very fast to zero. To get the identity as
stated in the Theorem, one uses the following simple properties of ρa:
ρa
(
λ
τ
, ~z
τ
,− 1
τ
, η
τ
)
= ρa(λ, ~z, τ, η)
−1,
ρ∨b
(
ν
p
, ~z
p
,− τ
p
, η
p
)
ρb
(
−ν
p
, ~z
p
,− τ
p
, η
p
)
= e
2πi
pτ
(ν−2η+2η
∑b−1
1 Λj)(ν−2η+2η
∑b
1 Λj).
Let us proceed with the proof. We insert in the left-hand side the hypergeometric
integral for ua,c and uc,b and call the integration variables t and s, respectively. It will
be convenient to make the change of variables s→ s/p. To apply Lemma 5.1 we use the
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transformation properties of weight functions:
ωc
(
s
p
, ~z
p
,−µ
p
,−1
p
, η
p
)
= ρc(−µ, ~z, p, η)−1e−
πi
p
(2s−
∑
j zjΛj)(µ−2η)ωc(s, ~z,−µ, p, η).(12)
A similar formula involving ρ∨b gives the transformation behavior of ω
∨
b . Using Lemma
5.1 and the functional relation (31) of Ωa, we get:
n∑
c=1
∫
ua,c(~z, λ, µ, τ, p, η)uc,b
(
~z
p
,−µ
p
, ν
p
,−1
p
,− τ
p
, η
p
)
×Qc(µ, p, η)ρc(−µ, ~z, p, η)e−
πiτµ2
4ηp dµ(13)
=
1
p
∫
ωa(t, ~z, λ, τ, η)ω
∨
b (s/p, ~z/p, ν/p,−τ/p, η/p)e−
iπ
2η
(λ−ν/p)µ
×
[
Φ(µ, t, s)e−4πiη − Φ(µ+ 4η, t− τ, s− τ)e− 2πiτp (µ+2η)− 4πiηp
]
dt ds e−
πiτ
4ηp
µ2dµ,
where
Φ(µ, t, s) =
θ(µ− 2η + t− s, p)θ′(0, p)
θ(µ− 2η, p)θ(t− s, p) e
−πi
p
(2s−
∑n
j=1 zjΛj)(µ−2η)
×
n∏
j=1
ΩηΛj (t− zj + τ, p, τ)ΩηpΛj
(
s−zj
p
,−1
p
,− τ
p
)
.
As in the proof of the heat equation, the two terms in this equation cancel after formally
changing variables t 7→ t − τ , s 7→ s − τ , µ 7→ µ + 4η in the first term. However,
we have to carefully see what happens to the integration cycles after this change of
variables. We consider the region of parameters where zj ∈ R, Im(ηΛj) >> 0 and
π/2 >> arg(p) > arg(τ) > 0.
Then the original integration contours may be chosen to be the interval [0, 1]. For
z ∈ C, let us denote by γz the path
r 7→ rz, r ∈ [0, 1].
After the change of variable s→ s/p, the s integration contour becomes the path γp.
Lemma 5.2. Suppose that p, τ are complex numbers in the upper half plane. Let f(t, s)
be a meromorphic function of two variables such that f(t + 1, s) = f(t, s + p) = f(t, s)
and such that α(t, s) = (t− s)f(t, s) is regular in a domain containing
{(t+ rτ, sp+ rτ) | t, r, s ∈ [0, 1]}.
Then ∫
γ1×γp
f(t+ τ, s+ τ)dt ∧ ds =
∫
γ1×γp
f(t, s)dt ∧ ds+ 2πi
∫
γτ
α(t, t)dt,
and all integrals are absolutely convergent.
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Proof: Since p is not real the integration contours intersect transversally, so that f(t, s)
(which has at most a simple pole on the diagonal) is absolutely integrable. More gener-
ally, with our assumption on the regularity of f , the integral
Ir =
∫
γ1×γp
f(t+ rτ, s+ rτ)dt ∧ ds
is absolutely convergent for all r ∈ [0, 1]. Let, for ǫ > 0, Dǫ be the integration domain
obtained from γ1 × γp by removing the points where |t− s| ≤ ǫ and set
Ir(ǫ) =
∫
Dǫ
f(t+ rτ, s+ rτ)dt ∧ ds.
Then I1 − I0 = limǫ→0
∫ 1
0
d
dr
Ir(ǫ)dr. We have
d
dr
Ir(ǫ) = −τ
∫
Dǫ
d(f(t+ rτ, s+ rτ)(dt− ds))
= −τ
∫
∂Dǫ
f(t+ rτ, s+ rτ)(dt− ds)
= −τ
∫
∂Dǫ
α(t+ rτ, s+ rτ)
dt− ds
t− s
= τ
∫
|u|=ǫ
α(u+ rτ, rτ)
du
u
+O(ǫ)
= 2πiτα(rτ, rτ),
from which the claim follows immediately. In the application of Stokes’ theorem above
the other boundary components of ∂Dǫ do not contribute since the function is periodic.
The remaining component is homotopic to a circle with negative orientation, which
explains the change of sign. 
Applying this lemma to our situation after shifting µ by 4η in the first term yields:
(13) =
1
p
∫ η∞
−η∞
∫
γτ
ωa(t, ~z, λ, τ, η)ω
∨
b (t/p, ~z/p, ν/p,−τ/p, η/p)e−
iπ
2η
(λ−ν/p)µ− 4πiη
p
×e−πip (2t−
∑
j zjΛj)(µ+2η)
n∏
j=1
ΩηΛj (t− zj , p, τ)ΩηpΛj
(
t−zj−τ
p
,−1
p
,− τ
p
)
dt e−
πiτ
4ηp
µ2dµ.
Now the Gaussian integral over µ along ηR may be performed explicitly, and our claim
follows from (39) and (12).
5.3. Second modular relation. Here we present the proof of Theorem 3.3 (ii) which
is parallel to the proof of Theorem 3.3 (i).
The assumption that Im(ηp/τ) < 0 implies that the integration over µ over the path
x 7→ ηx+ ǫ, x ∈ R, converges absolutely: the singularities of Q are avoided for generic
ǫ, and at infinity the factor exp(−iπpµ2/4ητ) converges very fast to zero.
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We insert in the left-hand side the hypergeometric integral for ua,c and uc,b and call the
integration variables t and s, respectively. It will be convenient to make the change of
variables t→ t/τ . To apply Lemma 5.1 we use the transformation properties of weight
functions:
ω∨c
(
t
τ
, ~z
τ
, µ
τ
,− 1
τ
, η
τ
)
= ρ∨c (µ, ~z, τ, η)
−1e
πi
τ
(2t−
∑
j zjΛj)(µ+2η)ω∨c (t, ~z, µ, τ, η).(14)
We have
n∑
c=1
∫
ua,c
(
~z
τ
, λ
τ
, µ
τ
,− p
τ
,− 1
τ
, η
τ
)
uc,b(~z,−µ, ν, τ, p, η)Qc(µ, τ, η) ρ∨c (µ, ~z, τ, η) e−
iπp
4ητ
µ2 dµ
=
1
τ
∫
ωa(t/τ, ~z/τ, λ/τ,−p/τ, η/τ)ω∨b (s, ~z, ν, p, η)e−
iπ
2η
(λ/τ−ν)µ
×
[
Φ(µ, t, s)e−
4πiη
τ − Φ(µ + 4η, t+ p, s+ p)e− 2πipτ (µ−2η)−4πiη
]
dt ds e−
πip
4ητ
µ2dµ,
where
Φ(µ, t, s) =
θ(µ− 2η + t− s, τ)θ′(0, τ)
θ(µ− 2η, τ)θ(t− s, τ) e
πi
τ
(2t−
∑n
j=1 zjΛj)(µ+2η)
×
n∏
j=1
Ωη
τ
Λj
(
t− zj − p
τ
,−p
τ
,−1
τ
)
ΩηΛj (s− zj, τ, p).
The two terms in the right hand side of this equation cancel after formally changing
variables t 7→ t − p, s 7→ s − p, µ 7→ µ − 4η in the second term. However, we have to
carefully see what happens to the (t, s) integration cycle after this change of variables.
We consider the region of parameters where zj ∈ R, Im(ηΛj) >> 0 and π/2 >>
arg(τ) > arg(p) > 0. In this case the (t, s) integration cycle is the product of paths
γτ × γ1.
Applying to this situation Lemma 5.2 after decreasing µ by 4η we see that the left
hand side of the new modular relation is equal to
2πi
τ
∫ η∞
−η∞
∫
γp
ωa(t/τ, ~z/τ, λ/τ,−p/τ, η/τ)ω∨b (t, ~z, ν, p, η)e−
iπ
2η
(λ/τ−ν)µe−
πip
4ητ
µ2
×e− 4πiητ eπiτ (2t−
∑n
j=1 zjΛj)(µ+2η)
n∏
j=1
Ωη
τ
Λj
(
t− zj − p
τ
,−p
τ
,−1
τ
)
ΩηΛj (s− zj , τ, p).
Now the Gaussian integral over µ along ηR may be performed explicitly, and our claim
follows from (39) and (12).
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5.4. The inversion formulae. Here we conclude the proof of Theorem 4.5. We have
to prove the identities
1
16π2η
∫
R+iσ
n∑
c=1
uc,a(~z,−µ, λ, p, τ,−η)uc,b(~z, µ, ν, p, τ, η)Qc(−µ, p, η) dµ = δabδ(λ+ ν)
Qb(ν, τ, η)
,
(15)
1
16π2η
∫
ηR+σ˜
n∑
c=1
ua,c(~z, λ, µ, τ, p, η)ub,c(~z, ν,−µ, τ, p,−η)Qc(µ, p, η) dµ = δabδ(λ+ ν)
Qb(ν, τ, η)
.
(16)
We give a proof of the first of these identities. The second is treated in a similar way.
As in the proof of the heat equation, the µ-dependent part of the integrand may be
simplified by collecting the terms with the same poles, and using the functional relation
of Ωa, with the result:
1
16π2η
∫ n∑
c=1
uc,a(~z,−µ, λ, p, τ,−η)uc,b(~z, µ, ν, p, τ, η)Qc(−µ, p, η) dµ
=
∫
ω∨a (t, ~z, λ, τ,−η)ω∨b (s, ~z, ν, τ, η)e−
iπ
2η
(λ+ν)µ
[
−θ(µ+ 2η + s− t, p)θ
′(0, p)
θ(µ+ 2η, p)θ(s− t, p)
n∏
j=1
Ω−ηΛj (t− zj , p, τ)ΩηΛj (s− zj, p, τ)(17)
+
θ(µ− 2η + s− t, p)θ′(0, p)
θ(µ− 2η, p)θ(s− t, p)
n∏
j=1
Ω−ηΛj (t−zj+τ, p, τ)ΩηΛj (s−zj+τ, p, τ)
]
dt ds dµ.
As in the proof of the heat equation, the two terms in this equation cancel after formally
changing variables t 7→ t−τ , s 7→ s−τ , µ 7→ µ+4η in the second term. However, we have
to carefully see what happens to the integration cycles after this change of variables.
We consider a region of parameters where zj ∈ R and η, τ are small compared to 1,
Im(p) and to the distance between the zj . We study the singularities of the integrand
and the form of the integration cycles in the vicinity of zj . The poles of the integrand of
u(~z, µ, ν, p, τ, η) are at s = zj − ηΛj − kτ − lp and at s = zj + ηΛj + kτ + lp (k, l ∈ Z≥0).
The cycle for the integration over s goes below zj + ηΛj and above zj − ηΛj. The poles
of the integrand of u(~z,−µ, λ, p, τ,−η) in the vicinity of zj are at t = zj + ηΛj − kτ − lp
and at t = zj − ηΛj + kτ + lp (k, l ∈ Z≥0). The t integration cycle goes above zj + ηΛj
and below zj − ηΛj. These integration contours are depicted in Fig. 2.
To treat the two terms on the right-hand side of (17) separately, we split the contour
for the t integration into two pieces, as shown in Fig. 3. Then the integration cycle does
not meet the additional poles at t = s of both terms.
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ηΛjjz  - 
ηΛjjz  - −τ
ηΛjjz +
Figure 2. The integration cycle. The solid line is the contour for the
integration over t and the dashed line is the contour of integration for s.
They are oriented from left to right. The symbols ×,+ indicate the poles
of the integrand as a function of t and as a function of s, respectively. The
points zj ± ηΛj are poles for both variables
ηΛjjz  - 
ηΛjjz  - −τ
ηΛjjz +
Figure 3. The integration cycle of Fig. 2 can be deformed to this cycle.
The circle around zj − ηΛj is oriented counterclockwise
Let us first consider the first term in (17). As a function of t it is actually regular
at zj − ηΛj so that the circle around this point does not contribute. In Fig. (4) the
remaining integration cycle is shown, along with the position of the poles for t and s.
After changing variables t 7→ t − τ , s 7→ s − τ , µ 7→ µ + 4η in the second term of
(17) the integrand of the second term becomes equal to the first one, but the integration
contour are shifted: the µ-integration cycle can be deformed back to the original one
without encountering singularities. The cycle for the t and s integration is depicted in
Fig. 5.
We have to deform the integration cycle to the position shown in Fig. 4. In so doing,
we pick the residue at t = zj − ηΛj + τ of the residue at s = t. At this point, we may
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ηΛjjz  - 
ηΛjjz  - −τ
ηΛjjz +
Figure 4. In the first term of the right-hand side of (17) the integrand
is more regular and the cycle may be replaced by this one
ηΛjjz  - 
ηΛjjz  - −τ
ηΛjjz +
Figure 5. This is the integration cycle after the shift of the variables t
and s in the second term. The poles of the result are indicated by the
symbols ×,+ as in the preceding figures
use the identity (40). The result is
(17) =
−(2πi)2
16π2η
rest=zj−ηΛj+τω
∨
a (t, ~z, λ, τ,−η)ω∨b (t, ~z, ν, τ, η)
∫
e−
iπ
2η
(λ+ν)µdµ
= rest=zj−ηΛjω
∨
a (t, ~z, λ, τ,−η)ω∨b (t, ~z, ν, τ, η)δ(λ+ ν).
The residue may be computed at zj − ηΛj since its argument is τ -periodic. Our claim
follows then from the
Lemma 5.3.
n∑
j=1
rest=zj−ηΛjω
∨
a (t, ~z, λ, τ,−η)ω∨b (t, ~z,−λ, τ, η) = δabQa(−λ, τ, η)−1.
Proof: This formula can be deduced from the more general result in [TV], formula
(C.4). For the sake of completeness, we include the simple proof in this special case.
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The product of weight functions of which we compute the residue is an elliptic function
of t whose simple poles in a fundamental domain are in the set {zj ± ηΛj, j = 1, . . . , n}.
If a > b, then the function is regular at zj − ηΛj, j = 1, . . . , n, so the residues vanish.
If a < b, then the function is regular at zj + ηΛj. Therefore the sum of the residues in
the claim is the sum over the residues at all poles and vanishes by the residue theorem.
If a = b, only the residue at t = za− ηΛa gives a non-vanishing contribution, which is
easily evaluated, and gives Qa(−λ, τ, η)−1. .
6. SL(3,Z)-identities for hypergeometric integrals
In this section we recast our results into a form which shows the analogy with the
identities discovered in [FV2] for the elliptic gamma function. In [FV2] we showed that
the elliptic gamma function is a “degree 1” generalized Jacobi modular function for
the group G = SL(3,Z) ⋉ Z3. This amounts to the identities of Theorem 6.1 below.
The hypergeometric integral u obeys a non-Abelian version of these identities. We also
discuss the geometric interpretation of these identities: they can be interpreted as the
projective flatness of a discrete connection on a vector bundle over a suitable G-space,
see also [FV4]. As in the case of Gamma functions these properties are more transparent
if we rewrite the identities, which we formulate in 6.2 in homogeneous variables x defined
by τ = x1/x3, p = x2/x3. The G-action is then linear. The next step, as in the case
of Γ, is to extend the range of parameter to a G-space, as the condition of positivity
of imaginary parts is not preserved by the action. This can be done in a surprisingly
easy way by reflection arguments. We do it in the simplest case of one tensor factor
in 6.5. After this is done, we rewrite the identities as the projective flatness of an
SL(3,Z)-connection in 6.6.
6.1. Identities for the elliptic gamma function. We first recall the properties of the
elliptic gamma function that are relevant here. More details are included in Appendix
A.
Theorem 6.1. [FV1] The elliptic gamma function, defined by the formula
Γ(z, τ, p) =
∞∏
j,k=0
1− e2πi((j+1)τ+(k+1)p−z)
1− e2πi(jτ+kp+z) ,
for Im(τ), Im(p) > 0, obeys the following identities
Γ(z + 1, τ, p) = Γ(z, τ, p),(18)
Γ(z + p, τ, p) = θ0(z, τ)Γ(z, τ, p),(19)
Γ(z + τ, τ, p) = θ0(z, p)Γ(z, τ, p),(20)
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Γ(z, τ + 1, p) = Γ(z, τ, p + 1) = Γ(z, τ, p),(21)
Γ(z, τ + p, p) =
Γ(z, τ, p)
Γ(z + τ, τ, p+ τ)
,(22)
Γ(z/τ,−1/τ, p/τ) = eiπQ(z;τ,p)Γ((z − τ)/p,−τ/p,−1/p)Γ(z, τ, p),(23)
for some Q ∈ Q(τ, p)[z] given in Appendix A.
In fact Γ is also defined for negative imaginary parts of τ and p by a reflection proce-
dure, see A.5, and the above identities continue to hold in this wider range of parameters.
6.2. Identities for hypergeometric integrals. Let Eδ(~z, τ, c; η) be the space of func-
tions ϕ ∈ E0(~z, τ, c; η) such that there exist constants C1, C2 > 0 (depending on ϕ) such
that
|eπiδλ
2
4η ϕa(λ)| ≤ C1 exp
(
π
(Imλ)2
Im τ
+ C2|λ|
)
,
for all a = 1, . . . , n.
For δ = 0 we have constructed examples of functions in Eδ in Prop. 4.2.
Proposition 6.2. Let ΦS(~z, τ, c, η), ΦT (η) be the operators acting on VΛ[0]-valued func-
tions ϕ(λ) =
∑n
a=1 ϕa(λ)ǫa as
(ΦS(~z, τ, c, η)ϕ)a(λ) = e
−πicλ
2
4ητ ρa(λ, ~z, τ, η)ϕa
(
λ
τ
)
,
(ΦT (η)ϕ)a(λ) = e
−πiλ
2
4η ϕa(λ),
(ΦCϕ)a(λ) = ϕa(−λ).
Then these operators restrict to isomorphisms
ΦS(~z, τ, c, η) : Eδ
(
~z
τ
,−1
τ
,
c
τ
,
η
τ
)
→ E δ+c
τ
(~z, τ, c, η),
ΦT (η) : Eδ(~z, τ, c, η) → Eδ+1(~z, τ, c+ τ, η),
ΦC : Eδ(−~z, τ,−c,−η) → E−δ(~z, τ, c, η).
Then Theorem 4.5 about the Fourier transform may be reformulated, in a slightly
generalized form, as follows:
Proposition 6.3. The operator
(V (~z, τ, p, η)ϕ)a(λ) =
∫ n∑
b=1
uab(~z, λ, µ, τ, p, η)Qb(µ, p, η)ϕb(−µ)dµ,
is an invertible linear map from Eδ(~z, p, τ, η) onto E−1/δ(~z, τ,−p, η).
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The properties of the universal hypergeometric function may then be expressed as
relations for these operators: first of all the analogue of the identities (18)–(20) are
the qKZB and mirror qKZB equations (3). The remaining identities are given by the
following result.
Theorem 6.4. (i) Eδ(~z, τ + r, p+ s, η) = Eδ(~z, τ, p, η), if r, s ∈ Z. The identities
V (~z, τ + 1, p, η) = V (~z, τ, p+ 1, η) = V (~z, τ, p, η)
hold in Hom(Eδ(~z, p,−τ, η), E−1/δ(~z, τ, p, η)).
(ii) The identity
V (~z, τ, p, η) = cT ΦT (η) V (~z, τ, τ + p, η) ΦT (η) V (~z, τ + p, p, η) ΦT (η)
holds in Hom(Eδ(~z, p, τ, η), E−1/δ(~z, τ,−p, η)) with
cT = − e
4πiη
2π
√
4iη
.
(iii) The identity
ΦS(~z, τ,−p, η) V
(
~z
τ
,− 1
τ
, p
τ
, η
τ
)
ΦS
(
~z
τ
, p
τ
,− 1
τ
, η
τ
)
= cS V (~z, τ, p, η) ΦS(~z, p, τ, η) V
(
~z
p
,−1
p
,− τ
p
, η
p
)
holds in Hom(Eδ(~z/p,−τ/p,−1/p, η/p), Eδ′(~z, τ,−p, η)) with δ′ = pδ/(1− τδ) and
cS =
√
ip
4ητ
e
πiη
3pτ (3
∑
j<k ΛjΛk(zj−zk)
2+2(
∑n
j=1 η
2Λ3j+τ
2+p2−3p+3τ+3τp+1)).
Proof: The first statement (i) is trivial. The second statement (ii) is a reformulation of
Theorem 2.1 and (iii) is a reformulation of Theorem 3.3. 
6.3. The universal hypergeometric function for one tensor factor. For simplic-
ity we assume from now on that the tensor product VΛ of sl2 representations consists of
one factor which is the three-dimensional representation V2. In this case the universal
hypergeometric function does not depend on z1 and is a scalar function,
u(λ, µ, τ, p, η) = e−
iπλµ
2η
∫
C
Ω2η(t, τ, p)
θ(λ+ t, τ)θ(µ+ t, p)
θ(t− 2η, τ)θ(t− 2η, p)dt.(24)
The integration cycle C is as in Sect. 2: in this case it can be defined to be the interval
[0, 1] if η has positive imaginary part. For general η the integral is defined by analytic
continuation, with the effect of deforming the contour as in Fig. 1. The resulting function
is a meromorphic function on C×C×H+×H+×C, where H+ denotes the open upper
half-plane. This function is regular as long as the integration cycle is not pinched between
poles of the integrand. As these poles are at ±(2η + rτ + sp+ t), r, s ∈ Z≥0, t ∈ Z, u is
regular if 4η does not belong to the set Zτ + Zp+ Z.
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The following is an interesting alternative formula for the function u,
u(λ, µ, τ, p, η) = − Γ(4η, τ, p)∏∞
j=1[(1− e2πijτ )(1− e2πijp)]
e−
πi
2η
(λ+2η)(µ+2η)
×
∞∑
j,k=0
e−2πi(jλ+kµ)+(2j+1)(2k+1)ηθ0(λ+ 2η + kp, τ)θ0(µ+ 2η + jτ, p)
×
k−1∏
l=0
θ0(lp+ 4η, τ)
θ0((l + 1)p, τ)
j−1∏
l=0
θ0(lτ + 4η, p)
θ0((l + 1)τ, p)
,
where θ0(z, τ) =
∏∞
j=0(1 − e2πi(jτ+z))(1 − e2πi((j+1)τ−z)), see App. A. This formula can
be proved by moving C to infinity and picking up the residues at the poles, and is valid
in a certain region of parameter space. We will not use this formula in this paper.
The Shapovalov form is
Q(λ, τ, η) =
θ(4η, τ)θ′(0, τ)
θ(λ− 2η, τ)θ(λ+ 2η, τ) .
6.4. Spaces and operators. Consider C3 and the projectivization of the dual space,
P (C3)∗. Consider W ⊂ (C− 0)3 × P (C3)∗ where
W = {((x1, x2, x3), (y1 : y2 : y3)) | x1y1 + x2y2 + x3y3 = 0 } .
The natural projection W → C3 − 0 is a projective line bundle. The group SL(3,Z)
acts on W , g : (x, y) 7→ (gx, (gt)−1y) for g ∈ SL(3,Z).
For (x; y) ∈ W such that Im x1/x3 6= 0, y2 6= 0 introduce the space of functions
E(x; y) =
{ {v(λ) | v(x3λ) ∈ Eδ=−y1/y2(x1x3 , x2x3 , 12x3 )}, if Im x1x3 > 0,{v(λ) | v(x3λ) ∈ Eδ=−y1/y2(−x1x3 ,−x2x3 , 12x3 )}, if Im x1x3 < 0.
Thus E(x; y) consists of entire holomorphic functions v(λ) obeying the resonance relation
v(−1 + rx3+ sx1) = e2πis(2σ+x2)/x3v(1 + rx3+ sx1), where σ is the sign of Im x1/x3, and
the bound ∣∣∣∣∣∣∣v(λ)e
−πiy1λ
2
2x3y2
∣∣∣∣∣∣∣ ≤ C1 exp

π (Im λx3 )2∣∣∣Im x1x3
∣∣∣ + C2|λ|

 ,(25)
for some constants C1, C2 > 0. Note that
E(x1, x2, x3; y1, y2, y3) = E(−x1, x2,−x3;−y1, y2,−y3).
For Imx1
x3
> 0, Imx2
x3
> 0, introduce an integral operator U(x1, x2, x3) acting on func-
tions in E(x2, x1, x3; y2, y1, y3) as
U(x1, x2, x3)v(λ) =
e
πi
x3
2π
√
2ix3
∫
u
(
λ
x3
,
µ
x3
,
x1
x3
,
x2
x3
,
1
2x3
)
Q
(
µ
x3
,
x2
x3
,
1
2x3
)
v(−µ)dµ.
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The integration path is given as follows. Suppose first that |x2|, |x3| >> 1. Then
the integration is over a straight line which does not intersect the segments joining
−1+rx2+sx3 to 1+rx2+sx3 (r, s ∈ Z) and such that the integrand decays exponentially
at infinity along it. Such a path exists as the integrand behaves as exp(−constµ2) at
infinity, which decays for µ in a cone. The resonance relation implies that the integrand
has opposite residue at the pairs ±1 + rx2 + sx3, so that, up to sign, the integral is
independent of the choice of path. For x2, x3 general, the integral is defined by analytic
continuation. The operator is defined up to multiplication by ±1 since one needs to
choose a square root and an orientation of the path.
We assume that
2 6∈ Zx1 + Zx2 + Zx3.
This ensures that U(x1, x2, x3) is well-defined. Indeed, the integration kernel (24) defin-
ing U is regular at points obeying this condition by the discussion of 6.3 above. Moreover
this condition implies that in the integral over µ defining U , the integration contour is
not pinched between poles.
Proposition 6.3 says that U(x1, x2, x3) is an invertible linear map
U(x1, x2, x3) : E(x2, x1, x3; y2, y1, y3)→ E(x1,−x2, x3; y1,−y2, y3),
if Im x1
x3
> 0, Im x2
x3
> 0,
Introduce operators α(x3), β(x1, x2, x3) where
α(x3)v(λ) = e
− iπ
x3
( 12λ2−
1
3)v(λ),
β(x1, x2, x3)v(λ) = e
− πi
x2x3
(
x1
(
1
2
λ2− 1
3
)
+λ2−1
)
+ 2πi
9x1x2x3 v(λ) if Im
x2
x3
> 0 ,
β(x1, x2, x3)v(λ) = e
− πi
x2x3
(
x1
(
1
2
λ2− 1
3
)
−λ2+1
)
+ 2πi
9x1x2x3 v(λ), if Im
x2
x3
< 0 .
The λ-independent terms in α and β were added to simplify the relations (1)-(4) below,
which would otherwise only hold up to factors depending on x.
Proposition 6.5. The operators α and β are isomorphisms
α(x3) : E(x2, x1, x3; y2, y1, y3)→ E(x2, x1 + x2, x3; y2 − y1, y1, y3),
β(x1, x2, x3) : E(x3, x1,−x2; y3, y1,−y2)→ E(x2, x1, x3, y2, y1, y3),
for all (x, y) ∈ W for which they are defined.
Proof: The statement for α is easily checked inserting the definitions. The fact that β
respects the resonance relation is also easily checked. We are left to prove that v obeys
the bound (25) if and only if βv does. Let us prove the only if part in the case where
x2/x3 has positive imaginary part. The other cases are proved in the same way. So
we assume that | exp(πiy3λ2/2x2y1)v(λ)| ≤ C1 exp(π (Imλ/x2)
2
Im(−x3/x2)
+ C2|λ|). It follows using
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the relation
∑
xiyi = 0 that v
′ = β(x1, x2, x3)v obeys the bound | exp(−πiy2λ2/2x3y1 +
πiλ2/x2x3)v
′(λ)| ≤ C ′1 exp(π (Imλ/x2)
2
Im(−x3/x2)
+C2|λ|). The claim then follows from the identity
Im
λ2
x2x3
=
(
Im λ
x3
)2
Im x2
x3
−
(
Im λ
x2
)2
Im − x3
x2
.

Theorems 2.2, 3.3, 4.5 take the form of identities:
1. The q-heat equation,
α(x3)U(x1, x1 + x2, x3)α(x3)U(x1 + x2, x2, x3)α(x3) = U(x1, x2, x3) ,
holds on E(x2, x1, x3; y2, y1, y3), if Im
x1
x3
> 0, Imx2
x3
> 0.
2. The first modular equation,
U(x1, x2, x3) β(x1, x2, x3)U(−x3,−x1, x2) =
β(−x2, x1, x3)U(−x3, x2, x1) β(−x3, x2, x1) ,
holds on E(−x1,−x3, x2;−y1,−y3, y2) if Imx1x3 > 0, Imx2x3 > 0, Imx2x1 > 0.
3. The second modular equation,
U(−x2,−x3, x1) β(−x2,−x3, x1)U(x1, x2, x3) =
β(x3, x2,−x1)U(x1,−x3, x2) β(x1, x3,−x2) ,
holds on E(x2, x1, x3; y2, y1, y3) if Im
x1
x3
> 0, Imx2
x3
> 0, Imx1
x2
> 0.
4. The inversion relation,
U(x1, x2, x3)U(−x2,−x1,−x3) = 1 ,
holds on E(−x1,−x2,−x3;−y1,−y2,−y3) if Imx1x3 > 0, Imx2x3 > 0.
Notice that each of the operators U in these identities is defined up to multiplication by
±1, so the right hand side of each of the identities is equal to the left hand side up to
multiplication by ±1.
6.5. New range of parameters. Extend the definition of the operator U(x1, x2, x3)
from the domain Imx1
x3
> 0, Imx2
x3
> 0 to the domain x1/x3, x2/x3 ∈ C − R by the
formulas
U(x1, x2, x3) = U(x2,−x1, x3)−1 if Imx1
x3
< 0, Im
x2
x3
> 0,
U(x1, x2, x3) = U(−x2, x1, x3)−1 if Imx1
x3
> 0, Im
x2
x3
< 0,
U(x1, x2, x3) = U(−x1,−x2, x3) if Imx1
x3
< 0, Im
x2
x3
< 0.
Theorem 6.6.
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(i) For any (x; y) ∈ W such that x1/x3, x2/x3 ∈ C − R and 2 6∈ Zx1 + Zx2 +
Zx3, the operator U(x) defines an invertible linear map E(x2, x1, x3; y2, y1, y3) →
E(x1,−x2, x3; y1,−y2, y3).
(ii) Moreover, the q-heat equation, first and second modular equations, the inversion
equation hold for x1, x2, x3 such that x1/x2, x1/x3, x2/x3 ∈ C − R and 2 6∈ Zx1 +
Zx2 + Zx3.
The six-term relations of Theorem 6.6 are the commutativity of the following diagrams.
The q-heat hexagon:
E(x2, x1, x3; y2, y1, y3)
α(x3)ւ ց U(x1, x2, x3)
E(x2, x1+x2, x3; y2−y1, y1, y3) E(x1,−x2, x3; y1,−y2, y3)
U(x1+x2, x2, x3)
y xα(x3)
E(x1+x2,−x2, x3; y1, y1−y2, y3) E(x1,−x1−x2, x3; y1−y2,−y2, y3)
α(x3)ց ր U(x1, x1+x2, x3)
E(x1+x2, x2, x3; y2, y1−y2, y3)
The first modular hexagon:
E(−x1,−x3, x2;−y1,−y3, y2)
β(−x3, x2, x1)ւ ց U(−x3,−x1, x2)
E(x2,−x3, x1; y2,−y3, y1) E(−x3, x1, x2;−y3, y1, y2)
U(−x3, x2, x1)
y yβ(x1, x2, x3)
E(−x3,−x2, x1;−y3,−y2, y1) E(x2, x1, x3; y2, y1, y3)
β(−x2, x1, x3)ց ւ U(x1, x2, x3)
E(x1,−x2, x3; y1,−y2, y3)
The second modular hexagon:
E(x2, x1, x3; y2, y1, y3)
β(x1, x3,−x2)ւ ց U(x1, x2, x3)
E(−x3, x1, x2;−y3, y1, y2) E(x1,−x2, x3; y1,−y2, y3)
U(x1,−x3, x2)
y yβ(−x2, x3, x1)
E(x1, x3, x2; y1, y3, y2) E(−x3,−x2, x1;−y3,−y2, y1)
β(x3, x2,−x1)ց ւ U(−x2,−x3, x1)
E(−x2, x3, x1;−y2, y3, y1)
The proof of Theorem 6.6 is done by reduction to the case where the imaginary parts
of x1/x3 and x2/x3 are positive. In fact it is straightforward to see that in all cases the
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identities for general imaginary parts can be rewritten using the definitions as identities
at some other values of x, y where the imaginary parts are positive.
6.6. Projectively flat SL(3,Z) connections. We give here an interpretation of our
relations in terms of projectively flat discrete SL(3,Z)-connections.
We start by introducing the notion of discrete connections. Let X be a G-space
with a fixed presentation by generators ej , j = 1, . . . , k and relations Ri = 1, i =
1, . . . , r. A discrete G-connection on a complex vector bundle π : F → X , with fibers
F (x) = π−1(x), x ∈ X , assigns to each generator ej a collection of linear isomorphisms
φej(x) : F (e
−1
j x) → F (x), x ∈ X . The parallel translation along an element w of the
free group Freek generated by the ej ’s is the collection of maps φw(x) : F (w¯
−1x)→ F (x)
uniquely defined by the properties φ1(x) = IdF (x), φww′(x) = φw(x) ◦ φw′(w¯−1x). Here
w 7→ w¯ is the canonical projection Freek → G. The curvature of a discrete G-connection
is the collection of parallel translations φRi(x) ∈ End(F (x)) along the relations. A
connection is called projectively flat if φRi(x) ∈ C Id for all i and x.
Let π : F → Y be a vector bundle over a subset Y of a G-space X . Then a discrete
connection defined on Y assigns to each generator ej a collection of linear isomorphisms
φej(x) : F (e
−1
j x) → F (x), for all those x ∈ Y such that e−1j x ∈ Y . The parallel
translation φw(x) is then defined on some subset Yw ⊂ Y . A discrete connection defined
on Y is projectively flat if φRi(x) ∈ C Id for all i = 1, . . . , r and x ∈ YRi.
In our case, G = SL(3,Z) and for X we take certain orbits in W .
The group SL(3,Z) is generated by the elementary matrices eij, (1 ≤ i, j ≤ 3, i 6= j)
with ones in the diagonal and at (i, j) and zeros everywhere else. The relations can be
chosen [M] to be
eijekl = ekleij, i 6= l, j 6= k,
eijejk = eikejkeij , i, j, k distinct,(26)
(e13 e
−1
31 e13)
4 = 1.
An SL(3,Z)-orbit X in W is called regular if for all (x, y) ∈ X
1. x1/x3 ∈ C− R and x2/x3 ∈ C− R and
2. 2 6∈ Zx1 + Zx2 + Zx3.
Let X be a regular orbit in W . For (x, y) ∈ Y ψ = {(x, y) ∈ X | y1 6= 0}, set
F ψ(x; y) = E(x2, x1, x3; y2, y1, y3).
For (x, y) ∈ Y φ = {(x, y) ∈ X | y2 6= 0}, set
F φ(x; y) = E(x1,−x2, x3; y1,−y2, y3).
Proposition 6.7. Let X ⊂W be a regular orbit.
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(i) The assignment eij 7→ φij(x) with
φ12(x) = α(x3)
−1U(x1 − x2, x1, x3)−1α(x3)−1,
φ13(x) = φ23(x) = 1,
φ21(x) = α(x3)
−1,
φ31(x) = β(−x2, x1 − x3, x3),
φ32(x) = β(x3 − x2, x3,−x1)−1U(x3 − x2, x3,−x1)−1β(−x3, x1, x3 − x2)−1,
defines a projectively flat SL(3,Z)-connection defined on Y φ ⊂ X.
(ii) The assignment eij 7→ ψij(x) with
ψ12(x) = α(x3),
ψ13(x) = ψ23(x) = 1,
ψ21(x) = α(x3)U(x2, x2 − x1, x3)α(x3),
ψ31(x) = β(x1 − x3,−x3, x2)−1U(x1 − x3,−x3, x2)−1β(x3, x2, x3 − x1)−1,
ψ32(x) = β(x1, x2 − x3, x3),
defines a projectively flat SL(3,Z)-connection defined on Y ψ ⊂ X.
(iii) For all i 6= j and all x ∈ Y φ ∩ Y ψ such that e−1ij x ∈ Y φ ∩ Y ψ, we have
U(x)ψij(x) = φij(x)U(e
−1
ij x).
Proof: It first follows from Theorem 6.6 (i) and Prop. 6.5 that φij(x) is in all cases a well-
defined isomorphism from F φ(e−1ij (x, y)) to F
φ(x, y) and similarly for ψ. The other claims
are then simple consequences of the q-heat, modular and inversion relations (Theorem
6.6 (ii)), and the relations
U(x1, x2 + x3, x3) = U(x1 + x3, x2, x3) = U(x1, x2, x3),
which follow from the fact that u(λ, µ, τ, p, η) is 1-periodic in τ and p.
The easiest way to do the computations is to first check (iii), which can be easily
deduced from our three term relations. This identity implies that if the curvature as-
sociated to a relation is scalar for one of the connections φ or ψ, then it is scalar (and
equal) also for the other connection. Then the curvature can be computed using φ or
ψ, whichever is simpler. For example, to compute the curvature C3212 = φR associated to
the relation R = e12e32e
−1
12 e
−1
32 , it is better to use the connection ψ. One gets
ψ12(x)ψ32(e
−1
12 x) = C
32
12(x)ψ32(x)ψ12(e
−1
32 x),
where
C3212 (x) = exp
2πi x2
9 x1x3(x1 − x2)(x2 − x3) .

In particular, if an orbit does not contain any point with y1 = 0 or y2 = 0, which is true
for generic orbits, we have Y φ = Y ψ = X and the connections are defined everywhere.
The trouble is that we do not know if the spaces F φ, F ψ are nontrivial for these orbits. By
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contrast, we have infinitely many examples of linearly independent functions in F ψ(x, y)
with y2 = 0 or F
φ(x, y) with y1 = 0. Indeed, these spaces are isomorphic to spaces
Eδ(τ,−p, η) with δ = 0, which contain the functions uµ : λ 7→ u(λ, µ, τ, p, η) with
any fixed µ, see Prop. 4.2. These functions are non-zero for generic µ since they are
the meromorphic kernel of an invertible integral operator. There are infinitely many
linearly independent functions among them since they behave differently under shifts
by 1: uµ(λ + 1) = −e−πiµ/2ηuµ(λ). In this case we may construct a connection defined
everywhere by gluing the two partially defined connections:
Theorem 6.8. Let X be a regular orbit containing a point (x, y) with y1 = 0. Let Y
ψ,
Y φ ⊂ X be the subsets as above, on which the connections φ, ψ are defined. We have
Y φ∪Y ψ = X. Let F be the vector bundle on X obtained from F ψ and F φ by identifying
the fibers over Y ψ ∩ Y φ via U(x) : F ψ(x, y) → F φ(x, y). Let a connection χij(x) be
defined as φij(x), if both (x, y) and e
−1
ij (x, y) are in Y
φ, and as ψij(x) if both (x, y) and
e−1ij (x, y) are in Y
ψ. Then χ is a well-defined projectively flat connection on X.
Proof: Since any two points (x, y), e−1ij (x, y) ∈ X related by a generator belong both to
Y φ or both to Y ψ, the connection χij is defined in all cases. Moreover, by Prop. 6.7 (iii),
χ is well-defined on F , at least up to sign. It is easy to check that that the curvatures
along the relations involve products of isomorphisms χij(x) mapping between fibers at
points (x, y) which are all in Y φ or all in Y ψ. Thus the claim that χ is a projectively
flat connection follows from the projective flatness of φ and ψ. 
6.7. Formula for the curvature. We give here a formula for the curvature of the
discrete connection φ (and ψ). It is convenient to do a gauge transformation φ¯ij(x) =
φij(x)gij(x), with
g12(x) = exp
(
2πi
9 x1 (x1 − x2) x3
)
, g13(x) = exp
(
2πi
9 x1 (x1 − x3) x2
)
,
g21(x) = exp
(
2πi
9 x2 (x2 − x1) x3
)
, g23(x) = exp
(
2πi
9 x2 (x2 − x3) x1
)
,
g31(x) = 1, g32(x) = exp
(
− 2πi
9 x3 (x3 − x2) x1
)
.
Then the curvature of the connection φ¯ has components C¯klij (x), C¯(x) associated to the
relations (26). By definition, they are given by
φ¯ij(x)φ¯kl(e
−1
ij x) = C¯
kl
ij (x)φ¯kl(x)φ¯ij(e
−1
kl x), i 6= l, j 6= k,
φ¯ij(x)φ¯jk(e
−1
ij x) = C¯
jk
ij (x)φ¯ik(x)φ¯jk(e
−1
ik x)φ¯ij(e
−1
jk e
−1
ik x), i, j, k distinct,
φ¯s(x)φ¯s(s
−1x)φ¯s(s
−2x)φ¯s(s
−3x) = C¯(x),
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where sx = (−x3, x2, x1) and
φ¯s(x) = φ¯13(x)φ¯31(e31e
−1
13 x)
−1φ¯13(e
−1
13 e31x).
We have
C¯3212(x) = C¯
12
32 (x)
−1 = exp
(
2πi x2
3 x1 x3 (x2 − x3) (x1 − x2)
)
,
C¯3213 (x) = exp
(
2πi
3 x3 (x1 − x2) (x3 − x1)
)
, C¯1231 (x) = exp
(
2πi
3 x1 (x3 − x2) (x3 − x1)
)
,
and all other C¯klij (x) as well as C¯(x) are equal to 1.
6.8. Comparison with the elliptic Gamma cocycle [FV2]. In [FV2], a nontrivial
2-cocycle of SL(3,Z) with values in exp(2πiQ(xj/xk)[z/x3]) was obtained by a similar
construction involving the elliptic gamma function instead of U . In the language of
discrete connections we use here, one defines an SL(3,Z) connection on the trivial line
bundle over a dense subset of C3 by setting
φΓ,1,2(x, z) = Γ
(
z − x2
x3
,
x1 − x2
x3
,− x1
x3
)−1
,
φΓ,3,2(x, z) = Γ
(
z
x1
,
x2 − x3
x1
,
x3
x1
)
,
φΓ,i,j(x, z) = 1, j 6= 2.
For our purpose, z may be considered here as a complex parameter on which SL(3,Z)
acts trivially. The curvature of this connection was computed in [FV2]. It has the form
CklΓ,ij = exp(πiL
kl
ij (z, x)), CΓ(x) = 1, for some cubic polynomials L
kl
ij (x, z) in z with
coefficients in Q(x1, x2, x3). The relation to the curvature of φ¯ is
C¯klij (x) = exp
(−2πi× Coefficient of z3 in Lklij (x, z)) .
The curvature of a projectively flat connection defines an extension of the group and
thus a characteristic class, see [FV2]. Conjecturally, C¯klij defines a nontrivial class in
the group cohomology H2(SL(3,Z), exp(C(x1, x2, x3))). This means (if the conjecture is
true) that there is no gauge transformation given by exponentials of rational functions
that can make the curvature trivial.
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Appendix A. Theta functions and elliptic gamma functions
We summarize some formulae about theta functions, gamma functions and phase
functions, see [FV2] for more details.
A.1. The theta function. Jacobi’s first theta function is defined by the series
θ(z, τ) = −
∑
j∈Z
eiπτ(j+1/2)
2+2πi(j+1/2)(z+1/2), z, τ ∈ C, Im τ > 0.
It is an entire holomorphic odd function such that
θ(z + n+mτ, τ) = (−1)m+ne−πim2τ−2πimzθ(z, τ), m, n ∈ Z,(27)
and obeys the heat equation
4πi ∂
∂τ
θ(z, τ) = θ′′(z, τ).
Its transformation properties with respect to SL(2,Z) are described in terms of genera-
tors by the identities:
θ(−z, τ) = −θ(z, τ), θ(z, τ + 1) = e iπ4 θ(z, τ), θ
(
z
τ
,− 1
τ
)
= i
√−iτ e iπz
2
τ θ(z, τ).
We choose the square root in the right half plane.
A.2. Infinite products. Let x, q ∈ C with |q| < 1. The function
(x; q) =
∞∏
j=0
(1− xqj)
is a solution of the functional equation
(qx; q) =
1
1− x(x; q).
Let x = e2πiz and q = e2πiτ . Then
θ(z, τ) = ieπi(τ/4−z)(x; q)(q/x; q)(q; q).(28)
We will also need the following variant of the theta function θ:
θ0(z, τ) = (x; q)(q/x; q) = −ie
πi(z−τ/4)
(q; q)
θ(z, τ).
This function obeys
θ0(z + 1, τ) = θ0(z, τ),
θ0(z + τ, τ) = −e−2πizθ0(z, τ),(29)
θ0(τ − z, τ) = θ0(z, τ).
Its modular properties are θ0(z, τ + 1) = θ0(z, τ), and if z
′ = z/τ , τ ′ = −1/τ ,
eπi(τ/6−z)θ0(z, τ) = i e
πi(−zz′+τ ′/6−z′)θ0(z
′, τ ′).
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A.3. Elliptic gamma functions. Here we consider two parameters τ and p in the
upper half plane, and set q = e2πiτ , r = e2πip, and consider the function of x = e2πiz,
(x; q, r) =
∞∏
j,k=0
(1− xqjrk) = (x; r, q).
It is a solution of the functional equations
(qx; q, r) =
(x; q, r)
(x; r)
, (rx; q, r) =
(x; q, r)
(x; q)
.
The elliptic gamma function [R], [FV2] is
Γ(z, τ, p) =
(qr/x; q, r)
(x; q, r)
= Γ(z, p, τ).
It obeys the identities
Γ(z + 1, τ, p) = Γ(z, τ, p), Γ(z + p, τ, p) = θ0(z, τ)Γ(z, τ, p),(30)
and is normalized by Γ((τ + p+ 1)/2, τ, p) = 1. The zeros of (x; q, r) are at x = q−jr−k,
j, k = 0, 1, 2, . . . . They are all simple. Thus Γ has only simple zeros and simple poles.
The zeros are at z = (j+1)τ +(k+1)p+ l, and the poles are at z = −jτ − kp+ l. Here
j, k run over nonnegative integers and l over all integers.
In fact, Γ(z, τ, p) is, up to normalization, the unique 1-periodic meromorphic solution
of u(z + p) = θ0(z, τ)u(z) holomorphic in the upper half plane.
A.4. Modular properties. We consider the transformation properties of the elliptic
gamma function under modular transformations of p and τ . We have the identities
Γ(z, τ, p) = Γ(z, p, τ),
Γ(z, τ + 1, p) = Γ(z, τ, p),
Γ(z, τ + p, p) =
Γ(z, τ, p)
Γ(z + τ, τ, p+ τ)
,
Γ(z/p, τ/p,−1/p) = eiπQ(z;τ,p)Γ((z − p)/τ,−1/τ,−p/τ)Γ(z, τ, p),
Q(z; τ, p) =
z3
3τp
− τ + p− 1
2τp
z2 +
τ 2 + p2 + 3τp− 3τ − 3p+ 1
6τp
z
+
1
12
(τ + p− 1)(τ−1 + p−1 − 1).
A.5. Extending the range of parameters. Since many operations we perform do
not preserve the upper half plane, it is important to extend the range of values τ and p
can take. We set
(x; q−1) =
1
(qx; q)
, (x; q−1, r) =
1
(qx; q, r)
, (x; q, r−1) =
1
(rx; q, r)
.
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These formulae define an extension of the functions (x; q), (x; q, r) to meromorphic func-
tions on {(x, q, r)||q| 6= 1 6= |r|}. It is clear that the functional relations
(qx, q) =
1
1− x(x, q), (qx; q, r) =
1
(x; r)
(x; q, r),
still hold in this larger domain. Correspondingly, we extend the definition of θ0 and the
elliptic gamma function by using the same formulae in terms of the infinite products.
We obtain:
θ0(z,−τ) = 1
θ0(z + τ, τ)
, Γ(z,−τ, p) = 1
Γ(z + τ, τ, p)
, Γ(z, τ,−p) = 1
Γ(z + p, τ, p)
.
An easy check gives the following result:
Proposition A.1. All identities for Γ and θ0 of the preceding subsections continue to
hold for all z, τ, p such that τ, p 6∈ R.
However, the statements about the position of zeros and poles are no longer valid.
A.6. The phase function. We keep the notation of the previous subsection and intro-
duce a new variable a, and set α = e2πia. The phase function is
Ωa(z, τ, p) =
Γ(z + a, τ, p)
Γ(z − a, τ, p) =
(qr/xα; q, r)(x/α; q, r)
(xα; q, r)(qrα/x; q, r)
.
We have
Ωa(z + p, τ, p) =
θ0(z + a, τ)
θ0(z − a, τ)Ωa(z, τ, p) = e
2πia θ(z + a, τ)
θ(z − a, τ)Ωa(z, τ, p).(31)
The properties of this function follow from those of the gamma function:
Proposition A.2. The function Ωa(z, τ, p) obeys the identities
Ωa(z + p, τ, p) = e
2πia θ(z + a, τ)
θ(z − a, τ)Ωa(z, τ, p),(32)
Ωa(z + τ, τ, p) = e
2πia θ(z + a, p)
θ(z − a, p)Ωa(z, τ, p),(33)
Ωa(z + 1, τ, p) = Ωa(z, τ, p),(34)
Ωa(z, τ, p) = Ωa(z, p, τ),(35)
Ωa(z, τ, p) = Ωa(z, τ, τ + p)Ωa(z + p, τ + p, p),(36)
Ωa(z, τ, p) = Ωa(z + τ, τ, τ + p)Ωa(z, τ + p, p),(37)
Ωa(z, τ + 1, p) = Ωa(z, τ, p+ 1) = Ωa(z, τ, p),(38)
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Ωa/τ
(
z
τ
,− 1
τ
,
p
τ
)
= eπiSa(z;τ,p)Ωa(z, τ, p)Ωa/p(
z − τ
p
,− 1
p
,− τ
p
),(39)
Sa(z; τ, p) =
a
3τp
(6z2−6(τ+p−1)z+2a2+τ 2+p2+3τp−3τ−3p+1),
Ωa(z, τ, p)Ω−a(z, τ, p) = 1,(40)
Ωa(−z, τ, p) = Ωa(z, τ, p)θ(z + a, τ)θ(z + a, p)
θ(z − a, τ)θ(z − a, p) .(41)
Appendix B. Modular properties of R-matrices and qKZB operators
Here we summarize some formulae giving the transformation properties of the R-
matrix. Fix Λ1,Λ2 ∈ C and let R(z1− z2, λ, τ, η) be the R-matrix of Eτ,η(sl2) associated
to the evaluation Verma modules VΛ1(z1), VΛ2(z2). We have
R(z1 − z2, λ, τ + 1, η) = R(z1 − z2, λ, τ, η),
and
R
(
z
τ
,
λ
τ
,− 1
τ
,
η
τ
)
= e(z1−z2)
2πiηΛ1Λ2
τ A1(λ− 2ηh(2))A2(λ)
×R(z1 − z2, λ, τ, η)A1(λ)−1A2(λ− 2ηh(1))−1.
Here Ai(λ) = A(zi, h
(i),Λi, λ, η) with
A(z, h,Λ, λ, η) = exp
iπ
τ
[
z(hλ− ηh2) + 1
2
(Λ− h)(λ+ ηΛ− ηh)(λ− ηΛ− ηh)
]
.
These formulae can be deduced from the functional realization of representations [FTV1]:
the R-matrix may be defined as the unique linear map such that
R(z1 − z2, λ, τ, η)ω(z1, z2, λ, τ, η) = ω∨(z1, z2, λ, τ, η).
The weight function ω = ωije
Λ1
i ⊗ eΛ2j and the mirror weight function ω∨ take values in
the tensor product VΛ1 ⊗ Vλ2 of evaluation Verma modules. They are given explicitly in
terms of ratios of theta functions, see [FTV1, FV1].
From the above formulae, we deduce the transformation properties of the qKZB op-
erators. One finds
Ki
(
z
τ
,
λ
τ
,− 1
τ
,
p
τ
,
η
τ
)
= e
2πiη
τ
∑n
j=1 ΛiΛj(zi−zj+pθij)
n∏
j=1
A(zj−pθij , h(j),Λj, λ−2η
j−1∑
l=1
h(l), η)
×Ki(z, λ, τ, p, η)
n∏
j=1
A(zj−pθij , h(j),Λj, λ− 2η
j−1∑
l=1
h(l), η)−1,
where we set θij = 1 if i > j and θij = 0 if i ≤ j. In this somewhat simplified notation,
the operators A depend on λ and are to be viewed as multiplication operator by these
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functions of λ; Ki taken at λ/τ really means that we conjugate Ki by the operator of
dilation of λ by a factor 1/τ .
Appendix C. Estimates for theta functions
Lemma C.1. (i) For all τ in the upper half plane, there exists a constant C1(τ) > 0
such that for all λ ∈ C,
|θ(λ, τ)| ≤ C1(τ) exp
(
π
(Imλ)2
Im τ
)
.
(ii) For all ǫ > 0 and τ in the upper half plane, there exists a constant C2(τ) > 0 such
that for all λ such that min{|λ− r − τs|, r, s ∈ Z} ≥ ǫ,
|θ(λ, τ)| ≥ C2(τ)ǫ exp
(
π
(Imλ)2
Im τ
)
.
Proof: Let S(τ) be the compact set S(τ) = {λ ∈ C | |Re(λ)| ≤ 1/2, |Imλ| ≤ Im τ/2}.
Then θ(λ, τ) vanishes in S(τ) only for λ = 0.
We use the functional relation (27) of the theta function. If λ = λ0 +m
′ +mτ , with
m′, m ∈ Z and λ0 ∈ S(τ) then
|θ(λ, τ)| = eπm(2Im λ0+mIm τ)|θ(λ0, τ)|
= eπ
Im λ−Imλ0
Im τ
(Im λ0+Imλ)|θ(λ0, τ)|
= eπ
(Im λ)2
Im τ e−π
(Im λ0)
2
Im τ |θ(λ0, τ)|.
Then the claim follows by setting C1(τ) = max{e−π
(Imλ0)
2
Im τ |θ(λ0, τ)|, λ0 ∈ S(τ)} and
C2(τ) = min{e−π
(Im λ0)
2
Im τ |θ(λ0, τ)/λ0|, λ0 ∈ S(τ)}, so that when |λ0| ≥ ǫ, we have
θ(λ0, τ) ≥ θ(λ0, τ) ǫ|λ0| ≥ C2(τ)ǫ.

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