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Using spatial light interference of ultrafast laser pulses, we generate a lateral modulation in the mag-
netization proﬁle of an otherwise uniformly magnetized ﬁlm, whose magnetic excitation spectrum is
monitored via the coherent and resonant interaction with elastic waves. We ﬁnd an unusual dependence
of the magnetoelastic coupling as the externally applied magnetic ﬁeld is angle- and ﬁeld-tuned relative
to the wave vector of the magnetization modulation, which can be explained by the emergence of spa-
tially inhomogeneous spin-wave modes. In this regard, the spatial light interference methodology can be
seen as a user-conﬁgurable, temporally windowed, on-demand magnonic crystal, potentially of arbitrary
two-dimensional shape, which allows control and selectivity of the spatial distribution of spin waves.
Calculations of spin waves using a variety of methods, demonstrated here using the plane-wave method
and micromagnetic simulation, can identify the spatial distribution and associated energy scales of each




The magnetic excitation spectrum of a thin (tens of
nanometers), uniformly magnetized ﬁlm is well studied
and understood [1,2]. The fundamental spin-wave mode,
where the magnetization precesses in phase (i.e., with the
wave vector k = 0) in the entire volume of the system,
is called the Kittel mode and can be measured by exper-
imental techniques such as ferromagnetic resonance or
time-resolved magneto-optical Kerr (or Faraday) eﬀects
[3]. One can also observe spin-wave (SW) conﬁnement
(and quantization) along the ﬁlm depth, whose energy
depends on ﬁlm thickness and pinning eﬀects at the sur-
faces. These modes, called perpendicular standing SW
modes (PSSW), are still laterally uniform in amplitude and
phase [3] for in-plane wave vector k = 0.
Going beyond lateral phase homogeneity brings about
the appearance of spin-wave modes of ﬁnite wave vec-
tor (k > 0). At low wave vectors, the spin-wave disper-
sion is highly anisotropic with respect to the direction of
an externally applied magnetic ﬁeld due to dominating
dipolar interactions [4,5]. With increasing wave vector,
*r.i.tobey@rug.nl
exchange interactions become more important and the SW
modes are termed the isotropic exchange SW. Depending
on the particulars of the dispersion relation (determined
by magnetic ﬁeld orientation and the relative strength of
dipolar-to-exchange interactions), the SW modes can have
positive, zero, or negative group velocity. The SW disper-
sion, in both dipolar and exchange regimes, can be found
by optical means using Brillouin spectroscopy [6], while
time-resolved magneto-optical imaging based on the Fara-
day eﬀect can also be used to determine the dispersion of
SW [7]. This latter technique is limited to purely dipolar
SWs due to the spatial resolution limits associated with the
particular probing wavelength that is used.
Structuring the lateral magnetic landscape further mod-
iﬁes the SW spectrum, while opening opportunities for
spin-wave localization, control and manipulation. This is
the scientiﬁc discipline of magnonics, where artiﬁcially
engineered and spatially patterned magnetic materials such
as arrays of magnetic dots [8], holes in magnetic ﬁlms
(antidots) [9,10], magnetic stripes [11–13], and bicompo-
nent arrays [14], as well as more complex spatial pat-
terns such as magnonic quasicrystals [15] or the inher-
ent domain structure of multilayers of high perpendicular
anisotropy [16], can be used to manipulate and localize
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SW dynamics. The periodic magnetization proﬁle forms
a so-called “magnonic crystal.”
For magnonic crystals (MCs) operating in a dipolar
regime, the dispersion relation can be tuned by the change
of the direction of the external ﬁeld with respect to the
periodically patterned structure [17,18]. This eﬀect results
from the presence of static and dynamic (de)magnetizing
ﬁelds and is observed even for standing (k = 0) SW
modes. The additional feature of MCs is a band struc-
ture of SW dispersion that is manifested by the presence
of multiple modes for the same value of wave vector k
(when k is reduced into the ﬁrst Brillouin zone). There-
fore, at k = 0, there exists a sequence of modes for which
the spatial distribution of the amplitude and phase within
an individual unit cell of MC is repeated periodically in the
whole structure.
Shining light onto the surface of a magnetic material
can modify the magnetization landscape due to heating,
thereby opening the possibility of using the spatial pattern-
ing of light to induce magnonic behavior. In most ultrafast
optical experiments on magnetic materials, a large-
aperture optical beam is used to excite the sample surface,
resulting in uniform suppression of the magnetization pro-
ﬁle, impulsively modifying the eﬀective ﬁeld landscape,
and generating the laterally homogeneous free precession
of a Kittel-like mode, as well as PSSW excitation [3].
Attempts to laterally shape the excitation pattern have
had success as evidenced in recent papers by Busse et al.
[19] and Vogel et al. [20] utilizing continuous and pulsed
laser sources, respectively. In the context of magnonics,
spatially patterned optical excitation oﬀers user-deﬁned,
reprogrammable arrangements of magnetic properties with
the potential for unparalleled control of spin-wave genera-
tion and propagation [21]. These latter two aspects directly
relate to the possibility of spin-wave signal processing
[22,23], combining two required elements, namely, a spa-
tially extended, or distributed, coherent source of SWs and
the possibility to manipulate their respective phases. Both
of these requirements can be fulﬁlled, in principle, by our
optical interference methodology.
In this paper, we provide a unique view of the eﬀects
of a spatially periodic optical excitation of a uniform mag-
netic ﬁlm, the emergence of a magnonic crystal, and ﬁnally
the elastic excitation of spatially distributed SW modes
[24,25]. We extend the interpretation and understanding
of our previous results [26–28] by detailing the preces-
sional response as a function of the angle of the applied
magnetic ﬁeld relative to the MC wave vector. In doing
so, we augment our previous identiﬁcation of elastically
driven ferromagnetic resonance to include localized spin-
wave modes that exist on the magnetically modulated
magnetization background. The periodic and inhomoge-
neous pattern of spin-wave eigenmodes also allows us to
change the magnetoelastic interaction. We show that this
nonuniformity alters the anisotropy of the magnetoelastic
coupling observed in homogeneous magnetic ﬁlm [29,30].
This additional anisotropy of a magnetoelastic interaction
can be explained only if the spatial modulation in the SW
proﬁles is accounted for, in eﬀect, an optically induced
magnonic crystal.
The present paper contains experimental and modeling
sections. In the ﬁrst section, we perform the transient grat-
ing (TG) experiments on two materials, Ni and CoFeB
thin ﬁlms (40-nm ﬁlms on transparent substrates such as
glass or MgO), which show markedly diﬀerent responses
as a function of the angle of the applied ﬁeld for a ﬁxed
acoustic wavelength of 1.1 μm. In the Ni ﬁlms (low
Curie temperature, TC, low saturated magnetization, MS),
an unexpected and previously unwitnessed (binary) phase
shift of π is evident as the magnetic ﬁeld angle is scanned
from zero to 90 degrees (relative to the TG wave vec-
tor); see Fig. 1. Accompanying this evolution in phase is
a strong suppression in precessional amplitude in the inter-
mediate region, indicative of interference between two (or
more) distinct modes of precession in two diﬀerent angu-
lar regimes. This interpretation is supported by the second
set of measurements on Co0.2Fe0.6B0.2 (high TC, high MS),
which exhibit elastically driven precession in only one of
the previously determined angular regimes and, amazingly,
the near-complete suppression of precession in the second
angular regime.
We claim that these ﬁndings can be reconciled by con-
sidering the interaction of elastic waves with the under-
lying modulated magnetization landscape induced by the
spatially periodic heating. Using the plane-wave method
(PWM) [31,32], we calculate the SW eigenfrequencies
H
FIG. 1. We excite the ferromagnetic thin ﬁlm with two interfer-
ing ultrashort pulses, which simultaneously generates the surface
propagating acoustic waves and laterally suppresses the magne-
tization proﬁle to form the magnonic crystal. A magnetic ﬁeld
H can be fully rotated around the sample normal and the angle
φH denotes its direction relative to the periodicity of a magnonic
crystal.
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and corresponding spatial proﬁles, taking into account
the (de)magnetizing ﬁelds as a function of the angle
between the applied magnetic ﬁeld and the direction of
modulation of magnetization (see Fig. 1). The calcula-
tions are performed for selected modulation depths of
the time-dependent magnetization landscape, which are
extracted from the two-temperature model (TTM) and two-
dimensional thermal diﬀusion considerations [28]. The
angular dependence of the eigenmode frequencies (at k =
0) is veriﬁed by micromagnetic simulations (MS) and
excellent agreement is achieved between the more rigorous
and semianalytical PWM and numerical micromagnetic
results.
II. EXPERIMENTAL RESULTS
We begin with a brief recapitulation of the key fea-
tures of our experimental approach. As shown in Fig. 1,
the experiment relies on the impulsive optical excitation
of elastic and magnetic dynamics at the surface of a thin
metallic ferromagnetic ﬁlm by impinging two interfering
laser pulses onto its surface. In our experiments, we utilize
the second harmonic of the Ti:sapphire ampliﬁed laser as
the excitation source, whose primary action is to (1) impul-
sively suppress sample magnetization [33,34] in the form
of a spatially periodic pattern and (2) thermoelastically
excite acoustic waves that propagate along the surface of
the ﬁlm/substrate heterostructure [35,36]. We have pre-
viously identiﬁed the acoustic waves as both Rayleigh
surface acoustic waves (SAW) and surface-skimming lon-
gitudinal waves (SSLW) [27]. The latter has also been
shown recently by Sander el al. [37]. The ensemble of
excitation processes is then probed by a normally incident
probe pulse and can include time-resolved diﬀraction of
probe light due to the spatial periodicity of strain and/or
surface deformation and/or polarization analysis of the
transmitted or specularly reﬂected probe light to extract
magnetization dynamics. For magnetization dynamics, we
also implement an electromagnet that can rotate around the
sample normal. Further experimental details can be found
in the work of Janusonis et al. [28].
The details of the magnetoelastic interaction depend on
the material and substrate combination. However, we can
make a few general statements. For a ﬁxed grating peri-
odicity, the observed frequencies are solely determined
by the velocity of acoustic waves in the ﬁlm/substrate
heterostructure and may depend on the propagation direc-
tion, for example, in a crystalline material. The amplitude
of strain will vary depending on which elastic mode is
being driven and the ﬁlm/substrate thermoelastic prop-
erties as well as the grating periodicity. With regard to
magnetization dynamics, there will be an applied ﬁeld con-
dition wherein the natural precessional frequency of the
ferromagnetic resonance or a particular spin-wave reso-
nance will match that of the underlying elastic wave, at
which point elastic energy will drive precessional motion
resonantly via magnetoelastic interactions, provided the
spatial symmetries of the particular magnetic and elastic
excitations are similar. The resonance condition can be
visualized either in the frequency domain as an increase
in precessional amplitude in the Fourier transform or in
the time domain by an increase in the temporal range over
which precession occurs and/or the amplitude of this pre-
cession (i.e., in the maximum polarization rotation in a
Faraday geometry). Furthermore, in the time domain, a
characteristic phase evolution is observed as the resonance
is traversed. Finally, we mention that there are conditions
under which parametric frequency-mixing eﬀects have
been observed [38], wherein magnetization precession is
driven at the sum and diﬀerence frequencies of the under-
lying elastic wave(s). Until now, we have speculated that
all resonance conditions were the result of the interaction
of the elastic waves with the uniform precessional motion,
i.e. the Ferromagnetic Resonance (FMR).
The ﬁrst indication of nontrivial dynamics in our exper-
iments is contained in Fig. 2, where we compare the (nor-
malized) temporal evolution at the resonance condition for
two representative magnetic ﬁeld angles, 15◦ and 60◦ (we
will continue to compare these two angles as representa-
tive angles for the general features of the experiments). The
data shown here are for the Rayleigh SAW resonance for
the Ni/MgO heterostructure at approximately 500 G. Both
plots, being on resonance and driven by the same acoustic
transient (the elastic frequency is independent of magnetic
ﬁeld angle), precess at the same frequency. However, there
are clear diﬀerences. First and most notably, the plots show
a diﬀerence in precessional phase—an unexpected feature
for an elastically driven FMR in a uniformly magnetized
ﬁlm. Second, the shapes of the magnetization precession in
time are drastically diﬀerent for the two plots; particularly,
the onset time at 60◦ is considerably faster than at 15◦.






















FIG. 2. Normalized time-resolved Faraday traces at the
Rayleigh surface acoustic wave resonance for Ni/MgO at two
representative angles. The linecuts exhibit opposite phases of
precession and diﬀerences in their onset times.
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FIG. 3. The surface acoustic wave resonance for Ni(40
nm)/MgO. (a) A representative time-resolved Faraday response
is taken for magnet angle φ = 60◦ and at resonance ﬁeld H ≈
504 G [vertical dashed line in (c),(e)]. The time response (a)
shows the oscillatory dynamics that persist for nearly 6 ns. The
amplitude of the Faraday signal exhibits the resonance depen-
dence on applied ﬁeld H both for late times (b),(c) and early
times (d),(e). This resonance can be attributed to the interaction
between elastic and magnetic degrees of freedom. The backward
S patterns in (b)–(e) show that the phase changes by π as the
resonance condition is crossed with an increasing ﬁeld. A com-
parison between (b),(d) and (c),(e) shows an additional change
in the precessional phase between low and high angles, as indi-
cated by the white horizontal lines (the key ﬁnding of this paper).
Accompanying the changes in the precessional phase is a sup-
pression of the precessional amplitude for intermediate values
of the magnet angle. The change of precessional amplitude and
phase in dependence on the angle at the peak resonance ﬁeld is
shown in (f).
are characteristic responses for any Ni/substrate conﬁg-
uration and any type of elastic wave resonance (SAW
or SSLW). In the remainder of this report, we provide
details of these unexpected results in order to support
our picture of elastic excitation of a variety of spin-wave
modes in the (optically induced) magnetically textured thin
ﬁlm.
In Fig. 3(a), we replicate the time-resolved Faraday
plot shown in Fig. 2 to bring attention speciﬁcally to
the ﬂipping of the precessional phase for diﬀerent angu-
lar regimes. A single time trace is extracted from our
full ﬁeld measurements, portions of which are shown in
Figs. 3(b)–3(e) for representative magnet angles of 15◦
and 60◦. As indicated in the time trace [Fig. 3(a)] the full
ﬁeld scans are shown for both late time delays [red, pan-
els (b) and (c)] and early time delays [green, panels (d)
and (e)]. Each panel (b)–(e) is individually scaled in ampli-
tude in order to show the shape of the resonance. We draw
attention as well to the backward S shape in each of the
panels. As mentioned previously, this shape reveals that a
π phase shift occurs as the resonance is traversed and is
the hallmark of a driven harmonic oscillator.
This representation brings into focus precessional phase
diﬀerences between the angles 15◦ and 60◦ as can be seen
by following the horizontal lines [compare panels (b) and
(c), (d) and (e)]. In assessing the full angular range, we
identify an intermediate angular regime where these two
precessional features interfere, resulting in a suppression of
measured precessional amplitude. This interference eﬀect
is shown in Fig. 3(f), which is extracted from Fourier
transforming the time domain data and assessing the pre-
cessional amplitude at the peak resonance ﬁeld. Accom-
panying this ﬁtting procedure, the phase of precession is
also extracted and overlaid in panel (f). For Ni/MgO, only
angles between 7.5◦ and 82.5◦ are acquired, but supporting
data in the Appendix Sec. 1 show full angular depen-
dencies for Ni/glass heterostructures and null signals at
0◦ and 90◦, as expected for the magnetoelastic interac-
tion. The suppression in amplitude in an angular range
around 30◦ separates two excitation “lobes.” We ﬁnd that
all angles in the ﬁrst lobe display the phase indicated in
Figs. 3(b) and 3(d), while all angles in the second lobe dis-
play the precessional phase indicated in (c) and (e) [i.e., the
extracted phase in (f) is binary]. The same phase-reversal
and amplitude-suppression phenomena are present for all
acoustic frequencies regardless of the acoustic mode (SAW
or SSLW), all Ni/substrate combinations (Appendix Sec.
1), and are only a function of the relative angle between the
excitation wave vector and applied ﬁeld. The latter are ver-
iﬁed by changing the absolute angle of the transient grating
excitation (by rotating the phase mask angle) and ﬁnding
the new magnet angle where suppression occurs.
It is also clear from the data displayed in Figs. 3(b)–3(e)
that the shape of the resonance diﬀers in the two angu-
lar regimes. To extract this behavior, we apply Fourier
transforms to the time-resolved data for all magnetic ﬁeld
angles. Representative Fourier transforms for 15◦ and 60◦
are shown in Figs. 4(a) and 4(b) along with linecuts and
associated two-Lorentzian ﬁts in panels (c) and (d). We
make two notes that hold generally for all excitation fre-
quencies and substrate materials. (1) For angles in the sec-
ond response lobe (θ > 40◦), the resonance line shape is
well represented by a two-Lorentzian ﬁt, with a main reso-
nance (blue arrow) and a prominent low-ﬁeld shoulder (red
arrow). The ﬁeld at which the shoulder resonance occurs
strongly reduces as the magnetic ﬁeld angle is increased.
(2) In the low angle regime (θ < 20◦), the lineshape is
not well represented by Lorentzians and always exhibits
064051-4
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a suppressed spectral weight on the low ﬁeld side of the
resonance. Intermediate angles (near the suppression) are
diﬃcult to assess due to low precessional amplitude and
the onset of mixed-phase behavior.
The positions of the main resonance and shoulder are
plotted in Fig. 4(e), where the error bars represent the
widths of the resonances (the widths of the resonances
do not change appreciably as a function of angle). Cen-
ter positions and widths are extracted from the multi-
peak ﬁtting procedure. Regardless of the ﬁtting function
(Lorentzian or Gaussian), the peak positions are found con-
sistently, while details of the lineshape can only be recov-
ered by utilizing the appropriate function in the appropriate
angular range. In Appendix 2, we show the resonance






FIG. 4. (a),(b) The Fourier amplitude of the magnetization pre-
cession shows the driving frequency of approximately 4.8 GHz,
which is dictated by the excitation grating period and acoustic
velocity. Plots (c),(d) present the ﬁeld-dependent line shapes of
(a),(b) accompanied by two-Lorentzian ﬁts to the data. At all
angles above 40◦, the resonance line shape is well represented
by a two-Lorentzian ﬁt incorporating a main resonance (blue
arrow) and a shoulder (red arrow). At all angles below approx-
imately 20◦, the resonance line shape is not reproduced by a
Lorentzian ﬁt; speciﬁcally the low ﬁeld side exhibits a reduced
spectral intensity. For intermediate angles, the resonance ampli-
tude is small and consequently the line shape is diﬃcult to ﬁt. The
resonance ﬁelds of both the main response and high-angle shoul-
der are plotted in (e), where the error bars represent the widths of
the resonances. The strongly dispersing shoulder is evident and




FIG. 5. The magnetoelastic response for Co0.2Fe0.6B0.2(40
nm)/glass is observed at low magnet angles only. (a) A represen-
tative time-resolved Faraday signal is displayed for the higher
elastic resonance (SSLW) at H = 190 G and φH = 15◦ [see
the dashed vertical line in (b),(d)]. (b)–(e) Co0.2Fe0.6B0.2 only
exhibits at low magnet angles while the precessional motion at
large magnet angles is strongly suppressed (f). Panels (b)–(e) are
plotted on the same scale. In comparing this result to Ni sam-
ples, we recognize that only the ﬁrst precessional lobe is active
in Co0.2Fe0.6B0.2, while two distinct precessional lobes are active
in Ni.
We now turn to the response in the second test mate-
rial, Co0.2Fe0.6B0.2, which shows both similarities and
diﬀerences in comparison to the Ni sample. First, it is
clear that a similar resonance condition can be achieved
[Figs. 5(a)–5(f)]. At a 15◦ magnet angle, we show the
response for the SSLW (5.25 GHz) resonating at approx-
imately 150 G, while the SAW response can be seen at
much lower ﬁeld values (< 50 G) (because of the larger
MS, all resonances are downshifted in the applied ﬁeld
relative to the low MS materials for a ﬁxed excitation fre-
quency). The precessional motion persists for extended
lengths of time, while the width of the resonance as a
function of the applied ﬁeld is narrow; both features are
related to the low Gilbert damping in this material (preces-
sional damping parameters for these ﬁlms were previously
measured by members of this collaboration [39]). Further-
more, owing to this narrow resonance, nearby resonance
features are now apparent. This is especially the case on the
064051-5
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low-ﬁeld side (approximately 100 G, 1.8 ns) and a sugges-
tion of a resonance on the high-ﬁeld side (> 250 G). Both
additional resonances clearly have the same frequency as,
but appear to be out of phase with, the main SSLW fea-
ture. However, perhaps the most striking deviation from
the Ni data is the near-complete suppression of preces-
sional motion at large angles. The integrated intensity at
the SSLW resonance is shown in panel (f), indicating that
this suppression is present over a large angular range. To
summarize, a comparison between the two materials indi-
cates that, for Ni, precession occurs in two distinct angular
regimes, accompanied by an intermediate interference,
while for Co0.2Fe0.6B0.2 only the ﬁrst precessional lobe can
be accessed. In both materials, the ﬁrst precessional lobe
peaks at approximately 15◦. We mention in passing that
our ﬁlms of Co0.2Fe0.6B0.2 on glass substrates do exhibit
a uniaxial in-plane anisotropy (signiﬁcantly weaker than
reported in [40]); however this is determined not to be the
cause of the suppression in high angle response.
It is our contention that these eﬀects are accounted for
if we consider the laterally varying (transient) magnetic
texture, its associated spin-wave distribution, and ﬁnally
their resonant interaction with phase-locked elastic waves.
We are guided into this line of thinking based on two
considerations. First, a recent paper by Langer et al. [41]
showed both in calculation and experiment that a laterally
varying demagnetization landscape (along one dimension)
localizes SW distributions in diﬀerent regions of the MC
based on the angle of the applied magnetic ﬁeld. Sec-
ondly, in comparison to other works in magnetoelastics,
ours is the only one in which acoustic waves interact with
a spatially modulated magnetization proﬁle, as well as the
only one that shows anomalous angular dependence. In
experiments most similar to ours, the resonant interaction
between surface propagating elastic waves and magnetiza-
tion [30,42,43] exhibits coupling behavior roughly peaked
at 45◦, with no indication of a suppression at intermedi-
ate angles. These studies occur on uniformly magnetized
ﬁlms, while the experimental technique (acoustic power
transmission) precludes a direct measurement of the mag-
netization and the details of precessional phase, as we
achieve here.
To incorporate the spatial periodicity in our understand-
ing, we take cues from Langer et al. [41] and determine
the SW eigenmodes in our laterally modulated magneti-
zation proﬁle. We calculate the temperature proﬁle using
the TTM until the electrons and lattice are in thermal
equilibrium within the pump excitation volume and then
propagate this temperature gradient in two dimensions
using Comsol’s thermal diﬀusion capabilities. The sim-
ulation incorporates the thin ﬁlm and substrate thermal
conductivities as well as the thermal boundary resistance
between the two dissimilar materials. Periodic and insu-
lating boundary conditions are used where appropriate.
From this temperature proﬁle, a magnetization proﬁle
MS(x) is calculated using a Curie-Weiss law for Ni and
data measured on similar ﬁlms of Co0.2Fe0.6B0.2 [19].
For the timescales involved in our experiments (several
nanoseconds), the temperature and magnetization proﬁle
are taken as constant throughout the depth of the ﬁlm.
III. THE MODEL
We use two computational methods to simulate the
experimental outcomes and to understand the physical
mechanism behind them: the plane-wave method based
on homemade code and micromagnetic simulations per-
formed with the aid of the MUMAX3 package [44]. For
PWM, we use MS calculated numerically using TTM,
whereas, for MS, we approximated this proﬁle with a
sinusoidal function. Both methods use the Landau-Lifshitz
(LL) equation as an equation of motion:
∂M
∂t
= μ0γM × Heﬀ, (1)
where μ0 is the permeability of vacuum, γ is the
gyromagnetic ratio, and M is the magnetization vector.
Heﬀ denotes the eﬀective ﬁeld, which is composed of the
following terms:
Heﬀ = H0 + HDM (r, t) + Hex (r, t) . (2)
The ﬁeld H0 denotes the in-plane applied external mag-
netic ﬁeld; HDM(r, t) is the demagnetizing ﬁeld; and
Hex(r, t) is the exchange ﬁeld [45]. In our system, the
external ﬁeld can be rotated in-plane with respect to the
one-dimensional (1D) spatial proﬁle of magnetization sat-
uration (Fig. 1). In both the PWM and MS calculations,
we assume the following values of material parameters:
γ = 176 GHz/T, μ0H0 = 0.05T (500 G), MS,Ni = 0.484 ×
106A/m, exchange length λex,Ni = 7.64 nm, period of
MS(x)  = 1.1 μm, and thickness of the Ni layer d = 40
nm. Since the magnetic landscape modulation is smooth,
and therefore there are no abrupt changes of the static
demagnetizing ﬁeld, the static component of magnetization
can be considered as saturated and parallel to the applied
ﬁeld, H0.
The PWM is used, in general, to solve linear diﬀeren-
tial equations with periodic coeﬃcients where the solu-
tions have the form of Bloch functions. To express the
dynamical component of the magnetization mi, as well
as the dynamic demagnetizing ﬁeld hDM,i, we use Bloch
functions of the form
mi (r,φ, t) = mi (r,φ) eiωteik·r,
hDM,i (r,φ, t) = hDM,i (r,φ) eiωteik·r,
(3)
where i denotes the in-plane or out-of-plane direction;
r = (x, y, 0) is the in-plane position vector; k is the wave
064051-6
DRIVING MAGNETIZATION DYNAMICS... PHYS. REV. APPLIED 10, 064051 (2018)
vector; and ω is the angular frequency of SW’s precession.
Using the magnetostatic approximation [46], the demag-
netizing ﬁelds in a planar magnonic crystal is calculated
analytically [47] from Maxwell’s equations. For conve-
nience in further calculation, we introduce two coordinate
systems: (xyz) connected to the periodic landscape and
(x′y ′z′) related to the direction of the external ﬁeld (Fig. 6).
We consider the x′, y ′, z′ components of magnetization M
and eﬀective ﬁeld Heﬀ upon the spatial coordinates x, y, z
and the angle of the applied ﬁeld φ [48]. The angular
dependence of the eﬀective ﬁeld Heﬀ(φ) is included in the
model only by the anisotropy of the demagnetizing ﬁeld.
Using the method presented by Kaczer [47], we can cal-
culate the x′ component of a static demagnetizing ﬁeld
HDM,
HDM,x′ (r,φ) = −
∑
G
MS (G) cos2 (φ)
× [1 − cosh (|G| z) e−|G|d/4] eiG·r, (4)
and the y ′,z′ components of the amplitude for a dynamic
demagnetizing ﬁeld hDM for k = 0:




my ′ (G) sin2 (φ)
[
1 − cosh (|G| z) e−|G|d/4
]
− imz′(G) sin(φ) sinh (|G| z) e−|G|d/4
}
eiG·r,
hDM,z′ (r,φ) = −
∑
G
[mz′ (G) cosh (|G| z) e−|G|d/4
− imy ′ (G) sin(φ) sinh (|G| z) e−|G|d/4]eiG·r,
(5)
where G = [Gx, 0, 0] is a reciprocal lattice vector. We
use MS (G), mz′ (G), my ′ (G) to denote the coeﬃcients
of Fourier expansions for magnetization saturation MS (r)
and the periodic factor of the dynamical component of
magnetization mi (r). The symbol d stands for the thick-
ness of the ferromagnetic layer.
The LL equation can be transformed (in the linear
approximation) into the algebraic eigenvalue problem for
eigenvalues (the frequencies of SW eigenmodes) and the
eigenvectors [the sets of Fourier components for SW
Bloch functions, mi(G)]. As a result, we obtain the fre-
quency spectrum with the corresponding set of the proﬁles
of dynamical magnetization for SW eigenmodes for a
selected value of the external ﬁeld angle φ.
The MS are performed by solving numerically the LL
equation in a real space and time domain [49]. For the exci-
tation of the SW precession, we use a microwave external
magnetic ﬁeld in the form of the sinc function in the time
domain and spatially homogeneous in the whole sample.
After simulating the response for 30 ns, we perform a fast
Fourier transform of the signal to arrive at the frequency
spectra of SW excitation.
FIG. 6. The top view of the sample: a false-color representa-
tion of the sample temperature (red = hot, blue = cold) for two
periods of the MC. The coordinates (x, y, z) are deﬁned by the
periodic structure, while (x′, y ′, z′) are oriented with respect to
the direction of an external magnetic ﬁeld. The in-plane (y ′) and
out-of-plane (z′) component of dynamic magnetization depends
on x and y coordinates: my’(x, y), mz’(x, y).
For a given spin-wave spatial proﬁle, we consider (1) the
eﬃciency of detection by Faraday rotation measurements,
which relies solely on the spin-wave spatial symmetry,
and (2) the elastic-to-magnetic excitation eﬃciency, which
relies on both SW and elastic spatial symmetries. We deal
with these aspects separately. With respect to detection
eﬃciency, the largest Faraday signal (collected over many
spatial periods) comes from any mode whose spatial pro-
ﬁle exhibits a (relatively) homogeneous phase (a FMR
mode [50] will possess a large Faraday signal [51], while
a mode with an odd node number in  will sum to zero).
To assess which of these modes exhibits the largest Fara-
day detection eﬃciency, we calculate the net out-of-plane
magnetic moment over a period for the modes of k = 0













where mnz (x) is the proﬁle of the nth eigenmode for the
out-of-plane component of dynamical magnetization.
With respect to the excitation cross section, we reit-
erate that the spatial period of the MC and that of the
elastic waves are the same, both being derived from the
same optical interference pattern. Furthermore, they are
spatially phase locked in that the hot and cold regions of
the MC experience opposite torques (through magnetoe-
lastic coupling) on each half cycle of the acoustic wave.
Therefore, the excitation eﬃciency σ of SW due to mag-
netoelastic interaction will depend on spatial proﬁle of SW.
To take into account the nonuniform distribution of the
SW amplitude in one period of MC and the diﬀerent signs
of magnetoelastic torque in hot and cold regions, we inte-
grate the dynamic component of magnetization mnz (x) with
the factor cos(2π x/) to incorporate the magnetoelastic
coupling and the opposite sense torque on both half cycles
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of the elastic wave:
σ ∝ 1






mnz (x) cos (2π x/)
]
dx. (7)
The factor sin(2φ) reﬂects the angular dependence of the
torque resulting from the magnetoelastic interaction of
acoustic waves with the magnetization [30], while the
Lorentzian factor 1/[(f − f0)2 + (f /2)2] reduces signif-
icantly the excitation eﬃciency if the frequency of SW,
f = ω/(2π), diﬀers from the frequency of the acoustic
wave, f0, by more than the elastic bandwidth (approxi-
mately 0.5 GHz).
IV. NUMERICAL SIMULATIONS
The outcomes of the PWM and MS calculation are
provided in Fig. 7. In Fig. 7(b), we plot the SW eigenfre-
quency dependence for all low-energy modes as the mag-
netic ﬁeld angle is changed from parallel to the periodicity
of the magnetic landscape (φ = 0◦) to the perpendicular
direction (φ = 90◦) [52]. The results of both computational
techniques are in agreement for the modes of the largest
detection eﬃciency—the orange-yellow points (PWM)
overlap with the black-gray lines (MS). The noticeable
features of this result (and all such results for laterally
modulated MS) are the presence of a nearly constant fre-
quency fundamental mode (characterized by the spatial
distribution with zero nodes and homogeneous phase) and
the appearance of a network of higher-order modes whose
frequencies increase as the angle of the magnetic ﬁeld is
increased. At low angles, several modes dip in frequency
below the fundamental mode upon anticrossing with the
fundamental mode at an intermediate angle φ ≈ 20◦. We
ﬁnd that the general shape presented in Fig. 7(b) is repro-
duced for a large number of modulation depths (i.e., time
delays) and is shifted up vertically along the frequency axis
as the applied ﬁeld is increased (correspondingly down
as the ﬁeld is reduced). We did not attempt to perform
this calculation for very deep modulations or modulations
that deviate strongly from sinusoidal, since they are not
relevant to the timescales associated with elastic dynamics.
The spatial proﬁle of any mode can be assessed as a
function of the magnetic ﬁeld angle (and strength). At
selected points in the angular dependence, and for the
modes showing the largest detection eﬃciency (orange or
dark yellow), we show [in Fig. 7(a)] the spatial proﬁles
indicated as positions I through XII. In this case, the pro-
ﬁles are only shown for a ﬁxed applied ﬁeld strength of 500
G, at a ﬁxed time delay (i.e., a ﬁxed modulation depth). In
particular, we note that the fundamental mode (I, II, III, X,
XI, XII) shows zero nodes, while one of the higher-order
modes labeled (VII, VIII, IX, IV, V, VI) is displayed with
both solid and dashed lines to delineate a change in phase
for diﬀerent portions of the SW proﬁle [i.e., lateral node(s)
in the precessional wave function]. A symbolic tempera-
ture scale is provided above the modal distributions (with
blue and red regions corresponding to lower and higher
temperature, respectively) to indicate where within the lat-
eral dynamic magnetization proﬁle the SW amplitude is
maximized. For example, we ﬁnd a general feature of our
calculations to be that at low angles (curves I and II) the
mode is strongly localized in the cold regions of the MC,
































FIG. 7. Plane-wave method and micromagnetic calculation for
angular dependence of the eigenfrequencies of spin-wave modes
in a periodically modulated magnetic landscape. (a) The spatial
distribution of the lowest-energy eignemodes (with the largest
detection eﬃciency) is marked in the main plot by labels I–XII.
The modes are plotted for two periods of the MC. The red (blue)
color bars above symbolize the hotter (colder) regions of the
magnonic crystal, respectively. The sections of solid and dashed
lines distinguish the regions of opposite precession phase. Spa-
tial proﬁles are color coded to indicate main resonance (blue)
and dispersing modes, which we associated with the shoulder in
Fig. 4 (orange/green). (b) Angular dependence of the eigenfre-
quencies of spin-wave modes. The color scales for orange-yellow
(PWM) points or black-gray lines (MS) correspond to the sim-
ulated detection eﬃciency [the darker the line or symbol, the
larger the value of Eq. (5)]. The plane-wave-method calculation
is done for a simulated MS proﬁle (from two temperate mod-
els), whereas the micromagnetic simulations are performed for
a sinusoidal approximation of the MS proﬁle. The bottom panel
(c) presents the simulated procession amplitude of a spin wave
pumped by an elastic wave inclusive of excitation eﬃciency
[Eq. 6] and detection eﬃciency [Eq. (7)]. The outcome is two
excitation lobes with a minimum around 40◦.
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XII) as the angle is increased. This latter proﬁle we asso-
ciate with a true FMR displaying a constant phase and
(nearly) constant amplitude over the entire MC. We can
now understand why higher-order modes dip in frequency
below the fundamental at low angles; since a signiﬁcant
SW amplitude is present in the reduced MS, hot regions of
the sample (e.g., curve VII), the frequency of SW eigen-
modes is therefore reduced. Finally, we note that at low
angles the mode density is high, while at high angles
the modes (at least the lowest two) are energetically well
separated.
The bottom panel of Fig. 7 shows a qualitative estima-
tion of the detected signal in a Faraday rotation measure-
ment. In order to estimate the amplitude of Faraday signal
from the spectrum and the proﬁles of SW eigenmodes, we
use the phenomenological formula in Eq. (7) and the pro-
cedure described in the Sec. III. The frequency of f = 4.8
GHz driving the SW dynamics and the FWHM = 0.5 GHz
(where f is the FWHM) of this resonance are taken
from the experimental outcomes (see Fig. 4). By using
this approach, we are able to reproduce qualitatively the
angular dependence of the intensity of a Faraday sig-
nal. The simulated dependence shown at the bottom of
Fig. 7 presents two lobes with a distinctive minimum
around 30–40◦, similar to those seen in the experiment (see
Fig. 3). The relative heights of the two lobes (for lower and
higher angles) are diﬀerent for experimental and numerical
outcomes.
V. DISCUSSION
We now discuss the connections between the experi-
mental and calculation results, supporting our claim of
the emergence of optically induced MC and our ability
to control the band structure. We begin by considering
the behavior at high magnetic ﬁeld angles, where the
eigenmode solution of the fundamental mode exhibits a
FMR-like appearance (the SW amplitude is delocalized
over the entire MC structure, homogeneous phase proﬁle).
We note that, while the detection eﬃciency of such a mode
is large (dark orange in Fig. 7), the excitation eﬃciency
by the elastic waves is actually quite small. In one period
of the MC, the elastic wave has both compressional and
dilational phases and, thus, cannot drive the fundamental
mode as indicated. However, if we understand the fun-
damental mode to be driven locally, then at each region
of the MC, hot and cold, a FMR can be driven. Such a
locally driven FMR would be exactly the same as in the
case of transducer-based measurements, where a unidirec-
tional multicycle elastic wave drives the FMR precessional
motion locally and out of phase on each half cycle of the
wave [30,42,43,53]. In our experiments, optically probing
the average magnetization precession via Faraday rota-
tion results in the superposition of FMR responses in the
hot and cold regions of the MC, which will add out of
phase (because of the opposite sign of the strain in the two
regions).
The picture of a locally driven FMR can explain one of
the main observations of our data, namely, the diﬀerence
in the high angle response between Ni and Co0.2Fe0.6B0.2
ﬁlms. The marked diﬀerence between these two materials
is their Curie temperature; Ni has a low Curie temperature
(600 K) while Co0.2Fe0.6B0.2 has a high Curie tempera-
ture (1300 K). Assuming that the optical absorption and
thermal diﬀusion are similar in the two materials (both lus-
trous metals deposited on similar silicate substrates), this
large diﬀerence in TC translates into a smaller magnetiza-
tion modulation for the case of Co0.2Fe0.6B0.2 and thus a
smaller aggregate Faraday signal. In fact, the case for the
locally driven FMR would result in a nearly suppressed
high angle response (Fig. 7), which corresponds very well
with the results found for Co0.2Fe0.6B0.2 [Fig. 5(f)]. This
suggests that, for high MS materials, any spin-wave mode
with odd spatial symmetry (whether it is a SW with odd
spatial symmetry or a locally driven FMR) would be invis-
ible in a Faraday measurement, while a mode that is
strongly localized in one particular region of the MC (i.e.,
low angles) will be visible in the experiment. Applying
the same considerations to Ni [Fig. 3(f)], we still need to
explain the appearance and the increased signal detected at
high angles. At the points where constructive optical inter-
ference occurs, the sample lattice temperature can easily
reach TC and remains at an elevated temperature for sev-
eral nanoseconds. Nevertheless, as shown in Fig. 7, the
modal proﬁle at high angles should maintain its homo-
geneous phase and amplitude (i.e., the FMR) and, thus,
we continue to expect a reduced second lobe detection,
in eﬀect a result like in Co0.2Fe0.6B0.2. We suspect that
the anomalous behavior in Ni, where in the second lobe
we measure a large precessional amplitude, may be the
result of a reduction in magnetoelastic coupling strength
(not simply the reduction in MS), which is prevalent as
one approaches the Curie temperature [54,55]. We also
mention that similar experiments on arrays of Ni wires, in
this case excited by a uniform optical pulse, also excite
magnetization and elastic dynamics, as well as the long-
lived resonant magnetization precession. In this geometry,
the wires themselves should be considered as a proxy for
the hot regions of the TG signal (suppressed magnetiza-
tion, initial dilational strain) and their physical structure,
such as width, period, material, and substrate, are chosen
to closely mimic the strain amplitude generated in the TG
experiment. Nonetheless, an elastically driven magnetiza-
tion precession as much as ten times smaller is witnessed
for similar excitation ﬂuences taken at the same magnetic
ﬁeld angle, 15◦ (portions of this work will be published at
a future date). We suspect that this reduced signal level is a
signature of hot Ni wires precessing under the action of the
elastic waves, but with reduced magnetization and reduced
magnetoelastic coupling. To fully vet this idea, additional
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FIG. 8. (a)–(e) The surface-skimming longitudinal wave
on glass substrates ( = 1.1 μm, f = 5.15 GHz) shows
the same behavior as the Ni/MgO shown in Fig. 3. (f)
A suppression in precessional amplitude at approximately
30◦ separates two excitation lobes with opposite precessional
phases.
ﬂuence-dependent measurements would need to be done
for a series of materials with varying MS values.
Finally, in the same range of large magnetic ﬁeld angles,
one would also expect to measure the higher-lying preces-
sional mode (IV–VI) when the ﬁeld is reduced and this
mode crosses the elastic excitation frequency. Based on
the shape of the calculated angular dispersion, the larger
the angle between the MC wave vector and the magnetic
ﬁeld, the lower in the ﬁeld the resonance will occur. This
is precisely the behavior that we witness for the high angle
shoulder present in the case of Ni. Again, the visibility of
this mode would rely on suppressed detection eﬃciency
in the sample hot region, because of both the reduction in
MS and the reduced coupling strength. These same argu-
ments indicate that a similar feature would not be present
for Co0.2Fe0.6B0.2, since the higher lying mode has an even
number of nodes in one period.
At small angles of the magnetic ﬁeld, the fundamen-
tal mode is concentrated in the cold region of the sample
regardless of the material in question and, as indicated
in Fig. 7, also exhibits a π phase ﬂip in the precessional
amplitude (plotted as a dotted, rather than a solid, line).
To assess this absolute phase of precession, we follow
the fundamental mode proﬁle and precessional phase for





FIG. 9. (a)–(e) The Rayleigh surface acoustic wave on glass
substrates ( = 1.1 μm, f = 2.6 GHz) shows the same behavior
as both SSLW on Ni/glass and SAW on Ni/MgO shown in Fig. 3.
(f) A suppression in precessional amplitude at approximately 30◦
separates two excitation lobes with opposite precessional phases.
VIII, VII). Assuming that the mode is well behaved and
continuously evolves as a function of the angle, identifying
the precessional properties of this fundamental branch can
then be used to reveal the properties of all other modes
of precession at low angles. Thus, the fundamental mode
(XII–IX, I, II) can be identiﬁed as precessing with a π
phase modulation on either side of the anticrossing point.
This feature of the MC spin-wave distribution directly
relates to the opposite precessional phase for Ni samples
in the high and low magnetic ﬁeld angles. In both cases,
the predominant signal is derived from precession occur-
ring in the cold regions of the sample, but the nature of
the MC SW distribution dictates that these two must have
opposite phases.
Furthermore, as indicated in the angular dispersion
curve (Fig. 7), the MC at low angles of a magnetic ﬁeld
exhibits a network of modes at similar energy scales and
within the excitation bandwidth of the acoustic wave.
These additional modes can be seen explicitly in Fig. 5,
where the low Gilbert damping of Co0.2Fe0.6B0.2 results
in narrow ﬁeld resonances and the appearance of satellite
resonance features [i.e., at early time delays [Fig. 7(d)],
additional resonances can be seen on both sides of the
main precessional mode]. In the high damping case of Ni,
the ﬁeld-tuned resonances are wide and individual modes
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FIG. 10. Resonance response as a function of applied ﬁeld
angle for Ni/glass (left) and Ni/MgO (right), showing the main
resonance and the strongly dispersing shoulder indicated by the
arrow.
cannot be identiﬁed; however, the line shapes of the low
angle resonance suggest that more than one mode may be
active simultaneously. For example, the out-of-phase pre-
cession of two modes in proximate energy would suppress
portions of the observed resonance and distort the line
shape similar to the observed dynamics in Figs. 4(a) and
4(c), while simultaneously delaying or slowing the onset
of precessional dynamics, for example, as seen in Fig. 2.
VI. CONCLUSION
In summary, we elucidate the magnetoelastic interaction
for a range of magnetic ﬁeld angles relative to the TG
excitation wave vector. The key ﬁnding is the identiﬁca-
tion of distinct angular regimes where precessional motion
can be driven elastically. In the low-TC Ni sample, this is
manifested as the precessional motion of an opposite phase
in two angular regimes, along with their interference and
suppression of precessional motion at intermediate angles.
For high-TC Co0.2Fe0.6B0.2, this is manifested as driven
precessional motion in only one of the previously deter-
mined angular regimes and the near-complete suppression
in the other. To explain these ﬁndings, we calculate, using
PWM and micromagnetic simulations, the SW amplitude
distribution in a laterally (periodically) modulated mag-
netization proﬁle as a function of modulation depth and
magnetic ﬁeld angle, which, in turn, allows us to infer
that in diﬀerent angular regimes the elastic waves cou-
ple to distinct spin-wave structures. At high angles (the
second precessional lobe), the elastic wave excites a true
FMR response, which we understand to be locally acti-
vated at each half period of the elastic wave. At low angles
(the ﬁrst precessional lobe), we infer that a spin-wave
mode, localized in the cold region of the sample, is elas-
tically activated. Connected to these ﬁndings, we suggest
that in low-TC materials such as Ni, one must incorpo-
rate an understanding of the temperature dependence of
the magnetoelastic constants to understand the observed
dynamics, while this is less prevalent in high-TC materials
since, even in the hot regions of the sample, optical exci-
tation increases the temperature by only a fraction of TC.
The ability to optically generate a transient magnetic land-
scape and control the spatial regions where the localized
magnetic groundstates reside could impact a wide range of
optomagnonics research that currently utilizes artiﬁcially
textured materials.
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APPENDIX
We include here additional data sets displaying the res-
onance eﬀects in Ni on glass substrates at both SAW and
SSLW resonances.
1. Angular dependence for Ni/glass at SAW and SSLW
resonances
The change in precessional phase and the accompany-
ing intermediate suppression of precessional amplitude are
also witnessed for the Ni/glass heterostructure [here, soda-
lime glass (SLG) or standard microscope slide glass]. For
this material, a strong but rapidly damped SSLW drives
precession at 5.15 GHz (Fig. 8) and the Rayleigh SAW
resonance at 2.6 GHz (Fig. 9). For both elastic waves, a
phase ﬂip and concomitant intensity suppression occur at
roughly 30◦, which is the same angle range that is wit-
nessed in the main text for the Ni/MgO heterostructure.
The suppression in amplitude is accompanied by the same
binary phase reversal.
2. Dispersion of the shoulder with magnetic field angle
In Fig. 4 of the main text, we show the resonance ﬁeld
positions of the main and shoulder peaks as a function of
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angle of the magnetic ﬁeld. Here we show all the data
sets to further enforce the notion of a strongly dispersing
shoulder. For both glass and MgO substrates, we show the
integrated Fourier transform of the resonance responses.
For glass, this is the surface-skimming longitudinal wave
response at 4.8 GHz, while for MgO this is the Rayleigh
surface acoustic wave response at 5.15 GHz. The glass data
are stronger in amplitude and, therefore, the signal to noise
is better. However, in both cases, we see the main reso-
nance peak change from an asymmetric response at 38◦
to develop a shoulder that disperses to lower ﬁeld values
as indicated by the arrows. The appearance of the shoul-
der in the Ni samples is thus independent of the type of
acoustic wave driving the response, while its observation
that we suggest in the main text is related to the next SW
mode above the fundamental. The absence of this mode
for Co0.2Fe0.6B0.2 we attribute to the symmetry of the SW
and the reduced detection eﬃciency due to the reduced
modulation depth in a high-TC material.
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