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Abstract. We deduce decompositions of natural representations
of general linear groups and symmetric groups from combinatorial
bijections involving tableaux. These include some of Howe’s du-
alities, Gelfand models, the Schur-Weyl decomposition of tensor
space, and multiplicity-free decompositions indexed by threshold
partitions.
1. Introduction
Bijections in algebraic combinatorics are often manifestations of re-
sults in representation theory. For example, the Robinson-Schensted
correspondence, between permutations and pairs of standard tableaux
of the same shape, reflects the fact that the sum of squares of dimen-
sions of irreducible representations of a symmetric group is its order.
Sometimes combinatorial identities can be used to prove results in rep-
resentation theory. For instance, the classification of the irreducible
representations of symmetric groups and Young’s rule are deduced from
the Robinson-Schensted-Knuth (RSK) correspondence in [11]. The
dual RSK correspondence is used to determine what happens when a
representation is twisted by the sign character. This article collects
many more instances of this phenomenon.
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Section 2 reviews basic facts about semistandard Young tableaux
and Schur functions. Section 3 reviews fundamental results in the poly-
nomial representation theory of general linear groups. The RSK cor-
respondence is a bijection from matrices with non-negative integer en-
tries onto pairs of semistandard tableaux of the same shape. The dual
RSK correspondence is a bijection from matrices with entries 0 or 1
onto pairs of semistandard tableaux of mutually conjugate shape. In
Section 4, the RSK correspondence and its dual are shown to imply
the (GLm,GLn)-duality and the skew (GLm,GLn)-duality theorems of
Howe. The symmetry property of the RSK correspondence gives a
Gelfand model for GLn(C). Schu¨tzenberger’s lemma on the RSK cor-
respondence is shown to give a refinement of the Gelfand model.
The Burge correspondence is another bijection from matrices with
non-negative integer entries onto pairs of semistandard tableaux of
the same shape, less well-known than the RSK correspondence. In
Section 5, we show that its symmetry property gives rise to another
Gelfand model for GLn(C), which also has a refinement based on an
adaptation of Schu¨tzenberger’s lemma to this setting. Two more corre-
spondences of Burge give rise to multiplicity-free decompositions into
representations parameterized by threshold partitions, and conjugate
threshold partitions. These are discussed in Section 6.
Section 7 describes a passage from representations of GLn(C) to
representations of Sn via the all-ones weight space. Applying this to one
side of (GLm,GLn)-duality, we recover Schur-Weyl duality. Applying
it to the Gelfand models of GLn(C), we recover combinatorial Gelfand
models for Sn due to Inglis, Richardson, and Saxl [8]. Applying it to
the multiplicity-free representations of GLn(C) in Section 6, we recover
some other interesting multiplicity-free representations of Sn, which
were outlined by Bump [3] using completely different methods.
Most of the results in this article have appeared in the MSc thesis
of Arghya Sadhukhan [13].
2. Semistandard Young Tableaux and Schur Polynomials
In this section we recall basic facts about semistandard Young
tableaux and Schur polynomials. For detailed, self-contained expo-
sitions, see [11, 12].
Definition 1. A semistandard Young tableau in n letters is a left-
justified array of boxes with rows of weakly decreasing length filled
with numbers between 1 and n such that
(1) the numbers increase weakly from left to right along rows,
(2) the numbers increase strictly from top to bottom along columns.
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If a semistandard Young tableau has l rows, and λi boxes in the ith
row for i = 1, . . . , l, then the partition λ = (λ1, . . . , λl) is called the
shape of the tableau. The weight of a tableau is the integer vector
(µ1, . . . , µn) where µi the number of times the number i occurs. If t
is a tableau, we write wt(t) for its weight. Write Tabn(λ) for the set
of all semistandard Young tableaux in n letters having shape λ. The
subset of Tabn(λ) consisting of tableaux with weight µ is denoted by
Tab(λ, µ).
Example 2. The tableau in 7 letters
t = 2 2 3 5 5
4 4 4 6
5 7
has shape (5, 4, 2) and wt(t) = (0, 2, 1, 3, 3, 1, 1).
Given an integer vector µ = (µ1, . . . , µn) with n-coordinates, let x
µ
denote the monomial xµ11 · · ·x
µn
n in n variables.
Definition 3 (Schur Polynomial). For each integer partition λ,
the Schur polynomial in n variables corresponding to λ is defined as:
sλ(x1, . . . , xn) =
∑
t∈Tabn(λ)
xwt(t).
It turns out that sλ is a symmetric polynomial in n variables. If
the partition λ has more than n non-zero parts, there are no tableaux
in n letters of shape λ (because the first column of the tableau has to
be strictly increasing, and has length equal the number of parts of λ).
On the other hand, if the number of non-zero parts of λ is at most n,
then there is at least one such tableau, namely the one whose ith row
has all boxes filled with i. Therefore sλ(x1, . . . , xn) = 0 if and only if λ
has more than n non-zero parts.
Let Λdn denote the set of all integer partitions of d with at most n
parts. By padding a partition with 0’s, write it as an integer vector
λ = (λ1, . . . , λn) with exactly n parts. Thus
Λdn = {(λ1, . . . , λn) ∈ Z
n | λ1 + · · ·+ λn = d, λ1 ≥ · · · ≥ λn ≥ 0}.
Theorem 4. [11, Theorem 5.4.3] The set
{sλ | λ ∈ Λ
d
n}
is a basis for the space of all symmetric polynomials of degree d in n
variables with coefficients in C.
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3. Polynomial Representations of GLn(C)
In this section we recall basic facts about polynomial representa-
tions of GLn(C). Details can be found in [11, Chapter 6].
Definition 5. A polynomial representation of GLn(C) is a finite
dimensional vector space W over C, together with a group homomor-
phism ρ : GLn(C) → GL(W ), such that each entry of the matrix of
ρ(g) (with respect to any basis of W ) is a polynomial in the entries
of the matrix g. The polynomial representation W is said to be ho-
mogeneous of degree d if these polynomials are homogeneous of degree
d. It is said to be irreducible if there is no non-trivial proper subspace
W ′ ⊂W that is left invariant by ρ(g) for all g ∈ GLn(C). Representa-
tions (ρ1,W1) and (ρ2,W2) are said to be isomorphic if there exists a
linear isomorphism T : W1 → W2 such that ρ2(g) ◦ T = T ◦ ρ1(g) for
each g ∈ GLn(C).
Example 6 (The trivial representation). The only homogeneous
polynomial representations of degree 0 are where ρ(g) is identically the
identity operator of W .
Example 7 (Direct sum). If (ρ1,W1) and (ρ2,W2) are polynomial
representations of GLn(C), then (ρ1⊕ρ2,W1⊕W2) is also a polynomial
representation of GLn(C). If ρ1 and ρ2 are homogeneous of degree d,
then so is ρ1 ⊕ ρ2.
Example 8 (The defining representation). The identity map ρ :
GLn(C) → GLn(C) defines a representation of GLn(C) on C
n. This
representation is homogeneous of degree 1 and is called the defining
representation.
Example 9 (Tensor product). If (ρ1,W1) and (ρ2,W2) are polyno-
mial representations of GLn(C), then so is (ρ1 ⊗ ρ2,W1 ⊗W2). If ρ1
has degree d1 and ρ2 has degree d2, then ρ1 ⊗ ρ2 has degree d1 + d2.
As a particular example, ⊗dCn, the d-fold tensor power of the defining
representation Cn, is homogeneous of degree d and dimension nd.
Example 10 (Symmetric and alternating tensors). The symmetric
group Sd acts on ⊗
dCn by permuting the tensor factors. The subspace
of invariant tensors is denoted by SymdCn. Since the actions of GLn(C)
and Sd on ⊗
dCn commute, SymdCn is invariant under the action of
GLn(C), forming a homogeneous representation of degree d, which is
known as the dth symmetric tensor. Let L denote the subalgebra of⊕∞
d=0⊗
dCn generated by x ⊗ x. Let Ld = L ∩ ⊗
dCn. Then Ld is an
invariant subspace of ⊗dCn, and the quotient ∧dCn = ⊗dCn/Ld is a
representation of GLn(C), known as the dth alternating tensor.
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Let λ = (λ1, . . . , λl) be a partition of d. Then
SymλCn =
l⊗
i=1
SymλiCn
∧λCn =
l⊗
i=1
∧λiCn
are homogeneous polynomial representations of GLn(C) of degree d.
Let Tn ⊂ GLn(C) denote the subgroup of invertible diagonal matri-
ces. We use ∆(x1, . . . , xn) to denote the diagonal matrix with entries
x1, . . . , xn.
Definition 11 (Weight vector). Let (ρ,W ) be a polynomial rep-
resentation of GLn(C). A vector v ∈ W is said to be a weight vector
with weight µ = (µ1, . . . , µn) if, for all x1, . . . , xn ∈ C
∗,
ρ(∆(x1, . . . , xn))v = x
µ1
1 · · ·x
µn
m v.
The subspace of all weight vectors of weight µ is called the µ-weight
space of W and denoted W (µ).
Theorem 12. [11, Theorem 6.6.5] Every polynomial representation
(ρ,W ) of GLn(C) admits a basis of weight vectors.
Example 13. In the defining representation of GLn(C) (Exam-
ple 8), the coordinate vector ei ∈ C
n is a weight vector with weight ei.
The set {ei | i = 1, . . . , n} is a basis of weight vectors for C
n.
Example 14. In the tensor space ⊗dCn (Example 9),
{ei1 ⊗ · · · ⊗ eid | (i1, . . . , id) ∈ {1, . . . , n}
d}
is a basis of ⊗dCn consisting of weight vectors. The weight of ei1 ⊗
· · · ⊗ eid is (µ1, . . . , µn), where µk is the number of k for which ik = i.
Example 15. For non-negative integers n and d, define
M(n, d) = {(i1, . . . , id) | 1 ≤ i1 ≤ · · · ≤ id ≤ n}.
Given I = (i1, . . . , id) ∈ M(n, d) the symmetric tensor ei1 · · · eid is
a weight vector in SymdCn with weight (µ1, . . . , µn) where µi is the
number of k for which ik = i. As I runs over M(n, d), these vectors
form a basis of SymdCn.
For non-negative integers n and d, define
N(n, d) = {(i1, . . . , id) | 1 ≤ i1 < · · · < id ≤ n}.
Given I = (i1, . . . , id) ∈ N(n, d) the alternating tensor ei1∧· · ·∧eid is a
weight vector in ∧dCn with weight (µ1, . . . , µn) where µi is the number
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of k for which ik = i. As I runs over N(n, d), these vectors form a
basis of ∧dCn.
Most proofs in this article will be based on finding bases of weight
vectors of representations as in the examples above.
Definition 16. The character of a polynomial representation W
of GLn(C) is defined as
chW (x1, . . . , xn) = tr(ρ(∆(x1, . . . , xn));W ).
For any permutation w ∈ Sn, ∆(xw(1), . . . , xw(n)) is conjugate to
∆(x1, . . . , xn). Therefore chW is a symmetric polynomial. If W is
homogeneous of degree d, then chW is homogeneous of degree d.
Remark 17. Theorem 12 implies that
chW (x1, . . . , xn) =
∑
µ
dimW (µ)xµ,
the sum being over all n-tuples µ of non-negative integers.
Let λ′ denote the partition conjugate to λ, namely,
λ′i = #{j | λj ≥ i} for i = 1, . . . , n.
Theorem 18. [11, Chapter 6] Let ρ : GLn(C) → GL(W ) be a
polynomial representation of GLn(C). Then we have:
(1) For every partition λ ∈ Λdn, there exists an irreducible homo-
geneous polynomial representation W nλ of GLn(C) of degree d
which occurs in both SymλCn and ∧λ
′
Cn. This representation
satisfies:
chWn
λ
(x1, . . . , xn) = sλ(x1, . . . , xn),
the Schur polynomial corresponding to λ, in n variables.
(2) Every polynomial representation W of GLn(C) has a unique
decomposition of the form:
W =
⊕
λ
(W nλ )
⊕mλ
into irreducible polynomial representations (since W is finite
dimensional, it should be understood that mλ is positive for
only finitely many λ).
(3) Two polynomial representations of GLn(C) are isomorphic if
and only if their characters are equal.
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4. The RSK Correspondence and its Dual
Let µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn) be non-negative integer
vectors with common sum d. Let Mµν denote the set of all m × n
matrices A = (aij) with non-negative integer entries such that
∑
j
aij = µi for i = 1, . . . , m and
∑
i
aij = νj for j = 1, . . . , n.
The RSK correspondence [9, Section 3] is an algorithmic bijection:
RSK : Mµν→˜
∐
λ⊢d
Tab(λ, ν)× Tab(λ, µ).
Theorem 19. Let W = Symd(Cm ⊗ Cn). Viewing Cm and Cn
as the defining representations of GLm(C) and GLn(C) respectively,
the functorial nature of Symd implies that W is a representation of
GLm(C)×GLn(C). The decomposition of W into irreducible represen-
tations of GLm(C)×GLn(C) is given by:
W =
⊕
λ⊢d
W nλ ⊗W
m
λ .
Proof. Let e1 . . . , en and f1, . . . , fm denote the coordinate vectors
in Cn and Cm respectively. Let µ and ν be non-negative integer vectors
with common sum d. Given A ∈Mµν , define a vector vA ∈ W by
vA =
n∏
i=1
m∏
j=1
(ei ⊗ fj)
aij .
Then vA is an eigenvector for the action of ∆(x1, . . . , xn) ∈ Tn, and
∆(y1, . . . , ym) ∈ Tm with eigenvalue x
νyµ. Therefore
tr(∆(x)∆(y);W ) =
∑
ν
∑
µ
∑
A∈Mµν
xνyµ
=
∑
ν
∑
µ
∑
λ
∑
t′∈Tab(λ,ν)
∑
t′′∈Tab(λ,µ)
xwt(t
′)ywt(t
′′)
=
∑
λ
sλ(x)sλ(y)
=
∑
λ
chWn
λ
(x)chWm
λ
(y)
=
∑
λ
chWn
λ
⊗Wm
λ
(x, y).

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Remark 20. Theorem 19 is called (GLn,GLm)-duality by Howe [7,
Theorem 2.1.2], who gives a different proof. See also Benson and Rat-
cliff [1, Theorem 4.1.1].
Let µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn) be non-negative integer
vectors with common sum d. Let Nµν denote the set of all m × n
matrices A = (aij) with entries in {0, 1} such that
∑
j
aij = µi for i = 1, . . . , m and
∑
i
aij = νj for j = 1, . . . , n.
The dual RSK correspondence [9, Section 5] is an algorithmic bijection:
RSK∗ : Nµν→˜
∐
λ⊢d
Tab(λ′, ν)× Tab(λ, µ).
Theorem 21. Let W = ∧d(Cm ⊗ Cn). The decomposition of W
into irreducible representations of GLm(C)×GLn(C) is given by:
W =
⊕
λ
W nλ′ ⊗W
m
λ .
Proof. Given A in Nµν define vA ∈ W by:
vA =
n∧
i=1
m∧
j=1
(ei ⊗ fj)
aij .
Then vA is an eigenvector for the action of ∆(x1, . . . , xn) ∈ Tn and
∆(y1, . . . , ym) ∈ Tm with eigenvalue x
νyµ. Now, proceeding as in the
proof of Theorem 19 gives the result. 
Remark 22. Theorem 21 is called skew (GLn,GLm)-duality by
Howe [7, Theorem 4.1.1], who gives a different proof.
Knuth proved a symmetry theorem for the RSK correspondence:
RSK(A) = (P,Q) if and only if RSK(A′) = (Q,P ).
Here A′ denotes the transpose of the matrix A. Therefore, if A is
symmetric, then RSK(A) is of the form (P, P ) for some semistandard
Young tableau P . Let Msymνν denote the set of symmetric n×n matrices
in Mνν . The symmetry property of the RSK correspondence implies
that it induces a bijection:
(1) RSK : Msymνν →˜
∐
λ⊢d
Tab(λ, ν).
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Theorem 23. Let W =
⊕
k+2l=d Sym
k(Cn) ⊗ Syml(∧2Cn). This
representation of GLn(C) has decomposition into irreducibles given by:
W =
⊕
λ⊢d
W nλ .
Proof. As A runs over symmetric n×nmatrices with non-negative
integer entries summing to d, the vectors
vA =
n∏
i=1
eaiii
∏
i<j
(ei ∧ ej)
aij
form a basis of W consisting of eigenvectors for the action of
∆(x1, . . . , xn). When A ∈M
sym
νν , the eigenvalue corresponding to vA is
xν . Now using the correspondence (1) on symmetric matrices:
chW (x1, . . . , xn) =
∑
ν
|Msymνν |x
ν
=
∑
ν
∑
λ
|Tab(λ, ν)|xν
=
∑
λ
sλ(x)
=
∑
λ
chWλ(x),
thereby proving the result. 
Remark 24 (A Gelfand Model). We may say that the symmetric
algebra:
Sym(Cn ⊕ ∧2Cn) :=
⊕
k,l≥0
Symk(Cn)⊗ Syml(∧2Cn)
is a model for polynomial representation theory of GLn(C), in the sense
of Bernstein, Gelfand and Gelfand [2]: it is a completely reducible
representation containing each irreducible polynomial representation
of GLn(C) exactly once. For an alternate approach, see [1, Theo-
rem 4.5.1].
The following result was proved for permutation matrices by
Schu¨tzenberger [14, Theorem 4.4]. An elegant proof using the light-
and-shadows version of the Robinson-Schensted correspondence was
suggested (as an exercise) by Viennot [15, Proposition 4.1]. This proof
can be adapted to integer matrices using Fulton’s matrix ball con-
struction [5, Section 4.2], or the generalization of Viennot’s light-and-
shadows algorithm in Prasad [11, Chapter 3].
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Theorem 25 (Schu¨tzenberger’s lemma). The RSK correspondence
takes symmetric matrices with trace k to semistandard Young tableaux
with k odd columns.
The term “odd columns” alludes to the Young diagram of λ, whose
rows are the parts of λ. The columns of λ are the parts of the conjugate
partition λ′. Schu¨tzenberger’s lemma gives the following refinement of
Theorem 23:
Theorem 26. For all non-negative integers k and l,
Symk(Cn)⊗ Syml(∧2Cn) =
⊕
λ⊢k+2l with k odd columns
W nλ .
Taking k = 0 gives a better-known special case (see Benson and
Ratcliff [1, Theorem 4.3.1])
Theorem 27. For every positive integer l,
Syml(∧2Cn) =
⊕
λ⊢2lwith every part appearing even number of times
W nλ .
Remark 28. The restriction of the RSK correspondence to sym-
metric matrices with zeros on the diagonal is the correspondence con-
cerning graphs without loops in Burge [4, Section 2]. Theorem 27 can
be deduced from it.
5. The Burge Correspondence
Burge [4] described four variants of the RSK correspondence. We
begin with a correspondence which, although absent from Burge’s pa-
per, is now commonly known as the Burge Correspondence [5, A.4.1]:
BUR : Mµν →
∐
λ⊢d
Tab(λ, ν)× Tab(λ, µ).
Indeed, this is a different bijection between the same two sets between
which the RSK correspondence defines a bijection. This correspon-
dence shares the symmetry property with the RSK correspondence:
BUR(A) = (P,Q) if and only if BUR(A′) = (Q,P ),
and consequently induces a bijection:
(2) BUR : Msymµµ →˜
∐
λ⊢d
Tab(λ, µ).
An important difference between the Burge correspondence and the
RSK correspondence is that Theorem 25 (Schu¨tzenberger’s lemma)
fails. Instead we have [5, A4.1, Exercise 18]:
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Theorem 29 (Schu¨tzenberger’s lemma for the Burge correspon-
dence). The Burge correspondence (2) takes a symmetric integer ma-
trix with k odd entries on its diagonal to a semistandard Young tableaux
with k odd rows.
Theorem 30. For non-negative integers k and l, the representa-
tion:
W = ∧k(Cn)⊗ Syml(Sym2Cn)
of GLn(C) has decomposition into irreducible representations given by:
W =
⊕
λ⊢k+2l with k odd rows
W nλ .
Proof. Given a symmetric integer matrix A with k odd diagonal
entries, write A = A′+A′′, where A′ is a diagonal matrix with diagonal
entries 0 or 1, and A′′ is an integer matrix with even diagonal entries.
Write bii = a
′′
ii/2 (half of the (i, i)th entry of A
′′) and bij = a
′′
ij for i 6= j.
Set
vA =
∧
a′ii=1
ei ⊗
∏
i≤j
(eiej)
bij .
As A runs over symmetric matrices with non-negative integer entries,
k odd entries on the diagonal, and off-diagonal entries summing to 2l,
vA forms a basis of eigenvectors for the action of ∆(x1, . . . , xn) on W .
Moreover, when A ∈Msymµµ then vA has eigenvalue x
µ.
Schu¨tzenberger’s lemma for the Burge correspondence (Theorem 29)
gives:
chW (x) =
∑
λ⊢k+2l with k odd rows
sλ(x),
whence the theorem follows. 
When restricted to matrices with even diagonal entries, the corre-
spondence (2) becomes the correspondence in [4, Section 3] concerning
graphs with loops and multiple edges. In terms of Theorem 30, this is
the special case where k = 0:
Theorem 31. For every non-negative integer k,
Symk(Sym2Cn) =
⊕
λ⊢2kwith all parts even
W nλ .
Remark 32. Theorem 31 appears in Howe [7, Theorem 3.1] with
a different proof.
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Remark 33 (Another Gelfand model). We get a second model
(see Remark 24) for the polynomial representation theory of GLn(C),
namely: ⊕
k,l≥0
∧kCn ⊗ Syml(Sym2Cn).
6. Two more correspondences of Burge
Besides the restrictions of RSK and BUR to symmetric matrices
with zeros on the diagonal, the article of Burge [4] contains two more
correspondences. Let Nsymµµ denote matrices in M
sym
µµ with entries in
{0, 1}. Let Nsym,tr=0µµ denote the subset of N
sym
µµ consisting of matrices
with trace zero. Given a partition λ, for each i such that λi ≥ i, let
αi = λi − i, and βi = λ
′
i − i. The largest index d such that λd ≥ d is
called the Durfee rank of λ, and (α1, . . . , αd|β1, . . . , βd) are called the
Frobenius coordinates of λ.
Definition 34 (Threshold Partition). A partition λ is called a
threshold partition if its Frobenius coordinates satisfy βi = αi + 1 for
i = 1, . . . , d, where d is the Durfee rank of λ.
Let TP(n) denote the set of threshold partitions of n. Let µ be a
partition of d. The correspondences of Burge concerning graphs without
loops or multiple edges [4, Section 4] and graphs without multiple edges
[4, Section 5] are:
BUR1 :N
sym,tr=0
µµ →˜
∐
λ∈TP(d)
Tab(λ, µ)
BUR2 :N
sym
µµ →˜
∐
λ′∈TP(d)
Tab(λ, µ).
Their significance in terms of the representation theory of GLn(C) are
given by:
Theorem 35. For every non-negative integer d, we have:
∧d(∧2Cn) ∼=
⊕
λ∈TP(d)
W nλ ,
∧d(Sym2Cn) ∼=
⊕
λ′∈TP(d)
W nλ .
Proof. Given a symmetric matrix A with entries in {0, 1}, define
vA =
∧
{(i,j)|i<j, aij=1}
ei ∧ ej,
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taking the terms in lexicographic order. As A runs over symmetric ma-
trices with entries in {0, 1}, zeros on the diagonal, and all entries sum-
ming to d, vA forms a basis of ∧
d(∧2Cn). Moreover, if A ∈ Nsym,tr=0µµ ,
vA is an eigenvector for the action of ∆(x1, . . . , xn) with eigenvalue x
µ.
Now using the bijection BUR1, it is easy to see that the characters of
both sides in the first identity in Theorem 35 are equal. The proof of
the second identity is similar. 
7. Representations of Symmetric Groups
If W1 and W2 are polynomial representations of GLn(C) of degree
d, and T : W1 → W2 is a homomorphism of representations, then for
each µ, T (W1(µ)) ⊂W2(µ). Here Wi(µ) denotes the µ weight space of
Wi (Definition 11). The symmetric group Sn may be regarded as a sub-
group of GLn(C) via permutation matrices. Given a polynomial repre-
sentation W of GLn(C) of degree n, let Rn(W ) = W (1, . . . , 1). Clearly,
the action of Sn leaves Rn(W ) invariant, making it a representation
of the symmetric group. Moreover, for a morphism T : W1 → W2 of
polynomial representations of GLn(C), let Rn(T ) : Rn(W1)→ Rn(W2)
denote the linear map obtained by restriction of T to Rn(W ). We have
a functor:
Rn : Rep
n(GLn(C))→ Rep(Sn),
where Repn(GLn(C)) denotes the category of homogeneous polyno-
mial representations of GLn(C) of degree n, and Rep(Sn) denotes the
category of complex representations of Sn. Given a partition λ =
(λ1, . . . , λl) of n, define:
Xλ = {(S1, . . . , Sl) | S1 ⊔ · · · ⊔ Sl = {1, . . . , n}, |Si| = λi}.
The action of Sn on {1, . . . , n} induces an action on Xλ.
Recall a characterization of irreducible complex representations of
Sn:
Theorem 36. [11, Section 4.4] For every partition λ of n, there
exists a unique representation Vλ of Sn which occurs in both K[Xλ]
and K[Xλ′ ] ⊗ ǫ. As λ runs over all partition of n, Vλ forms a set of
representatives of isomorphism classes of irreducible representations of
Sn.
Theorem 37. For every partition λ of n, Rn(Wλ) ∼= Vλ.
Proof. Every submultiset of {1, . . . , n} is of the form
I = {1m1 , . . . , nmn}, where mi ≥ 0 denotes the multiplicity of i in
I. The size of I is, by definition, the sum m = m1 + · · · +mn. Then
eI =
∏n
i=1 e
mi
i may be regarded as a tensor in Sym
mCn. Let J(n,m)
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denote the set of all submultisets of n of size m. For S = (S1, . . . , Sl) ∈∏l
k=1 J(n, λk), define
eS = eS1 ⊗ · · · ⊗ eSl ∈ Sym
λCn.
Then as S runs over elements of
∏l
i=k J(n, λk), eS forms a basis of
SymλCn. The basis vector vS has weight µ = (µ1, . . . , µn), where
µi is the sum of the multiplicities of i in S1, . . . , Sl. Thus vS has
weight (1, . . . , 1) if and only if the submultisets S1, . . . , Sl are actu-
ally subsets (each element has multiplicity 0 or 1), and moreover, form
a partition of {1, . . . , n}. In other words, Rn(Sym
λCn) is spanned by
{vS | S ∈ Xλ}. It follows that Rn(Sym
λCn) ∼= K[Xλ]. Similarly,
Rn(∧
λ′Cn) ∼= K[Xλ′ ] ⊗ ǫ. Since Wλ occurs in Sym
λCn and also in
∧λ
′
Cn, it follows that Rn(Wλ) occurs in K[Xλ] and K[Xλ′]⊗ ǫ. There-
fore, by Theorem 36, Rn(Wλ) would have to be isomorphic to Vλ, un-
less Rn(Wλ) = 0. But dim(Rn(Wλ)) is the coefficient of x1 · · ·xn in
sλ(x1, . . . , xn), which is the number of tableaux of shape λ and weight
(1, . . . , 1) (the standard tableaux), which is always positive. 
Theorem 38 (Schur-Weyl duality). Let Sm act on ⊗
mCn by per-
muting the tensor factors, and GLn(C) act on each tensor factor.
Then, as a representation of Sm ×GLn(C),
⊗mCn ∼=
⊕
λ∈Λmn
Vλ ⊗Wλ.
Proof. Apply the functor Rm ⊗ id to (GLm(C),GLn(C)) duality
(Theorem 19). The (1m)-weight space of Symm(Cm ⊗Cn) is spanned
by vectors of the form vA, where each of the m rows of A sums to
1. If the 1 in the ith row occurs in the jith column, then map vA
to the vector ej1 ⊗ · · · ⊗ ejm ∈ ⊗
mCn. This induces an isomorphism
(Rm ⊗ id)(C
m ⊗Cn)→˜ ⊗m Cn of Sm ×GLn(C)-representations. 
Remark 39. Schur-Weyl duality was used by Schur [12] to give
a second proof of the classification of irreducible polynomial represen-
tations of GLn(C). It was popularized by Hermann Weyl [16] and is
known as Schur-Weyl duality. See also [6] and [11, Section 6.4].
Theorem 40 (Gelfand models for Sn). Let Mn,k denote the set of
all elements w ∈ Sn such that w = w
−1 and w has k fixed points.
Define a representation of Sn on C[Mn,k] (the space of complex-valued
functions on Mn,k) by:
ρ1(g)f(w) = (−1)
i1(g,w)f(g−1wg)
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where i1(g, w) is the number of indices i < j such that w(i) = j and
g(i) > g(j). Then
C[Mn,k] =
⊕
{λ⊢n| with k odd columns}
Vλ.
In particular, if Mn =
∐
Mn,k is the set of all elements w ∈ Sn such
that w2 = id, then C[Mn] is a Gelfand model for Sn.
Proof. Apply the functor Rn to both sides of the first identity in
Theorem 26. 
Remark 41. The above Gelfand model for symmetric groups is
well-known. For an alternative approach see [8, 10]. The decompo-
sition in Theorem 30 also gives a Gelfand model for Sn; the model
obtained is the twist of the model in Theorem 40 by the sign character.
Note that the twist of Vλ by the sign character is Vλ′ .
Remark 42 (Relation to induced representations). The represen-
tation ρ1 of Sn on C[Mn,k] in Theorem 40 can be viewed as an induced
representation. For each positive integer l, let B2l ⊂ S2l denote the
centralizer of the involution (1, 2)(3, 4) · · · (2l − 1, 2l) ∈ S2l. Let e2l
denote the restriction of the sign character of S2l to B2l. If n = 2l+ k,
then B2l × Sk is a subgroup of Sn. We have ρ1 = Ind
Sn
B2l×Sk
e2l ⊗ 1Sk ,
where 1Sk denotes the trivial character of Sk. Taking k = 0 gives:
IndS2lB2le2l =
⊕
{λ⊢2l| every part appearing even number of times}
Vλ.
Similarly, applying the functor R2l to both sides of Theorem 31 gives:
IndS2lB2l1B2l =
⊕
{λ⊢2l| with all parts even}
Vλ.
Applying the functor Rn to the first identity in Theorem 35 gives
an interesting multiplicity-free representation of Sn:
Theorem 43. Let n be an even integer, say n = 2m. Given pairs
(i, j) and (k, l), let (i′, j′) and (k′, l′) denote their sorted versions, so
that i′ < j′ and k′ < l′. Write (i, j) < (k, l) if (i′, j′) < (k′, l′) in
lexicographic order. Define a representation of Sn on C[Mn,0] by:
ρ2(g)f(w) = (−1)
i2(g,w)f(g−1wg),
where
i2(g, w) = i1(g, w)+#{(i, j) < (k, l) | i < j, k < l, w(i) = j, w(k) = l,
(g(i), g(j)) > (g(k), g(l))}.
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Then
C[Mn,0] =
⊕
λ∈TP(n)
Vλ.
Remark 44 (Relation to induced representations). The represen-
tation ρ2 of S2m on M2m,0 in Theorem 43 can be viewed as an induced
representation. The group B2m is a semidirect product (Z/2Z)
m
⋊Sm.
The ηm be the character of B2m whose restriction to Sm is the sign
character of Sm and whose restriction to (Z/2Z)
m is the product of the
non-trivial characters of each of the m factors. Then Theorem 43 can
be restated as:
IndS2mB2mηm =
⊕
λ∈TP(n)
Vλ.
For a different approach to this result see [3, Exercise 45.6]
When Rn is applied to the second identity in Theorem 35, the
representations obtained are twists by the sign character of the repre-
sentations in Theorem 43.
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