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S 309 Enige voordrachten over de zadelpuntmethode. 
W. Molenaar 
o. Inleiding en samenvatting. 
De zadelpuntmethode is een techniek om asymptotische 
ontwikkelingen van zekere complexe integralen met para-
meter te vinden. Aan de hand van het boek van DE BRUYN [1] 
wordt in dit rapport een inleiding met eenvoudige voor-
beelden gegeven over dit ook voor de wa~rschijnlijkheids-
rekening nuttige hulpmiddel. Geringe voorkennis van analyse 
en functietheorie is wel, enige voorkennis van asymptotiek 
niet verondersteld. 
Het is volstrekt onmogelijk het uitgebreide gebied 
van de asymptotische ontwikkelingen in dit korte bestek 
uitputtend te behandelen. Een uitvoerige toelichting op 
een beperkt gedeelte werd verkozen boven een korte opsom-
ming van veel resultaten, omdat juist de rekentechniek in 
dit terrein van groot belang is. Het rapport is dan ook 
een eerste inleiding; voor meer details en voor dieper lig-
gende stellingen wordt verwezen naar de literatuurlijst [1], 
[41 en [7]. 
Een opsomming van definities en eenvoudige eigenschap-
pen vindt men in § 1. In f 2 wordt de methode van Laplace 
besproken om re~le integralen asymptotisch te ontwikkelen 
naar een parameter, als de integrand voor toenemende para-
meterwaarden steeds meer een piek-vorm krijgt. § 3 begint 
met een intuitieve inleiding over de keuze van een optimale 
integratieweg. Daarna wordt de integratie langs deze weg 
teruggebracht tot een toepassing van f 2. Tot slot volgen 
drie voorbeelden, waarvan het laatste op een statistisch 
probleem betrekking heeft. 
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W. Molenaar 
1. 0-symbool., asymptotisch.e reeksen. 
Definitie 1.1 (0-symbool van Landau-Bachmann). Als Seen ver-
zameling is, en fen g zijn ree-el- of comp1exwaardige functies 
gedefinie~rd op S, dan betekent 
( 1 .1) f(s) == 0 (g(s)) ( s e S) 
dater een (vans onafhankelijke) constante A O bestaat, zo-
dat voor alle s.,~ S lf(s) l,A lg(s) I is. 
Definitie 1.2. f(s) = 0 (g(s)) (s •s 0 ) betekent: er is een 
omgeving U vans zodat f(s) ~ O(g(s)) (s ~u). 
0 
Tenzij uitdrukkelijk anders is vermeld, zal het definitiege-
bied S van alle voortaan beschouwde functies (een deelver-
zameling van) de re~le as zijn. 
Voorbeeld 1: e -x = 0 ( 1) (x · ► "''), want 
1 . 11 k . . t. f A -a -x i t neem n .. a wi e eurig posi ie ., en = e : e s mono oon 
dalend. 
Opmerking 1 Als g(s) /. 0 is voor alle s E. S., betekent (1.1) 
dat ~t:~ begrensd is op S. Als gegeven is f(x) = O (g(x)) (x 700), 
f(x) en g(x) continu en g(x) f O op [o, ), dan is f(x)= 
= O(g(x)) ( 0 x < C'O), want er is een a zodat de bewering juist 
- ., f is voor a <x < '"' , en op LO,aJ is /g continu dus begrensd. 
QE_merking 2 : Het gelijkteken is in de boven gegeven definities 
niet transitief 
e -x f x-1 • 
-x -1 
e = 0(1) en x = 0(1) (x + ~) maar 
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Wel geldt: als (a) f(x) = O(g(x)) (x +») enQ:)) g(x) = 
= O(h(x)) (x .. ,, "') , dan is ( c) f (x) = O(h(x)) · (x _,, ''°). 
Als hierbij h(x) /: O(g(x)) (x ··~ x)., heet (c) een y_e:r:'fi,jniQg 
van (a). 
Voorbeeld 2 : 2x + x sin x = O(x) (0 ~x v) kan niet ver-
fijnd warden want het linkerlid schommelt tussen x en 3x. 
Voorbeeld 3 : e -x = O(x-m), (0 <x ), voor gehele niet-
tie t e -x xm m -m nega ve m, is juis wegens: max = m e ; 1 o ,, \ 
> , J 
vervanging van m door m+1 geeft een verfijning. 
Def i nit i e 1 . 3 . f ( x) = g ( x ) + o ( h ( x ) ) ( x ~ s ) betekent 
f(x) - g(x) = O(h(x)) (x ,fi S). 
f(x) = O(g(x)) + O(h(x)) (x g, S) betekent: 
er zijn positieve constanten A en B zodat voor alle 
x ~ S if (x) I :; A !g(x) + B lh(x) I . 
Sams wordt met II O(g(x)) 1' 11een willekeurige 
functie f(x) met f(x) = O(g(x)" bedoeld; dit zal uit het 
verband duidelijk zijn. 
Stelling 1.1. Als Seen gesloten verzameling is en keen posi-
tief getal, dan is voor alle functies fen g gedefinie~rd op S 
{f(x)+g(x)1 k= 0( {f(x)} k)+ 0( { g(x)}k) (xsS). 
Bewijs-schets: lf+g 1~{2 max ( Ir I, jg I ) }k~ 2kmax ( f lk, lg lk).;: 
""k, 'f ·ik ; ,k. d . ~ C t I ' + ,g i } , us lS 
!r(x)+g(x) lk ~ Ai f (x) lk + B lg(x) lk (x ES); 
merk op dat A en B van k afhangen. 
Voorbeeld 4: V'oor k > o is 
(1 X c,,) • 
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Immers x2 + k2 = 
,,., 
(x-k)c + 2kx? ?kx , dus is 
k lK ·1 
+ k~r 1 (2x)k 
Merk op dat deze O-relatie voor elke k met dezelfde constante 
A=1 geldt: zij is uniform voor alle k -0. Spreken we bij 
Def. 1.2 van "uniform in de parameter k II dan moeten zowel de 
omgeving U als de constante A onafhankelijk van k: zijn. 
Definitie 1.4. f(x) = o(g(x)) (x ~x) betekent: lim 
0 X -~ X 
f(x) "'_g(x) (x +,x 0 ) betekent: lim 
X , X 
0 
0 
Er gelden o.a. de volgende direct te controleren relaties, 
waarin de variabele x en de bepaling x .... x resp. x ,,;. S gemaks-
o 
halve zijn weggelaten: 
O(O(g)) = O(g) ; 
O(o(g)) = o(O(g)) = o(o(g)) = o(g); 
O(g) + o(g) = O(g) + O(g) = O(g); 
O(g) O(h) = O(gh); 
O(g) o(h) = o(gh); 
f= O(g) ·~,fa= 0( g a ) voor alle a ·.- o. 
Def ini tie 1. 5. {g (x) 11 heet een asv::-:::=tische ri j voor 
- k -,f k=O "'-~ -
x ·" x , als voor iedere gehele k > O geldt 
0 
(x ➔ X ) • 
0 
Definitie 1.6. De formele reeks re. g_(x) heet een asympto-
J ,J 
tische ontwikkeling tot N termen voor x •x van de functie 
0 





Geldt dit voor elke N, dan spreken we van een asymptotisch~ 
reeks of asymptotische ontwikkeli~~~) en noteren we: 
.. 
f(x) ~ I 
j=O 
cj g.(x) 
,J (x ·• X ) • 0 
De co~ffici~nten cj zijn uniek~ als ook f (x) .~ r d .g. (x) en 
J J 
k = min {j I cj /, dj}, dan zou gelden 
o = (ck- dk) gk(x) + 0 (gk+1 (x)), 
in strijd met het gegeven gk+1 (x) = o (gk(x)). 
De reeks behoeft niet :'e convergeren (vaste x 0 , N ~ 00 ); wij 
hebben voor elke N een uitspraak voor x ...,x0 • 
Voorbeeld 5: 00 I 
1 2 
- ~ u 
e du~ e 
X 
(x ➔ co!. 
Dit kan worden bewezen door parti~le integratie. Merk op dat 
de reeks voor vaste x divergeert. 
Zelfs als de asymr;totische reeks convergeert kan de som ongelijk 
aan f(x) zijni zo is 
-x -1 -2 
e 1'lt 0.1 -t o.x + o.x + •• • (x .... m). 
Wel is een machtreeks E aj zj (z complex) met positieve con-
vergentiestraal R steeds de asyrq;:totische ontwikkeling van 
zijn som voor z • 0: voor alle n is ! anRn 2-n I < A, dus 
j I , ,n+1 a z ~:Zl j 1 )-n-1 1 1 ) ( n+1) A( 2 R (1+ 2 + 4 + ••• =0 z 
( I z I~ i R). 
~) De termen zijn van Poincare. Vroeger sprak men van semi-
convergente reeksen. 
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Is de functie f(x) willekeurig vaak differentieerbaar in x=o, 
dan is 00 
f(x) 
d.woz. de Taylor-reeks is steeds de asynµ;otische ontwikkeling 
voor x-+ o. Immers de rest term van de Taylor-ontwikkeling die 
afbreekt na n=N is O(xn+1 ). 
We kunnen voor asym--itotische reeksen operaties invoeren: we 
"" j beperken ons tot het type b c jx , x-+ o. 
De klassen van alle formele reeksen A?. r a.xj, B ~Lb xj etc. J j 
vormt een commutatieve, ring met een eenheidselement 
I~ 1+0.x + o.x2 + •.. ; als a 0 ~ o is, bestaat er precies $en 
-1 C ~ A met; AC= I. Verder defini~ren we A(B), als b 0 =0, 
2 n xk als volgtg stel in a 0 I + a1B + a2B + ••. + anB heeft 
de co~ffici~nt ckn· Dan is ck,k = ck,k+1 = ck,k+2 = ... , 




.. . +a B 
n 
en we defini~ren A(B) 
differenti~rend vinden 
~ n n+1 n+2 j~o cnx + cn+1,n x + cn+2,nx = 
co 
- 1 j=C- cjxj. De formele reeks A= I a xj 0 j 
we A,, = 1 
1 
Stelling 1.2. Als voor de functiesA(x) en B(x) geldtg A(x)~A _ 
- rajxj en B(x)~ B _ f.bjxj (beide voor x +o), dan is 
A(x) + B(x) ~ A+B; A(x) B(x) ~ AB; als a 0 ,/,. o is geldt 
J -1 -1 ) (A(x)~ ~ A ; voor b 0 = o is A(B(x) gedefinieijrd 
voor voldoend kleine x en is A(B(x)) ~ A(B); alles voor x + o. 
Bewijs~ De beweringen over som en product zijn vrij triviaal. 
We bewijzen het geval A(B). Voor het inverse element kan men 
daarna A-1 = P(Q) stellen met P = a 0 - 1 (1+x+x2+ •.• ) en 
-1 Q = a 0 (a0 -A). 
Voor A(B) is gegeven 
stelling volgt~ N 
( 1. 2) A(y) "(" = L 
k=O 
en N 
( 1. 3) B(x) ' = ' J j::::L.1 
immers b 0 = O. Nu is 
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b = 0., terwijl uit de gegevens van de 
0 
k 
aky + O(y N+1) (y ·+ 0) 
N 
bj xj O(x t1) (x ·► 0), + 
N 
li.m \' bj xj = O, terwijl uit de l 
X + 0 j="l 





. !.0 J= 
(x " .. 0) . 
j N+1 
c. X + O(x ), 
J 
waarin cj de co~ffici~nten van A(B) zijn. Q.e.d. 
Differenti~ren is niet steeds geoorloofd: wel is 
exp(-~) sin exp~ ·"'° o+o.x+o.x2+ ... (xJ,}O,x,,.~ 0), 
maar 
-2 1 1 -2 1 
x exp(- - ) sin exp - - x cos exp - ~ 0.1 + 0.2x + X X X 1 
+ 0 • 3X 2 + • . • ( X > 0, X ,+ 0 ) • 
Wel is juist dat als dA . en dx I!J! 
b 0 + b1x + .•. (x •o) geldt, daaruit volgt bj = (j+1) aj+1 
(j=0,1,2 ... ). Om dit te bewijzen voeren we in 
def 1 2 gn(x) A(x) - b 0x - 2 b1 x - ! b xn, n n-1 ' 
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dan is grn (x) = O(xn) dus gn(x)-gn(O) = O(xn+1 ) (beide: x ,., O), 
1 2 dus A(x) A(O) + b 0 x + 2 b1 x + ••. (x + 0), en de co~fficH~nten 
van de reeks voor A(x) zijn unieko 
':J:J 
Integreren is zonder meer toegestaan: uit A(x) •'-);;, 1 a .xj (x • o) 
0 J 
volgt 
+ ..• (x w O). 
Immers voor It I < k is 
n-1 
-a 1 t I~ n- lt'n K. I I , 
waarna we voor !xi<k links en rechts van O tot x mogen 
integreren. 
2. Methode van Laplace. 








e x dx = r (k+1) t -k-1 (Re t > O); 
00 
o I I -tx k I -k-1 e x dx = f(k+1) (Re t) = 0( (Re t)-k-1 ) 
(Re t > 0); 
00 
( -tx2 k h e X dx 
fl 
•~oo 




Ii t-n- i r(n+ ~ )= l2n) ! . .'~----.-y,;; 
c. 1 n+- '-11 n. t 2 f: , 
als 
k= 2n even is en Re t > 0; 
1 
= O((Re t)- 2(k+1 )) (Re t > 0). 
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Een asymptotische ontwikkeling voor een integraal, waarvan 
de integrand van een parameter t afhangt, kan dikwijls ge-
vonden worden door herhaalde parti~le integratie. Een uit-
voerige bespreking van deze methode vindt men in hoofdstuk II 
van ERDELYI (zi~ literatuurlijst). 
Wij laten dit gebied terzijde en bespreken nu ter voorbe~eiding 
van de zadelpuntmethode een andere techniek om asymptotische 
ontwikkelingen te krijgen. 
Deze methode van Laplace geeft een schatting voor F(t) = 
Q;i 
= J 4> ( t ,x) dx die voor t +QO steeds bet er wordt, als cl>( t ,x) als 
=t.ls) 
functie van x met stijgende t steeds meer de vorm krijgt va~ een 
scherpe piek. De bijdrage van deze pi.ek overheerst dan die van 
het verdere integratie-interval. 
We geven eerst een voorbeeld: 
/ ~ -tx2 2 F(t) = e log (1 + x + x) dx (t ree~l). 
Voor grote tis alleen de omgeving van X=O van belang; laat nu 
(- 00 ,- ~) en ( ~' 00 ) weg en ontwikkel de logarithme op[- J, ~] 
in een machtreeks. Na verwisselen van sommatie en integratie 
integreren we tenslotte toch weer over (-oo, = ), omdat de toe-
gevoegde stukken weer heel klein zijn. Een iets snellere aan-
pak is de volgende: 
1 1 Voor - 2 .$ x ~ 2 is 
Nu is 
log(1+x+x2 ) 1-x3 = log 1-x 
R(x) ~;f log(1+x+x2 )- x - ~ x2 + = O(x4 ) (-oo < x<oo ), 
7x2 < 7x2 < 28x4; / 1 want voor Ix 1 > 2 
{if, 
F(t) = f (x 
(!+tc \ 
is b.v. log(1+x+x2 ) < log 
1 2 
+ - X 2 
2 2 x3) -tx d 
- - e X 3 
- X /
Qt t 2 




Als I R(x) I ~ A x ( - 00 , x < "'·) is, is de laatste integraal in 
absolute waarde kleiner dan A x4 exp(-tx2 )dx, dus met 
-1 < & c1 is wegens (2.3) en(2.4): 
1 J.,.¼l· 2 -tx2 " .. :J A .r·'..>"'x4e-tx2dx F(t) = 2 · Xe dx + ~ ~- = 




1 1 2 Algemener: als voor - 2 •:$X $ ~ geldt l.og(1+x+x ) = 
dan zien we net als boven dat 
2M-1 . 
log(1+x+x2 ) - l C.XJ = O(x2M) (- oo< X<w ). j=1 J 
Hieruit volgt dan: 
M-1 
F(t) = I 
n=1 
1 . · 1 




F(t) .~ I 
n=1 
1 
r(n+ 2) (t -+ en ) 
is een asymptotische ontwikkeling van F(t). 
Stelling 2..:.1_ (Lemma van Watson). Als f(z) analytisch is voor 
Z=O, terwijl voor elke n fr(z). z-n begrensd is voor alle 
re~ne z[ dan geldt: 
00 ~ 2 J e-tz f(z) dz ~ 
-m 
als ak de co~ffici~nten zijn van de machtreeks waarin f(z) 
rondom Z=O kan w9rden ontwikkeld. 
Bewijso We hebben 
waarbij 
2n-1 
r(z) = l j=O 
j . 




z ~n (z) = lim <82n + a2n+1 z+ · · • )= ~n 
z-+() 
~ 
een eindig getal is. 
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N i r ) def -2n ( , u s g,z = z R2n1zJ op de gehele reele as begrensd 
door een constante M..9 want voor z ~ b is er een bovengrens 
a 2n +£,en daarbuiten een bovengrens 





e-tz {r(z)- 2n-1 ~ j=O a j zj } dz I 
Joo 2 ~ e..-t z Mz 2n dz = 0 ( t - n-½ ) ( t ➔ =) , 
-Co 
waarbij (2.4) is gebruikt. Met (2.3) volgt nu directg 
Joo t 2 e- z f(z)dz = 
--
waaruit het gestelde blijkt. We merken nog op dat de grootte 
van de fout bij afbreken nan termen afhangt van de bovengrens 
Mo 
Geval 2.1g inwendig maximum. 
We onderzoeken het asymptotische gedrag voor t ➔ co van 
waarbij h(x) reel en continu is, en maximaal voor x=Oc We 
kunnen zonder beperking h(O) = O stelleng zo nodig gaat men 
over op H(x) def h(x) - h(O) en voegt een constante factor 
exp (th(O)) toe. We nemen aang x/0~ h(x)<O en 
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Verder eisen we dat de integraal convergeert voor voldoend 
grote t, laat boVo gegeven zijn dat 
00 f exp h(x) dx 
-Oc> 
onvergeerto Tenslotte moet h 1 (x) bestaan in een zekere omge-
ving van x=O en meet h 11 (0) bestaan en negatief zijn. 
Nu is h 1 (0) = Oo Verder is 
dit volgt uit (2.5) als S ~ c, en anders voegen we [-c, -6] 
en [~c] toe waarop de continue functie h een ~egatief) maxi-
mum aanneemt. Dus is voor t > 1 
(206) 00 PO 
< e-(t-1)11_ _f eh(x)dx= e-t'lt e.'l_[ eh(x)dx. 
Definieer g(x)~ h(x)- ½ x2 h 11 (0)» dan is g(O)= g 1 (0)=g 11 (0)=0; 
g 1 (x) bestaat in een omgeving van x=O. Uit 
lim g i ( x )-g u ( 0) = g i i ( 0) = 0 
x ➔ O x 
volgt g 1 (x) = o(x) (x ➔ o) Volge!i"" de middelwaardestelling 
is g(x)-g(O) = xg 1 (-8"x) = x o'(x) o(x2 ) (x ➔ O). Kies nu e. 
zodat O..:: 3 E. c:::: lh 1 1 ( O )I , dan 1a er op grond van het voorgaande 





Wanneer we in ( 2. 7) juist over ( - co, - ~) en ( J, cc) integreren, 
ontstaan voor t>1 alleen bijdragen O(exp(-toC')), waarin «>O 
wel van£ en J maar niet van t afhangt. Voor het middelste lid 
volgt dit uit (2.6). Voor het rechterlid is wegens h' '(0)<-3e. 
(_/\/}exp {½-tx2(h''(0)+2E)} dx < 
< (/+/}exp{-(t-1)½x2t} exp {-½x2t}dx < 
2 00 2 
< exp { -( t-l ~ £ } f exp { -½x £} dx = 
= V¥ exp { ½ f· 'i. } exp { -t½ S \. } = 0 ( exp ( -t «)) ( t > 1) . 
De afschatting van het linkerlid gaat analoog. 
Uit (2.7) en (2.3) met k=n=O blijkt dat 
/
00 eth(x)ax < (21r)½ (-h' 1 (0)-2£ )-½t-½+ o(e.-t°') (t>1), 
-0@ 
zodat voor voldoend grate t geldt 
Natuurlijk is er een soortgelijke ondergrens voor F(t). Omdat 
f willekeurig klein mag zijn cone luderen we~ 
(2.8) F ( t ) def /'" e..t h ( X ) d X - ( 2 ·rr ) ½ ( -h i i ( 0 )) -½ t -½ ( t ➔ 00 ) 0 
_o@ 
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Geval 2o2~ randmaximumo 
Wanneer het maximum van de integrand op de rand van het in-
tegr~tieinterval wordt aangenomen,, mogen we niet concluderen 
dat h 1 (0) = 0 is., zoals in geval 2o1o We beschouwen nu 
00 
G( t) = f eth (x) dx., 
0 
waarbij h(x) reel en continu is., h 1 {0) bestaat en negatief is., 
terwijl voor alle x >0 geldt h(x)< h(O) 0 Verder is gegeven~ 
voor x ➔ oo h(x) ➔ -=., _en 0 [ 00exp h(x)dx convergeert o 
Wegens het bestaan van h 1 (0) is er voor iedere £>0 een h>O 
zodat 
Kies nu€ zodat 0<.2E.. < -h 1 (0)., dan is 
! t 
exp{th(O)} f exp{tx(h 1 (0)-£)} dx < f exp{th(x)} dx< 
-~ -~ 
$ 
<exp {th(O)} f exp {tx(h'(O) +l)} dx; 
_s 
voor t "> 1 lever0 en de integranden van ( 2 0 9) een bijd rage over 1x1~ 6 
o(e.-t(l(),, met °' >O onafhankelijk van t en afhankelijk van 
den Eo Dit bewijst men analoog aan het geval van het inwen-
dig maximumo Uit (2,9) blijkt~ 
dus is 
voor voldoend grote to Er is een soortgelijke ondergrens voor 
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G(t), en f is willekeurig klein, dus geldt 
(t-rx,)o 
Geval 2oJg verdere ontwikkelingo 
Wanneer het gedrag van de integrand nauwkeuriger bekend is 
dan in de gevallen 2a1 en 2a2, kunnen we proberen behalve de 
in (208) en (2o10) gegeven kop-term ook de volgende termen 
van de asymptotische ontwikkeling te bepalen. We zullen ons 
beperken tot een inwendig maximum; een randmaximum is nog iets 
gemakkelijker en komt ter sprake aan het eind van§ Jo5 
(Toelichting 2). 
Beschouw 
H(t)= f00g(x) eth (x) dxo 
-"" 
Laat voor zekere S:,,o gelden dat h(x) voor lx!6& de som is 
van een convergente machtreeks~ 
2 3 
·t~fy) =ax +ax + 
.,, 2- 3 ooop 
met a 2 <:0j terwijl de integreerbare functie g(x) voor \x\f.6 
de som is van een tweede convergente reeks~ 
beide reeksen zijn voor \x!~S absoluut convergent. Verder 
nemen we aan dat voor alle gehele positteve M geldti 
(2.11) ( t --'>(,,O) • 
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Tenslotte kunnen we een positief getal ~ vinden zodat geldti 
(2.12) 2 lxl~ J ~ h(x) < - 'lx . 
Bij deling van de integrand door exp (ta2x2 ) bliJft over: 
(2.13) 
we schrijven dit als een dubbele machtreeks in tx3 en x, die 
zal convergeren voor Ix I~ I'> en willekeurige tx3 g 
co 
(2.14) P( tx3 ,x)= Z: 
m=O 
waarin de co~ffici~nten cmn niet van t of x afhangen. We Wil-
len P uniform benaderen door parti~le sommen van de reeks en 
beperken ons daarom tot ltx31 ~ 1. Voeren we in 't' def t -½ , 
dan is dus Ix/~ t(. Laten we aannemen dat t ~ i-3 is, dan 
geldt 't' ~ J. 
Bij vaste gehele N ~O en vaste. ~ > O beschouwen we voor t > 1 
Joo 2 N exp ( - l'\. tx )x dx. 
4 
Wegens x ~ 't= t- 3 . t 2 J.S X ~ X , zodat triviaal gedlt 
(2.15) N 2 x = O(exp(½ '1x))= O(exp(,\ l'ttx )) 
Verder is t (x2 _,l) > t (x-'t') r ~ x- 't' voor x ~ -r, zodat 
(2.16) 
[ ~ 2 2 exp { - ½ 11 t ( x - 't' ) } dx 
'( 
< 
f~ -1' < exp {- ¼ "\_(x- 't')} dx = 2 Y\_ • 
t' 
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_,: 2 f e.-\tX XNdx = O(exp{--½11,tt}) (t>1); 
-00 
Uit (2.12), (2.17) en (2.18) vinden we, omdat g(x) op [-S,iS] 
begrensd is, 
(2.19) (- ,.f-'T+ ..,Ii) o • g(x) eth(x) dx = 
( { -3 voor t > max 1, a ) o 
Voor elke positieve gehele A defini~ren we 
( 3 ~ ( 3 m n PA tx ,x)= ~ cmn tx) x, 
waarin "i..A de sommatie aanduidt over alle m ~O en n ~O met 
m+n~A. Voor elke dubbelsom 2. c ymzn die convergeert voor 
-mn-n lyl~2F. lzl< 2S, geldt c = O(R S ) uniform in men n. Als 
mn 
nu 2..A, d.e sommatie is over m ~O en n~O met m+n >A, dan geldt 
voor IYI < 5R en jz I < ½s ~ 
Z:.Jl! cmnymzn = O (~A/ ) f/m /~In) = 
= o Ct1 ('f + '~'t) = o(\lf + 1~1 }A+1) = 
= 0( tlYJ + lzl}A+'1) = O (yA+1 ) + o (zA+1 ); 
zie voor het laatste gelijkteken St. 1.1. We passen dit toe 
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(2 .20) 
geldt dan eerst voor / x/ L. 't h en I tx3\ <. t, maar wegens de 
continurteit op compacte intervallen (Opm. 1., pag. 1) ook 
voor \xi~~ en ltx3\ ~ 1. 
Op -'l' ~ x ~ 't' willen we P door PA benaderen. We merken nog op 
dat uit (2.17) en (2.18) met\= - a2 volgtg 
(2.21) ( {-r+ r0o) P exp(ta x2 ) dx = O(tAexp(½a2t})) l-~ l A 2 
(t--+oo). 
Nu is 
( _ S co) e.th(x) dx = _i + ~! g(x) lh(x) dx + 
Voor de eerste term zorgt (2o11) en voor de tweede (2.19). De 
derde is wegens (2.20) 
0 (_£:xp(ta2x2 ) ( ltx3 1A+1+ lxlA+1 )ctx) = O(t-1-A-1 ) 
(t-co), 
zie ook (2.4). Voor de vierde term geldt (2.21), terwijl de 
vijfde wegens (2.3) gelijk is aan 
(2.22) 
waarbij 
2.A c <X t~½(m+n+1)(-a2)-½(3m+n+1) f(½(3m+n+1)), 
mn mn 
<X 1 is voor even m+n en O voor oneven m+n. Het ver-
mn 
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schil tussen H(t) en (2o22) bestaat slechts uit orde-termen 
-M -!A-1 O(t ) en O(t 2 ) (t ➔ =), waarin A en M willekeurig groot 





( )-k-½ dk = -a2 
( t - °""), 
2k 
2. 0 m,2k-m(-a2)-m f(m+k+½) 
m=O 
is. Voor g(O) f O is de eerste term van (2.23) 
(2.24) V 2-rr g(O) - --- • 
th''(O) 
3. Zadelpuntmethode. 
3.1. Inturtieve inleiding. 
We integreren de functie ~(z) def g(z) exp {th(z)} langs een 
weg Kin het complexe vlak; gen h zijn analytische functies 
en tis een groot positief getal. In vele gevallen kunnen we 
het asymptotische gedrag vinden (voor t - 00 ) van de integraal, 
die we met F(t) zullen aanduiden. 
We omschrijven eerst ons doel in vage termen. Laten we pro-
beren een bovengrens voor jF(t)I aan te geven, b.v. 
I F ( t ) I ~ lK max I <P ( z ) \ , 
K 
waarin lK de lengte van K is. Volgens de hoofdstelling van 
Cauchy mogen we de weg K vervormen. mits we binnen het ge-
bied blijven waar cp analytisch is. We trachten nu een weg 
C te vinden die binnen di t gebied verloopt en max I cp (z) I zo 
klein mogelijk maakt. Bij de meeste door ons C beschouwde 
fun?ties zal dit maximum bij vervorming van de weg veel 
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sterker veranderen dan de weglengte. Als we nu nog zorgen, 
dat het gedeelte van de weg C waarop lo/I zijn maximum bena-
dert zo kort mogelijk is, komen we tot een vrij goede schat-
ting voor IF(t)I. Het zal blijken, dat F(t) bij integratie 
langs deze speciale weg in vele gevallen een asymptotische 
ontwikkeling toelaat van de in § 2 beschreven soort. 
Het zoeken van de speciale integratieweg is een kwestie van 
proberen en handig kiezen; daarna blijft een zuiver mathe-
matisch probleem over. Bij elke toepassing van de zadelpunt-
methode zijn deze twee stadia te onderscheiden. In navol-
ging van DE BRUIJN (1] lichten we het eerste stadium toe aan 
de hand van een meetkundige interpretatie. 
In een driedimensionale x-y-w-ruimte beschouwen we het opper-
vlak w = I cp (x+iy) I . Het tri vale geval van constante cp wordt 
bij deze uitgesloten; verder beperken we ons tot punten 
Z=X+iy waar f(z) ~ 0 is. Het oppervlak heeft een horizon-
taal raakvlak dan en slechts dan als 
'D I cpl 0 en 'D I <f>! = o. 1>x = 'DY 
Uit log cp = log lcpl + i arg cp volgt: 
(3.1) i>Re logcp 1 'DI <Pl 'l) Re log f 1 1> I <Pl = - en 'DY = 1)X r cp I 'DX I cpl "Dy 
Voor de wegens cp ~ O analytische functie log <p gelden de ver-
gelijkingen van Cauchy-Riemann 
(3.2) 
Uit (3.1) 
dlog<p _ 'l>Re logcp _ i 'l>Re logcp 
dz - 7'x "l> y 
en (3.2) volgt voor f~ 0~ 
g_f _ 0 ~ 
dz - """ ( 
'Dlcpl 
1)X = 0 en ~ii = O). 
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We gebruiken nu de volgende hulpstelling uit de functie-
theorie: 
Stelling 3.1. (maximum modulus principe). Als f(z) analytisch 
in in een gebied ~, en voor alle z in een tot <a, behorende 
omgeving van een punt oc E ~ geldt /f (z)J ~ I f(O()I , dan is 
f(z) constant op~- Dezelfde conclusie geldt als in de ge-
noemde omgeving lf(z)/ ~ jf(0<.)/ > O is. 
Het bewijs van deze stelling vindt men b.v. in [8] , pag. 
78-79. Omdat wij het geval van constante f hebben uitgesloten, 
kar een horizontaal raakvlak in een punt ~ met <p ( f) -/:. 0 en 
~'(~) = O niet betrekking hebben op een relatief maximum of 
minimum van w = lc:p(z)/: ~ is een zadelpunt- (saddlepoint, col) 
van dit oppervlak. Wanneer daarentegen 1(~) = 0 is, heeft de 
niet-negatieve grootheid w uiteraard een minimum. 
We kunnen ons een man voorstellen, die door een bergachtig 
landschap van A naar B moet reizen, maar die wegens zijn ge-
zondheid zo min mogelijk op grote hoogten wil vertoeven. Hij 
heeft daarentegen geen bezwaar tegen grate omwegen of tegen 
herhaalde klimpartijen op lager niveau. Zo 1 n wandelaar zal 
een pad zoeken, waarvan het hoogste punt zo laag mogelijk 
ligt. Is er een pad waarvan een der eindpunten het hoogste is, 
dan voldoet dit aan zijn eisen, omdat hij deze hoogte in elk 
geval niet kan vermijden. Maar het kan zijn dat A en Bin 
verschillende dalen liggen; hij moet nu via een zo laag mo-
gelijke ~ (zadelpunt) reizen. 
Het zou denkbaar zijn dat een steeds grotere omweg hem steeds 
verdere besparing van hoogte zou opleveren; in dat geval is 
er geen optimaal pad. Als het hoogste der beide eindpunten A 
en Bop een niveau h 0 ligt, kan onze wandelaar voor elke 
h~h 0 het gebied Gh van alle punten niet hoger dan h beschou-
wen. We wet en dan A E Gh en B E Gh; de vraag is of er een pad 
tussen A en Bis dat geheel tot Gh behoort. Zo nee, dan 
stijgt het optimale pad tot boven h; zo ja~ dan is een hoog-
, 
te ~ h voldoende. Elk pad dat hoort bij de kleinste h waar-
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voor het antwoord bevestigend is, heet een optimaal pad. 
Zo 1 n optimaal pad van A naar B zal zeker een zadelpunt 
of eindpunt tot hoogste punt hebben: anders kon een omweg 
de maximale hoogte van het pad nog doen afnemen. Een even-
tueel zadelpunt zal inderdaad overschreden worden, d.w.z. 
de wandelaar ziet in een omgeving van de pas zowel links als 
rechts van zijn pad hogere punten dan de pashoogte. 
Het optimaliseren van een pad, of zelfs het minimaliseren 
van een hoogte h, is in het wiskundige probleem niet steeds 
uitvoerbaar. Maar het zal blijken dat het opzoeken van de 
hoogten van een aantal zadelpunten in de omgeving vaak al 
voldoende is om het probleem op te lossen. 
Ons berglandschap w = lf(x+iy)I kent wegens St. 3.1 
geen 11 toppen". Een gesloten pad dat een zadelpunt overschrijdt 
enter plaatse geen dubbelpunt heeft, kent steeds punten 
die hoger liggen dan het zadelpunt (we beperken ons tot pa-
den binnen het gebied waar ~ analytisch is). Immers binnen 
het gesloten pad, waarvan we triviaal kunnen aannemen dat 
het helemaal geen dubbelpunten heeft, is elk punt niet ho-
ger dan het hoogste punt op het pad. Er is dus een omge-
ving van dit hoogste punt H die aan een kant van het pad 
geen hogere punten bevat. Zou H een zadelpunt zijn dan ko-
men we nu in strijd met het begrip 11 overschrijden 1i van twee 
alinea's terug. 
Laat een pad zonder dubbelpunten van A naar B, nog 
steeds in een landschap zonder toppen of singulariteiten, 
een zadelpunt overschrijden en geen hogere punten bevatten 
dan di t zadelpunt. ")an is di t pad optimaal _; immers keren we 
langs een ander pad van B naar A terug dan hebben we een 
gesloten weg, zodat uit andere pad minstens een punt van min-
stens de gegeven hoogte bevat - zelfs van meer dan die hoog-
te als het andere pad ons zadelpunt vermijdt. We behoeven 
ons dus maar met een pad bezig te houden: een pad zonder 
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dubbelpunten van A naar B waarvan het googste punt of een 
eindpunt is 6f een zadelpunt dat wordt overschreden. Dit 
pad is dan zeker optimaal, tenzij het niet binnen het ge-
bied van analyticiteit in de oorspronkelijke integratieweg 
valt over te voeren; dan moeten we of residuen bepalen of 
een beter pad zoeken. 
3.2. Steilste afdaling vanaf een inwendig punt. 
Gegeven is een pad van A naar B, waarvan het tussen A 
en B gelegen zadelpu~t s het hoogste punt is. In een omge-
ving van sis cp(z) ,/.: O, zodat we daar mogen stellen 
log ~(z) = -r(z), waarbij we een willekeurige tak van de 
logarithme kiezen. Het gegeven ~ 9 (s) = 0 is dan equivalent 
met ~ 1 ( ~) = O. We nemen als 11 hoogte van het landschap" nu 
niet meer \f(z)j maar Re y(z). Omdat dit een monotone func-
tie van l~(z)/ is blijven de argumenten van de vorige para-
graaf juist. Re y(z) is eenwaardig, tenzij f(Z) meerwaardig 
is. 
Als f~Z) niet constant is, bestaat er een kleinste m ~ 2 
waarvoor ~m)(~) ~ O is. Wij zullen steeds m=2 veronderstel-
len. De situatie rn~2 treedt zelden op en is niet essen-
tieel lastiger; er zijn dan alleen rneer dan twee "dalen" 
die in het zadelpunt beginnen. Voor rn=2 dus geldt in een 
orngeving van~ 
We definieren de as van het zadelpunt ~ als 
V = { z j 'f 11 ( ~) ( z- i) 2 re~e 1 en ~ 0} · 
Tri viaal is ~ E V. Verder zijn 
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arg fv ( ~) + 2 arg(z- ?)= ,r + 2k1T' (k geheel) 
en 
arg (z- ~) = t {-rr-arg t 11 (t)} + kif' 
equivalent, zodat de as een rechte lijn door tis. Het ~-
ment van de as is ½ {-rr - arg f 11 (s) , afgezien van een veel-
voud van if. De punten z waarvoor '/'"11 (t)(z-t) 2 re~el en 
~O is, vormen blijkbaar een rechte lijn door~ loodrecht 
op de as. 
Op de curven Re:r(z) = Re ,Y(s) is "o/''(~)(z-i) 2 nage-
noeg zui ver imaginair, dus arg ( z- ?) = ±. r - i arg 'f11 ( t) ; 
zij maken hoeken ±. f met de as. Zij verdelen de omgeving 
van i in vier gebieden: in de gearceerde gedeelten is 
Re 'Y(z)> Re o/(i), in de overige is Re 'V(z)<Re o/(t). Op 
Re 'I'= c 
Fig. 1 
de curven Im 'f'(Z)= Im y(i), 
in de figuur met stippel-
lijnen aangegeven, is 
y" (~) (z- ~) 2 nagenoeg re~eL 
Zij raken in~ aan de as of 
aan de loodlijn op de as. 
Wanneer de integratieweg niet een der curven Re ~(z) = 
=Re~(~) is, kunnen we hem vervormen tot hij in een ~ om-
vattend gebied langs de as loopt; in het verder van t ver-
wijderde gebied zal Re o/(z) meestal veel kleiner zijn. Wan-
neer we vanaf het zadelpunt langs de as gaan lopen, daalt 
Re 'Y (z) sneller dan bij enige andere wandeling vanuit S ; 
we noemen de as daarom een pad met steilste afdaling 
(steepest descent). Meestal is het niet nodig de as zelf 
als integratieweg te kiezen; elke weg die met de as een 
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hoek ;J" < f maakt voldoet, als v maar niet nadert tot ; 
voor onbeperkt toenemende parameterwaarde to 
Verloopt de integratieweg langs een curve Re ~(z) = 
=Rey(~), dan kan men de door ons niet besproken methode 
van de stationaire fase gebruikeno Dikwijls is het een-
voudiger om de weg te veranderen op een in § 3.4 te be-
spreken manier. 
3.3. Steilste afdaling vanaf een eindpunt. 
Laat het eindpunt A het hoogste punt van de weg zijn. 
In het geval 1frr(A) =·0 is A een zadelpunt en gebruiken we 
het zojuist besprokeneo Als y'(A) ~ 0 is, geldt in een 
omgeving van A 
'V ( z ) = 'f ( A ) + ( z -A ) '}1"1 ( A ) + o • • • 
We defini~ren de as als {zl(z-A) 'l''(A) re~el en~ O}; dit 
is nu een halve lijn door A. De curve Re o/(z) = Re f(A) 
staat loodrecht op de as en verdeelt de omgeving van A in 
een gebied Re 'f'(z) <- Re y(A), aan de kant van de as, en een 
gebied Re f(z)>Re 1f(A) aan de andere kant. Ons pad betreedt 
dit laatste gebied niet omdat A zijn hoogste punt iso De 
steilste afdaling is weer langs de aso 
3.4. Pad op constante hoogte. 
Wanneer alle punten van een zeker pad tussen A en B 
dezelfde hoogte hebben, is het pad in elk geval optimaal. 
We verdelen zoYn pad in trajecten, zo dat elk traject be-
gint en eindigt in een zadelpunt (of in A of B), terwijl 
binnen een traject geen zadelpunten optreden. Laat AkAk+1 
zo'n traject zijn, met parametervoorstelling z = f(s), 
O:::; s ~ 1, f continudifferentieerbaar, f v ( s) r6 O voor O ~ s ~ 1, 
f(O) = Aks f(1) = Ak+4 ° 
' Wanneer we de intergrand weer door cp(z) = exp 'Y(z) 
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voorstellen., geldt voor 0< s < 1 
.9:!: = ~. f 9 (s) -:fa O ds dz · ' 
Omdat er geen zadelpunten zijn. Volgens het gegeven is de 
hoogte Re r constant, dus is i ~; re~el, continu en on-
gelijk aan nul op O < s <1. Het teken van i ~i is daarom 
constant, laten we zeggen steeds een min-teken. Maar dan 
is d d!m 'Y: > O. Als we nu in een willekeurig inwendig punt 
van het traject een positieve u-as loodrecht op de boog 
naar links kiezen, volgt uit de vergelijkingen van Cauchy-
Riemann voor de variabele s+iu dat geldt~ 
1> Rey 
'?) u 
= - 1' Im r < O. 
"OS 
Aan de "linkerzijde 11 van ons pad is Re 'Y dus kleiner dan 
de constante waarde die op het pad wordt aangenomen; we 
noemen de linkerzijde de lage zijde van het pad. We kiezen 
nu een nieuw pad van Ak naar Ak+1 , dat bij de eindpunten 
volgens de steilste afdaling het lage gebied in gaat en 
daartussen dicht bij het gegeven pad in het lage gebied 
loopt. We zeggen "dicht bij" omdat de negatieve afgeleide 
in de u-richting alleen dan garandeert dat Ref kleiner is 
dan op het gegeven pad. 
Als we zo bij elk traject de lage zijde bepalen, ont-
staat er een nieuw pad, dat het gegeven pad bij elk zadel-
punt ontmoet en tussen de zadelpunten links of rechts van 
dit oude pad verloopt al naar gelang het lage gebied links 
in.1:e_sraal 
of rechts ligt. De oorspronkelijke--1s nu asymptotisch ge-
lijk aan de som van de 11bijdragen 11 van A=A ,A1 , ... ,A = B. o n 
Immers op de tussengelegen delen is de intefgrand exponen-
ti~el klein; dit wordt in de volgende paragraaf toegelicht. 
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3.5. Tweede stadium. 
Wanneer we een optimale weg hebben gevonden en we 
hebben deze zo vervormd dat in eindpunten en zadelpunten 
de steilste afdaling wordt gevormd, dan zullen we proberen 
van de integraal een asymptotische ontwikkeling te geven. 
Dit zal alleen slagen als "o/" (~) -resp. r 1 (i) voor eind-
punten - groot is, zodat we op onze weg alleen grote waar-
den van l~(z)I = exp Re y(z) aantreffen in de directe om-
geving van zadel- en eindpunten. De integrand is in deze 
2 
omgeving ongeveer van het type exp (-cs) resp. exp(-cs); 
hier is c een constante met een groot en positief re~el deeJ 
ens een ~le parameter die de integratieweg langs de as 
beschrijft. De in§ 2 beschreven methode van Laplace leidt 
dan tot een asymptotische reeks. 
Toelichting 1. 
Gegeven is een enkelvoudig samenhangend gebied ::0 in 
het complexe vlak. De niet van t afhankelijke functies g(z) 
en h(z) zijn analytisch binnen lJ. In 1J zijn drie niet van 
t afhangende punten A,B en~ gegeven 3 zodat er een optimaal 
pad voor de functie exp fth(z)} van A via? naar B bestaat, 
waarvan ~ het hoogste punt is. Daarbij is hq(i) = O, 
h"(t) ~ 0, en tis een re~le positieve parameter. Gevraagd 
wordt het asymptotische gedrag van 
B 
F(t) = J g(z) e th (z) dz 
p;_ 
(t ➔ oo). 
Hoewel i geen zadelpunt is van g exp (th) maar van 
exp (th), zal blijken dat het punt toch beschikbaar is. De 
situatie voor Jexp(th)I is zoals in f 3.3: er is bij elke 
van t onafhankelijke ~ met O<b<f een getal .,P>O zodat er 
rondom de as van ~ symmetrische cirkelsectoren met hoek 
-27-
1 Tf -~ 8 en straal .P bestaan., waarbinnen geldt Re h(z) < 
Reh(~). Immers in de gebieden 
(i) 0 < lz-~I<.}), larg(z-~)+¼"rr + farg h 11 (,)J < [7r=6, 




Re h(z)- Re h(t) = ½Re h 11 (~) (z-~) 2 + O((z-i)3) < 
< - ½ lz - t / 2 I h 11 ( ~) I sin 2 o + 0 ( ( z - t) 3), 
en dit laatste is negatief alsp voldoende klein is. De 
keuze van 6 en_p is onafhankelijk van t. 
Wij kiezen nu~ zo groot dat het gegeven pad binnen 
de sectoren (i) en (ii) komt. Laat A1 op het pad en in (i) 
liggen, B1 op het pad in (ii)o We vervangen nu het via? 
en binnen 'J) verlopende weggedeelte A1B1 door het volgen-
de pad~ A1 wordt verbonden met een punt A2 dat binnen (i) 
op de as ligt, vandaar gaan we langs de as naar een punt 
B2 binnen (ii) en van B2 naar B1 . Op A1A2 en B2B1 heeft 
Re{h(z)-h(t)} een negatieve bovengrens -c, en de analyti-
sche functie g(z) is begrensd; de bijdrage van deze stukken 
aan de integraal is 
0( 8 -ct+tReh(t)). 
Op A2B2 stellen we z = 1 + 0< x., a~ x ~ b, waarin 
O(= exp fi(;r-arg h"(t)) en -.I'< a.:::O<.b<r is - de te-
kens van a en b zijn bepaald omdat A2 in (i) ligt en B2 in 
(ii). We moeten nu berekenen 
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0(' fb g(! + «x) etha + «x) dx. 
a 
Nu is- h(~+ orx) = h({) + t h"(i) clx2 +" • • , waarbij htu(t)<i< 0 




We noemen dit de bijdrage van het zadelpunt. Uiteraard keert 
deze bijdrage om van teken als we het zadelpunt van B2 naar 
A2 overschrijden. Als g(i) I, 0 is, wordt de eerste term van 
de asymptotische ontwikkeling, volgens (2.24), 
(3.3) 
oc eth(O g({) [- cx2h" ( i)t] -i (21T ) ¾ 
= °'v2rr g(~) lh"(~) 1 -~ e.tha)t-t . 
= 
Wanneer het gegeven pad het zadelpunt i overschrijdt in de 
richting A1B1 , en het maximum van Re h(z) is voor z op de 
trajecten AA1 en B1B kleiner dan Re h(t), dan is de laatste 
uitdrukking asymptotisch gelijk aan de gegeven integraal F(t) 
voor t ➔ oc. 
Toelichting 2. 
Voor dezelfde integrand beschouwen we nu het geval, dat 
A het hoogste punt van de integratieweg is. Laat gegeven zijn 
g(A) I, 0 en h'(A) I, 0, terwijl het pad in een omgeving van A 
langs de as loopt (steilste afdaling). In deze omgeving geldt 
h(z) = h(A) + (z-A) h'(A) + .•.• 
Voor punten I, A op de as is de tweede term van de reeks re~el 
en negatief, op een zeer klein imaginair deel na, dat ontstaat 
doordat we de as volgen en niet de curve Im h ~ c. We voeren 
~ 
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nu in °' d~f exp ( i-rr -i arg h 1 (A)); dan zal rt def - oe h 2 (A) po-
si tief zijno Voor een later te kiezen _p > 0 nemen we nu als 
parametervoorstelling van het pad nabiJ A aan Z= A + orx 
(0 :S::x !:.f'). Dan is 
F(t) def )A+"'f' g(z) eth(z) dz = "'Ji' g(A+ orx) .,_th(A+ llX) dx; 
d,.w.z. F(t) =°'exp {th(A) \ cT als we invoeren G(x)defg(A+a:x), 
H(x) d.g h(A+ ocx)""'. h(A) = otch 1 (A) + Ot' 2x2 h 11 (A)+o o o en 
J def f;G(x) exp l tH(x) J d.Xo 
0 , 
Voor de asymptotische ontwikkeling van J gebruiken we 
een vereenvoudigde versie van Geval 2o3• We schrijven n.l. 
f,p =tx'l, 1 2 ) J = e p \ tx , X dx., 
0 
met 
2 { 2 2 h 11 (A) arxh' ' 1 '.A) } P(tx ,,x) ""' G(x) exp tx 0( ( ~ + 6 11 - 1 o o.) • 
Er bestaat nu een 6 >0 zodat voor O ~ x ~ b geldt 
~ 2 m n 
L.. c mn ( tx ) x o 
n=O 
(3.4) 2 Cl© P(tx .,x) = ~ 
m=O 
2 Wanneer we ons beperken tot tx ~ 1 en tot t > t-2 o , geldt ana-
2 loog aan (2 .2Q) voor O ~x ~ 8 en O ~tx ~ 1 
2 A+1 A+1 P-PA = O((tx) ) + O(x ), 
Als PA weer de parti!le som van (3.4) is beperkt tot alle m 
en n met m+n ~Ao We spli tsen nu als volgt 
Wegens de schatting voor P-PA is de eerste term voor vaste 
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posi ti eve .f''!i. £ van de orde van 
JP«tx2)A+1 + xA+1} e-tx~ dx ~ 
a 
- . 00 ~ tA+1 f x2A+2 e,-tx71, dx + f xA+1 e-tx11 dx = 
0 0 
=f( 2A+ 3) 11-2A-3t -A-2 + f(A+2 ) lf A-2t -A-2 =O( t-A-2) 
(t ➔ co) 0 
~ 
Wanneer we t zo groot kiezen dat t - i < p en t > 1 is, wordt de 
tweede term een eindige som van bijdragen 
0o 00 
tm t-¼f xN e.-tx"l'\_ dx ~ tA ..1f e.-(t-1)x'rJ. e-x11 
t 1 
N 
.~ dx ~ 
want men N zijn begrensd~ m~A en N 1f 2Ao Als we sommatie 
over alle men n met m+n ~ A met :Z:A aangeven, 
tm 
00 
C J= '[,A mn J 2m+n 0 X e.-txri dx + O(t-A-2) 
Omdat dit 
m=O 
juist is voor elke A, concluderen 
00 
~ c f'( 2m+n+1) 
n=O mn 




r -1 De eerste term van J is c 00 (1) ~ t -1 9 zodat de eerste 
term van F(t) =O(exp {th(A)\ J wordt 
(3.4) -g(A) eth(A) { h 1 (A) 1-1t-1, 
3.6. Voorbeelden. 
Voorbee ld 1 : 
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00 f exp t(z+iz-z3 ) dz. 
0 
def 3 2 Voor h(z) z+iz-z is h 1 (z)= 1+i-3z en h' 1 (z) = -6z. Aan 
h' ( i) = 0 voldoen twee zadelpunten ! _ en - i , waa rin 
~ d~f (1+1)'½3-½ = 21 3-½ exp '!ff:-. Omdat +? dichter bijde 
integratieweg ligt zullen we eerst dit punt onderzoeken. 
F19. 2 
Ui t a rg t = f en h" ( t) = -6 ? 
volgt a ... g h" ( i) = ~ • Het argu-
ment van de_as is~- ~6 + kll"= 
= - 'ffi ± k-W: Als 1 de lijn is 
die O met ~ verbindt, dan is 
a rg 1 = ff , zodat l een hoek 
3,,- 1T" 10 <'If' met de as maakt. Een pa-
rametervoorstelling van l is 
1Ti 
Z=X exp lf' - 00 <. X <: CO j in elk 
punt van 1 is 
h ( z ) = ( X V2 - x3 ) exp J8i , 
due 
Re h(z) = (x V2 - x3 ) cos if . 
Uit k (x V2 - x3 ) = "2 - 3x2 = 0 volgt x0 = + 2-h 3-½, d.w.z. 
de punten + ~. 
d2 ( x V2 - x3 ) = -6x 
dx2 
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is voor positieve x0 negatief, zodat Re h(z) op de lijn 1 zijn 
maximum aanneemt in Z= i en zijn minimum in Z= - r o 




def JR exp -g- l B = R exp {th(z)} dz = 
exp {t(Re1 1'f' + Reif -f½1ri_ R3e3if) iReif df I~ 
BR exp { tR max ( cos f - sin f - R2 cos ,3 <f) 
o~cr~H 
,(, -rr 3Tr 6 Voor 0:;5 <f-s is COSf - sin<f~1 en COS 3f~COS -g-~0J>3 ; 
dus is voor R > § 
def 2 2 YI_ = min (R cos 3cp - COSf + sin f) ~ 0936 R - 1 >03 
If 
en i nadert niet tot O voor R ....., oo a Dus is 
lim B " lim 1f Re -tR1 = O 0 
R-+0© R-= 
Het gedeelte van de weg 1 waar baVa x>x0 + 1 geldt 9 levert 
een exponentieel kleine bijdrage vergeleken met het zadelpunt 9 
ook al is de weg oneindig lango De integraal zal asymptotisch 
gelijk zijn aan de bijdrage van het zadelpunt bij overschrij-
ding van links naar rechts o Nu is 
~ 3 31Ti h('~) = 27i 3-2 exp 0 -g- , 
.£, l 1Ti hn(() = -6 t = - 2"' 32 exp~ 0 , 
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en oc = exp(- t) o Volgens (3 o3) van § 3 .5 is de bijdrage dan 
Voorbeeld 2~ 
F(t) = J°;(z,t) dz, met f(z,t) = exp {it(3z-z3 )}. 
-00 
Langs de hele integratieweg is lr(z,t)I constant; we zullen 
f 3o4 toepassen. Voor h(z) = i(3z-z3 ) is h 1 (z)= 31 - 3iz2 , 
zodat de zadelpunten in+ 1 liggen. Op de trajecten (-0o,-1), 
(-1,1) en (1J c,0) moeten we onderzoeken wat de lage zijde is. 
Substitutie z=x+iy geeft 
Voor jx/ < 1 is dit negatief voor kleine positieve yen voor 
lxl >1 is het negatief voor kleine negatieve Yo We zullen ons 
nieuwe pad tussen -1 en 1 even boven de reele as leggen en 
elders even er ondero 
Uit h"(z)= -6iz volgt a."g h 11 (1) = -I 1 a•g h 11 (-·1) = f. De 
as van het zadelpunt 1 heeft dus een argument ½ 1T + trr = ~ 9 
en die van -1 een argument±[ o 
a.s <lS'-.. 
// ' /4 ,-✓-/ ---+----" '-, ~ 





We kiezen nu voor vaste £ >0 een pad P van -1-E-iE. naar 
-1+ £ +1£- en van "I- E. +1£ naar 1+-E -it ; het pad wordt afge-
maakt met lijnen evenwi-Jdig aan de rel:He as ( zie -fig .• 3). 
def Wanneer we afkorten w = 1+£-1~ , dan is voor alle x >1+~ 
lf(x-1£-.,t)I = exp (-3tt{x2- (1+t)2}) ~ f ( w J) t) 
~ exp { -6Et(x-1- £.) } • 
Daarom is 
\ {-'£f(z,t)dzL~ lr(w,t)/ (6 Et)-; 
w-
Nu is Re { i(3w-w3 )}c::o, zodat lr(w,t)I exponentieel klein 
is vergeleken met /r(1)/. Soortgelijke redeneringen gelden 
voor de andere trajecten, waaruit volgt dat de integraal langs 
de weg P convergeert en dat zijn gedrag voor t"""-oo alleen be-
paald wordt door de som van de bijdragen. 
Bij constante t > O gaan we na of het geoorloofd is de 
re~ne as als integratieweg door P te vervangen. Kies een groot 




= .f + 
_c,o_ ~, 
+ 
Wegens de convergentie van [ naderen de eerste en de laatste 
integraal tot nul als M ➔ co~ Voor M2 -1 > l is, na subs ti tu tie 
u = - Im z, 
I JM-i£ \ £ 2 3 . 1 ~ f exp (-t{3u(M _1)-u } )du< 2 , 
M O 2t(M -1) 
dus de vierde integraal convergeert naar nul voor M-+ 00 • 
Dezelfde redenering geldt voor de tweede integraal; dus con-
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vergeert de integraal langs de reele as en is gelijk aan de 
integraal langs P. 
We moeten nu alleen nog de bijdragen van de zadelpunten 
berekenen. In z = -1 volgt uit h(z) = i(3z-z3), h"(-1)= -61, 
C< = exp 1 v oor ( 3 • 3) van ? 3 . 5 ~ 
' 4 1Ti (2·1T)'f (6t)-~ exp(-2it) exp 4 ; 
in z = 1 ontstaat juist de toegevoegd complexe uitdrukking. 
Dus is 
F(t) = 2 \{;; (t ➔ oo). 
Het zou onjuist zijn te schrijven 
F(t) ~ 2 \r;i cos (2t-1f) (t~oo)., 
want de nulpunten van de cosinus vallen niet noodzakelijk 
samen met die van F(t), zodat het quotient van linker- en 
rechterlid niet naar 1 behoeft te convergeren voGr t -=. 
Alleen als we van deze nulpunten verwijdert zijn 9 domineert de 
de eerste term de rest van de asymptotische ontwikkeling. 
Voorbeeld 3. 
Toepassing van de zadelpuntmethode op statistische pro-
blemen vindt men o, a. in [2], [3], [5], en [6], 
Wij bespreken hier in het kart het voorbeeld van DANIELS [2]. 
Gegeven is een stochastische variabele ~ met verdelings-
functie F(x) en verdelingsdichtheid f(x), zodanig dat de 
momenten - genererende functie 
convergeert voor alle re~le tin een zeker de oorsprong be-
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vattend interval van positieve lengte. Laat (-c1 ,c2 ) het 
grootste open interval met deze eigenschap zijn; dan geldt 
O~ci ~co (i=1.,2) en c1+c2>0. 
Gevraagd wordt, een asymptotische ontwikkeling voor 
n - 00 op te stellen voor de dichtheid gn(y) van het ge-
middelde m van n onderling onafhankelijke waarnemingen 
-n 
van de variabele x. 
De karakteristieke functie y(t) van ~n is 
w(t) = texp(itm ) = t. exp it ~x = 
1 -n n -j 
n e it n it 
= Tf e, exp - 2f.j = M (-) • j=1 n n 
Volgens een bekende omkeerstelling is dan de dichtheid 
co 
gn(y) 1 [ e -i yt 'f' ( t ) d t =n = _..., ell = z) n 
goo 
n 





n f nfK(z)-yz} d 
= 2,r· . e z, 
]. _LOO 
als we de kumulanten-genererende functie K(z) = log M(z) in-
voeren. We bestuderen het gedrag van deze integraal., als y 
een vast reijl getal is en n onbeperkt toeneemt. Voer daar-
toe in 
def h(z) = K(z) - yz; 
voor de zadelpunten is h'(z) = K'(z) - y = O. 
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Stellen we z = u+iv, dan is voor elke vaste u E(-o1 ,o2 ) 
lim leh(z)j = lim /M(u+iv) I e-yu = 
lv-1~ 00 11'1+-
Cll!) 
= e-yu lim 
111"1-+m -°" 
f ivx ux e e f(x)dx = 0, 
volgens het lemma van Riemann-Lebesgue, immers euxf(x)·E 
~ L,o (-co, co). Dit geldt ook voor u = O, al zou o1 of. o2 nul 
zijn. Verder is triviaal jM(u+iv)I ~ M(u). Zru voor zekere 
u E(-c1 ,c2 ) en zekere v ~ 0 gelden /M(u+iv)j = M(u), dan was 
er een re~le ~ met · 
Oo 




_[ eux { 1-oos (yx-<lC)} dF(x) = 0. 
Dit kan niet het geval zijn, aangezien er een dichtheid f(x) 
bestaat. Dus is voor alle u €(-c1 ,c2 ) en alle v ~ O 
/exp h(u+iv)/ </exp h(u)/.Dit geldt ook weer voor u = O. Bij 
het zoeken naar relevante zadelpunten kunnen we ons daarom 
beperken tot re~le wortels z van K'(z) = y. 
Voer in a en b ( eventueel - oo resp oc,), zo dat F(x)= O 
voor x<a, O<F(x) ..::.1 voor a<x.c::.b en F(x) = 1 voor x>b. 
DANIELS bewijst nu dat K9 (z) = y voor elke y E(a,b) precies 
een enkelvoudige re~le wortel ~ heeft, en dat bovendien 
K" (~) > O en -c1 < ~ < c2 geldt. Voor c1. < co ( di t implioeert 
a = - 00 ) resp. c2 .:::-. co ( impliceert b = oo) moeten we als extra 
eis opleggen 
lim K9 (t) = a resp lim K1 (t) = b. 
t ➔ -c1 t ➔C2 
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'..,. 
Wij zullen dit bewijs overslaan (zie [2] p. 637-639). 
Het argument van de as in het zadelpunt ~ is 
; - arg h" ( t) = ; 9 wegens K" (~) > 0. De imaginaire as wordt 
nu qls integratieweg in (3.5) vervangen door de verticaal 
Re z = ?. Dit is geoorloofd omdat geldt 
l J~ +iv n nyz I ft I n / nyu M (z)e- dz ~ M (u+iv) e- du; 
iv O 
voor vaste n en vaste ? E (-c1 ,c2 )- convergeert de laatste 
integraal naar nul voor / irl-+ oo ( lemma van Riemann-Lebesgue 
voor de integrand en stelling der gemajoreerde convergentie; 
gebruikt /M(u+iv)/ ~ M(u) ) . 
Uit bovenstaande overwegingen volgt, dat de integraal 
(3.5) asrmptotisch gelijk is aan de bijdrage van het zadel-
punt ~ 1 ). Substi tutie van z = ~ + i.s in 
h(z) = h(~) + (z-~)2 h~~~) + ( z- ~);; h tflf(!) + 3' • • e .
geefti 
. J'(+i& enha) !be -ns2 ~ p n nh(z)d n ds, 2rri t-i& e Z= 2,r _, 
met 00 
(3.6) p = L 
m=O 
------------
1 ) DANIELS gebruikt bij het motiveren van deze conclusi~ dat 
M(u+iv)= O(v-1 )(1v( ➔ oo). Dit is echter onjuistg voor de 
,... f _.! -x _.1. 
L -verdeling met vrijheidsgraad -;- , d. w. z. f (x)=,r 2 e x 2 
(O<x .c,00) en f(x)=O (x ~O), is c1 = oc, c2 = 1, maar 
-1 _J . . 
M(u+iv) = (1-u-iv), = O (v 2 ) ( 1v1-.oo)o Ik dank prof. 
RUNNENBURG, die mij op dit tegenvoorbeeld attent maakte. 
' . 
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het argument~ van de afgeleiden van K is gemakshalve weg-
gelaten. Volgens (3o3) van 9 3o5 is (3o5) voor n ➔ ao asymp-
totisch gelijk aan 
{n ➔ coL, 
substitutie van de uit (3.6) gevonden co~ffici~nten c geeft 
mn 
r = c re 12) "" v-rr; 0 00 
= K(4)(K11)-2 3-J~Vir _ K(6)(K'~)=3 
Na invoering van /\j(Z) ~ K(j)(?)(K"(~))- ~ 
g (y)..,, en[K(t)-l"yJ \ ~ 
n V2rrKi!(~) 
2 } + O(n ) (n ➔ ao) o 
5.301 .fir 
(3!) 2 2! 
vinden we 
Noemen we het gedeelte van het rechterlid voor de accoladen 
in(y)$ dan is nu bewezen 
lgn(y) I A(y) ____,,.._... - 1 < ~fn(y) n · 
De fout bi.j vervanging van g door iJ is dus O(n - 1 );; en niet 
-~ n In 
O(n 2 ) zeals bij de centrale limietstelling. De grootheid 
A(y) is immers onafhankelijk van n; via de bepaling van 
uit Kv(t) = y hangt A van y af. DANIELS onde~zoekt nu, voor 
welke typen verdelingen een vaste keuze van A voor alle 
y t (a, b) mogelijk is. Ook bepaal t hij met de zadelpuntmethode 
de omkeerintegraal van de karakteristieke functie (a) voor 
het gemiddelde van een discreet verdeelde grootheid en (b) 
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voor het quotiijnt van twee stochastische variabelen. 
In de artikelen [5], [6] van GOOD die op het werk van 
DANIELS aansluiten, wordt o.a. een dubbele omkeerintegraal 
asymptotisch ontwikkeld om een simultane verdelingsdicht-
heid van twee variabelen te benaderen. 
-41-
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