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Abstract—Time series data in the retail world are particularly
rich in terms of dimensionality, and these dimensions can be
aggregated in groups or hierarchies. Valuable information is
nested in these complex structures, which helps to predict the
aggregated time series data. From a portfolio of brands under
HUUB’s monitoring, we selected two to explore their sales
behaviour, leveraging the grouping properties of their product
structure. Using statistical models, namely SARIMA, to forecast
each level of the hierarchy, an optimal combination approach
was used to generate more consistent forecasts in the higher
levels. Our results show that the proposed methods can indeed
capture nested information in the more granular series, helping
to improve the forecast accuracy of the aggregated series. The
Weighted Least Squares (WLS) method surpasses all other
methods proposed in the study, including the Minimum Trace
(MinT) reconciliation.
I. INTRODUCTION
There are numerous potential benefits of using forecasting
models on fashion companies, such as a reduction of the
bullwhip effect, a possible reduction of the difficulties of
the supplier production, an effectiveness improvement of the
sourcing strategy of the retailer, the reduction of lost sales and
markdowns and, consequently, the increase of profit margins,
as described by [1].
Fashion markets are, however, volatile and hard to predict.
[1] points out the different perspectives and requirements to
bear in mind when developing a forecasting model to suit its
specificities. There are two main forecast horizons to consider:
medium term to plan sourcing and production and short term
to plan replenishment. The products life cycle is very short in
the fashion industry and there are some additional constraints
such as ”one shot” supply [1]. This shows the relevance of
forecasting in the purchase quantities determination. At the
same time, there are basic and best selling items with a
completely different life and purchasing cycles. Due to these
short life cycles, historical data of the disaggregated product
structure are ephemeral, hence the importance of forecasting
different levels of aggregation. The strong seasonality also
arises as one of the important behaviours to model. The sales
data generated by companies is therefore highly dimensional,
meaning that it is possible to aggregate and disaggregate it
by a significant number of dimensions, e.g product structure,
geography, etc.
Several studies show that forecasting the aggregates by
disaggregates results in better forecasts than using the best
individual models [2]–[4]. The most common approach to
leverage the information present in each aggregation level,
hierarchy or group, was initially to use the top-down or the
bottom-up approaches. [5] proposed a new method for combin-
ing different levels coherently across the aggregation structure,
resulting in what they designated optimal forecasts, which
proved better than the standard methods. The work by [3]
was one of the first applications of the hierarchical forecasting
model and its focus was on tourism demand time series data.
The data were disaggregated by geographical region and by
purpose of travel, thus forming a natural hierarchy of time
series to reconcile. The potential of this optimal combination
method was demonstrated immediately in the first attempt,
surpassing the bottom-up and all the top-down approaches,
with the exception of the top-down approach based on forecast
proportions. Later, [6] presented improvements in the method
and proved that the optimal combination method actually
outperformed all the traditional methods.
Another important discussion in the field is the comparison
between statistical models and machine learning. [7] shared
the findings on the M3 competition, where a large subset of
1045 monthly time series was used, and statistical methods
dominated across all the accuracy measures and forecasting
horizons. More recently, the M4 competition has shown the
potential of hybrid and combination models, using both statis-
tical and machine learning models, which dominated the top
10 of the competition [8].
Our work is focused on statistical models to build solid
baseline forecasting models and optimally reconcile them
using a hierarchical approach, but also sustained by the work
being done in the field, where machine learning models still
do not match the performance of statistical models when only
a pure time series is provided.
Section II describes the theory and previous studies related
to the methodologies implemented in this work. Section III
lists the performance measures used to analyse and compare
our models. In Section IV we present the dataset in study and
in Section V we describe the methodology applied. Our results
and discussion are detailed in Section VI and our conclusions
and future work are summarised in Section VII.
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II. RELATED WORK
A. Data Pre-processing
Different approaches can be taken to pre-process time
series data in order to stationarize, normalize, detrend and
deseasonalize data. Pre-processing is an important stage as
it has been shown that forecasting models perform better on
pre-processed data [8]. Indeed, a time series will be easier
to model accurately the more stationary and closer to a
normal distribution it is. For a time series to be stationary,
its properties, such as mean, variance and autocorrelation,
should be constant over time. Various transformations can be
applied to data for this purpose. The Box-Cox transformation
is used to modify the distributional shape of a set of data to
stabilize variance, make the data more normal distribution-like
so that tests and confidence limits that require normality can
be appropriately used. It is defined by:
y(λ ) =
{
(yλ −1)/λ , if λ 6= 0
log(y) , if λ = 0
(1)
where λ is the transformation power parameter and y is a list of
strictly positive numbers. Hence, the Box-Cox transformation
can only be applied to positive data.
A Box-Cox transformation with λ = 0 is equivalent to a
simple logarithmic transformation.
B. Model description
The Autoregressive Integrated Moving Average (ARIMA)
or Box Jenkins methodology is one of the most popular and
frequently used stochastic time series models. The time series
is assumed to be linear and follows a particular known statis-
tical distribution, such as the normal distribution, which can
make it inadequate in some practical situations [9]. However,
its flexibility to represent several varieties of time series with
simplicity and the optimization of the model building process
render the Box-Jenkins methodology as a well-suited baseline
approach [9].
In an AR(p) model, the future value of a variable is assumed
to be a linear combination of p past observations and a random
error together with a constant term [9]. Mathematically:
yt = c+
p
∑
i=1
φiyt−i+ εt , (2)
where yt is the model value; εt is the random error (or random
shock) at time period t; φi are model coefficients and c is a
constant; p is the order of the model, also called the lag.
The MA(q) model uses past errors as the explanatory
variables [9]. Mathematically:
yt = µ+
q
∑
j=1
θ jεt− j + εt , (3)
where µ is the mean of the series; θ j are the model parameters;
q is the order of the model. The random errors, or random
shocks, are assumed to be white noise, i.e. independent and
identically distributed (i.i.d.) random variables with zero mean
and a constant variance σ2 [9].
ARMA is a combination of the autoregressive and moving
average models. Matematically:
yt = c+ εt +
p
∑
i=i
φiyt−i+
q
∑
j=1
θ jεt− j (4)
The ARMA model can only be used for stationary time
series data. However, in practice many time series such
as those related to socio-economy and business show non-
stationary behaviour. Time series, which contain trend and
seasonal patterns, are also non-stationary in nature. For this
reason, the ARIMA model is proposed.
The ARIMA model is a generalization of an ARMA model
to include the case of non-stationarity. The non-stationary time
series are made stationary by applying finite differencing of
the data points. Mathematically it can be written as:
(1−
p
∑
i=1
φiLi)(1−L)dyt = (1+
q
∑
j=1
θ jL j)εt
⇔ φ(L)(1−L)dyt = θ(L)εt
(5)
where L is the lag or backshift operator, defined as Lyt = yt−1
and
φ(L) = 1−
p
∑
i=1
φiLi
θ(L) = 1+
q
∑
j=1
θ jL j,
(6)
with p, d and q being integers that refer to the order of
the autoregressive, integrated and moving average parts of
the model, respectively. The integer d controls the level of
differencing.
The Seasonal Autoregressive Integrated Moving Average
(SARIMA) model is the generalization of the ARIMA model
for seasonality. In this model, the seasonality is removed
by seasonally differencing the series. In other words, by
computing the difference between one observation and the
corresponding observation from the previous year (or season):
z= yt−yt−s. For a monthly time series, s= 12, for a quarterly
time series s = 4, etc.
Mathematically, a SARIMA (p,d,q)× (P,D,Q)s model is
formulated as:
ΦP(Ls) φp(L) (1−L)d (1−L)D yt =ΘQ(Ls) θq(L) εt (7)
where P, D, Q are the seasonal orders of the autoregressive,
integrated and moving average parts of the model, respectively,
and s is the seasonal period.
C. Model Evaluation
Good models are obtained by minimising the Akaikes
Information Criterion (AIC), the Corrected Akaikes Informa-
tion Criterion (AICc) or the Schwarzs Bayesian Information
Criterion (BIC). The BIC and the AICc were developed as
a bias-corrected version of the AIC, better fit for short time
2
series, where the AIC tends to select more complex models
with too many predictors. [10] indicates its preference to use
the AICc to compare models.
A note should be made about the fact that the AIC, AICc and
BIC criteria should not be used to compare the performance
of models with different differencing orders. The reason for
this is that these criteria are all based on the likelihood of
the model. This likelihood will be different for a series that
is differenced and for a series that is not differenced. These
criteria can only directly compare models with the same
seasonal and first differencing orders.
If there are significant correlations between different lags
of the data, or the residuals of a model, this indicates that
there are still important features in the data that the model
is not reproducing well and thus there is valid information
to learn. [11] proposed the Ljung-Box (LB) test to evaluate
the overall randomness of data based on a number of lags.
It is commonly used to check if the residuals from a time
series resemble white noise, i.e. if the relevant information
was captured by the model. It is based on the statistic Q∗,
which can be written as:
Q∗ = T (T +2)
l
∑
k
(T − k)−1 r2k , (8)
where T is the length of the time series, rk is the kth
autocorrelation coefficient of the residuals and l is the number
of lags to test. Q∗ approximates a chi-squared distribution with
l−K degrees of freedom, where K is the number of parameters
of the estimated model. Large values of Q∗ indicate that there
are significant autocorrelations in the residual series.
The null hypothesis of the LB test states that the data are
independently distributed, not showing serial correlation. A
significant p-value in this test thus rejects the null hypothesis.
Conversely, small values of p-value indicate the possibility of
non-zero autocorrelations.
D. Hierarchical and Grouped time series
Univariate Time Series data rely only on time to express
patterns. When there is aggregated data available, there are
potential covariance patterns nested in the hierarchy. [12] sum-
marizes guidelines on using the more traditional hierarchical
forecasting approaches, top-down, bottom-up and a combina-
tion of both, the middle-out approach. Among these three,
top-down and middle-out rely on a unique hierarchy to assign
the weights from the higher aggregated series to the lower
ones, so it is not suitable for grouped time series. Grouped
time series are built based on a structure that disaggregates
based on factors that can be both nested and crossed [10].
A group can have several levels, starting on the most
aggregated level of the data and disaggregating it by attributes,
e.g. A and B, forming the series yA,t and yB,t , or by a second
structure of attributes, e.g. X and Y, forming series yX,t and
yY,t . At the bottom level, this would generate eight different
series, yAX,t , yAY,t , yBX,t , yBY,t , yXA,t , yXB,t , yYA,t and yYB,t .
[5] proposed a new method to output more coherent
forecasts, adding them up consistently within the aggregation
structure. This method also proposes a generalized representa-
tion, from which the earlier approaches are obtained as special
cases. As it is based on the reconciliation of the independent
forecasts of all the aggregation levels, the reconciled forecasts
are always more consistent than when a bottom-up strategy is
used. This method is explored in more detail in the following
section.
E. Optimal Forecast Reconciliation
The method consists in optimally combining and reconciling
all forecasts at all levels of the hierarchy. To combine the
independent forecasts, a linear regression is used to guar-
antee that the revised forecasts are as close as possible to
the independent forecasts while maintaining coherency. The
independent forecasts are reconciled based on:
yˆT (h) = SβT (h)+ εh, (9)
where yˆT (h) is a matrix of h-step-ahead independent forecasts
for all series, stacked in the same order as the original data, S
is a summing matrix, βT = E [bT+h |y1, ...,yT ] is the unknown
mean of the most disaggregated series at the bottom level, and
εh represents the reconciliation errors. [5] also proved that the
resulting forecasts are unbiased, which is not the case in the
top-down approach.
[6] proposed a weighted least-squares (WLS) reconciliation
approach, concluding that it outperforms the ordinary least
squares (OLS). In their study, the only exception was the
very top level where the OLS method did slightly better.
The notation for the reconciliation approach was presented
differently in [13], referring to the new method as the MinT
(minimum trace) reconciliation, represented as:
y˜T (h) = S (S
T W−1h S)
−1 ST W−1h yˆT (h), (10)
where y˜T (h) is the reconciled h-step ahead forecast and W h
is the variance-covariance matrix of the h-step-ahead base
forecast errors. As it is challenging to estimate W h, [13]
proposed five different approximations for estimating this
parameter, some of which we implemented in our work.
Besides the MinT approach, we considered the approxima-
tion case where it is assumed that Wh = khI,∀h, where kh > 0
and I is the identity matrix. In reality, this assumption collapses
MinT to the early proposal of [5], to use a simple OLS
estimator. This is a very strong assumption, where the base
forecast errors are considered uncorrelated and equivariant,
which is not possible to satisfy in hierarchical and grouped
time series.
We also considered the case where MinT can be de-
scribed as a WLS estimator [13], which can be written as
Wh = khdiag(Wˆ 1), for all h, where kh > 0, and
Wˆ1 =
1
T
T
∑
t=1
ete′t , (11)
where et is a vector of the residuals of the models that
generated the base forecasts stacked in the same order as the
data. This method scales the base forecasts using the variance
of the residuals, hence it works as a weighted least squares
estimator using variance scaling.
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III. PERFORMANCE MEASURES
A. Mean Absolute Scaled Error (MASE)
MASE is a measurement of forecast accuracy which scales
the errors based on the naı¨ve forecast method. If MASE is
smaller than 1, the forecast method is better than the average
one-step naive forecast. MASE is scale-free so can be used
to compare different forecast accuracies. Its mathematical
expression is given by:
MASE = mean(|q|) = 1
T
T
∑
t=1
|q|, (12)
where q is defined as:
q =

|yˆt − yt |
1
T −1
T
∑
t=2
|yt − yt−1|
, if {yt} is non-seasonal
|yˆt − yt |
1
T − s
T
∑
t=s+1
|yt − yt−s|
, if {yt} is seasonal,
(13)
where s is the seasonal period and T is the length of the time
series.
B. Root Mean Squared Error (RMSE)
RMSE is one of the most used metrics to evaluate forecast
models. As it is not normalized, it can only be used to compare
models in the same dataset. It is given by:
RMSE =
√
1
T
T
∑
t=1
e2t . (14)
IV. DATASET
HUUB is a logistics company for the fashion industry. It
offers a platform for fashion brands that integrates the full
supply chain process in one place, simplifying operations from
production to customer service. HUUB’s platform makes use
of data to boost business growth and forecasting is a key
aspect of its analysis. It has today over 50 brands under
its monitoring, selling in 4 different channels: eCommerce,
marketplaces, stores and retail.
The time series of all HUUB brands have been analyzed in
order to explore their sales behaviour. Only brands with more
than two years of data and consistent sales on a weekly basis
were considered for forecasting analysis. For an initial study,
we selected only the eCommerce sales channel of two of the
largest and most representative brands, ranked in the top 10.
The aim of this data reduction is to narrow the scope of the
problem, since the purpose is to have a first approach and a
strong baseline for the future. Furthermore, combining only
forecasts of the two most prominent brands helps to improve
the forecast performance.
Figure 1 plots the selected eCommerce brands data series.
The data is aggregated in weeks and ranges from the 11-12-
2016 (Sunday), which is the earliest week for which we have
complete data of all series included in the analysis, to the
19-01-2019 (Saturday).
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Fig. 1: Time series profile of HUUB eCommerce selected brands.
V. METHODS
A. Models specification
[14] proposed a practical and pragmatic approach to build
ARIMA models. [15] defined, based on that methodology, 4
iterative steps, for the univariate time series SARIMA model.
1) Model identification: This step involves the selection of
parameters to include in the model, both seasonal and
non-seasonal, based on the Autocorrelations function
(ACF) and the Partial Autocorrelations function (PACF).
2) Parameter estimation: the previously identified parame-
ters are then estimated using Least Squares or Maximum
Likelihood and a first selection of models is conducted
using information criteria.
3) Diagnosis of the fitness of the model: The model is diag-
nosed using the statistical properties of the error terms,
using Ljung-Box statistic test to check the adequacy.
When the errors are normally distributed, we can move
towards the next step.
4) Forecasting and validation: The model is validated using
out-of-sample data and applied to forecast the future
values.
B. Grouped Time Series
The structure used for this grouped time series starts at the
top level with the time series that sums up all series at lower
levels with different attributes. It is disaggregated by brand,
brand 1 and brand 2, in a hierarchical structure. Besides this,
we have five different representations of the aggregation, since
there are five attributes to consider in this study: gender (Male,
Female or Unisex), age group (Baby, Kid, Baby Kid, Teen or
Adult), product type (Clothing, Footwear, Accessories, Home-
wear, Beachwear, Swimwear, Swim accessories, Compound,
Stationery, Underwear, Nightwear or Sports), season of the
product (Seasonal or Permanent). Figure 2 shows one of the
alternatives to represent the group structure. It generates a total
of 128 time series to be reconciled. When grouping time series,
the complexity increases quickly, which requires significantly
more computation resources to solve the problem. For each of
the time series, we applied the best possible model to forecast
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Fig. 2: A representation of one of the five level grouped structures:
(Global), the global time series; brand 1 (brand 1); brand 1 crossed
with gender male (1M); brand 1 crossed with gender male and
seasonal items (1MS); brand 1 crossed with gender male, seasonal
items and age group baby (IMSB); and, finally, brand 1 crossed
with gender male, seasonal items, age group baby and product type
clothing (IMSBC).
that individual series using the auto.arima() function from the
R Forecast package [16], [17].
VI. RESULTS
A. Baseline model - SARIMA
Based on the mathematical expression (7) for the SARIMA
function, we can deduce some parameters restrictions accord-
ing to the size of the time series window. For instance, if we
have a time series of length 114 data points, and we choose
a SARIMA model with parameters (0,0,0)(2,1,0)52, this is
an unfeasible model since it would be a linear combination of
past data points given by:
yt = (1+Φ1)yt−52+(Φ2−Φ1)yt−104−Φ2 yt−156+ εt , (15)
and we do not have data for time period t−156, as would be
required to compute the model.
By working out the mathematical expression of the
SARIMA model (Eq. 7) we can find the restrictions to the
orders of the SARIMA model parameters as a function of the
insample window size which is used to produce the forecasts.
A forecast produced by a SARIMA model of parameters
(p,d,q)(P,D,Q)s will only be feasible if the following condi-
tions are met:
(D+P)s+ p+d ≤ window size
Qs+q≤ window size. (16)
Moreover, the best coefficients for each SARIMA model
are found by fitting the model to the time series and in
order to have all the data points to compute them, the time
series should have at least one full seasonal period for which
the past data points required to compute the series are all
available. As an example, if we want to attempt fitting a
SARIMA(1,1,0)(0,1,0)52 model to a time series of length T ,
we will need at least (D+P)s+ p+d = 54 data points on top
of a full seasonal period in order to have all the data points
required to compute the model in at least one full seasonal
period. If this is not the case, there will be some missing data
and the model coefficients will not be as well-fit to the data
as possible. The criteria used to estimate the quality of the
model, such as the AIC and BIC, will not be well estimated
in that case as well, given the missing data.
Therefore, the more general restrictions for the SARIMA
model as a function of the time series length are:
(D+P+1)s+ p+d ≤ T
(Q+1)s+q≤ T (17)
Our time series has a length of T = 110 data points
(weeks) and a seasonal period of 52 weeks. We want to test
a forecasting of 4 weeks, so we divide the time series into
106 data points for finding the best SARIMA parameters and
coefficients, the training series, and 4 data points to test the
forecast retrieved by that model, the testing series. The length
of the training series limits our SARIMA parameters in the
following way: (D+P)s+ p+d ≤ 54 and Qs+q≤ 54.
Brand 1
The sales of brand 1 vary a lot with time, which reflects in a
time series with a high variance (see Figure 1). This suggests
that a Box-Cox transformation can make it more stationary.
The optimal λ parameter can, in principle, be determined
by ensuring that the standard deviation of the transformed data
is minimum, which is what the BoxCox() function from the R
Forecast package ( [16], [17]) with lambda=”auto” computes.
Even though there is a high likelihood that the data will
be normally distributed after a Box-Cox transformation with
lambda=”auto”, this is not guaranteed. A quantile-quantile
(Q-Q) plot shows the distribution of the data against the
expected normal distribution, hence it is an effective diagnosis
to determine whether a sample is drawn from a normal
distribution. Figure 3 shows the Q-Q plot of the Box-Cox
transformed data with lambda=”auto” as well as the Q-Q plot
of a simple logarithmic function, λ = 0. The more data points
fall in a straight line, the more normally distributed they are.
If they deviate from a straight line in any systematic way, this
suggests that the data is not drawn from a normal distribution.
Figure 3 thus indicates that the logarithmic transformation
effectively approximates the data to a normal distribution more
than the Box-Cox transformation with lambda=”auto”. A
λ = 0 Box-Cox transformation was therefore applied to the
data.
Figure 4 presents brand 1 1 time series after Box Cox
transformation. This series displays a clear seasonal pattern
with a cyclic profile with a yearly, or half-yearly, period.
A seasonal differencing with a lag of 52 weeks (1 year) or
26 weeks (half-year) should, thus, improve the time series.
Indeed, the time series standard deviation decreases from
1.053 to 1.020 and to 1.028, after applying a 52-weeks and a
26-weeks differencing, respectively, which improves the series
in both cases. A first differencing of the series increases the
standard deviation and a unit root test also returns no first
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Fig. 3: (Left:) Q-Q plot of brand 1 Box-Cox transformed time series
with λ = ”auto”; (Right:) Q-Q plot of brand 1 Box-Cox transformed
time series with λ = 0, equivalent to a logarithmic transformation. It
is clear that the latter series is closer to a normal distribution, hence
it is a better transformation.
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Fig. 4: Brand 1 time series after Box Cox transformation with λ = 0.
differencing, it is thus not expected to improve the modelling
of the series.
The analysis of the ACF and PACF of the yearly differenced
series indicate that a SARIMA(0,0,1)(0,1,0)52 model is a
good candidate to reduce the data autocorrelations. This and
other SARIMA models were tested and this was the model
with the lowest AICC and BIC criteria. A more complex
model, SARIMA(6,0,0)(0,1,0)52, was favoured by the AIC
criteria, however, according to the restrictions in (17), this
model exceeds the threshold limited by the size of the training
series. Moreover, particularly when the sample size is small,
the AIC criteria favours higher order (more complex) models
as a result of overfitting the data. The AICC is a correction
of the AIC and a more realistic criteria for smaller sample
sizes, along with the BIC criteria. For these reasons, and
since simpler models tend to be a better choice for accurately
forecasting the general behaviour of time series, we chose
(0,0,1)(0,1,0)52.
The half-year seasonally differenced series was also anal-
ysed and we found SARIMA(0,0,0)(0,1,1)26 to be the best
fit model. Its RMSE was lower than most SARIMA models
with a 52-weeks period, which could indicate that its forecast
was better, but the AIC, AICC and BIC were significantly
higher, implying that it provides a worst fit to the time
series. The Ljung-Box test of the residuals of these models
yielded lower p-values than for 52-weeks period models,
signaling that they are worst models. For these reasons, we
consider that the best SARIMA baseline model for brand 1 is
SARIMA(0,0,1)(0,1,0)52.
Brand 1 had a major peak of sales in the first quarter of 2017
which did not repeat in 2018 and which was almost 10 times
above the average of the subsequent peaks (see Figure 1). This
sales peak was due to strong campaigning for an online collec-
tion launching. It was a one-time event and the peak affects the
SARIMA models, increasing its prediction for the same period
of subsequent years. We performed the same analysis having
this outlier peak removed and its values interpolated. The time
series forecasting RMSE was reduced by 22%. However, to
maintain the method’s automation capacity, we chose not to
implement any outlier removal. Instead, external variables will
be used to handle this type of event in a subsequent article.
Brand 2
The time series for brand 2 has a seasonal profile, which
is also clear in the ACF and PACF at lag 52 (see Figure 5).
Since the series shows variations which change with time, a
transformation can improve the series. Similarly to brand 1,
the Box-Cox transformation with λ = 0 improved the normal-
ization of the time series over lambda = ”auto”.
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Fig. 5: Brand 2 original time series and respective ACF and PACF
Since brand 2 displays a clear seasonal profile, it is not
stationary and a seasonal difference can improve the series.
Even though the standard deviation of the series increases from
0.64 to 0.68 after seasonal differencing, the series becomes
more normalized.
The series is also more stationary after a first difference and
the standard deviation decreases to 0.54. A second difference
would increase significantly the standard deviation, so no more
differencing was applied to the series.
The ACF and PACF of the differenced series show a
significant negative lag 1 of ≈ −0.3, which suggests a mild
overdifferencing. This can be counterbalanced with one order
of a moving average model applied to the series, which
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indicates that SARIMA(0,1,1)(0,1,0)52 is a good candidate
model for the data.
This and other models, including different differencing
orders, were tested and the BIC criteria, which favours simpler
model, was used to compare them. The BIC criteria also
favoured SARIMA(0,1,1)(0,1,0)52 model out of all models.
The residuals of the SARIMA(0,1,1)(0,1,0)52 model ap-
plied to brand 2 time series show all autocorrelation lags below
the threshold, apart from lag 16, which corresponds to roughly
a trimester and it is thus, most likely, related to the periodic
behaviour of the brand. The fact that the residuals still display
significant autocorrelations is also translated in a relatively
low value of the LB p-value= 0.12. As more data becomes
available and are included in the time series, it will become
more obvious whether the data autocorrelation at lag 16 is real,
and, if so, it will be easier to model it.
Global time series
A global time series is formed by the sum of brand 1 and
brand 2 time series. The same pre-processing and analysis
performed on brand 1 and 2 time series were applied to the
global time series, in the same 4 weeks period range.
As expected, the global time series also exhibits a seasonal
profile, with a cyclic behaviour and significant autocorrelations
at lags 52. This entails a seasonal differencing, hence D =
1. The standard deviation of the time series increases when
applying a first difference and the unit root test determined
that the time series is stationary so needs no first differencing,
both advocating for d = 0. The model that presented lower
AIC, AICc and BIC criteria was SARIMA(0,0,1)(0,1,0)52.
The residuals of SARIMA(0,0,1)(0,1,0)52 showed no
significant autocorrelations at any lag, which indicates that
SARIMA(0,0,1)(0,1,0)52 is a well-fit model for the global
time series. Its residuals and the high LB p-value of 0.67
indicate a reasonable resemblance of residuals with white
noise, further approving this model.
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Fig. 6: Global time series (black) with SARIMA(0,1,1)(0,1,0)52
model fitting (blue) and 4-weeks forecasting (red).
The fitting and forecast of the global time series by
SARIMA(0,0,1)(0,1,0)52 are shown in Figure 6.
Baseline models performance
The baseline models performance summary is presented in
Table I
TABLE I: Baseline SARIMA models for brand 1, brand 2 and the
global time series. The time period of forecast was 4 weeks.
Data SARIMA AIC AICc BIC LB MASE RMSE
p-value
Global (0,0,1)(0,1,0)52 101.05 101.28 105.02 0.67 0.69 101.16
Brand 1 (0,0,1)(0,1,0)52 153.72 153.95 157.70 0.80 1.17 145.79
Brand 2 (0,1,1)(0,1,0)52 77.23 77.47 81.17 0.12 0.24 19.48
B. Grouped Time Series Forecast Reconciliation
As explained in Section V, the five different product at-
tributes selected generated 128 different time series to recon-
ciliate. The best possible model parameters and coefficients
were determined for each of these individual series, using the
auto.rima() function [16], [17]. The best individual forecasts
were used as input for the reconciliation process. Table II
shows the performance metrics in the out-of-sample data:
independent (base) forecasts, used as baseline, bottom-up and
the three approaches considered as the optimal reconciliation
methods (OLS, WLS and MinT, proposed by [6] and [13]).
All approaches were tested using a horizon h of 4 weeks,
which was identified by HUUB as the most relevant period
range to be forecasted, given the weekly data granularity.
The results are presented for the three most aggregated time
series, despite the fact that the grouped time series yielded
results for all the possible combinations. This is also a major
advantage for the business, allowing to drill down to more
granular dimensions, with the reassurance that the forecasts
are consistent across these dimensions. The decision making
process can be significantly empowered, for instance when
defining purchase quantities for the next collection for specific
product type, age group, etc.
Overall, the results show that the best performing method
for each series can leverage nested information in the group
structure and add consistency to the outcome. This is supported
by the RMSE of WLS in brand 1, which has a very significant
improvement when compared to the baseline. In terms of
brand 2, WLS results were very close to the baseline, which
can be explained by the simpler grouping structure for this
brand, i.e. it is essentially concentrated in one product type,
one gender, one age group, one season. For the global time
series, the baseline model performed slightly better than the
reconciled best model, with an RMSE 5% lower than WLS.
Overall, the RMSE indicates that WLS is a robust method
for the forecasting of seasonal time series when no further
information is known about what causes the time series
variations.
The best performing model in terms of MASE metric is the
simpler OLS method for brand 1 and global time series. For
brand 2, MASE is lower for the baseline model. The MASE
error of the WLS is lower than that of the baseline for the
global and brand 1 series, and very similar for brand 2.
Adding more brands and more attributes can, in principle,
help to increase the accuracy of the proposed models relative to
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the baseline and, indeed, preliminary work with a disaggrega-
tion with more attributes is showing a significant improvement.
Examining the proposed methods, the one that yielded better
results in terms of RMSE was the WLS, outperforming the
very ineffective bottom-up, but also the simpler OLS and the
new MinT approach.
TABLE II: Models performance in the out-of-sample data of the
baseline forecasts, bottom-up and the approaches considered as the
optimal reconciliation methods: OLS, WLS and MinT. The best
performing models according to the RMSE are highlighted in bold.
Data Model MASE RMSE
Global
Baseline 0.69 101.16
Bottom-up 1.16 180.93
OLS 0.63 108.08
WLS 0.67 105.96
MinT 0.72 109.51
Brand 1
Baseline 1.17 145.79
Bottom-up 1.74 189.41
OLS 0.81 113.21
WLS 0.86 107.72
MinT 0.94 110.21
Brand 2
Baseline 0.24 19.48
Bottom-up 0.31 26.07
OLS 0.30 22.33
WLS 0.26 19.55
MinT 0.25 20.18
VII. CONCLUSIONS AND FUTURE WORK
This work explored the optimal forecasts method for hi-
erarchical and grouped time series proposed by [5], [13] to
forecast the weekly sales of two fashion brands under HUUB’s
monitoring. The data were disaggregated according to five
selected attributes: brand, gender, whether the item is seasonal
or permanent, age group and product type. This disaggregation
resulted in a grouped structure with 128 individual time series.
These series were individually fit by the best SARIMA model
found by the auto.arima() function and were then reconciled
following the optimal forecasts method. Three difference cases
of the optimal forecasts method were explored: OLS, WLS and
MinT, as well as the simple Bottom-up approach.
The forecasts performance of the three most aggregate series
was evaluated and compared to the forecasts obtained by
baseline SARIMA models. Each of these baseline SARIMA
model was found by manually analysing the time series ACF,
PACF and through stationarity and differencing tests in order
to determine the best model parameters and coefficients.
The comparison of the performance of the optimal forecasts
method and the baseline SARIMA models showed that WLS
was the forecast method with the lowest RMSE for the two
brands time series. The global time series was slightly better
forecasted by the baseline model. Overall, the RMSE indicates
that WLS is a robust method for the forescasting of seasonal
time series when no further information is known about what
causes the time series variations. Preliminary work with a
higher-level disaggregation with more attributes has shown a
significant improvement of the RMSE of the global time series
forecast. These findings will be presented in a subsequent
article.
Out of the three explored methods, WLS was the one with
the highest RMSE accuracy followed by MinT and then OLS.
All of them performed better than the less efficient bottom-up
method, as expected.
The proposed work was intentionally focused on univariate
time series models, providing a strong baseline and framework
to build more complex forecasting models. Future work will
contemplate the addition of more brands and more attributes
(not only product attributes but others like sales markets
geography structures), increasing the capacity of the model to
capture even more nested information in these granular series.
One possibility is the use of hybrid models, that combine
statistics and machine learning, already proven to generate
better results than statistical ones [8].
Another aspect that our work will exploit is the use of
multivariate models, since they can add significant information
on the volatile and unexpected behaviour observed in the data.
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