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Abstract
ObjectivesWe introduce a new method for reducing crime in hot spots and across cities through ridge estimation.
In doing so, our goal is to explore the application of density ridges to hot spots and patrol optimization, and to
contribute to the policing literature in police patrolling and crime reduction strategies.
Methods We make use of the subspace-constrained mean shift algorithm, a recently introduced approach for
ridge estimation further developed in cosmology, which we modify and extend for geospatial datasets and hot spot
analysis. Our experiments extract density ridges of Part I crime incidents from the City of Chicago during the
year 2018 and early 2019 to demonstrate the application to current data.
Results Our results demonstrate nonlinear mode-following ridges in agreement with broader kernel density esti-
mates. Using early 2019 incidents with predictive ridges extracted from 2018 data, we create multi-run confidence
intervals and show that our patrol templates cover around 94% of incidents for 0.1-mile envelopes around ridges,
quickly rising to near-complete coverage. We also develop and provide researchers, as well as practitioners, with a
user-friendly and open-source software for fast geospatial density ridge estimation.
Conclusions We show that ridges following crime report densities can be used to enhance patrolling capabilities.
Our empirical tests show the stability of ridges based on past data, offering an accessible way of identifying routes
within hot spots instead of patrolling epicenters. We suggest further research into the application and efficacy of
density ridges for patrolling.
Keywords Hot Spots, Density Ridge Estimation, Patrol Routes, Policing
Mathematics Subject Classification (2010) 62G07 · 62H11 · 62P25
1 Introduction
Previous research on spatial crime patterns acknowledges the general stability of crimes within a concentrated
geographic area (Weisburd et al, 2004; Groff et al, 2010). Within these concentrated areas, or hot spots, most
investigations of policing tactics find that concentrated efforts on problem areas are an effective means of reducing
crime (Sherman and Weisburd, 1995; Braga and Weisburd, 2010; Braga et al, 2014). Other approaches to investi-
gating crime reduction strategies study the efficacy of patrolling strategies. Koper (1995) and Telep et al (2014)
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contribute to the patrol literature through a time-based investigation, finding that 15 minutes of police presence
in a given hot spot significantly decrease both calls for service and Part I crime incidents. These recent practices
suggest that the stability of places and efficiency of patrols allow for an optimization of tactics. Specifically, one
way to optimize patrol routes is through a focus on temporal and spatial aspects of hot spots, decreasing the latter
while still providing a presence to the community (Camacho-Collados and Liberatore, 2015).
Practitioners and police officers rely on spatial analytics to identify hot spots to dictate their patrols. Common
practices of identifying hot spots involve kernel density estimation (KDE), spatial ellipses, grid-thematic mapping,
or the Getis-Ord Gi* statistic (Chainey et al, 2008a; Ratcliffe, 2010). These techniques share the commonality of
identifying a wide problem area with little regard to specific problem places, and an over-reliance on the applied
bandwidth to identify the epicenter of a given hot spot (Eck et al, 2005). In doing so, the planning of specific
patrol routes is left to the discretion of the police department. Recently, density ridge estimation has become a
focal topic in statistics and a variety of application areas. The mathematics behind density ridge estimation aims
to construct ridges that follow high-density areas, or modes, of a distribution, allowing for higher-dimensional
extensions (Ozertem and Erdogmus, 2011; Chen et al, 2015a).
Previous scholars have explored patrol route optimization through a variety of techniques such as multi-
agent-based simulations, for example Fukunaga and Hostetler (1975), machine learning as in Li et al (2011) and
Marchant et al (2018), and graph theory and evolutionary computing (Chawathe, 2007; Al Boni and Gerber, 2016).
These studies consistently illustrate that route optimization is a feasible task, and agencies can apply advanced
methods that account for resources and time. The primary issues among these methods are their complexity and
limited application. In addition, the use of complex analytics to optimize route efficiency ignores the basic patrol
services to the greater community.
For this reason, the present study seeks to address the previous shortcomings of patrol optimization by applying
methods from neighboring disciplines. We focus on and extend the subspace-constrained mean shift algorithm
presented by Ozertem and Erdogmus (2011) in order to introduce the concept of density ridges to the field of
criminology. The identification of ridges will allow law enforcement to methodologically patrol hot spots, address
surrounding areas, and reduce calls for service. With this method, the application of ridge identification is available
for public use by agencies and researchers alike. This study uses Chicago Part I crime incident data from 2018 to
develop and illustrate the application of ridge estimation, and data from early 2019 to test for predictive accuracy
in coverage, as well as for convergence consistency, with multi-run confidence intervals to account for subsampling.
The remainder of this paper is structured as follows. Section 2 provides an overview of the current literature
that revolves around modeling patrol strategies, as well as applications of density ridge estimation in other fields
and motivations arising from the latter. Section 3 details data sources, methodology, software implementation, and
analytic recommendations that are required to conduct the proper analyses and estimate optimal ridges, while
Section 4 documents the results and provides illustrations to understand the advantages and disadvantages of
optimizing patrol routes. Finally, Section 5 discusses limitations and implications, provides an overview of the
optimization for patrolling ridges as opposed to other patrol strategies, and compares our approach to related
research, followed by Section 6 concluding our work.
2 Literature Review
This section reviews previous scholarly findings on hot spots, patrol optimization, and applications of ridge es-
timation in other fields. Several methodological approaches and applications on how to best estimate the kernel
density of high-crime areas have been suggested for agency use. This section covers the pertinent literature on hot
spots in Sec. 2.1, followed by relevant background on patrol optimization in Sec. 2.2. Lastly, Sec. 2.3 describes
previous related research on applications of the core algorithm used in this paper in other fields.
2.1 Hot Spots
Sherman et al (1989) report that about 3.3% of street addresses produce over half of the calls for service in
Minneapolis. Since then, numerous other scholars found large numbers of calls for service concentrating in small
areas in a given city, generally reaching up to 5% (Sherman and Weisburd, 1995; Braga et al, 2014). In related
research, Weisburd et al (2004) find that hot spots chronically persist for longer than a decade in 5% of block-long
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street segments. Based on this, Wilcox and Eck (2011) coined the phenomenon of a concentration of the hottest
segments as ‘The Iron Law of Troublesome Places’, while Weisburd (2015) refers to the same concept as the ‘Law
of Crime Concentration’. Subsequent work also finds that hot spots vary in size for different types of crimes and
are generally stable in their locations, for example gun crimes as reported by Braga et al (2010), robberies as in
Braga et al (2012), and all other major crimes (Telep et al, 2014; Haberman, 2017).
Empirical evidence from these studies enables researchers and applications in two major ways. The first is
testing techniques on stable hot spots and investigating which policing strategies can be most effective for problem
places. Secondly, this research sparked varying measures and techniques to identify the concentration of crime
at places from a macro or micro perspective. A variety of hot spot policing tactics has been used and evaluated
since the recognition of the success in hot spots policing. Importantly, Braga (2007) finds that patrolling hot
spots does not disperse crime to neighboring geographic locations. Instead, deterrent effects are diffused to nearby
streets, making the concentration of efforts in patrolling hot spots a successful endeavor (Braga, 2005; Braga et al,
2014). Ratcliffe et al (2011) report, for a randomized trial, that focused police intervention in the form of foot
patrols reduces violent crime by 23% in target hot spots. The remaining tactics find significant reductions in
crime when focusing on specific places. In summary, hot spot policing provides a notable strategy for police
departments to effectively reduce crimes by patrolling micro-places (Sherman et al, 1989; Weisburd et al, 2004;
Weisburd and Telep, 2011).
In this context, Haberman (2017) presents research on overlapping hot spots. Importantly, the findings suggest
that if police were to try to focus on specific crimes such as robberies or assaults, different hot spots would need
to be evaluated to combat such problems. This implies the need for police agencies to identify and commit greater
resources if they seek to reduce specific crime types. Additionally, a focus on problem places introduces concerns
regarding the dosage of patrols and provided attention. Related studies find that patrolling concentrated areas
within 15 minutes significantly reduces calls for service within the area (Koper, 1995; Telep et al, 2014). After this
time frame, however, the presence of police officers yields diminishing returns in terms of crime reduction, thus
wasting police resources. Recently, Linning and Eck (2017) find that weak interventions at problem places, as well
as too strong of a focus, can backfire. In other words, if the patrol dosage administered at hot spots is insufficient,
offenders may retaliate, adapt, or find new criminal opportunities. Therefore, prior research on hot spots suggests
the need for efficient and effective patrol optimization strategies.
2.2 Patrol Optimization
For strategic planning, law enforcement makes use of hot spots to identify problem areas and patrol routes for police.
For this reason, the identification of routes in and between hot spots is most relevant due to motor patrols being
constrained by street networks (Menton, 2008). Police agencies approach the identification of hot spots through
basic statistical methods and tools, as most crime analysts do not have access to advanced statistical knowledge
or techniques (Mamalian et al, 1999; Ratcliffe, 2004). Other methods such as the Getis-Ord Gi* statistic have
also been used to detect crime clustering. Within police departments, however, advanced route planning based on
proper hot spot estimations still lags behind most current research.
Patrol optimization deals with the identification of optimal routes in such a way that officers target problem
places efficiently. In previous research, models address this challenge through, for example, the traveling salesman
problem and other approaches (Chevaleyre et al, 2004; Chawathe, 2007; Li et al, 2011). While these methods are
complex, they offer the potential to observe how criminals react to patrol routes, or their effects on crime rates.
Paruchuri et al (2008) showcase the applicability of dynamic modeling by assuming that offenders will predict
patrol routes, demonstrating the ability to determine optimal paths that strike a balance between predictable and
unpredictable paths in a street network. Related research suggests a potential to decrease criminal activity and
the public’s fear of crime, for example by modeling patrol routes illustrating the shortest Hamiltonian cycle for
visiting each location in a city (Chevaleyre, 2004).
Additional facets of patrol optimization take limited patrol resources into consideration. Chawathe (2007)
applies patrol optimization that uses a cost-benefit analysis, maximizing the coverage of hot spots and accounting
for the paths between streets and places. Similarly, Reis et al (2006) produce a multi-agent-based algorithm to
design efficient patrol strategies. Their simulation models a city’s road network to find optimal routes to minimize
crime in the city. Further works study changing offender preferences for where to commit criminal activity, and
simulate changing problem places that adapt to patrol routes (Melo et al, 2005; Furtado et al, 2006).
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Even with progress underway, there are still several limitations that patrol optimization studies fail to consider
in their analyses. Previous patrol studies do not account for the community’s desires or the multitude of police
activities that pull officers away from predetermined routes. Ignoring temporal, spatial, and other constraints of
police duties also deprives researchers of the ability to apply their research in realistic scenarios. Put simply, the
deterministic fashion of covering entire patrol areas or deploying algorithms that have the capability of adapting
to criminal behavior cannot account the spuriousness of real-time events and patrols. Overall, the modeling of
optimal patrol routes and simulated agents to combat problem places and limited resources is still in the early
stages. In addition, while valuable for researching the impacts of policing strategies, real-world applications of
optimal patrol routes are severely limited.
2.3 Applications of Ridge Estimation
Our approach is an extension of the subspace-constrained mean shift algorithm (SCMS), a density ridge estimation
method described in detail in Section 3.2. Since its inception by Ozertem and Erdogmus (2011), the algorithm
sparked the interest of various fields to apply ridge estimation to an array of problems, providing insights into its
broad applicability. Notably, an extensive adoption of this method to investigate a number of phenomena can be
found in cosmology, where it is used to approximate the cosmic web, the organization of the large-scale structure
of galaxies in the universe divided by immense voids (Carroll and Ostlie, 2013). Research endeavors dealing with
the latter application, especially with regard to extensions like thresholding, also have a significant influence on
the work presented in this paper.
Chen et al (2015b) propose the use of the SCMS algorithm to detect filamentary structures in the cosmic web,
pointing out its suitability to constrain the distribution of matter at different redshifts to explore the evolution
of the Universe. Redshift, in this context, refers to different distances corresponding to different times due to
the distance light has to travel (Hubble, 1929). They also show how the algorithm can be used to investigate
how baryonic matter, meaning what is normally perceived as matter, traces the distribution of dark matter, a
hypothetical form of matter that interacts only gravitationally and is thought to account for most of the matter
present in our Universe (Chen et al, 2015c).
This methodological investigation is followed-up in Chen et al (2016) with an application of their approach to
construct a catalog of filaments using Sloan Digital Sky Survey data (York et al, 2000). In addition, the algorithm
is used to explore the effect of the distance to the nearest filament on galaxy properties such as a galaxy’s age, size,
stellar mass, and color (Chen et al, 2017). In yet another take on utilizing ridge estimation for cosmology, He et al
(2017) apply the SCMS algorithm to study the non-Gaussianity of the Universe’s matter density field, providing
the first detection of filament-based gravitational lensing effects, meaning the bending of light via gravitation
exerted by matter, in the cosmic microwave background.
While the difference between the fields of cosmology and criminology may seem insurmountable at first, ab-
stracted problems and the applicability of mathematical techniques often span areas of research, allowing for the
common exchange of methodology between them. Following this tradition of cross-field pollination, these appli-
cations to the structure of the cosmic web provide a motivation for the SCMS algorithm’s application to crime
patterns. Much like the interest in cosmology to identify on constrain filaments in order to gain insights into
large-scale structures, the identification of such high-density filaments offers a way to extract route templates
useful for police patrol optimization. In astrophysics, the SCMS algorithm is also used to identify morphological
substructures for the classification of stellar debris, aiding in the investigation of galactic mergers through the
disruptions left behind by the collision of galaxies (Hendel et al, 2018).
Apart from research in cosmology and astrophysics, the SCMS algorithm has found various other areas of
application such as neuroimaging (Bas and Erdogmus, 2011). Bas and Erdogmus (2011) introduce a method to
analyze images of neuron structures by using KDE for density estimation and tracing ridges of these estimates via
the SCMS algorithm. The objective of their study is the extraction of curvilinear structures from three-dimensional
neuronal tissue images. A key aspect for this application is the connectivity between structures that is present
in their data. Their method is able to trace these tree-like structures in neuronal image data by providing the
algorithm with an initial seed and direction for tracing the principal curves.
This flexibility of the algorithm to trace tree-like structures as well as curvilinear lines is further exploited
by Miao et al (2014) to identify road networks from images, with their objective being the extraction of smooth
road centerlines. For this, they use an approach based around SCMS, in combination with tensor voting and the
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geodesic method to improve the computational efficiency of the algorithm, as is required by their application
scenario, showing that even complex roadmaps can be extracted using this approach. The applicability to patrol
routes is, in this case, easy to see, as density ridges can provide templates to which road networks can subsequently
be mapped.
A closely related approach to the SCMS algorithm has also been developed in the context of facial image
recognition. It is used for marking and tracking so-called landmarks in images of faces, a technique introduced by
Saragih et al (2009). Based on this, Kaashki and Safabakhsh (2018) use the algorithm for fitting their model to
recognize and identify three-dimensional pictures of faces. Shreve et al (2014) also use this technique for spotting
micro and macro facial expressions in videos. The tracking of facial landmarks in pictures or videos can, however,
not only be used for the identification of persons or expressions, as Zamzmi et al (2018) show by introducing a
way of suppressing facial expressions to improve information retrieval, for example for face recognition algorithms.
By using the algorithm to automatically detect and track 66 facial landmarks, they are able to show especially
good suppression results for strong expressions such as happiness.
3 Data and Methods
This section covers the data used in this work, as well as the mathematical background, extensions and modifica-
tions, and software implementation of our approach in preparation for our experiments. Sec. 3.1 describes our data
and the corresponding preprocessing, as well as our choice and use of the data. Following this, Sec. 3.2 provides a
theoretical overview of the subspace-constrained mean shift algorithm as a core foundation of this paper, whereas
Sec. 3.3 covers appropriate distance measures. In Sec. 3.4, we describe our modifications and extensions of the core
algorithm to make it a suitable tool for our work, and end with introducing an open-source tool for practitioners
in Sec. 3.5.
3.1 Crime Incident Data
Datasets suitable for our work need to fulfill certain criteria to be of interest to both researcher and practitioner
communities: In order to facilitate the reproducibility of our results, the dataset has to be easily accessible, without
restrictions, as open-source data that can be used by interested readers to confirm and build on our work. The
data also have to be very recent for the results to be of interest to practitioners. With these constraints in mind,
we make use of the Chicago Data Portala, an open-access data service of the City of Chicago. The portal features
a complete dataset of reported crime incidents from 2001 to the present day, covering over 17 years, with the
exception of murders where data exist for each victim. The crime incident data are provided by the Citizen Law
Enforcement Analysis and Reporting (CLEAR) system of the Chicago Police Department and, which is important
for our choice of this source, is updated in fast-enough intervals to contain a complete subset for the year 2018.
After obtaining the dataset, we extract all entries pertaining to that most recent full year, and retain only three
variables of interest; the primary crime type as well as the latitude and longitude values of the reported crime’s
location. After this step, which ensures that the subsequent deletions only affect entries that feature missing data
in relevant variables, we omit all entries for which one of the three retained variables is not present. This omission
for missing data leads to the data for 2018 being reduced from 178,659 to 177,669 entries, resulting in a negligible
loss of around 0.5% of data points.
In this work, we focus on Part I offenses as defined by the Uniform Crime Reportsb (UCR), a national official
crime data compilation of the Federal Bureau of Investigation (Reid, 1979). Our choice of Part I crimes reflects
both the high priority placed on this type of crime and the reliability of this type of information to illustrate
the crime rates within a given city (Barnett-Ryan et al, 2014). In this context, aggravated assault, forcible rape,
criminal homicide, and robbery are Part I violent crimes, whereas arson, burglary, larceny-theft and motor vehicle
theft are Part I property crimes. We extract these eight primary types from the preprocessed dataset, which leaves
us with 78,894 incidents of Part I crimes in Chicago during the year 2018, an overview of which is provided in
Tab. I. In order to keep our algorithm’s runtime low, and given that we are interested in keeping the overall density
a https://data.cityofchicago.org/
b https://www.ucrdatatool.gov/
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Table I. Part I crime incident numbers for Chicago during the year 2018.
Primary crime type Number of data points
Larceny-theft 42, 423
Aggravated assault 13, 843
Burglary 7, 821
Motor vehicle theft 6, 641
Robbery 6, 525
Forcible rape 1, 013
Criminal homicide 386
Arson 242
As present in data from the Chicago Data Portal. Different primary crime types are listed separately, with entries sorted by the
number of reported incidents in descending order.
profile of crime incidents, we use uniformly-random sampling to further reduce the dataset to 5,000 data points to
provide a use case relatable to many application cases.
3.2 Subspace-Constrained Mean Shift
In order to provide readers with the background of the employed method, a short overview of the mathematical
foundations is required. Given a probability density function p : Rd → R of dimensionality d, as well as a corre-
sponding gradient ∇p(x) and a Hessian H(x), let v = {v1, v2, . . . , vd} be the eigenvectors of H(x) corresponding to
eigenvalues λ = {λ1, λ2, . . . , λd} sorted in descending order. Defining ∆(x) as the diagonal matrix with λ along the
diagonal, and with the eigendecompostion H(x) = U(x)Λ(x)U(x)⊤, we let v′ be the columns of U(x) associated
with the d− 1 smallest entries in λ. In addition, let L(x) ∝ L(H(x)) = v′v′⊤ be a projection on the linear space
of the columns in v′, then the projected gradient is defined as ∇p(x) = L(x)g(x). For a map ξ : R → Rd, the
ridge R can be expressed as R = {x : ||G(x)|| = 0, λd+1(x) < 0}. In other words, a density ridge is a local density
maximization in the normal direction given by the Hessian. While the above provides a bare-bones definition,
we refer the interested reader to Genovese et al (2014) for a more detailed introduction to non-parametric ridge
estimation.
Kernel density estimation, which is also known as the Parzen-Rosenblatt window, is a non-parametric statistical
method to estimate probability density functions (Rosenblatt, 1956; Parzen, 1962). For a given smoothing kernel
K, a multidimensional KDE for a point x, the number of dimensions d, and a dataset θ can be computed as:
KDE(x, β) =
1
|θ|βd
|θ|∑
i=1
K
( ||x− θi||
β
)
(1)
The most common choice is the radial basis function (RBF) kernel, also known as the Gaussian kernel, with
K(x) = (1/√2pi) exp(−0.5x2). Using the latter, Eq. 1 can be rewritten as follows:
KDERBF(x, β) =
1
|θ|(2piβ2) d2
|θ|∑
i=1
e
(
||x−θi||
2
2β2
)
(2)
Ozertem and Erdogmus (2011) first introduce the subspace-constrained mean shift algorithm, a KDE-based non-
parametric iterative approach to estimate the ridges of a probability density function in the context of self-consistent
smooth curves using ∇p(x) and H(x). This method is extended with thresholding by Chen et al (2015b) for the
application to cosmic web reconstruction, using a KDE over the dataset to counteract the effect of areas with low
probability densities. Previous research on facial image recognition by Saragih et al (2009) introduces a closely
related approach that, while mathematically different and used for facial landmark identification, includes multiple
features of the SCMS algorithm as well as the same descriptor, although written slightly differently as ‘subspace
constrained mean-shifts’. The SCMS algorithm, including the latter extension and with a Gaussian smoothing
kernel, is described in a formalized version in Alg. 1.
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Algorithm 1 SCMS with thresholding
1: Input: Coordinates θ, bandwidth β, threshold τ , iterations N
2: Output: Density ridge point coordinates ψ
3: procedure SCMS(θ, β, τ , N)
4: κ(x)←− KDERBF(θ, β), using Eq. 2
5: ψ ←− ψ ∼ U((min(θ∗,1),max(θ∗,1)), (min(θ∗,2),max(θ∗,2)))|θ|
6: ψ ←− ∀y ∈ ψ : κ(y) < τ
7: for n←− 1, 2, . . . , N do
8: for i←− 1, 2, . . . , |ψ| do
9: for j ←− 1, 2, . . . , |θ| do
10: µj =
ψi−θj
β2
11: σj = KRBF
(
ψi−θj
β
)
12: end for
13: H(x) = 1
|θ|
∑|θ|
j=1 σj
(
µjµ
⊤
j −
1
β2
I
)
14: v, λ←− v, λ from eigendecomposition eig(H(x))
15: v′ ←− entries in v corresponding to sortasc(λ)1,2,...,d−1
16: ψi ←− v′v′⊤
∑|ψ|
j=1
σjθj∑|ψ|
j=1
σj
17: end for
18: end for
19: return ψ
20: end procedure
Ghassabeh et al (2013) analyze the convergence properties of the SCMS algorithm and show that the method
inherits some properties of the previous mean shift algorithm by Fukunaga and Hostetler (1975), most impor-
tantly its monotonicity and the convergence of density estimates along the output sequence, together with other
properties that offer theoretical guarantees for stopping criteria. For an up-to-date contextualization of the ap-
proach in the broader field of topological data analysis, we refer the reader to Wasserman (2018), as well as
to Qiao and Polonik (2016) for a more general analysis of non-parametric density ridge estimation. In addition,
an investigation of the uncertainty of estimated density ridges through bootstrapping-based confidence sets can
be found in Chen et al (2013), and Genovese et al (2012) provide a study of, as well as extensive proofs for,
ridge estimation from a geometrical perspective. The SCMS approach of Ozertem and Erdogmus (2011) also finds
applications in dimensionality reduction via manifold learning, a type of nonlinear dimensionality reduction, as
described in Li and Kwong (2014).
3.3 Geospatial Distance Measures
While the Euclidean distance is a staple in geometric calculations, its use can lead to distorted measures when
applied to geospatial coordinates. The reason behind this caveat is that distances in practical use cases involving
latitude-longitude coordinates are traversed along the spheroidal body of our planet (Chrisman, 2017). In this
context, the orthodromic distance is the shortest path between two coordinates on a sphere, measured along
the sphere’s surface. As such, it provides a sufficiently realistic way to calculate distances as geodesics on an
approximated shape of the Earth. For an array θ of two coordinates with latitudes θ∗,1 and longitudes θ∗,2 in the
first and second column, respectively, let ∆θ1 and ∆θ2 be the absolute differences of latitudes and longitudes. In
this case, the central angle ∆σ can be calculated as:
∆σ = cos−1(sin θ1,1 sin θ2,1 + cos θ1,1 cos θ2,1 cos∆θ2) (3)
The haversine function of an angle α, which is better-conditioned for small geodesic distances, is defined as:
hav(α) =
1− cos(α)
2
= sin2
(α
2
)
(4)
The haversine formula, a term coined by Inman (1835), makes use of Eq. 4 and provides a way to calculate the
orthodromic distance suitable for our purposes. Using the above, we can calculate the central angle as follows:
∆σ = hav−1(hav(∆θ1) + cos θ1,1 cos θ2,1hav(∆θ2)) (5)
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With R as the radius of the Earth, and denoting the latitudes and longitudes separately everywhere, the haversine
distance between points θ1 and θ2 is then:
d
hav
(θ1, θ2) = hav(θ2,1 − θ1,1 + cos θ1,1 cos θ2,1hav(θ2,2 − θ1,2)) (6)
Given the city-level nature of our work, this distance function offers a suitable approach to measurements. At the
same time, it admits the use of our methodology and the software tool introduced in this paper across larger areas
without suffering from a loss in accuracy scaling with the area size.
3.4 Modifications and Extensions
In addition to providing a fast pure-Python implementation of the SCMS algorithm by Ozertem and Erdogmus
(2011), with thresholding as described by Chen et al (2015b), we introduce multiple modifications of the method-
ology tailored to geospatial data and applications in criminology.
Williamson et al (1999) introduce an optimal bandwidth calculation for crime incident data, based on the av-
erage distance of each coordinate to its nearest k neighbors, averaged over all coordinates in the dataset (Eck et al,
2005). For the distance d(θi, θj) between two coordinates of a dataset θ, and with the number of nearest neighbors
k, the calculation of the optimal bandwidth βˆ takes the form of the following equation:
1
k|θ|
|θ|∑
i=1
k∑
j=1
d(θi, θj) (7)
This approach is related to the k-nearest neighbors (k-NN) algorithm, a non-parametric statistical method com-
monly applied to regression and classification problems (Cover and Hart, 1967). We make use of this calculation
to provide a default bandwidth for our method.
As described in Section 3.3, the haversine formula provides a way to compute the orthodromic distance that is
suitable for small distances in relation to the respective sphere’s radius. While this is a technically more correct
approach to calculate distances on the Earth’s surface, this approach also makes our methodology applicable
to datasets spanning both city-level regions and larger areas, for example on a national level or across multiple
countries. For this reason, we use Eq. 6 and, by extension, the orthodromic distance instead of the Euclidean
distance for the KDE that the SCMS algorithm makes use of, allowing us to take the Earth’s curvature into
account. In addition, we also use this distance for the k-NN approach of calculating an optimal bandwidth,
replacing d(θi, θj) in Eq. 7 with dhav(θi, θj) from Eq. 6.
Well-approximated density ridges require the SCMS algorithm to run over a sufficient number of iterations.
Since a trial-and-error approach is not the most time-efficient way of using the algorithm, we implement a con-
vergence check that uses the mean shift update in Alg. 1. Let the update be denoted as φn,i, for iteration n and
j ∈ {1, 2, . . . , |ψ|} for ridge candidate points ψ, then the calculation takes the following form:
φn,i = v
′v′⊤
∑|ψ|
j=1 σjθj∑|ψ|
j=1 σj
− ψi (8)
We then introduce the convergence criterion, for a convergence threshold c, as the absolute difference between an
iteration’s current update and the last iteration’s update not exceeding the convergence threshold, meaning that
||φn−1,i − φn,i|| ≤ c.
Lastly, practitioners in criminology are often primarily interested in hot spots, focusing their efforts on regions
with high probability densities. In order to enable this use of our method, we propose a cut-off functionality to
return only ridge estimates in regions with a high number of data points in comparison to the dataset. For a
given percentage value p, the KDE in the SCMS algorithm is used to only retain ridge estimate points above the
(100− p)th percentile of the dataset’s estimated probability density function. This means that the ridge estimate
points ψ are, with the same bandwidth β as before and the Gaussian-kernel KDE described in Eq. 2, reduced to
a subset ψ′:
ψ′ = ψˆ ∈ ψ : KDERBF(ψˆ, β) ≥ γ,
with γ = min
(
sortdesc (KDERBF(ψ, β))1,2,...,⌊ p
100
|ψ|⌋
) (9)
Informing Policing via Thresholded Ridge Estimation 9
Table II. Input parameters for DREDGE.
Parameter Function Default
coordinates Spatial data as latitude-longitude coordinates
*neighbors Number of nearest neighbors to get a bandwidth 10
*bandwidth Bandwidth used for kernel density estimates None
*convergence Threshold used for inter-iteration convergence 0.01
*percentage Aimed-for percentage of highest-density ridges None
Only the first parameter specifying geospatial latitude-longitude coordinates is required as an input. Optional parameters that, if
not provided by the user, refer to default values and adaptive behavior of the code, are marked with an asterisk.
This approach allows for the exclusive retention of ridge estimates that fall within regions of high probability
densities, effectively slicing the density landscape horizontally at the required percentage level and extracting the
ridge estimate points that can be found on the remaining landscape.
3.5 Open-Source Tool for Practitioners
Since we want to provide the research community and practitioners with an easy-to-handle implementation that
includes all modifications and extensions described in Section 3.4, as well as to enable the reproduction of our work,
we introduce a pure-Python software tool for density ridge estimation describing geospatial evidence (DREDGE),
written for Python 3. The tool itself is available on, and can be installed via, the Python Package Index (PyPI).c
One of the primary aims in developing a user-friendly tool is to combine customizability with minimal require-
ments, allowing for the automated use of default parameters and adaptive code behavior while enabling users to
fine-tune in accordance with their needs. For this reason, the only mandatory input of DREDGE is an array of
coordinates, with one row per data point and latitudes and longitudes in the first and second column, respectively.
Since larger datasets lead to smaller bandwidths via the automatic bandwidth calculation described in Section 3.4,
we recommend a set of coordinates numbering between 1,000 and 10,000 samples. In case of larger sample sizes,
we advise users to manually set a bandwidth, as explained below. In addition to the input of coordinates, four
further parameters can be manually set by the user.
The first optional parameter concerns the number of neighbors used to calculate an optimal bandwidth as
described in Eq. 7, which has to be an integer value larger than zero. Smaller values for this parameters result in
smaller bandwidths, leading to a more fine-grained map of ridge estimates. The second optional parameter enables
users to set the bandwidth directly, with the requirement that the value is a positive real number. Providing this
parameter disables the automatic calculation of an optimal bandwidth, forcing the code to use the given value.
The third optional parameter is the convergence threshold that controls the termination behavior of the algorithm,
with the same requirement of a positive real number. The lower this parameter is set, the stricter the assessment
of convergence to smooth filaments becomes, at the cost of an increased runtime.
Lastly, the fourth optional parameter is disabled by default and can be set to any real number from the
interval [0, 100], indicating the desired percentage to cut the outputted density ridge estimate points to a subset
as described in Eq. 9. If, for example, a value of 10.0 is provided, only ridge estimates above the 90th percentile of
the dataset’s approximated probability density function are returned. For a better overview, required and optional
input parameters for DREDGE are listed in Tab. II, with optional parameters indicated by an asterisk. All user-
provided inputs are checked for compliance with format and data type requirements when calling the tool’s primary
function, offering custom error messages in case of an incompatibility for one or more input parameters.
Software tools geared toward both research and their use by practitioners benefit from being well-documented
and freely available, allowing users to easily understand and, if necessary, adapt the source code to their needs.
Therefore, the complete code for DREDGE is available as open-source software in a public repositoryd, accompa-
nied by a quickstart tutorial and a use case featuring example code in the form of a downloadable notebook.
c https://pypi.org/
d https://github.com/moews/dredge
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Figure 1. Full density ridges extracted from reported Part I crime incidents for the City of Chicago during 2018.
The left panel adds a sample of underlying coordinates, whereas the right panel adds a kernel density estimate
(KDE) for the samples in the left panel.
4 Results
In order to make a convincing case for the applicability of our approach, experimental evidence for such a viability
is required. While simulated toy examples can be used for such endeavors, stronger evidence is delivered through
the application to relevant real-world data. For this purpose, we apply our method to the dataset described in
Section 3.1, retrieving density ridges for Part I crimes reported in the City of Chicago in 2018. In doing so, we apply
DREDGE to a recent dataset of current interest, providing compelling evidence for our approach. In addition, as
outlined in Section 3.1, the dataset is available through the open-access data service of the City of Chicago, the
Chicago Data Portal. This, together with the open-source code we provide, facilitates an easy implementation of
our results in the spirit of replicability and open science.
The theoretical work on hot spots and direct patrols has been widely applied and studied within the field of
criminology (Braga et al, 2014). Current real-world applications of patrol routes include foot and motor patrols
that are mainly planned using street network models and KDE (Mamalian et al, 1999; Ratcliffe, 2004). Our work
seeks to capitalize on that aspect through density ridge estimation. The density ridges obtained through this
experiment with Part I crime incidents for the City of Chicago during 2018 are shown in both panels of Fig. 1. In
the left panel, we additionally show a sample of 5,000 coordinates of reported crime incidents, the same size as used
by the DREDGE run. In the right panel, we overlay the density ridges with a KDE based on the same optimal
bandwidth used by our method, demonstrating the center-line compliance of ridges with hot spots identified by
traditional approaches. The implementation of our method described in this paper is run with default values,
allowing the software to make use of its adaptive behavior.
The practical application and ease of policing hot spots has allowed police departments to police specific areas
more readily (Weisburd and Lum, 2005). Capitalizing on the concentration of problem places, we make use of
DREDGE’s ability to retrieve density ridges from a specified level of high-density areas, as discussed in Sec. 3.5.
Fig. 2 shows the respective top-percentage ridges retrieved through this experiment. Both panels show partial
density ridges, making use of the built-in threshold functionality set to 5% for density ridges covering the region
above the 95th percentile of the incident density distribution. As in Fig. 1, the left panel additionally shows a
sample of 5,000 coordinates of reported crime incidents, the same size as used by the DREDGE run, to show
the relation of ridges to the underlying dataset, whereas the right panel overlays the density ridges with a KDE
estimate for the data points relevant to the top 5% ridges.
Due to the same underlying analysis, the high-density area highlighted through the KDE visualization in Fig. 1
corresponds to the hot spot singled out in Fig. 2. This location falls within the Near North Side and Loop areas
of downtown Chicago, known as being frequented by tourists and large crowds due to shopping districts such as
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Figure 2. Partial density ridges extracted from reported Part I crime incidents for the City of Chicago during 2018.
The left panel adds a sample of underlying coordinates, whereas the right panel adds a kernel density estimate
(KDE) for the ridge-related hot spots.
the Magnificent Mile, as well as their nightlife and various landmarks. An obvious interpretation of this high-
density accumulation of data points relies on the considerable overrepresentation of larceny-theft in our dataset, as
these areas provide ample opportunity for such crimes, combined with scaling effects due to the number of people
frequenting them.
In order to empirically test the predictive accuracy and stability of density ridges over time, as well as to
verify the subsampling of crime report coordinates, we extract another dataset from the Chicago Data Portal. The
procedure remnains the same as in Sec. 3.1, but with data for the year 2019 until the end of May 2019, amounting
to 38,205 preprocessed Part I crimes. We then treat this new dataset as reported crime incidents, but employ the
ridges extracted from the previous 2018 data to simulate route optimization for future policing. For a subsample
of crime reports of the same size as before, we measure the distance to the nearest density ridge and calculate the
percentage of incidents falling into this envelope around ridges, quantifying the amount of incidents in 2019 that
happen near a route template based on 2018 data.
This approach to measuring the effectiveness of our approach is related to a hit rate, meaning the percentage
of crime incidents occuring within an area of a certain size (Chainey et al, 2008b). In related work, Bowers et al
(2004) propose a search efficiency rate that counts the number of events per square kilometres, although this
approach lacks comparibility between different study areas. Our choice to measure the percentage of overall crime
incidents within envelopes around ridges bears the closest resemblance to the prediction accuracy index (PAI)
by Bowers et al (2004). The PAI computes the percentage of crime incidents within a predicted area, divided by
the percentual size of the predicted areas in relation to the respective study area. Notably, accounting for the
predicted area size is not a concern in our ridge-specific approach, which predicts curvilinear filaments instead of
areas. Instead, our measurement’s equivalent is the envelope width around ridges, which requires the calculation
of the crime incident coverage for varying widths in order to accurately represent the ridges’ success.
We compute this experiment for distances in the interval [0.1,1] in miles, in steps of 0.01 miles, and repeat
each experiment for each distance for a total of 10 times, to recover confidence intervals. Each of these 10 runs per
distance step is based on a random subsample of reports from the year 2018, with a different random seed each
time, to validate the efficacy of a comparatively small subsample of 5,000 data points. In addition, we measure the
number of iterations required each time to test the suitability of the convergence criterion introduced in Sec. 3.4.
Fig. 3 shows the results of this experiment. The black line in the primary plot depicts the share of Part I crime
reports in the City of Chicago from 2019 data on the vertical axis, depending on the size of the distance envelope
around ridges on the horizontal axis. The shaded area around the curve indicates 95% confidence intervals for 10
runs per distance, demonstrating the low variation in coverages for comparatively small subsamples that enable
fast runtimes. We expect a concave curve path to reflect a diminished increase in coverage with higher distances,
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Figure 3. Distance-based coverage for Part I crimes in early 2019 in the City of Chicago, for ridges calculated with
data from 2018. The subplot in the lower right corner shows a box-and-whiskers plot for the number of iterations
to convergence.
as ridges should closely follow higher-density areas. The curve path in the figure clearly shows this behavior, with
ridge envelopes covering 94% of incidents at 0.1 miles, quickly rising to 97.5% and 98.5% at 0.2 and 0.3 miles,
respectively, and reaching 99% coverage at about 0.6 miles. In the subplot in the lower right corner of Fig. 3, we
show a box-and-whiskers plot, with the upper and lower boundaries of the boxing indicating values within 1.5
times the interquartile range, the horizontal line intersecting the box denoting the median,and the off-standing
‘whiskers’ indicating the minimum and maximum values (McGill et al, 1978). The number of iterations remains
stable for different subsamples, demonstrating consistent convergence for subsampled sets in line with the narrow
confidence shown in the primary plot.
5 Discussion and Limitations
In this exploratory study, we illustrate a policing method that maximizes patrol efficiency and crime coverage.
Based on extensions from the field of cosmology, we make use of the SCMS algorithm for patrol routes within
and between hot spots. Our experiments demonstrate the potential impact on patrol route planning, and allow
for future research on crime reduction benefits over different populations, periods, and hot spots. Using UCR
Part I crimes from the Chicago Data Portal for 2018 and early 2019, our results show the applicability of the
presented methods to real-world datasets in contemporary scenarios. These experiments reveal that optimized
patrol templates cover about 94% of incidents within 0.1 miles of ridges, reaching to about 99% coverage at
0.6 miles. We implement multiple realizations of our experiments to investigate the stability of crime coverage
with predictive ridges based on past data. The corresponding results demonstrate relative stability within narrow
confidence intervals across differing subsamples, validating the applicability of our approach for large-scale data.
Research on hot spots maintains that crime concentrates within a small geographic area (Weisburd et al, 2004).
The widespread assumption when modeling hot spots is that the epicenter of the hot spots is where police attention
should be focused. While the center of a given hot spot may be telling of the most salient problem places, commonly
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employed density estimation methods can obscure underlying features (Eck et al, 2005). The epicenter may, for
example, be interpreted as a place to heavily patrol in lieu of surrounding areas that may deserve equal or more
attention. Thus, this study implies a refutation of previous assumptions about optimal patrol routes within hot
spots to reduce crime through deterrent effects. Previous literature observes that police presence provides deterrent
effects with regard to offenders who operate on limited information about police deployment patterns or target
intervention (Weisburd and Braga, 2019). For this reason, we argue that the use of such a ridge-based optimization
strategy can greatly reduce crime within hot spots.
Empirical analyses that use KDE techniques or similar statistical modeling approaches often serve one function,
namely guiding patrol routes. While this is critical for analyses of crime reduction strategies, an officer’s duty to
serve the community is neglected in the process. Scholars thus should consider accounting for the flexibility and
spuriousness of police work. For this reason, our work simplifies patrol routes into segments and priority areas
in hot spots. In addition, the benefit of ridges over previous work on patrol routes is the flexibility of the route.
In-between duties, this application is not meant to be the primary focus of patrols but rather an addition. Finally,
with the open-source availability of our implementation, the application of this program by both researchers and
practitioners is feasible.
The identification of crime concentration through spatial analysis allows police officers and agencies to tackle
problem places. The issue of the epicenter misleading officers to focus patrols on the central area of a mode is a
matter of identifying which places and routes will efficiently deliver deterrence effects. Most crime concentrates
within a small area because criminals are most familiar with the routes and buildings surrounding their routine
activities (Cohen and Felson, 1979). The place where crime concentrates is thus a stopping point along with their
daily lives. Therefore, in lieu of patrolling one stopping point that is criminogenic and identifiable, these ridges
utilize the space around the problem places that lead to the epicenter, serving a dual function of patrolling the
criminogenic locations and targeting surrounding routes that may encompass their daily activities.
Our study is not without limitations. The methodology applied in this paper does not account for the geometry
of street networks, or takes problem places into consideration. In other words, our approach does not apply weights
to problem places or the certainty level with which routes may be constrained by the topology or street network
of the city. Therefore, future work could focus on the application of spatial weights to problem areas, and on
accounting for the topology of the environment. In addition, this work assumes that the organization of patrol
routes is implementable solely based on filament optimization, not considering community residents who may want
to stop officers or demand more presence (Leigh et al, 2017). Given the fixed location of hot spots, the desires of
residents, and the possible need to redraw routes due disruptive calls and city-specific street layout considerations,
such alterations should follow an as-close-as-possible alignment with ridges.
While our implementation performs successful density ridge estimation in a matter of minutes, this requires
subsampling from larger datasets of coordinates. As a rule of thumb, we recommend to use a minimum of 1,000
and a maximum of 10,000 data points to ensure representativeness and sufficiently fast runtimes. This is due to
the algorithm’s complexity being O(d · |θ|2), meaning that it scales linearly with the number of dimensions, which
is fixed to |θ| = 2 in our case of latitude-longitude coordinates, but exponentially with the number of data points
fed into the algorithm (Ozertem and Erdogmus, 2011). While sample sizes are, in practice, influenced by both time
constraints and the size of available datasets, details on effective sample sizes in geospatial dataset resampling can
be found in Griffith (2005) and Li et al (2016).
Bias in data is a general problem spanning many fields, which extends to geospatial coordinates. One prominent
example is the phenomenon of over- and underpolicing based on previous records, different socioeconomic status,
and additional factors such as personal characteristics (Black, 1980). Since our analysis is based on reported crime
incidents, one important limitation of our work relates to previous research on disparities in crime reporting. This
multi-faceted issue spans both contextual factors in victim and offender characteristics influencing reporting, as
demonstrated by Xie and Lauritsen (2012), and localized reluctance of reporting crime incidents (Slocum et al,
2010). For this reason, practical implementations based on such data should always strive to take the risk of biases
present in these datasets into account.
6 Conclusion
Optimizing police patrols, both city-wide and with regard to hot spots, remains a topic of interest for researchers
and practitioners alike. For this purpose, we show how recent advances in statistics, which are further informed by
14 Ben Moews et al.
applications in cosmology, can be used to detect principal curves, or density ridges, in geospatial crime incident
distributions in order to extract high-density paths. With this work, we hope to extend the nature of addressing
problem places while tackling the larger hot spot that encompasses it. Problem places can, for example, be addressed
before or after route completion such that the overall hot spot is addressed through a deterrence framework. Overall,
the impact of this method can potentially provide fruitful gains for future patrol methodologies and applications.
In modifying the subspace-constrained mean shift algorithm in terms of distance measures and the ability to
threshold density ridges, we make our methodology suitable for coordinates across arbitrary spatial scales and
with hot spots in mind. Our results demonstrate the viability of this approach through locations of reported Part I
crime data from the City of Chicago during the year 2018, exemplifying the applicability to patrol route planning
and optimization. In using early 2019 reports to test the coverage of these predictive ridges, we observe that the
vast majority of crime reports fall into narrow envelopes around them. These experiments also show the viability
of our approach for intuitive visualizations, allowing for their combination with knowledge about city-specific
traffic routes to plan effective routes. An important feature of our method is the wide applicability to a variety
of problems across arbitrary area sizes. In addition, we provide the research community, as well as practitioners,
with a user-friendly and customizable open-source software tool to easily access and apply our research.
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