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ABSTRACT
This paper is devoted to an investigation of a 
topological ring of analytic functions. Specifically, this 
ring, denoted by R, is the set of functions analytic on the 
unit disc with the usual addition and scalar multiplication, 
the Hadamard product for its ring multiplication, and the 
compact-open topology. The ring R is identified algebrai­
cally with a subring RA of the ring of continuous functions 
on the non-negative integers X. The operations in fT are 
the usual pointwise operations, ana the structure of R is 
determined by considering its isomorph iT.
In Chapter I we are concerned with the problems of 
identifying the maximal ideal space of R and describing the 
maximal ideals intrinsically. We first show, using theorems 
on general rings of continuous functions, that the maximal 
ideals are in one-to-one correspondence with the points of 
the Stone-Cech compactification px of X. We next give an 
intrinsic description of the maximal ideals, using the 
properties of the power series expansions for analytic 
functions. Using this description we strengthen the prev­
ious theorem appreciably and show that the maximal ideal 
space with the hul1-kernel topology is homeomorphic to pX. 
Finally, the Hadamard product is used to give a simple
iv
characterization of the dual space of the topological 
linear space of analytic functions on the unit disc. This 
dual space is isomorphic to the set of functions in R whose 
radius of convergence exceeds one, which is exactly the 
intersection of the maximal ideals corresponding to points 
of pX - X (the dense maximal ideals of R) .
In Chapter II we continue the investigation of the 
maximal ideals by studying the structure of their associated 
residue class rings. The complex number field 0 is iso- 
morphically embedded in R/M, where M is a maximal ideal of 
R. If M corresponds to a point of X, then R/M and the 
isomorph 0* of 0 are identical; whereas, if M corresponds to 
a point of ^X - X, then R/M is a transcendental extension 
of 0* having transcendence degree c, the cardinality of the 
continuum. Moreover, we show, in the second case, that R/M 
is algebraically closed. Using theorems on transcendental 
extensions and algebraically closed fields, we show that, 
in either case, R/M and 0 are isomorphic fields. The two 
classes of maximal ideals are distinguished by the fact 
that their residue class rings admit radically different 
types of complex-valued isomorphisms.
In Chapter III we are concerned primarily with the 
structure of the closed ideals of R. The basic tool used 
is the rotational completeness theorem for analytic
v
functions, which we proved using the methods and results of 
harmonic analysis. We show that the closure of every 
principal ideal is principal, give a necessary and suffi­
cient condition that a principal ideal be closed, and show 
that every closed ideal is a principal ideal generated by an 
idempotent element of R. Using these theorems we indicate 
connections with the general theory of dual rings, of which 
R is an example, and raise several questions for furtheri
investigation in the direction of releasing some of the 
restrictions with which most of the results so far have 
been obtained. In the last portion of the chapter we 
investigate the prime and primary ideals and show that 
each prime (primary) ideal is contained in a unique maximal 
ideal and that closed prime (primary) ideals are maximal.
INTRODUCTION
In this paper D will denote the open unit disc in the 
complex plane 0 and R will denote the collection of all 
complex-valued functions which are analytic on D. The 
family R can also be regarded as the set of all power series 
with complex coefficients having radius of convergence 
greater than or equal to one. If the operations of addi­
tion and scalar multiplication are defined in the usual 
pointwise manner, then R is a linear space over the field 
of complex numbers. A ring multiplication (the Hadamard 
product) is defined in R by the following formulas: 1) if
f and g are elements of R given by f (x) — / fpXp and g(x) —
 _* r----g xP, then (fg)(x) - y  f g xp , or equivalently 2) if
O P  f —  ft 1-0 P  Pr  . _
f and g are elements of R, x is an element of D, and C is a
( 2 f l i ) ( x z -^)g (z)z_1dz.
circle about the origin of radius r, |x|*r <1, then (fg)(x) -
From the formula for the radius 
of convergence of a power series (radius of convergence of
fpXP ■=: lim inf | ■= (lim sup | f^"^) it follows
that the Hadamard product defines an associative and dis­
tributive multiplication in R. With these three operations 
R is a commutative ring with identity e, where e (x) ss 
(1 - x)
If we give R the compact-open topology, i.e., the
OO
-1 -- Z ' -
topology having as base at the point fQ all sets of the 
form U(fQ ;K,€) = € R » x e  K^jf (x) - f (xQ)| < t J , where K
is a compact subset of D and € > 0, then R with the addition 
and scalar multiplication defined above is a locally convex 
topological linear space (for the basic definitions see 
[5;42,43]^). It is easily verified, using the integral 
representation for the ring product, that multiplication is 
separately continuous and, moreover, is jointly continuous 
at (the identically zero function). From these facts it 
follows that ring multiplication is a continuous function 
from R x R into R. Hence, R is a commutative topological 
ring in the sense of Naimark [5;168].
There are two other topologies on R equivalent to the 
compact-open topology. The first is the topology of uni­
form convergence on compact subsets of D [3;229,230]. The 
second is the Frechet metric topology generated in the 
following manner. Let an ascending tower of
closed discs with center at the origin whose union is D.
For each n, we define dn (f,g)= sup^|f(x) - g (x)| : x« *n) > 
en (f,g) =: dn (f ,g)(l+dn (f ,g) )_1, and we define d(f,g) -
2~nen (f,g ) . The function d is a metric on R which is
^•pairs of numbers in brackets refer to 
correspondingly numbered references in the Selected Bib­
liography and page numbers, respectively. A single number 
in a bracket refers to the correspondingly numbered refer­
ence in the Selected Bibliography.
invariant with respect to addition; moreover, (R><3) is a 
complete metric space. Hence, R as a linear space is an 
F-space [1;51j•
The ring R has an algebraic realization which will be 
used extensively to study its ring structure. We denote by 
X the space of non-negative integers with the discrete 
topology, and for each f e R, f (z) = / f_zp, we define 
fA : X — ► 0 by fA(p) = fp. The induced map f — > f* is an iso­
morphism of R onto eC the set of complex-valued functions
f on X satisfying lim supj f (p)|^/P * 1. This map is,
P
moreover, homogeneous relative to the complex numbers. 
Hence, R and RAare algebraically indistinguishable. The 
ring RAis a subring of C (X), the ring of all complex-valued 
continuous functions on X, and an over-ring of B (X), the 
ring of all bounded complex-valued continuous functions on 
X. We will study the structure of R by considering its 
isomorph iC.
CHAPTER I
The problem of identifying and describing the maximal 
ideals is of primary importance in the systematic study of 
a commutative topological ring (for definitions see 
[5;159]). If the ring has a norm or continuous inverse, 
then the space of maximal ideals and the space of non-zero 
continuous complex-valued homomorphisms are homeomorphic 
and there is a natural embedding of the ring into a ring of 
continuous functions. The ring R under consideration is 
already embedded in the ring R*of continuous functions on 
X, the non-negative integers. This embedding will be ex­
ploited to give an identification of the maximal ideal 
space of R. In the sequel R and will be identified, and 
the words "closed" and "dense" will be used to describe 
sets in R whose isomorphs in R have these topological 
properties. The symbol " A "  will be dropped since no con­
fusion will result from this omission.
There is a class of maximal ideals of R which is 
easily identified. For each pc X the set mP = [f 6 R : f (p) =. 
0 J is an ideal in R, and the function : R — ► 0 defined 
by = f (p) is a homomorphism of R onto 0 with kernel
This ideal is closed, since its isomorph in the ring of 
analytic functions is the kernel of the continuous
4
homomorphism yy defined by <j^(f) =  (pi)-1f ̂  (0) . We will 
show that the collection ^m P : ptfX^ is exactly the set of 
closed maximal ideals of R.
For each K  £ 0 let rj(^)=aief where e is the identity of 
R. Then the mapping : 0 — > R is an isomorphism of 0 into 
R- Let M be a maximal ideal in R, and let y be the natural 
homomorphism from R onto the residue class ring R/M (for 
definitions see [8;143]). Since M is a maximal ideal R/M 
is a field which contains <̂ y(0) as a subfield. For each 
E C  X the function kE, defined by k£ (p) =-1 if p ft E and 
kE (p) =  0 if pc X - E, is an idempotent element of R, and 
y(kE) is an idempotent in R/M. In particular, if kn 
kjnj, then y(kn ) 2 = y(kn ) . Thus, y (k n) « y>(©) ory(e), the 
zero and identity of R/M, respectively. Moreover, if n^m, 
then knkm a ©  and y(kn)y(kln)= J>(B) • Hence, there exists at 
most one nftX such that y(kn)=y(e), and yO^) — y(fi) for 
all other me X. We may divide the natural hamomorphisms of 
R onto R/M into two classes:
I) cj>(kn) for each n 6 X,
II) there exists a unique n e X  such that y(kp)® 
y(e) if p= n, y (kp)= y (ft) if p^n.
By considering the linearity and homogeneity of these 
homomorphisms we may describe these classes in terms of the 
ideal I0 , which consists of the polynomials (the finitely 
non-zero functions on X ) .
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I) ^(f for all f€ IG,
II) there exists a unique ntf X such that ^(f) =
f (n) ̂ (e) for each f t IQ .
We will say that a maximal ideal is of type I or II 
according as its corresponding homomorphism is of type I 
or II. If M is a maximal ideal of type I, then M contains
IQ and is consequently dense in R.
Theorem 1.1. A maximal ideal M in R is closed if, 
and only if, it is of type II. If M is closed, then there 
exists a unique n « X such that MsJM11.
Proof. To prove the necessity we let M be a closed
maximal ideal and y the corresponding natural homomorphism. 
If M is of type I, then M contains lQ and is dense; which
is a contradiction, since M is closed. To prove the suf­
ficiency we shall show that if M is a maximal ideal of type 
II, then there is a unique n £ X  such that Let be
the natural homomorphism of M, a maximal ideal of type II. 
There exists a unique n € X  such that cj (f) — f (n) cj> (e) for each 
f€ IQ . We will show that if1 — M. To this end we let k^ =. 
e - km , where is the characteristic function of |mj, and 
let f be an arbitrary element of M. Then fk^ £ M and 
f - f)/n € M. But f - f (n)kn . Hence ^ (f (n)kn)* ̂le) or
f(n)C£(kn)= ep (&) . However, qp (kn) = (e) . Therefore, f (n)
must be zero and f € if1. Thus M C  if1, and from the maximal- 
ity of M we have M = M11 -
7
We have now established the existence of two classes 
of maximal ideals in R, the closed maximal ideals (type II) 
which are uniquely determined by the points of X and the 
dense maximal ideals (type I) which we have not yet identi­
fied. The latter class is non-vacuous, since IQ is a 
dense ideal in R and must be contained in a maximal ideal.
We note here that the set of non-zero continuous 
multiplicative functionals on R to 0, a subset of R* (the 
dual space of R) , is a countable discrete space in the 
weaX*-topology of R*. Since the space of such functionals 
is homeomorphic to the space of closed maximal ideals of R 
we have that Mq , the closed maximal ideal space of R, is 
homeomorphic to the non-negative integers. Thus, as in the 
cases of normed rings and rings with continuous inverse, 
the natural place to study this ring is in its closed maxi­
mal ideal space.
Before completing the identification of the maximal 
ideals of R we must digress to the theory of rings of con­
tinuous functions. The non-negative integers with the 
discrete topology is a completely regular Hausdorff space, 
and, hence, admits a Stone-£ech compactification, which 
will be denoted by pX. C (X) denotes the continuous 
functions on X, B (X) the bounded continuous functions on X, 
and C(pX) the continuous functions on pX. We shall now 
state without proof several facts which are important in
Ii
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the present study: 1) X is dense in p which is a
compact Hausdorff space; 2) B (X) is isomorphic and isome­
tric to C ( p X); 3) To each point p of ^ X there corresponds 
exactly one maximal ideal in B (X) and 6 B (X) :
f^ (p)* oj, where f^ is the continuous extension of f to p X; 
4) To each point p of p X there corresponds exactly one 
maximal ideal in C (X) ; 5) For each pt px, B (X) C
6) Each prime ideal in C (X) (B(X)) is contained in a 
unique maximal ideal in C (X) (B (X)). All except the last 
statement are proved in [2], and this statement follows 
from a simple adaptation of an argument in [2] to the case 
of complex-valued functions.
We now have the following situation obtaining. R is a 
subring of C (X) which contains B (X) as a subring. All 
three rings have the same identity element. The ring R is, 
in some sense to be defined below, a lattice with the prop­
erty that elements bounded away from zero have inverses. 
Moreover, R has the property that distinct maximal ideals 
have distinct intersections with B (X) . We will now justify 
these statements in a series of lemmas.
Tjemma 1.2.1. If f is an element of R, then f is a 
unit in R (i.e., is invertible) if, and only if, 1) p c x  
implies f (p) ̂  0 and 2) lim | f (p)|1//p exists and equals one.
Proof. If 1) and 2) hold, then f and f-^ have radius 
of convergence one, where f ( p ) =  (f(p))“ *̂ Hence f and f“^
are both in R and £ is a unit in R. Conversely, if f is a
unit in R, then R and f (p)̂ fc 0 for all p £ X .  Since
f”^6 R, lim sup| f (p)|”^/P .S'1 and lim inf | f (p)|^/P1. How- 
P P
ever, lim sup J f (pJp'/P^ 1. Hence lim |f (pjH^P »  1.P P
We shall now define two lattice-like operations in R. 
For each f R we define f v e by the following formula:
(f v e)(p)=f(p) if|f(p)|*l and (f v e)(p) = 1 if(f(p)|<l. 
Similarly, we define (f A e (p) f (p) if Jf (p)| < 1 and 
(f A e)(p)« 1 if if (p)| * 1.
Lemma 1.2.2. If f €. R, then 1) f v e and f a. e are 
elements of R, 2) f v e is a unit in R, and 3) f —
{f a  e)(f v e) .
Proof. The proofs of 1) and 2) follow immediately 
from the definitions of f a  e and f v e and from Lemma 
1.2.1. The proof of 3) follows by considering the cases 
| f (p)| < 1 and If (p)| > 1.
Lemma 1.2.3. If M and N are distinct maximal ideals 
in R, then there exist f 6 Mf>B(X) and g£ NAB(X) such that 
f + g = e .
Proof. If Mi*N, then there exist f̂ fi M - N, h € R, and 
g £ N  such that hf'+g^e. But M is an ideal in R; hence, 
hf M. If we define f by f = hf Ae, then f £MnB(X), since 
f is bounded and h f y e  is a unit in R. Let A =
|p € X : If (p)l < l j  = | p £ X  : Ihf'(p)! < l j  . Then kA 6 B (X) C R 
and g »c/kA £ N. From the definitions of f and g we have
10
(f +<^{p) 3 1, or f 4 g * e .  We inust now show that g is 
bounded. For p€ X - A g (p)» 0, and for pe A, | hf^pjj <1. 
Therefore, |g (pj* {g#(p)| *”11 - hf/(p)j-#' l+|hfy(p)|<2 for p€ A. 
Consequently, g e N ^ B  (X) .
Theorem 1.2. There exists a one-to-one correspondence 
between the maximal ideals of R and the points of the 
Stone-£ech compactification of the non-negative integers. 
Moreover, if M?, MP , and are the maximal ideals of 
B(X) , R, and C (X), respectively, which correspond to a 
point p of p X, then r\ B (X) C & P B (X)c m!?. Finally, if
p€X, then M ^ R * * ^  and m Po  B (X) -
Proof. Let M be a maximal ideal in R. Then M/-\B{X) 
is a prime ideal in B(X) and is contained in a unique maxi­
mal ideal of B(X), where p is an element of p X. We 
define the function cr from the set 7f[ of all maximal ideals 
of R to the set T T o f  maximal ideals of B (X) by 0* (M) =
the unique maximal ideal ^  in which contains M a B(X) .
If M and N are distinct maximal ideals in R, then M/*\B(X) 
and Nr\B(X) cannot be contained in the same maximal ideal 
of B(X), because of Lemma 1.2.3. Hence a~ is well-defined 
and one-to-one. Now, if p £ p x  and is the maximal ideal 
in C (X) which corresponds to p, then M^rtR is an ideal in 
R, and, hence, is contained in a maximal ideal M of R.
Thus B (X) C  Mr»B (X) C Mj* for some q ft ji X. However,
^ H B ( X ) C  and M^fNB(X) is a prime ideal in B (X) .
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Therefore, q »p>  and cr is onto. By composing o* with the 
function x - —* p X defined by T (M^)= we have a one-
to-one map from YŶ onto |3 X. This completes the proof of the 
first part of the theorem and also gives us the second
statement: *^r\B(X)C B (X) C ^  for each p € p X.
Finally, if p € X, then jf 6 C (X) : f (p) = 0 J, M*5 =
^f €. R : f(p)*o|, and = jf t B (X) : f(p)=0^, from which
it follows that and mPo  B (X) ■= .
Theorem 1.2 gives an identification of the maximal
ideals of R. We shall now give a more specific description
of the maximal ideals if*, p € j3 X - X, and, using that des­
cription, we shall give a characterization of ??̂ . We have, 
as a corollary to Theorem 1.2, that these ideals are 
exactly the dense maximal ideals of R.
The seemingly unnatural description of the dense 
maximal ideals which follows was arrived at in a very natur­
al manner. We noticed that there were functions in R which 
on the surface were very much alike, but which could not 
belong to the same ideal. An example is the following pair 
of functions: f (p) is defined to be 2~P if p is even and
(p+1)*”^ if p is odd, and g (p) is defined to be (p+-l)~^ if
p is even and 2“^ if p is odd. The functions f and g cannot
belong to the same ideal, since their sum is a unit in R.
However, if p is any element of pX - X and ^p*  ̂ : oc c J
is a net in X which converges to p, then \f (p*)^ and |g(l^)J
12
converge to zero. From considering such examples we 
concluded that something more than just "getting small" on 
such nets determined these maximal ideals. The rapidity 
with which f and g converged on certain subsequences seemed 
to be the determining factor. One method of describing 
this rapidity of convergence is given here. We define for 
f c R, f Cp) - (p)l^^ for p ̂ 0  and f (0) * 1.
Lemma 1.3.1. If p 6 p X - X and p̂**. : is a net
in X converging to p, then for each ne X there exists 6
such that pK > n for «(, ?/0iQ .
Proof. Fix n 6 X. Since p £ jo,1, ...,n[and ^ X is a 
Hausdorff space, there exists an open set U containing p 
such that U r\ jo,1, ..., n| a 0, Now, p^ — ► p implies that 
there exists £ Ol such that £ U for <*i >, or', . Thus 
p* £ fo,l, ...,nj, and n.
Lemma 1.3.2. If fC R, then f cB(X) and f ̂ (p) £ 1 for 
each p 4 ^ X - X, where f^is the unique continuous extension 
of f to ^ X.
Proof. It is clear from the definition of R that 
f € R  f 4 B (X) . If p i ^ X  - X, then there exists a net
{P* : *«• ftj in X such that p̂, — ► p; and f ̂*(p) —  lim f ̂ (p^ ) *
lim f (p^). Fix € > 0. Then there exists a positive integer 
Ng such that sup ̂  F(n) : n > <  1 + 2 -1£, and by Lemma
1.3.1 there exists such that > N 4 for
Moreover, there exists 4 Q[ such thatjf(p^) - f^(p)|<2~^£
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for Since Cl is a directed set, there exists
a Cl such that *0 and oi0 •*, . Then cy,
implies f ̂  (p) < f (p̂ ,) 2_1£ and f (p^)<  1 + 2“ f̂e . Hence,
—  af (p)< 1-+ € for arbitrary € > 0, and f (p) 1.
t 1.3.3. If p € pX - X and f c then f ̂ (p) <■ 1.
Proof. Suppose there exists pe p X  - X and f € such
that f^(p)- 1. If ^p^ : ot ̂  <JlJ is a net in X converging to 
p, it follows that f (p.,) — > 1, and there exists £ Cl 
such that f (p^)? 2~^ for ^  v0. We define g from X to the 
reals by g (n) = (f (n)) if n =■ p̂ , for some * and g (n) - 1 
otherwise. Then lim sup/g (n)!^11̂  1, since lim f(p^)- 1. 
Hence, g (  R and fg€ But f g fr implies that (fg a e)4 ^
and (fg a e) is bounded. Therefore (fg a e) a # a B ( X ) c  m^, 
and (fg a e)^ (p) s 0. Hence, (£g)P (p̂  ) — * 0. However, for 
, (fgHp^)*!. This is a contradition, and it follows
that p <■ ^ X — X and £ £ if* implies f ̂ *(p) < 1.
Lemma 1.3.4. If each of f and g is in R and p is an 
element of pX - X such that f^(p)*< 1, then fg**(p)< 1.
Proof. Suppose f and g are elements of R and 
p £ pX - X such that f^(p)<l. Now, for each nC X f (n)g (n) 
fg (n), and by the continuity of the extensions f^*,g^, and 
fg^, we have fP (q)g^(q)- fg^(q) for each q« ^ X. Therefore, 
fg^ (p) * f ̂ (p)g^(p), f^(p)< 1, and g^ (p) £ 1. Hence, 
fg^ (P) < 1-
Ijftirona 1.3.5. If f and g are elements of R and if p is
i
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an element of - X such that f^(p)< 1 and g Np) < 1*
then (f + g) ̂  (p) < 1.
Proof. If n 4 X, then (f"+""g)fr)=| f (n)-*- g (n)|1//n 
2l/n (f(n) v g (n) ) =  2^/n (f v g)fi), where "v" denotes the 
usual maximum of real-valued functions. Thus, if 
^P*/ : at £ GtĴ  is a net in X converging to p, then
(f + g) ̂  (p) & lim 21//p* [f (p^) v g (p^) ] < 1.
Theorem 1.3. If p t ^ X - X, then jff R :
f ̂ (P) c lj.
Proof. Let jPr jf e R : f^(p)<lj. Then Jp^  R, and
from Lemma 1.3.3 it follows that MpC Jp . We have from
Lemmas 1.3.4 and 1.3.5 that is an ideal in R. Hence 
MP =  Jp .
Corollary 1.3.1. If we define Rq to be the set of all
f 6 R such that l^m sup |f then Rp = / O  ̂  :
p € p  X - X^.
Proof. If f € Rq, then lim sup jf (p)|1//p < 1; and if 
£p^ : oieiXj is any net in X converging to pe ^ X - X, then 
lim f (p^) < 1» and f f Hence R q C J ^  for each pe  ̂  X - X.
For the other containment it will suffice to show that if 
f € R  - RQ , then there exists p €  ^ X  - X such that f ffR - m E\ 
Suppose that f 4 R - Rq . Then l̂ ni sup|f (n)!1/11 = 1 and there 
exists a subsequence jn ̂  : k 1,2,...^ of Jnf such that 
lim f (n^) * 1. Now is a net in ^X and, therefore,
clusters to some point p e £ X. Moreover, since the
15
subsequence can be chosen such that n^^< nj < • - *, it
can be assumed that p c  p x  - X. Then f^(p)s 1 and f« R - if*.
Corollary 1.3.2. If p * p X - X, then n B  (X) ^
M ^ B  (X)$ m J.
Proof. If p £ pX - X, then the function k defined by
k (0) a 1 and k (n) ■= n”^ for n ̂ 0  is an element of
- (M*5 a  B (X)) . Similarly, the function Si defined by
JP (n) =  (n!)-1 is an element of (if* n, B (X)) - (*^nB(X)) for 
each p € p X - X. This follows from Corollary 1.3.1 and the 
fact that Si is a unit in C (X) .
We can use Theorem 1.3 to strengthen Theorem 1.2 
appreciably. However, we shall also need several facts 
from the theory of Stone-<?ech compactifications and from 
the theory of structure spaces of commutative rings.
If Y is an arbitrary completely regular Hausdorff 
space and pY is the Stone-2ech compactification of Y, then 
the points of pY can be regarded as the indices of the 
ultrafilters in the lattice Z (Y) of zero sets of C fY). In 
this case, if p € Y, then p is the index of the ultrafilter 
ap of all zero sets which contain the point p. A base for 
the closed sets in ^Y is given by all sets of the form 
C ( A ) 3 ^ p c ^ Y  : A€ CLPJ> where is an ultrafilter in Z (Y) 
and A is an element of Z (Y) . Moreover, the closure in p Y  
of A, denoted bycl^y^)* is exactly C (A) (for a more 
detailed discussion, see Chapter 6 of [2]).
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If A is an arbitrary commutative ring with identity 
and ff[ is the set of all maximal ideals of A, then we can
give topology (called the hull-kernel topology) in the
following manner. For each a « A we define E(a) =■
: a < m J. The collection ^E(a) : a( A^ is a base for 
the closed sets in the hull-kernel topology onVYJ^cf.
[2;111] or [5;221—223]).
In our case the space X is discrete; hence, Z (X) is 
the collection of all subsets of X. Also the base for the 
closed sets in (s >7̂ )̂ can be chosen much smaller than in 
the general case. The sets E (kA ) , where A CX,  form a base 
for the closed sets in the hull-kernel topology. To show 
this we must demonstrate that for each f € R there exists 
A C X  such that E (f) C E (kA ) . This is equivalent to showing 
that for each f € R there exists A C X  such that f tf if* im­
plies kA feM^. To this end we fix f ( R, and let 
B * | n ( X  : f (n) < 1^ and A « X  - B. We note that kA .
Suppose f €*|P. It will suffice to show that if [ p v : 3?̂
is a net in X which converges to p, then {^(p^)^ converges
to zero, since then kA (p) z 0 and kA £ if. Now, if ̂p^ :
is a net in X converging to p, then there exists at'* £ £7 
such that f (p^) < 1 for •< Then, for M > , p^ t B
and kA (pw )a 0. Hence, kA (p) a 0 and kA 6 if*.
Theorem 1.4. The maximal ideal space )^of R with the
vhull-kernel topology is homeomorphic to X, the Stone—Cech
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compactification of X.
Proof. We have, from Theorem 1.2, that the function 
p m P is one-to-one. We will show that this mapping is a 
homeoroorphism. It will suffice to show the following: if
A C X, then p € C (A) if, and only if, if* € E (k^), where k^ 
k^(Ay» X  - A). If this is the case, then the function 
p — >  takes a basis for closed sets in ^X onto a basis
for closed sets in Yf̂ ; hence, it is a homeomorphism.
Let A C.X, and suppose that p ( C (A) . Now C (A) 
clpx (A) , and there exists a net ^pK : £51̂ in A which con-
/ / 4verges to p. Then ^(p^) is identically zero and k£ (p) m 0. 
Hence, k^fc M^. Conversely, if k^ € M^, then k ^  (p)* 0; and 
if : is a net in X which converges to p, then
k^ (p^) must be eventually zero. Hence, £p^ : ^ is
eventually contained in A, end p e c l ( A )  =  C (A) .PA
From Theorem 1.4 we obtain the following topological 
information about the maximal ideal space of R. First, it 
is a compact Hausdorff space which contains a homeomorphic 
copy of X, namely, : p « X ^ ,  as a dense discrete sub­
space. Secondly, Yf£ is totally disconnected and at every 
point there is a base of open-and-closed jets.
We shall now give a simple characterization of the dual 
space of the topological linear space R in terms of its ring 
structure. Here we shall consider R as a space of analytic 
functions on D.
18
Lemma 1.5.1. If ^Cn : n 0,1,...^ is a sequence of 
complex numbers satisfying the condition l^m suplc^1^11̂  1 , 
and if for each sequence 3̂.n : n 0 ,1 , ...J of complex numb­
ers satisfying the same condition, the series / _ n n A *o
converges; then lĵ m sup ICjjf̂ 11 < 1 .
Proof. Suppose ^Cn : n 0,1,•••[ is a sequence of 
complex numbers satisfying l^m sup = 1. Then there
exists a subsequence ^n^ : k 1 ,2 ,...J of [n : n 0 ,1 , .. .J 
such thatlC^1/1̂  converges to one and 0 for each
We define the sequence £an : n 0 ,1 , ...J by an^  Cn^ _ 1 if 
n a n^ for some k, and ans 0 if n^n^, all k. Then 
1 sup (a^ ^ 11 $ 1 and ^ ̂ a^C^ fails to converge.
Theorem 1.5. The dual space R* of R is isomorphic to
the ideal R ^ : pC (4 X - xj.
Proof. First, we shall fix g 6 RQ and show that g
defines a unique functional Lg in R*. We note that if f € R, 
then fg (juxtaposition denotes, as above, the Hadamard 
product) is an element of Rq and fg is defined at 1. We 
define Lg : R — f 0 by lg (f )a fg (1) . The function Lg is 
linear, homogeneous, and continuous and is, therefore, an 
element of R*. Moreover, if g =  7 ^ CpW^, where wp (x) s xp, 
and if f s ^ ^ apwp* tlien hg (f) ” apCp. The mapping
g — * Lg is clearly a well-defined homomorphism of Rq into 
R*. We will now show that this mapping is one-to-one and 
onto. If g ^ # g 2 * then there exists a non-negative integer
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C2W o P P *n such that cJ^rCn, where gx =  Z T ^ £ pwp and g 2 = Z Z ^ B 
But LgX (wn) = (9lwi^(D*Cn and Lg2 (wn) - (g2w^(l) =  C2.
Hence, ĝ f̂r g2 implies L92J an<* t*ie 9 ”*♦ *-s
one-to-one. Now we fix an element L of R* and consider the 
power series / L(wD)zP. We will show that this powerp  0 r
series has radius of convergence greater than one, and,
hence, defines an element of R_. If f £ R, f — /_ a_w_, thenu r  P
r—  *• c—
L(f)s L(^_ »BapWp) = / ap^ ̂wp^ ^y t*ie continuity of L.t 8 f * D <-— - o»
Hence, if we define f by the series  ^^exp (-i0p)wp, where
L(wp)* rpexp(iOp); then f is an element of R and L(f) rs. 
y pTOrp = |L (wp)|. Therefore, .r r- (wp) converges abso­
lutely, and if we define g = ") p._L (wp) wp, then g £ R. Now, 
by Lemma 1.5.1, g C and L. Hence, the mapping g —¥ Lg
is an isomorphism of Rq onto R*; where the correspondence 
is given by I^(f)—  fg (1 ) .
It is possible, using the correspondence given above, 
to carry the weak*—topology of R* over to the subspace R0  of 
R. However, this is not a natural topology on the linear 
subspace R0 , and is properly stronger (finer) than the top­
ology of pointwise convergence and properly weaker (coarser) 
than the topology of uniform convergence on compact subsets 
of D. It seems, therefore, that either Rq of R* must be 
given an "unnatural" topology if the isomorphism is to be 
made into a topological map.
CHAPTER II
In the preceding chapter we demonstrated the existence 
of two distinct classes of maximal ideals in the ring R, and 
we described to some extent the structures of the ideals in 
the two classes. In this chapter we will continue the study 
of the maximal ideals of R. However, we will not attempt to 
further describe the structure of the ideals themselves; but 
will instead attempt to describe the structure of the resi­
due class rings which they define (for definitions, see 
[8 ;142,143]). The descriptions and properties of the maxim­
al ideals given in Chapter I will be used extensively to 
further study these ideals in terms of their residue class 
rings.
The class of maximal ideals determined by points of X 
will be considered first. We recall that if is such an 
ideal, then is the multiplicative functional correspond­
ing to * .  f P i» the natural homomorphism from R onto R/mP, 
and is the embedding of 0 in R defined by ^ (oc)s «te. R/mP 
is an over-field of (0) . We will show that if ptf X, then 
R/MP* C0 ) • To this end we define O’- R/mP — > 0 by 
<r(yp (f))« ̂ p  (f), for each fg R and, consequently, for each 
yp (f) in R/mP Since Tp is a map from R onto R/mP, the 
domain of G” is all of R/Ĵ *. The function O' is an isomorphism
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of R/mP onto 0. Moreover, if «< £ 0, then
<)) —  ** • Hence, each class in R/M^ is determined by a 
complex number, and R/m P= tppl'j (0) . Another way of stating 
the above result is the following: if p € X, then there
exists an isomorphism 0“: R/tP —► 0  which is 0 -homogeneous 
in the sense that the function <nfp? = 0  —  0  is the identity 
mapping.
When p lies outside X the structure of R/rf5 is more 
complex than in the case just considered and is most read­
ily determined by using results from the theory of field 
extensions. Since field theory is not usually associated 
with functional analysis, we will state pertinent defini­
tions and results here. A more detailed discussion will be 
found in Chapter II of [8 ].
If k is a subfield of K, then k [Z] will denote the 
polynomial ring in the indeterminate Z over k, k [Z^,...,Zn J 
will denote the polynomial ring in the n indeterminates 
ZjL,.*-,Zn over k, and if L is any set of elements of K, 
k (L) will denote the smallest subfield of K which contains 
both k and L. An element f in K is said to be transcen­
dental over k if it satisfies no polynomial in k [Z] except 
the zero polynomial. A finite set  ̂5^, . . . of elements
of K is said to be algebraically independent if the only 
polynomial in k[Z^, ...,Zn ] satisfied by is the
zero polynomial. A subset L of K is called a transcendence
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set over k if every finite subset of L is algebraically 
independent over k. By a Zorn's lemma argument it can be 
shown that every transcendence set in K is contained in a 
maximal transcendence set, called a transcendence basis of 
K over k. Moreover, any two transcendence bases of K over 
k have the same cardinality, which is called the transcend­
ence degree of K over k. Finally, if L is a transcendence 
basis of K over k, then K is an algebraic extension of K(L) 
A field K is said to be algebraically closed if every 
polynomial in K[Z] has a root in K, or equivalently, if the 
only irreducible polynomials in K[Z] are of degree one. A 
field K is called an algebraic closure of a subfield k if
1) K is algebraic over k and 2) K is algebraically closed. 
If K is an algebraically closed field and K and K /are iso­
morphic, then K# is also algebraically closed. The follow­
ing theorem will be stated without proof; a proof may be 
found on pages 107, 108 of [8 ] .
Theorem 2.1. Let K^be an algebraically closed field 
and K be an algebraic extension of a field k. If is an 
isomorphism of k into then ^ can be extended to an 
isomorphism of K into k'
Theorem 2.2. If p (  - X, then y py (0)g R/mP.
Proof. Let f by the element of R defined by f (0)= 1 
and f (n)«. n* 1 for n # 0 .  Then f is a unit in R and t€ ^  
for each p£ - X, where is the maximal ideal of B (X)
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which corresponds to p. If £ is equivalent to a complex 
multiple of e modulo Mp , then (f - and f - ̂ e£.l^,
But ye € B (X) . Therefore, f - ^ e s mP/"\B (X) c. ^  jg £ B (X) :
gf (p).* 0 J. Now, if |p^ : is any net in X converging
to p, then, by Lemma 1.3.1, for each n £X there exists 
such that p > n whenever *< >, . Hence lim f (p ) * 0, andf( *C
lim (f - yeKp^Jr 0 implies y * 0 or f elf*, which is a 
contradiction. Therefore, j>p (f) £ R/jf - jPp^ (0) •
The complex number field is algebraically closed, and 
it follows that (0 ) must also be algebraically closed. 
Hence, if pt p X  - X, then R/vf* is a transcendental exten­
sion of ' T*ie letter “f " used below denotes the
function defined in Theorem 2.2.
Lemma 2.3.1. If r is a positive real number and if fr 
is defined by fr (n) s (f (n) ) r, then fr£ R and jpp (fr) g 
R/ffP - • Moreover, if rlTfrr2, then j*p (f 1) ̂ > p (f 2) .
Proof. If r is a positive real number, then
lim sup |fr (n)l1//n,a lim sup | f (n)|r//n^ 1, and fr€ R. Suppose n n
yp (fr) » y p (ye) for sotne^<.0- Then fr — e € mPo B (X) C. 
and (fr - ^ e / ( p ) “ 0. But fr ^(p)=0, and, hence,^ * 0.
This implies that fr 6 wP and, consequently, f €. mP, a con­
tradiction. Hence, y p (fr)€ R/mP Now suppose
that r^ and r^ are distinct positive real numbers such that 
^p (fri) a- y>p (fr2 ) . Without loss of generality we may assume 
that r2 and, hence, that r2- r^f- r, where r is a
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positive real number. From our original assumption it
follows that fr2 - or frlfr - Thus
f 1 (fr - e) £ , where f  ̂ is a unit in R. Hence fr - e ef^,
a contradiction.
We have now established the existence of an uncountable
collection : r real* positive number^ of distinct
elements of R/m P, each of which is transcendental over
(0) . In the following lemma and theorem we will show
that from this collection an uncountable transcendence set
can be extracted.
Let T be a transcendence basis of 0 over the field of
rational numbers composed of positive real numbers. Then T
has the cardinality of the continuum, and if s^,...,s is
a collection of rational numbers and if r^, . . .,r is a
collection of elements of T such that ̂  s^r^= 0, then
S i — 5 — ... S S 0 .1 2  n
Lemma 2.3.2. The collection S(f,T) = (fr) : r £ t |" 
is a transcendence set in R/m P over ̂ p^ (£) •
Proof. Suppose P(Z^, ...,Zn ) is a polynomial in 
(0 ) [Zx, . . Zn ] satisfied by j <j>p (f3 h,-..,fp (t ")[, a 
finite collection of elements from S(f,T). We shall show
that P (Z1# . . ., Zn) is the zero polynomial. Now p (Zĵ , . . ., Zn) =
I
/  a;j 4 Z^^"...Z„ln, where i*frj implies that there— u© X1‘* *xn 1 n
exists 1 € { 1 , . . . ,n*| such that ^ , and where a^, . . .i £
(0) • Moreover, P (Jp (fri), . . . (f**1)) ~
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* V \
. . .t inrn .
^Z.v.0a'il...in ̂ p(fri)ll---Jlp(frn,ln. and Jp(frj)lj =
Jptf1^ )  . Let a'^ in and let k^m
rl rnThen P(^p(f ), . . . (f )) may be written as follows:
r ** / ilrl inrn
;..»i p<£ >- since ?P (f > - - - tf >'
fp (fiirifi2 r2 . . .finr") = J.p (fiiri+ • • •+inrn )« ^  (fk'i, . Prom
the algebraic independence of | ri> • • * .> it follows that 
i^tj implies that 1c k j . Now, since the k ^ 's are distinct 
they can be rearranged in order of increasing magnitude.
We denote the superscript of smallest magnitude by kQ, the 
next by k^, and finally we denote the superscript of larg­
est magnitude by k^. Similarly, we rearrange the coeffi—
k ■cients so that a^ is the coefficient of ^p (f x) in the new
rl rnordering. The polynomial P (<j>p (f ), . . . ,<pp (f )) now has 
T ^  k •the form: s a^ (f 1), where k < kĵ  < ... < k and
a^ £ (0) for each i£ ^ 0, . . .m|. Moreover, each a^ is
the image under # of a complex multiple V- of e; hence,
* }---  k-the polynomial has the form: j ^p ()fie)^p X) -
r 1 rnBy assumption, p (® (f x),...,yp (f ))=fipph(0), the
zero of ^p?j{0 ); hence, g p (/ ..^jf x)= jfe (£) and
J . V4 fki£MP. But / Yifk i r fk°( / Vifki‘ko), where  *̂° ‘ U - u ( k
k. - k > 0  for each i < [l, . . -*mT. The factor f ° in the
1 °-------------------------------------------- 5-- m k - klast expression is a unit in R and, therefore, / t^f 1 °
<C— ^ k k<> 4
. We let g^ denote £ i-^i^ ^ °* r̂ ien ^Qe tg^tf ^  •
Further, since g^ is the sum of finitely many elements of
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B (X) and yQe is an element, of B (X) , we have if*r\
B (X) C . Hence ( J0e t g^Np) * 0 . But g{(p)=rO; hence,
Tf0 - 0. Suppose we have shown that ... * e-1 “ Then
V ^ k,- k~ \ ^ k±—k„ D S “ k-; -k~ *> ;f a f  (/ iif e ) C mP and / tf.f 1 e *p.
L irt ‘ i»c. x-------------------*---t-C.x
As above we may conclude that ^e = 0. Hence each coeffi­
cient of P (Z^, . . ., Zn) is the image under ^p of (0) , and 
p (Z^, .- -,ZR) is the zero polynomial in (0) [Z^, ...,Zn ].
Thus S{f,T) is a transcendence set in R/lP over .
Theorem 2.3. If pf p X - X, then R/lP is an
extension field of î p>̂ (£) having transcendence degree c,
where c denotes the cardinality of the continuum.
Proof. In Lemma 2.3.1 we demonstrated the existence 
of a transcendence set having cardinality c. Therefore, 
the transcendence degree of R/rP over (£) at least c. 
But the cardinality of R/lP is itself c. The theorem 
follows from these two facts.
Theorem 2.4. If p t p X - X, then R/hP is an
algebraically closed field.
Proof. Let P (Z) be a polynomial in R/lP [z]. We will 
show that P (Z) has a root in R/tP. The polynomial P (z) =
p *\
/ a.Z1, where a.« R/lP. Since R/tP is a field we can,
1— ti* 1
without loss of generality, assume that the leading coeffi­
cient an of P (Z) is the identity element (e) of R/lP.
Now, a^€ R/fP implies that there exists f^£ R such that 
^ptf^J^a^. Thus, it will suffice to show that there
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^ ^
exists g €  R such that 2.   ^ > where fn :e. For
r— h «—
then, J’p ( 2 - ie,fi^lj * • But fp (l— Uo figl) *
^ J’pffi) [jfpfg)]1* ^ (9 ) J3'̂ and Jp (g) is a root
of P (Z) . We can, therefore, transfer the problem to R by 
considering the polynomial PA(Z)* ^ ~ *̂n polynomi­
al ring R[Z]. Now, for each k €, X, the polynomial ^  (Z)«
L- n f- (k)Z1 is in 0[Z], and, therefore, splits into lineart* 0
factors in 0 ; i.e., there exists complex numbers oĉ , . . . ,*n 
such that p£ (Z) - (Z - . . . (Z - <*n) . For each k< X, we
let g^ (k) , . . . ,g (k) denote the n complex roots of P^ (Z) 
arranged in order of increasing magnitude, where if 
)gm ^(k)(s . . .» jg^ (k)j, then these roots are arranged in order
of increasing argument. We note that for each k€ X
f± (k) [gj (k) 0 for j« ^ 1 , . . . ,n J, and (-1 )ngx (k)...
gn (k) r f (k)> the constant term of P^ (Z). Thus 
(-l)ng i . . .gn - f0 « R, and P*(Z) = (-l)1̂ .  . •gn t Z T l« 4 fiz±*
The constant term (-1)ng ^ ...gn is an element of R and, 
therefore, satisfies lim sup | (-1 )n (g^. . . gn) (k)ĵ //̂ ^' 1 .
Hence, corresponding to each non-negative integer m there 
is an integer p^ such that | (-1 )n (g^ • • * gn ) fk)|̂ /̂ ^  1 + 2~m for
all k > p ^ .  Let pm » inax (Pm'Pm-l"*’ ^  ‘ Then for eacJl Pm>
1 <-l)ng 1 OO...gn (k)|1/k< l  + 2 _m or|g1 (k)1/ k ...bn (k)|1 A < 1 -t- 2 "1? 
Now, for k^ p^ we define g (k)—  g^ (k) . For
\g^ (k)|^^. . .|gn (k)|̂ ’/̂ <  1 + 2  m and there exists an integer j,
ljf j 4 n, such that |gj (k))1^  < 1  + 2 m . Therefore, there
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exists a smallest such integer ji.. We define g (k) x g . (k) .
* ^k
Finally, for k * X  such that k > pm , all m, |g^ O O l ^ ^ • • • 
iyv| gn (k)| ^ 1 , and there exists a smallest integer j^,
1 ^ jv ^ n, such that I g^ (k)|1/k$ 1 . We define g(k)^g- (k) .
K Jk Jk
This defines a function g from X to 0. Moreover, if kff X, 
then 'y f̂  {k)g(k)^a 0 , and ( f^g^)(k)s 0 implies that
1 <.-o 1 “l*t) ~
r f-jg1 is the zero of R. Hence, it will suffice to show that g is an element of R. To this end we fix c > 0.
There exists an integer m such that 2~n>< £ . For k > pm ,
| g(kj1/’k < 1 * 2~m < 1 +€; and it follows that lim sup|g (k)|1/k* 
1 and g is an element of R. Thus ^  .Jfo *
fpy(0), and (g) is a root of the polynomial P (Z) in R/M*5.
Theorems 2.3 and 2.4 give us a fairly complete 
description of R/M^ whenever p£ p X - X. Moreover, from 
the next theorem and its corollaries we obtain the somewhat 
startling result: although R/mP is an extension field of
(0) having an infinite algebraic basis, R/mP and y py (0) 
are still isomorphic fields.
Theorem 2.5. If k and k̂  are isomorphic fields and if 
K and ^ a r e  extension fields of k and y(, respectively, 
satisfying the conditions: 1) K and K^are algebraically
closed and 2) the transcendence degrees of K over k and k' 
over 11 are the same, then there exists an isomorphism of K 
onto l^which extends the isomorphism of k onto k̂ .
Proof. Let L be a transcendence basis for K over k,
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I? a basis for V? over k', and ^ an isomorphism of k onto hi. 
Then there exists an isomorphism ^ from k (L) onto 1c (if) 
which extends ^ . Now, K is algebraic over k (L) and K yis 
an algebraic closure of (l/) . Therefore, by Theorem 2.1, 
there exists an isomorphism § of K into K /which extends 
and which, therefore, extends ^ . Moreover, since K is 
algebraically closed, ^(K) must be K. For if not, then 
there exists a polynomial p'(Z) in £(K) [Z] which is irreduc­
ible and of degree greater than one. There corresponds to 
p\z) under £  an irreducible polynomial P (Z) of degree 
greater than one in K[Z]. This contradicts the fact that 
K is algebraically closed. Hence, #{K)= k' and the proof 
follows.
Corollary 2.5.1. If K is an algebraically closed 
field of characteristic zero and transcendence degree c 
over its prime field, then K is isomorphic to the complex 
number field.
Proof. If K has characteristic zero, then its prime 
field is isomorphic to the field of rational numbers, the 
prime field of (?. Moreover, 0 is an algebraically closed 
extension field of the rational numbers having transcend­
ence degree c. The corollary now follows from Theorem 2.5.
We note that Corollary 2.5.1 has previously been found 
useful in studying rings of analytic functions with the 
usual pointwise multiplication (cf.[3]). The author of
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that paper attributes this theorem (Corollary 2.5.1) "ro 
E. Steinitz [6;125].
Corollary 2.5.2. If p£ ^ X - X, then R/M^ is isomorphic 
to the complex number field 0.
Proof. We have, from Theorems 2.3 and 2.4,that R/M^ 
is a transcendental extension of having transcend­
ence degree c over ^p^ (0)> and is, moreover, algebraically 
closed. Hence, R/&P has transcendence degree c over the 
image of the rational number field under . Thus, by 
Corollary 2.5.1, we have that R/M^ and 0 are isomorphic.
Although the residue class rings R/M^ are algebraically 
indistinguishable (i.e., are all isomorphic), the fact that 
R/!$* and & (0) are not identical for p * (JX - X allows us
to distinguish the two classes of residue class rings in 
terms of the kinds of complex-valued isomorphisms which 
they admit.
Proof. The existence of the isomorphism o* has been 
demonstrated above. Moreover, we also showed that if p £ X,
Theorem 2.6. If p € ^X, then there exists an 
isomorphism o' of R/M^ onto 0. Moreover, o* can be chosen to
be 0 -homogeneous and only if, p (X.
then the natural homomorphism cr : R/vP — * 0, defined by
<r< fP (f)) * (f), is 0—homogeneous. To prove the converse 
we assume that there exists p £ ^ X — X and a ^—homogeneous 
isomorphism T of R/*fP onto 0. By Theorem 2.2 there exists
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5 ft R/vP - (0) ■ Consider the element € H/MP *
By assumption, 0“(yp>j (0"(5) ) ) ^ C7 (̂ ) ; hence, J and <y>py (O’ff)) 
both map into crCj) under C* . But § c R/lP - jpp^ (#)» a 
contradiction to the fact that C* is one-to-one.
Corollary 2.6.1. If is a 0-homogeneous nomomorphism 
identity) of R onto 0, then ep is continuous and, 
moreover, •  ^>p for some p ^ X .
Proof. If y  is a 0—homogeneous homomorphism of R onto 
0, then there exists pc p X such that ̂ ”^(0)^ &P. If we 
define O": R/mP —* 0  by (f) ) *■ ^(f)> then C* is a 0 -
homogeneous isomorphism of R/M^ onto 0. Therefore, pc X, 
and The last statement follows from the fact that
if f 4 R, then f - y  (f) e « and ^ p (f - ^  (f) e) s 0 . But 
f p (f - ^ (f )e) * ̂ p (f) - y ( f ) - 0 .  Hence y p* , and y  is 
continuous. It is often useful, in studying a topological 
ring, to have a one-to-one correspondence between the maxi­
mal ideals of the ring and the multiplicative functionals 
on the ring. For example, in the case of a Banach algebra 
A, the topology on the maximal ideal space is carried over 
to that space from the space of multiplicative functionals 
on R, a compact subspace of A*. In our case, however, we 
are unable to do this.
Let R/denote the set of all linear functionals on R to 
0. Then R* is a linear space over 0 and contains R* as a 
linear subspace. It follows from Corollary 2.6.1 that if
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is a multiplicative element of R, then is in R*. Thus, 
releasing the continuity restrictions does not allow us to 
identify the maximal ideals of R with the multiplicative 
functionals on R. There are two possible generalizations 
of linear functionals' which allow the desired identifica­
tion. The first generalization is obtained by releasing 
both the continuity and homogeneity requirements. In this 
case, each maximal ideal of R is the kernel of at least one 
multiplicative "functional" from R onto 0. The second 
generalization is obtained by releasing not only the 
restriction that the functionals be continuous, but also 
the requirement that they be complex-valued. From Theorem 
2 . 5 it follows that there exists an extension fieldil of 0  
such that for each p€ p X  - X there is an isomorphism j of 
R/M^ onto A  such that (©0 ) — f©r each w1 £ 0. In
this case the maximal ideals of R appear as kernels of the 
multiplicative "functionals" from R into H. . Both these 
generalizations have the drawback that the correspondence 
between maximal ideals and multiplicative functionals is 
not one-to-one, there being many functionals having a 
given maximal ideal as kernel.
CHAPTER III
In the first two chapters we have been concerned 
almost exclusively with the algebraic properties of the 
ring R, and we have obtained most of the results by alge­
braic methods. In this chapter we shall study the closed 
ideals and shall use quite heavily the topology of R.
We shall denote by I the ideal of polynomials, 
finitely non-zero elements, of R. Also, when we use the 
word "ideal" we shall mean "proper ideal." We note that 
the notation appropriate to the ring R of functions on X 
will be used, except in Theorem 3.3. If we carry the top­
ology of the analytic function ring over to the ring of 
functions on X, then we have the following statement, which 
will be used extensively in the sequel. If f ( R and if for
each non-negative integer n we define fn by fn (p)* f (p) for
p i n  and fR (p) s 0 for p >n, or equivalently by f n =
f » k- ., then [f_ : n 0 ,1 ,... f converges to f in the\o, . . ., n| 1 n
topology of R.
Theorem 3.1. If I is an ideal in R and if for each
f € R we define f* by f* (p)=  f (p), then f « I if, and only if,
f* £ I.
i8 nProof. If f c R, then f(p)* Tpe ^ for each p < X, and
o * Athe function h^ defined by h^ (p)s e’ 1 P is in R. But then
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fh^ is in I and fh^ (p) s rpe_* ^ = (p ) • Hence, £ £ I implies
f*C I, Since (f*)**f, the theorem follows.
Theorem 3.1 will be used here as a lemma to the 
theorems following. However, it is of independent inter­
est. The mapping f —♦ f* defined above is an involution in 
R, and Theorem 3.1 says that every ideal in R is its own 
image under this mapping.
Theorem 3.2. If I is an ideal in R, then I is an 
ideal in R if, and only if, there exists n € X  such that 
I C M11.
Proof. The sufficiency is clear, since I c M11 implies 
IftrfVR, and the closure of an ideal is an ideal if it is 
proper. Conversely, suppose I is an ideal in R such that 
for each n £ X there exists f^€ I - M°. Then f ^ n  4 ^ ’ 
since M11 is a prime ideal (for definition, see [8;149]).
But f ( P )  * lfn (p))2 for each x > and fn 4 ^  impliesZ. nJf£ (p}|2 .
Then f t I and f (p) > 0 for p € {0, ..., nJ. Finally, we 
define fJJ by f* (p) r (fn (p) ) 1 for p€^0,...,nj and f* (p) — 0
otherwise. Then R and f nf ̂ £ I. But fnf** k^o n ,̂
n uand by subtracting fn-lfn-l froin ^n^n we have
Hence, I contains the characteristic functions of points.
Consequently, 13 IQ and is dense in R. Moreover, we have
that every dense ideal contains the polynomials.
The structure of the closed ideals of R is easily
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studied by means of the principal ideals (ideals generated 
by a single element of R) and their closures. Theorem 3.3 
was communicated by P. Porcelli. We include a proof here 
since we have been informed that the result is not specifi­
cally stated in the literature. We note that in this 
theorem R is the ring of analytic functions.
Theorem 3.3. If f and g are elements of R such that 
f ̂  (0) * 0 implies g ̂  (0) ■ 0, then g can be approximated 
in the compact-open topology by finite linear combinations
of the form z _ .  aifz *  where 0, IZjl * 1, and f_ (z)i i
f(*A*) •
Proof. We shall first consider the case where both f 
and g have radius of convergence greater than one. We 
denote the unit circle by C and the restrictions of f and g 
to C by f*and gA respectively. Let denote the closure
in L*(C) of the linear manifold generated in L*(C) by f* and 
its translates by members of C. Then JC (̂ 1 is an ideal in 
Î (C) (cf. [5;374]). Moreover, the space of maximal 
regular ideals of Ll(C) is hameomorphic to the space of 
integers with the discrete topology. Therefore, if I is a 
closed ideal in lJ(C), then h(X)* : I c is a dis­
crete set in . Hence, kh(I)a I (cf. [5,423]). Mow, 
since f ̂  (0) « 0  implies g ̂  (0)» 0, we have g'k kh(£(f})> 
and gA € JC • Hence, gA can be approximated in 2^-norm by
sums of the form where a^€ 0 and z^t C. MOW we
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shall show that f and g satisfy the conclusion of the 
theorem. Fix 6 >0 and a compact set K in D. Let $ = 
rain ^ 1 - ixl : x ( K^. Then 0 and there exist
â-̂ , . . -an | c 0 and • • -zn J C c such that ||gA -
y ~  aifzjli < • If x«K, then | g (x) - ^  f ̂  (x) | ~
I (g - aif2 i)(x)|= 1(2111) a-> * (z - x)"1dz
(2ff)_^|(g - ^~^ ajfZi?(z)[ | z - ^t1 ^1 ^
(S' 1) (2TT) 1Jr|(g - 2 1 ^  aifz )̂(z)|
But the second factor is |jg - a^fz J|, . Hence, x f K
r -*\ * 1 = 1
a-f™ (x) < 6 , and the theorem is  ̂■ i 1 i I
proved for f and g having radius of convergence greater 
than one.
Now we let f. and g be arbitrary elements of R
satisfying the hypotheses of the theorem. We fix £ > o and
a compact set K in D. We next choose a sequence
^rn : n 1, 2, ... J of elements of [0,1) converging to one.
Then there exists n such that K is contained in the disc
2about the origin of radius rn . We fix this integer n.
Now, f_ and g_ satisfy the hypotheses of the first case n rn
and there exist • • *am J c ^ an<̂  fzlJ * ‘ *zm J  ̂  C suc^ that
if (x| < r , thenlg (x) - / aifr z (x)| * £ • If x 4 K *1 n i-i n i  I
then|j4<rn2, and there exists z, |zj<rn , such that x s rRz .
Then | g (x) - a±fZi (x) I = jg (rnz) - a±fz . (rnz) r
I T ” l ' Igr (z) - > 3if (z) < £ .I n in n i |
This theorem makes quite strong statements about
approximating analytic functions. For example, any 
function which is analytic on D can be uniformly approxi­
mated by the function exp (z), since this function has no
derivatives which vanish at the origin. Likewise, any 
other similar function approximates all elements of R.
We now restate Theorem 3.3 in algebraic terms. Here 
(f) denotes the principal ideal in R generated by f.
Corollary 3.4. If f and g are elements of R such that
n € X and f £ M11 implies g 6 M11, then g € (f) .
Proof. By Theorem 3.3, g can be approximated by sums 
•A
-V*l
a.:f_ , as an analytic function. In terms1 zi
of the ring of functions on X, we have f z . (p) = zpf (p) * ez .f(£>).
_ _  r ■ ■ A r-—  ̂  ^
Thus y aifz ■ — / aiez . f 9 (/ aiez . ) f * ) ■ Hence,* ■ i t "■ vi i
g € (f) •
Theorem 3.4. If f £ R and Z(f)= j p £ X : f(p) = 0J,
then (f) * R if Z (f) »  0 and (f) - :  n € Z {f if Z(f)^
0. Hence, the closure of every principal ideal is principal.
Proof. If Z (f) = 0, then e £ (f) and (f)= R. If 
Z (f) j* 0, then the function e - kz is zero if, and only 
if, f is zero; hence, e - kz ^j € (f) . But (e - (f) ̂ *
: n £ Z (f , and f £ M11 for each n £ Z (f) . Therefore,
(7) * (e - kz (f j ) = j]*11 : n € Z (f)] .
Theorem 3.5. If f € R, then (f) is closed if, and only
if, f + kz f̂ j is a unit in R.
Proof. We shall first prove the necessity of the
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condition. If (f) a (f), then (f) m (e " kZ (f) > and there 
exists g C R  such that fg = e - k^^j. Then and
f(p)g(p) “ 1 if* and only if , f(p)*fcO. Moreover,, (kz jt 3(p)
is 1 if p&Z(f) and is f (p) if p € X  - Z (f) . We define h by
h (p) * 1 if p C Z (f) and h (p) » g (p) if p * X - Z (f) . Then
htf R, since g 6 R; and h (f-*■ kz j )» e.
Conversely, if fl*k z(f) -̂s a unit in R* then there 
exists gfi R such that g (f *f k2(f)^" e ‘ Moreover, g (p) s 1 
if p£Z(f) and g (p) = (f (p)) “1 if pfiX - Z (f) . Also, 
g (e - kz f̂ j)(p)=* (f (p))-1 if pfiX - Z (f) and g (e - kZ (f))(p)a
0 if p( Z(f). But then g (e - kz ̂ ^ ) fs e - kz j . Hence,
(e - kz(f)>c ff J • However, (f)= (e - kz (f j ) .
Theorem 3.6. An ideal I in R is closed if, and only 
if, it is the intersection of closed maximal ideals. In 
this case it is a principal ideal; hence, closed ideals are 
principal.
Proof. The sufficiency is obvious. Conversely, 
suppose I is a closed ideal in R and let XQ s £pfix :
1 C . Then XQ ^ 0 and I C j M 1* : n € XQj . Fix f e I. Then
XQ CZ(f). Moreover, IfP £ I, since jfps ff*, and zfljfĵ )= Z(f) = 
xo ^  I nln2>‘'' \* where the n^ are arranged in order of 
increasing magnitude. If the collection ^n^,n2,...^ is 
finite, then the following argument can be terminated in a 
finite number of steps. We shall now construct an element 
of I whose zero set is exactly XQ . The closed principal
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ideal generated by that element will b e C ^ ^ M 11 : n c X Q| and
will be contained in I. Now, for each i there exists £ I
such that gj_(n^)^ 0. Let h^» ^igi*' Then h^ ft I and
hi (ni) y 0. The function h^kjn j is in I and we define hî  by
h^ (p) s. (h^(n^))~^ if p = n^ and zero otherwise. Then h^ft R
and kr„ 7  h-h*-s kr - « I. Let q denote the characteristic {n^ r r (n^ ^
function of fn^,n2 , * • * J, and for each non-negative integer 
n let qn» qk^ q . Then J qn : n 0,1, ...j is a se­
quence of polynomials which converges to q in the topology 
of R. But, for each n, qn is the sum of at most a finite 
number of the functions * Hence, gn € I for each n;
and, since I is closed, qt I. Therefore, \fp+ q £ I .  But 
z (fl2+ q ) a X Q . Hence Is-zOfM11 : n € XQ| .
In view of this theorem we can make a connection 
between the ring being studied and the general theory of 
topological rings. If A is a topological ring and S is a 
subset of A, then the sets X.(s) — £x £ A  : xS » (0)| and$(S) = 
^xfeA : S x s  (0)J are left and right ideals, respectively.
The ring A is called a dual ring if 1) £  (A) s (0)s(/^(A) and
2) for each closed left ideal 1^ (closed right ideal 1^), 
t((]̂ (I1)) = I-̂  ($(£(Ir)) = Ir) » Dual rings are discussed at
length in section 25 of [5]. The ring R under considera­
tion is a dual ring, since each closed ideal is principal, 
and is, moreover, semi-simple. The results in [5] are 
obtained under the assumption that the dual rings have
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either a continuous inverse or a continuous quasi-inverse. 
Since R has dense ideals it cannot be a ring with continu­
ous inverse. However, the structure of R is very similar 
to that obtained under these restrictive assumptions: R
is a topological direct sum of the annihilators (two-sided 
minimal ideals) of its closed maximal ideals. Moreover, 
each minimal ideal is principal; in fact, each is generated 
by an irreducible idempotent q which has the property that 
RqR is a field isomorphic to the complex numbers. In view 
of these results we might conjecture that similar decompo­
sitions will be obtained without the assumption of 
continuous inverse if we consider only the closed maximal 
ideals and their annihilators.
In the last section of this chapter ve shall concern 
ourselves with the prime and primary ideals in R (for a 
discussion of the latter, see [8;152]). If I is an ideal 
in R, then the radical of I, denoted by rad (I), is the set 
of all f< R such that fnc I for some non-negative integer n.
Theorem 3.7. Every prime ideal (and, hence, every 
primary ideal) in R is contained in a unique maximal ideal.
Proof. If P is a prime ideal in R which is contained 
in distinct maximal ideals and M^, then P a B(X) C
(X) ] (X) ] . Hence, P a B (X) C n  MSJ, a contra­
diction, since P/"\B(X) is a prime ideal in B (X) . For a 
primary ideal Q, rad (Q) is prime, and the result is
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obtained by considering this latter ideal.
Theorem 3.8. If P is a closed prime (primary) ideal 
in R, then P is maximal.
Proof. If P is prime, then there exists a unique 
ne  ̂X such that PC M11. But, since P is closed, n € X and 
The theorem follows similarly for closed primary
ideals.
An investigation of the dense prime ideals yielded 
only the result given in the following theorem. The proof 
depends on the following statement, a proof of which can be 
found on page 7 of [2]. If I is an ideal in a commutative 
ring with identity, then rad (I) = ^P C R : P is a prime 
ideal, P :> I
Theorem 3.9. There exist non-maximal prime ideals in
R.
Proof. From Corollary 1.3.1, we have that the 
intersection of the dense maximal ideals of R is exactly 
the set of elements having radius of convergence greater 
than one, a set which properly contains IQ . However,
IQ= rad(Io) = P \ j p c R  : P is a prime ideal, P.2 IQ̂  . There­
fore, the set of dense prime ideals properly contains the 
set of dense maximal ideals.
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