Abstract. We present a computational alternative to probabilistic simulations for nonsmooth stochastic dynamical systems that are prevalent in engineering mechanics. As examples, we target (1) stochastic elasto-plasticity, which involve transitions between elastic and plastic states, and (2) obstacle problems with noise, which involve discrete impulses due to collisions with an obstacle. We focus on solving Backward Kolmogorov Equations (BKEs) of stochastic variational inequalities modelling elasto-plastic and obstacle oscillators. The main challenge in solving BKEs corresponding to these problems is to deal with the nonstandard boundary conditions which describe the behavior of the underlying process on the boundary. Applications that could make use of this framework abound in many areas of science and technology.
Motivations and Goal
In this paper, we propose a computational alternative to probabilistic simulations for a certain type of non-smooth stochastic dynamical systems, namely (1) 9 X t " F pX t , Y t q, 9 Y t " GpX t , Y t q`H t`9 W t , @t ą 0 with initial condition pX 0 , Y 0 q " px, yq P R 2 . Here, pX t , Y t q P R 2 is the state variable at time t, dots denote derivatives with respect to time, F px, yq and Gpx, yq are deterministic functions, 9 W represents a white noise random forcing in the sense that W is a Wiener process, and H is a functional depending on interactions of the state variable at boundaries and interfaces. We are interested in statistical quantities that characterize and help predicting the behavior of tpX t , Y t q, t ě 0u such as means, moments and correlations. They are of the form Here and in the remainder of the paper, µ, λ are positive numbers, T ą 0 is a given time, h ě 0 and f, g, ϕ, ψ are continuous functions. For cases in which H " 0 and pF, Gq satisfy appropriate smoothness conditions, a natural setting for characterizing such quantities is to use Backward Kolmogorov Equations (BKEs) [20] . Furthermore, if in addition F and G can be written in terms of a Hamiltonian structure Hpx, yq, in the sense where η is a well behaved function, then the process pX t , Y t q belongs to the class of Stochastic Hamiltonian Systems (SHS) [21] for which quantities of type C and C 1 are well defined. Applications that make use of this framework abound in many areas of science and engineering, e.g., finance, chemistry, biology, neuroscience, economy and mechanics.
There are many important applications involving non-smooth dynamics in which quantities of the form A, B, C and A 1 , B 1 , C 1 are of interest. We have in mind problems involving interactions with boundaries, constraints, phase transitions or hysteresis. An important class of examples includes elasto-plasticity (EP) problems with random forcing [12, 15] where the dynamics takes into account phase transitions between elastic and plastic states. A second class of examples includes stochastically driven obstacle problems [1, 11] where the dynamics has to take into account instantaneous collisions with an obstacle.
From a mathematical viewpoint, these problems can be reformulated in terms of (degenerate) stochastic variational inequalities [2, 8] . With this formulation, the evolution of the state variables is Markovian and Kolmogorov Equations (KEs) can be derived.
Except for very few non-smooth dynamical systems, where analytical expressions are available, in general one has to resort to computational techniques to determine A, B, C and A 1 , B 1 , C 1 . The most straightforward computational methods are direct probabilistic simulations. Such techniques are simple to implement and widely used. For low-dimensional state variables, they are less efficient than techniques based on partial differential equations (PDEs), provided the latter are available. For the two non-smooth stochastic processes targeted in this paper, the presence of constraints or phase transitions (governed by a variational inequality structure) leads to non-standard boundary conditions in the BKEs. These boundary conditions characterize the behavior of the underlying process on the boundary. This paper is concerned with the numerical treatment of such non-standard KEs and their application to compute the quantities of A, B, C and A 1 , B 1 , C 1 .
We point out that the idea of solving non-standard BKEs in the context of a SVI has been used before [3] . However, the technique in [3] is specific to the elasto-perfectly-plastic oscillator excited by white noise, for which the non-standard condition has to be satisfied in a finite (namely two) number of points. It has no natural extension to problems of obstacle type because for these problems the non-standard condition must be satisfied on a continuous set of points.
In the remainder of this section, we give the definitions of the elasto-plastic and obstacle models in presence of noise, and we discuss the quantities we are interested in.
1.1. Elasto-plastic problem with noise. A basic prototype for modeling mechanical structures that admit permanent deformation under vibrations is the elastic-plastic oscillator [15] . The dynamics focuses on two quantities: the total deformation, X t , supported by the structure when subjected to vibrations, and its velocity, 9 X t . For general elasto-plastic problems, the nonlinear functional H in (1) is a restoring force arising from the structure. The exact form of H depends on the particular structure in question. The nonlinearity in such models comes from the switching of regimes from an elastic phase to a plastic one, or vice versa. For the elasto-perfectly-plastic oscillator (EPPO) model, the irreversible (plastic) deformation ∆ and the reversible (elastic) deformation Z at time t satisfy
where X t " Z t`∆t . Typically, |Z t | is bounded by a given threshold P Y at all times t, the system is in the plastic phase when |Z t | " P Y and the elastic phase when |Z t | ă P Y . Here, P Y is an elasto-plastic bound, known as the "Plastic Yield" in the engineering literature. We assume the force H is a linear function of Z (while ∆ remains constant) in the elastic phase and a constant (while Z remains constant at˘P Y ) in the plastic phase as follows:
The permanent (plastic) deformation at time t can then be written as
We will also consider the case of linearly damped spring for which F px, yq " y and Gpx, yq " c 0 y.
SVI framework. It has been shown that the dynamics of such a nonlinear oscillator can be described mathematically by means of SVIs [8] . The dynamics is then described by the pair pY t , Z t q that satisfies
and appropriate initial conditions for Y 0 and Z 0 must be prescribed. Here, whereas Y t " 9 X t , X t is not involved in the dynamics.
Characterizing the statistics of the state variable through its KE is important for engineering purposes. To illustrate the robustness and efficiency of our approach we will compute four important quantities in this paper:
‚ the probability of finding the system in the plastic state (E 1 ) P p|Z T | " P Y q for T ě 0, and lim SVI framework. From a mathematical viewpoint (using a stochastic differential framework), the dynamics of such a nonlinear oscillator can be described in the framework of SVIs [2] as follows
where Y t fi 9 X t . This must be supplemented by the impact rule Y t`"´e Y t´.
For the obstacle problem, we consider the following four quantities: ‚ the probability of finding the system in the neighborhood of the obstacle with a low velocity, (E 
Up to a multiplicative constant, this is equivalent to computing the variance of the change in momentum due to the restoring force kX. ‚ any correlation structure between pX T , Y T q and pX T`h , Y T`h q of the form
T`h for T ě 0, and lim
h . An explanation similar to what was provided above for the elasto-plastic problem (in terms of plastic state, variance of the plastic deformation and correlations) applies to the obstacle problem (in terms of mean kinetic energy, variance of the integral of the displacement and correlations).
1.3. Approach and overview. The PDEs related to A, B, C and A 1 , B 1 , C 1 including quantities pE i q, pE 1 i q, 1 ď i ď 4 for the elasto-plastic and obstacle problems are non-standard boundary value problems. For this type of non-standard PDEs, (for instance see Theorem 6, Theorem 7 in Section 2.2), only partial existence and uniqueness results are available, mainly for the case of the EPPO problem with noise [4, [7] [8] [9] . This is because standard PDE theory techniques do not apply due to the non-standard boundary conditions and the degeneracy of these problems. Therefore, in this essay, we mostly study the behavior of these PDEs numerically in order to gather insight in the solution behavior and we compare with probabilistic approximations in order to conjecture whether solutions exist or not. For this purpose, we solve the PDE problems on sequences of grids with increasing resolution and monitor the behavior of the numerical solutions. If the numerical solutions computed from differently accurate discretization yield a converging behavior as the mesh is refined, we can conjecture that the continuous problem has a solution.
Monte Carlo methods are used to compare the PDE results with probabilistic results. These comparisons increase our confidence in the solution of the PDE problem, allow us to study approximation errors in both schemes, and establish a direct connection between the SVIs and the PDE problems.
1.4. Organization of the paper. In section 2, we show the connection between the quantities A and A 1 to the solution of non-standard parabolic problems, the functions B and B 1 to the solution of non-standard elliptic problems and the functions C and C 1 to the solution of non-standard Poisson problems. In Section 3, we present a numerical approach for solving non-standard BKEs. The method is first presented and applied to the elasto-plastic problem. Then, it is applied to the obstacle problem. Numerical results are presented. In Section 4, we compare the approach proposed in this paper with previous techniques employed for a white noise EPPO. Finally, in Section 5, broader impacts of the present method are discussed for promising engineering applications.
The Partial Differential Equations for A, B, C and
It is possible to relate the functions A and A 1 to the solution of parabolic problems, the functions B and B 1 to the solution of elliptic problems and the functions C and C 1 to the solution of Poisson problems. In the first part of this section, we present these problems in the case of H " 0. Then, in the second part, we provide a formal presentation of the corresponding problems for the two non-smooth problems targeted in this paper.
For T ą 0 and a domain Ω of R 2 , we use the notation C ‹ pΩˆr0, T sq for the set of continuous functions on Ωˆr0, T s that are C 1 -regular with respect to x, C 2 -regular with respect to y and C 1 -regular with respect to t. We use the notation C ‹ pΩq for the set of continuous functions on Ω that are C 1 -regular with respect to x and C 2 -regular with respect to y. We use the generic notation Γ for
because it helps to write the quantities A, B, C and A 1 , B 1 , C 1 in a compact form.
2.1. The case H " 0. Here, Proposition 1 connects the solution of (1) to PDEs related to A, B, C and
the process
is a martingale under F t fi σtW s , 0 ď s ď tu. Moreover, for any function
Proof. From the assumption on φ the stochastic integral
defined. Thus, (7) is obtained by using Ito's formula,
is a martingale with respect to F t . Similarly for φ 1 ,
Hence, (8) is obtained using Ito's isometry.
Theorem 2 (Backward-in-time parabolic problems). Consider functions
w λ`µ q, respectively, and that
and
Then we have A " upx, y, 0q and A 1 " puv`wqpx, y, 0q.
Proof. Applying (6)- (7) of Proposition 1 to φ " u, the solution of (9), we get E`Γ λ T pf, gq˘" upx, y, 0q. Applying (8) of Proposition 1 to φ " u and φ " v, we get
Finally, applying (6)- (7) of Proposition 1 to φ " w, the solution of (10), we get wpx, y, 0q " Eˆż
Therefore, E`Γ λ T pf, gqΓ µ T`h pϕ, ψq˘" puv`wq px, y, 0q. Proof. This is a direct consequence of Theorem 2.
Theorem 4 (Degenerate elliptic problems). Consider functions u λ , v µ , w λ`µ P C ‹ pR 2 q. Assume that u λ , v µ , w λ`µ satisfy
Then we have B " u λ px, yq and B 1 " pu λ v µ`wλ`µ qpx, yq.
Proof. Under Assumption (A 1 ), using Proposition 1,
and under Assumption (A 2 ), direct calculations yields
Assume that pX t , Y t q has a unique invariant probability measure ν on R 2 in the sense that for any continuous function f satisfying νp|f |q ă 8, we have Ef pX t , Y t q " νpf q provided that pX 0 , Y 0 q is distributed according to ν. The proof of the following Theorem is similar to the above proofs.
Theorem 5 (Degenerate Poisson problems). Consider functions U, V P C ‹ pR 2 q. Assume that g and ψ satisfy νp|g|q ă 8, νp|ψ|q ă 8 and U, V satisfy
together with
Then we have
2.2. Non-standard PDEs of SVIs: elasto-plastic and obstacle problems. In a similar manner to the results above for the case H " 0, here we present non-standard PDEs related to SVIs modeling the elasto-plastic (2) and obstacle (4) problems. First, for each problem, we give a description of the infinitesimal generator of the corresponding process for which an analogue of Proposition 1 can be obtained. Then, we only present the non-standard backward-in-time parabolic problems in analogy to Theorem 2. For the non-standard elliptic degenerate and Poisson problems, the idea remains basically the same as in Theorem 4 and Theorem 5.
Without loss of generality, we can assume here that
and D˘fi t˘1uˆp´8, 8q, DT fi t˘1uˆp´8, 8qˆp0, T q. In the elasto-plastic problem, using Ito's lemma, the generator of pZ t , Y t q is defined on any function φ P C ‹ pDq and satisfies
In the obstacle problem, (this is formal) the generator of pX t , Y t q is defined on any function φ P C ‹ pDq such that φp˘1, yq " φp˘1,´eyq in˘y ą 0 satisfies
Theorem 6 (Non-standard problems for the elasto-plastic problem). Consider functions u P C ‹ pDˆr0, T sq, v P C ‹ pDˆr0, T`hsq, w P C ‹ pDˆr0, T sq. Assume that u, v, w satisfy pA u λ q, pA v µ q, pA w λ`µ q, respectively, (w.r.t to the solution of (3))
A " upx, y, 0q and A 1 " puv`wqpx, y, 0q.
Theorem 7 (Non-standard problems for the obstacle problem). (5))
Bv By inD T , wp˘1, yq " wp˘1,´eyqinDT , wpT q " 0inD then the corresponding A and A 1 satisfy
3. Numerical computation of A, B, C and
In this section, we first explain the probabilistic numerical approach for SVIs of the elastoplastic (3) and obstacle (5) problems. Then, we present a numerical approach for solving non-standard BKEs. The method is first presented and applied to the elasto-plastic problem (13) , (14) and (15) . Then, it is applied to the obstacle problem, (16) , (17) and (18). 3.1. Discretization of SVIs and Monte Carlo approach. For the probabilistic numerical scheme of tpZ t , Y t q, t ě 0u of (3), we use a time step δt ą 0. Then we construct random variables tpZ n , Y n q, 1 ď n ď N δt u and a partition of r0, T s,
Here, for each 1 ď n ď N δt , pZ n , Y n q is an approximation of pZ tn , Y tnq . We refer to [3] for a detailed presentation of the algorithm. To be concise, we only explain the computation of quantities of type A. For any choice of well-behaved functions f and g, we proceed with the following approximation (19) Figure 1 . Discretization of D. At black points, the discretized equation is satisfied. At grey points, homogeneous Neumann boundary conditions are used, and at red points non-standard boundary conditions are employed.
where tpZ m , Y m q, m " 1, . . . , Mu is an i.i.d. sequence of trajectories produced by the algorithm.
Details of the probabilistic numerical scheme to compute tpX t , Y t q, t ě 0u in (5) are given in Appendix A. Then we use a similar approximation to that given by (19) in terms of pX, Y q of (5).
Discretization of PDE problems.
To numerically approximate the solutions of (13), (14) and (15), we use a finite difference scheme. We truncate the unbounded domain D to obtain D Y fi p´1, 1qˆp´Y, Y q, where Y is chosen sufficiently large that the probability of finding the underlying process outside D Y is negligible. We apply a homogeneous Neumann boundary condition at y "˘Y . We consider a two-dimensional rectangular finite difference grid, G fi tpz i , y j q fi p´1`pi´1qδz,´Y`pj´1qδyqu 1ďiďI,1ďjďJ , where δz fi
. Here, I, J are odd integers of the form 2Ĩ`1, 2J`1. The total number of nodes in G is N " IJ. The numerical approximations of upz i , y j , t n q, vpz i , y j , t n q and wpz i , y j , t n q are denoted by u n i,j , v n i,j and w n i,j and the corresponding vectors collecting all the unknowns are u n , v n and w n . We use the notation f i,j , g i,j , ψ i,j , ϕ i,j for f px i , y j q, gpx i , y j q, ψpx i , y j q and ϕpx i , y j q and the corresponding vectors are f , g, ϕ, ψ. Here, t n fi nδt discretizes the time and N T δt " T , N T`h δt " T`h. Using an implicit Euler method to discretize in time together with finite differences in space, the first conditions in (13), (14) and (15) at the black points in Figure 1 
where pD y uq i,j and pLuq i,j are centered finite differences, pD y uq i,j fi u i,j`1´ui,j´1 2δy
and first order upwind differences (20)´pLuq i,j fi´pL y uq i,j´m axp0, y j q´u i`1,j´ui,j δz¯´m inp0, y j q´u i,j´ui´1,j δzw ith pL y uq i,j fi´1 2ˆu
δy˙.
The nonstandard boundary conditions (second condition) in (13), (14) and (15) at the red points in Figure 1 are discretized by the same formulae with L replaced by L˘. Here, pL˘uq i,j are defined by 
This results in the following linear system to be solved in each time step:
where M is a sparse NˆN-matrix that does not depend on n.
For the computational results presented in the remainder of this paper, we use a C code that implements a Monte Carlo (MC) probabilistic simulation to approximate the solution of (3). We use a MATLAB implementation for the PDE approach (24). Here, an LU factorization is used for solving the linear systems arising from the PDE-approach. For time-dependent PDE simulations, the LU factors are computed once upfront and reused throughout the simulation. Implementations are available upon request.
3.3.
Numerical results for the elasto-plastic problem. We first present an empirical study on the convergence of the probability of the plastic state (E 1 ) and the mean kinetic energy (E 2 ). The results presented in Figure 2 provide insight into the dependence of the PDE solution on the domain truncation L and on the number of discretization points. Note in particular, that the convergence of EpY a sufficiently fine mesh withĨ "J ě 100 is required to properly resolve the PDE problem. Next, in Figure 3 , we present systematic numerical comparisons between the PDE and the probablistic Monte Carlo (MC) approach. In particular, we show comparisons for the quantities (E 1 ), (E 2 ), (E 3 ), and (E 4 ). We have chosen discretization parameters, for which we found small approximation errors in our previous tests summarized in Figure 2 . As can be seen, the results found from the PDE solution closely track the results from the probabilistic simulation. However, some quantities are harder to approximate than others and it appears that for the correlation structure in the kinetic energy, as shown in Figure 3(d) , there is a slight discrepancy between the PDE and probabilistic results. This may be related to the fact that the quantity is quartic in the velocity. From Figure 3 , we observe as expected from theory (see [8] ) that pZ T , Y T q has a unique invariant probability measure. Thus, when T becomes large, for any well-behaved function f , Ef pZ T , Y T q becomes constant and E´ş T 0 f pZ t , Y t qdt¯2 obeys linear growth with respect to T . To the best of our knowledge, except quantities of type A for large time [3, 10] , quantities of type A, B, C or A 1 , B 1 , C 1 (both transient and stationary case) have not been computed using PDE formulations in such a general framework previously.
3.4.
Numerical results for the obstacle problem. Next, we present numerical results for the stochastic obstacle problem. As above, for the PDE formulation (16), (17) and (18) we use a finite-difference scheme in space and the implicit Euler method in time. The main difference compared to the discretization for the elasto-plastic problem presented in Section 3.2 is in the discretization of the non-standard boundary conditions to be satisfied at the red points in Figure 1 . We recall that the boundary conditions on DT in the PDEs for the elasto-plastic and obstacle problems are different because they reflect different boundary behaviors for the underlying stochastic processes. In the elasto-plastic problem, the boundary condition (plastic phases) solves a boundary value problem whose boundary data is also a part of the problem. In the obstacle problem, the boundary condition (impacts with the obstacle) consists in identifying the values of the solution on DT to those on x "˘1,¯y ą 0. u 1,j " c j u 1,je`p 1´c j qu 1,je`1 and v 1,j " c j v 1,je`p 1´c j qv 1,je`1 for 1 ď j ďJ, u I,j " c j u I,je`p 1´c j qu I,je`1 and v I,j " c j v I,je`p 1´c j qv I,je`1 forJ`2 ď j ď J, where j e fi 1`" 1 δy pL y´e y j q  and c j fi y je`1`e y j δy .
We note that y j is defined to be on the grid, but, in general, the quantity ey j will not correspond to a grid point for e P p0, 1q. Consequently, the value imposed in u 1,j (or in u I,j ) is a value interpolated between the values of u at the two nearest neighbors of´ey j in the grid. Here we use the notation ras for the integer part of a. In the purely elastic case e " 1, j 1 " J´pj´1q and c j " 1 whereas in the purely inelastic case e " 0, j 0 "J`1 and c j " 1.
In Figure 4 , we present numerical comparisons between the PDE and probabilistic MC approaches for (E 1 2 ) and (E 1 3 ). As can be seen, the solution of the PDE approach agrees well with the solution of the probabilistic simulation. We also observe that when T becomes large, the expectation (left plot) becomes constant and the variance (right plot) grows linearly. While we expect that ergodicity holds for the obstacle problem, to the best of our knowledge this has not been proven in the literature. Additionally, as far as we are aware of, quantities of type A, B, C or A 1 , B 1 , C 1 (both transient and stationary case) have not been computed using PDEs in such a general framework before. Observe that (E 3.5. Long-time behavior. Next, we present results for the solution of the stationary versions of (13) combined with (15) , and of (16) combined with (18) where λ is chosen small enough. We remind the reader that λu approximates a quantity of the form lim tÑ8 Ef pZ t , Y t q when λ is small. We use a similar finite-difference procedure as above for the time-dependent case to obtain a linear system of the form (25) pλI`Mqu " f . Again, we first compare results computed using the discretized PDE approach (25) with results based on Monte Carlo simulations. For the elasto-plastic PDE discretization, we usẽ I "J " 800, i.e., the overall number of spatial unknowns is p2Ĩ`1qp2J`1q " 2, 563, 201, and we choose λ " 10´3. For the Monte Carlo simulation, we use δt " 10´5. We present the comparison between the PDE and the Monte Carlo (MC) approach in Table 2 . For the obstacle problem, the spatial discretization usesĨ "J " 500, amounting to overall 1, 002, 001 unknowns. We again use λ " 10´3. Results of the comparison between the PDE and the Monte Carlo approach are given in Table 3 . As can be seen, for both the obstacle as well as the elasto-plastic problem, the results obtained with Monte Carlo are close to the PDE results. To study the interplay between the time discretization and the Monte Carlo errors, we considered the case of the growth rate of the variance related to the plastic deformation in the elasto-plastic problem. Approximations of (E 1 ) and (E 3 ) are shown in Table 1 for P Y " 0.25 and for different values of δt and T . The approximation of (E 1 ) is given by (19) with g " 0 and f py, zq " 1 t|z|"P Y u and the approximation of (E 3 ) is given by
where gpy, zq " y1 t|z|"1u . In both approximations, pZ m n , Y m n q satisfies the probabilistic numerical scheme for (3) and the Monte Carlo sample size is 10 5 . For the approximation of (E 1 ) we observe a relatively fast convergence towards a constant with respect to T ě 3 whereas for the approximation of (E 3 ) a sufficiently large value of T ě 150 is required to see the convergence. For both cases, a sufficiently small value of δt " 10´4 is required. Empirically, the data indicates that the error is roughly halved as the time step is divided by 10. [3, 6, 10] for a white noise EPPO at large time
Comparison with
In this section, we compare the approach proposed here with previous techniques employed for a white noise EPPO. Table 2 . Results using PDE and MC method approaches for the elastoplastic problem (3) for different plastic yields P Y : Probability (E 1 ) of plastic state for T Ñ 8, pT ě 5q. Asymptotic growth rate (E 3 ) of the plastic/total deformation for T Ñ 8, pT ě 150q. If the values of the function u were known at z " P Y , y " 0`and z "´P Y , y " 0´, the stationary version of (13) would be a degenerate elliptic PDE with a standard Dirichlet boundary condition. This PDE could be solved by a standard numerical approach. However, the challenge in solving this problem resides in the fact that these values are not input data of the problem but part of the solution. This makes it a non-standard problem and more challenging to solve. As a remedy, a superposition approach has been proposed in [3] . To ensure continuity of u at the points pP Y , 0q and p´P Y , 0q, the linearity of (13) allows to compute the solution as a linear combination of the following three local problems:
Then, finding a continuous solution u amounts to finding scalar values u`and u´such that u " v`u`π``u´π´is continuous in p´P Y , 0q and pP Y , 0q, which requires to solve the following linear 2ˆ2 system:
Remark 8. It is important to note that this technique in [3] is based on the superposition of local PDEs and is thus specific to the case of a SVI modelling an elasto-perfectly-plastic oscillator (EPPO) excited by white noise. It has no natural extension to more general EP or obstacle problems. Indeed, as explained above, solving the KE with non-standard boundary conditions corresponding to an EPPO excited by white noise reduces to solving two linear equations for two unknown scalars. For more general problems as targeted here, one must find unknown functions, and thus the superposition method cannot be employed straightforwardly. This superposition technique has a probabilistic interpretation in terms of novel notion of short cycles as defined in [5] . [6, 10] for the growth rate of the variance of ∆ t at large time. In [6] , the growth rate of the variance of ∆ t at large time has been characterized. Relying on (3), the authors proposed a novel and simple formulation of the evolution of the system in terms of stopping times in order to identify a repeating pattern in the trajectory, namely long cycles. This concept is summarized next.
Approach in

Definition 9.
A long cycle of the solution pZ t , Y t q of (3) is a path, enclosed by the stopping times τ 0 and τ 1 defined below, starting and ending in one of the two points tp´P Y , 0q, pP Y , 0qu which has touched the other point at least once. Similarly, a half long cycle is a path enclosed by the stopping times τ 0 and s 0 , or by s 0 and τ 1 . In a recursive way, a sequence of stopping times τ n can be defined where τ n is the time when the n-th long cycle ends.
With the notation τ 0 fi inftt ą 0, Y t " 0 and |Z t | " P Y u, δ fi signpZ τ 0 q, which labels the first boundary reached by the process pZ t , Y t q, and # s 0 fi inftt ą τ 0 , Y t " 0 and Z t "´δP Y u, τ 1 fi inftt ą s 0 , Y t " 0 and Z t " δP Y u, they obtained a probabilistic expression for the coefficient of the growth rate of the variance of ∆ t as follows: In [10] , using a Fourier transform approach, an analytic framework for µ and γ 2 has been proposed.
Remark 10.
It is important to note that the technique in [6, 10] of splitting the trajectory in terms of long cycle (an identically independent distributed repeating pattern) is specific to the case of a SVI modelling an EPPO excited by white noise. It has no natural extension to more general EP, obstacle or colored noise problems. Moreover, it cannot be employed for short durations.
Conclusions and perspectives
BKEs with non-standard boundary conditions that describe non-smooth stochastic processes have been (formally) derived and numerically solved. Important examples from engineering have been successfully treated. The present work will pave the way for promising new research. Indeed, the technique presented in this paper is straighforwardly generalizable to a broad range of cases where F and G are time-dependent and to problems driven by colored noise. This framework can also be extended to a PDE interpretation of Power Spectral Densities. It can also be employed to solve Hamilton-Jacobi-Bellman Equations and Free Boundary value problems related to the stochastic optimal control and optimal stopping of a class of non-smooth stochastic dynamical systems.
Appendix A. Probabilistic simulation
Below a detailed implementation of the probabilistic simulation for (5). For T ą 0, N P N and δt fi 
