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ABSTRACT
EVALUATION OF OCEAN-ENERGY CONVERSION BASED ON LINEAR
GENERATOR CONCEPTS
Michal Allen Stelzer
Old Dominion University, 2012
Director: Dr. R. P. Joshi

A turbine generator is a device that converts mechanical rotation into electrical
energy. Unfortunately, the primary driving force that has been used to provide this
rotation has, thus far, been fossil fuels. Although fossil fuels have proven to be a reliable
resource to continually supply the growing demand for electrical power, they are not
without their financial and environmental drawbacks. With the continuously increasing
demand for energy, it is hypothesized that the world may, in time, exhaust this precious
natural resource and/or inflict permanent environmental damage upon our planet.
However, motions that occur in nature, such as ocean waves, can play a significant
role in generating environmentally safe and economically viable energy for human
utilization.
As part of research at Old Dominion University, we propose to use a linear electrical
generator (which uses a "back-and-forth" motion of a piston rather than a rotational
movement) to probe the production of electrical energy simply from ocean waves. This
would also be a less complex design compared to that of conventional rotational versions.
Quantitative analysis for the voltage and power produced from the linear generator for a
given set of ocean-wave characteristics will also be carried out, probed and discussed.
Previous research into this topic has primarily relied upon modeling an ideal buoy
(i.e., one that matches the waves' height and motion at each instant in time) responding to

the surface ocean waves under the regular wave regime. This work, however, more
closely analyzes the physical properties of the buoy and predicts the electrical power
generation capabilities from a seabed mounted linear generator Wave Energy Convertor
(WEC) tethered to the floating buoy operating under the influence of a non-ideal buoy
and the more realistic irregular wave regime. Several buoy sizes will be modeled to
exploit the buoys' natural heave frequency in an attempt to create a greater heave
response for a given set of sea state conditions. It will be shown that a greater heave
response from the buoy generally leads to an increase in the generated power from the
linear generator.
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CHAPTER I
INTRODUCTION

1.1

Introduction and background
World energy consumption has increased dramatically since 1950 and the extra

demand to date has been provided primarily by fossil fuels [1]. Figure 1.1 shows one
such projection for the world energy demand and the sources expected to supply that
demand to the year 2050.

40.000

Worid energy supplies
1975-2050
Woiid
energy
demand

Nuclear energy
(Assuming no fast reactors)

Piimaiy energy
(Million tons of
20,000coal equivalent
per year)
Hydrocarbons

01975
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Figure 1.1. Future world energy supply and demand expectations [1].

Today, more than 80% of the world's electric power is generated from fossil fueled
plants, which produce harmful CO2 pollution as a by-product [2]. Since the demand for
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electricity is forecast to increase in the future, the need for generating clean (non-harmful
to the environment), economical, and renewable (also termed 'green') energy is everincreasing.
Currently, the focus to create this energy has been in the areas of biomass, wind
power and solar energy. However, direct electrical conversions of energy from these
sources so that they possess a high degree of utilization (high number of full load hours
per year) and high power density (concentrated power), have been considered to be both
difficult and uneconomical [2]. Thus, alternate sources for creating 'green' energy must
be investigated.
A few key points highlighting the projections and potential of harnessing wave
energy for electrical generating purposes are listed below.
(a) It is estimated that more than 30% of the electricity consumption within the
European Union alone can be supplied by wave energy [3].
(b) The total annual average wave energy off the U.S. coastlines, computed at a water
depth of 60 meters, has been estimated to be 2,100 Tera-Watt-Hours (TWH) [4].
(c) Estimates suggest that wave motion may be harnessed to generate 1-10 trillion
Watts (1-10 TW) of energy per year [5 - 6].

1.2

Sources of alternate energy
A few of the commonly considered sources of alternative 'Green' energy are briefly

considered in this section for a general overview and completeness.

3

1.2.1 Tidal energy
Tidal energy (TE) is one option for extracting power from water. TE was harnessed
hundreds of years ago when tide mills were erected along the coastlines of England,
Wales, Brittany, the Lowlands, Spain, Russia, and the Atlantic coasts of Canada and the
United States [7]. Figure 1.2 depicts a seaward view of the Ranee River installation that
is currently in operation.

Figure 1.2. The Ranee tidal power station with the city and harbor of St. Malo [8].

In order to utilize the natural motion of a tide to generate electrical energy, a dam
must be constructed across a tidal embayment, basin, or estuary. The water's rising
and/or falling movements can then be harnessed to drive an electrical generator.
Unfortunately, the number of sites suitable for tidal power plants is limited by the
following factors [7]:

4

1.

The long dam needed to close off an embayment is expensive to build.

2.

A head of greater than 5 meters is required to turn the turbines.

3.

A site that is too distant from its potential market experiences high power
losses.

Hence, tidal energy does not appear to be a reliable and efficient source of power.

1.2.2

Wind energy

The wind provides considerable energy offshore, and sea- or land-based electricity
generating plants could utilize it to convert the rotational energy from a windmill or wind
turbine into electrical energy [7]. Figure 1.3 depicts a typical offshore wind farm.
The disadvantages, however, associated with utilizing wind power to generate
electricity include the following: (a) the high cost of manufacturing large windmills, (b)
the inconsistency of the blowing wind, and (c) the navigational hazard that large, floating
windmill systems pose to passing ships.
Furthermore, as the water depth in which the windmill is to be erected increases, the
cost of offshore foundations will increase as well due to the added complexity and
resources that are required for construction and maintenance below the waterline [9].

Figure 1.3. An offshore wind farm located in the North Sea off Belgium [10].
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1.2.3 Current energy
Current energy uses the natural ocean current to mechanically turn a generator in
order to produce electrical energy as shown in Figure 1.4.

This type of energy

conversion is highly inefficient since windmills and turbines immersed in a free stream
only intercept a portion of the passing current [11].
Additionally, in an open free stream, such as an ocean current, the restriction to the
flow through the energy conversion device cannot be too great or the flow will merely be
displaced around the unit. Furthermore, the collection devices must not be spaced so
close together that the overall flow of the current is restrained [7].

Sea level

Seabed

Figure 1.4. An example of a current turbine electrical generation plant [11].

Additional problems associated with current energy conversion include the following:
corrosion, materials compatibility, marine bio-fouling of turbine blades, seasonal
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variations to current flow, as well as engineering problems associated with hydrodynamic
and structural design [7]. Finally, since water is about 800 times denser than air, current
turbines would need to be constructed to be much sturdier than those for wind turbines,
causing them to be heavier and more expensive to build [11].

1.2.4 Biomass energy
Marine plants can be used as a source of fuel in the form of methane or liquid
hydrocarbons. The basic principle is to grow kelp, using nutrients brought up from the
deep, harvest them, and then have them anaerobically digested into methane. Since kelp
reproduces it weight every four to six months, researchers estimate that a 1-mile square
kelp farm could feed 2,000 people and satisfy the natural gas need for 300 individuals
[7]Biomass conversion can occur on near-shore facilities or on marine facilities
operating in the appropriate climate conditions. However, the level of productivity per
hectare in the sea exceeds that of a land based facility. Although it is possible to grow
giant kelp on offshore-submerged floats, these platforms are costly to manufacture and
provide hazards to ocean navigation. Additionally, if they are of considerable size, they
are more vulnerable to damage from adverse weather conditions [7].

1.2.5 Geothermal energy
Geothermal energy results from the heat of the Earth, it is present as natural
radioactivity in small quantities in all rocks. This heat increases with depth into the earth
and is transferred to the surface by steam or water.

7

Geothermal energy plants utilize the Earth's natural geothermal energy to turn
turbines in order to generate electrical energy. Today, there are fourteen geothermal units
generating electricity at The Geysers in Northern California, producing 500 MW of
electricity, an amount sufficient to serve 150,000 people [7].
Geothermal plants can transfer thermal energy from the earth into electrical energy by
either the direct or binary process. The direct process straightforwardly utilizes thermal
energy from the earth to rotate a turbine in order to generate electrical energy. In the
binary process, the earth's thermal energy (in the primary system) is used to heat a
secondary fluid (in the secondary system) that expands through the turbine as a vapor and
rotates the electrical generator. The vapor is then cooled by the condenser and is returned
to the heat exchanger to be used for the next cycle. An example of a basic binary
geothermal power plant is illustrated in Figure 1.5.

ELECTRICAL
POWER
OUTPUT
GENERATOR
CONDENSER

HEAT

HZZZ

EXCHANGER
EARTH'S SURFACE
PUMP

EZZ3= FREON VAPOR
EM = FREON LIQUID
!>.
'• I = WATER

Figure 1.5. A basic binary geothermal electrical power plant [7].
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The problems associated with geothermal energy utilization include environmental
(disposal of salt water, toxic liquid wastes, release of hydrogen sulfide and methane),
technical (melting of drilling equipment and corrosion) and economic (reducing the cost
of drilling) problems.
Geothermal energy production is also suspected to produce a negative impact upon
the environment by creating higher surface water temperatures, as well as noise, water,
and air pollution. Therefore, the utilization of the oceans geothermal energy will have to
be delayed until further technological refinements are discovered, a thorough assessment
of the impact that the activity will have on the environment is determined, and
international legal issues in dealing with tapping energy from the sea are clarified [7].

1.2.6 Ocean energy
Wave energy has the potential to make a major contribution toward supplying
electrical energy free from the dependency of fossil fuels. Ocean waves form when a
passing wind imparts force on to the open water. Thus, wind blowing over the surface of
the ocean causes waves to be generated by the transfer of energy and momentum from
the wind field [12]. The resulting wave can travel great distances across the surface
before dissipating. Estimates suggest that a one-meter wave front carries approximately
100 kW of power [5]. This significant amount of renewable energy is dissipated
wastefully as the surface waves clash upon the shoreline of any beach.
Waves have several advantages over other forms of renewable energy, such as wind
and solar, in that the waves are more available (seasonal, but more constant) and more
predictable with better demand matching. Wave energy also offers higher energy
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densities, enabling devices to extract more power from a smaller volume at consequent
lower costs and reduced visual impact [13].
Wave energy production devices can be stationed either by the shoreline or at an
offshore location. An offshore device has the benefit of having a higher average unit
capacity than that of a shoreline device making individual devices very effective,
especially for remote or island communities. On the negative side, however, offshore
devices are more difficult to access for maintenance purposes. Due to their larger
capacity, offshore devices represent the most significant wave energy sector, contributing
up to 58% of all forecast capacity [14]. On the other hand, higher installation costs and
fewer potential sites limit shoreline facilities. These sites only accounted for 8% of the
capacity forecasted from 2004-2008 [14].
With the aid of Wave Energy Converters (WECs), it is possible to convert the natural
rhythm of the ocean into practical 'green' energy which is of great benefit for human
utilization as well as non-detrimental to the environment. From the standpoint of
Electrical Engineering, the main idea is to convert the periodic mechanical wave motion
ever present in the oceans into electrical energy. The most convenient approach for this
would logically appear to be the use of electrical generators. Such generator devices
typically convert the movement of a "rotor" into electricity in the presence of a magnetic
field environment.
Some North American energy data is available from publications by the Electric
Power Research Institute (EPRI) [15]. The U.S. wave and current energy resource
potential that could be credibly harnessed is about 400 TWh/yr or about 10% of national
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energy demand. The EPRI studied the U.S. wave energy resource and estimates it to be
about 2,100 TWh/yr.
Assuming an extraction efficiency of 15% wave to mechanical energy (which is
limited by device spacing, device absorption, and sea space constraints), typical power
train efficiencies of 90% and a plant availability of 90%, the electricity produced is about
260 TWh/yr. This is roughly equal to an average power of 30,000 MW at rated capacity
of about 90,000 MW. This amount equals the total 2004 energy generation from
conventional hydropower, which is about 6.5% of the total U.S. electricity supply. The
Canadian wave energy resource was studied by Natural Resources Canada (NRC) and
found to be about 1,600 TWh/yr.

1.3

Concepts in wave energy conversion
Modern ocean-wave energy research began during the oil crisis of the 1970s. Much of

the early work was conducted by Salter [16] and Evans [17] in Great Britain and Falnes
[18] in Norway, among others. Several promising concepts were developed by 1980
including point-absorber wave energy converters such as the infamous Salter duck [16]
and oscillating water-column (OWC) devices utilizing a Well's turbine [19] for power
take-off. With the decrease in oil prices in the early 1980s, much of the funding for ocean
wave energy conversion was cut and no full-scale demonstrations of the technology were
constructed. However, recent concerns about global warming and the increasing price of
conventional energy has led to a resurgence in research on ocean wave energy
conversion.
The main criteria for designing an ocean energy conversion system typically are
survivability, reliability, and maintainability. So, systems often consist of a sea floor

mounted frame and housing, tethered to a buoy to couple with the waves. Putting the
actual generation device on the floor is chosen for two reasons. First, housing the
generator in a buoy would create the need for a specially designed buoy. Mounting on the
ocean floor, on the other hand, allows the selection of a commercial off-the-shelf buoy
rather than redesigning the generator housing for different buoy profiles. Second, the
surface can be a violent and harsh environment. Although the ocean floor has its
drawbacks as well, the rough and turbulent conditions at the surface can be avoided.
Thus, maintainability is reduced by having the system submerged.
There are four general categories of ocean wave energy converters (WEC). These are
the: oscillating water column (OWC), attenuator, overtopping, and point absorber. These
four are discussed very briefly below.
a) Oscillating water column (OWC): The OWC operates on the principle of air
compression and decompression. An inverted chamber is placed in the water such
that waves cause the "floor" of the chamber to rise and fall, therefore compressing
and decompressing the air in the chamber. A turbine is placed at a small opening
in the chamber to capture energy from the air as it rushes in and out.
b) Attenuator. Attenuators are usually devices with rectangular aspect ratios that can
be oriented perpendicularly or collinearly with the wave front. For example, an
energy absorbing structure on a jetty would be an attenuator. One of the largest
commercial devices, the Pelamis, is an example of an attenuator design that is
oriented perpendicular to the wave, spanning more than a wavelength.
c) Overtopping: Overtopping devices are effectively low head hydro systems. Large
arms, either on the shore or on a floating structure, channel waves toward a
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central collection basin. As the waves are focused on the basin, the volume of
water rises up and spills over a retaining wall to fill the basin. This creates a small
elevation differential with the surrounding water level that can be exploited via a
standard low-head hydro turbine.
d) Point absorber. Point absorbers, often simply called a "buoy," are single,
relatively small devices (compared individually to the other WEC types). They
are typically (though not necessarily) cylindrical in shape and constrained to one
major degree of motion, usually up-and-down (i.e., "heave"). They are generally
significantly smaller in diameter than a wavelength.

1.3.1 Shoreline devices
Shoreline devices are devices fixed to or embedded in the shoreline. Examples
include the oscillating water column (OWC), which is the most developed of the
shoreline devices. An OWC system has a partially submerged hollow air chamber, which
opens to the sea under the water line. A wave enters the air chamber and forces the air in
the column to pass through a turbine; when the wave retreats, the air will be drawn back
and passes through the turbine again [20] as shown in Figure 1.6. The turbine can be
unidirectional or self-rectified. The unidirectional 'Wells turbine' is the best-known
turbine for this kind of application. The world's first commercial wave power unit was
the LIMPET 500, an OWC system mounted on the cliffs of the Islay island in Scotland
by Wavegen. It generates a peak power of 500 kW, enough to provide service for about
400 island homes. This system has successfully fed electricity into the UK's national grid
since November 2000.
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Another representative of OWC technology is in development by Energetech in
Australia [21]. Compared to the LIMPET, it uses a variable pitch turbine instead of the
Wells to achieve higher system efficiency, and it has a relatively cheap parabolic wall
behind the OWC to focus the wave energy on to the more expensive collector and
associated plant.
The 'pendulum' was developed by the Japan Marine Science and Technology Center
(JAMSTEC). It consists of a concrete box with one end open to the sea. A steel pendulum
flap is hinged over this opening. Waves cause the pendulum flap to swing back and forth
to power a hydraulic pump through a hydraulic system, which supplies a generator.

Wells Turbine
Air Column
Front Wall
Back Wall
Wave Direction

Figure 1.6. Working principle of an oscillating water column (OWC) [21].

The tapered channel system, or the TAPCHAN, was developed by Norwave AS of
Norway. It applies the working principle of a traditional hydroelectric power plant. The
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seawater is tapered into the reservoir constructed on a cliff and then flows back to the sea
through a low-head hydroelectric generator to generate electricity [21].

1.3.2 Near-shore devices
Near-shore devices are in between the shoreline devices and offshore devices. Nearshore devices are used to extract the power directly from the breaker zone and the waters
immediately beyond the breaker zone. Again, several approaches have been proposed.
The ocean swell powered renewable energy (OSPREY) is designed to operate in 15m
of water within 1 km of the shore, generating up to 2 MW of power for coastal consumers
[20]. The Mighty Whale is a floating OWC based device developed by JAMSTEC. A 120
kW prototype with three OWC's in a row has been operating since 1998 in water depths
of 40 m, 1.5 km off Nansei-Town in Japan. The wind and ocean swell power (WOSP), is
an integrated near shore wave and wind-powered station. It is designed to operate in
much the same way as the OSPREY device, generating 3.5 MW of power, and offers
major advances in accessing multiple offshore renewable energy resources [20]. Another
example of a near-shore device is the Pelamis developed by Ocean Power Delivery in
Edinburgh, Scotland [22]. This device is a semi-submerged, articulated structure
composed of cylindrical sections linked together by hinged joints. As the waves peak and
trough, the sections of the Pelamis act as a pump to move hydraulic fluid through hydroturbine generators. The power generated from each segment runs to an underwater
substation and then to land via a submersible electric cable. A 750 kW prototype of the
OPD Pelamis was tested in August 2004 off the coast of Orkney. Scotland.
The Pelamis, as mentioned above, uses a rotational generator for ocean energy
conversion and is shown in Figure 1.7. This device functions on the principle that wave

motion can be converted into reciprocal motion using vertical floating plates to create a
liquid pumping action [7]. The pumping liquid is then routed through a pneumatic motor
to turn an electrical generator. The central aim of this device is to ensure that it can
survive virtually maintenance free while operating in very adverse marine weather
conditions as opposed to other systems which have been optimized in favor of maximum
energy conversion. Thus ruggedness and durability, rather than efficiency, are the central
objective of the Pelamis.

• J* . ,4'\.
.....

%

Figure 1.7. The Pelamis Wave Energy Converter on site at the European Marine
Energy Test Centre (EMEC) [23].

1.3.3 Offshore devices
Offshore devices, such as the proposed buoy generator, are the farthest out to sea;
they extend beyond the breaker lines and utilize the high energy densities and higher
power wave profiles available in deep-water (>40 m) waves and surges. In order to
extract the maximum amount of energy from the waves, the devices need to be at or near
the surface. This makes it a requirement to have flexible moorings. In addition, for utility
grid support applications, submersible electrical cables are needed to transmit the
generated power onto land where they can be interconnected to the grid. These devices
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can be placed in such a way that they have little visible impact (e.g., >2 miles offshore)
and can actually provide homes for many aquatic creatures, similar to an artificial reef.
The AquaBuoy is one such offshore buoy system. The technology was originally
patented in Sweden, and is now being promoted by the AquaEnergy Group of Mercer
Island, Washington [24].
Each AquaBuoy is simple in design, operates without polluting the planet, and is
capable of producing up to 250 kW of electricity [25 - 26].

1.3.4 Comparison of different technologies
Shoreline devices have the advantages of being easier to access for installation and
maintenance and they do not need deep-water moorings or long underwater electrical
cables. However, when a wave travels towards the shoreline, its power is greatly reduced
by the friction caused by the rough seabed. This can be partially compensated by placing
the devices at locations of natural energy concentration.
Off-shore devices can take advantage of the more powerful wave profiles available in
deeper water (>40 m in depth). In order to extract the maximum amount of energy from
the waves, these devices need to be at or near the surface, causing them to usually require
flexible moorings and submarine electrical cables for power transmission. These features
cause critical cost issues in construction and maintenance.
Near-shore devices exhibit compromises between shoreline and offshore devices,
e.g., when there are environmental objections to shoreline devices, near shore devices can
provide an alternative solution.
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1.4

Applications for wave power stations
The potential applications for utilizing wave energy for constructive purposes are

numerous. A partial listing of applications for this natural resource is presented below.

1.4.1

Large scale power stations

Wave power stations which supply electricity to mainland national grid distribution
systems would consist of several hundred individual WEC devices. Since most large
scale grid systems are capable of accepting up to 15% of their power from fluctuating
sources, WEC devices could effectively provide for this tolerable condition. Control of
the individual devices is necessary in order to optimize output and each device must be
capable of being shutting down should the grid lose its load [27].

1.4.2 Isolated communities and offshore islands
For isolated communities and offshore islands there is usually an existing diesel
generation system to provide for the local electrical power demand. However, medium
scale (100 kW - 2MW) wave energy converters could be integrated into the system to
function as a fuel saving mode with the diesel generators providing security for the
supply [27].

1.4.3 Sea-water pumping using wave energy
There are several applications which involve the pumping of sea-water. One such
application involves artificially inducing the upwelling of nutrient rich water from the
deep ocean to be used in lagoons for fish or shellfish cultures.
Ocean Thermal Energy Conversion (O.T.E.C.) requires seawater to be pumped
through the system in order to generate electricity. These pumps typically require an

input of 250 kW/MW to operate. Fortunately, favorable O.T.E.C. locations are situated
in equatorial trade wind zones where swell waves are consistent, providing an ideal
opportunity for WECs to provide power to the O.T.E.C. pumps [27].

1.4.4 Wave energy desalination system
This application uses a sea-water pumping system to bring up seawater which is then
desalinated into freshwater for practical purposes.

1.4.5 Hydrogen production
Hydrogen produced through electrolysis can be used in most modern appliances
without reforming and could be competitive for bottled low pressure gas (L.P.G.). This
application is particularly useful for island communities where the end product is used in
heating and cooking. It is assumed that an integrated wave-diesel system could integrate
an electrolyser to provide for the storage of wave energy (Harris et al. 1978) [27].

1.4.6

Maritime applications

Commercial wave energy converter systems have been in use for a number of years in
sizes up to 5 kW for use in navigational buoys and lighthouse power.
A novel idea for a ship propulsion system using wave actuated aerofoils was
developed in Norway (Jacobsen 1978). This vessel was able to travel up to 4 knots
against the wind and waves when powered by it's fins [27].

1.5

Environmental and social implications of wave energy converters
Although wave energy utilization is not a completely benign activity, its

environmental impact is expected to be low. The environmental and social implications
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to be considered when planning to erect a wave energy conversion plant include the
following:

1.5.1

Direct impact on ecosystems

Although the impact of WECs on the ecosystem is suspected to be minimal, site
specific problems may still arise.

Natural water circulations within the near-shore

regions may be altered due to their interactions with large numbers of WECs moored to
the sea-bed. This disturbance could affect migratory marine species such as salmon and
also the growth of algal species such as Laminaria. Additionally, marine life may get
trapped within the system creating a reduction in energy generation efficiency. Finally,
many areas suitable for wave energy development have unique natural habitats onshore
and conflicts of interest can arise.

For example, the best site for the Norwegian

demonstration scheme was located within a nature reserve [27].

1.5.2 Coastal morphological changes
Morphological alterations occur on sandy coastlines due to wave actions. Short steep
waves, normally generated by storms near the coast, tend to remove (by a process known
as erosion) beach material from the coast, whereas long waves (swells) tend to deposit (a
process known as accretion) material from the deep waters onto the beach. The offshore
(erosion) process generally occurs more frequently in winter storms, while the onshore
(accretion) process occurs during the summer [28].
The effect of near-shore WECs can be used to reduce the wave steepness at the
shoreline.

Although this activity would result in a reduced rate of erosion of the
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shoreline, its effect will only become significant when a large number of WEC devices
are installed [27],

1.5.3 Maritime activities
Wave energy devices are considered hazardous to shipping because they generally
possess a low freeboard. Adequate navigational aids, such as beacons and lighting, must
be installed on these devices to prevent collisions with passing ships. If large arrays of
WECs are installed, navigational gaps must be incorporated into the array to allow for the
passage of ships. The WEC array presents an additional problem for small boats due to
the presence of wave reflections from the converters which cause standing waves to form
of increased amplitude, thereby increasing the difficulty for controlling the boat [28].
Fortunately, most areas with suitable wave climates for WECs also have low marine
traffic densities [27].
The existence of a WEC acts as an artificial reef; which generally cause fish to shoal
around the devices; thereby creating a beneficial effect on fisheries. Care must be taken,
however, to avoid erecting a WEC plant in spawning or feeding regions [27],
Additional concerns that must be investigated prior to the establishment of a WEC
facility include the effects on the local marine life due to the influence of electrical
transmission cables and corona discharges. Transmission cables which transfer electrical
power from the WEC to the shore processing station induce electromagnetic fields and
heat that emit outside of the cable into the surrounding environment. It is suspected that
the radiated electromagnetic field may produce an effect on marine life that may be
sensitive to electric and/or magnetic fields [29-30].

These species include electro

sensitive fish, notably elasmobranches (sharks, skates and rays) as well as eels and other
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fish and mammal species. For example, elasmobranches have been found to be attracted
to electrical fields in the range 0.5-100 jxV/m and potentially repelled by electric fields
above 100 p.V/m [30]. Finally, it is suspected that the audible hum due to corona
discharge may deter certain animals from crossing power line corridors.

1.5.4 Visual impact
It is suspected that the visual impact of wave energy converters will be minimal.
Typically, the devices will be located several kilometers from shore and, due to their low
freeboard, they will not intrude far above the horizon.

However, the on-shore

transmission systems are believed to produce a negative impact upon the scenic beauty of
the land [27].

1.5.5 Socio-economic activity
Regions suitable for large scale wave energy development are generally locations
where the indigenous industrial base is low resulting in a declining population of the local
area. However, the construction of wave energy converters and the availability of energy
can reverse this trend.
Large wave power stations require a great number of WEC devices, which can be
constructed locally to reduce expenses. The establishment of large construction facilities
has proven to significantly impact the local employment figures. In order to erect a
power station rated at 2GW, over 500 WEC devices would need to be fabricated.
Estimates suggest that several thousand people would need to be employed in order to
produce 4 devices per month. At this pace, it would require 10-15 years to complete the
project while simultaneously maintaining a healthy local employment rate.
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Additionally, maintenance of these devices must be conducted on a routine basis in
order to sustain satisfactory performance. Large stations will require about one thousand
specialists in order to perform these tasks. Finally, due to the growing demand for
employment in the area, it is suspected that the local population will rise and additional
businesses will migrate to the region.
Unfortunately, the socio-economic impact of small- to medium- scale wave energy
plants is assumed to be minimal. Existing construction yards could be used to fabricate
the limited number of WEC devices required and the servicing requirements would
likewise be low [27].

1.6 Wave energy economics
The Electric Power Research Institute (EPRI) has estimated that the first utility-scale
wave power plants (which could provide up to 100 MW total installed capacity) would
have a cost of energy (COE) of approximately 10 cents per kWh. This estimated cost is
currently two to three times more expensive than that which can be currently produced
through modern hydroelectric, coal, or wind plants.

However, through large-scale

utilization, the COE for wave energy is predicted to become quite competitive, and may
approach 3 to 4 cents per kWh as the installed world-wide capacity exceeds 10,000 MW.
This low COE estimate is based upon the natural high power density of wave energy, but
the overall COE will also be highly dependent on the reliability, efficiency, and
maintainability of mature wave energy conversion technology. The issues of reliability,
maintainability, and survivability will hold greater significance for ocean wave energy as
compared to wind and solar devices due to the energetic and corrosive nature of the
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ocean. Additionally, the extra safety and financial obligations necessary to perform field
maintenance on these devices must be considered in a cost-to-benefit ratio [31].
Since a number of wave energy technologies are in their pre-commercial stage, in the
absence of experience gained through large-scale deployment, the actual cost scenarios
pertaining to the electrical network design are difficult to predict.

However, the

information on plant cost development can be estimated, to some extent, from the wind
energy sector. As indicated by recent studies (see Figure 1.8), the collection system
(electrical power delivery) for offshore wind farms has encountered higher costs
(approximately 25- 30% more) compared to onshore turbines. This condition arises due
to the added complexity of offshore installations, grid connections and the requirement
for specialized logistics. However, the higher annual wind energy extraction typical for
offshore sites has been proven to be the dominant factor in determining offshore wind's
economic success.

80

Figure 1.8. Capital cost breakdown comparisons for onshore and offshore wind farms
[32-34],
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Since many of the technologies and concepts being used in the wind industry (i.e.
underwater cable, DC transmission with power electronic interfaces, etc.) are potentially
applicable for ocean wave energy plants, it is believed that the cost for collection systems
would remain similar.

1.7 Dissertation outline
Chapter I introduced the requirement to find alternate sources of electrical energy that
are not harmful to the environment in order to meet the public's growing demand for
electrical power. Then, the basic concepts of alternate energy generation techniques
currently in operation along with a description of their advantages and disadvantages
were discussed.

Finally, the analysis of this chapter focused on the wave energy

conversion sector, describing the applications, environmental and social impact, and costs
for installing and maintaining a wave energy plant.
Chapter II provides a literature review of the following topics: the basic
characteristics of surface ocean waves and techniques for measuring and modeling them;
general properties of floating buoys and their wave induced motion, as well as their role
in generating electrical power; and the basic concepts, construction materials,
configuration, and power losses that occur for linear electric generators.
In Chapter III, the mathematical models for the floating buoy and linear electric
generators are constructed. The models are constructed mathematically using formulas
and equations provided from previously published papers. From these models, various
physical and electrical parameters will be derived and plotted, the analysis of which will
be discussed in the following chapter.
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Simulation results are given and an analysis of the data generated is discussed in
Chapter IV. Here specifically, the results for the mathematical models of the floating
buoy and a permanent magnet linear generator are discussed. First, the wave height as a
function of time is computed and plotted for several different sea conditions. Next, the
parameters for a specific buoy are assigned and its motion is simulated under each of the
different sea conditions. Then, a basic linear generator model is introduced and its
generated voltage is compared with those from previously published findings to verify
and validate the model. Finally, the electrical output parameters for the linear generator
operating under various buoy sizes and sea conditions are simulated, analyzed and
compared in an attempt to define the optimal operating conditions.
Finally, conclusions for the models and suggestions for further work in this field are
presented in Chapter V.

CHAPTER II
BACKGROUND AND LITERATURE REVIEW

2.1 Introduction
This chapter is subdivided into the following four main topics:

(a) basic

characteristics of ocean waves, (b) modeling the ocean surface waves, (c) harnessing the
oceans energy through the use of floating buoys, and (d) electrical energy generation
principals using linear generators.
The chapter begins with a discussion of the origin and basic characteristics of surface
ocean waves. Wave properties such as sea state, wave celerity and energy and power
density will be defined both physically and analytically.
A basic introduction to modeling ocean surface waves begins with a discussion of the
characteristics for the regular and irregular wave regimes.

Since all models are

dependent upon real data to be accurate, techniques for measuring wave properties in
both the real ocean and in the laboratory environments are briefly presented. Then,
concepts such as the ocean spectra and a fully developed sea are introduced along with
effective tools, such as the Pierson-Moskowitz and Bretschneider Spectrums, which can
be used to accurately simulate the ocean's surface characteristics under specified
conditions.
The discussion then branches into how the ocean's energy can be used for practical
purposes, such as in the production of electrical energy through the surface wave's
interaction with floating buoys. A short description of floating buoys, including their
physical properties, classes, and the environmental, static and dynamic forces which
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affect them, are presented. Then, the Response Amplitude Operator for the buoy in
heave is briefly described, along with an analysis of how it is affected by the various
buoy parameters.
Principals of electrical energy generation through the mechanical linkage of a linear
generator to a heaving buoy are the topic of the final section. Basic principles of the
magnetic properties of materials, electrical energy generation through the use of a linear
generator, and the power losses that naturally occur during energy production are
discussed.

2.2

Basic characteristics of surface ocean waves
Ocean surface waves are produced through the absorption of wind energy, seismic

activity, and influences by the moon and sun [35]. Wind-generated waves typically have
periods from 1 to 25 seconds, wave lengths from 1 to 1000 meters, speeds from 1 to 40
m/s, and heights less than 3 meters. Seismic waves, or tsunamis (which are not analyzed
in this work), have periods typically from 10 minutes to one hour, wave lengths of
several hundreds of kilometers, and mid-ocean heights usually less than half a meter [36].
Influences from the moon and sun produce tides on the ocean surface and possess
extremely long wave periods. Figure 2.1 illustrates the principal causes of ocean waves,
the resulting wave type produced, and the probability for the wave having a specified
period.
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Figure 2.1. Sources of ocean waves [35].

Figure 2.2 illustrates the characteristics of a simple wave upon an ocean's surface.
From this image, it can be observed that the wave height (H) is the vertical distance
between a wave's crest and an adjacent trough; the wave's amplitude (a) is defined by the
height of the wave above the still water line and represents Vi of the magnitude of the
height (i.e., a = H/2) [36]; the waves' period (T) is the time required for two successive
crests or troughs to pass a fixed point; the mean water depth (h, not shown) defines the
distance below the still water line to the sea bed [36-37]; and the wavelength (A.) is the
horizontal distance between two crests or troughs. The wavelength for a deep-water
condition (where the depth of the body of water (h) is greater than half of the wavelength)
can be derived from the following formula [38]:
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A. = (g/27C)T2 ,

(2.1)

where
X is the wave's wavelength,
g is the acceleration due to gravity, and
T is the wave's period.

Wavelength

Amplitude Height
Still water level
Tro;

Figure 2.2. Characteristics of a simple wave [39].

The area over the ocean in which a particular set of waves is developed depends on
the size of the pressure fronts involved. This area is called a "fetch." Waves developed in
a fetch can travel great distances with little attenuation. For example, the waves at any
given time on the West Coast of the U.S. are a combination of large swells produced over
the open ocean that have traveled for hours or days to reach the shore, and smaller "chop"
waves from the local wind [13].
Ocean wave conditions are stochastic in nature and are generally described using
statistical parameters such as the significant wave height Hs and period, Ts. The
significant wave height is defined as the average wave height of one third of the highest
waves, and the wave's period is defined as the reciprocal of the frequency at which the
peak of power spectral density occurs [37].

The formation of ocean waves, however, is not constant and is subject to continuous
variations as well as seasonal influences. Table 2.1 describes how the wave
characteristics vary for the winter and summer seasons for that region off of the coast of
Oregon.

Table 2.1. Seasonal wave characteristics off of the Oregon coast [37].
Wave Parameter
Winter

Condition
Summer

Units

Significant height (Hs)

3.5

1.5

(m)

Significant period (Ts)

8

6

(s)

99.84

56.26

(m)

Wavelength (?i)

The World Meteorological Organization (WMO) sea state code is used to classify the
condition of the sea with respect to the average wave height and is presented in Table 2.2
below.

Table 2.2. WMO sea state code [40].
WMO Sea State
Code
0
1
2
3
4
5
6
7
8
9

Wave Height
(meters)
0
0 to 0.1
0.1 to 0.5
0.5 to 1.25
1.25 to 2.5
2.5 to 4
4 to 6
6 to 9
9 to 14
Over 14

Characteristic
Calm (glassy)
Calm (rippled)
Smooth (wavelets)
Slight
Moderate
Rough
Very rough
High
Very High
Phenomenal

2.2.1

Wave celerity

A wave whose crest travels in a direction parallel to the still water line is called a
traveling or progressive wave. The phase velocity of this wave is called celerity (C) and
describes the distance travelled by a crest per unit time, i.e., it is given as [36]:
C = X/T .

(2.2)

Waves transmit energy through the cyclic motion of particles in the ocean. Ocean
waves dissipate this energy within several strata of circular oscillations. These particles
move in circular orbital paths when acted upon by the force of gravity which only occurs
at the surface. The diameter of these wave motions decrease with an increasing water
depth. At a water-depth defined by half of the wavelength, the motion is non-existent. In
deep water conditions (where the depth is greater than half of the wave length) there is no
interaction with the seabed and the wave celerity is proportional to the wavelength (X) of
the waves.
In shallow water regions, where the depth is smaller than the wave length, these
circular oscillations are squashed by their own pressure and the seabed into ellipses
which approximates a back-and-forth motion. For shallow sea waves, the celerity is
proportional to the water depth (h) [41].
Figure 2.3 illustrates the differences for wave motions occurring in deep and shallow
water depths.
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(p) Deep-water wave: Depth £1/2 wavelength

(b) Shallow-water wave: Depth < 1/20 wavelength

Wavtmrtton

Wavt motion

-Wavt Irngdi -

Figure 2.3. Celerity of waves for different water depths [41].

The small amplitude theory requires that both a/A. and a/h be small. Following this
assumption and solving the equation of motion for small amplitude waves yields the
following expression for the wave celerity [36]:
,0.5
3 ,
C = ( g X tanh f Jjdfl Y

l2n

U J)

(2.3)

where g is the gravitational acceleration (9.81 m/s2).
For deep water conditions (h/X, > 0.5) the tanh(2 7t h/A,) term approaches unity and the
celerity is simplified to (g A/27t)0 5.

In shallow water conditions (h/A.< 0.05) the

tanh(2 7ThA,) term approaches (2 7t'hIX) simplifying the celerity to (g h)°5.
Table 2.3 lists the three wave types along with their applicable equations for celerity
and wavelength. This table reveals that in deep water the celerity is independent of the
water depth (h). This is not surprising due to the fact that deep water waves do not
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interact with the bottom surface. Shallow water surface waves, on the other hand, do
interact with the seabed and slow down as the square root of the depth.

Table 2.3. Wave types [36].
Relative Depth
h/%

Wave type

Wave celerity

Wave length

hA, < 0.05

Shallow water wave

(gh)05

(gh)05T

0.05 < h/X < 0.50

Intermediate depth
wave

h/X > 0.50

Deep water wave

1°5

l 2 * I x Jl

e T2 tanhf 2 7th"I05
2 7t
X
V
J

fail05
^2 7!^

2 71

JgXtanfc 2nh

A further inspection of Table 2.3 also indicates that as surface waves travel across
various water depths their period (T) does not change. In deep water, therefore, the wave
lengths are constant, but as the waves approach a beach, the wave length decreases as the
square root of the depth.

2.2.2 Energy and power density
The total energy of a surface ocean wave represents the sum of its kinetic and
potential energies. The kinetic energy represents water particle velocities associated with
the wave motion. Potential energy results from that part of the fluid mass being above the
trough of the wave crest. Thus, the total energy is given by [42]:
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where
X is the wavelength,
T) is the elevation of the water surface,
p is the seawater density,
u , and w are the fluid velocities in the x- and z- directions respectfully, and
h is the water depth.
According to the Airy theory, if the potential energy is determined relative to the still
water level and all waves are propagated in the same direction, the potential and kinetic
energy components are equal. Thus, the total wave energy in one wavelength per unit
crest width is given by [42]:

EWAVF = oeH,2l + p gH<2 X, = oeH,2! .
16

16

(2.5)

8

The total average wave energy per unit surface area is called the specific energy or
energy density, and is computed by [42]
Edensity

—

EWAVE

P B'HY

X

.

(2.6)

8

The energy density of a wave, as defined by Equation (2.6), represents the mean
energy flux crossing a vertical plane parallel to a wave's crest. The energy per wave
period represents the power density for the wave. Equation (2.7) reveals that the wave
power density can be derived merely by dividing the energy density by the wave period
[42], i.e.
Pdensity

—

Edensitv

T
where
is the wave's power density,
Edensity is the wave energy density,
T is the wave's period,
p is the seawater density,
Pdensity

—

PgH s 2 ,

8T

(2.7)
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g is the gravitational acceleration, and
H is the wave height.
The rate at which the wave energy propagates is directly dependent on the group
velocity of the wave. The group velocity is given by [42]:
Cg = « • C ,

(2.8)

where n is a constant evaluated as:
*\

« = I 1 + 4 7t h/X,
2 .sinh (4 h/X).

(2.9)

A wave resource for energy generation purposes is typically described in terms of
power per square meter of wave front (or wave crest). This power can be calculated by
multiplying the wave celerity by the power density as equation (2.10) demonstrates [42].

PwAVEFRONT = M C Pdensity = Cg

2.3

Pdensity

=

PS
16T

2

1 + 4n h / X
sinh (4 7th/A.).

(2.10)

Modeling the ocean surface
The ocean surface can be modeled using two different approaches; the regular and the

irregular wave regimes. Both models will be incorporated in this work to test the
functionality of a modeled wave energy converter (WEC). First, the WEC shall be tested
under the regular wave regime to validate the basic function of a modeled linear
generator WEC. Then, the modeled generator is tested under the irregular wave regime
to test its operability under the more realistic ocean surface conditions.

2.3.1 The regular wave regime
The regular wave regime is simplistic in nature and assumes that ocean surface waves
maintain a constant maximum amplitude and steady period [25]. The amplitude of a
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surface wave as functions of its maximum height, cyclic frequency, phase angle between
wave and force, and time is expressed by:

Aw (ZWAVE, w, 9 t) = ZWAVE cos(co t + cp),

(2.11)

where
Aw is the wave's amplitude,
Zwave is the wave's maximum amplitude (Zwave = Hs/2),
© is the cyclic frequency of the wave (<a = 2TI/T), and
q> is the phase difference between the wave and the force (we set 9= 0).

2.3.2 The irregular wave regime
The irregular wave regime is much more complex in nature. In the irregular wave
regime, the wave is super-imposed by many regular waves of different heights, periods,
and phase angles which combine to create irregular wave patterns in a random or
irregular sea.

Figure

2.4 illustrates how four surface waves having different

characteristics combine to create an irregular wave pattern.

Wave 1

Wave 2

Wave 3
Wave 4

Combined wave
partem

Figure 2.4. Wave pattern combining four regular waves.
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In computing the energy density for the irregular wave regime, the exciting wave
height is computed as the sum of each of the individual wave heights [43]. Thus, to
compute the energy density for the combined wave appearing in Figure 2.4, the
computation would be
Edensity

—

p S (Hwavp l

+ Hwave 2

H\Vave 3 ! +Hwave4 2 ).

(2.12)

8

Clearly, equation (2.12) reveals that the intensity of the sea is characterized by its
total energy. Through the use of practical mathematical tools (e.g., Fourier analysis), it is
possible to determine the contribution that is made by each of its component waves [43].
The height of each wave component is governed by the Wave Energy Density Spectrum
(also known as the wave spectrum). This spectrum defines how much energy is contained
in each frequency of the wave. Using actual periodic sea measurements (for example,
every 20 minutes) the average wave period and significant wave height parameters can be
obtained. Then, using this data, it is possible to reproduce an irregular wave having the
same significant wave height and average period through the use of the Bretschneider
Spectrum which will be discussed later [25].

2.4

Instrumentation for measuring the ocean parameters
In order to accurately represent an oceans' surface, important parameters must first be

measured to ensure a valid model is created. Due to the fact that waves influence so
many processes and operations at sea, many techniques have been invented for measuring
waves. A partial listing is summarized below:
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2.4.1

Real ocean data acquisition techniques

2.4.1.1 Satellite altimeters
Satellite altimeters are now the most widely used source for wave measurements.
Altimeter data is used to produce monthly mean maps of wave-heights and the variability
of wave energy density in time and space. This data is also assimilated into wave
forecasting models in order to increase the accuracy of wave forecasts [44].
The satellite altimeter functions by reflecting a radio pulse first from the wave crests
and later from the trough. The reflection stretches the altimeters' pulse in time, and the
stretching is measured and used to calculate wave height. This technique operates with
an accuracy of ±10%. Figure 2.5 illustrates the shape of the radio pulse received by the
altimeter due to the influence of ocean waves.

1.94m SWH

Time 0r*sJ

Figure 2.5. Shape of the radio pulse received by the Seasat altimeter is used to calculate
significant wave-heights [44].

2.4.1.2 Synthetic aperture radars on satellites
These radars map the reflectivity of the sea surface with a spatial resolution of 6-25
meters. Maps of reflectivity show wave-like features related to the real waves on the sea
surface.
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2.4.1.3 High frequency radar
Although satellite-based radar systems are useful for mapping surface currents in the
remotest parts of the ocean, they have limited capabilities close to the shore and in bays
and estuaries. Winds, tides, the outflow of rivers, and the shape of the seafloor and land
all contribute their influence in shaping the coastal currents. Additionally, shifting
sandbars, random storms, and the influx of eddies spinning off of larger currents further
complicate the task of measuring the coastal behavior [45].
Then, starting in the late 90s, high frequency (HF) radar systems emerged. These land
mounted instruments can map surface currents in wide swaths of coastal waters up to 200
km off shore, 24 hours a day, and in all weather conditions. A practical example of a
high frequency radar system is the CODAR Ocean Sensors SeaSonde HF Radar System.
This system uses high-frequency (HF) radar pulse backscatter to map surface currents
over wide swaths of the coastal ocean. Currently, the Bodega Marine Laboratory operates
five HF radar stations located in Bodega Bay, Point Reyes, Salt Point, and Point Arena,
CA [45].
The physics behind high frequency radar is fairly simple. A transmitter broadcasts
electromagnetic waves generally between 5 and 25 megahertz toward the coast. If the
signal strikes an ocean wave that is exactly half of the broadcast signal's wavelength, and
if the ocean wave is traveling towards or away from the transmitter, the signal reflects
back. This phenomenon is identified as Bragg scattering [45].

Since there are an

abundance of waves of various wavelengths present in the ocean, there are always plenty
of waves that meet this criterion.
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The direction of movement of the ocean waves shifts the frequency of the returning
signal due to the Doppler effect. The frequency increases when the current pulls the
waves towards the transmitter and decreases when it pushes them away. By measuring
this Doppler shift, it can be determined if the speed of the currents pull the waves towards
or pushes them away from the transmitter [45].
In order to calculate the directions of the currents, a second HF radar installation
needs to measure the same currents from a different angle. The direction of the current
can then be derived through their vectors [45].

2.4.1.4 Accelerometer mounted on meteorological or other buoy
This is a less common measurement technique, although it is often used for
measuring waves during short experiments at sea. The Pierson-Moskowitz spectrum
(discussed later) was experimentally derived by analyzing the data recorded from
accelerometers mounted on weather ships.

The measurements recorded from these

accelerometers are accurate to ±10% or better [44].

2.4.1.5 Wave gauges
Gauges may be mounted either on platforms or on the seafloor in shallow water.
Many different types of sensors are available to measure the height of the wave or
subsurface pressure which is related to the wave-height.
Sound, infrared beams and radio waves can be used to determine the distance from
the sensor to the sea surface provided the sensor can be mounted on a stable platform
which does not interfere with the waves. Pressure gauges can be used to measure the
depth from the sea surface to the gauge. Arrays of bottom-mounted pressure gauges may
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be used to determine wave directions. The accuracy of gauges is also rated at ±10% or
better.

2.4.2 Laboratory techniques
Wave velocity measurements can also be obtained in the laboratory through the use
of the Acoustic Doppler Velocimeter (ADV) or Laser Doppler Velocimeter (LDV). Both
of these devices are discussed below.

2.4.2.1 The Acoustic Doppler Velocimeter (ADV)
The Acoustic Doppler velocimeter, as illustrated in Figure 2.6, is designed to record
instantaneous velocity components at a single-point at a relatively high frequency.
Measurements are acquired by measuring the velocity of water particles in a remote
sampling volume based upon the Doppler shift effect. The sampling volume is typically
a cylinder of water with a diameter of 6 mm and a height of 9 mm and is located 5 or
10 cm from the tip of the transmitter. The velocity component is measured along the line
connecting the sampling volume to the receiver in the probe head [46].

http://wvAv.$ontek.com/apps/flmne/adv-swf7adv-swf.htm
Figure 2.6. Acoustic Doppler Velocimeter (ADV) [37].

Although acoustic Doppler velocimetry (ADV) has become a popular technique in
laboratory and field applications, several researchers accurately claim that the ADV
signal outputs include the combined effects of turbulent velocity fluctuations, Doppler
noise, signal aliasing, turbulent shear and other disturbances. Additionally, the signal
may be further adversely affected by velocity shear across the sampling volume and
boundary proximity. Due to these proven deficiencies, "raw" ADV velocity data are not
to be considered as "true" turbulent velocities and should never be used without adequate
post-processing [46],

2.4.2.2 The Laser Doppler Velocimeter (LDV)
A Laser Doppler Velocimeter (LDV), as depicted in Figure 2.7, can be used to
measure the velocity of a heaving buoy [37]. LDV measures the direction and speed of
fluids by crossing two beams of a collimated, monochromatic, and coherent laser light in
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the flow of the fluid being measured. The two beams are made to intersect at their focal
points, where they interfere and generate a set of straight fringes.
The sensor is aligned to the current flow such that the fringes are perpendicular to the
flow direction. As the water particles pass through the fringes, they reflect light (only
from the regions of constructive interference) into a photo-detector. By measuring the
Doppler equivalent frequency-shift of the scattered light, it is possible to calculate the
velocity of the tracer particle and thus the velocity flow of the liquid [47].

Figure 2.7. Laser Doppler Velocimeter (LDV) [47].

2.5

Ocean wave spectra
As the wind begins to blow (between 0.5 - 2 knots) over a calm ocean surface, small

(less than 2 cm in wavelength) ripples, capillary waves or "cat-paws", tend to form. As
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the wind becomes stronger, the wave amplitude increases and the waves become longer
in order to satisfy the dispersion relationship [48]. The deep water dispersion relation
and phase velocity equations are represented by [49-50] as:

co = V (g k)

,

(2.13)

Vp = w/k = V(g/k) = g/© ,

(2.14)
'•j,
s

where
g is the acceleration due to gravity,
k is the wave number (k = 2n/X),
Vp is phase velocity, and
co is the cyclic frequency of the wave.
This wave growth is driven by Bernoulli effects, frictional drag, and the separation
drag on the wave crests.
Winds must blow for long periods of time and over large distances to reach a fully
developed sea state. When the phase speed of the wave crest matches the wind speed all
non-linear interactions stop (except friction) and the phase speed is maximized. The
limiting frequency of the waves can be determined by the equation for deep water phase
velocity and the dispersion relationship [48]:

Vp « Uw = ©/k = g/co ,

(2.15)

o>cwg/Uw

(2.16)

,

where
Vp is the phase speed of the wave,
Uw is the wind speed, and
toc is the limiting frequency.
Once the wind stops blowing, viscosity erodes the waves slowly. Those waves having
the smallest wavelengths decay the fastest followed by those having longer wavelengths.
A sample ocean wave spectrum is illustrated in Figure 2.8.
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S+(G>)
Decaying seas

Fully developed seas

Developing seas
Starting seas

Figure 2.8. Sample of an ocean wave spectrum [48].

2.5.1 The fully developed sea
The concept for a fully developed sea assumes that winds blow steadily for a long
time over a large ocean surface area, causing the waves to come into equilibrium with the
wind. Generally, a long time is considered as roughly ten-thousand wave periods, and a
"large area" is approximately five-thousand wave-lengths on a side [51].
In order to readily simplify the conditions to justify a fully developed sea, the
development of storms can be tabulated. Table 2.4 lists the storm conditions according to
the Beaufort scale. In this table, fetch is the length of water, given in standard miles, over
which the wind must blow to create fully developed seas and the storm duration, given in
hours, lists the duration that the storm must last to result in a fully developed sea.
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Table 2.4. Beaufort scale for storms [48],

Wind Warnings

small craft
gale
hurricane

Beaufort
Scale

Wind Speed
(mph)

Fetch
(miles)

Storm Duration
(hours)

3-4
5-6
7
9

12
25
35
50
70+

15
100
400
1,050

3
12
28
50

2.5.2 Developing the ocean wave spectra
Most ocean wave spectra take a standard form following the mathematical
formulation [48]:
S+(GO) = A, exp (-BV)

(2.17)

co5
For this spectrum, the peak frequency is called the modal frequency. The area under
the spectrum is the zeroth moment, M0, which may be defined in terms of the significant
wave height (Hs), and As and Bs are spectral constants. In some instances, a certain
spectra can have more than one peak, it is assumed that a single storm produces a singlepeaked spectrum and any secondary peak is created from a distant storm that sends waves
to the considered location.
Some parameters that may influence this spectrum and associated issues and
questions include the following [48]:
•

Fetch limitations - Does the area under consideration have some physical
boundaries which do not permit the waves to fully develop?

•

Observed behavior - Is the condition of the sea developing or decaying?
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•

Seafloor topography - is the proper spectrum being constructed for the water
depth?

•

Local currents - are local currents significant enough to affect the wave
spectrum?

•

Presence of swells - Are waves from distant storms arriving at the location
from an angle which differs from the observed wind direction?

2.5.3 The Pierson-Moskowitz spectrum
The Pierson-Moskowitz spectrum (see Figure 2.9) was developed for fully developed
seas in the Northern Atlantic Ocean generated by local winds [48].

rmmrn.
ajo
Figure 2.9. The Pierson-Moskowitz spectrum for a fully developed sea using different
wind speeds [51].

To obtain this spectrum, measurements were taken by accelerometers on British
weather ships in the North Atlantic. First, they selected the wave data for times when the
wind had blown steadily for long durations over large areas of the North Atlantic. Then,
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they calculated the wave spectra for various wind speeds, and they found that the spectra
were of the form [51]

S+(co) = org2 exp
CO5

>
v*

"N

(2.18)

CO

J

where
co = 2 7i f, with f being the wave frequency in Hertz,
a = 8.1 x 10'3,
(3 = 0.74, and
(o0 = g/Ui9.5, with g being the gravitational constant and U19.5 is the wind speed at a height
of 19.5m above the sea surface (the height of the anemometers on the weather ships used
by Pierson and Moskowitz in 1964).
For most air flow over the sea, the atmospheric boundary layer has nearly neutral
stability [51], and
U,94 » 1-026 U10 ,

(2.19)

assuming a drag coefficient of 1.3 * 10~3.
The frequency for the peak of the Pierson-Moskowitz spectrum is calculated by
solving dS/dco = 0 for cop, to obtain [51]
cop= 0.877 g/U

I9

.5.

(2.20)

The wave speed at the peak is calculated as:
Vp = g/cOp= 1.14 U,9.5« 1.17U10 .

(2.21)

The significant wave-height is calculated from the integral of S(co) to obtain:

< C2> = J S(co) d© = 2.74 x 10"3 (Um)4 .

Since H1/3 = 4 <

(2.22)

>1/2, the significant wave-height can be calculated as:
Hm = 0.21 (U19 5)2 » 0.22 (Um)2 .

(2.23)
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Figure 2.10 plots the significant wave height and period at the peak of the spectrum
for a fully developed sea calculated using the Pierson-Moskowitz spectrum.
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Figure 2.10. Significant wave-height and period as a function of wind speed derived
using the Pierson-Moskowitz spectrum [51].

2.5.4 The Bretschneider spectrum
In order to overcome the limitations of a fully developed sea, the two-parameter
Bretschneider spectrum was developed [52]. The Bretchneider spectrum replaced the
Pierson-Moskowitz spectrum as the ITTC standard [48].
To evaluate the validity of the Bretschneider spectrum, a case study was carried out in
the Caspian Sea. This area was chosen as the study area, since sufficient data on wave
characteristics was not previously available in some regions of the Caspian Sea. Thus,
the testing would be used to determine if sensitive operations such as the installation of
offshore petroleum platforms would be feasible [53].
The simulation of wave characteristics was conducted based on available wind data
recorded by the Khazar Oceanography Buoy (KEPCO 2001). This buoy is located in the
south eastern part of the Caspian Sea, 30 km from Neka Harbour at a water depth of 35 m
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and operated by KEPCO (an Iranian Company for the exploration of oil in the Caspian
Sea) [53].
Wave characteristics were simulated in deep water parts of the Caspian Sea based on
recorded wind data using the Bretschneider spectrum (Bhattacharyya 1972, Cold Bay
Study [CBS] 1999) and various modeling equations (U.S. Army Coastal Engineering
Research Center 1980, Sadeghi 1989, 2001). Wind duration and velocity, fetch length,
and water/air temperature differences were considered in the simulation. Some constrains
for the wave velocity and periods, as well as the wind velocity, were used as limitation
criteria for offshore installation operations.
The resulting formula for the Bretschneider ocean wave spectrum is [52, 54]
S+(a>) = (5/16) (©m4/(o5) H21/3 exp (-5 com4/4a)4) ,

(2.24)

where
oom is the modal or peak frequency of any given wave,
co is the frequency of the wave in radians per second, and
Hi/3 is the significant wave height.
Figure 2.11 plots the Bretschneider spectrum for the summer conditions off the
Oregon coast. The parameters for this plot (as obtained from Table 2.1) were H1/3 =
1,5m, and Ts = 6s. An additional example of the Bretschneider spectrum appears in
Figure 2.12 which compares the plots of the several different sea states as given in Table
2.5.
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Bretschneider spectrum for the summer conditions off of the Oregon coast
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Figure 2.11. Bretschneider spectrum for the summer conditions off of the Oregon coast.

Sea Wave Spectra for Sea States 2-6
45

SS6

35

25

a

ar

- - -SS 5

15

0.2

0.4

0.6

0.8
1.2
frequency m, rad/s

1.4

1.6

1.8

Figure 2.12. Bretschneider spectrum for the sea states defined by Table 2.5 [54].
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Table 2.5. Various sea states conditions [54].
Sea State
2
3
4
5
6

2ji/®m (sec)
6.3
7.5
8.8
9.7
12.4

Hi/3 (m)
0.3
0.9
1.9
3.3
5.0

The amplitude for each wave component can be obtained from the Bretschneider
spectrum by [25, 55]
A, = (2 S+(to) A©)0 5

,

(2.25)

with a corresponding random phase angle defined by [25]
0 i = 271 rand(l).

(2.26)

The time series for the wave spectrum, defined as the wave height as a function of
time, is then calculated at any time t by the summation of the individual products of each
amplitude component and the wave exciting force at each frequency (calculated at unit
wave amplitude) [25, 55]. Thus,
H(t) = I Aj cos(cDj t + 0i).

(2.27)

where
H(t) is the wave height at time t,
Aj is the amplitude component at cyclic frequency coj,
coi is an individual waves' cyclic frequency, and
0i is the phase angle for an individual wave.
Figure 2.13 plots an example time series of a wave spectrum having a significant
wave height of 2 meters and a mean period of 5.3 seconds.
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Time series of wave spectrum (Hs = 2m, Ts = 5.3s)
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Figure 2.13. Time series of waves derived from the wave spectrum where Hs = 2m, and
Ts = 5.3s. The light gray lines mark significant wave heights [55].

Using physical wave data obtained from the National Buoy Data Center (NBDC),
typical wave parameter values for a specific sampled period may be used to plot the
Bretschneider spectrum for that period [56]. Then, equations (2.25) through (2.27) may
be used to re-create the sea state for that same period.

2.6

Harnessing the ocean's energy
Now that the ocean has been identified as an ever-changing turbulent environment, it

would prove ideal to harness a portion of this energy constructively in order to generate
'green' electricity. This procedure can be accomplished through the use of floating or
submerged buoys. These devices can effectively generate electricity either by floating
upon the surface of the water and responding to the up and down heaving of the passing
surface waves, or submerged below the surface reacting to pressure differentials. Since
these devices merely absorb energy at the affected point, they are termed point absorbers.
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A rigid floating body has six motional degrees of freedom; three translational, i.e., in
the x- y- and z-directions, and three rotational around each of the axes. The names for
each degree of freedom are given in Figure 2.14.

z

Roll

Pitch

Yaw

Figure 2.14. Motional degrees of freedom of a floating body [55].

2.6.1

Classes of buoys

There are many types of surface and subsurface buoys that have been built to suit a
large variety of oceanic applications. These buoys can be classified into one of the
following three classes:

2.6.1.1 Surface following buoys
Surface following buoys (which are the focus of this work) have the tendency to
closely follow the waves. They are generally disc (Figure 2.15a), toroid (Figure 2.15b),

I
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and boat hull shaped. These buoys are subject to strong heave and roll motion, and
unless they are of large dimensions, may capsize in breaking seas. These buoys do,
however, have the following advantages [57]:
•
•
•

They can provide ample reserve buoyancy when strong currents increase the
mooring line tension.
Their contribution to the total system drag is relatively small, and
Being of simple shape, their fabrication difficulty and construction costs are
minimized.

(a)

(b)

Figure 2.15. Buoy geometries, (a) Disc-shaped buoy, and (b) toroid-shaped buoy [57].

2.6.1.2 Surface decoupled buoys
Surface decoupled buoys are preferred for instances where reduced heave and roll
motions of the surface buoy are desirable. A buoy having a large mass and small cross
section at the water level will experience a small heave (vertical acceleration) as the
water level changes with the passing waves.

Roll motion can be minimized by
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distributing the buoys' mass to provide a strong righting moment. A typical example of a
surface decoupled buoy is a floating slender cylinder with a counterweight at its lower
end. However, the length of a spar having a constant cross-section must be quite large to
still be effective for large wave periods [57].
Improved versions of the elementary spar are often constructed of a series of
watertight and water-filled tanks supporting a mast or a tower at the top end and a
damping plate at the lower end. A typical spar buoy is depicted in Figure 2.16.
To be efficient, spar buoys cannot have much reserve buoyancy. Furthermore, since
their draft is typically large, their hydrodynamic resistance is fairly high. These two
limiting efficiency factors must be accurately assessed when the spar buoy is to be
moored in deep water.

Figure 2.16. A 53-foot long spar buoy [57].

2.6.1.3

Subsurface buoys

Subsurface buoys are moored below the water's surface.

The size, shape, and

construction materials for subsurface buoys vary with the intended implantation depth.
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In the upper region of the water column, large amounts of buoyancy can be achieved
through the use of conventional pressure resistant shells or through the selection of
pressure resistant construction materials of relatively low density. As the depth increases,
the shell thickness must increase as well to resist hydrostatic pressure, thereby causing
the weight of the buoy to increase.

As the buoys' weight increases, its efficiency

decreases rapidly [57].

Forces on floating buoys

2.7

There are many factors that affect a buoy's service life and operation. Those factors
which affect its service life (i.e., material construction, geometry, etc.) are generally
considered for its proposed operating location during the fabrication stage of the buoy.
The factors acting upon the operational buoy include environmental, static, and dynamic
forces.

2.7.1

Environmental forces

When moored in the oceanic environment, surface buoys are subjected to wind
action, wave action, oceanic currents, and sometimes icing. Additionally, buoys are
subjected to severe loads during deployment and retrieval. These external forces are
considered in both the construction and operational stages of the buoy. A brief overview
of these environmental and operational constraints and their consequences are described
below [57],
Wind action - Wind creates additional drag on the buoy. The winds' resistance force
results in stresses on the buoys' superstructure and introduces a capsizing moment.
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Wave action - Wave action causes the buoy to heave and roll. The allowable heave
and roll that a buoy may experience for a given sea spectrum is considered as a design
criterion in the construction of the buoy.
Oceanic currents - This force includes the hydrodynamic resistance force due to
oceanic currents passing by the buoy and its resulting moment.
Icing - Ice covering the deck and superstructure of a surface buoy will cause an
upward shift on the buoys' center of gravity, diminishing the buoys' righting moment and
altering its response in roll and heave. Additionally, icing creates an increase in the
structures' area resulting in an increase in the wind drag force and capsizing moment.
Hydrostatic pressure - Structural stresses due to hydrostatic pressure must be
evaluated during the design phase of the buoy.
Launching and retrieval loads - During deployment, the buoys' attachment point may
need to sustain the weight of the anchor and entire mooring line prior to anchor
bottoming. In retrieval operations, the load at the point of lift may be equal to the sum of
the buoys' weight in the air, the weight of the mooring line (and perhaps the anchor), and
the dynamic loading due to the ships motion.

2.7.2 Static force
A body immersed in a fluid of density pwater experiences an upward force known as
the buoyancy force. Consider the buoy of Figure 2.17 having an elementary area of dA
and height h -112 - hi.
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'sh'

rfA

Figure 2.17. Buoyancy force on a submerged buoy [58].

This buoy is subjected to lateral and longitudinal pressure forces. Since the buoy is
symmetrical about the lateral axis, the lateral forces cancel out.

However, the

longitudinal forces present upon the elementary unit of area results in [58] a force dF:
</F = F2-F, = (p2-p.)</A,

(2.28)

where p2 is the pressure at the bottom surface of the buoy and is equal to g p

water

h2, and pi

is the pressure at the top surface of the buoy and is equal to g pwater hi, and g is the
acceleration due to gravity. Thus, for a fully submerged buoy, dF is given as:
dF ~ g pwater (1^2 ~ h]) dA. — g pwater dW ,

(2.29)

where cN is the volume of an elemental unit. For a floating buoy:
dF = g (pwater h2 ~ pair hi) f/A,

(2.30)

where hi represents the height of the buoy above the waterline, h2 the height of the buoy
below the waterline (known as the draft), and pair is the density of air.
This result, known as the principle of Archimedes, shows that the buoyancy force
experienced on a buoy is equal to the weight of the fluid displaced by the body [58].
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2.7.3 Dynamic forces
The dynamic forces on a floating buoy relate to the varying forces acting upon the
buoy in motion and include added mass, and the damping, restoring, and wave exciting
forces.

A brief introduction describing the basic principles of these forces will be

discussed in this chapter followed by the governing equations that define them in Chapter
3.

Finally, Chapter 4 quantifies these forces for a sample buoy for modeling and

simulation purposes.

2.7.3.1 Added mass
In fluid mechanics, the added mass, m, is the inertia added to a system because an
accelerating or decelerating body within a fluid must move some volume of the
surrounding fluid as it moves through it, since the object and fluid cannot simultaneously
occupy the same physical space. This principal is generally modeled as some volume of
fluid moving with the object, although in reality the velocity of "all" of the fluid is
affected to various degrees [59].
The added mass is generally added to the hydrodynamic mass of the body (i.e. the
mass of the buoy in water) to create the virtual mass (mv) which considers the body and
its surrounding fluid as an object having a single mass.

2.7.3.2 The restoring force
A restoring force tends to restore a perturbed system back toward equilibrium [60].
For a floating buoy, the restoring force restores the buoy to the water's surface after it is
removed from equilibrium by the presence of a passing wave. The restoring force for a
vertically floating cylindrical buoy of constant cross-sectional area is proportional to its
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cross-sectional area defined by the undisturbed water free-surface, the restoring spring
constant (which anchors the buoy to the seabed), and the buoy's vertical (heave)
displacement.

2.7.3.3 The damping force
In the field of physics, damping is defined as any effect that tends to reduce the
amplitude of oscillations in an oscillatory system [61]. For a floating buoy heaving in an
oscillatory fashion due to the influence of passing waves, these effects include the friction
(Df), radiation (Dr), and energy extraction (De) components.
The frictional loss of the buoy (Df) is represented by the drag coefficient, Co, which is
derived based upon the geometry and degree of roughness on the external surfaces of the
buoy.
The radiation damping coefficient (Dr) corresponds to the surface waves that are
produced when a body oscillates at the surface of a liquid. These waves are produced by
the alternating displacement volume of the body and by friction and surface tension. Its
magnitude is estimated based upon the geometry of the body, the angular frequency of
oscillation, and, in the case of an array of devices, from the spacing and alignment of the
array to the wave crests [62].
The energy extraction coefficient (De) resists the upward motion of the buoy in
proportion to the size of the load requiring the extracted energy and a suitable optimum
performance condition.
Each of the individual damping coefficients are summed together to comprise the
overall damping coefficient. This coefficient is then multiplied by the velocity of the
heaving action of the buoy to create the damping force.

62

Generally, all of these forces are considered together and are expressed by a
linearized damping coefficient.

2.7.3.4 The wave exciting force
The wave exciting force represents the force that a wave imparts upon a floating buoy
and is proportional to the heave response (vertical displacement) for that buoy. This
complex force is a function of the following variables: the waves' amplitude and number,
the draft of the buoy (how deeply it is submerged), the restoring force coefficient, the
added mass of the floating buoy, the angular frequency of the waves, the damping
coefficient, and the phase angle between the force and the wave.

2.8 The Response Amplitude Operator
The Response Amplitude Operator (RAO) is effectively the transfer function used to
determine the effect that a sea state will have upon the motion of a ship through the
water. It is traditionally used to determine if the addition of cargo to a vessel will require
measures to be taken to improve its stability and prevent the cargo from shifting within
the vessel. Generation of extensive RAOs during the design phase allow shipbuilders to
determine if modifications to a design may be required for safety reasons (i.e., to make
the design more robust and resistant to capsizing or sinking in highly adverse sea
conditions) or to improve performance (e.g., to improve top speed, fuel consumption, or
stability in rough seas) [63].
The ratio of the buoy's heave to wave amplitude (RAOHEAVE) is primarily governed
by the distance that the cyclic frequency of the waves are displaced from the resonant
frequency of the floating buoy (discussed in Chapter 3) and its magnitude of damping.
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This ratio can be maximized by constructing the buoy using the optimal values for each
of the following parameters:
1.

Weight - The wave exciting force exponentially decreases as a function of the
wave number, k, and the draft of the buoy. This exponential loss can be
minimized by operating the buoy in ocean regions having longer wavelengths
(decreasing the k parameter) and/or by minimizing the buoys' draft by
reducing its weight in air, or by increasing its surface area.

2.

Restoring Force - The restoring force is directly proportional to the buoy's
hydrostatic force (which is proportional to the buoy's surface area) and
restoring spring constant. Thus, the larger the surface area of the buoy and/or
the stronger the spring constant, the greater the restoring force. This force is
dominant at wave frequencies below the resonant frequency and can be
properly "tuned" to provide for a better heave response within this frequency
region.

3.

Damping force - The linearized damping force present on the buoy is directly
proportional to the ocean parameters of significant wave height (Hs) and its
cyclic wave frequency (co) and the buoy's drag coefficient. The damping
force limits the buoy's heave response and should ideally be minimized. This
force may be minimized by operating the buoy in an ocean region having
smaller significant wave heights and cyclic frequencies or by decreasing the
buoy's drag coefficient (by constructing the buoy of the proper shape and
dimensions and by ensuring the surfaces are very smooth).

4.

Buoy shape & dimensions - The buoy's shape and dimensions affect the
hydrodynamic coefficient (Cm), which affects the added (m ) and virtual (mv)
mass of the buoy as well as the drag coefficient (Co) which plays a factor on
the buoy's damping force. At cyclic wave frequencies above resonance, the
mass of the buoy limits the heave RAO and should be minimized to ensure an
adequate heave response within this frequency range.

Once the RAOHEAVE parameter for the buoy is derived using the above mentioned
parameters, the buoy's heave response can readily be derived for either wave regime
operating in any sea state by using the additional functions of time and the waves' height
and cyclic frequency.

2.9 Electrical energy production
From the standpoint of Electrical Engineering, the main idea is to convert the periodic
mechanical motion of a heaving buoy into electrical energy. The most convenient
approach for this would logically appear to be the use of electrical generators. Such
generator devices typically convert the rotation or up-and-down action of a "rotor" into
electricity in the presence of a magnetic environment. By constructing a spatially
appropriate magnetic field, through which the piston moves, it becomes possible to
generate a voltage associated with Faraday's law of induction.

2.9.1 The generator concept
The fundamental principal behind AC electrical generation lies in an application of
Faraday's Law. This law, which is expressed mathematically as
V = - N d(j)/dt,

(2.31)
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states that the induced voltage V in a conductor is proportional to the time rate of change
of the magnetic flux <(> linked with it [64]. The minus sign is mandated by Lenz's law,
while N denotes the number of turns of the wire through which the time-varying
magnetic flux passes. The negative sign, arising from Lenz's Law simply denotes that the
current flow in a conductor due to an induced voltage is in a direction that would create a
magnetic flux opposing the one inducing the voltage.
Since the magnetic flux linkage is given by A = N <|», and the induced voltage is the
time rate of change of these linkages, the induced voltage can be derived in terms of the
velocity of the conductors by [64]:

V = - N d<|>dt = - N B1 ds/dt = - N B1v ,

(2.32)

where
N is the number of conductors,
B is the magnetic flux density,
1 is the length of the conductor in the magnetic field,
ds is the differential distance traveled by the conductor through the field, and
v is the velocity of the conductor traveling in the magnetic field

2.9.2 Magnetic properties of materials
Magnetization (M) is the magnet moment associated with the orbital and spinning
movement of electrons per unit volume at a given point in a medium [65]. This quantity
is measured in amperes per meter (A/m). The magnetization (M) and magnetic field
intensity (H) contribute to the magnetic induction by the field equation, expressed as [65]
B = Ho (H + M) ,
where
B is the magnetic flux density,
Ho is the permeability of a vacuum,
H is the magnetic field intensity, and
M is the magnetization.

(2.33)
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Ferromagnetic materials are magnetic dipoles that can reach very high levels of
magnetization. The relative permeability (|xr) of a material compares how a material
leads its magnetic flux to that of a vacuum. The permeability (|i) of the material is a
function of its magnetization and is expressed by [65]:
p. = B = |io r i+M
H
H

(2.34)

Since ferromagnetic materials have high levels of permeability, they are generally
used in electric generators to lead the magnetic flux. The M/H quotient is material
dependant and is termed the susceptibility Xm of the material.

The magnetization

quantity for various materials is plotted on a B vs. H graph and is depicted in Figure 2.18.
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Figure 2.18. Typical magnetization curve for various materials [66].
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Figure 2.18 reveals that the flux density increases in proportion to the field strength
until it reaches a certain value it can no longer increase and becomes almost level and
constant as the field strength continues to increase. This ieveling-off effect occurs
because there is a limit to the amount of flux density that can be generated by the core
once all of the domains within the material have become perfectly aligned. Any further
increase will have no effect on the value of magnetization, and the point on the graph
where the flux density reaches its limit is called its Magnetic Saturation or Saturation of
the Core [66].
Saturation occurs once the normally random haphazard arrangement of the molecular
structure within the core material changes as the tiny molecular magnets within the
material become "lined-up".

As the magnetic field strength (H) increases, these

molecular magnets become more and more aligned until they reach a perfect alignment
pattern. Once this perfect alignment occurs, the maximum flux density is achieved and
any additional increase in the magnetic field strength will have little or no effect [66].
Steel is a ferromagnetic material that possesses a saturation induction limit of
approximately 1.5 Teslas (depending upon the material), making it a good conductor for
magnetic flux in linear electric generators. On the other hand, the saturation induction
limit for iron is only about 0.6 Teslas. Hence, iron can effectively be used (i.e. in the
case of pole pieces) to concentrate and direct magnetic flux to a desired location.

2.9.3 Types of electrical generators
Electrical generators are generally constructed using two basic configurations,
rotational and linear. The difference between the two lies in the manner in which the
rotor (which is referred to as the piston in linear generators) moves with respect to the
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stator in order to generate electricity. In a rotational generator, the rotor turns within the
stator, and for a linear generator, the piston (which could be alluded to as the "rotor" part)
travels in and out of the stator.
A linear generator (LG) is a device that converts the mechanical inward- and
outward- motion of a piston into practical electrical energy. Linear generators may be
classified according to one of the following categories [67]:
1.
2.
3.

Moving coil type,
Moving iron type, and
Moving magnet (or electromagnet) type.

The moving coil LG requires flexible leads, which tend to wear out due to cyclic
stress and are not suitable for high-power applications [67].
Moving iron LGs are rugged in construction, but they tend to be relatively heavier
and more expensive than the moving magnet type [67].
For the moving magnet LG the piston is generally constructed using multiple stacked
magnets or with a single moving magnet (permanent or electromagnetic). The moving
magnet linear generator does not suffer from the above mentioned limitations and is well
suited for operation in the marine environment, making it the ideal choice as a wave
energy converter.
A practical example of an ocean WEC that uses a linear generator is the floating buoy
type of device. Figure 2.19 illustrates the basic components for this particular category of
WEC.
In this arrangement, the buoy is connected to a linear electric generator by a rope,
which is connected to the permanent magnet (PM) generator's piston (rotor). As the
waves pass by the floating buoy, the attached rope causes the piston to ascend and
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descend with the momentum of the passing wave [38]. This relative motion between the
rotor and stator generates a voltage at the linear generator's output terminals which is sent
through the transmission lines lying on the seabed to a shore based processing facility
where it is conditioned for practical human usage.

Stator coils

Piston

Support

Figure 2.19. Basic components of a buoy-type WEC using a linear generator.

As the piston moves relative to the stator coils, an induced electromotive force (EMF)
is generated within the windings.
The buoy's dimensions, mass and shape should be optimized for effective wave
energy extraction. For efficient operation, the buoy should be large enough to absorb the
maximum energy from the passing waves, and yet be small enough that it does not get
destroyed in stormy weather [38].
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Attached to the bottom of the piston is a spring that serves to increase the downward
speed of the piston. Without the assistance of the spring, the downward motion of the
piston would only be influenced by gravity, resulting in a slower response [38].
Finally, the end stops serve to protect the generator at high waves and prevents the
piston from being removed from the stator.

2.9.4 Power losses
The power losses in a linear generator are due to:
A. Losses due to the varying magnetic field (a.k.a. steel losses).
B. Resistive losses which occur in the coil windings, and
C. Mechanical losses (i.e. friction and deformation). - not considered here.

2.9.4.1 Steel losses
Steel losses consist of Hysteresis and Eddy Current losses.
Hysteresis losses describe the energy required to reverse the magnetization of a
material and only applies to materials that are magnetic dipoles. Since copper is not a
magnetic dipole, hysteresis losses will not occur within the copper magnet wires of the
stator and are not considered in this work [65].
Eddy current power losses arise due to the circular electric currents produced in a
material that are induced by a changing magnetic field [64-65]. The eddy current loss is
proportional to the material constant representing the conductivity of the stator coils, the
magnetic flux density, the geometric volume of the stator coil, and the frequency of the
magnetic field. Generally, due to the increased number of frequencies which influence
the movement of the rotor in the irregular wave regime, the eddy current power loss is
much greater than that which occurs under the regular wave regime.
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2.9.4.2 Resistive losses and efficiency
The electrical resistance of the stator coil windings creates a power loss in the form of
heat dissipation. This loss, however, can be minimized by using a load resistance which
is much larger than the internal coil's resistance.

As the ratio of load to internal

resistance increases in magnitude, a greater portion of the generated voltage drops across
the output terminals of the linear generator than across the stator coils giving a desirable
high output voltage. This increase in output voltage, however, comes at the price of a
reduction in the output current of the device which results in the condition that less than
ideal power is sent to the load. On the other hand, if the load resistance were selected to
be much smaller than the coils' resistance, although the output current will increase in
value, its voltage delivered to the load will be reduced, thereby again delivering less than
ideal power to the load.
Efficiency for a linear generator is a measure of the ratio of input power (generated)
to output (delivered to the load) power. Thus, when the load to coil resistance ratio is at a
large value, a large total resistance is presented to the generated voltage causing the
current to be minimized in the stator coils, resulting in a low power loss across the coils
and a high power condition to be sent to the load, giving the linear generator a high
efficiency. Should the load to coil resistance ratio be very small in value, the stator
current is maximized leading to a high power loss across the stator coils, a small
proportion of the generated power to be delivered to the load, and a low efficiency
condition to dominate.
Chapter 3 will introduce the basic linear generator model and define all of the
governing equations which characterize it. Then, Chapter 4 determines the optimal
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'trade-off between maximizing either the power delivered to the load or the linear
generators' efficiency by comparing the output parameters of voltage, current, and power
under various load resistances. Finally, Chapter 5 validates the model and simulates the
electrical output parameters for the linear generator operating in both wave regimes and
under varying buoy dimensions.
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CHAPTER III

MATHEMATICAL MODEL AND DETAILS FOR ANALYSIS

3.1 Simulating the ocean surface
This work shall simulate the three different sea states presented in Table 3.1 below.

Table 3.1. Simulated sea states.
Sea State Hs(m)
TEST
0.4
WINTER
3.5
1.5
SUMMER

Ts(s)
4.5
8
6

First, the regular wave regimes for the selected sea states will be plotted using
Equation (2.11). Next, the Pierson-Moskowitz spectrum will be derived (via the plot of
Equation (2.18)) for each of the desired sea states. Since this spectrum is primarily
derived as a function of wind speed for a fully developed sea, the wind speeds as a
function of significant wave heights must first

be computed through an algebraic

manipulation of Equation (2.23). Thus, the wind speed at a height of 19.5m above the
sea surface (U19.5), and the significant (co0) and peak (<ap) frequencies can be computed by
U,9.5 =((gH1/3)/0.21)05,
co0 = g/U19.5, and
cop=0.877g/Ui95 •

(3.1)
(3.2)
(3.3)

Then, the Bretschneider spectrum shall be derived (via the plot of Equation (2.24))
using the given parameters for significant wave height and period. Finally, the time
series for both wave spectrums will be plotted (using Equations (2.25) through (2.27))
and their results compared.
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3.2

Modeling the buoy

3.2.1 Basic construction
The specially designed buoy in this work is assumed to be of the vertical floating
cylinder variety. The actual physical properties for the buoy will be selected to have a
diameter of 6m, depth of 2m, and draft of approximately lm with these dimensions being
chosen from a similar research paper [38]. Additionally, this buoy is modeled as having
a body weight in air of 1,719 kilograms and a ballast weight of 27,200 kilograms.
Other buoy properties, such as its material construction, response to winds, oceanic
currents, icing, hydrostatic pressures, launching and retrieving loads, and other factors
not mentioned in this work are not considered in this simulation.

3.2.2 Simulating the buoy's motion
The buoy, as described above, is simulated as floating upon the ocean surface in an
infinite body of water and is only affected by the heave motion, which is the up and down
movement along the z-axis taken to be normal to the ocean surface. The pitch, roll, sway,
yaw, and surge motions of the buoy are not considered in this simulation. This chapter
introduces the basic concepts and equations necessary for modeling the buoy's motion
about the z-axis in response to incident ocean surface waves. Chapter 4 will quantify the
required parameters and describe the results obtained.

3.2.2.1 Buoy's response in heave
3.2.2.1.1

Added mass

In order to accelerate a buoy immersed in water, not only must the buoy itself be
accelerated but additionally, the mass of a certain amount of water close to, or ahead of,
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that of the buoy has to be moved as well. As a result, the force needed to accelerate the
buoy in water is greater than that required to accelerate the same buoy in a vacuum. This
force can be expressed by [68]
F = (m + m')a = mv a

(3.4)

where
F is the applied force,
a is the acceleration, and
mv is the virtual mass, representing the sum of the mass of the buoy in water (m) and the
added mass (m') of the surrounding water. The values for mass and added mass are
computed as [37]
m = p (Volume), and
m' = Cmp (Volume) ,

(3.5)
(3.6)

where
Cm is the added mass coefficient,
p is the seawater density, and
(Volume) is the volume displaced by the immersed body.
Coefficients for the added mass are dependent upon the geometry of the floating body
and can easily be obtained for a variety of shapes from hydrodynamic mass tables [69].
Although, the added mass is also dependent on the frequency of the exciting wave
motion [70], the frequency dependence is weak and is not considered in this work. In the
case of cylindrical buoys, there are two different added volumes to consider, one for the
sides and one for the top and bottom parts of the cylinder. This situation is described by
Figure 3.1 below.
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Figure 3.1. The added mass area for a cylindrical buoy semi-submerged in water.

Mathematically, the outer cylinder (water) at the sides has the same volume as the
inner cylinder (buoy), and the added volume at the bottom is approximately 60% of the
volume of a half-sphere of the same radius as the buoy (RBUOY), so that [70]
max

may

p Lsubmerged 71

RflUOY

maz = 0.64 p 4/3 K RBUOY 3

•

> and

(3.7)

(3.8)

In heave, (the vertical motion of the buoy) the term maz is used to define the added
mass, and in surge or sway, (the horizontal motion of the buoy), max and may are used
instead [70]. In order to simplify the model, only the heaving motions of the buoy will be
considered in this work.

3.2.2.1.2 The restoring force coefficient
The restoring force coefficient (S) is composed of the hydrostatic (fhS) and spring
restoring force (ks) and is given by:
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(3.9)

S — fhs + ks.

The hydrostatic force is defined as the change in buoyancy force per unit vertical
movement and is defined by [62, 71]:
FHS - P g ABUOY

,

(3.10)

where:
fhs is the hydrostatic force coefficient,
p is the seawater density,
g is the acceleration due to gravity, and
ABUOY is the buoy cross-sectional area defined by the undisturbed water free-surface.
A spring restoring force is provided by a rope attached to the bottom of the buoy and
connected to the seabed. Generally, the rotor of a linear generator (or other WEC devices)
is connected between the rope and spring in order to utilize the waves' energy to generate
electricity. This force assists the buoy in returning to the water's surface after a wave
passes and is represented by [71]:
:s = -ks z,

(3.11)

where
fs is the restoring force due to the spring,
ks is the spring constant, and
z is the vertical displacement of the floating buoy.

3.2.2.1.3 The damping force coefficient
The damping force coefficient (DF) consists of friction (DF), radiation (DR), and
energy extraction (DE) components. Generally, all of these forces are considered together
and are expressed in linear form as [68]:
Df - (4 /37T) p CDABUOY VI ,

where
Df is the damping force coefficient,
p is the density of seawater,
CD is a measured drag coefficient,

(3.12)
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ABUOY is the buoy's water plane area (ABUOY = (ti/4) DiameterauoY2), and

vi = is the velocity of the heaving buoy (vi = z = Hs co).

3.2.2.1.4 The natural frequency in heave and the linear damping coefficient
With the previous parameters derived, the natural or resonant frequency (p ) and the
linear damping coefficient (n) for the buoy in heave can now be defined by:
p2 = (S/mv) ,and

(3.13)

2n = (Df/mv).

(3.14)

3.2.2.1.5 The wave exciting force
The wave exciting force for bodies oscillating in heave in deep water is given by [68]
Fe = Awe"lcDV{(S- m"©2)2 + Df2 co2^",

(3.15)

where
Fe is the wave exciting force,
Aw is the significant wave's amplitude,
k is the wave number (k = oo2/g),
S is the restoring force coefficient,
m' is the added mass of the floating buoy,
co is the angular frequency of the waves,
Df is the damping force coefficient,
(T is the phase angle between the force and the wave given by
CT = tan"1 {- Df'co/(S- m' to2)} , and

(3.16)

D is the draft of the buoy defined by
D=

Weight of the buoy in air/( ABUOY Pseawater) •

(3-17)

3.2.2.1.6 The Response Amplitude Operator for heave
In order to realize the Response Amplitude Operator for the buoy in heave, it is first
necessary to define the forces acting upon it with the aid of a free body diagram. The
free body diagram for a floating buoy upon the surface of a turbulent body of water is
presented in Figure 3.2. An incident wave upon the buoy produces a periodic disturbing
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force of the form F cos(ro t). There also exists upon the buoy a restoring force (Sz),
which is produced by the changing buoyancy and an anchoring spring force, and a
damping force (Df Z*) caused by friction, energy extraction, and radiation [62].

Acceleration
Velocity

Displacement
Z

Restoring force
SZ

Damping force
Disturbing force
Fe-cos(a>-t)

Figure 3.2. Free body diagram for a floating buoy.

The resulting change in acceleration of the buoy can be determined using the classical
equation for forced, damped oscillations [62]:
mv z" + Df z* + S z = Fe .

(3-18)

Dividing both sides of the equation by mv and applying Equations (3.13) and (3.14)
yields
z* + 2nz* + p2'y = (Fe/mv) ,

(3.19)

Assigning the value of z = B e1"4 to Equation (3.19), and then dividing by the exponential
term produces [62]
-co2B+jco'2n'B + p2B = (Fe/mv)

.

(3.20)
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Equation (3.20) can now be factored as
B(p2-o)2 + j © 2 n) = (Fe/mv).

(3.21)

The value of the coefficient, B, can then be solved by
B = (Fe/mv)/{ p2-co2 + j co'2 n}.

(3.22)

The magnitude of the denominator can be expressed in polar form as
V{( p2-©2)2 + 4n2 co2 }ei*heave,

(3.23)

where Sheave represents the phase angle between the force and heave motion and is
computed by

Sheave = tan'1 {-2n©/( p2-©2)} .

(3.24)

Since z = Be"10',
z=

I F./mvl e-^heave

ei<"t =

V{( p2-co2)2 + 4 n2 w 2 }

heave)]

(3 25)

mv V{( p2-©2)2 + 4n 2 co2}

The final equation for the heaving buoy can now be expressed by
z = Awe"kP V((S - m'©2)2 + Pf2©2Vcos(mt + c + <|)heave) •
mv V{( p2-©2)2 + 4 n2 ©2}

(3.26)

Equation (3.26) reveals that the phase difference which occurs between the wave and
the heaving buoy is the sum of the phase angle a between the wave and exciting force
and of the phase angle <|>heave between the exciting force and the heave response.
Furthermore, the heave amplitude is primarily a function of the wave frequency, ©, and
of the damping coefficient n. Thus, for small levels of damping and at excitation
frequencies, ©, close to the natural frequency, p, of the buoy, the heave response can be
very large [68].
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A simple modification of Equation (3.26) yields an expression for the Response
Amplitude Operator for the heaving buoy which is the ratio of heave height to wave
height. Thus, [68, 37]
RAOHEAVE = |HBUOY(O>)|= Z_=

Aw

E'^VIFS- M' coV + DfVl

mv V{(

p2-©2)2 +

4

.

(3.27)

n2 co2}

3.2.2.1.7 Time series for heave
Once the RAO for heave is constructed, it is then a simple matter to plot the time
series for the surface waves and the resulting buoys' height displacement using equation
3.26.
For the regular wave regime (defined by Equation 2.11)), where the wave's cyclic
frequency maintains a constant value, the corresponding ratio between heave height to
wave height (as obtained from the RAOHEAVE function) also maintains a constant value.
Thus, a time series for the wave height and the buoys' height displacement (heave) can be
obtained by plotting equations 2.11 and 3.26 simultaneously using time as the input
variable.
The time series for the ocean waves height and the buoys' heave for the irregular
wave regime, however, is more complex in nature.

In this instance, first the

Bretschneider spectrum must be defined (using Equation 2.24)). Next, Equations 2.25
and 2.26 must be used to respectively derive the amplitude component and phase angle as
a function of the wave's cyclic frequency. Then, the magnitude of each amplitude
component (as a function of its frequency) must be multiplied by the buoys' response
amplitude operator (RAO) for heave (defined by Equation (3.27)) computed at the same
frequency as the amplitude component to derive the buoys' height displacement as a
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function of the cyclic frequency. Finally, the buoy's height displacement as a function of
time is obtained through the summation of each of its component height displacements,
plus its respective phase angle for each frequency component. Thus, a time series for the
wave's and buoy's height for the irregular wave regime can be obtained by plotting
Equation (2.27) for the wave height, and the summation of each amplitude component
(Ai) at its associated frequency (co,) multiplied by its corresponding heave displacement

(by assigning Aj =Awand CO; = © in Equation (3.26)) for the buoy height.

3.3

Practical utilization of the buoy's motion
Historically, the heaving motion of floating buoys has been successfully harnessed to

generate clean electrical energy. This process was usually performed by pumping a fluid
through a pneumatic system in order to turn the rotor of an electric generator (such as in
the case of the AquaBuOy WEC). Other WECs utilize the buoy's heave motion directly
through the use of linear generators in the design. Since linear generators operate using a
up-and-down motion of the rotor (instead of a rotating movement which occurs in
conventional rotational generators), a much less complicated and more dependable design
can be achieved.
This section begins by modeling the magnetic and electrical properties of the basic
linear electric generator which will be used in this work. Then, the focus will shift to the
analysis of power losses that occur within the modeled linear generator will be analyzed.
Next, the typical arrangement for the components which comprise a buoy-type linear
generator WEC will be described along with a basic discussion of how electrical energy
is generated in this configuration. Finally, a speculation will be conducted on the ability
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to selectively design a buoy to have a RAOHEAVE function greater than unity in order to
generate additional electrical energy under the same sea state conditions.

3.4 Modeling the linear generator

3.4.1 Magnetic circuit design
A moving magnet type linear generator WEC is to be simulated in this work. For this
model, the translator (also known as the rotor or piston) is simulated as being constructed
of an alternating assembly of 1.0 cm thick Neodymium-Iron-Boron (Nd-Fe-B)
permanent magnets, interspersed with soft iron pole pieces mounted on a threaded
aluminum shaft as illustrated in Figure 3.3.
Neodymium magnets are made from an alloy of neodymium, iron, and boron to form
the Nd2Fei4B tetragonal crystalline structure.

They are considered to be the strongest

type of permanent magnet ever made. Due to their strong magnetic fields, they have
replaced other types of magnets in the many applications which require strong permanent
magnets in modern products, such as motors in cordless tools, hard disk drives, and
magnetic fasteners [72].
The magnets would be stacked in pairs to force the opposing fluxes of the magneto
motive forces (MMFs) through the pole pieces and across the air gap (0.006m) to the
stator coils [21, 65]. Figure 3.4 illustrates the configuration of the magnet/pole piece
positions and the resulting flow of magnetic flux.
In this construction, the thickness of each magnet pair and the iron poles pieces are
both 0.020m, resulting in a pole pitch of 0.040m [21]. The total length of the translator
for the seabed mounted linear generator is modeled as 5m (125 magnet/pole piece

assemblies) in order to respond to a higher than average significant wave height for the
WINTER sea state.
As this translator system moves up- and down within the stator assembly, the
magnetic flux on the central shaft causes a change in flux linkage with the coils mounted
on the stator, which in turn generates an electro-motive force (EMF) on the stator's
output terminals.
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Figure 3.3. Partial cross section of the generator magnetic circuit [21].
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Magnets

Pole pieces

Figure 3.4. Basic rotor construction and resulting magnetic flux flow [65].

For the stator, a single-phase armature system is modeled as a thin walled tube
wrapped with 48 turns of copper magnet wire to form four individual coil sections. Each
section is assumed to be insulated from its neighbors by means of mica spacers placed
between each coil section. These mica spacers introduce a distance of 0.020m between
adjacent coil sections, combined with a pole spacing of 0.040m results in a 90-degree
phase shift between adjacent coil sections. In order to provide a return path for the flux
to the rotor, the armature coils are modeled as being wrapped with thin lamination steel.
Finally, the steel core is simulated as being encased in a cylindrical aluminum shell for
mechanical support [21].
The parametric dimensions for this specific generator are presented in Figure 3.5.
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Figure 3.5. Parametric dimensions (in mm) for the magnetic circuit of the proposed
linear generator [21].

Figure 3.6 plots the magnitude of the magnetic flux density along an axial line drawn
in the air-gap of the machine (from the pistons surface) at a given time. From this plot, it
is possible to derive the strength of the magnetic flux density for the desired airgap
distance.
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Figure 3.6. Magnetic flux density [21].
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3.4.2 Electric circuit design
The electrical and magnetic circuits for this proposed generator are illustrated in
Figure 3.7.
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Figure 3.7. Electrical and magnetic circuits for the proposed generator model [21].

An analysis of Figure 3.7(a) reveals that the output voltage (V) from the generator is
diminished from the induced voltage (E) due to the result of the copper losses for the
stator coils (in terms of a resistance "r") and the self and mutual inductance for adjacent
coils (LCOIL)- This voltage can be expressed mathematically as [21]:
V = -r i + d / d t k ,

(3.28)

with
X = -LCOIL i + X.F ,
where
r is the stator coil's resistance,
i is the current of the stator,
LCOIL represents the self and mutual inductances for the stator coils, and
Xf is the flux linkage between the rotor and stator coils.

(3.29)
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The individual values for the self and mutual inductances are generally determined
through a control systems analysis approach during the design process or through a Bode
diagram analysis of the model [73], In this work, however, I shall use the modeled
component values for inductance and resistance from a similar model and represent these
values as 12.7 mH and 4.75 ohms, respectively [37].
The degree of flux linkage between the rotor magnets and stator coils depends upon
the pole pitch and the displacement. The maximum flux linkage occurs when the axis of
the coil is aligned with that of the soft iron pole piece. Under these conditions, maximum
electromotive force (emf) occurs at peak linear speed. Since the pole pitch is fixed at
40mm, the flux linking to a coil is dependent on the relative motion between the
translator shaft and stator [21]. Thus, the induced emf created by the relative motion
between the permanent magnets of the piston and the stator coils is expressed by

E = d/dt (h)= d/dz (k{) dz/dt ,

(3.30)

Xf = N <|> = N'<t>''cos ((TI/T) z)

(3.31)

where

where
X.f is the magnetic flux linkage between the rotor and stator,
z is the displacement of the rotor relative to the stator,
x is the pole pitch of the generator,
N is the number of stator turns, and
<|>' is the peak flux.
Upon expanding Equation (3.28) and solving Equation (3.30), we derive:
V = -r i - LCOILd/dt (i) + d/dt (Xf), and
E = d/dt (A,f) = - N <j>' (7t/T) sin ((ji/t) z) dz/dt .
Thus, upon algebraically solving Equations (3.32) and (3.33), we have

(3.32)

(3.33)
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<M(0 = (1/LCOIL) ( E -V- r i )

.

(3.34)

Under the condition of a load resistance, Equation (3.34) changes to:
d/dt (i) = (1/ LCOIL) (E - (i (RLOAD + r))),

(3.35)

which can be further algebraically modified to yield the current as a function of time.
Thus,
i f f l = E - L r n n d/dt (l) .
RLOAD + r

(3.36)

The voltage drops across the stator coils (which represent a voltage/power loss) and
the load can be computed, respectively, by:
VSTATOR COILS = i(t)r, and
VLOAD = i(t)RLOAD •

(3.37)
(3.38)

Finally, the output power as a function of time may be defined by
PLOAD = i(t)2 RLOAD •

(3.39)

3.5 Power losses
The only power losses that are analyzed in this linear generator model are eddy
current losses and resistive losses. This chapter will briefly introduce the basic concepts
and governing equations. Actual values for the analyzed power losses will be derived in
the next chapter.

3.5.1 Eddy current power losses
Eddy current losses arise due to circular electric currents in a material that are
induced by a changing magnetic field [64, 65]. The total eddy current power loss which
occurs within the stator coils is expressed by [65]
PE = CE B2 (Volume of cable) FROTOR2 ,

(3.40)
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where
PE is the total eddy current power loss in the stator coils,
CE is a material constant representing the conductivity of the coils,
B is the magnetic flux density emanating from the rotor,
(Volume of cable) is the geometric volume of the stator coil, and
frotor = cowave/271 is the periodic frequency of the rotor (magnetic field).
Since the regular wave regime consists of only a single cyclic frequency, the resulting
eddy current power loss can easily be computed via Equation (3.40) using the known
cyclic frequency of the wave and the non-changing material properties integrated in the
design of the linear generator.
The eddy current power loss for the irregular wave regime, however, is more
complicated to compute. In the irregular wave regime, the rotor's motion is governed by
the summation of all of the waves' frequencies at each moment in time. In order to
realize the effect that the irregular wave regime has on a heaving buoy, the amplitude
component at each of the wave's cyclic frequencies (as derived by Bretschneider's
spectrum) is multiplied by the RAO for the heaving buoy to define a new spectrum.
Since not every cyclic wave frequency for the new spectrum holds a significant
amplitude component, it is possible to simplify the analysis by only accepting a
bandwidth of frequencies whose amplitude components are within a certain threshold.
This threshold level has been chosen at a magnitude of the peak -5%, thereby
representing the cyclic frequencies responsible for 90% of the total rotor's motion. Thus,
the resulting eddy current power loss for the irregular wave regime may be expressed by

PE- IRREGULAR = CE B2 (Volume of cable) (FMINO>2 + FMINCA+AO2 + ... + FMAXO2),

(3.41)

where
PE - IRREGULAR is the total eddy current power loss in the stator coils for the irregular wave

regime,
CE is a material constant representing the conductivity of the coils,
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B is the magnetic flux density emanating from the rotor,
fMiNco = comin/271 is the minimum periodic frequency (occurring at peak amplitude -5%),
fMAXto= comax/27i is the maximum periodic frequency (occurring at peak amplitude -5%),
and
Aco is the increment between cyclic frequencies.
For an AC conductor, the alternating current generates an alternating magnetic field
resulting in eddy currents arising in the conductor. This phenomenon is called skin
effects. The skin depth is a measure of how deeply the current penetrates the leader.
When the radius of the leader is smaller than the skin depth, the skin effects are
considered negligible. The skin effect is calculated by [65]:
5=

1
(7tHrH0CTs.f)05

,

(3.42)

where the material properties,
jur = 1, and
crs = 6 107 .

3.5.2

Resistive power losses

Resistive losses in the coil windings are referred to as copper losses. The resistive
losses that occur within the coils are defined by [65]:

Pc = i2 r = i2

lrail
ac Acoiu

where
Pc is the power due to copper losses,
i is the current of the coil,
r is the resistance of the coil,
Icon is the length of a stator coil,
cc is the conductivity of the coils' material, and
Acoii is the cross sectional area of the coil.

(3.43)
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All losses occur as heat dissipation within the material. It is assumed that this heat
dissipation will not result in any adverse reactions, since the linear generator is assumed
to be surrounded by water and thus readily cooled.

3.5.3 Efficiency
The efficiency of the linear generator is expressed as the ratio of output power to
input power and is computed by [65]:
tIlg = Eaut =
Pin

P™»

,

(3.44)

Pout + Plosses

where
TJLG is the efficiency of the linear generator,
Pout is the power output of the linear generator,
Pin is the power input to the linear generator, and
Piosses is the power losses due to hysteresis, eddy currents, and resistive losses.

3.6 Modeling the energy generated for the buoy in heave
The configuration shown in Figure 3.8 illustrates the basic buoy-type WEC system
typically used to convert the heaving motions of a floating buoy into electrical energy.
As the surface waves impact upon the buoy, it heaves (rises) in the water which in turn
causes the attached rope to rise and fall accordingly. The ensuing undulation of the rope
causes the rotor of the seabed mounted linear generator to rise and fall, creating relative
motion between the rotor and stator thereby generating electricity.

Ocean surface
Buoy

Rope
\7

Linear generator

Sea bed

Figure 3.8. Buoy configuration in heave.

The generated voltage and current, and the output voltage and power can be
calculated as functions of time for both wave regimes and all sea states using Equations
(3.33), (3.36), (3.38), and (3.39), respectively.

3.7

Optimizing the buoy
It is suspected that the buoy can be manufactured to permit a large heave response for

the significant cyclic frequency of waves occurring in a particular area.

This feat can
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theoretically be accomplished by selecting the proper dimensions for the buoy so that its
natural frequency of heave lies in close proximity to that of the waves occurring in the
immediate area. Four different buoy sizes will be modeled for each of the SUMMER and
WINTER sea states to have heave ratios of approximately 1.0, 1.25, 1.5, and 1.9 when
reacting to the significant wave period within both of these sea states. Then, a statistical
analysis will be performed for each sea state under both wave regimes to determine the
buoy size which will provide the maximum average output power. This information can
then be used to practical advantage when evaluating the feasibility for establishing a
buoy-type WEC off of the Oregon coast.
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CHAPTER IV
RESULTS AND DISCUSSION

4.1

Simulating ocean surface waves

4.1.1 The regular wave regime
Table 4.1 lists the significant wave height (Hs) and period (Ts) for the three selected
sea states. It also lists the calculated Pierson-Moskowitz parameters for wind speed
(U19.5),

and significant (co0) and peak frequencies (cop) based on Equations (3.1) - (3.3).

For the sea state identified as TEST, the waves are characterized by smooth, small waves
(known as wavelets) and represent the activity in a relatively calm body of water. The
WINTER and SUMMER sea states represent the conditions of the sea off the Oregon
coast during the different seasons.

Table 4.1. Selected sea state conditions and the associated Pierson-Moskowitz
parameters.

Selected sea state parameters
Name
TEST
WINTER
SUMMER

(m) Ts (s)
0.4
4.5
3.5
8
1.5
6

Hs

Pierson-Moskowitz Parameters
Wind speed
Frequencies
(m/s)
4.32
12.78
8.37

U19.5

co0 (s"1)
2.27
0.77
1.17

g

)d (s"1)
1.99
0.67
1.03

Upon assigning the appropriate substitutions for wave amplitude (Zwave), cyclic
frequency (co), and phase angle between the wave and force (9 = 0) into Equation (2.11),

the wave height as a function of the listed parameters and time for each sea state may be
calculated by
Aw (H„ Ts, t) = (Hs/2)*cos((27t/Ts) t).

(4.1)

Figure 4.1 plots the wave amplitude as a function of time for each selected sea state.
In each of these plots, the ocean surface waves maintain a constant maximum amplitude
(which is equal to Vi of the significant wave height) and steady period which defines the
regular wave regime.
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Figure 4.1. Time series for the regular wave regime for selected sea states. (a)The TEST,
(b) WINTER, and (c) SUMMER sea-states.
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4.1.2 The irregular wave regime
The irregular wave regime for each sea state is derived from the Pierson-Moskowitz
(Equation (2.18)) and Bretschneider spectrums (Equation (2.24)) using the parameters
listed in Table 4.1. Figure 4.2 plots the amplitude components as a function of the cyclic
frequency of the waves for each spectrum on the same graph for comparison. Generally,
there is little deviation between the two spectra in regards to shape, magnitude and peak
frequency for each sea state condition, which indicates that either spectrum would
produce a 'fair' representation of ocean surface activity.
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Figure 4.2 Pierson-Moskowitz and Bretschneider spectrums for selected sea states, (a)
The TEST, (b) WINTER, and (c) SUMMER sea-states.
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With both spectrums derived, Equations (2.25) through (2.27) can now be used to
generate the time series for the surface waves from both spectra, the results of which are
presented in Figure 4.3. As might be expected, since both wave spectrums are similar in
appearance and magnitude, the time series for the waves generated from both spectra
would likewise be similar in appearance and magnitude. However, due to the limitation
that the Pierson-Moskowitz spectrum depends upon the requirement of a fully developed
sea to be accurate, and since the Bretchneider spectrum has been accepted as the ITTC
standard [48], only the Bretschneider spectrum will be further considered in this work.

0.25
— • Pierson-Moskowitz

0.2

•"•"Bret Schneider height

0.15
0.1

£ 0.05
1
Q)
>

0

-0.05
-0.1

-0.15
-0.2

0

5

10

15

20

25

Time (s)

Figure 4.3. Comparison of the time series of surface waves generated from the PiersonMoskowitz and Bretschneider spectrums. (a) The TEST, (b) WINTER, and (c)
SUMMER sea-states.
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4.2

Buoy's response in heave

4.2.1

Added mass

The masses for the buoy (as represented by the weight of the displaced water), the
entrained water surrounding the buoy, and the combined system are calculated
respectively as:

MBUOY = p Area Draft = (1,025 Kg/m3)(7t 3m2)(0.9979m) = 28,920 Kg,

(4.2)

MADDED = Cmp(4/3)(7i r3) = (0.64)(1,025 Kg/m3)(4/3)(7t)(3m)3 = 74,192 Kg, and (4.3)
My = MBUOY

+ MADDED = 103,112 Kg.

(4-4)

4.2.2 The restoring force coefficient
The restoring force coefficient (S) is composed of the hydrostatic and spring restoring
force (ks) and is computed in this model as:
S = p g A + ks = (1,025 Kg/m3)(9.8 m/s2)(7i)(3m)2 + 40 Kg/s2 - 324,016 Kg/s2 (4.5)

4.2.3 The damping force coefficient
The damping force coefficient (Df) expressed as functions of the wave height and
cyclic frequency is calculated as:
Df (Hs,co)= (4/3ti)pCdAbuoyvi = (0.4244)(1,025 Kg/m3)(0.63)(7i)(3m)2(Hs)(co) (4.6)
= (7,749 Kg/m)(Hs<o)
Figure 4.4 simultaneously plots the damping force coefficient for each of the chosen
sea states. Since the damping force is linear and proportional to the significant wave
height, the greater the significant wave height for a specific sea state, the larger the
damping coefficient at each cyclic frequency. The damping force coefficient plots in
Figure 4.4 validate this principle.
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Figure 4.4. Damping coefficient as a function of the cyclic frequency of the waves for
each sea state, (a) The TEST, (b) WINTER, and (c) SUMMER sea-states.

4.2.4 The natural frequency for heave of the buoy and its linear damping
coefficient
The resonant frequency for heave of the buoy is computed as
p = (S/mv)°5 = (324,016 Kg/s2 /103,112 Kg)0 5 = 1.77 rad/sec.

(4.7)

It will later be seen that the buoy heaves dramatically at cyclic frequencies near this
resonant (natural) cyclic frequency.
Since the linear damping coefficient, n, is defined as the ratio between the damping
force coefficient and twice the virtual mass of the buoy/water system, a plot of this
function (Figure 4.5) appears similar to the plot of the damping force coefficient (Figure
4.4), but reduced in slope and magnitude.
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4.2.5 The wave exciting force
The wave exciting force defined in the previous chapter for bodies oscillating in
heave in deep water is relisted here as
Fe = Awe'kDV{(S- m' co2) 2 + Df2 ©2}eja,
where
Fe is the exciting force,
Aw is the significant wave's amplitude,
k is the wave number,
D is the draft of the buoy,
S is the restoring force coefficient,
m' is the added mass of the floating buoy,
co is the angular frequency of the waves,
Df is the damping force coefficient, and
a is the phase angle between the force and the wave.

(4.8)
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Figure 4.6 simultaneously plots the wave exciting force for each of the selected sea
states. As the figure clearly demonstrates, the magnitude of the wave exciting force
maintains proportional to the significant wave height throughout the cyclic frequency
bandwidth, in compliance with Equation (4.8). Further inspection of the figure reveals
that the total response can be divided into three different regions of activity.
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Figure 4.6. Wave exciting force as a function of cyclic wave frequency for various sea
states, (a) The TEST, (b) WINTER, and (c) SUMMER sea states.

In the first region, defined by a cyclic wave frequency between approximately 0 to 2
radians per second, the magnitude of the wave exciting force is dominated by the
restoring term. As the cyclic frequency of the waves increase, the -m' co term also
increases in magnitude causing the influence of the restoring force to diminish. Although
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the damping force also increases in magnitude during this region, it only imparts a minor
influence on the rate of descent of the wave exciting force in this region. At a cyclic
frequency of approximately 2 radians per second, the restoring force is cancelled out by
the activity of the added mass and the net result is reduced to only the damping force.
The second region occurs within a cyclic wave frequency of approximately 2 to 3.5
-y

radians per second. In this region, although the (S- m' © ) term continues to decrease in
the negative direction, its squared value increases with the wave's cyclic frequency.
Additionally, the damping force rises with the wave's cyclic frequency in this region,
which further increases the wave exciting force up to approximately 3.5 radians per
second.
In the final region, defined by the cyclic wave frequencies above 3.5 radians per
second, the wave exciting force diminishes toward zero. This activity occurs because at
high frequency rates the influence of the exponential term rises in dominance due to the
increasing wave number (K = co2/g) which results in a rapidly diminishing exciting force.

4.2.6 The RAO for heave
The RAO for heave for a vertically floating cylindrical buoy having the previously
stated properties is displayed in Figure 4.7 for the various sea states. A comparison of
these figures reveal that, although each heave response is similar in shape, they vary in
peak magnitude near the buoy's natural frequency region and beyond. An explanation
for this behavior is discussed in the next section.
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Figure 4.7. RAO for heave for a vertical floating cylindrical buoy under various sea
states, (a) The TEST, (b) WINTER, and (c) SUMMER sea states.
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Figure 4.7. Continued.

Generally, the RAO is not determined for each individual sea state but averaged over
all of the waves that are expected to be encountered. Figure 4.8 depicts the RAO for
heave for the average of the SUMMER & WINTER sea states.
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Figure 4.8. RAO for average heave for the SUMMER & WINTER sea states.

4.2.6.1

Heave response behavior

An analysis of Figures 4.7 and 4.8 reveal that the heave response for the floating buoy
can be divided into the three frequency regions as shown in Figure 4.9.
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Figure 4.9. Frequency areas with respect to heave behavior.

Each of these regions describes the response of the buoy as determined by the
dominant force acting upon it. These regions are defined by:
Region 1. The low frequency area, defined by co2 « S/(m+m'), has the vertical
motions dominated by the restoring spring term. In this region, the buoy tends to follow
the waves as the frequency decreases, the RAO tends toward 1.0 and the phase lag tends
to zero. At very low frequencies, the wave length is very large compared to the horizontal
length (diameter) of the buoy and it will bounce upon the waves [74].
Region 2. At the natural frequency area, co2« S/(m+m')» p2, the vertical motions are
dominated by the damping term. In this region, a high resonance can be expected for low
levels of damping. A phase shift of -n occurs approximately at the natural frequency (see
the equation for Sheave in Equation 3.24). This phase shift is very abrupt here, due to the
small damping on the buoy. Since the magnitude of damping is proportional to the

product of the wave's significant height and cyclic frequency (see Equation (3.12)), as
this product increases in magnitude, so does the damping loss that occurs for the buoy,
resulting in a lower heave response. This effect can be verified by noticing that the peak
heave response in Figures 4.7 and 4.8 is inversely proportional to the product of the
significant wave height and cyclic frequency for each sea state [74].
Region 3. For the high frequency area, oo2 » S/(m+m'), the vertical motions are
dominated by the mass term. Here, the waves are losing their influence on the behavior
of the buoy. A second phase shift appears at co2 » S/m' caused by a phase shift in the
wave load (see the equation for Sigma (cr) in Equation 3.16) [74].
It is important to realize that the region in which a buoy would be operating is
determined by the response of the RAO, and not by the frequency bands identified in
Figure 4.9. By selectively altering the parameters of the buoy, the frequency regions can
be shifted to the left or right to better suit a design criteria. For example, Figure 4.10
shows that the frequency regions affecting the buoy can be shifted toward the right by
increasing the value of the restoring spring constant. This figure also reveals that as the
spring becomes tighter in magnitude, the heave response of the buoy diminishes at each
cyclic frequency.

This behavior makes logical sense, since the restoring force is

proportional to the spring constant (see Equation 3.9).
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Figure 4.10. Altering the RAO for heave through the use of various restoring spring
constants.

4.2.6.2 Time series for heave
The time series for the wave height and buoy displacement for each sea state under
the regular wave regime is given in Figure 4.11. An inspection of these results reveals
that the buoy closely follows the surface waves for each sea state both in direction and
also approximately in magnitude.
For the TEST sea state, illustrated by Figure 4.11(a), the buoy bounces upon the
surface of the ocean waves. This activity indicates that the heave transfer function is
greater than unity. Upon examining Figure 4.7(a), it can be seen that the response of the
buoy for this particular cyclic frequency is measured at 1.2 and lies within frequency
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region 2, where the buoy response is close to resonance. Thus, an RAO> 1 is acceptable
for this particular sea state and the response of Fig. 4.11(a) is as expected.
The WINTER and SUMMER sea states, illustrated respectively by Figures 4.11(b)
and 4.11(c), show that the buoy's height is approximately equal to the wave's height,
signifying that the RAO for both sea states is approximately equal to unity.

Upon

examining the respective RAOs for heave (Figures 4.7(b) and (c)), it is found that the
value at each cyclic frequency (0.785 & 1.047 radians per second, respectively) is slightly
greater than unity indicating that the buoy is operating near frequency region 1 for both
sea states.

(a)

Wave heiaht

-0.25
0

5

15

10

20

25

Time (s)
Figure 4.11. Wave height and buoy displacement under the regular wave regime for
various sea states, (a) The TEST, (b) WINTER, and (c) SUMMER sea states.
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Figure 4.11. Continued.

The time series for each sea state under the irregular wave regime is depicted in
Figure 4.12 below. Here, the buoy approximately follows the irregular surface waves for
each sea state. The buoy, however, has a tendency to overshoot the wave height (likely
due to its momentum) and then lose synchronicity with the waves. It is thus very likely
that in this scenario the motion of the buoy is the net result of the forces of inertia,
gravitational weight, and the heaving action from the waves.
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Figure 4.12. Time series for the wave and buoy heights under the irregular wave regime,
(a) The TEST, (b) WINTER, and (c) SUMMER sea states.
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4.3

Modeling the linear generator
An electrical circuit representing the stator coils used in this analysis is presented in

Figure 4.13 below. The electrical generation will be driven by the motion of the piston
from the heaving ocean waves.

i

r

L con.

—»—\AA/—

>

E

<^^LOAD

I
V<

electrical
Figure 4.13. Electrical schematic of stator coil assembly [21].

where
E is the generated voltage,
i is the current of the stator,
r is the stator coil's resistance (r = 4.75 Q),
L represents the self and mutual inductances for the stator coils (LCOIL = 12.7mH),
RLOAD is the load resistance (RLOAD = 5 Q), and
Vout is the output voltage of the linear generator.
The generated voltage is computed as a function of time according to Equation (3.33),
which is relisted as
E = -N4' (7t/t) sin (rt/x • z)dz/dt ,
where
E is the generated voltage,
N is the number of stator turns (N = 48),
x is the pole pitch of the generator (x = 0.040m),
z is the displacement of the rotor relative to the stator,
dz/dt is the velocity of the rotor's motion, defined by [75]

(4.9)
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dz/dt = lim
A,~*°
<(>'

=

z(t) - z(t-At) ,and
At

(4.10)

lis B dS is defined as the peak magnetic flux over the area of the surface [76]

where
<J>' is the peak magnetic flux,
B is the magnetic field,
S is the surface (area), and
dS is an infinitesimal vector, whose magnitude is the area of a differential element of S,
and whose direction is the surface normal.
For an air gap of 6mm, the magnetic field intensity (as depicted in Figure 3.6) is
0.55T. Given that the rotor's magnets have an external radius of 0.0225m, and an air gap
clearance (between the outer edge of the magnet to the stator coils) of 0.006 m, the
resulting radius would calculate to 0.0285m. Thus, the resulting area for the magnetic
flux would be Area = 7t' r2 = 0.0026m2, giving a peak flux of
f = 0.55 V s/m2 * 0.0026 m2 = 0.0014 V s,

(4.11)

and by inserting the derived parameters into Equation (4.9), the generated voltage
simplifies to
E = -N <(>' (n/x) sin (n/x z) dz/dt
E = (-48)( 0.0014 V s)(78.6m"')'sin (78.6m"1 z) dz/dt
E = (-5.278 V sm"l)(dz/dt) sin (78.6 m"'* z).

(4.12)

Under the specified circuit parameters, Equation (3.35) changes to
d/dt (i) = 78.74 (E - (i (5 + 4.75))),

(4.13)

Thus, the current as a function of time can be expressed by
i (t) = 0.103 {E- 0.0127 d/dt(i)} .

(4.14)

With the stator current defined, the voltage drops across the stator coils and load can
be computed, respectively, by:

VSTATOR COILS (t) = 4.75 i(t), and
VLOAD(t) = 5i(t).

(4.15)
(4.16)
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Finally, the output power generated as a function of time may be calculated directly
from the current and load resistance by

PLOAD(t) = 5i(t)2.

4.3.1

(4.17)

Power losses in the linear generator

Table 4.2 gives a partial listing of a wire properties chart.

This table will be

referenced to obtain the electrical and physical properties of an actual copper cable which
will be modeled to simulate the stator coils in this work.
Under normal operating conditions, the maximum generated current (plus safety
margin) for the selected sea states is estimated to be 1.4 Amps. It is found that 28AWG
wire meets this current requirement for chassis wiring. Additionally, it has a skin depth
level well below that expected to be encountered by traveling surface waves, making it an
ideal choice for the stator coils. By multiplying the number of turns (N = 48) by the
circumference (27t*0.0285m = 0.179m) of the interior of the stator, an estimated cable
length of approximately 9 meters is obtained. Then, the product of the length and the
cross-sectional area (80.45 nm2) yields a total cable volume of 724 nm3.

Table 4.2. Basic copper cable parameters [77].
Maximum amps for
AWG
gauge
11
27
28
29

Conductor
Diameter
(mm)
2.30378
0.36068
0.32004
0.28702

Ohms per km. Chassis wiring
4.1328
47
168.8216
1.7
212.872
1.4
268.4024
1.2

Power
transmission
12.000
0.280
0.226
0.182

Maximum power
transmission for 100%
skin depth for solid
conductor copper
3200 Hz
130 kHz
170 kHz
210 kHz
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4.3.2 Eddy current power losses
Again, by referring to Table 4.2, the conductance (1/R) for this gauge wire can be
comp u t e d b y d i v i d i n g 1 0 0 0 m b y i t s i n t r i n s i c r e s i s t a n c e o f 2 1 2 . 8 7 2 f 2 / k m t o o b t a i n t h e C

e

constant of 4.698 m/Q. The magnetic flux density is obtained graphically via Figure 3.6,
which reveals that the magnetic flux density for an air gap of 6mm is 0.55T (0.55 V s
m"2). Finally, the tethering rope between the buoy to the seabed mounted linear generator
is considered to be non-elastic and remains taut throughout its movements. By replacing
the known values for the variables in Equation (3.40), the eddy current power loss as a
function of frequency for the regular wave regime can be represented by

PE-REGULAR(f) = (4.698 m/Q)(0.3025 V2 s2 m_4X724 nm3) f 2= 1,03|aV2 s2 Q"1) f2. (4.18)

The periodic magnetic field frequency (1/TS) for the TEST, WINTER, and SUMMER
regular wave regime sea states are 0.222s, 0.125s, and 0.167s, respectively, which
produces eddy current power losses of 50.86nW, 16.09nW, and 28.6InW, also
respectively. Since the wave frequency remains constant for all time in the regular wave
regime, the power loss would also remain constant with respect to time. These are
extremely low power loss values.
The amplitude components derived through the Bretschneider spectrum as well as
their response in heave are plotted in Figure 4.14 for each selected sea state under the
irregular wave regime. Although the peak amplitude under heave is greater than that
obtained through the Bretschneider spectrum, of particular importance is the narrowing of
the cyclic frequency bandwidth which occurs under the heave response.

As this

bandwidth decreases in magnitude, the number of cyclic frequencies which generate eddy

currents decrease accordingly, thereby lowering the eddy current power loss. Similar to
the regular wave regime, since the eddy current power loss for the irregular wave regime
is the result of the same cyclic frequencies at each instant in time, its result does not vary
with time either.
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Figure 4.14. Amplitude components and their response in heave for select sea states
under the irregular wave regime, (a) The TEST, (b) WINTER, and (c) SUMMER sea
states.
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Table 4.3 lists the peak amplitude encountered under heave, the minimum and
maximum cyclic frequencies at which 5% of the peak amplitude occurs, and the
computed (via Equation (3.41)) eddy current power losses for each selected sea state
under the irregular wave regime. Although the eddy current power losses are much
greater for the irregular wave regime (due to the effect of multiple cyclic frequency
components), a maximum power loss of 10% occurs only within 0.1% and 7% of the
sampled output power waveform (sampled at a rate of 0.01 seconds for 100 wave cycles)
for the regular and irregular wave regimes, respectively. Simultaneously run simulations
on Matlab, which compared output voltage and power with and without eddy current
power losses, produced no visible difference in the magnitude or shape of the selected
waveforms. Thus, due to the relatively low ratio of power loss to power generated, and
the low frequency of occurrence, eddy current power losses can be considered negligible
and left out of the modeling equations.

Table 4.3. Derived parameters for calculating the eddy current power losses in the
irregular wave regime for each sea state.

4.3.3

Sea State

Peak
amplitude

TEST
WINTER
SUMMER

0.08
0.06
0.06

Frequency range for 95% of
peak amplitude component
Minimum
Maximum
1.04
1.66
0.47
1.94
0.67
1.78

Eddy current
power loss (p.W)
2.97
6.21
4.61

Resistive power losses

Resistive losses in the coil windings are identified as copper losses.

The total

resistive (Rt) load as seen by the generated voltage is equal to the sum of the coil (r) and
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load resistance (RLOAD). Thus, the output voltage and current can easily be computed
through fundamental circuit theorems, such as the voltage divider rule and Ohms' Law.
Figure 4.15 shows that as the load resistance increases for each sea state, the
maximum output voltage increases and the generated current decreases. This behavior
agrees with the aforementioned circuit laws. Additionally, the figure also plots the power
responses for each sea state as a function of load resistance. This plot reveals that
maximum output power is attained when the load resistance is approximately equal to the
coil's resistance (4.75Q « 5Q). This condition satisfies the resistive condition for the law
of maximum power transfer for AC circuits [78].
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Figure 4.15. Output voltage and current (1), and power response (2) for each sea state
under various load resistance values, (a) The TEST, (b) WINTER, and (c) SUMMER sea
states.
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Figure 4.15. Continued.

In order to fully satisfy the law of maximum power transfer, the reactive losses must
also cancel out. This condition is fulfilled when a capacitive element is connected to the
output terminals such that
XLOAD - XCOIL •

(4.19)

O'LCOIL = (OOCout) 1

(4.20)

C0UT = (G>2 0.0127 H)-1 .

(4.21)

Thus,

or,

The computed capacitances necessary to cancel out the reactive losses due to the
inductance of the stator coils for the TEST, WINTER, and SUMMER sea states are
40.4F, 127.6F, and 71.8F, respectively. If these capacitors were to be constructed using a
dielectric having a very high permittivity (water), then according to the equation for
calculating capacitance [79],
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COUT

0>o £r Acap)/d ,

(4.22)

where
COUT is the capacitance value,
s0 is the permittivity of free space (e0 = 8.854 10-12 C2/Nm2),
sr is the relative permittivity of water (sr = 80.37),
Acap is the surface area of the plates, and
d is the separation between the plates,
the ratio of the plate areas to separation distances would be 5.68 1010 m, 1.79 1011 m, and
1.01 1011 m for the TEST, WINTER, and SUMMER sea states respectively. Although
these physical dimensions are quite large, the ratios would be even larger if a dielectric
having a smaller relative permittivity were used. Thus, since the coils' inductance value
is very low (LCOii = 12.7 mH) and dissipates little reactive voltage for the relatively small
cyclic frequencies expected for ocean surface waves, and due to the fact that an
immensely large capacitor would need to be constructed in order to cancel out the small
reactive losses incurred by the inductive coils, no nullification of reactive voltage will be
considered in this work.

4.3.4

Efficiency

The final property to be considered in this topic is generator efficiency. A linear
generators' efficiency is defined by the ratio of output to input power and is relisted as
Equation (4.23) below.

T)LG = PPUT—
Pin

PNNT

,

Pout + Plosses

where
t|LG is the efficiency of the linear generator,
Pout is the power output of the linear generator,
Pin is the power input to the linear generator, and
Piosses is the power losses due to hysteresis, eddy currents, and resistive losses.

(4.23)
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As discussed previously, the hysteresis and eddy current losses are either not
applicable or not significant for the specifically modeled linear generator in this work. In
fact, the only loss which is considered significant is the copper losses that occur for the
linear generator's stator coils. Since the stator circuit represents a series circuit, the
current is the same through each resistive element. Thus, the efficiency equation can be
simplified to:

TILG = EW = —I^ (RIOAD)
= —RLQAD— •
PIN
i (R-LOAD + r)
(RLOAD + T)

(4.24)

A plot of efficiency as a function of load resistance (which is valid for all sea states
and wave regimes) is given in Figure 4.16 below. An analysis of this plot reveals that the
efficiency of the generator increases with an increase in load resistance. This activity
occurs because, as the ratio between the load resistance and coils' resistance increases in
magnitude, a greater portion of the generated voltage will be dropped across the load
resistance (in accordance with the voltage divider rule). However, as the total resistance
increases, the resulting current flow would diminish (as governed by Ohms' law), thereby
reducing the magnitude of power transferred from the linear generator to the transmission
lines. Therefore, although it would appear best to operate the linear generator under
maximum efficiency, it would be advised to operate it under the conditions that result in
maximum power transfer.
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Figure 4.16. Efficiency of the linear generator as a function of load resistance.

4.4 Generated power in heave
4.4.1

Verification and validation of the model

The linear generator model in this work was patterned after the published findings
presented by the Oregon State University [21]. In order to validate this model, prediction
of the generated voltage will be compared against the published results reported from the
University under an identical sea state (Hs = 1.5m and Ts = 3s for the regular wave
regime). A valid model only exists when the results of our model compares well to the
reported results in both the qualitative behavior and in the magnitude. This would signify
accurate validation between the models. In an attempt to accurately reproduce the results
as obtained from the Oregon State University, the wave exciting force has been changed
from the cosine to the less common sine function for verification purposes.

Since there was no mention of the parameters used for the buoy in the findings
published by the Oregon State University group, it is assumed that the rotor's motion for
the linear generator travelled in perfect synchronicity with the ocean surface waves (i.e.,

|H(cd)| = 1, and O = <(>heave = 0. where |H(co)| is the heave transfer function, cr is the phase
angle between the force and the wave, and <j> is the phase angle between the force and
heave motion). Upon incorporating these conditions, the results in Figure 4.17 were
obtained. As can be seen in this figure, the results obtained from this simulation (Figure
4.17a) compared favorably with those published from the Oregon State University
(Figure 4.17b). Both the behavior and magnitude match, thus confirming the verification
and validation for this model under the perfectly synchronous condition; thereby
identifying it as a valid model under this condition.
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Figure 4.17. Generated voltage and buoy velocity, (a) For the model presented in this
work, and (b) Compared to those published by the Oregon State University [21].

The previously described buoy (known as the 'standard or regular buoy') operated
favorably for the three selected sea states analyzed in this work, assuming that the buoy
followed the motion of the waves.

However, proper inclusion of the actual buoy

dynamics shows that this buoy design would not necessarily be the preferred choice for
operation in the same sea state as defined by the Oregon State University (Hs = 1.5m, Ts
= 3s). Figures 4.18 and 4.19 respectively, illustrate the inefficiency of this buoy in
regards to its influence by wave activity and its resulting effect on the generated voltage.
This response occurs when the proper motion including the RAO for heave is taken into
account.

Buoy height
• Wave height
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6

Time (s)

Figure 4.18. Time series for the ocean surface waves and the heave response for the
standard buoy operating in the regular wave regime using the sea state parameters
defined by the Oregon State University (Hs = 1.5m, Ts = 3s).
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Figure 4.19. Time series for the velocity of the buoy and the resulting generated voltage
from a linear generator using the 'standard buoy'.

However, by using an 'ideal buoy' which is 3.5m in diameter, 2.5m in length, and
1.25m in draft, a better response can be attained. Figure 4.20 shows the 'ideal buoy'
operating in this particular sea state under less than perfect synchronous conditions (i.e.,
|H(oo)|> 1, CT * 0, and Sheave * 0).

Since, the 'ideal buoy' motion follows to near

synchronicity with the wave motion, it is logical to assume that the generated voltage
would appear similar as well.
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Figure 4.20. Time series for the wave and 'ideal buoy' operating under the identical sea
state as provided by the Oregon State University.

Figure 4.21a illustrates the generated voltage for the buoy movement depicted in
Figure 4.20 and Figure 4.21b is a re-print of Figure 4.17a for comparison purposes. A
comparison of these two plots reveals that they are both similar in appearance and
magnitude, but the non-perfect synchronous plot (Figure 4.21a) responds slower to the
wave's activity and experiences fewer internal oscillations per period.
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Figure 4.21. Generated voltage and buoy velocity, (a) The non-perfect schronous
condition with the waves, and (b) under perfect synchronous conditions.
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Finally, since the generated voltage under the 'less-than-perfect synchronous'
condition is similar in appearance to the generated voltage under the 'perfect
synchronous' condition between the wave and buoy/rotor motion, it is logical to establish
both models as valid.

4.4.2

Results for the selected sea states

4.4.2.1 Results for the regular wave regime
Figure 4.22 shows the generated voltage and current, and output voltage and power
from a seabed mounted linear generator for a heaving buoy under the regular wave
regime for each sea state. Although the waveforms for the WINTER and SUMMER sea
states appear compressed for the displayed time, the same oscillatory nature as seen in the
TEST sea state persists throughout each of the analyzed sea states. These voltage plots
clearly illustrate that the generated voltage is symmetric about both the horizontal and
vertical axes, and maintains the same amplitude and shape for each period. This behavior
is expected since the surface waves in the regular wave regime maintain a peak amplitude
and period. Further inspection of these plots reveals that the period of the generated
voltage is equal to half of that of the wave. This condition occurs when the Euler
functions for the sine and cosine terms are multiplied together, which produces a product
which is equal to half the amplitude and twice the frequency.
In each sea state, the output current correctly approximates 10% of the magnitude of
the generated voltage. This condition satisfies Ohms' Law (I = V/R) since the series
resistance of the coil and load resistance total 9.75 ohms.

The output voltage for each sea state also correctly approximates 50% of the
generated voltage. This condition falls into accordance with the voltage divider rule
since the coils and load resistance are nearly identical.
Finally, the output power plots depict the oscillatory nature of the output current and
are constantly positive in value, in accordance with the behavior of power dissipation.
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Figure 4.22. Generated properties under the regular wave regime for select sea states,
(a) The TEST, (b) WINTER, and (c) SUMMER sea states and their associated values
for the generated voltage (1), and current (2), and output voltage (3), and power (4).
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4.4.2.2 Results for the irregular wave regime
Figure 4.23 shows the same parameters plotted under the irregular wave regime for
the selected sea states. In this case, although the generated voltage is symmetrical about
the vertical axis, the peak amplitude of the voltage as well as the duration for each period
varies between cycles. This behavior makes logical sense because the waves vary in both
amplitude and frequency in the irregular wave regime.
Since the output current, voltage, and power are all dependent upon the generated
voltage, they will vary proportionally in magnitude and period^s well. However, since
neither Ohms' Law nor the voltage divider rules are ever violated, the ratios between the
circuit parameters will always persist regardless of the wave regime tested by the
simulation.
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Figure 4.23. Generated properties under the irregular wave regime for select sea states,
(a) The TEST, (b) WINTER, and (c) SUMMER sea states and their associated values
for the generated voltage (1), and current (2), and output voltage (3), and power (4).
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4.5 The effect of buoy dimensions on its heave response
4.5.1

The heave response for small buoys

The physical dimensions of a vertically floating cylindrical buoy play a significant
role on the magnitude of voltage generated from the seabed mounted linear generator.
Figure 4.24 shows the Response Amplitude Operator for the SUMMER sea state using
various small buoys having a specific diameter (D) and length (L). As can be seen from
this figure, the ratio of heave height to wave height starts at one and then attenuates at a
rate proportional to the buoy's volume. This behavior occurs specifically for buoys of
small size, since the restoring force plays the dominant role in restricting its heave
movement. Although, the buoys dimensions play the significant role in the heave to
wave height ratio, reducing the spring force can help to improve the heave response at
each cyclic wave frequency.

Figure 4.25 shows the resulting Response Amplitude

Operator for heave using the same buoy dimensions, but under a much reduced restoring
spring coefficient (10 Kg/s2 instead of 40 Kg/s2).
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Figure 4.24. The heave response for buoys of exceptionally small size.
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Figure 4.25. The heave response for buoys of exceptionally small size under the influence
of a reduced restoring spring force.

153

4.5.2

The heave response for larger buoys

For larger buoys, however, an improved heave response occurs. Table 4.4 lists the
dimensions for four different buoys operating in the SUMMER sea state for the regular
wave regime and Figure 4.26 shows their respective Response Amplitude Operators for
heave within a specific band of cyclic wave frequencies.
The Response Amplitude Operator, as given in Figure 4.26, clearly shows that as the
volume of the buoy increases, the frequency regions are shifted to the left (due to the
decrease in the natural frequency for heave of the buoy) and that the heave response for
higher cyclic wave frequencies are diminished (see Section 4.2.6.1 for explanation).

Table 4.4. Vertically floating cylindrical buoys of various dimensions for testing under
the SUMMER sea state.
Buoy
1
2
3

4

Diameter
[ml

Length
[ml

6
8
8
8

2
5

Volume

7

rm'l
57
251
352

8.33

419

|H(ct»)|
1.03
1.26
1.53
1.86
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Figure 4.26. Response Amplitude Operator for heave of the cylindrical buoys listed in
Table 4.4 operating in the SUMMER sea state.

Figure 4.27 shows the time series for the wave and the height displacements (heave)
for each of the buoys listed in Table 4.4. In this figure, the magnitude for heave of each
buoy can be derived graphically from the Response Amplitude Operator for heave
(Figure 4.26) at a cyclic wave frequency of 1.047 radians/second (The cyclic wave
frequency for the significant wave in the SUMMER sea state). These buoys have been
specifically chosen to provide heave transfer ratios of 1.03,1.26,1.53, and 1.86 under the
SUMMER sea state of the regular wave regime for analysis. These ratios are properly
matched by the time series for the heave response in Figure 4.27.
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Figure 4.27. Time series for the surface ocean waves and the resulting heave response for
the buoys listed in table 4.4 influenced by the regular wave regime for the SUMMER sea
state.

The same basic principles apply between the WINTER and SUMMER sea states
under the regular wave regime, so the specifics for the alternate sea state will not be
discussed again. However, since the ocean parameters are different for the WINTER sea
state, the buoy dimensions must be altered to achieve the same heave transfer ratios.
Table 4.5 lists the buoy dimensions which are to be simulated under the WINTER sea
state.
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Table 4.5. Vertically floating cylindrical buoys of various dimensions for testing under
the WINTER sea state.

Buoy
1
2
3
4

4.5.3

Diameter
[ml
6
12
12
12

Length
rml
2
9
12.5
15

Volume
[m'l
57
1,018
1,414
1,696

|H(®)|
1.03
1.26
1.53
1.86

The generated power for buoys of various sizes

Since the Response Amplitude Operator for heave using small sized buoys is
generally much less than unity, the use of these buoys would be considered impractical
for electrical energy generation purposes and not considered in this work. Thus, only the
power generation potential for the buoys listed in Tables 4.4 and 4.5 will be analyzed.

4.5.3.1

The generated power for various large sized buoys operating in the
regular wave regime

Since the Response Amplitude Operator for heave under the regular wave regime is
based upon a single cyclic frequency (that of the wave), only one heave transfer function
is used to determine the wave height to heave height ratio for the buoy. As the buoy
increases in volume (and likewise weight), its frequency response curve is shifted more to
the left and the heave transfer function (for a given cyclic wave frequency) more closely
approaches the natural frequency for heave of the buoy, causing the heave transfer
function to increase in magnitude (as shown by Figure 4.26), which in turn causes the
buoy to bounce higher upon the waves (see Figure 4.27).

As the buoy bounces

increasingly higher upon the waves, the rotor of the linear generator travels up and down
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progressively further within the linear generator, causing an increase in flux linkage
between the rotor and stator assemblies, thereby generating a larger peak and average
power output.

4.5.3.2

The generated power for various large sized buoys operating in the
irregular wave regime

The heave response for the buoy influenced by the irregular wave regime is computed
as the summation of each product of the amplitude component at each cyclic frequency
and the Response Amplitude Operator calculated at the same cyclic frequency. Thus, the
heave response of the buoy is composed of the cyclic frequency of every wave in the
ocean.
Although an increase in the volume of the buoy generally amplifies its heave
response allowing it to magnify the amplitude components near the natural heave
frequency of the buoy, it also simultaneously diminishes the effects of the amplitude
components at the higher cyclic frequencies. Figure 4.28 shows the natural amplitude
components for the

SUMMER and WINTER sea states along with the heave response

(RAOHEAVE Amplitude component) for buoys of various sizes. This figure clearly shows
that as the buoy increases in volume, its peak heave response generally rises in
magnitude, but narrows in bandwidth, and the heave transfer function (RAOHEAVE) for
the higher cyclic frequencies diminish in magnitude since a heavy buoy does not respond
favorably to rapidly moving surface waves. With these higher frequency components
removed, the buoy heaves to a lesser degree, thereby reducing the output power of the
seabed mounted linear generator.
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Figure 4.28. The amplitude components and the heave displacement per amplitude
component for buoys of various sizes operating in different sea states, (a) The SUMMER
and (b) WINTER sea states.
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For the SUMMER and WINTER sea states (Figure 4.28) the heave ratio for buoys 1
through 4 all increase in magnitude as the buoy raises in volume. This behavior agrees
with the intended design, since the buoy sizes were all modeled to provide increasing
heave height ratios.

4.5.3.3

Comparison of generated power results

Figure 4.29 plots the average output power of a modeled linear generator operating
under a simulated run duration of four hours and influenced by the SUMMER and
WINTER sea states of both wave regimes using the buoys listed in Table 4.6 (which is a
combined listing of Tables 4.4 and 4.5). Each buoy is identified by its label and plotted
on the graph according to its volume on the x-axis, and the corresponding average ouput
power by wave regime on the y-axis.

Rough estimates for buoys having volumes

between the listed buoy sizes were plotted on the graph, but the results have not been
verified.
An analysis of Figure 4.29 reveals that when each buoy operates under the regular
wave regime in either sea state, it experiences an increase in the average output power,
agreeing with the intended design criteria. This response occurs for the regular wave
regime because the buoy only responds to a single heave transfer function.
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Figure 4.29. Average output power for various buoys operating under the regular and
irregular wave regimes for the SUMMER and WINTER sea states, (a) The SUMMER,
and (b) WINTER sea states.

Table 4.6. Buoy dimensions by sea state.
Buoy

Buoy Size
Diameter Length Volume
[ml
Fm3l
M
57
6
2
SUMMER
8
5
251
8
7
352
419
8
8.33
6
57
2
WINTER
9
1,018
12
12.5
1,414
12
1,696
12
15
Sea state

1
2
3
4
5
6
7
8

The irregular wave regime, however, is comprised of several amplitude components
and cyclic wave frequencies, causing the buoy's heave response to be determined by the
combined net effect of each wave's amplitude component, cyclic frequency and its
corresponding heave transfer function. Thus, when the average output power increases
between the buoys, it is because the amplitude components near resonance are magnified
to a greater degree than by which the higher frequency components are suppressed. As
the buoy continues to increase in volume, although the amplitude components within the
resonance bandwidth are magnified to a greater degree, the bandwidth narrows, causing
the higher frequency components to be suppressed and resulting in a diminished increase
in the heave response for the buoy as compared to that of the regular wave regime. Since
the generated electrical power is proportional to the magnitude of the buoy's heave, the
average output power is suppressed as well.
Figure 4.29 clearly identifies buoys 4 and 8 as the ideal choice for generating
maximal average output power when influenced by either wave regime of the SUMMER
or WINTER sea states, respectfully. Thus, buoys 4 and 8 could be manufactured and
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switched as necessary to match the changing ocean conditions in order to theoretically
yield the maximum average generated power.

4.6

Improving the efficiency of the linear generator
Thus far, the model was constructed using the same parameters that were found in the

available literature, and many were selected from the values suggested by the group at
Oregon State University (OSU) [21]. Although the linear generator modeled in this work
accurately reflected the same findings as the aforementioned paper, the results are still
relatively small to be deemed practical for large scale energy generation purposes. Thus,
in order to generate more net electrical power, a large number of buoy-type linear
generator WECs would need to be operated in a farm and/or the linear generators) must
be constructed to provide greater output power.
Operating the buoys in a farm is a common procedure used in virtually all WEC
generation facilities. In fact, through the proper alignment of the individual devices, a
greater output power can be generated from the array of devices than by the sum of the
individual devices acting independently. Although, this is an important issue in the
design of a WEC farm, this aspect of the research is beyond the present scope, and could
be a topic for a future study.
An additional method to accomplish the objective of generating a larger output power
may be by altering the properties of the magnetic circuit. In general, the generated
voltage, which is proportional to the output power of a linear generator can be increased
(according to Equations 3.33 and Figure 3.6) by performing one or more of the following
changes: (a) designing a smaller pole pitch (x), (b) selecting magnets which have a
stronger magnetic field (B), (c) increasing the number of stator coil turns (N), and/or (d)
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changing the air-gap distance to achieve a greater peak magnetic flux density (<(»'). These
variables are all set during the design stage of the device and function as constants during
the operational stage. Changes in factors (a) and (b) would create an alternate profile for
the magnetic flux density within the air-gap region of the linear generator (see Figure
3.6), and is beyond the intended scope of this work. However, factors (c) and (d) can be
incorporated into this model rather easily and yield very encouraging results.
Since the generated voltage is directly proportional to the number of stator turns (see
Equation (3.33)), the generated voltage can easily be raised by increasing the number of
stator coil turns. Figure 4.30 shows the generated voltage over a half period of the
SUMMER sea state influenced by the regular wave regime for a stator having 250 turns.
This is approximately five times that produced when only 48 turns were assumed, thereby
confirming the ratio between stator coil turns and generated voltage. A voltage as high as
20 Volts is predicted for the device.
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Figure 4.30. Generated voltages as a function of different stator coil turns.
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The generated voltage can also be increased by raising the peak magnetic flux to the
stator coils. Figure 3.6 shows that the magnetic flux density varies with the air-gap
distance. Here we compare the associated magnetic flux density and resulting area of
influence (as well as the percent change from the original model) for an air-gap of 10mm
relative to a 6mm air-gap. The field would be approximately be 0.85T (representing a
155% change), over an area of 0.0033m2 (representing 127% of the original value). This
air-gap change yields a generated voltage which is approximately twice (= 155% * 127%
= 197%) in magnitude. The results are shown in Figure 4.31 for the same sea state
conditions as those of Figure 4.30. This new Figure 4.31 reveals that the generated
voltage for a stator having 250 turns of coil has effectively doubled up to 40 Volts for an
air-gap clearance of 10mm as opposed to a 6mm air-gap.

The net result of both

alterations together thus raises the generated voltage by a factor of ten from the original
design.
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Figure 4.31. Generated voltage as a function of different coil turns and air-gap
distances.
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A rise in the generated voltage produces an increase in the resulting generated
current. As the current rises in magnitude, the diameter of the stator's coil must rise as
well to accommodate the increase in current flow, leading to a decrease in the coil's
resistance value (see Equation 3.43). This causes an even greater current to be produced
for a given generated voltage. Figure 4.32 compares the generated current under the
original modeling conditions, with that produced using the new customized parameters.
Figure 4.32 clearly shows that since the generated voltage has increased by
approximately ten times in magnitude and that the resistance has effectively decreased by
3 times, the resulting generated current has been magnified over 30 times.
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Figure 4.32. Generated current under the original and customized modeling
parameters.
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In view of the two changes to the output voltage produced and the current throughput,
the change in power generated can now be obtained. Since the output power is
proportional to the square of the generated current and the load resistance, it is suspected
that the output power would be magnified by approximately 360 times (PMAX2/PMAXI

=

{(30 i(t)2) 2Q}/{i(t)2 5Q}= 360). Figure 4.33 shows the output power for the linear
generator operating under the customized modeling parameters for the same sea state
conditions as used throughout this section.

The original power output cannot be

displayed in Figure 4.33 because its peak magnitude was only 1W, and thus appears
insignificant under the new value scales.
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Figure 4.33. Output power for a half period of the SUMMER sea state influenced by
the regular wave regime operating under the customized modeling parameters.
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The maximum current encountered in the above discussion for the customized linear
generator design from each wave regime, sea state, and buoy size, was found to be 40
Amperes. A return to Table 4.2 shows that 11 AWG wire exceeds this maximum current
criterion for chassis wiring and is thus a good choice for use as the stator coil.
Recalculating the eddy-current power loss (via Equations 3.40 and 3.41) using the
parameters of the customized linear generator reveal that the new power loss values are
approximately 80 percent less than the original values for both wave regimes, which
again justifies this loss as being insignificant.
Figure 4.34 plots the average output power from the newly designed modeled linear
generator operating under a simulated run duration of four hours for both the SUMMER
and WINTER sea states. The buoys listed in Table 4.6 were used for these calculations.
By comparing this figure with that of Figure 4.29, it becomes evident that the shape for
each plot is similar in appearance since the plots are proportional to one another.
However, there is a difference in their magnitudes. A further analysis of this plot again
confirms that buoys 4 and 8 would be the preferred choice for generating maximal output
power under both wave regimes for the SUMMER and WINTER sea states, respectfully.
Thus, these buoys may be switched when necessary to theoretically provide optimal
power throughout the changing seasons.
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Figure 4.34. Average output power for various buoys operating under the regular and
irregular wave regimes for the SUMMER and WINTER sea states of the customized
linear generator, (a) The SUMMER, and (b) WINTER sea states.
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4.7

Maximizing the generated power through the use of a single buoy
In the previous sections, an analysis was performed on how the buoys can be

switched between the changing seasons to yield the maximum generated average output
power. This procedure, however, may not prove cost effective to perform since expenses
are required to construct the buoys as well as to travel to the site and switch them as
necessary when dictated by the changing ocean surface conditions. Thus, in order to
produce the greatest average power at the most efficient price, a single buoy (per linear
generator) would need to be selected that provides a 'fairly good' power generation
throughout the year.
Figure 4.35 shows the average power generated from the customized linear generator
which is influenced by the SUMMER and WINTER irregular wave regimes for the buoys
listed in Table 4.7 (which is a condensed version of Table 4.6). Since buoy 1 is designed
to provide a Response Amplitude Operator for heave close to unity for both sea states, it
is grouped with the other three buoys designed to respond optimally in each sea state (i.e.
buoys 2, 3, and 4 for the SUMMER sea state, and buoys 5, 6, and 7 for the WINTER sea
state) in Figure 4.34. A comparison of Figure 4.34 with Figure 4.35 reveals that the
average output power remains unchanged when the buoys operate in their intended sea
state conditions (i.e. buoys 1 through 4 of Figure 4.34a correspond with buoys 1 through
4 in Figure 4.35a and buoys 5 through 8 of Figure 4.34b correspond with buoys 1, 5, 6,
and 7 in Figure 4.35b).
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Figure 4.35. Average output power for various buoys operating under the irregular
wave regimes for the SUMMER and WINTER sea states of the customized linear
generator, (a) The SUMMER, and (b) WINTER sea states.
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Table 4.7. Various buoy dimensions.
Buoy

Buoy Size
Diameter
rml

1
2
3
4
5
6
7

6
8
8
8
12
12
12

Length Volume
tm3l
M
2
5
7
8.33
9
12.5
15

57
251
352
419
1,018
1,414
1,696

Sea state intended for
operation
(RAO for regular wave
regime)
SUMMER and WINTER
(1.03)
SUMMER (1.26)
SUMMER (1.53)
SUMMER (1.86)
WINTER (1.26)
WINTER (1.53)
WINTER (1.86)

When those buoys designed to operate within a specific sea state are made to function
within their intended environment (i.e., summer buoys operating in the SUMMER sea
state, and winter buoys in the WINTER sea state), the average output power rises with an
increase in the buoys' volume, agreeing with expectations. However, when the buoys are
made to function outside of their designed operating environment, a different response
can occur. Figure 4.36 plots the Response Amplitude Operator for the buoys operating
under their opposite sea state to justify their responses in Figure 4.35.
Figure 4.36a reveals that although the peak ratio increases between buoys 5 through
7, the bandwidth for the cyclic frequencies which are amplified narrows considerably.
This action occurs due to the fact that the SUMMER sea state waves do not possess the
energy required to create an increasing heave response on the much larger winter buoys,
thereby resulting in a loss of average output power as the buoys increase in size.
A much better response, however, occurs for the summer buoys operating in the
WINTER sea state. As Figure 4.36b illustrates, the Response Amplitude Operator for the
summer buoys all experience a 'fair' response (by having a high peak ratio as well as a
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wide bandwidth for the range of cyclic frequencies which are amplified) when influenced
by the WINTER sea state. This response agrees with the physical properties of the
system since the winter waves (which possess greater energy) will have a greater
influence on the heave response on the smaller sized summer buoys. Thus, Figure 4.35b
accurately indicates that the average output power rises with an increase in the summer
buoys volume.

Buoy 5
Buoy 6
—•— Buoy 7

o

X

_L

2
3
4
Frequency of waves, w (rad/sec)

Figure 4.36. The Response Amplitude Operator for buoys operating under the
opposite sea state from which they were designed, (a) The winter buoys operating in the
SUMMER sea state, and (b) the summer buoys operating in the WINTER sea state.
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Figure 4.36. Continued.

Upon deriving the average annual output power from the SUMMER and WINTER
sea states for each buoy (using the enhanced linear generator model), it is found that buoy
4 yields the highest annual average output power of approximately 170W (see Figure
4.37). Although buoys 5, 6, and 7 offer comparable results for the average annual output
power, the decreased yield, as well as the increased costs associated with constructing the
larger buoys, further substantiates buoy 4 as the preferred choice.
Although this specific buoy does not generate the maximum average output power
per season, it produces the largest average output power annually. Hence, it would thus
be the desired choice for use in order to maintain the highest power yield throughout the
year.
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Figure 4.37. Average annual output power per buoy for the enhanced linear generator.

CHAPTER V
SUMMARY AND CONCLUSIONS

5.1 Summary and conclusions
The capability to harness the natural motion of ocean waves to generate electrical
energy shows considerable promise. Ocean waves occur naturally, are predictable in
occurrence, and are capable of producing a greater energy density than wind and solar
power. Additionally, when ocean waves are used to generate electrical power they do
not, unlike fossil fuels, pollute the environment nor deplete natural resources. Hence,
generation of electrical energy from ocean waves appears to have merit, and should be
viewed not as a replacement alternative, but rather as an additional source of energy
production.
In order to accurately construct a model which represents the ocean's surface, real
measurement data must first be collected. Wave gauges mounted on floating buoys can
provide the three essential variables (wind speed, and significant wave height and period)
necessary to model the ocean's surface activity within a particular region.

This

information is readily available for download at the National Buoy Data Center (NBDC)
website.
Here, using the significant wave height and period data, the Bretschneider spectrum
was used to model the wave's height as a function of time for the same ocean surface
region. The Pierson-Moskowitz spectrum was another tool that was also used for re
constructing the wave activity on the ocean's surface. This two-parameter spectrum
relies upon the cyclic frequency of the waves and the speed of the wind at a specific

176

distance (19.5 or 10m) above the ocean's surface. Although the wind speed or significant
wave height can be algebraically derived from one another to generate nearly identical
wave spectrums and time series (as performed in this work), the Bretschneider spectrum
is accepted as the standard by the ITTC (International Towing Tank Conference) and
only considered in this work.
The majority of previously published work has assumed perfect synchronous motion
between the waves, the buoy's heave response, and the resulting motion of the linear
generators' piston, to create electricity. Furthermore, most of the data has been analyzed
only under the regular wave regime, and not the more realistic irregular wave regime
(where a wave is super-imposed by many regular waves of different heights, periods, and
phase angles). This work, however, analyzed the WEC system in much greater detail and
introduced a more accurate model. It incorporated the effects of a non-ideal buoy, i.e.,
one that does not react synchronously with ocean surface waves. In the process, the
analysis was aimed at determining the optimal conditions for power generation.
Additionally, this work closely inspected the power losses which occur within the linear
generator when the floating buoy is influenced under both wave regimes.
The linear generator constructed in this work compared favorably with those from
published findings [21] under the conditions for a synchronously and asynchronously
coupled wave/buoy/piston interaction. Furthermore, the generated voltage and current,
and the output voltage and power for all of the tested sea states and wave regimes agreed
with the anticipated results as well as fundamental circuit laws, thereby further validating
the mathematical model for this system.
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Additional simulations were conducted to explore the possibility of generating greater
average output power from a linear generator using a 'non-ideal' buoy. The objective
was to design the buoy dimensions to yield an RAO value for heave under the regular
wave regime greater than unity. The results of the numerical experiments have shown
that although the concept proved successful under the regular wave regime, it failed to
produce substantial gains under the irregular wave regime. The less than favorable
results under the irregular wave regime were analyzed and could be accounted for in
terms of the following argument. Although the amplitude components near the natural
frequency for heave of the buoy were magnified as attempted in the design, the higher
frequency components were suppressed due to the diminished heave response for waves
having faster cyclic frequencies. Since an irregular wave comprises of a superposition of
many frequencies, the overall gains could not be sustained throughout the spectrum. This
dissertation research did prove, however, that it is theoretically possible to increase the
average output power of the linear generator by switching (or selecting) between different
buoys depending on the sea conditions.
Simulated modifications to the physical properties of the basic linear generator model
were performed in an attempt to create an improved electrical output response. This new
model performed much better than the original version, in that it produced greater values
for the output voltage, current, and power.
Although it is theoretically possible to exchange the buoys in order to generate a
larger average output power from the linear generator during the changing seasons, a
buoy-type WEC operates most efficiently financially when a single buoy can be designed
to maintain a 'fair' response through the seasonal changes in the ocean's surface
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conditions. In this work, it has been found that buoy 4 can be coupled to the linear
generator to maintain an adequate average power output throughout the year.
Table 5.1 summarizes the average output power generated from both linear generator
models simulated as being coupled to buoy 4 as well as the total number of WEC devices
required per sea state of the irregular wave regime to supply 100 percent of the power
requirements for an average American home [80] and an isolated community [27]. As is
evident from this table, due to the excessive number of devices required to supply the
desired power rating, the first linear generator model (Model 1) proves impractical from
both the engineering and financial viewpoints. This model was originally constructed
merely to compare the results against previously published findings [21] to confirm the
validity of the model. The second linear generator model (Model 2), however, shows
more promising results.

Although, the total number of devices are still considered

relatively high, it is suspected that further improvements can be incorporated into the
linear generator as well as the overall system to yield a greater average power output,
resulting in a fewer number of devices required to produce the same power requirement.

Table 5.1 Number of WEC devices required to supply a specific load requirement by
linear generator model type and sea state.

Sea state

Average output
power (W)

Model 1 Model 2
SUMMER
WINTER

0.50
0.86

139.48
202.04

Number of WECs required to supply for a specific load
(Hourly power requirement)
Average Arnerican home
Isolated community
(1 K.W)
(100 KW)
Model 1

Model 2

Model 1

Model 2

2,000
1,163

7
5

200,000
116,279

717
495
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5.2

Future work
This work explored the output power of a simple, buoy-driven, single-phase linear

generator operating in the regular and irregular wave regimes under different sea state
conditions and buoy sizes. Future work into this subject should be aimed at increasing
the output power of the linear generator by incorporating one or more of the following
suggestions:

1.

Using different buoys -This work only investigated the response of a
single vertically floating cylindrical buoy having a uniform cross-sectional
area. Commercially available buoys come in a variety of shapes, sizes and
floating orientation and can be operated under different levels of
submergence. All of these factors affect the heave response and thus the
generated output power of the linear generator. Under these conditions,
mutual coupling and distortion of the wave motion from individual buoys
would need to be considered.

Furthermore, the collective fluid (sea)

motion would need to be carefully included.
2.

Expand the model into a 3-phase system - With the inclusion of two
additional identically wound sets of stator coils, a three phase system can
be constructed where each phase is separated by its neighbor by 120°. The
benefits of a 3-phase system allow a voltage to be generated from 3 stator
coils instead of only one for a change in position of a single rotor. These
individual voltages can then be tapped individually or combined together
to form a single phase voltage with a greater output power.

180

3.

Change the properties of the magnetic circuit - The generated voltage,
which is proportional to the output power of a linear generator can be
further increased (according to Equation 3.33) by altering the parameters
of the magnetic circuit. This task may be accomplished by designing the
rotor to have a smaller pole pitch (x) and/or selecting magnets which have
a stronger magnetic field (B). These variables are all set during the design
stage of the device and function as constants during the operational stage.

4.

Multi-buoy farm - In this work, only the reaction of a single buoy's heave
response to an exciting wave force and the resulting electrical energy
generated has been analyzed.

It is possible, however, to generate

additional electrical energy by operating a multitude of similar devices
within a specific array configuration to create a WEC farm. The overall
benefit of the farm is determined by the interaction factor. The interaction
factor, q, as it applies to wave energy converter arrays is defined as the
ratio of the maximum power which may be absorbed by an array of
identical wave energy devices to the maximum power available from the
same number of individual members of the array acting independently of
their neighbors [81]. Since absorbing more power from the group of
WECs would be more advantageous than that which could be absorbed
from the sum of its individual members, it would be ideal to maximize the
interaction factor. Although this topic is beyond the intended scope of this
work, it represents an important issue that should be studied in further
research.
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5.

The effects of a non-ideal attachment rope - The simulations in this work
assumed that the rope connecting between the floating buoy and linear
generator was constructed of an inelastic and non-deforming material and
remained taut throughout its movements.

A more realistic model,

however, would incorporate non-ideal material properties as well as the
effects of slack in the rope.
6.

Buoy Interactions - The mutual interactions between buoys that would
affect the motion of each device and the linear generator built into them,
could also be considered.

5.3

Final conclusions
The world continues to demand greater productivity and lifestyle enrichment through

technological advancements. As a result, the growing dependency upon electrical power
will continue to escalate dramatically. It has been hypothesized that unless a clean,
renewable, and efficient alternate source of energy is found soon, the world will either
exhaust its supplies of energy producing materials, or drastically degrade its environment.
The world should continue to research and experiment with creating new
technologies and perfecting the techniques for producing 'green energy'. Since no one
specific type of energy producing technique is infallible (for example, solar cells cannot
function in the dark, windmills can not function in a calm environment, etc.), an optimal
strategy might be to incorporate all of these such devices in their most appropriate
environments in order to produce electricity without exhausting the Earth's resources and
polluting the environment. Even though a particular technique may have a relatively low
yield or efficiency, this should not mean that it should be abandoned completely. Even
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small and modest savings per year can generate a profound net worldly effect when it is
used on a global scale. Additionally, as research within these areas of alternative energy
production are investigated, it is quite reasonable to assume that advances will be made to
improve a given form of green-energy production.
The generation of electrical energy through the use of a floating buoy and linear
generator was evaluated as the focus of this work. This is one of the first efforts in the
field of 'Green energy' at Old Dominion University.

Although some very useful

conclusions and results were obtained, a relatively simple scenario was studied. Further
research is required and more advanced models need to be constructed in order to
simulate this type of WEC operating both independently, and within a farm, so that a
greater power output and efficiency could be attained.
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APPENDIX I
NOMENCLATURE

Acceleration of the buoy in the vertical direction, m/s2
General constant for the wave spectrum equation, m2 s
Cross-sectional area defined by the undisturbed water free-surface,

„2
m

Surface area for the plates of a capacitor, m2
Cross sectional area of the coil, m2
Amplitude component at cyclic frequency

m

Significant waves' amplitude, m
General constant for the wave spectrum equation, (No Units)
Magnetic flux density of a material or emanating from the rotor, T
Celerity of waves, m/s
Measured drag coefficient for the buoy, (No Units)
Material constant representing the conductivity of the coils, m/Q
Group velocity of the wave, m/s
Added mass coefficient, (No Units)
Neutralizing capacitance value,F
Separation distance between the plates of a capacitor, m
Elemental section of area for a buoy, m2
Elemental force acting upon a buoy, N
Differential distance traveled by the conductor through a magnetic
field, m
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dS

An infinitesimal vector, whose magnitude is the area of a
differential element of S, and whose direction is the surface
normal, m2

D

Draft of the buoy, m

DF

Damping force coefficient, Kg/s

DE

Energy extraction damping coefficient, Kg/s

DF

Frictional damping coefficient, Kg/s

DR

Radiation damping coefficient, Kg/s

E

Generated voltage from the linear generator, V

Ejensity

The total average wave energy per unit surface area, Kg/s2

EWAVE

The total wave energy in one wavelength per unit crest width,

f

Periodic frequency of the wave, Hz

fhs

Hydrostatic force coefficient on the buoy, Kg/s2

f\iiN(o

Minimum periodic frequency contributing to eddy current power
losses in the irregular wave regime, rad/s

fMAXco

Maximum periodic frequency contributing to eddy current power
losses in the irregular wave regime, rad/s

frotor

Periodic frequency of the rotor, s"1

fs

Restoring force coefficient for the spring, Kg/s2

F

Applied force upon a buoy, N

Fi

Force exerted at the top of a floating buoy, N

F2

Force exerted at the bottom of a floating buoy, N

Fe

Wave exciting force, N m

g

Acceleration due to gravity, m/s2

h

Water depth, m

N
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hi

Distance that a buoy floats above the water or the depth in which
the top surface of the buoy is submerged, m

h2

Depth that the buoy is submerged in water,m

H

Magnetic field intensity, A/m

HBUOY

Heave transfer function for the buoy in heave, (No Units)

H1/3 and Hs

Significant wave-height, m
Stator current, A

j

imaginary number, (No Units)

k

Wave number, m"1

ks

Spring constant, Kg/s2

1

Length of the conductor in a magnetic field, m

lcoil

Length of a stator coil, m

LCOIL

Self and mutual inductances for the stator coils, H

Lsubmerged

Depth to which the buoy is submerged, m

m

Mass of the buoy in seawater, Kg

m'

Added mass of the buoy due to the surrounding seawater, Kg

niaxjUlay, niaz

Mass of the displaced seawater along the x,y, and z-axis,
respectfully,Kg

mv

Virtual mass of the buoy, Kg

M

Magnetization of a material, A/m

n

Constant for the group velocity, (No Units)

n

Linear damping coefficient, s"1

N

Number of stator turns in the linear generator, (No Units)

P

Natural frequency for heave of a floating buoy, rad/s
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pi

1 0
Pressure exerted at the top of a floating buoy, Kg m s'

P2

1 0
Pressure exerted at the bottom of a floating buoy, Kg m* s"

Pc

Power due to copper losses, W

Pdensity

Wave power density

PE

Total eddy current power loss in the stator coils in the regular wave
regime, W

PE-IRREGULAR

Total eddy current power loss in the stator coils in the irregular
wave regime, W

Pin

Power input to the linear generator, W

PLOAD

Power delivered to the electrical load, W

Piosses

Power losses due to hysteresis, eddy currents,
and resistive losses,W

Pout

Power output of the linear generator, W

PWAVEFRONT

Power per square meter of wave front, W/m2

r

Stator coils' resistance, Q

RAOHEAVE

Response Amplitude Operator for the buoy in heave, (No Units)

RBUOY

- Radius'tKHhe btroy,~m

RLOAD

Load resistance, Q

S

Restoring force coefficient, Kg/s2

S+

Wave spectrum, m2 s

T

Waves' period, s

u

Fluid velocity in the x- direction, m/s

Uw

Wind speed, m/s

Uio

Wind speed at a height of 19.5m above the sea surface, m/s

Uj9 5

Wind speed at a height of 19.5m above the sea surface, m/s
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Velocity of the conductor traveling in the magnetic field, m/s
vi

Velocity of the heaving buoy, m/s

V

Induced voltage in a conductor, V

(Volume)

Volume of seawater displaced by the immersed buoy, m3

(Volume of cable)

Geometric volume of the stator coil, m

VLOAD

Voltage drop across the load resistance, V

VP

Phase velocity/speed for the wave, m/s

Vrectification loss

Voltage loss due to reticifation of the output voltage, V

VSTATOR COILS

Voltage loss across the stator coils of the linear generator, V

W

Fluid velocity in the z- direction, m/s

x, y,z

Position for the floating buoy, m

XcOIL

Impedance of the stator coils of the linear generator, Q

XLOAD

Impedance of the load necessary to cancel the impedance of
the stator coils of the linear generator, Q
Displacement of the linear generators rotor relative to the stator, m

z and z

Velo'cityiind acceleration for a heaving buoy, respectfully, m/s and
m/s2

Zwave

Waves' peak amplitude, m

a

Constant for A in the Pierson-Moskowitz spectrum, (No Units)

P

Constant for B in the Pierson-Moskowitz spectrum, (No Units)

AGO

Increment between cyclic frequencies used in the simulation, rad/s

5

Skin depdi, m
Permittivity of free space, C2/N m2

£r

Relative permittivity of water, (No Units)
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Cj2

Significant wave-height derived from the integral of the PiersonMoskowitz spectrum, m

i"i

Elevation of the water surface, m

TILG

Efficiency of the linear generator, %

0i

Phase angle for each amplitude component, rad

X

Waves' wavelength, m

Xf

Flux linkage between the rotor and stator coils, V

Ho

Permeability of a vacuum, V s/(A m)

|ir

Relative permeability of a material, (No Units)

p

Seawater density, Kg/m3

pwater

Density of the water in which a buoy is submerged, Kg/m3

CT

Phase angle between the force and the wave, rad

CTc

Conductivity of the coils' material, CT1

CTs

Skin effect coefficient, (No Units)

T

Pole pitch of thq. linear generator, m

<|>

Magnetic flux, T

<(>'

Peak magnetic flux, T

<f>heave

Phase angle between the force and heave motion, rad

cp

Phase difference between the wave and the force, rad.

co

Cyclic frequency of the wave, rad/s

coc

Limiting frequency of the wave influenced by the wind, rad/s

C0i

An individual cyclic wave frequency in the irregular wave regime,
rad/s.

'.zm* .

-

Modal or peak frequency of any given wave, rad/s
Significant cyclic wave frequency for the Pierson-Moskowitz
spectrum, rad/s
Peak frequency for the Pierson-Moskowitz spectrum, rad/s
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APPENDIX II
APPROVAL FOR IMAGES

Figures 1.2,1.7,2.7

I, the copyright holder of this work, release this work into the public domain.
This applies worldwide.
In some countries this may not be legally possible; if so:
I grant anyone the right to use this work for any purpose, without any
conditions, unless such conditions are required by law.

Figure 1.3
This file is licensed under the Creative Commons
Attribution-Share Alike 3.0 Unported license.

You are free:
•

to share - to copy, distribute and transmit
"the work
• to remix - to adapt the work
Under the following conditions:
•

•

attribution - You must attribute the work
in the manner specified by the author or
licensor (but not in any way that suggests
that they endorse you or your use of the
work).
share alike - If you alter, transform, or
build upon this work, you may d»stribute
the resulting work only under the same or
similar license to this one.

Figures 1.6,3.3,3.5,3.6,3.7,4.13, and 4.17
Hello, I am a Ph.D. student at Old Dominion University in Norfolk, Va.
> As part of my dissertation, I would like to insert the 'following figures from your
paper into my manuscript: Figures 1,4,5,6,7, and 10) from Novel ocean energy
permanent magnet linear generator buoy
Yes, I give approval via this email.
-Dr. von Jouanne

Dr. Annette von Jouanne, Ph.D., P.E.
Professor, Power Electronics/Energy Systems
Electrical Engineering & Computer Science
Oregon State University
3027 Kelley Engineering Center
Corvallis, OR 97331-5501
Tel: (541)737-0831
Fax: (541)737-1300
Email: avi@eecs.orst.edu
http://eecs.oregonstate.edu/research/members/voniouanne
http://www.eecs.oregonstate.edu/wesrf

> In order to do this, I need a written confirmation letter to add to the appendix of my
manuscript. I would also like to publish this manuscript to the public. If this is
acceptable, please contact me as to your specifications (and limitations) and send or email me an acceptance or rejection letter. Thank you Mike Stelzer

Figure 1.8
You are welcome to refer to the Figure 5.6 on capital cost breakdown as part of your
thesis, as long as you make appropriate citation to the following report:
Khan, Bhuyan & Moshref (2009). Potential
prepared by Powertech Labs for the IEA OES-IA

Wind Energy, a report

Also, please note the original sources of this figure/info (as identified in the above
report) are from ABB , Offshore wind energy ... and the EC Final report - that you
should mention - references 11 and 46 of the above Powertech report available at www.

Iea-oceans.org
All the best
Gouri S. Bhuyan, Ph. D., P.Eng., FASME, FCAE
Principal Advisor for Alternative Energy
Powertech Labs Inc.
12388-88th Avenue, Surrey
British Columbia, Canada, V3W 7R7
T: 604 590 7407
F: 604 590 6656
Email: gouri.bhuyan@powertechlabs.com
Web: www.powertechlabs.com
This email and its attachments are for the sole use of the addressee and may contain
information which is confidential and/or legally privileged. This email and its
attachments are subject to copyright and should not be partly or wholly reproduced
without the consent of the copyright owner. If you receive this email in error, please
immediately delete it from your system and notify the sender by return email.
Original Message
From: Susan Hancock
Sent: Thursday, March 22,2012 10:24 AM
To: Gouri Bhuyan
Subject: FW: Inquiry Form Response
HelioGcuri, -- *" Would this be an inquiry for you?
Susan
Original Message
Sent: Thursday, March 22,2012 10:19 AM
To: Reception Powertech
Cc: Susan Hancock
Subject: Inquiry Form Response
Received: March 22, 2012 at 09:19 AM
First Name: Michael
Last Name: Stelzer
Company: Old Dominion University

.

..
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Topic: Other
Message: Hello, I am a Ph.D. student at Old Dominion University in Norfolk, Va. As
part of my dissertation, I would like to insert the 'Figure 5.6: Capital cost breakdown of
onshore and offshore wind farm' picture into my manuscript from
Potential opportunities and differences associated with integration of ocean wave and
marine current energy plants in comparison to wind energy In order to do this, I need a
written confirmation letter to add to the appendix of my manuscript.
I would also like to publish this manuscript to the public.
If this is acceptable, please contact me as to your specifications (and limitations) and send
or e-mail me an acceptance or rejection letter.
Thank you
Mike Stelzer
Heard About Us: Advertising
Referring URL: http://www.powertechlabs.com/contact-us/

Figures 2.5,2.9,2.10
Mike,
You may use figures 167,16.8, and 16.11 from my book Introduction to Physical
Oceanography in your PhD thesis at Old Dominion and in any publication based on your
thesis.
Bob Stewart
Robert-Stewart
Retired Professor of Oceanography
Texas A&M University
College Station, Texas 77843-3146 USA
On Mar 21, 2012, at 5:06 PM, michael stelzer wrote:

Hello, I am a Ph.D. student at Old Dominion University in Norfolk, Va. As part of my
dissertation, I would like to insert the 'Figure 16.11' picture into my manuscript (on
http://oceanworld.tamu.edu/resources/ocng textbook/chapter16/chaoter16 06.htm) and
figures 16.7 and 16.8 on
http://6ceanworld.tamu.edu/resources/ocng textbook/chapter16/chapterl 6 04.htm. In
order to do this, I need a written confirmation letter to add to the appendix of my
manuscript.
I would also like to publish this manuscript to the public.

If this is acceptable, please contact me as to your specifications (and limitations) and send
or e-mail me an acceptance or rejection letter.
Thank you
Mike Stelzer

Figure 2.6
Hi Mike, yes you have permission to use.
Good luck and regardsChristina Iarossi
SonTek Marketing Communications
9940 Summers Ridge Road
San Diego, CA 91921
O: +1.858.546.8327
ciarossi@sontek.com
www.sontek.com

JgSjgj&l
••SM.
a xylem brand

From: michael stelzer
Sent: Sunday, March 25,2012 9:27 PM
To: General
Subject: Copyright request
Hello, I arrva Ph D. student and my dissertation is generating power from ocean waves, I
would like your permission to publish the following picture (should it be copyrighted)
into my manuscript which is hoped to be inserted into my dissertation as well as a title for
public release,

Thank you,
Mike Stelzer
Figure 2.12
Dear Mike,
Thank you for your recent correspondence about MIT OpenCourseWare (OCW).
The underlying premise and purpose of OCW is to make course materials used
in MIT courses freely and openly available to others for non-commercial
educational purposes. Through OCW, MIT grants the right to anyone to use the
materials, either as is, or in a modified form. There is no restriction on
how a user can modify the materials. Under our Creative Commons license,
materials may be edited, translated, combined with someone else's materials,
reformatted, or changed in any other way.
However, there are three requirements that an OCW user must meet to use the
materials:
. Non-commercial: Use of OCW materials is open to all except for
profit-making entities who charge a fee for access to educational materials.
. Attribution: Any and all use or reuse of the material, including use of
derivative works (new materials that incorporate or draw on the original
materials), must be attributed to MIT and, if a faculty member's name is
associated with the material, to that person as well.
. Share alike (aka "copyleft"): Any publication or distribution of original
or derivative works, including production of electronic or printed class
"materiaiS^r placement of materials on a Web site, must offer the works
freely and openly to others under the same terms that OCW first made the
works available to the user.
Please refer to the MIT OpenCourseWare Terms of Use at
http://ocw.mit.edu/terms for our specific licensing terms and conditions.
Sincerely,
The MIT OpenCourseWare Team
You wrote:
>1 have found yout information at the following to be very helpful:
>

>http://ocw.mit.edu/courses/mechanical-engineering/2-017j-design-of-electrom
echanical-robotic-systems-fall-2009/assignments/MIT2_017JF09_p04.pdf
>

>1 would like to include the table and plots in my dissertation, In order to

do this, I would need a written acceptance letter.
>

>1 would also like to publish this dissertation for public use, please
advise if the acceptance/rejection covers that as well.
>

>Thank you,
>Mike Stelzer
Figures 2.15 & 2.16
Hi Mike,
We'd be happy for you to use them in your dissertation.
Best regards,
Erika
Erika Fitzpatrick
Media Relations
Woods Hole Oceanographic Institution
MS#5
Woods Hole, MA 02543
Phone: 508.289.3281

Fax: 508.457.2182

Office Hours: M-F 8:30am to 12:30pm
Please consider the environment before printing this email.
Visit WHOI online at:
Web site - http://www.whoi.edu/
Twitter - http://twitter.com/WHOIMedia
YouTube - http://www.voutube.com/user/WoodsHoleOceanInst
Facebook - http://www.facebook.com/pages/Woods-Hole-MA/Woods-HoleOceanographic-Institution-WHOI/56661991371
Figure 2.23
Hello Mike,
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Firstly, thank you for you email and for asking in avance to use one of my images as part
of your dissertation. Most people would have just copied them regardless.
As you have kindly asked, I would have no objection to you using the BH curve image as
part of your work free of charge.
However, I must ask that you reference my work and site www.electronics-tutorials.ws
accordingly.
Also please note that the graphical image shows normalised curves to get the idea across
and does not represent any particular quality of material.
Good luck with your course.
Kind regards.
Wayne Storr
webmaster@.electronics-tutorials.ws

Original Message
Sent: Wednesday, March 21,2012 11:37 PM
To: webmaster@electronics-tutorials.ws
Subject: Copyright request
Hello, I am a Ph.D. student at Old Dominion University in Norfolk, Va. As part of my
dissertation, I would like to insert the 'Magnetization or B-H Curve' picture into my
manuscript (http://www.electronics-tutorials.ws/electromagnetism/magnetichysteresis.html). In order to do this, I need a written confirmation letter to add to the
appendix of my manuscript.
I would also like to publish this manuscript to the public.
If this is acceptable, please contact me as to your specifications (and limitations) and send
or e-mail me an acceptance or rejection letter.
Thank you
Mike Stelzer
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