Extension of coefficients for (n, k, m) convolutional-code-based packet loss recovery  by Arai, Masayuki et al.
ELSEVIER 
An International Journal 
Available online at www.sciencedirect.com computers & 
- r  ~)  o, , , . - r  mathemat ics  
with applications 
Computers and Mathematics with Applications 51 (2006) 247-256 
www.elsevier.com/locate/camwa 
Extension of Coefficients for (n, k, m) 
Convolut ional -Code-Based 
Packet Loss Recovery 
MASAYUKI  ARAI ,  SATOSHI FUKUMOTO AND I<AZUHIKO IWASAK! 
Graduate School of Engineering 
Tokyo Metropolitan University, 1-2, Minami-osawa, Hachioji, Tokyo 192 0397, Japan 
<arai><f ukumot o><iwasaki>Oeei,  metro-u, ac. jp 
Abst rac t - -Th is  paper discusses a new idea for improving the recovery of (n, k, m) convolutional- 
code-based packet-level FEC. We extend the coefficients in the generator matrix to the elements 
on GF(2S). Each byte in the redundant packets is generated independently, assuming the bytes 
are the elements on GF(28). The postreconstruction receiving rate is analytically derived from the 
necessary conditions for recovery. Moreover, the ability to recover lost packets is estimated based 
on analysis, and we demonstrate hat the extension of coefficients improves the number of recovered 
packets more than the conventional method where coefficients are 0 or 1. (~) 2005 Elsevier Ltd. All 
rights reserved. 
Keywords--Convolutional code, Forward error correction, Packet loss recovery, Postreconstruc- 
tion receiving rate. 
1. INTRODUCTION 
Packet-level forward error correction (FEC) is one of the major strategies that improves tile 
dependability of communication over the Internet. Recoverability of packet losses using FEC 
depends on applied coding schemes, and, of course, improving recoverability is an underlying 
problem. This paper discusses our new approach to increasing the recoverability of convolutional- 
code-based packet-level FEC. 
Automatic repeat request (ARQ) and FEC are the two basic categories for packet recovery. 
ARQ and FEC take different recovery processes, and then each has the suitable type of appli- 
cations. While ARQ is based on the retransmission-based approach, FEC recovers lost packets 
using received information packets as well as received redundant packets, which are generated 
from information packets and sent along with them. The recovery process does not require the 
retransmission of lost packets. Thus, FEC-based approaches are suitable for applications uch as 
real-time transmission that require the recovery of as many packets as possible within a limited 
time. 
FEC needs to generate redundant packets by applying an appropriate coding/decoding scheme. 
Recoverability, therefore, or the ability to recover lost packets, depends on the coding schemes. 
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While the application of Reed-Solomon (RS) codes to erasure channels is a well-known 
scheme [1,2], we have proposed the application of (n, k, m) convolutional code to packet-level 
erasure channel [3,4]. Convolutional codes have been studied as error detecting and correcting 
codes [5,6]. Massey reported the application of q-ary convolutional code to the erasure channel [7]. 
However, this scheme utilizes q Viterbi decoders independently, and thus it is not realistic to ap- 
ply to packet recovery over the Internet where the length of packets sometimes exceeds 10000 
bits. Our approach recovers lost packets by solving equation systems derived from the positions 
of losses without using Viterbi decoders. In [3], we derived the conditions that the lost packets 
can be recovered, and evaluated the abil ity to recover packets using simulations. Under some 
conditions, the proposed method showed superior abil ity of recovery to the RS-code-based ap- 
proach. In [4], we applied it to reliable multicast communication, and analyzed the number of 
transmissions and transmitted packets. 
In the previous works mentioned above, we assumed that the bits in a redundant packet were 
generated in parallel, that  is, the coefficients of generator matrices were elements on GF(2) .  
This assumption sometimes causes some packets to remain unrecovered because simultaneous 
equations for recovery do not have a unique solution. Then, by extending the coefficients to 
elements on larger Garois fields, we can expect to improve recoverabil ity even further. 
In this paper, we extend the coefficients in the generator matr ix of the proposed method to 
elements on GF(2S).  We discuss encoding/decoding schemes and evaluate recovery with our 
new approach. The analysis derives an equation to est imate the postreconstruction receiving 
rate (PRRR),  i.e., the probabi l i ty that  a packet is able to be received or be recovered. Using 
analytical results enables us to readily calculate the PRRRs for various parameters, because we 
do not have to spend a long time on calculation such as that involved in simulations. 
This paper is organized as follows. Section 2 describes the encoding and decoding schemes. 
In Section 3, we analytical ly derive a formula to evaluate recovery of lost packets. We prove the 
effectiveness of our method through numerical examples, based on the results of the analysis. 
Section 4 summarizes our findings. 
2. ENCODING AND DECODING SCHEME 
2.1. Encod ing  Scheme 
This is an overview of tile encoding scheme, which applies (n, k, rn) convolutional codes to 
generate redundant packets. 
The sequence of information packets that  the sender generates is divided into groups. Each 
group consists of k information packets. Let ui = [u~,lui,2 9 9 9 Ui,k] denote the ith group, where ui,j 
expresses an information packet. In the following, we assume that each packet has a fixed length 
of a q-bits. 
The group of n packets v~ = [Vi,lVi,2" 9 9 vi,n], which we call the code group, is generated from 
each group of information packets, ui, as follows: 
v~ = u~. Q(D),  (1) 
where Q(D)  is the k x n generator matr ix whose elements contain the delay operator D. The 
code being applied here is a systematic ode. When p~ - [Pi,1""" P~,~-k] denotes n -  k redundant 
packets in vi,  the following equation holds: 
{ ui,j, j <_ k, 
vi,j = Pi , j -k,  j > k. (2) 
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Using k x k identity matrix Ik and parity generator matrix G(D),  we can express Q(D) as 
O(D)=[ Ik  G(D)]  
= [ G~D(D)  ' " "'. " , 
(3 )  
where each element in G(D)  is a polynomial of delay operator D for the degree of at most m, 
i.e.~ 
G (z) (D)  = ~(z )  rz (z ) .  D + . . .  + r='-(x) 9 Dm.  --y,1 + ~,2  ~y,m+l (4) 
The parameter m is called constraint length. Coefficients of the above polynomial yield the parity 
generator matrix for the X th parity packet, G (z), which does not contain the delay operator 
[G  (z) ... ~(~) 1,1 ~1,m+1 
c (x~ = 9 - . .  " (5) 
G(X) ...  ~(x) k k,1 ~k ,m+l  
Redundant packet Pi,j  in code group v i is generated by the following equation: 
-~(J) ~(J) r~(J) , , 
P i , j  = kZl,lUi,1 G ' ' "  O ~l ,m+lU i - rn ,1  0 "'" ~ ~.~k,m+l~i  . . . .  *:. (6) 
Note that operator "~" is equal to the bit-wise XOR operation in each packet. 
As described in the following sections, recovery of a lost packet needs the arrival of at least 
one succeeding redundant packet. Thus, larger n and k might introduce longer delay for the 
recovery process. From the viewpoint of application to practical real-time transmission, these 
values should be set to reasonably small, that is, 10 or less, the same as the case of RS codes [2]. 
In [3], each coefficient in the polynomial, G(y~, ), is set to 0 or 1, that is, the element on GF(2). 
2.2. Extens ion  o f  Coef f i c ients  
Now, let us extend the coefficients of polynomials in parity generator matrix G(D),  from 
elements on GF(2) to ones on GF(2S). In the following, we call the method where coefficients 
are on GF(2) a "conventional method", and the one where the coefficients are on GF(2 s) an 
"extended method". 
There are 256 elements on GF(2 s) and these elements can be expressed as the powered notation 
of primary element a, such as 0, 1, a, a2 , . . . ,  a 254. These elements can also be expressed as binary 
notation of 8bits. Correspondence between powered notation and binary notation is determined 
by an applied primitive polynomial. For example, polynomial 
f (x )  = x 8 + x 4 + x 3+x 2+1 (7) 
produces the correspondence b tween them as shown in Table 1. 
Addition on GF(2 s) is equal to bit-wise XOR on binary notation. Multiplication is done using 
powered notation as follows: 
~.  ~b = ~+b.  (8) 
Regarding each byte in information and redundant packets as an element on GF(2S), each byte 
in a redundant packet is generated from the other bytes of information packets. That is, a byte 
is generated from corresponding bytes of information packets in code group vi, v i -1 , . . . ,  v i -m, 
as Figure 1 shows. 
For an arbitrary integer of n (0 < n < 255), equation 0 9 a n = 0 holds on GF(2S). Thus, if 
coefficient 0 exists in the parity generator matrix, the corresponding information packet is not 
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Table 1. Correspondence between powered notation and binary notation under prim- 
itive polynomial f (x )  = x 8 + x 4 + x 3 + x 2 + 1. 
Powered Notation Binary Notation 
0 00000000 
1 00000001 
00000010 
~2 00000100 
Z Z 
~6 01000000 
~7 10000000 
~8 00011101 
: 
~252 10101101 
~253 01000111 
~254 10001110 
~255 = I 00000001 
Pi 
Ui,  1 
, 
. 
Ui ,  k 
P ~. i ~ ii i V J l l a  
P i ,n -k  9 
l) i_ m 
8bit 8bit 8bit 
U i .m,  l t - - - -x - -W- - -&- -~ 
! ! 
U i -m,k  
[" ::/" ::"~):: ~  " " "  ~ ! t  V / J J 'A  
P i -m,1  . . . . . . .  
P i-m,n-k 9 
k m+l  
= Z Z a(1) 
y ,z  " 
y=l  z=l  
Figure 1. Generation of redundant packet. (Each byte is calculated independently.) 
used to generate a redundant packet. The extended method can generate redundant packets by 
using selected information packets, the same as the conventional method. 
As an example, let us explain the procedure to generate a redundant packet. The following 
generator matrix: 
r Q(D) L I2 a2 +a 4 . 
is applied with the primitive polynomial n equation (7). Here, redundant packet Pi,1 in code 
group vi is generated by the following equation: 
P i , l  = [U*,l Ui,2 ] " ~2 _1_ Ol4 ~-Ui , l~ JO l 'U i - l , l (~ l~O:2"U i ,2~)a4"U* - l ,2  . (10) 
When the head of each packet Ui-l,t, u/-1,2, ui,1, and ui,2 is a, a 2, 1, and a 3, the head of 
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redundant packet pi,1 is calculated as 
i (9(~.0~(90~ 2 C~3(90~ 4 .(z 2 = I (90~2(90~5(90~ 6. (II) 
That is, 
(00000001) (9 (00000010) (9 00100000) (9 (01000000) = (01100011) = ans .  
Other bytes in the redundant packet are generated in a similar way. 
(12) 
2.3. Decod ing  
Generated sequences of code groups are sent through the Internet. Let v~ denote the code 
group at the receiver, which corresponds to v~ at the sender. Some packets in v~ might be 
lost. We have assumed that the receiver can locate the position of losses by implanting sequence 
numbers in packets [1,2]. 
Because convolutional codes are applied, the recovery of a packet in a code group needs other 
code groups, which is determined by guard spaces. A guard space is a set of at least rn continuous 
code groups, in which no information packets are lost. If multiple code groups are surrounded 
by two guard spaces, the lost packets within these code groups are recovered epending on each 
other, and the recovery process is performed independently of the outer losses than the guard 
spaces. 
Lost packets are regarded as unknown values and received packets as known ones at the receiver. 
Because ach code group contains (n -  k) redundant packets, the simultaneous equation including 
(n - k) equations holds for each code group. If these equations have a unique solution, lost 
information packets can be recovered. 
Similarly, for continuous  code groups, which are surrounded by the guard spaces, the following 
simultaneous equation including (s + rn). (n - k) equations holds: 
7(1) , p(1) ~t I 
1,1Vi ,1 ~)  - 9 - t~  t J  k ,m+ l U i _ rn ,k  (9 Vi,kq_ 1 = O, 
G(n -k )  .I [ .~(n -k )  ~ t f 
1,1 z]i,1 (~ " " " (9 ~ Jk ,m+lv i -m,k  (9 V i ,n  • O, (13) 
1,1~,~+1,1 (9 . . .  (9 G + lV~_m+l ,k  (9 v~+l,k+ 1 = O, 
G(n-k)o  , p (n -k )  v ~ v' = O. 
1,1 e~+s+m- l ,1  (~ ' ' "  (9 t Jk ,m+l  i+s - l , k  (9 i+s+rn- l ,n  
By solving this simultaneous equation, lost packets are recovered. 
information 
packets 
t t 
Vi+l Vi 
v'i,l is lost 
f ~ 5 4  / ~ ~  
redundant 
packets { I ~ I /~  I O'118 t~ 
Figure 2. Example of received packets. 
Two packets are lost.) 
? 
Vi.1 
i o  
o2 
I o2'61 
(Only head byte of each packet is shown. 
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Let us look at an example of a recovery process using a (3, 2, 1) convolutional code. Assume 
the same primitive polynomial and generator matrix as used for encoding. Hence, equations (7) 
and (9) need to be considered again. Let us also suppose that  the head of received packets is as 
shown in Figure 2, where two information packets in v~ are lost. 
Code groups v~_ 1 and v~+ 1 do not contain lost packets. Because constraint length m is 1 in 
(3, 2, 1) convolutional code, these code groups are regarded as guard spaces9 For the head byte 
of each packet, the following simultaneous equation holds: 
1 v~, 1 (~ O~2 / 9 t .Ui,2(~OL.O~(~O4.Ck2@(2118 n~0, 
t / (.X67 1 9 0 ,54 @ o~ 4 - o~ 2 G a - vL1 G a 4 9 vi, 2 9 -~ O, 
(14) 
' and ' are unknown values. Then, the above equation is rewritten using where lost packets v~, 1 vi, 2 
vectors and the matr ix as follows: 
, ,  [ 1 a ]  [o~Sl a l l  0 [?)4,1 ?Ji,2]" OL2 0:4 = [ Oz2OO~6(~O~118 O~54@O~6@0~67] : 1. (15) 
The matr ix at tile left of the equation, which is referred to as a recovery matrix, has an inverse 
matrix. Then, the head of lost packets is recovered as follows: 
{% v~,21=[1 ~31 (16) 
Similarly, the following bytes in lost packets can be recovered using the same inverse matrix and 
received packets. 
3. EVALUATION OF THE AB IL ITY  FOR RECOVERY 
3.1. Ana lys i s  
Here, we analyze postreconstruction receiving rate (PRRR),  which is the probabil i ty that  a 
packet will be received or recovered by (n, k, m) convolutional-code-based packet level FEC. Based 
on necessary conditions for recovery, i.e, the number of lost packets must be equal to or less than 
the number of sent redundant packets, the PRRR considered here is derived by the number of 
available information packets after reconstruction divided by the number of information packets 
sent. 
Assume that  L code groups are sent continuously, followed by m. (n -  k) redundant packets [3], 
and that each packet is lost by loss probabil i ty p. Let Cl(l, r) denote the number of cases where r 
code groups among l continuous code groups contain at least one loss each when there are no 
guard spaces within the l code groups. C1 (l, r) can be calculated as 
1, /=r=0,  
Cl(l,r)= 0, l<_0<r , r_<0<l ,  
~ Ci(l- i,r-1), others9 
i=1 
(17) 
Let C2(r, w) denote the number of cases where w information packets are lost in r code groups 
and each code group contains at least one loss. C2(r, w) is calculated as 
1, 
c2(T,~) = ~ k 
r - -w- -0 ,  
r _<0<w,  w<_0<r ,  
C2(r- 1,w - i), others9 
(18) 
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Let ~P(l) denote the expected number of information packets that are received or can be recov- 
ered within l continuous code groups, under conditions where these continuous code groups are 
surrounded by guard spaces and do not contain the guard space. r is derived as 
l-l l(l+m~--~-k) lmin~-~lk} l " ( (l + m)(n- k) ) 
~(1) 
, -=o L t=o  t , , ,=o 
.C l ( l - l , r ) .C2( r+l ,w) .pt . (1 -p)n l+m(n-k) - t}}  
l-, I nl+~-k) I min~/k} (lk - w)" ( ) x- '  (l + ~) (n  - k) + t--w 
,=0 kt=(~+m)(~ k)+l (w=t-(l+m)(~-k) 
9 el (I - 1, r) . C2(r + 1, w) 9 pt . (1 - p)nl+m(r,-k)-t ~ 
i 
) J 
(19) 
To simplify calculation, probabilities A~ and #i are defined as follows. 
1, i<Oor i>L ,  (20) 
hi = (1 -p )k ,  others. 
1, i < 0 or i > L, (21) 
P i=  1 - (1 -p )k  others. 
Then, the expected number of received or recovered information packets in sent L code 
groups, ql(L), is derived as follows: 
L L-l+l f i  
9 (L) = ~ Z O(l) ~ . -1  ~,+,.+,-1 
l=l /'=1 i=l 
L L-l+l 
+E E lk.(1 p) lk .p l ( l , _ l ) .# l+ l ,  
l=m /'=1 
rain{m- 1,L- 1} 
+ E 2lk. (1 -p ) lk .  (1 -- (1 - -p)k) .  
1=1 
(22) 
Finally, the average postreconstruction receiving rate PRRRconv is calculated as 
~(L) 
PRRR ..... - L -k"  (23) 
3.2. Numerical Examples 
Based on equation (23) above, we calculated the postreconstruction receiving rates (PRRRs) 
under several conditions. In [8], Yajnik et al. performed packet loss measurements over the 
Internet, and showed that the packet loss ratio was up to 11% except for one trace that had high 
loss ratio of 42%. Then, we calculated PRRRs for the packet loss probability in the range of up 
to 50%. 
Figure 3 shows the calculated PRRRs for (4,3,0), (4,3,3), (4,3,6), (4,3,9), and (4,3,12) 
convolutional codes under L = 20. The X-axis is packet loss probability p, and the Y-axis is the 
postreconstruction receiving rate. Because constraint length m does not affect code rate, these 
codes have the same rate. The (4, 3, 0) convolutional code is equivalent o the (4, 3) RS code. 
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Figure 3. Calculated PRRRs for (4, 3, 0), (4, 3, 3), (4, 3, 6), (4, 3, 9), and (4, 3, 12) 
convolutional codes. 
0.95 
09 
0.85 
o OB 
t -  
O 0.75  
0 
0.7 c- 
O 
0 
0.65 
o~ 
O 
r 0~ 
0.55 
05  
0 0.1 02. 0.3 0.4 0.5 
packet loss probability 
Figure 4. Calculated PRRRs for (8, 7, 3), (9, 7, 3), and (10, 7, 3) convolutional codes. 
The figure shows that longer constraint length improves postreconstruction receiving rate when 
packet loss probabi l i ty is less than 0.25. 
Figure 4 shows calculated PRRRs for (8, 7, 3), (9, 7, 3), and (10, 7, 3) convolutional codes under 
L = 10. All these codes have constraint length m = 3, but the number of redundant packets in 
code groups ranges from 8 to 10, which means each has a different code rate. The figure shows 
that a smaller code rate improves the postreconstruction receiving rate. 
Let us now estimate the improvement in recovery achieved through extension and assume 
(8, 7, 3) convolutional code is used. For instance, the parity generator matr ix for the extended 
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method is given by 
GO) = 
1 a O~ 2 0:3 
1 a2 ~4 ~6 
1 a3 a6 C~9 
1 a 4 a 8 a ~2 
1 a 5 O~ 10 o~ 15 
1 a 6 OL 12 C~ 18 
1 OL 7 O~ 14 O~ 21 
(24) 
where each coefficient is calculated as G (x) = a ((=-l) '(m+l)+z)'(y-1). Whi le  we can use the y~Z 
analyt ical  results for such an extended method,  it is difficult to analyt ical ly calculate the PRRRs  
for the convent ional  method.  Thus,  we used s imulat ion results for the convent ional  method  which 
we applied with the following parity generator  matr ix:  
g = 
1 0 0 1" 
1 0 1 0 
1 1 0 0 
1 1 1 0 
1 1 0 1 
1 0 1 1 
1 1 1 1. 
(25) 
We obta ined the average PRRR from 1,000,000 trials. In one trial, a sender t ransmi t ted  L code 
groups to a receiver, and each packet was regarded as lost if a random value was smaller than p. 
After all packets were t ransmit ted,  the receiver tr ied to recover lost packets and derived PRRR 
for the trial. 
F igure 5 shows the PRRRs  for (8, 7, 3) convolut ional code for extended and convent ional  meth-  
ods under L = 20. It also has the results of calculat ing PRRR for the (8, 7) RS code, PRRRr~,  
0.98 
0.96 
0.94 
.> 
0 
0.92 
c 
o 0.9 
0.88 
o o )( (8, 7,3) conventional 
~. 0.86 . . . . . . . . . . .  
ct} 
o ~. 0.84 [] (8, 7) RS . . . . . . .  . . . . . . . . . . . . . .  ' k~_  N 
\ 0.82 
OB 
0 0.05 0.1 0.15 02 
packet loss probability 
Figure 5. Postreconstruction receiving rate for (8, 7, 3) convolutional code for con- 
ventional and extended methods. Calculated PRRR for (8, 7) RS code is also shown. 
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obtained through the following equation: 
PRRR,~. = s (k )  9 (1 - p)~. pn-~ 
i=k  
(26) 
These three encoding schemes have the same code rate, 7/8. 
As Figure 4 shows, both conventional nd extended methods can reconstruct more packets 
than RS code when packet loss probability is smaller than about 0.13. This is because there 
are some cases where the proposed method can recover more than one packet in a code group, 
which RS code cannot recover. In the same range of loss probability, the extended method 
exhibited superior performance to the conventional method. At 10% packet loss probability, 
PRRR improved by about 1% by extending the coefficients. 
4. CONCLUSIONS 
We extended coefficients in the generator matrix, which are used for (n, k,m) convolutional- 
code-based packet loss recovery to elements on GF(28). In the extension, each byte in the 
redundant packets was generated independently, assuming bytes as elements on GF(2S). We 
demonstrated encoding and decoding schemes and evaluated recovery of lost packets based on 
analysis. The extension of coefficients recovered more lost packets than the conventional method 
where the coefficients were 0 or 1. 
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