Graph convolutional network (GCN) is generalization of convolutional neural network (CNN) to work with arbitrarily structured graphs. A binary adjacency matrix is commonly used in training a GCN. Recently, the attention mechanism allows the network to learn a dynamic and adaptive aggregation of the neighborhood. We propose a new GCN model on the graphs where edges are characterized in multiple views or precisely in terms of multiple relationships. For instance, in chemical graph theory, compound structures are often represented by the hydrogen-depleted molecular graph where nodes correspond to atoms and edges correspond to chemical bonds. Multiple attributes can be important to characterize chemical bonds, such as atom pair (the types of atoms that a bond connects), aromaticity, and whether a bond is in a ring. The different attributes lead to different graph representations for the same molecule. There is growing interests in both chemistry and machine learning fields to directly learn molecular properties of compounds from the molecular graph, instead of from fingerprints predefined by chemists. The proposed GCN model, which we call edge attentionbased multi-relational GCN (EAGCN), jointly learns attention weights and node features in graph convolution. For each bond attribute, a real-valued attention matrix is used to replace the binary adjacency matrix. By designing a dictionary for the edge attention, and forming the attention matrix of each molecule by looking up the dictionary, the EAGCN exploits correspondence between bonds in different molecules. The prediction of compound properties is based on the aggregated node features, which is independent of the varying molecule (graph) size. We demonstrate the efficacy of the EAGCN on multiple chemical datasets: Tox21, HIV, Freesolv, and Lipophilicity, and interpret the resultant attention weights.
Introduction
Convolutional Neural Networks (CNNs) [24] have been successfully applied to study data with a grid-like structure, e.g., image, video, and speech. Such architecture offers an efficient way to extract local stationary structures and features that are shared across the data domain, and then composes them to form hierarchical patterns [23] . However, a broad range of scientific problems generate data that naturally lie in irregular spaces or generally non-Euclidean domains. There are many such examples in computational chemistry, social studies, and telecommunication networks. Data in these areas can usually be structured as graphs that encode complex geometric structures with node and edge attributes.
The generalization of CNNs to graph inputs is not straightforward. Due to the lack of global parameterization, common system of coordinates, vector space structure, or shiftinvariance properties [3] , the classical convolution operations which use fixed filter size and stride distance cannot be applied directly to graph inputs that have arbitrary structures.
Recently Graph Convolutional Networks (GCNs) have been developed and successfully tackled tasks [29] such as matrix completion [36] , manifolds analysis [31] , predictions on user interest/connectivity in social network [4] , extracting element representations [16, 17, 22] , or generating fingerprints from molecular graphs [15] . These methods are often categorized as spectral [5, 6, 9, 22] and spatial [10, 32] approaches. In spectral GCNs, node attributes are viewed as graph signals. The analysis is then performed in the spectral domain under Graph Signal Processing (GSP). In this framework, the convolution operation is defined through Fourier transform which is derived by graph Laplacian and its eigenspace. On the other hand, for the spatial GCNs, interactions and information exchange between two adjacent nodes are treated in a flavor of classical CNNs. By adding self-loop in the adjacency matrix, a matrix multiplication to a stack of node attributes in an entire graph automatically generates additive aggregation of a node itself and all of its neighbors.
There is a growing interest in incorporating deep learning approaches into chemoinformatics studies [11, 14, [27] [28] [29] , The attention weights we learn in our model for a specific edge attribute are shared over all molecules where the edge type is present, which enables us to extract the local stationarity properties or repeated patterns. such as Quantitative Structure Activity Relationships (QSAR) prediction, library diversity analysis, and emerging molecular representation. Common ways to represent chemical structures are chemical formula, SMILES strings, 3D ball-andstick, and space-fill models. Most QSAR studies on molecules have been carried out based upon some predefined molecular descriptors or fingerprints, e.g., molecular circular fingerprint [13] . In this work, we present an Edge Attention-based Multi-relational GCN (EAGCN) to predict physical chemical properties of compounds directly from the molecular graph. The EAGCN model automatically learns a set of descriptors for a molecule by dynamically aggregating the node features in graph convolution. These descriptors can be regarded as new fingerprints that may provide an effective alternative to traditional manually-defined fingerprints. Given the new fingerprints are learned during the supervised training to predict the target property, they may be more relevant to the property.
In chemical graph theory, a compound structure is often expressed as a hydrogen-depleted molecular graph whose nodes correspond to atoms in the compound while edges represent chemical bonds. Edge attributes [7] in the bond are shown in Table 1 . The edge attributes are important to describe the bonding strength between two atoms, aromaticity, or bonding resonance. Each attribute may vary the Is in a ring connectivity in a molecular graph from another attribute. If we create an attention matrix as an adjacency matrix in the graph convolution, the different edge attributes correspond to different edge attention matrices. In other words, we allow different attention weights to be learned at different layers and for different edge attributes. For instance, the edge attribute of whether a bond is in a ring assigns one of the two possible values to a bond: 1 in a ring; and 0 not in a ring. There hence will be two attention weights each corresponding to one value in our GCN model. The two weights can be used across all molecules for the bonds with this attribute. This is different from the neighborhood attention in [37] . We develop an Edge Attention Layer to estimate the weights for each edge in a molecule. We build a dictionary beforehand that consists of all possible attention weights for an edge attribute in a dataset. Then a molecule's attention matrix is constructed by looking up the dictionary for each individual bond in the molecule. Such mechanism allows different molecules to have some correspondence according to the edge attribute. In Figure 1 for example, there are three edge attributes: Atom Pair Type, Bond Order and Ring Status, each representing a particular relation between atoms in a compound. For the edge attribute of Atom Pair Type, edges are classified according to the two atoms that an edge connects, such as C-N (green for Carbon-Nitrogen), C-O (red for Carbon-Oxygen), or C-C (blue for Carbon-Carbon) etc. For the edge attribute of Bond Order, edges are classified as single bond (dark blue), and double bond (purple). For the ring status, edges are classified by whether it is in a ring (orange) or not (cyan). These colors (actually weights) are unique for all compounds in a single dataset.
Since edge attentions are shared across all graphs, our EAGCN method also extracts invariant properties of graphs [20] . In graph theory, graph invariant is defined as a property preserved under all possible isomorphisms of a graph, which includes the order invariant, permutation invariant and pair order invariant [19] . In Figure 1 , we can see that our model will learn the edge attention that is shared at intra-molecule and inter-molecule levels, which means that edges are in a sense aligned using the same edge attention. In addition, our model can also handle the varying graph sizes because of the edge attribute based edge alignment which is in contrast to most previous works that were focused on a big graph or fix-sized unaligned graphs.
Our major contributions are summarized as follows: 1. We propose an Edge Attention based Multi-relational Graph Convolutional Networks, an efficient model to learn multiple relational strengths of node interaction from neighbors. 2. Aligning attention weights for the same type of edge universally across all molecules. In other words, the EAGCN learns invariant features from inherent invariant properties of the graphs. 3. The input graphs of our model can have varying sizes. 4. Edge attention weights in the attention adjacency matrices give some insights on how atoms influence each other and how this influence relates to the target property. Empirical evaluation of the proposed approach on four real-world datasets demonstrates the superior performance of the EAGCN on molecular property prediction. The rest of the paper will proceed as follows. In Section 2 we discuss related works. Section 3 is dedicated to the description of our method followed by a summary of experimental results in Section 4. We then conclude in Section 5 with a discussion of future works. Our source code is publicly available at https://github.com/Luckick/EAGCN.
Related Work

Spectral Graph Convolutions
The graph convolutional networks were first proposed in [5] where graph convolutional operations were defined in the Fourier domain. Since the eigendecomposition of the graph Laplacian is needed, it involves intense computations. Later, smooth parametric spectral filters [18] were introduced to achieve localization in the spatial domain and the computational efficiency. In particular, Chebyshev polynomials [9] and Cayley polynomials [25] have been utilized in these convolutional architectures to efficiently produce localized filters. Recently, Kipf et al. [22] simplified these spectral methods by a first-order approximation of the Chebyshev polynomials. Their derivation finally leads to a one-step neighbors localization and achieves state-of-the-art performance.
However, the spectral filters learned by above methods depend on the Laplacian eigenbasis which is linked to a fixed graph structure. Thus these models can only be trained on a single graph, and cannot be directly used to a set of graphs with different structures.
Recently graph attention networks [37] have been proposed to deal with arbitrarily graphs without knowing the entire graph structures. The attention mechanisms allow the model to deal with varying size inputs. This attention-based architecture assigns different importances to different nodes within a neighborhood while dealing with various sized neighborhoods. However, it is node-similarity driven and has not considered the edge information that could raise different attentions. Inspired by this work, we present an edge attention mechanism that identifies edge importances for the property prediction. Unlike existing approaches, we leverage edge attributes to predict multiple relational strengths of connection and interaction between nodes for better graph representation and property prediction.
Non-spectral Graph Convolutions
The spatial graph convolution approaches [2, 10, 17] define convolutions directly on graph, which sum up node features over all spatially close neighbors by using adjacency matrix. The main challenge is from the dynamically sized neighborhoods that bring a difficulty to maintain the weights sharing property. Duvenaud [10] presented a convolutional neural network that operates directly on raw molecular graphs. It learns a specific weighted matrix for each node degree. The approach in [32] selected fixed-size neighbors and normalized these nodes, which enabled the traditional CNNs to be applied to graph inputs directly. In order to handle graphs of varying size and connectivity, Simonovsky et al. [34] proposed the edge convolution network (ECC) for point cloud classification. Their model defines several node feature filters based on the edge label. Recently Hamilton et al. [17] introduced the task of inductive node classification, where the goal is to classify nodes that were not seen during training. This approach samples a fixed-size neighbors from each node and achieves state-of-the-art performance across several datasets.
Convolutions on Molecular Graph
In chemistry field, neural networks and GCNs have been applied to studies such as protein interface prediction [11] , molecular representation and prediction [7, 10, 12, 19, 26] . The work [10] presented a convolutional neural network that operates directly on raw molecular graphs and generalizes standard molecular feature extraction methods based on circular fingerprints (ECFP) [33] . Based on Autoencoder model, [15] converted discrete representations of molecules to a multidimensional continuous one. To gain additional information from bonds, the following methods have been proposed. Here the bonds are labeled with numerous attributes including the atom-pair type or the bond order. [19] supported graph-based model that utilizes properties of both nodes (atoms) and edges (bonds). [7] created the atom feature vectors concatenated with their respective connecting bonds' features to form atom-bond feature vectors. In these works, node features and bond attributes are treated equally instead of internal relation. However, as we pointed out before, edge attentions imply various interaction types between atomic pairs. Thus they shouldn't be treated equally during node 
Method
In this section, we give a detailed description of edge attention based multi-relational GCN (EAGCN) model. We aggregate node feature information of each node in a graph with all of its neighbors based on node-to-node interactions. Here we assume an interaction between two adjacent nodes is governed by edge attributes. As edge attributes are considered to have discrete values, different types of a single edge attribute contribute different strengths of interactions. This allows our model to learn multiple relationships of paired nodes across all edge attributes.
Edge Attention Layer
In EAGCN, each attention layer learns a set of adjacent matrices such that each weight corresponds to a strength of interaction from a particular edge type. We first introduce the following notations used in our formulations.
• A graph is denoted by G = (V , E), where V is a finite set of nodes with |V | = N , and E ⊆ V × V is a finite set of edges with |E| = M.
• An adjacency matrix A of G is a square binary matrix.
An element a i j = 1 indicates that there is an edge between nodes i and j.
• For the layer of index l, the input contains a node feature matrix H l ∈ R N × R F , where the i-th row represents features of the node i and a set of edge
Here {S j } are discrete sets, F is the number of features in each node, and K is the number of edge attributes.
• We assume, for edge attribute i, there are d i possible outcomes (types) i.e. |S i | = d i .
• The linear transformation from the input of the layer l to its output is parametrized by matrix coefficients
• The output of the layer l is a set of (aggregated) node feature matrices:
As shown in Figure 2 , for the edge attribute EdдeAtt i , the outcome contains d i different types. To assign the weight of interaction for each connection type, we build a dictionary D l i ∈ R d i which will be learned by our EAGCN model. Here we emphasize the dictionary is a fixed structure for one dataset and each molecule is coded based on its specific edge attributes. In addition, the dictionary for each edge attribute is not only shared for one graph, but also used for all graphs in the dataset. Then a weighted adjacency matrix A at t,i corresponding to EdдeAtt i is constructed according to this dictionary. Here an element α i, j in the matrix , coming from the dictionary, denotes the weight of the edge type j in EdдeAtt i .
Based on dictionaries obtained from K different edge attributes, we can draw multiple types of edge-colored edge relational graphs. In the study of chemical compounds for example, such collection of graphs gives different perspectives of atomic interaction and strength of influence. We then call the stack [A at t,1 , A at t,2 , ..., A at t, K ] edge attention weighted adjacency tensor. 
Architecture of A at t,i
In
Note that we may view the process of T i → A l at t,i as a special case of 'image' convolution with d i input channels and one output channel. The filter D l i with size 1 × 1 × d i is moving with stride of 1.
In our experiments, in order to make coefficients comparable cross different edges, we normalize the weights using the softmax function:
Edge Attention Convolution
In each graph convolution layer, we consider the node information aggregation over all first-order neighbors followed by a linear transformation:
for 1 ≤ i ≤ K, where σ is an activation function. As shown in Figure 3 , each edge attribute i generates a single aspect of interactionÃ at t,i and the termÃ at t,i H l can be viewed as a weighted sum of node features. After computing
In this work, we implement our model using two different settings on the function P. One way is to concatenate all Another way is the weighted sum which is applicable only when
The experiment results for both settings will be given in Section 4.
EAGCN Framework
From (3), we see that for each node in a graph, the information is exchanged only with its neighbors within a graph convolution layer. However, if we consider such information propagation from layer to layer, the attentions from higher layers learn the interactions of substructures. In Figure 4 for example, the α 1 1,2 in Layer 1 represents the atomic interaction between Nitrogen and Carbon; the α 2 1,2 in Layer 2 represents the interaction between two bond groups centered at Nitrogen and Carbon since the information from neighbors is already gathered from the second order neighbors i.e. neighbors' neighbors. Thus the attention weights are capable of characterizing substructure within different scopes.
Graph invariance and varying graph size
Firstly, for each edge attribute, we have created a dictionary with learnable weights, which implies the strengths of connection and interaction between nodes. The attention weights are conditioned on this dictionary in the neighborhood of a node, instead of the neighborhood order. This dictionary results in a homogeneous view for local graph neighborhoods. These weights are not only shared in one graph, but also for all graphs, which enable us to extract the local stationarity property of the input data by revealing local features what are shared across all graphs. Hence, EAGCN model has been designed to produce invariant features by replacing neighbors' attention to the edge attention to deal with graph invariance problem [19] .
Secondly, varying graph size problem can also be solved by the attention mechanism. For each edge attention layer, the number of parameters in each attention matrix is the number of edge attribute weights occurred in each dictionary instead of number of edges. Therefore, EAGCN model is insensitive to the varying graph sizes.
Experiments
Benchmark Datasets
Four benchmark datasets [1, 38] (Tox21, HIV, Freesolv and Lipophilicity) are utilized in this study to evaluate the predictive performance of built graph convolutional networks. They are all downloaded from the MoleculeNet website 1 that hold various benchmark datasets for molecular machine learning.
Tox21
The original Tox21 data comes from the Toxicology in the 21st century research initiative. It contains 7831 environmental compounds and drugs as well as their biological outcomes of 12 pathway assays that measure various nuclear receptor or oxidative stress responses, e.g., androgen receptor, estrogen receptor, and mitochondrial membrane potential.
HIV The HIV dataset was introduced by the Drug Therapeutics Program (DTP) AIDS Antiviral Screen, which tested the ability to inhibit HIV replication for over 41,127 compounds. Screening results were evaluated and placed into three categories: confirmed inactive (CI), confirmed active (CA) and confirmed moderately active (CM). We combine the latter two labels for a classification task.
Freesolv Freesolv is a database of experimental and calculated hydration free energies for small neutral molecules in water, along with molecular structures, input files, references, and annotations [30] . It includes a set of 642 neutral molecules which are mostly fragment-like. The calculated values are derived from alchemical free energy calculations using molecular dynamics simulations.
Lipophilicity (Lipo) Lipophilicity, curated from ChEMBL database, provides experimental results of octanol/water distribution coefficient of 4200 compounds. Lipophilicity is an important feature of drug molecules that affects both membrane permeability and solubility, which is used for the regression task.
Experimental Setup
Our experiments evaluate the property prediction on standard supervised classification and regression tasks. We design our experiments with the goals of 1) verifying the improvement of our method compared with baseline methods, such as GCN [22] and 2) comparing two different architectures of our method. We adapt two edge attention layers 1 http://moleculenet.ai and three fully connected layers for graph classification and regression.
The node features and edge attributes are extracted using the RDKit 2 , an open source cheminformatics package. RDKit also converts SMILES strings into RDKit "mol" format, which contains the molecular structure information used to build the molecular graph. Here we ignore the SMILES samples whose structure graphs have no edge. The edge attributes [7] are shown in the Table 1 . When we build the dictionary for atom pair types, we set a threshold on the frequency of atom pair types for each dataset. For the atom pair types whose frequencies are lower than the threshold, we will set one attention weight for them in the dictionary. Each data is randomly split into three sets: training (81%), validation (9%), and testing (10%). Then three independent runs with different random seeds are performed. Note that all results presented here are the average of three runs, with standard deviations listed. We use the adaptive moment (Adam) algorithm [21] for training the model and set the learning rate to 0.0005 for classification tasks and 0.001 for regression tasks. Our models 3 are implemented by PyTorch and run on Ubuntu Linux 14.04 with NVIDIA Tesla K40C Graphics Processing Units (GPUs).
Baselines
We compare our model with the five baseline methods which are shown in MoleculeNet [38] . Firstly, the Kernel-SVM [8, 35] , one of the most famous machine learning method, is used for the classification task. The second method is Random Forests (RF), which can be used for both classification and regression tasks. A random forest consists of many individual decision trees. The output predictions are the average results from all trees. Thirdly, the graph convolutions network (GCN) [22] is the baseline for the comparison. We also compare with another two models which leverage the edge attributes. Weave model [19] is similar to graph convolutions, the weave featurization encodes both local chemical environment and connectivity of atoms in a molecule. The weave featurization calculates a feature vector for each pair of atoms in the molecule. Message passing neural network (MPNN) [12] is a generalized model, which have two phases. Multiple message passing phases are stacked to extract abstract information of the graph, then the readout phase is responsible for mapping the graph to its properties. We compare with these models to show that EAGCN provides a novel and efficient way to use edge attributes. Table 2 reports ROC-AUC results of four different baseline models on biophysics datasets (HIV) and physiology dataset (Tox21). These two datasets contain only classification tasks. Three independent runs with different random seeds are performed. For our EAGCN model, we implement our model using two different settings on the function P. EAGCN concat is to concatenate all feature matrices, and EAGCN w −sum is the weighted sum.
Classification Analysis
Comparison of models
In the paper [38] , there are several baseline models. For Tox21, GCN and Weave achieve the best performances in the test and validation datasets. In Table 2 , GCN, and Weave also get the best performances in the test dataset. Our EAGCN model improves upon GCN by a margin of 2.4%, and upon Weave by a margin of 7.5% for the test. For HIV, GCN and kernel-SVM achieve the best performances for the test dataset in the [38] . In Table 2 , GCN achieves the best performance in the test dataset and Kernel-SVM also gets a nice result, which is consistent with the paper. Our EAGCN model improves upon GCN by a margin of 7.8% for the test dataset. Here we also run the RF method and find that RF can get an excellent performance. We improve upon RF by a margin of 1.2% for the test dataset. Our EAGCN always achieves reasonable and excellent performance for prediction of properties, which has strong validation/test results on the datasets. In addition, our approaches don't exhibit the large gaps between train scores and validation/test scores.
The classification model building upon the Tox21 dataset can be further utilized to identify any new compounds with potential liability associated with the above 12 response pathway and prioritize specific compounds for more extensive toxicological evaluation. Figure 5 shows the performance for 12 output nodes, one for each of the prediction targets. For almost all the tasks, our two approaches and GCN achieve higher AUC scores for all the targets except "HR-AhR", where the performance of RF is a little bit better than GCN. We emphasize that this performance was achieved by learning directly from the molecular graph, rather than from precomputed properties. In summary, EAGCN w −sum and EAGCN concat outperformed other methods on eleven targets over twelve.
Regression Analysis
Solubility and lipophilicity are basic physical chemistry properties important for understanding how molecules interact with solvents. Our method in the Table 2 performs at the level of state of the art for Lipophilicity and Freesolv datasets, which contain only regression tasks.
Comparison of models
First, we compare with the best baseline model in the paper [38] for the regression tasks. In Lipophilicity dataset, the best baseline model in [38] is GCN. In the table, we get the same conclusion for GCN model. We achieve about 7.6% and 10.3% performance increases for the validation and test datasets. For the Freesolv dataset, the best baseline model in our table is same with the best model in [38] . We improve upon MPNN by a margin of 6.4% and 20.0% for the validation and test datasets. EAGCN shows strong validation/test results on larger dataset Lipo, illustrating that learnable featurizations can provide a large boost compared with conventional featurizations. Given the size of FreeSolv dataset is only around 600 compounds, our model can still reach excellent performances by training on limited samples. In addition, the larger dataset, GCN has a smaller standard deviation to get a more robust estimate. The best-performing model in this table is EAGCN, which can reach the small RMSE of 0.61. From the table, graph-based methods, such as EAGCN and graph convolutional model, all exhibit significant boosts over tasks, indicating the advantages of learnable featurizations. In these two datasets, data-driven methods can outperform physical algorithms with moderate amounts of data. These results suggest that graph convolutional approaches will become increasingly important for the property prediction.
Visualization and Chemical Analysis
In physical chemistry, the edge attention mechanism learns multiple type strengths of influence from neighbors, which gives some insights on atomic interaction. In Figure 6 , we visualize the edge attention dictionaries using four heatmaps. The darkness of a block corresponds to the attention weight value. And the darkness is consistent for all datasets. For each dataset, we have five edge attribute dictionaries D l i (1 ≤ i ≤ 5) in each layer l, collectively represented the strengths of atomic interaction. In our experiments, we have two edge attention layers so that we have two rows in each dataset. The label of each column is the edge attention type. For different datasets, we have different number of edge attention types in the five dictionaries. The edge attention types are the discrete values of edge attributes. The labels of single elements are the self-attentions, which means that we add a self-loop for each atom. The reason is the multiplication with each weighted adjacency matrix for each edge attribute means, for every node, we sum up all the feature vectors of all neighboring nodes but not the node itself. We fix this by enforcing self-loops in the graph.
Firstly, we can see that many same attention types from different datasets have the similar weight values. Our explanation is that these weights learn the general atomic interactions which are unrelated with the tasks. Secondly, as is shown in the section 3.1, the different attention layers learn the interaction between paired nodes in different scopes. Hence the attention weight in different layers has the different weight values. In the Figure 6 , Freesolv dictionaries have the C − O and C − N attention weights, which both have higher attention values in layer 1 and layer 2. For C −O pair, the results mean the substructure around C has a significant strength of influence to the substructure around O for the solubility property. Thirdly, the C − Sn attention value is quite different between Tox21 and HIV. The C −Sn has higher values of both layers in Tox21, but its values in both layers are very low in HIV. Our explanation is that the interaction between C and Sn is associated with toxicity prediction instead of the ability to inhibit HIV replication. In addition, the dictionaries for HIV are very interesting for us. We can clearly see the difference between different attention types, indicating the different levels of importance, which gives a new guidance to exploit how to inhibit HIV replication.
Conclusion
We have introduced an Edge Attention based Multi-relational Graph Convolutional Network (EAGCN), which builds multiple relational connections parameterized by edge attention weights for graph representation and molecular property prediction. Our edge attentions layers estimate the edge attribute based edge attentions from different atomic pairs, which has several attractive qualities. Firstly, the edge attention mechanism allows us to learn multiple relational strengths of node interaction from neighbors. Secondly, since attention weights from dictionaries are shared across all graphs to extract the local stationarity property, EAGCN model produces invariant features for inherent invariant properties of graphs. Thirdly, our model can also handle the varying graph size because of edge alignment. Finally, the model learns an attention adjacency tensor, which gives some insights on how atoms influence each other. In the future, we will extend our model to multiple types of data in different situations.
