In this article we consider the optimization of np-complete problems with a genetic algorithm. For "real word" problems we regard it to be sufficient to get close to the optimal solution without any guarantee of ever hitting it. Our algorithm was tested on two problem classes: the traveling salesman problem and the product ordering problem; the first is a standard problem, the latter a problem we were confronted with in a practical application. For all investigated problem instances we found very good solutions (< 0.2% above optimum) in each run and even the global optimum in some runs on a Pentium/100 MHz-PC. For one instance of the TSP problem we could verify that the time spent to find the optimum follows a logarithmic normal distribution.
Introduction
Each optimization problem consists of a search space S and an objective function q : S → R. The elements in the search space represent the feasible solutions of the problem, the objective function is a measure for the grade of these solutions. In physics the energy usually takes over the task of the objective function while high grade solutions correspond to low energy states.
A whole variety of optimization techniques exists. Calculus and linear programming provide excellent means for solving simple problems. But only since computers had been invented, large complex problems could be tackled. The most difficult class of problems are np-complete -often called "hard" -problems. These are problems with a non-polynomial, i.e., exponential time complexity. Up to now, existing algorithms mostly fail to solve such problems of sizes which typically occur in practice, in reasonable time. The only chance of getting a solution anyway is to give up the demand of finding the absolute optimum, but to be satisfied with a near optimal solution. In practical applications this is not as bad as it seems to be at first glance. For, the disadvantage of np-complete problems -hardly to be solvable exactly -is usually balanced by their property of having a lot of local minima which are only marginally worse than the global one. The inverted energy landscape can be compared to a stormy lake. The biggest wave does not tower much above any other high wave. 2 Usually deviations of less than 0.1% above the optimum solutions are not relevant for practical applications, especially if the data basis of the optimization problem is afflicted with errors, as it is in most cases. Additionally, purely qualitative influences come into play which cannot be integrated into the objective function. Under these circumstances finding the absolute optimum becomes a challenge of purely theoretical value.
In this article we focus on np-complete problems and present a fast converging genetic algorithm which yields optimal or nearly optimal solutions for practical tasks.
Representation and Energy-Landscape
For the design of an algorithm the first step one has to take is to determine a data structure representing feasible solutions. It is sensible to choose a representation that allows us to easily get a new, slightly changed -in terms of GAs -a mutated solution. The possible mutations of a solution determine its neighborhood. A small example may illustrate the dangers related to an inappropriate choice. Suppose we are given a search space S = 0, 1, . . . , 15 and an objective function q : x → (x − 7).
2 A common way of representation are 4-bit integers (0000), (0001), . . . , (1111), mutated by flipping one bit. In this way, we get the neighborhoods of the sixteen elements of S: 
-36 -16 -4 -0 -4 -16 -36 -64 -which has the only one local minimum at x = 7, any other point has a neighbor which is better with respect to q. In this case a simple hill-climbing strategy always finds the absolute minimum, while in the first case it may be trapped in the relative minimum, making necessary at least an iterative search strategy to solve this trivial example always to an optimum. How can this happen? The reason is that 8 is very close to 7; its bit-representation (1000), however differs completely from (0111), making it an inappropriate representation. In other words, the natural similarities between the elements of S are not conserved by their bit-representations.
In ordinary problems the energy-landscapes are no longer this simple, but become high-dimensional and very complex. They no longer can be viewed in a three-dimensional manner. Although the landscape is not a variable which can be quantified, it is an excellent qualitative aspect, which gives a deeper insight into the phenomena occurring during an optimization process. Therefore, one should be aware that its form originates the complexity of the affiliated problem and has to be properly taken into account.
Of course each operator, i.e., a kind of mutation or crossover, defines its own neighborhood and, therefore, its own energy landscape. The use of different mutation operators yields the chance to connect two valleys by one operator which are completely disconnected by all other ones, hence, giving an opportunity to hop from one valley to the other. On the other hand, too arbitrary and far reaching mutations do not make much sense either. For instance, one might consider a mutation that facilitates reaching each point from any other one, resulting in a walk in the search space which is totally arbitrary and has no underlying strategy. Obviously, this is not the best method one can think of, though it promises to find the optimum with probability 1! Like many other aspects of an optimization technique, this requires us to find the right balance between not enough and too much. From above the reader might have assumed that we do not follow at all the attitude that for a GA the problem has to be bit-coded in any case. Certainly, there are problems appropriate for bitcoding, but in general the problem should dictate the coding, not the other way round.
The Traveling Salesman Problem (TSP)
A TSP consists of N points in space, so-called cities, and the matrix of distances (d ij ) between each pair of cities i and j. The task is to find a permutation (tour) σ 0 of these cities, such that this tour has a minimum length
The TSP is one of the best investigated problem classes of combinatorial optimization. Meanwhile, there is a high number of "standard problems", which have been dealt with in innumerable articles about many optimization techniques. So, we considered it an excellent way to compare our algorithm to others. We have chosen seven well-known symmetric Euclidean problems (see Table 1 ) with different numbers of cities N , which can be found in Reinelt's TSP library.
a The official minimum length, which also can be found in Reinelt's library, differs from the minimum length we state because we always use the metric l = N i=1
where (x i , y i ) are the 32-bit precision floating point coordinates of the ith city ((x 0 , y 0 ) = (x N , y N )). For the official length different metrics have been used. However, we found that whether the official metric or our standard metric was used, the optimum solution is always the same tour, only its length is different. It should be noted that the term "the solution" is not really correct, because the PCB442 problem is highly degenerate and has thousands of different solutions with optimum length (see Schneider et al.
3 ). The main parameter in our algorithm is the population size n pop . Therewith, the behavior of the algorithm can be shifted from a fast convergence with high chance of terminating suboptimal to a slow convergence with nearly always succeeding in a http://www.iwr.uni-heidelberg.de/iwr/comopt/soft/TSPLIB95/TSPLIB.html. hitting the absolute optimum. This is demonstrated with the 200-city problem in the following instance.
The most important criterion is the average relative cost function q(t). For the TSP problem we define it as q(t) := l(t)/l 0 − 1 , where l(t) is the length of the shortest path found within time t and l 0 is the minimum length. Figure 1 shows four average cost functions q(t) for different population sizes, each averaged over 1000 different -meaning, started with different random number seeds -optimization runs. The time t is given in seconds of computation time on a Pentium/100 MHz computer. We can see that for small population sizes (n pop ≤ 30) q(t) decreases rapidly without reaching zero, whereas it always reaches zero with n pop ≥ 50, indicated by the breakoff of the curves at higher times, as 0 cannot be represented in a logarithmic plot. For n pop = 75 the decrease is so slow that it never comes up with the curve for n pop = 50. Nevertheless, we assume, it eventually would cross it after a very long time if we could average infinitely many runs.
To illustrate this result we will introduce a characteristic criterion which we call spectrum and which is the probability distribution of intermediate optimization results. When we interrupt each of n different optimization runs after a certain time limit t 0 , we get k different intermediate results with cost q i (i = 1, . . . , k) -we assume non-degeneracy -with frequency n i and appearance probability p i = n i /n. We define the spectrum S(t 0 , n) to be the set of pairs {(q i , p i ) : i = 1, . . . , k}. The spectrum is just the set of local minima far away in search space from any other minimum. The probability p i indicates the "distance" to the nearest deeper minima.
It turns out that for t 0 large enough only a few different values are encountered (k n), as shown in Fig. 2 ) which occurs if a run could escape a local minimum briefly before being stopped without having time to settle in the next stable minimum. This shows that after a while the algorithm gets stuck in a local optimum and it takes some time until it can overcome this barrier. The larger the population the higher the chance that one member passes by these traps leading the population to the global minimum. From the spectrum one can learn at which stage of convergence the algorithm was interrupted. In case one finds a lot of different solutions, the algorithm was still proceeding and would produce better results if given more time. On the other hand, if only a few distinct values are encountered the algorithm prevailingly got stuck in local minima and more computation time would only be moderately effective.
The other very meaningful criterion is the probability p 0 (t) of hitting the global minimum after some time t.
As it can be seen in Fig. 3 , small populations can find the optimum very soon but have problems after some time. For larger populations it takes a while until the minimum can be encountered. Then, however, they hit very frequently, finding the minimum at every instance. Again the 50-individual population performs "better" than the larger ones.
All curves have in common the fact that they start very flat, ascend rapidly around some critical time and flatten again, when the value of 100% is approached. This raises the question whether it would be more reasonable to start several short optimization runs, each with a high probability of finding the optimum, than to rely on one long run which might be trapped in a suboptimal solution. Suppose, the probability of missing the optimum in one long run of time t would be higher than to miss it in every of m runs of time τ = t/m each, i.e., 1
and thus, − ln(1 − p 0 (t))/t < − ln(1 − p 0 (τ ))/τ . If we define
the assumption above would require u 0 (t) < u 0 (t/m). In other words, as long as u 0 (t)−u 0 (t/2) is positive, there would be no advantage of multiple restarts (Fig. 4) . We found the optimum in any of the 3000 runs above with n pop > 10, at the latest in 534s. Nevertheless, we display only the first 250s, as the fluctuations increase with time.
This somewhat contradicts our proposal not to go for the optimum but to be content with a very reasonably good solution. We can, however, extend our definition above and define the probability p c (t) of reaching the cost limit c after some time t, as can be see in Fig. 5 for c = 0.01 and population sizes of n pop = 30 and n pop = 50. Table 2 lists the results we found for the 7 investigated TSPs. In each run a population of size n pop was given a time t max (cpu time on a Pentium/100 MHz) to track down an optimal tour. If the optimum was encountered in every run t max is the time required for the longest run. c = l(t max )/l 0 − 1 is the cost at t max averaged over n runs independent runs, p 0 is the averaged probability of finding an optimum solution and t is the time we spent on each run on an average. The errors stated are based on a 95% reliability. Although we average over a lot of independent runs, the errors are still rather large. The reason can be seen in Fig. 6 which shows the probability of finding the optimum solution just at time t. We find a non-symmetric probability density function with positive values between 2 s and 180 s. The highest probability is at t = 22 s whereas the average is t = 37.4 s with a standard deviation of σ(t) = 26.0 s. Obviously, the normal distribution is not a good approximation. convergency distribution data normal density logarithmic normal density Fig. 6 . Convergency distribution for npop = 50 compared to a normal probability density and to the normal probability density function f (t).
If we, however, define the stochastic variable τ = ln(t/t 0 ), we find that in the range −∞ < τ < 1.1 its probability distribution Figure 7 compares the probability density function ν(τ ) to the density of that normal distribution. This implies that the function
approximates the probability density of t in the interval ]0, t * ] (t * = t 0 e 1.1 ≈ 91 s). For t > t * the data values are above f (t). This explains why the average value t = 37.4 is distinctly higher than the theoretical expectation value t = t f(t)dt = t 0 e 0.5vτ +τ0 ≈ 33.6 s. If we, however, average only times less than t * we expect
which is very close to the averaged value 32.4 s. A similar effect appears for the standard deviation σ(t) = 26.0 s, for which we should expect only t √ e vτ − 1 ≈ 15.8 s. In contrast, σ t * (t) = 14.9 s compares very well with the theoretical value
On the other hand, the maximum of f (t) is at t 0 e τ0−vτ ≈ 24.9 s and is somewhat separated from t = 22 s (the highest data value). But that way f (t) better fits the data.
Using f (t) the function p 0 (t) introduced above can be approximated by p 0 (t)
, i.e., p 0 (t) is a logarithmic normal distribution in the range 0 < t < 91 s.
The Product Ordering Problem (POP)
In spite of its difficulty the TSP is rather simple to state and no constraints have to be taken into account. Therefore, as a second testing ground for our algorithm we chose another kind of ordering problem, which often occurs in practice: A set of products p k (k = 1, . . . , N) has to be produced one after each other in a production line. Each can hold some optional extras, described by the (not quadratic) extra matrix (e jk ) with e jk = 1 if product p k contains extra j (j = 1, . . . , n), e jk = 0 otherwise. The products shall be ordered in a sequence σ, such that a set of rules is obeyed. We distinguish three kinds of rules:
• maximal bulk (MB) rule: not more than m products with extra j are in a row, i.e.,
• minimum distance (MD) rule: there are at least d − 1 products between any two with extra j, i.e.,
Furthermore, at the end the first production line (L I ) splits into two other production lines (L II and L III ). The products are divided alternatingly between these two, i.e., p 1 goes to L II , p 2 goes to L III , p 3 to L II and so on. In L II and L III there exist maximum bulk rules again (MB2/3):
• the products must not form a bulk longer than
The production line is already provided with some products p 0 , p −1 , . . . , which have to be taken into account to satisfy the rules. Of course one could think of MD rules only valid for L II or L III , respectively, but in the real problem we investigated, such rules do not occur, therefore, we do not consider them.
Some kinds of extras cannot be dealt with either in production line L II or L III , what is expressed by an MB2/3 rule with m II = 0 or m III = 0, respectively. It should be noted that given an MD rule for some kind of extra j with d j > 1 an additional MB rule becomes unnecessary.
The problem above is designed to optimize processes with a lot of compatible optional production steps, as production in a line is best adopted only for producing many identical items. If some production step, however, is not necessary for part of the products a worker exclusively assigned for this step is not kept busy continuously. This problem can be encountered by apportioning a task which takes longer than the general working cycle. So, this worker successively comes into default balanced by free working cycles.
Clearly, care has to be taken in addition that the delay never becomes long enough to jam the overall production process. Certainly this is managed best if special products are produced in a certain fixed rhythm, for instance in every third working cycle. But if every product can get a whole variety of options, the task of arranging the different products becomes a problem of high complexity. For that purpose the introduced rules are determined.
One may think of producing personal computers, where each PC consists of a standard unit and can be extended by several options: a sound card, a network adapter, a CD-ROM drive, etc. As not every unit contains a sound card, less workers may be provided for the assembly as for standard parts. On the other hand, it has to be guaranteed that not too many candidates for sound cards are going to be produced in a row to assure that the people for the assembly of sound cards do not become overburdened in order to prevent an interruption of the continuous production flow.
For options which are contained in less than 50% of all devices an MD rule may be appropriate, for options which appear in most products an MB rule is necessary.
For this article we examined a set of 100 products with 10 optional extras (A, B, . . . , J), each with probability of occurrence f j ; for each extra one rule has to be obeyed (see Table 3 ).
We chose an objective function c(σ) =
The λ j are weights for the different rules and can be chosen, such that rules of major importance are obeyed first. In the following, all rules are equally weighted (λ j = 1). Rapid Close-to-Optimum Optimization by Genetic Algorithms 1117
Figures 8 and 9 display the cost function and probability of finding a product order that does not conflict with any rule, respectively, versus time in seconds averaged over 250 independent runs with randomly generated sets of products. Each set had exactly 100 · f j products with option j.
The plots confirm our basic results for the TSP. The larger the population the higher the speed of convergency at the beginning and the slower at the end. For t beyond about 400 s the plots are no longer statistically meaningful as only 3%, i.e., 7, of the runs are not yet terminated at that time.
Conclusion
We could demonstrate that our algorithm finds near optimum solutions in every instance it was applied to. So, we could solve traveling salesman problems having up to 532 cities. However, to reach statistically reliable conclusions a great number of measurements have to be averaged. Therefore, we have to further improve the convergence of the algorithm in order to be able to investigate even larger examples. This is possible as a recently published and remarkable article by B. Freisleben and P. Merz proves, at least as good results as ours were obtained in much less cpu time. Another way to accelerate the algorithm is to prepare it for parallel computers. Work is in progress in this direction.
