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Abstract: Numerous models have been proposed in the past to predict the maximum scour depth
around bridge piers. These studies have all focused on the different parameters that could affect
the maximum scour depth and the model accuracy. One of the main parameters individuated is
the critical velocity of the approaching flow. The present study aimed at investigating the effect of
different equations to determine the critical flow velocity on the accuracy of models for estimating
the maximum scour depth around bridge piers. Here, 10 scour depth estimation equations, which
include the critical flow velocity as one of the influencing parameters, and 8 critical velocity estimation
equations were examined, for a total combination of 80 hybrid models. In addition, a sensitivity
analysis of the selected scour depth equations to the critical velocity was investigated. The results
of the selected models were compared with experimental data, and the best hybrid models were
identified using statistical indicators. The accuracy of the best models, including YJAF-VRAD,
YJAF-VARN, and YJAI-VRAD models, was also evaluated using field data available in the literature.
Finally, correction factors were implied to the selected models to increase their accuracy in predicting
the maximum scour depth.
Keywords: local scour; bridge pier; critical velocity; river engineering; empirical models
1. Introduction
Bridge collapse worldwide causes severe life and economic losses [1–5]. One of the
most important causes of bridge pier failure is bed scouring caused by the impact of the
stream with piers or abutments. This interaction changes the direction of flow lines and
increases flow turbulence, particularly during floods [6–11]. Bridge failures have also
significant infrastructure and business interruption costs. In the United States, scouring
and flooding have been cited as the main causes of bridge damage [1]. The US Federal
Highway Administration (FHWA) also reported the destruction of 383 bridges due to
devastating floods, stating that 25% of these bridges collapsed due to severe damage
to foundations [12]. The Austrian Federal Railways (BBB) suffered financial losses of
about USD 113 million due to floods and the collapse of bridges [13]. According to the
report of the MRUDI [14], more than 500 bridges were destroyed following the floods in
2019, causing USD 136 million in damage. In New Zealand, estimated annual damage
from bridge scour is USD 24 million [15], while in South Africa it is estimated at USD
1.3 million [16]. In addition, the costs of reducing scouring risk in Europe for the years 2040
to 2070 are estimated at USD 611 million per year [17]. The central role of this infrastructure
element explains the popularity of studies that focus on increased safety in the design
phase and reduction of bridge failure risk.
Various methods have been proposed to reduce the scouring effects around the pier.
Some of these methods include the use of sacrificial piles, collars, pier slots, cables, sub-
merged vanes, bed sills, and placing rip-rap layers around the pier, amongst the others.
With all of these countermeasures, many piers, even in newly built bridges, still fail due
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to the lack of accurate estimation of the scour depth at the design phase. Safe foundation
design at the design stage and before bridge construction can be a very effective solution
to reduce the risk of scouring bridges [18–20]. Accurate prediction of the maximum scour
depth around the pier is essential for a safe and economic design.
Over the past decades, many empirical relationships have been proposed to estimate
the maximum scour depth around piers and abutments. In addition, in recent years,
artificial intelligence techniques have been widely used to predict scour depth as an
alternative to empirical equations [21–23]. Validation of the available formulas under
different conditions is required for a more accurate estimation of the maximum scour depth
around bridge piers. This can lead to more accurate scouring predictions, save unnecessary
costs for protection around the pier, increase safety, and make the bridge design process
more efficient [24,25]. Some of the relationships have been reviewed and modified by other
researchers to increase their reliability. These changes were made using data collected from
physical models under laboratory and field conditions. In many of these relationships,
parameters such as flow depth, pier diameter or width, median bed sediment size, Froude
number, average flow velocity, and critical flow velocity play fundamental roles.
So far, several attempts have been made by various researchers to evaluate local
scour equations around bridge piers for cohesionless sediments. Sheykholeslami et al. [26]
used the FASRET mathematical model to estimate scour depth at bridge piers and con-
cluded that the YJAF, YMEL, and YMAS equations (see Table 1 for the definitions of scour
depth prediction equations) show higher values of the maximum scour depth than other
equations. Mohamed et al. [24] examined four models for predicting scour depth around
the pier, including the formulas of Colorado State University (CSU), YMAS, YJAF, and
Laursen and Toch [27]. They have shown that the CSU and YMAS formulas with the
mean absolute error (MAE) of 0.93 and 2.43 are the most and the least accurate models,
respectively, among the investigated formulas. Koopaei and Valentine [28] compared scour
depth data collected from laboratory channels with estimated values using some empirical
equations and found that most formulas overestimate the maximum scour depth. Pandey
et al. [29] estimate scour depth around circular bridge piers using linear regression and
genetic algorithm approaches. While the new relationships were more accurate than the
previous equations proposed by other researchers, they found that only 52% of the data
points were found to be within ±25% error line. Gaudio et al. [30] compared six design
formulas for the estimation of the equilibrium maximum scour depth at a circular pier by
using synthetic and original field data and found that none of the selected formulas are
accurate enough to calculate the maximum scour depth. In addition, Gaudio et al. [31]
studied the sensitivity of predicted scour depth with respect to the approach flow depth,
riverbed slope, and median sediment size and found that different formulas demonstrate
various levels of sensitivity to the input variables.
One of the most important factors in prediction of the maximum scour depth around
bridge piers is the flow critical velocity. The critical velocity is the maximum flow velocity at
which the bed particles generally do not start moving, the so-called initiation of motion. If
the mean flow velocity, V, exceeds the critical velocity, Vc, the scour is in live bed conditions,
and if the V/Vc is less than 1, the scour is categorized as clear water conditions. Accurate
calculation of critical velocity makes estimating the maximum scour depth more accurate
and realistic. It is necessary to predict the critical velocity to determine whether the flow
is in live bed conditions or not based on the ratio of the average velocity to the critical
velocity V/Vc, which is called the flow intensity. The use of flow intensity instead of flow
velocity not only takes into account the effect of the flow conditions but also to some extent
the effect of different sediment sizes, which have different critical flow velocities [32]. It has
been found that the maximum clear water scouring depth increases with the flow intensity
almost linearly up to the critical flow velocity. If the velocity exceeds the critical velocity,
the scour depth decreases first and then increases again to a second peak [33].
Despite all of the studies that have been done so far, it is evident that the available
scour prediction equations are not complete and overestimate the maximum scour in some
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cases while underestimating it in others. The purpose of the present study is to compare
different approaches to determine the critical velocity and find the best combinations of
the critical velocity and scour depth models.
A series of 80 hybrid models is investigated here to evaluate the accuracy of the
prediction of the equilibrium scour depth around cylindrical bridge piers, using ten of the
most common equations available in literature. All of these equations include the critical
flow velocity as one of the effective parameters (Table 1).
In Table 1, the equations proposed by Hancu [34], Breusers et al. [35], Jain and
Fisher [36], Jain [37], Khalfin [38], Melville and Sutherland [39], Gao et al. [40], Simplified
Gao et al. [40], Melville [18], ad Sheppard and Renna [41] are denoted by YHAN, YBRE,
YJAF, YJAI, YKHA, YMAS, YGAO, YSGAO, YMEL, and YFDOT, respectively.
Table 1. Scour depth prediction relationships.
Authors Symbol Equation Description
Hancu [34] YHAN ys = 2.42b
(






Breusers et al. [35] YBRE ys = b f KsKθ(2tanh Hb )
f = 0 VVc ≤ 0.5
f = 2 VVc − 1 0.5 <
V
Vc ≤ 1
f = 1 VVc > 1
Kθ is the correction factor for angle of attack flow
Ks is the correction factor for pier nose shape
Jain and
Fisher [36] YJAF
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2. Materials and Methods
In this study, 10 scour depth prediction models [18,34–41] that include the critical
flow velocity as one of the model parameters and are combined with 8 critical velocity
estimation equations [34,40,42–46] to produce 80 hybrid models. Laboratory and field
data are also used for the validation of the results of the hybrid equations. To validate the
proposed hybrid equations, 57 series of field data measured from the bridges subjected
to local scour in Canada, India, Pakistan, and the United States were gathered from the
literature [47,48] to find the best combinations that can be suggested for application in
bridge design.
In Table 1, the relationships proposed by Hancu [34], Breusers et al. [35], Jain and
Fischer [36], Jain [37], and Khalfin [38] are denoted by YHAN, YBRE, YJAF, YJAI, and
YKHA, respectively. In addition, in the Melville and Sutherland [39] equation, denoted by
YMAS, the factors KI, KH, Kd, Kσ, Ks, and Kα are related to the flow intensity, flow depth,
sediment size, sediment gradation, pier shape, and elevation, respectively. The YMAS
equation for the cylindrical piers is shortened to:
ys = KIKHKdb (1)
Melville [18] replaced the KH parameter with KHW and suggested a revised equation
denoted by YMEL, and stated that the new parameter could be related to the pier foun-
dation depth (KHB) or the bridge abutment (KHL). KHB is divided into three categories
including wide piers (b/H > 5), medium width piers (0.7 < b/H < 5), and narrow piers
(b/H < 0.7). In the YMEL equation, the channel geometry (KG) parameter is also considered
as another effective factor in scouring, but Melville [18] acknowledges that the effect of
channel geometry is negligible compared to the velocity near the pier and the flow depth,
and it can be considered as 1.
One of the main parameters suggested by Gao et al. [40] and its simplified version,
denoted by YGAO and YSGAO, is the flow velocity corresponding to the initiation of the
scouring around the bridge pier, V′c. Past studies proposed an initial velocity equal to half
the sediment critical velocity [35]. Others suggested that the initial velocity ranges from
0.4 to 0.6 × sediment critical velocity [49,50]. In addition, the relationship proposed by the
Florida Department of Transportation reported by Sheppard and Renna [41], YFDOT, is
included in Table 1. In Table 1, ys is the maximum scour depth (m); V, Vc, and Va are the
mean approach flow velocity, critical flow velocity for sediment entrainment, and mean
flow velocity at the armor peak for nonuniform sediments (m); g is the acceleration due
to gravity (m/s2); b is the diameter or width of the pier (m); H is the flow depth (m); and
Fr = V/
√
gH is the approaching flow Froude number.
Similarly to maximum scour depth, the evaluation of the critical sediment velocity
found in literature is affected by severe uncertainty. Eight relationships were selected from
the literature (Table 2) to investigate the effect of the different critical velocity parameteriza-
tion on the scour depth models. Each critical velocity equation is labeled using the letter V
followed by the authors’ acronyms, to distinguish them from the scour equations (Y and
authors acronyms). It should be noted that the Shields relationship [45], can be calculated
with two values for u* and is therefore considered as two equations denoted by VSHI-a and
VSHI-b. In Table 2, Sg is the relative specific gravity of the sediment particles, Re (=VH/v)
is the Reynolds number, v is the kinematic viscosity of the fluid (m2/s), dm is the effective
diameter of the sediment particles (m), and u* is the shear velocity of the flow. These equa-
tions have been developed over the years by researchers with extensive efforts for different
purposes and different hydraulic conditions. Some of these equations are dimensionally
homogeneous, except for VVAN, VHAO, and VZHA. Therefore, these equations must
be applied with special care. While d50 is usually used as the representative particle size
to calculate the Manning roughness coefficient in the Strickler equation, Richardson and
Davis [42] suggested using the effective bed particle diameter (dm) instead of mean particle
size (d50 ∼= 1.25 dm) for the particle motion threshold. Therefore, in the VRAD equation, the
critical velocity must take into account the effective diameter of the particles. In Table 2, the
Water 2021, 13, 2019 5 of 14
formula proposed by Richardson and Davis [42], Shields (reported in [43], Van Rijn [44],
Hager and Oliveto [45], Hancu [34], Arneson et al. [46], and Zhang et al. (reported in [40])
are denoted by VRAD, VSHI, VVAN, VHAO, VHAN, VARN, and VZHA, respectively.
Table 2. Critical velocity estimation relationships.
Authors Symbol Code Equation Description
Richardson and











(reported in [43]) VSHI
Vc-2a












− d50(38.76 + 9.6lnd50)− 0.005)
]1/2{
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Arneson et al. [46] VARN Vc-6 Vc = Kc H1/6d501/3
f or σg < 2.5
Kc is a correction factor equal to 11.17 for U.S. customary units
and 6.19 for SI units
Zhang et al.,









d50 + 6.05× 10−7( 10+H)d500.72
]0.5
Three experimental runs were carried out to compare the results of the combined
models in a glass wall flume with rectangular Section 0.4 m wide, 9 m long, and 0.6
m high with a bed slope of 0.002 located in the Sediment Hydraulics laboratory, Shiraz
University, Shiraz, Iran. Flow discharges were measured using an ultrasonic flowmeter
with an accuracy of ±0.1 L/s. The maximum scouring depth around the bridge pier was
measured by a laser meter with an accuracy of ±0.1 mm. The experiments were performed
under clear water conditions, i.e., the flow velocity was kept below the critical sediment
velocity. According to Melville and Chiew [51], the pier diameter should not exceed 10% of
the flume width, i.e., b/B < 0.1, to eliminate the effect of channel width on the scouring
process. A physical model of a cylindrical pier made of Teflon with a diameter of b = 40 mm
was used. The pier was placed in the middle of the flume length to minimize the effect of
flume outlet flow conditions on scouring according to Akhtaruzzaman Sarker [52], who
proposed a minimum distance from the pier to the flume outlet 12 times the pier diameter.
Breusers and Raudkivi [53] found that if the ratio of pier diameter to median sediment
particles diameter bd50 ≥ 50, the effect of sediment size on scouring is negligible. In addition,
to prevent the formation of bedforms, the average particle diameter should be more than
0.7 mm. Uniformly graded sediments with the median size d50 = 0.78 mm and the geometric
standard deviation σg =
√
d84/d16 = 1.26 were used, where d84 and d16 are the particle
diameters at which 84 and 16 percent of the particles are finer, respectively.
A summary of the hydraulic parameters and experimental conditions is provided in
Table 3. In this table, Q is the flow discharge (L/s), H is the flow depth (mm), V is the
average flow velocity (m/s), Fr is the Froude number, g is the gravitational acceleration
(m/s2), and Re is the Reynolds number. The experiments were performed under turbulent
and subcritical flow conditions. In each experiment, for a given flow, the corresponding
flow depth was adjusted by a tailgate. More details about the experimental setup can be
found in [54,55].
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Table 3. Summary of the experimental runs.
Q (L/s) H (mm) b (mm) V (m/s) Fr Re yso (mm)
Run 1 12.9 130 40 0.248 0.220 32250 61
Run 2 15.3 160 40 0.239 0.191 38250 56
Run 3 16.74 180 40 0.233 0.175 41850 51
Each experiment lasted 6 h to reach semi-equilibrium conditions, following Melville
and Chiew [51]. A preliminary test 48 h long was carried out to ensure that more than
90% of the equilibrium scouring depth occurred. The 90% equilibrium scour depth values
were extended to 100% as the final equilibrium scour depths. The hybrid relationships
are obtained by combining the ten scour depth prediction equations and the eight critical
velocity equations described in Tables 1 and 2, for a total of 80 new hybrid models. The
accuracy of each new equation was evaluated based on comparisons with laboratory and
field data.
The normalized sensitivity coefficient, Sc, defined as the ratio between the variation of
the scour depth; ∆ys, relative to the initial value of the scour depth and the variation of
the critical velocity values; ∆Vc, relative to the initial value of critical velocity, were used to







The smaller the Sc, the less sensitive the equation is to the critical velocity. The higher
the sensitivity of a scour estimation model to critical velocity changes, the greater is the
impact of the critical velocity on that model, and therefore the more important the accurate
estimate of the critical velocity value for that model.
To evaluate the accuracy of the combined equations in the present study, four statistical
parameters were used: tail factor (U), normalized Nash–Sutcliffe efficiency coefficient
(NNSE), normalized root-mean-square error (NRMSE), and sum of squared error (SSE).

























where yso and ysc are the observed and calculated scour depths (m), respectively; ys,maxo
and ys,mino are the maximum and minimum observed scour depths, respectively; yso is the
average of the observed scour depths; and k is the number of data. The closer the values of
the statistical parameters U, NRMSE, and SSE to zero, the more accurate the equation is. In
contrast, in the situation of a perfect model, the resulting NNSE equals 1.
3. Results
In this section, the first step is to calculate the equilibrium scour with a combination
of scouring/critical velocity equations. This is done to show the variability in calculated
scour depth with the various equations proposed. Figure 1a–j shows the calculated values
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of scour depth with different relationships for three flow depth to pier diameter ratios,
i.e., H/b, equal to 3.25, 4, and 4.5. Although the scour depth predicted by most of the
hybrid equations is not close to the experimental results, it can be seen in Figure 1 that
only the YKHA equation (Figure 1e) shows significant changes in the scour depth with the
flow depth; for other equations, the scour depth is not significantly affected by changes
in flow depth. Additionally, among the scour depth estimation equations, YJAF and YJAI
equations show slight changes with different critical velocity equations. However, both
the YGAO and YSGAO equations (Figure 1g,h) have the most variations with the different
critical velocity equations used.
Figure 1. Variations of the nondimensional predicted scour depths, ysc/b, against the nondimensional flow depths, H/b,
for different scour prediction relationships: (a) YHAN, (b) YBRE, (c) YJAF, (d) YJAI, (e) YKHA, (f) YMAS, (g) YGAO,
(h) YSGAO, (i) YMEL, (j) YFDOT.
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To accurately investigate how much each equation is affected by the critical velocity
parameter, the sensitivity of each of the 10 critical velocity scouring equations is analyzed
using the normalized sensitivity coefficient (Figure 2).
Figure 2. Sensitivity of the different scour prediction models to the critical velocity: (a) YHAN, (b) YBRE, (c) YJAF, (d) YJAI,
(e) YKHA, (f) YMAS, (g) YGAO, (h) YSGAO, (i) YMEL, (j) YFDOT.
As can be seen in Figure 2, the YJAF, YJAI (multiplied by −1 to better show the
negative values of Sc in the logarithmic scale), YMAS, YMEL, and YFDOT methods have
the lowest critical flow velocity sensitivity among the equations studied.
The values of the four statistical parameters for the 80 hybrid relationships are avail-
able in Table 4. In addition to the three experimental runs carried out in the present study,
a set of 14 experiments reported by [56] are used in the statistical analysis. As it can be
seen, based on the SSE factor, the combined equations YJAF-VRAD, YJAI-VRAD, YJAF-
VARN, and YJAI-VARN with SSE values of 0.013, 0.013, 0.014, and 0.014, respectively, have
the highest accuracy in estimating scour depth in the range of flow conditions, sediment
properties, and pier and channel geometry tested in the present study and those of re-
ported by [56]. In addition, based on the U factor, the combined equations YMEL-VRAD,
YJAF-VRAD, YJAI-VRAD, and YJAF-VARN with higher values of 0.338, 0.349, 0.356, and
0.388, respectively, show higher accuracy. If the NNSE factor is considered, the combined
equations YFDOT-VSHI-a, YHAN-VSHI-b, YHAN-VVAN, and YHAN-VSHI-a with NNSE
values of 0.605, 0.644, 0.675, and 0.705, respectively, give the best results. According to
NRMSE statistical index, YJAF-VRAD, YJAI-VRAD, YJAF-VARN, and YJAI-VARN equa-
tions have higher accuracy with values of 0.735, 0.738, 0.766, and 0.769, respectively. These
equations are actually in the category of the 5% most accurate results.
The best-performing models according to respective statistical indicators are listed in
Table 5. Accordingly, YJAF-VRAD, YJAI-VRAD, and YJAF-VARN, are the best performing
models in three cases out of four. In addition, the YJAI-VARN model ranked next best with
two occurrences out of four possible cases. Overall, the hybrid models YJAF-VRAD, YJAI-
VRAD, and YJAF-VARN can be suggested as the best models considering the statistical
indicators studied. The reduced error of these models can be partially attributed to the
reduced sensitivity from the sediment critical velocity parameter previously discussed,
which makes these models less dependent on the errors in flow intensity estimate.
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Table 4. Summary of statistical parameters used to compare the selected equations *.
Model VRAD VSHI-a VSHI-b VVAN VHAO VHAN VARN VZHA
SSE
YHAN 0.102 0.054 0.057 0.053 0.065 0.079 0.085 0.062
YBRE 0.091 0.087 0.088 0.087 0.089 0.090 0.091 0.088
YJAF 0.013 0.016 0.016 0.017 0.016 0.015 0.014 0.016
YJAI 0.013 0.017 0.016 0.017 0.016 0.015 0.014 0.016
YKHA 0.093 0.077 0.078 0.076 0.081 0.087 0.089 0.080
YMAS 0.036 0.017 0.018 0.016 0.021 0.027 0.029 0.020
YGAO 0.116 0.032 0.035 0.029 0.047 0.074 0.086 0.043
YSGAO 0.119 0.021 0.025 0.017 0.038 0.070 0.083 0.034
YMEL 0.017 0.065 0.057 0.068 0.040 0.023 0.019 0.046
YFDOT 0.079 0.053 0.054 0.052 0.057 0.064 0.068 0.056
U
YHAN 1.022 0.845 0.859 0.838 0.895 0.952 0.974 0.881
YBRE 0.999 0.985 0.986 0.984 0.990 0.996 0.998 0.989
YJAF 0.349 0.470 0.462 0.473 0.441 0.404 0.388 0.449
YJAI 0.356 0.474 0.466 0.478 0.446 0.410 0.394 0.454
YKHA 1.001 0.941 0.948 0.939 0.962 0.982 0.990 0.956
YMAS 0.732 0.506 0.532 0.492 0.590 0.663 0.687 0.569
YGAO 1.067 0.529 0.602 0.487 0.750 0.915 0.968 0.696
YSGAO 1.067 0.516 0.592 0.473 0.744 0.913 0.967 0.689
YMEL 0.338 0.886 0.848 0.904 0.751 0.588 0.517 0.789
YFDOT 0.951 0.840 0.845 0.838 0.861 0.895 0.910 0.855
NNSE
YHAN 0.145 0.705 0.644 0.675 0.475 0.275 0.218 0.554
YBRE 0.164 0.185 0.183 0.186 0.176 0.168 0.166 0.179
YJAF 0.071 0.100 0.098 0.102 0.091 0.082 0.079 0.094
YJAI 0.072 0.102 0.099 0.104 0.093 0.083 0.080 0.095
YKHA 0.167 0.314 0.291 0.316 0.248 0.200 0.184 0.268
YMAS 0.424 0.106 0.117 0.098 0.154 0.238 0.277 0.140
YGAO 0.101 0.127 0.180 0.103 0.465 0.391 0.229 0.349
YSGAO 0.101 0.121 0.172 0.099 0.456 0.402 0.232 0.335
YMEL 0.035 0.011 0.012 0.010 0.015 0.021 0.025 0.013
YFDOT 0.285 0.605 0.596 0.596 0.557 0.451 0.391 0.582
NRMSE
YHAN 2.042 1.493 1.529 1.468 1.627 1.796 1.863 1.592
YBRE 1.934 1.890 1.895 1.887 1.907 1.924 1.930 1.903
YJAF 0.735 0.820 0.814 0.827 0.799 0.773 0.766 0.803
YJAI 0.738 0.824 0.818 0.831 0.803 0.777 0.769 0.807
YKHA 1.954 1.779 1.795 1.769 1.823 1.890 1.908 1.807
YMAS 1.207 0.831 0.856 0.802 0.928 1.050 1.092 0.906
YGAO 2.184 1.149 1.204 1.090 1.393 1.747 1.876 1.334
YSGAO 2.206 0.929 1.004 0.846 1.250 1.693 1.847 1.178
YMEL 0.837 1.638 1.528 1.675 1.277 0.981 0.880 1.379
YFDOT 1.803 1.469 1.483 1.460 1.526 1.621 1.664 1.510
* Underlined data indicate the lowest or highest values in each series.
Table 5. Top hybrid models according to the statistical indicators.





























The selected hybrid equations are compared with field data to determine which of
the equations perform best and can be recommended for practical use for bridge design.
A total of 57 field data related to cylindrical bridge pier scour were collected from the
literature [47,48]. While there are various datasets reported in the literature dealing with
bridge pier scouring, these 57 data points were selected considering the experimental
conditions of the present study. For example, only the data of cylindrical bridge piers were
included in the analysis.
Variations of the calculated against measured scour depths are depicted in Figure 3a–c.
In each graph, the closer the data points are to the perfect agreement line, the more accurate
the corresponding equation. Figure 3 shows that the hybrid equations YJAF-VRAD and
YJAF-VARN give almost similar conservative results while slightly overestimating the
scour depth, and YJAI-VRAD hybrid equation is generally in better agreement with the
observed data. It should be noted that laboratory-based formulas are usually conservative
Water 2021, 13, 2019 10 of 14
when applied to in-field case. The reason behind this could be the fact that the equilibrium
scour depth is never attained under a single flood hydrograph, as discussed in previous
studies [57,58].
Figure 3. Comparison of the nondimensional observed scour depth, yso/b, and the nondimensional calculated scour
depth, ysc/b, for the selected hybrid models: (a) YJAF-VRAD, (b) YJAI-VRAD, and (c) YJAF-VARN (- - - - - - -) perfect
agreement line.
As shown in Figure 3a–c, most data in the range of yso/b < 1 are above the perfect
agreement line, which suggests that these equations provide a conservative estimate of
scour depth for bridge pier design. An attempt was made to find a correction factor that
can be applied in the three equations mentioned above for better agreement with the
observed data. In this case, 80% of the field data were selected randomly as test data and
the remaining 20% were used for validation. The correction coefficients obtained for the
three selected hybrid equations including YJAF-VRAD, YJAI-VRAD, and YJAF-VARN are
0.41, 0.48, and 0.42, respectively, if ys/b < 1 and 0.98, 1.38, 0.97, if ys/b > 1. Figure 4a–c show
that the data points get closer to the perfect agreement line after applying the correction
factors, indicating an increase in the accuracy of the equations in predicting the scour depth
around the pier. A good agreement can be observed between the predicted and measured
scour depths for all of the top hybrid models using the mentioned correction factors. All
three hybrid equations could be used by design engineers for a safer design of bridge piers
against scouring whereas the YJAI equations give more precise results as it has the lowest
sensitivity to the critical velocity variations among the scour depth prediction equations, as
shown in Figure 2. It should be mentioned that using a correction factor to increase the
accuracy of a bridge pier scour equation was suggested in a previous study [59].
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Figure 4. Comparison of the nondimensional observed scour depth, yso/b, and the nondimensional calculated scour
depth, ysc/b, for the selected hybrid models after applying the correction factors: (a) YJAF-VRAD, (b) YJAI-VRAD, and
(c) YJAF-VARN, (- - - - - - -) perfect agreement line.
4. Conclusions
Numerous experimental relationships exist in literature to predict the maximum scour
depth around bridge piers. Given the variety of conditions tested in literature and observed
in the field, the depth of scouring predicted in one method may be several times lower or
higher than that predicted in the other method. The design engineer will be faced with
a wide range of approaches and the choice of each of these methods will have its issues
and limitations. An equation or combination of equations that severely underestimate
the scour depth could severely damage bridge damage or lead to failure. Conversely, by
overpredicting scouring depths, the construction costs could unnecessarily increase. In
many of the proposed equations, the critical velocity or its dimensionless form, i.e., flow
intensity, plays a critical role. In the present study, 10 of the most used equations for scour
depth prediction around cylindrical bridge piers in cohesionless beds under clear water
scour conditions, are combined with 8 different sediment critical velocity equations. A
total of 80 combined relationships were compared using experimental data. The sensitivity
of scouring relationships to the critical velocity was investigated and it was found that
YJAI, YJAF, YMAS, and YMEL relationships have the lowest sensitivity to the critical flow
velocity among the equations studied. Hence, an error in the critical flow velocity as the
input variable in these relationships may be decreased in the output results.
The results of the hybrid models were also compared with the experimental data and
the three best performing hybrid models were identified based on the highest statistical
agreement with the observed data. The statistical methods included tail factor (U), nor-
malized Nash–Sutcliffe efficiency coefficient (NNSE), normalized root-mean-square error
(NRMSE), and the sum of squared error (SSE). It was found that while the YJAF-VRAD and
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YJAF-VARN models overestimated field scour depths, the results of the YJAI-VRAD hybrid
model were in good agreement with the measured data. To decrease the difference be-
tween the predicted and measured values in the selected hybrid models, correction factors
were introduced using regression analysis and were applied in the equations. Using the
correction factors, a good agreement was observed between the predicted and measured
scour depths for the three selected hybrid models.
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