Abstract-Two open-loop algorithms are developed for estimating jointly frequency offset and symbol timing of a linearly modulated waveform transmitted through a frequency-flat fading channel. The methods exploit the received signal's second-order cyclostationarity and, with respect to existing solutions: 1) they take into account the presence of time-selective fading effects; 2) they do not need training data; 3) they do not rely on the Gaussian assumption of the complex equivalent low-pass channel process; and 4) they are tolerant to additive stationary noise of any color or distribution. Performance analysis of the proposed methods using Monte Carlo simulations, unifications, and comparisons with existing approaches are also reported.
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I. INTRODUCTION

D
EMODULATION in digital communication systems requires knowledge of symbol timing and frequency offset. Mistiming and frequency drifts arise due to propagation, Doppler effects, and mismatch between transmit and receive oscillators. Both data-aided and nondata-aided feedforward (or open-loop) estimation structures have been proposed. Block (or batch) schemes include the feedforward data-aided frequency estimators proposed in [6] , [9] , and [11] , which exploit the information signal's autocorrelation sequence to estimate the frequency offset. They do not account for fading and are simpler than the maximum likelihood, but are not bandwidth-efficient because they rely upon the training data of a preamble. The alternative is nondata-aided structures that recover synchronization parameters from the received data, exploiting only side information concerning the statistics of the information signal.
With fading effects, present in mobile cellular terrestrial radio systems [16] , or in ionospheric channels [15] , the synchronization problem is even more challenging. In [18] and [10] , nondata-aided open-loop algorithms were proposed for joint frequency offset and symbol timing estimation in frequency-flat fading channels. The performance of [18] and [10] was simulated for both time-and frequency-selective fading environments, but the analytical results were derived assuming constant fading over the entire burst.
In this paper we propose an approach for fully digital nondata-aided joint frequency offset and symbol timing estimation of a linearly modulated waveform transmitted through a frequency-flat fading channel. Our approach exploits secondorder cyclostationarity of the sampled received sequence and considers nonconstant fading over the entire burst. Moreover, the proposed algorithms can be used in a data-aided scenario without any change, if the appropriate preamble is employed.
A synchronization method relying explicitly on the cyclostationarity of the oversampled data was also proposed in [17] , but fading effects were not considered. In continuous-time, [18] formed the instantaneous product of the received signal with its delayed-conjugated replica, and proved it periodic with period equal to the symbol interval. Although included in the original model, fading effects were argued to be small and were omitted from the instantaneous product prior to extracting its Fourier coefficients that were used for frequency offset and timing estimation [18] . Despite superficial resemblance, the approach herein relies on periodicity of discrete-time ensemble products of oversampled data, and fading effects are included in the cyclostationary (CS) statistics used to form consistent estimators of the synchronization parameters. The term CS processes and the role of cyclostationarity in communications dates back to Bennett [1] . Even if not clearly acknowledged, cyclostationarity has been exploited for synchronization purposes by many authors (see, e.g., [13] , [10] , and [5] ). The underlying common idea is to use nonlinear combinations of the data to reveal periodic components containing synchronization parameters. In this paper, we attempt to unify and improve upon these approaches within a discrete-time CS framework.
The rest of the paper is organized as follows. In Section II we derive discrete-time models of the fading channel and the received signal, and introduce our modeling assumptions. The relationships between synchronization parameters, cyclic correlation, and cyclic spectrum of the observed sequence are derived in Sections III and IV, respectively. In Section V we show how to estimate the cyclic correlation and the cyclic spectrum consistently. The estimation algorithms and their performance can be found in Section VI along with unifications and comparisons with existing approaches. Finally, conclusions are drawn in Section VII.
0090-6778/98$10.00 © 1998 IEEE
II. MODELING AND PROBLEM STATEMENT
The complex envelope of a linearly modulated signal, transmitted through a frequency-flat fading channel [8] , [15, Ch. 14] , [18] , is received as (1) where is the fading-induced multiplicative (or pattern) noise, is the transmitter's signaling pulse, is the symbol period, 's are the complex information symbols, is the frequency offset, is the initial phase, and is the propagation delay within a symbol period Complex additive noise is assumed stationary but not necessarily white and/or Gaussian (subscript denotes continuous-time signals).
After the receiving matched filter , the signal denotes convolution) is (over)sampled at a rate , where is an integer. We thus obtain the following discrete-time data: (2) with , , , and , where is the combined impulse response of the known transmitter and receiver filters in cascade For the moment, we do not invoke any specific assumption on the shape of Models (1) and (2) are valid as long as: 1) the fading distortion is approximately constant over a pulse duration or, equivalently, the Doppler spread is small [15, Ch. 14] , where denotes the bandwidth of Typical values for practical systems range from (very slow fading) to (very fast fading) [12] ; 2) the frequency offset is small compared to the symbol rate, so that the mismatch of the receive-filter due to can be neglected. In [11] , was typically assumed (see also [9] , [10] , and [18] is a wide-sense stationary complex process, independent of (AS4):
satisfies the so-called mixing conditions (see e.g., [3] and [4] ), which state that the th-order cumulant of at lag , denoted by , is absolutely summable:
Similarly, we assume that is mixing as well. Mixing requires that sufficiently separated samples are approximately independent and is satisfied by all finite memory signals in practice. (AS4) will prove useful in establishing consistency of our estimation algorithms.
The goal here is to derive estimates of and in (1) based on consecutive samples from (2), corresponding to transmitted symbols denotes integer part of If is given (data-aided scenario), and the distributions of and are known (e.g., is Gaussian or i.i.d. non-Gaussian with known parameters), then maximum-likelihood (ML) estimation of and is possible although computationally demanding. We seek consistent, albeit computationally efficient, estimates that cannot only initialize the nonlinear search required by ML estimates in the data-aided case, but, most importantly, remain operational in the blind (nondata-aided) scenario with realistic fading and colored noise processes of unknown distributions.
In the ensuing section we establish that the fractionallysampled discrete-time process is CS with period , and show how this property leads to consistent estimators of and
III. CYCLIC CORRELATION APPROACH
The time-varying correlation of a general nonstationary process is defined as , where is an integer lag. Signal is termed second-order CS with period iff there exists an integer such that (see, e.g., [7] and [3] ). With given by (2) , and under assumptions (AS1)-(AS3), we have (3) To establish that in (2) is CS with period , consider (3) and replace with (4) where in deriving the second equality we set For a fixed , (4) shows that is periodic in with period Thus, it has discrete Fourier series coefficients given by , which are periodic with respect to (w.r.t.) with period ; is termed cyclic correlation and are called cyclic frequencies or cycles. From (3), the cyclic correlation turns out to be 1 (5) We wish to reveal the dependence of on the time epoch which was absorbed in when we passed from (1) to (2) . Let us denote the FT of as and use Parseval's relation to rewrite the sum in (5) as (6) Now recall that and suppose that the bandwidth of is less than ; thus, sampling at a rate does not introduce aliasing. In the absence of aliasing, we have (e.g., [14, Ch. 3]) for (7) where denotes the continuous-time frequency variable and is the sampling period. Inserting (7) in (6) and then (6) in (5), we obtain (8) where we defined We observe from (8) that frequency offset and symbol timing appear as separable one-dimensional complex exponentials in the two-dimensional sequence w.r.t. the lag and w.r.t. the cycle We will use this observation to estimate and separately. Note now that in (8) is known because the signaling pulse is known. Hence, we can "compensate" for it by multiplying (8) with , provided that , where
Upon defining we can rewrite (8) as (9) Noise affects the cyclic correlation in (9) at cycle To avoid it, we henceforth consider Moreover, (9) suggests cancelling by multiplying terms with cycle frequencies and 1 To derive (5) we used the identity 6 P 01 p=0 6 +1 l=01 f(p 0 lP ) =
Thus, denoting with the unwrapped phase, we can retrieve from the phase of a "compensated" (or "normalized") cyclic correlation product as follows:
for (10) where denotes the maximum in Given the frequency offset , the time epoch can be theoretically derived as [c.f. (9)] for (11) Relationships (10) and (11) form the basis for the estimation algorithms developed in this paper. Estimating and based on (10) and (11) may require phase unwrapping. In the next section we will avoid phase unwrapping by working in the cyclic spectrum domain (see also [13] for a thorough discussion on phase unwrapping issues).
Remark 1: Having retrieved and , we can obtain the correlation of the fading from (9) as for and Based on , parametric (e.g., autoregressive) models can be fit to Such models may be potentially useful for parsimonious characterization, classification, or tracking of possible variations in the fading process (see also [19] ).
IV. CYCLIC SPECTRUM APPROACH
By definition, the cyclic spectrum of is the FT of w.r.t. [7] , [3] , i.e., From (9), we obtain (12) where and It is now customary to introduce a further assumption on the fading channel characteristics.
(AS5): is a complex low-pass process with power spectral density peaking at a known frequency; w.l.o.g. we assume that peaks at (see [15, Ch. 14] and also [2] , [12] , and [20] ). Under (AS5), can be recovered by peak-picking the magnitude of (12) as (13) and the time epoch can be found from the phase at the peak (14) It is worth observing that ambiguity due to spectral folding does not occur in (13) if , while the estimator in (10) requires with In addition, note that (AS5) is not strictly necessary; for example, the Doppler spectrum could also have two peaks as long as they are known, but in this case the structure of the frequency estimator (13) should be modified accordingly. In Section VI, we will make use of (10) and (11) or (13) and (14) to derive consistent estimators of and But first, we need sample estimates of and
V. CYCLIC STATISTICS
Since we do not have access to ensemble cyclic quantities, we should estimate them from finite samples. We estimate from a single record , using the (normalized) fast Fourier transform (FFT) of the product as follows:
Negative lags are obtained by symmetry Under (AS4), is asymptotically unbiased and mean square sense (m.s.s.) consistent; i.e., [4] . As a consequence, the estimators of and , obtained by replacing by in (10) and (11), are asymptotically unbiased and consistent.
Similar reasoning applies to (13) and (14) when sample cyclic spectra are used in practice. Consistent estimates of the cyclic spectra can be obtained by windowing with having support and Fourier transforming to obtain [3] (16) Alternatively, it has been shown in [3] that can be estimated directly from the data, relying upon the so-called cyclic periodogram defined as (17) Note that denotes the conventional periodogram for stationary processes. Although the cyclic periodogram is an unbiased estimator of the cyclic spectrum, it is inconsistent. Under (AS4) it has been proven that smoothing with an appropriate spectral window , the cyclic spectral estimate (18) is consistent and asymptotically normal with computable variance [3] . As with stationary processes, windowing controls the bias-variance tradeoff encountered with cyclic spectral estimates. Without it, the variance of in (16) and (18) would not decrease as (see [3] for rigorous statements and guidelines on the choice of windows).
It is worth noting at this point that if the record length is small, then the estimates or should be zero-padded to sufficiently large length prior to the FFT so that the frequency bins in (27) are small enough to allow accurate estimation of
In [11] , it is reported that the Cramer-Rao lower bound (CRLB) for frequency estimation of a pure sinusoid in additive white Gaussian noise (AWGN) is given by Therefore, for the FFT bin sizes to be compatible with this limit, must be large enough to satisfy Alternatively, high-resolution algorithms (such as MUSIC, Kumaresan-Tufts, or matrix pencil) can be used, but these directions are beyond the scope of this work.
VI. ESTIMATORS AND COMPARISONS
The effects of pattern and additive noise on our estimation algorithms can be potentially reduced by averaging (10) and (11) over to obtain
Correspondingly, the cyclic-spectrum-based estimators are derived from (13) and (14) as
A remark is now in order on complexity issues. Remark 2: From (19) to (22) we observe that complexity increases with , but there is also a tradeoff in selecting even from an estimation viewpoint. Although more samples are collected as increases, their correlation increases too, which is known to increase the estimators' variance. Hence, as in [2] , moderate values of are recommended and the corresponding moderate increase in complexity is justified by the improvement evidenced in our simulations (see Fig. 3 ). Note that if one wishes to average only a subset of all possible cycles, complexity may be reduced by replacing the FFT in (15) Expressions (19)- (22) are valid for arbitrary pulse shapes. Next, we will specialize to the commonly used raised cosine pulse 2 (see, e.g., [11] and [18] ). Such a choice will not only reduce complexity but also will allow us to assess performance and compare our estimators with existing methods.
(AS6): is a raised cosine pulse, truncated and delayed by to assure causality , where is the unit step function and is the noncausal (even w.r.t. raised cosine pulse [15, Ch. 9] . Let denote its bandwidth, where is the so-called rolloff factor
In the following, we will show that when is a raised cosine, we can easily "compensate" for the presence of without normalizing and to obtain and
A. Estimators with Raised Cosine Pulse
Under (AS6) where denotes the known delay of As concerning the estimators based on the cyclic spectrum, they can be derived observing that in this case 2 This means that both g , where and Recalling that in (23) for , and excluding to suppress noise, we find the cyclic spectrum as (26) Plugging in the square bracketed term of (26) the raised cosine spectrum [15, 
B. Comparison with Scott-Olasz (S-O)
For comparison purposes we have derived the discrete-time version of the estimators proposed by Scott and Olasz (S-O) in [18] . With the notation adopted so far, they are expressed as
The estimator originally proposed in [18] contained the term in order to compensate for the contribution of the frequency offset. However, the terms and that are necessary to compensate for the effects of were not included (see [18, 
eq. (2.18)]).
Computer simulations were run to verify the efficacy of the proposed algorithms in frequency-flat fading channel environments. The linear modulation format was 4-quadrature amplitude modulation (QAM) and i.i.d. symbols were generated with
The transmit and receive filters were the square-root raised cosine pulses with 50% rolloff and the receive filter was simulated as a finite-impulse response (FIR) filter with taps; thus, and the equivalent time duration of the FIR impulse response was
The additive noise was generated by passing zero-mean complex Gaussian deviates through the square-root raised cosine filter to yield autocorrelation sequence
The land-mobile channel is generally modeled by the Clarke's model [16] . However, as pointed out in [2] , it is difficult to efficiently simulate the exact mobile channel spectrum with conventional filters. So, we followed the usual practice of using a low-pass filter with sharp 3-dB cutoff. In [2] , an FIR filter with 256 taps was adopted, while [20] used a Butterworth filter with three poles to simulate the fading distortion. In our simulations, was modeled as a lowpass autoregressive process of order , with real multiple poles at It can be shown that the 3-dB bandwidth of such a filter (i.e., the so-called Doppler spread that in Section II we denoted by ) is related to the multiple pole through the equation Note that our algorithms put no constraint on the distribution of the fading distortion. Under (AS1)-(AS5), consistency of the proposed and estimators is guaranteed irrespective of the distribution of
Only for simulation purposes, we assumed a Rayleigh channel, with zero-mean complex circular Gaussian (w.l.o.g. we assumed also that ). The signal-to-noise ratio (SNR) was defined as
1) Frequency Offset Estimation-(24) Versus (29):
An estimation interval of symbols was assumed. Estimates of the cyclic correlation were obtained as in (15) , with samples per symbol interval, for a total of samples. The other parameters were chosen as (fast fading),
, and The results reported in Figs. 1 and 2 were obtained by averaging over 400 Monte Carlo trials. Fig. 1(a) shows the bias and Fig. 1(b) shows the mean square error (MSE) of the frequency offset estimator (normalized to the symbol rate) versus SNR for different values of Fig. 2(a) shows the bias and Fig. 2(b) shows the MSE of versus at three different SNR's. Except for , the proposed estimator in (24) outperforms the one in (29), especially at lower SNR's and greater frequency drifts. From the same set of simulations we derived the plots in Fig. 3 that depict MSE of versus SNR, for , , and [ Fig. 3(a) ] different values of or [ Fig. 3(b) ] different values of the oversampling factor Note that the S-O estimator (stars) does not depend on , so only one plot for S-O is reported in Fig. 3(b) . Larger implies more averaging in (25) but also more noise in estimating , which justifies the tradeoff observed in Fig. 3(a) . The improvement with increasing observed in Fig. 3 (b) is also expected since the effective data length increases as increases. Nevertheless, the improvement is negligible for higher sampling rates and seems to be a good tradeoff between performance gain and implementation complexity. Fig. 4 averaging over 400 Monte Carlo trials. The other parameters of the simulation were , , , , and
2) Time Epoch Estimation-(25) versus (30):
About an order of magnitude improvement is observed in both frequency offset and timing estimation with the proposed estimator which is FFT-based and thus computationally efficient as well. Fig. 7(a) and (c) shows estimated via (16), while Fig. 7(b) and (d) depicts estimates computed as in (18) . For Fig. 7(a) and (b) a 4-QAM modulation was used (nondataaided case), while Fig. 7(c) and (d) refer to the case where a particular training sequence is used. It is evident that the random modulation reduces the resolution in For both estimates in (16) and (18) To the best of the authors' knowledge, [18] and [10] are the only works dealing with nondata-aided open-loop algorithms for joint frequency offset and time epoch estimation in flatfading channels. In [18] , the effect of on the estimators is not evident (in their analytical derivation the authors ignore fading). In [10] , the fading distortion was considered constant over the entire burst (i.e., for ), so that , where denotes the Dirac delta (note that in this case (AS5) is satisfied trivially).
Many works exist on data-aided open-loop frequency error estimation in AWGN (see, e.g., [9] and [11] and references therein), but fading effects are not included. In the next subsection, we will compare the estimator (27) with the one proposed in [11] [Mengali-Morelli (M-M)], in order to quantify the performance loss in (27) with respect to an algorithm tailored to a specific data-aided situation. On the other hand, we explore how performance improves by using (27) instead of the M-M estimator when time-selective fading is present.
C. Comparison with M-M
With the notation adopted so far, the M-M estimator can be expressed as [11] (31) where is the unbiased sample autocorrelation sequence of the data collected by sampling at the symbol rate, and is a window of length The estimator (31) assumes a preamble of known data and accurate timing information. To satisfy these assumptions, we chose as zero-mean preamble , as required by (AS1). This preamble could come from a 4-phase-shift keying (PSK) constellation (as in [11] ) or from a 4-QAM constellation.
Figs. 8 and 9 compare (27) with (31) under the assumption of perfect timing (even if (27) does not require timing recovery), known preamble, no fading effects, and AWGN For the plots in Fig. 8 we averaged over 200 Monte Carlo trials with As expected, the performance of the M-M algorithm is slightly better, although with training symbols the performance of (27) is close to that of M-M. Furthermore, there is no need to change the structure of the estimator in (27) so long as the preamble is zero mean. M-M performs better because it corresponds to an approximate ML approach under the above assumptions. In [11] it is also shown that the M-M algorithm is efficient, so the corresponding MSE shown in Fig. 8(b) coincides with the CRLB for AWGN channel. However, simulations show that the performance of (31) degrades more rapidly than that of (27) or (24). This is illustrated in Fig. 9 , under perfect timing recovery, known preamble and AWGN, but in the presence of fading distortion with Doppler spread The M-M algorithm does not guarantee consistent estimates in this case, while our algorithm does and, from this point of view, (27) and (24) may have more general use. Moreover, they do not employ training data, but require more samples relative to those required by data-aided algorithms (typically in the order of 100 symbols [11] ).
It is interesting now to explore the relationship between estimators (31) and (24), which at first glance is not evident. Recall that the sequence is stationary and is related to the oversampled CS sequence in (2) via 3 ; hence, Let us now derive the expression of the zero-cycle cyclic moment that corresponds to the time-invariant (stationary) component of
From (15), we have , where is the number of symbols. Thus, we can write where we defined ; can be thought of as the correlation of the th stationary component of the CS It is thus evident that 3 In [11] multiplication by w 3 (n) is also included (so that w 3 (n)w(n) = 2 w = 2) in order to remove the linear modulation. We can incorporate these terms w.l.o.g. in x(n):
and hence
Note that we could use the estimator (32) with instead of in order to reduce additive and pattern noise. The price to be paid is in terms of complexity, since requires oversampling by a factor The link between (24) and (31) is now evident if we recall (5), where frequency offset is present in the form of a complex harmonic w.r.t. the lag From (32), we see that the M-M algorithm exploits the fact that frequency offset generates a phase shift among adjacent values of the correlation sequence computed at the symbol rate. It uses only the zeroth cycle since the data are stationary. The summation w.r.t. the lag in (32) and the window serve the purpose of reducing estimation variance. Our estimator in (24) also exploits the phase shift due to , but invokes cycles different from zero to obtain an estimator tolerant to stationary additive noise (whatever is the noise color or/and the distribution). Furthermore, we have shown that once the frequency offset has been estimated, timing recovery is possible with minimal overhead. This estimate can represent a reasonable initialization for more sophisticated nonlinear timing estimators, such as the one proposed in [5] , that require good initial estimates to avoid convergence to local minima.
Finally, in Fig. 10 we compare (27) and (24). The plots were generated with 4-QAM i.i.d. symbols and estimates were averaged over 400 Monte Carlo runs. The other parameters were , , , , , and
In this case the cyclic-correlationbased method exhibited better performance, and additional numerical results (not reported here) have illustrated that the cyclic spectrum outperforms cyclic-correlation-based methods in the data-aided case. With regard to oversampling and noise spectrum shaping, the following remark is of interest.
Remark 3: In all of our simulations we assumed rolloff factor , so that had bandwidth As a consequence, the noise samples , obtained by sampling with a rate at the output of , were cor-related. Here, we reiterate that the proposed algorithms are m.s.s. consistent independent of the noise color; thus, we do not need to use a receiving filter with bandwidth as in [17] , or as in [2] , in order to obtain uncorrelated noise samples. Note that increasing the bandwidth of allows more noise power to pass, thereby reducing the SNR at the sampler.
Remark 4: Comparing Fig. 8(b) with Fig. 9(b) , it is clear that the multiplicative effect due to fading (or pattern) noise influences MSE performance more so than the AWGN (note that data (or self) noise is present in both cases). Fading causes a floor effect in the MSE curves [c.f. Figs. 9(b) and 10(b)] reminiscent to that encountered with laser phase noise in optical communications. An algorithm capable of tracking and removing fading effects could remove such an error floor and constitutes an interesting future direction.
D. A Unifying CS Viewpoint
Although cyclostationarity induced by oversampling has been implicitly used in the past to estimate synchronization parameters, the role of cyclic statistics in synchronization has not been studied systematically. Formulating the estimation problem in a more general framework allows not only thorough understanding of existing solutions but also suggests new directions to improve performance when, e.g., colored possibly non-Gaussian additive noise or fading effects are present.
To illustrate this point further, consider the well-known Oerder-Meyr synchronizer [13] (used also in [11] ). With our notation, it can be expressed as
The estimator in (33) uses only the zeroth lag (w.r.t.
of the cycle-frequency In contrast, (25) exploits the full information available in the data.
So far we have considered only second-order statistics of , but it is clear that our analysis can be extended to higher (than second)-order cyclic statistics. Joint nondataaided and estimators based on the fourth-order cyclic moment, were proposed in [10] for minimum-shift keying (MSK) modulation. In particular the timing estimator reads as follows: (34) with , and
The presence of in (34) removes If, on the other hand, or it has been estimated and removed from the data, can be dropped from (34). In this case, inserting (35) into (34), we obtain (36) Making use of the identity in footnote 1, we can express the estimator (34) as (37) where, by definition, is the fourth-order cyclic moment of the process ; is periodic with period and is estimated via (38) Under (AS4), in (38) is asymptotically unbiased and m.s.s. consistent [4] , and the same property carries over to in (37) . Note that this is true whatever the color and/or the distribution of the additive noise , provided that it is stationary and mixing. This is an interesting property not acknowledged in [10] .
Once more, viewing synchronization parameter estimates within the context of CS statistics gives access to a wealth of tools useful to understand statistical properties of estimation algorithms and suggests means of improving them, e.g., we expect that the estimator (37) can be improved by looking at the "global" relationship between the time epoch and the fourth-order cyclic moment
By exploiting information present in lags different than and , or, by looking at cycles other than , we expect noticeable performance gain at the expense of moderate increase in computations.
VII. CONCLUSIONS AND DISCUSSION
In this paper we proposed methods for estimating frequency offset and symbol timing of a linearly modulated waveform transmitted through a frequency-flat fading channel. The methods relied on the full exploitation of the received signal's cyclostationarity, which is introduced in the data when oversampling the matched filter output. The resulting estimators have desirable features, as they do not require training data and, under mild conditions, they are m.s.s. consistent independent of the color and distribution of the fading distortion or the additive noise. We also illustrated the links with existing estimators relying on cyclostationarity. This unifying interpretation allowed us to establish consistency and suggested means of improving them.
Thorough performance analysis including (even asymptotic) variance expression of and is an interesting research direction along with possible extensions to frequency-selective fading environments. Additional topics include nonlinear leastsquares criteria weighted with the inverse covariances of to yield estimators with smallest asymptotic variance among all estimators employing sample cyclic correlations.
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