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Abstract
From the ring theoretical viewpoint, especially from the viewpoint of Real Algebra, we con-
sider the ring of analytic functions de'nable in a given o-minimal expansion of the real 'eld
on a de'nable real analytic manifold. We 'nd necessary conditions for o-minimal structures that
Artin–Lang property, Real Nullstellensatz and Hilbert 17th Problem for this ring hold true in the
three-dimensional case. We also prove that this ring is Noetherian in the three-dimensional case
when the given o-minimal structure is the restricted analytic 'eld.
c© 2003 Elsevier Science B.V. All rights reserved.
MSC: 03C64; 13J30; 32B20
1. Introduction
An o-minimal expansion R˜ of the real 'eld is a collection of subsets of Euclidean
spaces R1, R2; : : : satisfying a few simple axioms. See [16] for the precise de'nition
of an o-minimal structure. Although many non-trivial properties of semialgebraic sets
follow from these axioms, it is not known yet whether the other properties of semialge-
braic sets follows from them without few exceptions. In particular, little is known about
the ring of de'nable analytic functions except in the Nash case and in the compact
analytic case. It, however, is reasonable to 'nd the conditions for o-minimal expansions
R˜ and for de'nable analytic submanifolds M of some Euclidean space that the ring
∗ Corresponding author. Tel.: +527895604; fax: +527892829.
E-mail addresses: fujita@kusm.kyoto-u.ac.jp (M. Fujita), shiota@math.nagoya-u.ac.jp (M. Shiota).
0022-4049/03/$ - see front matter c© 2003 Elsevier Science B.V. All rights reserved.
doi:10.1016/S0022-4049(02)00313-4
166 M. Fujita, M. Shiota / Journal of Pure and Applied Algebra 182 (2003) 165–199
C!df (R˜;M) of de'nable analytic functions on M satis'es some given ring property, for
example, Noetherianity. Hence we would like to investigate the ring C!df (R˜;M) for
general R˜ and M in the present paper.
We give some notations before introducing our results in full. We call a de'nable
analytic submanifold of some Euclidean space de5nable analytic manifold for simplic-
ity when we do not need to stress the containing Euclidean space. The ring C!(M) and
the sheaf OM denote the ring and the sheaf of analytic functions on M , respectively.
We abbreviate C!df (R˜;M) and OM to C!df (M) and O, respectively, when R˜ or M is
clear in the context.
As was mentioned before, the de'nition of an o-minimal structure is axiomatic.
Therefore it is reasonable to study what kinds of properties of C!df (M) are proved only
from the axioms. For example, regardless of the choice of an o-minimal structures, the
ring of de'nable analytic functions on a connected de'nable analytic manifold is an
integrally closed domain. It is also meaningful to give suEcient or necessary conditions
for o-minimal structures that C!df (M) satis'es a property which holds true in some
particular o-minimal structure. For instance, consider an o-minimal expansion of Ran,
that is, an o-minimal structure such that any compact analytic set in any Euclidean
space is de'nable in it. (See [17] for the de'nition of Ran.) The ring of de'nable
analytic functions on a two-dimensional de'nable analytic functions is then a regular
ring and the natural inclusion of C!df (M) into C
!(M) is faithfully Fat. We spare the
most of the present paper for noetherian property and Artin–Lang property of C!df (M)
in some particular cases.
On noetherian property: One of the well known o-minimal structure is the class
of semialgebraic sets. The ring C!df (M) is exactly the ring N(M) of Nash functions
on a Nash manifold M in this case. It is known to be a noetherian ring [2]. The
class of semialgebraic sets has many peculiar properties any meaningful analogies of
which do not hold true in a general o-minimal structure, for example, the Artin–Mazur
description. Some of them are used in the known proof of that N(M) is noetherian.
The restricted analytic real 'eld Ran is an another example of o-minimal structures.
The ring C!df (M) is exactly the ring C
!(M) of analytic functions on a compact real
analytic manifold M in this case. Famous Cartan’s Theorems A and B [6] are used
in the known proof of noetherianity of C!(M). Obviously, the presheaf of de'nable
analytic functions is not a sheaf in the general setting, and we do not know any analogy
of Cartan’s Theorems in the general setting. (In the Nash case, some sheaf theoretical
facts analogous to Cartan’s Theorems are known. See [7–9].) Therefore we cannot
apply the sheaf theoretical method to an o-minimal theory literally.
We, however, obtain the following results on Noetherian Property. The ring
C!df (R˜;M) is noetherian
• for an o-minimal expansion R˜ of Ran and a two-dimensional de'nable analytic man-
ifold M or
• for the restricted analytic real 'eld Ran, that is, R˜ = Ran and a three-dimensional
de'nable analytic manifold M .
We show that any ideal with compact zero set is 'nitely generated by using Cartan’s
Theorem B eEciently. We use this result in the proof of the former result. The argument
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in the proof of this result is not unfortunately valid for noncompact analytic sets.
The latter result is one of the hardest parts of the present paper. We use Hironaka’s
desingularization theorem [10] and Cartan’s Theorems in the latter proof. See Section
2 for the details of the proofs of the above results.
On Artin–Lang property: For any commutative ring A, Specr(A) denotes the real
spectrum of A. We use the de'nitions and results of Real Algebra. See [1] for de-
tails. Our de'nition of Artin–Lang property is diJerent from that of [1]. Consider
an o-minimal structure R˜ and a de'nable analytic manifold M . Artin–Lang property
for C!df (M) is satis5ed if, for any prime cone  of C
!
df (M) and for any 'nite fam-
ily f; g1; : : : ; gk ∈C!df (M) with f() = 0; g1()¿ 0; : : : ; gk()¿ 0, there exists a point
x∈M with f(x) = 0; g1(x)¿ 0; : : : ; gk(x)¿ 0. Here, “f() = 0” represents the condi-
tion that f is contained in the support supp() of  and “g()¿ 0” represents the
condition g∈  \ supp(). In the case when M is connected, Artin–Lang property for
the quotient 5eld of C!df (M) is satis5ed if the corresponding conditions are satis'ed
for all prime cones  with zero supports.
We give some notations. For any de'nable subset Z of M and for any ideal I of
C!df (M), a set Z(I) and an ideal Idf (Z) are de'ned as follows.
Z(I) = {x∈M ;f(x) = 0 for any f∈ I}
Idf (Z) = {f∈C!df (M); f(x) = 0 for any x∈M}:
The ring of Nash functions on a Nash manifold satis'es Artin–Lang property, and
the following Real Nullstellensatz and Hilbert 17th problem for Nash functions hold
true [2].
Real Nullstellensatz for Nash functions: The condition Idf (Z(I)) =
r
√
I holds true
for any ideal I of N(M), where r
√
I is the real radical of I .
Hilbert 17th problem for Nash functions: If a Nash manifold M is connected,
any nonnegative Nash function on M is a sum of squares in the 'eld of fractions
of N(M).
Consider the analytic case. It is known that Real Nullstellensatz and Hilbert 17th
problem for analytic functions hold true, for example, if M is compact. Remark that
Artin–Lang property for C!(M) is satis'ed in this case [1]. One can show that real
Nullstellensatz and Hilbert 17th problem for C!df (M) holds true if Artin–Lang property
for it is satis'ed.
In Section 4, we treat on Artin–Lang property for de'nable analytic functions. Con-
sider an o-minimal expansion of Ran. We prove that Artin–Lang property for C!df (M)
is satis'ed when dim(M)6 2. Artin–Lang property for the quotient 'eld of it is also
satis'ed when dim(M)=3 and the o-minimal expansion R˜ of Ran satis'es the following
conditions:
(B) For any de'nable function f on R, there exist r ∈R and a de'nable analytic
function g : (r;∞)→ R such that f(x)¡g(x) for all x¿ r.
(N) The rings C!df (N ) are noetherian for all three-dimensional de'nable analytic
manifolds N .
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We use some theorems in [1] and results in Section 3 for the proof of this fact. As a
corollary, we prove real Nullstellensatz and Hilbert 17th problem for de'nable analytic
functions in these cases.
2. Noetherian property
We only consider the o-minimal structure Ran in this section unless explicitly stated.
Theorem 1. Let M be a de5nable real analytic manifold of dimension 6 3. Then the
ring C!df (M) is noetherian.
Proof. We do not assume dim(M)6 3 for a while to clarify its necessity. Let M
be contained and bounded in Rn. Let O denote the sheaf of real analytic functions
on M . For each x∈M , mx is the maximal ideal of the stalk Ox. Let M˜C and MC
denote a complexi'cation of M and its germ at M , respectively. (A complexi'cation
is always considered in Cn and of class C!.) Here note that MC is unique but M˜C is
not so. We set OC = O⊗R C and de'ne O˜C to be the sheaf of holomorphic functions
on M˜C.
For a subset p of C!(M), let Z(p) denote the common zero set of p and be
called a global analytic set. We next de'ne ZC(p) the germ at M of a complex
analytic set of some M˜C as follows. The sheaf pO of O-ideals generated by p is
coherent. It is easy to choose M˜C where pOC is extendable as a coherent sheaf of
O˜C-ideals. Let p˜OC denote such an extension. We de'ne ZC(p) to be the germ at M of
supp(O˜C=p˜OC). We regard ZC(p) ⊂ MC and M ⊂ MC. Remark Z(p) = supp(O=pO)
and Z(p) =ZC(p) ∩M .
We call a germ of the form ZC(p) a complex analytic set germ (at M). It is known
that a complex analytic set admits a unique decomposition into irreducible ones. We
see easily by this.
(1) A complex analytic set germ admits a unique decomposition into irreducible ones.
(2) For an ideal p of C!df (M), there exist 'nitely many f1; : : : ; fk ∈p such that
Z(p) =Z(f1; : : : ; fk) and, hence, Z(p) is de'nable.
Proof of (2). Let l∈N. Assume that there are f1; : : : ; fk ∈p with dim(Z(f1; : : : ; fk)\
Z(p)) = l. Then it suEces to 'nd fk+1 ∈p so that dim(Z(f1; : : : ; fk+1)\Z(p))¡l.
Let {Xi} be a 'nite stratati'cation of Z(f1; : : : ; fk) into connected real analytic mani-
folds. If dim(Xi)¿l, then Xi \Z(p)=∅ because Xi∩Z(p) is an analytic subset of Xi.
For each non-empty Xi\Z(p), let ’i ∈p be such that ’i|Xi\Z(p) ≡ 0. Set fk+1=
∑
’2i ,
then fk+1 ∈p, and dim(Z(f1; : : : ; fk+1) \Z(p))¡l. Thus (2) is proved. It follows
from (2) that
(3) For p in (2), the irreducible decomposition of Z(p) into global analytic sets is
'nite.
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We do not know the complex germ case of (2) or (3). We have only
(4) Let p be the same as in (2). Let {Xi} be the irreducible decomposition of ZC(p)
into complex analytic set germs. Then {Xi; dimC Xi=m−1 or dimM ∩Xi=m−2}
is 'nite, where m= dimM .
Proof of (4). Note that there are no points of M which are contained in an in'nite
number of Xi’s. Set I1 = {i; dimC Xi = m− 1} and I2 = {i; dimM ∩ Xi = m− 2}.
Assume that I1 is not 'nite. Let 0 = f∈p. Clearly {Xi; i∈ I1} is a subfamily
of components of the irreducible decomposition of ZC(f). Hence we suppose p =
fC!df (M).
Considering a de'nable analytic stratati'cation of Z(p), we 'nd a de'nable con-
nected real analytic submanifold M ′ of M and an in'nite subset I ′1 of I1 such that
M ′ ∩Xi′ = ∅ for i′ ∈ I ′1. Here we can assume that M ′ ∩Xi′ are diJerent each other and
dimM ′ is the minimum in the dimensions of such submanifolds.
Let ’f denote the function on M ′ de'ned by ’f(x) = max{k;fx ∈mkx}, where
fx denotes the germ of f at x. It is easy to see that ’f is upper semicontinuous
and ’−1f ([t;∞)) is a de'nable analytic subset of M ′. We show that minx∈M ′’f(x) =
maxx∈M ′’f(x). Assume the contrary and set l=minx∈M ′’f(x), then ’−1f ([l+1;∞)) is
a de'nable analytic subset of M of dimension ¡ dimM ′. Moreover, this set contains
all M ′ ∩ Xi′ = M ′ for any i′ ∈ I ′1 as is shown below. Hence there exists a de'nable
connected analytic submanifold of M of dimension ¡ dimM ′ which intersects with
in'nitely many Xi′ , which is a contradiction. Therefore, minx∈M ′’f(x)=maxx∈M ′’f(x).
Namely, M ′ is contained in Xi′ for any i′ ∈ I ′1. Contradiction.
Let a∈M ′ ∩ Xi′ = M ′ for some i′ ∈ I ′1. There exists ∈Oa whose complexi'cation
vanishes on the germ (Xi′)a and which is irreducible as an element of Oa. Then fa is
divisible by . Hence ’f(a) is larger than the values in (a neighborhood of a)\−1(0),
namely, ’f(a)¿l.
Assume I2 is not 'nite. By (3) there exist i∈ I1 and an in'nite subfamily I ′2 of I2
such that M ∩Xi contains all M ∩Xi′ for i′ ∈ I ′2. Set X =Xi. Note dimM ∩Xi =m− 1.
Let Sing and Reg denote the sets of analytic singular and regular points, respectively.
Since Sing(Z(p)) is de'nable and of dimension ¡m− 1, it is a 'nite union of real
analytic manifolds of dimension ¡m− 1. Hence
dim Xi′ ∩ Sing(Z(p))¡m− 2 for all i′ ∈ I ′2
except a 'nite number of elements. Therefore, we can suppose that X ∩Reg(Z(p))∩Xi′
is not empty and of dimension=m−2 for each i′ ∈ I ′2. Then we can remove Sing(Z(p))
from M and, hence, assume Reg(Z(p))=Z(p). Moreover, we may consider Xi′ in a
neighborhood of one connected component of Z(p). After all, we suppose that Z(p)
is connected. Then M ∩ X =Z(p).
Let f = 0∈p. De'ne ’f on M ∩ X (not M ′) in the same way as above. Then we
see as before
min
x∈M∩X
’f(x)¡’f on M ∩ Xi′ for each i′ ∈ I ′2:
Whence M ∩Xi′ is contained in a de'nable set of dimension ¡m−1 for every i′ ∈ I ′2,
which is impossible as was shown before. We have completed the proof of (4).
170 M. Fujita, M. Shiota / Journal of Pure and Applied Algebra 182 (2003) 165–199
For an irreducible global analytic set A of M , let I(A), Idf (A) and I(A) denote
the ideals of C!(M) and C!df (M) and the sheaf of O-ideals, respectively, de'ned by
the germ AC at M of a complexi'cation of A. When we need to emphasize M , we
write them as IM (A), IdfM (A) and IM (A). Clearly I(A) and Idf (A) are prime ideals,
Z(I(A)) = A and ZC(I(A)) = AC.
Any compact real analytic manifold is an analytic submanifold of some Euclidean
space by Grauert. In particular, it is naturally de'nable in Ran. We use this fact later
in the proof without any special mention.
(5) Assume A is compact or it is de'nable and of dimension 1. Then I(A) =
Idf (A)C!(M). Consequently, Z(I(A)) = A and ZC(Idf (A)) = AC. Moreover,
Idf (A) is 'nitely generated.
Proof of (5). Let p :U → M be a de'nable tubler neighborhood of M in Rn. Since
a real analytic function on M is extendable to U b p, we can replace (M;A) with
(U; A). Hence we may assume that M is open in Rn.
Suppose that A is compact. Note that A is a global analytic subset of Rn, which
follows from Cartan’s Theorem A [6, ThPeorQeme 3], and I(A) and IRn(A) are 'nitely
generated. Let f1; : : : ; fk be the restrictions to M of generators of IRn(A). Clearly they
are de'nable. Let a homomorphism Ok → I(A) be de'ned by Okx  (1; : : : ; k) →∑k
i=1 ifix ∈I(A)x. Since this is surjective, Cartan’s Theorem B implies the induced
homomorphism C!(M)k → H 0(M;I(A)) is surjective. Hence f1; : : : ; fk generate I(A),
and the former statement in (5) is proved.
Next we prove the latter in the compact case. Let f1; : : : ; fk ∈ Idf (A) be such that
I(A) = (f1; : : : ; fk)C!(M). Replace them with fk+1 =
∑k
j=1 f
2
j , f1 +Kfk+1; : : : ; fk +
Kfk+1 for a large number K if necessary. Then we can suppose that f−1i (0) are all
compact. Let f∈ Idf (A). We want to 'nd g1; : : : ; gk ∈C!df (M) so that
∑k
j=1
gjfj = f.
Let RI mean the trivial extension of a sheaf I of OM -ideals with compact support
to one of ORn -ideals de'ned by RIx = Ox for x∈Rn \M . By Cartan’s theorem B, the
sequences
0→ H 0(M;f1O)→ H 0(M;I(A)) q→H 0(M;I(A)=f1O)→ 0
H 0(Rn; (f2; : : : ; fk)O)
qRn→H 0(Rn;I(A)=f1O)
are exact, and we can identify H 0(M;I(A)=f1O) with H 0(Rn;IRn(A)=f1O). Hence
there is h1 ∈H 0(Rn; (f2; : : : ; fk)O) such that qRn(h1) = q(f), and, therefore, f−h1|M ∈
H 0(M;f1O). Let g1 ∈C!(M) be such that f − h1|M = g1f1. Then h1|M and, hence,
g1 are de'nable. In the same way, we can construct h2 ∈H 0(Rn; (f3; : : : ; fk)O) and
g2 ∈C!df (M) such that h1|M−h2|M =g2f2. Repeating these arguments, we can construct
g3; : : : ; gk satisfying the required property.
Suppose A is de'nable and of dimension 1. Note that Cl(A) is semianalytic. We can
assume that Cl(M) and Cl(A) are smooth at @A in the following sense. After 'nite
blowings-up with center not contained in the inverse image of M , we may assume
that Cl(A) is smooth at @A by [10]. For any point in @A, there exist local coordinates
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Fig. 1. “Normalization” process.
(x1; : : : ; xn) at this point such that A={x1= · · ·=xn−1=0; xn ¿ 0} near it. Consider the
de'nable function  : (0; r)→(0;∞) de'ned by  (xn)=min{1;
√
x21 + · · · x2n−1; (x1; : : : ;
xn−1; xn)∈Cl(M) \ M}, where r is a suEciently small positive number. There exist
N ∈N with xNn ¡ (xn) for any suEciently small positive number xn. After 'nite
blowings-up with center not contained in the inverse image of M , the strict transfor-
mation of A ∪ {x2Nn =
∑n−1
j=1 x
2
j } is smooth near the point of the intersection of strict
transformation of A with exceptional divisors by Hironaka’s Desingularization Theorem
[10]. Fig. 1 stands for this “normalization” process. Summing up, we can suppose the
following. Set V={y∈Rn−1; ‖y‖¡ 1} and R+=(0;∞). For each a∈ @A, there exist its
neighborhood Ua in Cl(M) and an analytic diJeomorphism &a : Cl(V )×Cl(R+)→ Ua
such that &a(0× 0) = a, &a(V × R+) =M ∩ Ua and &a({0} × R+) = A ∩ Ua.
Let C!(Cl(M)) denote functions on Cl(M) that are extendable to real analytic func-
tions on neighborhoods of Cl(M) in Rn. We can regard such functions as the germs
at Cl(M) of real analytic functions on neighborhoods of Cl(M). The restriction to
M of a function in C!(Cl(M)) is de'nable and analytic, i.e., C!(Cl(M)) ⊂ C!df (M).
It is also easy to see C!(Cl(M)) is noetherian. We de'ne ICl(M)(Cl(A)), OCl(M) and
ICl(M)(Cl(A)) naturally. Let f1; : : : ; fk be the restrictions to M of 'nite generators
of ICl(M)(Cl(A)). Then by the arguments in the compact case, it suEces to see that
f1x; : : : ; fkx generate I(A)x for each x∈M for the former statement. But this is clear
by smoothness of Cl(A).
We show the latter case in the one-dimensional case. Let f1; : : : ; fk ∈ Idf (Cl(A)) be
as above, and let Rfi denote the extension to Cl(M) of each fi. Add some functions to
f1; : : : ; fk and modify the above &a, if necessary. Then we can assume the following.
First k¿ n. For all i¡n, Rf−1i (0)∩@M ⊂
⋃
a∈@A Ua, Rf i|Ua are C1 regular on Rf−1i (0)∩
Ua, ( Rf i ◦ &a)−1(0) are of the form Bi × RR+ for some Bi ⊂ V and Bi are in general
position (i.e., for any subset I of {1; : : : ; n − 1}, ⋂i∈I Bi is a real analytic manifold
and transversal to other Bi′). Note that Bi are compact and ( Rf 1; : : : ; Rf n−1)OCl(M); x =
Iclos(M)(Cl(A))x for any x∈Cl(A)∩Ua. Nevertheless
⋂n−1
i=1
Rf−1(0)∩Ua = Cl(A)∩Ua.
Hence choose fn so that
⋂n
i=1
Rf−1i (0) ∩ Ua = Cl(A) ∩ Ua.
Let f∈ Idf (A). We will prove that f is a linear combination of fi with coeEcients
in C!df (M).
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Assume k ¿n. Consider the exact sequences
H 0(M; (f1; : : : ; fk)O)→ H 0(M;I(A)) q→H 0(M;I(A)=(f1; : : : ; fk−1)O)→ 0;
H 0(Cl(M); Rf kOCl(M))
qCl(M)→
H 0(Cl(M);ICl(M)(Cl(A))=( Rf 1; : : : ; Rf k−1)OCl(M))→ 0:
Then there exists Rhk ∈H 0(Cl(M); Rf kOCl(M)) such that qCl(M)( Rhk) = q(f) because
( Rf 1; : : : ; Rf k−1)OCl(M)=ICl(M)(Cl(A)) on @M . Let Rgk ∈C!(Cl(M)) such that Rgk Rf k= Rhk
and set gk = Rgk |M . Then gk is de'nable and f − gkfk ∈H 0(M; (f1; : : : ; fk−1)O). We
obtain by downward induction gk ; : : : ; gn+1 ∈C!df (M) such that f −
∑k
i=n+1 gifi ∈H 0
(M; (f1; : : : ; fn)O).
We cannot 'nd gn in the same way because ( Rf 1; : : : ; Rf n−1)OCl(M) = ICl(M)(Cl(A))
on @M . We proceed as follows. Let f′ denote the image of f − ∑ki=n+1 gifi in
H 0(M; (f1; : : : ; fn)O=(f1; : : : ; fn−1)O). Then f′|U is regarded as an element of C!df (A∪
A′) and vanishes on A, where A′=
⋂n−1
i=1 f
−1
i (0)∩
⋃
a∈@A Ua\A which is a de'nable real
analytic manifold of dimension 1. Here we can assume f′|A′ is extendable to a real
analytic function on Cl(A′) as is shown below. By this assumption, f′ is contained in
the image of
H 0(Cl(M); ( Rf 1; : : : ; Rf n)OCl(M)=( Rf 1; : : : ; Rf n−1)OCl(M))→
H 0(M; (f1; : : : ; fn)O=(f1; : : : ; fn−1)O):
Hence there is gn ∈C!df (M) such that f −
∑k
i=n gifi ∈H 0(M; (f1; : : : ; fn−1)O) for the
same reason as above.
By multiplying f by some nowhere vanishing function in C!df (M), we may assume
that f′ is bounded on A′. Then f′ is uniquely extended to each a of @A as a contin-
uous function and the extension is a Puiseaux series. In fact, any de'nable continuous
function on R is smaller than some polynomial function as is well known. Hence we
replace M with its inverse image under the map Rn  x → ‖x − a‖r(x − a) + a∈Rn
for some natural number r, then f′ is extended to a real analytic function at a.
The next aim is to 'nd gn−1 ∈C!df (M) so that f −
∑k
i=n−1 gifi ∈H 0(M; (f1; : : : ;
fn−2)O). For simplicity of notations, assume that @A consists of only one point a and
set U =Ua and &= &a. We may suppose that & is extended to an analytic embedding
&˜ : Cl(V ) × R → Rn so that Im&˜ ∩ Cl(M) = U . Let 0¡(ˆ¡ T( be small numbers, and
let N be a large one. Set f′′ = f −∑ki=n gifi, B=⋂n−2i=1 Bi,
O( = open neighborhood of B in Rn−1; where (= (ˆ or T(
Wˆ = &(O(ˆ × R+)
TW = {x∈Rn; ‖x‖¡N} \ &˜(Cl(O T()× [− 1; 1])
Note that Cl(Wˆ ) and Cl( TW ) are compact real analytic manifolds with corners. Consider
f′′| TW∩M . It is analytically extendable to &(Cl(O T()× {1}) and ( Rf 1; : : : ; Rf n−2)OCl(M) =
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OCl(M) on @( TW ∩M) \ &(Cl(O T() × {1}). Hence we can apply to f′′ the above argu-
ments for gn, and we have Tgn−1 ∈C!df ( TW ) such that (f′′ − Tgn−1fn−1)| TW∩M ∈H 0( TW ∩
M; (f1; : : : ; fn−2)O TW∩M ).
Next consider f′′|Wˆ . By the above regularity property of f1; : : : ; fn−1, f′′|&(B×R+) is
divisible by fn−1|&(B×R+) and the quotient is an element of C!df (&(B×R+)). Extend triv-
ially the quotient to Wˆ through the orthogonal projection O(ˆ×R+ → B×R+ and de'ne
gˆn−1 as the extension. Then gˆn−1 ∈C!df (Wˆ ) and (f′′ − gˆn−1fn−1)|Wˆ ∈H 0(Wˆ ; (f1; : : : ;
fn−2)OWˆ ).
We want to modify gˆn−1 and Tgn−1 so that gˆn−1 ≡ Tgn−1 on Wˆ ∩ TW . When the equality
holds, gn−1 is de'ned on Wˆ ∪ TW , though the domain is diJerent from M . It is easy to
'nd g∗n−1 ¿ 2∈C!df (Wˆ ∪ TW ) such that it is C1 regular on Cl(Wˆ )∩M and g∗n−1(x) tends
to in'nity as x∈ Wˆ ∩M tends to any point of @Wˆ ∩ @M . Then gˆn−1 + (g∗n−1)N
′ |Wˆ and
( Tgn−1 + (g∗n−1)
N ′)|Wˆ∩ TW are C1 regular for a large integer N ′. Replace f′′, gˆn−1 and
Tgn−1 with f′′+(g∗n−1|M )N
′
fn−1, gˆn−1+(g∗n−1|Wˆ )N
′
and Tgn−1+(g∗n−1| TW )N
′
, respectively.
Then we can assume that gˆn−1 and Tgn−1|Wˆ∩ TW are C1 regular from the beginning.
Lessen (ˆ, if necessary. By the C1 regularity we have a unique analytic imbedding
+ : Cl(O(ˆ)× [2; 3] → Cl(O T()× [1; 4] of the form +(y; t) = (y; +′(y; t)) such that += id
on {0} × [2; 3], 2¡+′(·; 3) on Cl(O(ˆ) and gˆn−1 ◦ & ◦ + = Tgn−1 ◦ & on Cl(O(ˆ) × [2; 3].
Set Wˆ
′
= the connected component of Wˆ \ & ◦ +(O(ˆ×{3}) containing & ◦ +(O(ˆ×{2}),
TW
′
= TW \ &˜(Cl(O T()× [− 2; 2]) and W = Wˆ ′ ∪ TW ′;
whose closures are also real analytic manifolds with corners. Note W = TW
′ ∪ Wˆ .
Paste Cl(Wˆ
′
) and Cl( TW
′
) by the analytic diJeomorphism Cl(Wˆ
′
) ∩ & ◦ +(Cl(O(ˆ) ×
[2; 3])→ TW ′ ∩ &(Cl(O(ˆ)× [2; 3]) induced by +. The constructed set is a compact real
analytic manifold with corners. Let it be imbedded in Rn′ and , denote its interior. Let
,ˆ and T, be the subsets of , corresponding to Wˆ
′
and TW
′
, respectively. Then Cl(,ˆ)
and Cl( T,) are compact real analytic submanifolds with corners of Cl(,), and we have
natural analytic diJeomorphisms -ˆ : Cl(Wˆ
′
)→ Cl(,ˆ) and T- : Cl( TW ′)→ Cl( T,). Hence
we have a real analytic function . on , with . ◦ -ˆ= gˆn−1 on Wˆ ′ and . ◦ T-= Tgn−1 on
TW
′
. Clearly . is de'nable, and -ˆ= T- on &(B× [2; 3]).
Lessen (ˆ once more. Then, using a partition of unity, we can construct a C∞ dif-
feomorphism / : Cl(W )→ Cl(,) such that
/=
 -ˆ on &˜(Cl(O(ˆ)× [0; 1]) ∪ (&({0} × R+) ∩ Cl(Wˆ
′
));
T- on TW
′
;
and each component of / − -ˆ on Wˆ ′ is a linear combination of Rf 1; : : : ; Rf n−2 whose
coeEcients are C∞ functions on Wˆ
′
. It is possible because each component of -ˆ − T-
on Cl(Wˆ
′
) ∩ Cl( TW ′) is an element of
H 0(Cl(Wˆ
′
) ∩ Cl( TW ′); (f1; : : : ; fn−2)OCl(Wˆ ′)∩Cl( TW ′)):
Approximating these coeEcients, we can construct an analytic imbedding /′ : Cl(W )→
Rn′ so that Im/′ ⊂ Cl(,).
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De'ne a real analytic function g′n−1 on W to be . ◦/′. Then g′n−1 is de'nable,
(g′n−1 − gˆn−1)|Wˆ ′ ∈H 0(Wˆ
′
; (f1; : : : ; fn−2)OWˆ ′)
and
(g′n−1 − Tgn−1)| TW ′ ∈H 0( TW
′
; (f1; : : : ; fn−2)O);
where R· means the trivial extension as usual. Therefore,
(f′′ − g′n−1fn−1)|M∩W ∈H 0(M ∩W; (f1; : : : ; fn−2)OM∩W ):
Lastly, we need to modify the domain of g′n−1. It is also easy to construct an analytic
imbedding G: {x∈Rn; ‖x‖¡N} \ &˜(V × (−3; 0))→ Cl(W ) such that each component
of G − id is an element of H 0({‖x‖¡N} \ &˜(V × (−3; 0)); ( Rf 1; : : : ; Rf n−2)OCl(M)).
De'ne gn−1 to be g′n−1 ◦ H |M , which satis'es the requirements.
Construction of gn−2; : : : ; g1 ∈C!df (M) with f −
∑k
i=1 gifi ∈H 0(M; (f1; : : : ; fj−1)O)
for each j¡n− 1 is done in the same way. Thus we 'nish the proof of (5).
For an irreducible complex analytic set germ X ⊂ MC, we also de'ne ideals I(X ) ⊂
C!(M) and Idf (X ) ⊂ C!df (M) similarly.
(6) Assume that one of the following conditions is satis'ed.
(i) X ∩M is compact.
(ii) X ∩M is a point and dimC X = 2.
(iii) dim(M) = 3, dim(X ∩M) = 1 and there exist a de'nable open neighborhood
U of @(X ∩M) in Cl(M), f∈C!df (U ∩M) and h∈C!(M) such that dim(X ∩
U ) = 1, (fC)−1(0) = X ∩UC, Sing(fC) =U ∩ X and (hC)−1(0) = X , where
fC and hC denote the germs at U ∩M of complexi'cations of f and h.
Then I(X )=Idf (X )C!(X ), Z(Idf (X ))=X ∩M , ZC(Idf (X ))=X , Idf (X ) is 'nitely
generated in the 'rst case and principal in the second case and Idf (X )2 is principal
in the third case.
Proof of (6). We can prove the case (i) and (ii) in the same way as the complex
analytic set case (5). We show the case (iii). Let U and f∈C!df (U ∩ M) be as in
(6). We want to construct a compact real analytic manifold where f is extended to a
global real analytic function. Assume that the boundary of X ∩M consists of only one
point for simplicity as before.
We suppose that Cl(M) is C1 smooth around @(X ∩ M) for the following reason.
As the problem is local, we consider the case where M ⊂ [ − 1; 1]n−3 × R2 × R+,
@M ⊂ @([−1; 1]n−3×R2×R+), X ∩M ={0}×R+, TxM ={0}×R3 for any x∈X ∩M
and the restriction to M of the projection of Rn onto the last three factors is C∞
regular, where Tx stands for the tangent space at x. Let an analytic diJeomorphism p
of [−1; 1]n−3×R2×R+ be de'ned by p(x1; : : : ; xn)= (x1; : : : ; xn−3; xn−2xkn; xn−1xkn; xn)
for a large integer k.
For each (¿ 0, there exists a de'nable neighborhood O of {0}×R+ in M such that
dist(Tx(M ∩ (Rn−1 × {xn})); {0} × R2 × {xn})¡( for x = (x1; : : : ; xn)∈O
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in a given analytic metric in the Grassmannian space. On the other hand,
Tp−1(x)(p
−1(M ∩ (Rn−1 × {xn}))) = Tx(M ∩ (Rn−1 × {xn})):
Hence, replacing M with p−1(M), we assume that Tx(M ∩ (Rn−1 × {xn})) tends to
{0} × R2 × {xn} as x∈M tends to a point of Rn−1 × {0}. By similar arguments, we
also obtain dist(TxM; {0} × R)→ 0 then. In conclusion, TxM tends to {0} × R3 then.
From this, we see easily by calculations Cl(M) =M ∪ ({0}×R2×{0}) and Cl(M) is
a C1 manifold with boundary.
Apply (7) to f multiplied by some positive de'nable analytic function on M , use
blowings-up, shrink U and translate M . Then there exist a de'nable C1 diJeomorphism
& and a de'nable continuous map &df from (U;U ∩M;U ∩ X ) to (V1 × Cl(R+); V1 ×
R+; {0} × R+) with the following properties, where V1 = {y∈R2; ‖y‖¡ 1}.
(a) & is an analytic map, to be precise, & is extended to an analytic map from a
neighborhood of U in Rn to R3.
(b) &df = 0× 0 on &−1! (V1 × {0}).
(c) The coordinates of &(x) and &df (x) in Cl(R+) coincide for each x∈M .
(d) The restriction &df |U∩M is an analytic imbedding.
(e) There exists an analytic function g on V1 × Cl(R+) with g ◦ &df = f on U ∩M
and, hence, &Cdf (X ) = (g
C)−1(0) ∩ (V1 × R+)C.
Set M ′ = M \ &−1({1=36 |y|6 1=2} × (0; 1)) and consider M ′ and U ∩ Cl(M ′) in
place of M and U . Then U becomes an open neighborhood of @(X ∩M ′) in Cl(M ′),
and we can modify & and &df as follows. First & and &df are a de'nable C1 diJeo-
morphism and a de'nable continuous map, respectively, from (U;U ∩M ′; U ∩ X ) to
(Cl(V1)× Cl(R+); V1 ×R+; {0} ×R+). Next U is analytic smooth at &−1(@V1 ×R+).
The condition (a) is the same as above. Consequently, &|U\&−1(Cl(V1)×{0}) is an analytic
diJeomorphism onto Cl(V1)× R+.
(b) &df = 0× 0 on &−1! (Cl(V1)× {0}).
(c) This condition is the same as above.
(d) The restriction &df |U∩&−1(Cl(V1)×{0}) is an analytic imbedding.
(e) There exists an analytic function g on Cl(V1)×Cl(R+) with g◦&df =f on U ∩M .
Set V2 = {z ∈Rn−3; ‖z‖¡ 1}. We easily construct a tubler neighborhood U˜ of U in
Rn and a de'nable C1 diJeomorphism &˜= (&˜1; &˜2) : U˜ → (Cl(V1)× Cl(R+))× Cl(V2)
such that U˜ is an analytic manifold with corners, &1 is analytic, &˜ = (&; 0) on U ,
and &˜|&˜−1(Cl(V1)×R+×Cl(V2)) is an analytic diJeomorphism onto Cl(V1) × R+ × Cl(V2).
Note &−1 ◦ &˜1 : U˜ → U is the projection of the tubler neighborhood. De'ne a de'nable
continuous map &˜df=(&˜df1; &˜df2) : U˜ → (Cl(V1)×Cl(R+))×Cl(V2) by &˜df1=&df◦&−1◦&˜1
and &˜df2 = &˜2. Then &˜df |U˜\&˜−1(Cl(V1)×{0}×Cl(V2)) is an analytic imbedding.
It is easy to 'nd a compact analytic manifold with corners W ′ ⊂ Rn of dimension
n such that Cl(M ′) ⊂ W ′ ∪ U˜ , W ′ ∩ U˜ ⊂ &−1(Cl(V1)× (1;∞)× Cl(V2)), @W ′ ∩ U˜ =
&˜−1(Cl(V1)×{2}×Cl(V2)), and @W ′ is smooth at @W ′∩ U˜ . Set W =W ′∪ U˜ , which is
compact and locally analytically diJeomorphic to an open subset of (R2 × (−∞; 0]×
Rn−3) ∪ (Cl(V1)× R+ × Cl(V2)).
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Let ,′ be an analytic manifold with corners contained and closed in Cl(V1) ×
Cl(R+)× Cl(V2) such that ,′ proj→ {0} × Cl(R+)× {0} is a tubler neighborhood,
&˜df (U˜ ) ∩ (Cl(V1)× [0; 2]× Cl(V2)) ⊂ ,′;
,′ ∩ (Cl(V1)× [2;∞)× Cl(V2)) ⊂ &˜df (U˜ );
and @,′ intersects transversally with R2 × {2} × Rn−3. Paste (W ′; &˜−1df (,′) ∩W ′ ∩ U˜ )
and (,′; ,′∩&˜df (W ′∩U˜ )) by the analytic diJeomorphism given by &˜−1df (,′)∩W ′∩U˜ 
x → &˜df (x)∈,′ ∩ &˜df (W ′ ∩ U˜ ). Then the union set , also has the same property as
W . Imbed , analytically in a Euclidean space.
De'ne a de'nable continuous map / :W → , by /|U˜ = &˜df and /|W ′ = id. Then
/|W\&˜−1(Cl(V1)×{0}×Cl(V2)) is an analytic imbedding. Set Y=(gC)−1(0)×{0}∪/C(X ) ⊂
,C, which is a complex analytic set germ. By Cartan’s Theorem A, I,(Y ) ⊂ C!(,)
is 'nitely generated. Let g1; : : : ; gk be its generators, and set G =
∑
g2i ◦ /. Then G
is a de'nable continuous function on W which is analytic on W \ &˜−1(Cl(V1)×{0}×
Cl(V2)), and G|M ′ is a generator of IdfM ′(X )2. We need to enlarge the domain W so
as to contain M .
First we modify G so as to be of class C1 and with zero set =X ∩ M . Clearly
G−1(0)= &˜−1(Cl(V1)×{0}×Cl(V2))∪(X ∩M). Using / :W → , as above, we obtain
a de'nable continuous function G1¿ 0 on W which is analytic on W \ &˜−1(Cl(V1)×
{0} × Cl(V2)) and whose zero set is &˜−1(Cl(V1)× {0} × Cl(V2)). Consider G=Gl1 on
W \&˜−1(Cl(V1)×{0}×Cl(V2)) for a large integer l, and imbed the target space R in R
by the function x=
√
1 + x2. Then we have a de'nable C1 function G2 on W \@(X ∩M)
which is analytic on W \ &˜−1(Cl(V1)×{0}×Cl(V2)) with zero set =X ∩M such that
G2|M ′ is a generator of I 2dfM ′ and G2 ≡ 1 on &˜−1(Cl(V1)× {0} × Cl(V2)) \ @(X ∩M).
Set G3(x) = dist(x; @(X ∩M))2 for x∈Rn, and G4 =G2Gl′3 on W \ @(X ∩M) and ≡ 0
on @(X ∩M) for a large integer l′. Then G4 is a de'nable C1 function on W which is
analytic on W \ &˜−1(Cl(V1)×{0}×Cl(V2)), G−14 (0)=X ∩M and G4|M ′ is a generator
of IdfM ′(X )2.
Now we can enlarge W . We will construct a C1 imbedding H :W → Rn so that M ⊂
H (W ) and G4 ◦H−1|M is a generator of Idf (X )2. Let D be a small open neighborhood
of @(X ∩M) in M . Then there exists a C1 imbedding HD :D → Rn close to the identity
map in the uniform C1 topology such that D \ @(X ∩M) ⊂ HD(Int(D)), (HD − id)=G4
is a well-de'ned C1 map from D to Rn, and for any strong C1 approximation .D of
(HD − id)=G4, (id + G4.D)(Int(D)) ⊃ D \ @(X ∩ M). Hence, by using a partition of
unity, we obtain a C1 imbedding H :W → Rn such that (H − id)=G4 is a C1 map from
W to Rn, and for any strong C1 approximation . of (H − id)=G4, (id + G4.)(W ) ⊃
W ∪ M . Adopt an analytic approximation as ., and set H = id + G4.. Then H is a
de'nable C1 imbedding of W into Rn, M ⊂ H (W ), H is analytic on Int(W ), and
H−1|M =id+G4 · (someanalyticmap). Hence g4 ◦H−1|M is a generator of Idf (X )2. The
other claims in (6) are clear by the above arguments, and (6) is proved.
(7) Let f∈C!df ((0; 1]× R2) such that
f ≡ 0 on (0; 1]× {0} and Sing(fC) = (0; 1]× {0}:
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Then there exist p1; p2 ∈N, de'nable open neighborhoods U and V of (0; 1]×{0},
g∈C!(Cl(V )) and a de'nable analytic diJeomorphism & :U → V of the form
&(x; y) = (x; &′(x; ; y)) such that
xp1f(xp2 ; y) = g ◦ &(x; y) on U:
Proof of (7). Set f1 = @f=@y1 and f2 = @f=@y2, where y= (y1; y2). Let O denote the
sheaf of real analytic functions on (0; 1] × R2. Fix i = 1 or 2. Consider the property
(∗)q;x: yq−j1 yj2 ∈ (f1; f2)O(x;0) for all j=0; : : : ; q. By Hilbert’s Nullstellensatz, for each
x∈ (0; 1], there exists an integer q such that (∗)q;x holds true. Let q1 be such one
satisfying (∗)q1 ;1.
De'ne a ∈C!df ((0; 1]) by a =(@||f=@y)=(x; 0) for ∈N2. Let p be a suEciently
large integer. Then xpa(x) tends to 0 as x tends to 0 when ||6 q + 4 and the ex-
tensions of xpa(x) to [0; 1] de'ned by =0 at the origin are Puiseaux series. Hence
xpp2a(xp2 ) are extendable to real analytic functions on [0; 1] for some p2 ∈N. There-
fore, we assume from the beginning that the extensions Ra of a given by Ra(0) = 0
are analytic for ||6 q+ 4.
Set h=
∑
||6q1+4 Ray
 and set hj =@h=@yj for j=1; 2. Then they are in C!([0; 1]×
R2). We 'rst show that (∗)q;x is equivalent to the property (∗)′q;x : yq−j1 yj2 ∈ (h1; h2)O(x;0)
for all j. Particularly, (∗)′q1 ;1 holds true. Assume that (∗)q;x holds true, i.e., there exist
aj; bj ∈O(x;0) with yq−j1 yj2 = ajf1 + bjf2. The germ yq−j1 yj2 − (ajh1 + bjh2) is clearly
in mq+1x , where mx is the ideal of O(x;0) generated by y1 and y2. Remark that mrx
is generated by {yr−k1 yk2}k=0; :::; r . Therefore there exist a′j; b′j ∈O(x;0) with yq−j1 yj2 −
(a′jh1 + b
′
jh2)∈mq+2x . Continuing in this way, we can see that yq−j1 yj2 = Ajh1 + Bjh2
for some formal power series Aj; Bj ∈R[[x; y1; y2]]. There exist j; 6j ∈O(x;0) with
yq−j1 y
j
2 = jh1 +6jh2 by Artin’s approximation theorem (See, for example, [13, Propo-
sition 3.1]). One can prove the opposite implication in the same way. We have shown
the equivalence.
Let I be the sheaf of O-modules de'ned by
I(x;y) = {(71; 72; 73)∈O3(x;y); 71yq1i = 72h1(x;y) + 73h2(x;y)}
and let I′ be the direct image of I under the projection to the 'rst factor O. Then
I and I′ are coherent. Moreover, I′1;0 = O1;0 and I
′
x;0 = Ox;0 if and only if (∗)′q;x
holds true. Hence the set of exceptional points of [0; 1] is an analytic set. Particularly,
there exist only 'nite exceptional points. Hence, for a large q′, we have (∗)′q′ ; x except
for x = 0. Fix such an even integer q′ and set q= 2q′. Consider the analytic function
g =
∑
||6q+4 Ray
 and set gj = @g=@yj for j = 1; 2. In the same way, by Artin’s
approximation theorem, we have yq
′−j
1 y
j
2 ∈ (g1; g2)O(x;0) for any 0¡x6 1 and j =
0; : : : ; q′. Therefore, we have u∈C!([0; 1]×R2) by Cartan’s Theorem A with u−1(0)∩
(0; 1] = ∅ and uyq′−j1 yj2 ∈ (g1; g2)C!([0; 1]× R2). Then
(∗∗): uy ∈ (g1; g2)C!([0; 1]× R2) for ∈N with ||= q:
Set f˜(x; y; v)=g(x; y)+
∑
||=q+2 u
2vy, where v are variables. Then f˜∈C!([0; 1]×
R2 × Rq+3), and there exist de'nable analytic functions v = v(x; y) on a de'nable
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open neighborhood W of (0; 1]×{0} in (0; 1]×R2 such that f˜(x; y; v(x; y))=f(x; y)
on W . Moreover, for small W and each , there exist bounded w;6 ∈C!df (W ) for
6∈N2 with |6| = 2 such that v =
∑
|6|=2 w;6y
6 because we may assume that the
restriction of f−g to (0; 1]× [−1; 1]2 is of the form ∑||=q+5 by for some bounded
b ∈C!df ([0; 1]× [− 1; 1]2) multiplying f with xp for some p.
Clearly f˜ − g; @(f˜ − g)=@y1; @(f˜ − g)=@y2 ∈ (yigj)i; j=1;2C!([0; 1] × R2 × Rq+3) by
(∗∗). Then there exist by the proof of [14, Lemma 2] analytic functions .1 and .2 on
an open neighborhood , of [0; 1]× {0} × Rq+3 × [0; 1] in [0; 1]× R2 × Rq+3 × [0; 1]
such that
.1 = .2 = 0 on [0; 1]× {0} × Rq+3 × [0; 1]
f˜(x; y; v)− g(x; y) =
2∑
i=1
.i(x; y; v; t)
(
@(f˜ − g)
@yi
t +
@g
@yi
)
on ,:
Furthermore, applying the proof of [14, Lemma 1] to this equality, we obtain an
analytic diJeomorphism + from an open neighborhood T1 of [0; 1] × {0} × Rq+3 in
[0; 1] × R2 × Rq+3 to another T2 of the form +(x; y; v) = (x; +′(x; y; v); v) such that
+′ = 0 on [0; 1]× {0} × Rq+3 and f˜(x; y; v) = g ◦ +(x; y; v) = g(x; +′(x; y; v)) on T1.
Substitute
∑
|6|=2 w;6y
6 for v. Then we have
(∗ ∗ ∗): f(x; y) = f˜
x; y;∑
|6|=2
w;6y6
= g(x; +′
x; y;∑
|6|=2
w;6y6)
 on W
if (x; y;
∑
|6|=2 w;6y
6)∈T1. Shrink W so that (x; y
∑
|6|=2 w;6y
6)∈T1 for (x; y)∈W ,
hence (∗ ∗ ∗) always holds true on W .
It remains to prove that the map W  (x; y) → (x; +′(x; y;∑|6|=2 w;6y6))∈ (0; 1]×
R2 is a de'nable diJeomorphism between de'nable neighborhoods of (0; 1]×{0}. Since
w;6 are bounded, the map is de'nable. On the other hand, @(
∑
|6|=2 w;6y
6)=@yi ≡ 0
on [0; 1] × {0}. Hence the Jacobian D(+′(x; y;∑|6|=2 w;6y6))=D(y) does not vanish
on [0; 1]×{0}, which implies that the map is a diJeomorphism. Thus we have 'nished
the proof of (7).
(8) Let X ⊂ M be an irreducible complex analytic set germ of complex dimension
2. Assume dim(M) = 3. Then Idf (X )Ox is principal for each x∈M .
Proof of (8). We can suppose Idf (X ) = 0. Let {Xi}i∈I be the irreducible decomposition
of ZC(Idf (X )). Set I1 = {i∈ I ; dimC Xi = 2}. Then I1 is 'nite by (4). Let X˜ i be a
suEciently small connected complex analytic set whose germ is Xi. The multiplicity
;i = ;(Xi) of Xi is by de'nition the largest integer r such that ]Idf (X )OCx ⊂ (mCx )r
for all x∈ X˜ i excepts points of a complex analytic subset of smaller dimension. Set
J (X )=
∏
i∈I1 I(Xi)
;i . Then, for each x∈M , J (X )Ox is principal and Idf (X ) is divisible
by its generator, say, =x. What we prove is J (X )Ox = Idf (X )Ox.
Set
A= {x∈M ; J (X )Ox = Idf (X )Ox}:
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Let us assume A = ∅. We will arrive at a contradiction. Clearly A is an analytic subset
of M of dimension 6 1. Moreover, it is de'nable for the following reason. The sets
{x∈M ; Idf (X )Ox ⊂ mkx ; Idf (X ) ⊂ mk+1x }
for k = 0; 1; 2; : : : are disjoint de'nable sets and empty for large k. We see easily that
A is contained in the union of the connected components of dimension 6 1 of these
sets. Hence A is contained in a de'nable set of dimension 6 1. Therefore, if A is not
de'nable, then it has in'nite discrete points, which contradicts the following fact.
The set A does not have a discrete point. We prove this by reduction to absurdity.
Let a be a discrete point. Set
Ix = { ∈Ox;  =x ∈ Idf (X )Ox}:
Then it de'nes a coherent sheaf on M and, by Cartan’s Theorem A, Z(Ia) = {a}.
Hence there exists >∈ Idf (X )Oa with (>==a)−1(0) = {a}. Let > =
∑k
i=1 >ii where
>i ∈ Idf (X ) and i ∈Oa, and let ˜i ∈C!df (M) such that ˜ia − i ∈mpa for a suEciently
large integer p. Then (>˜==a)−1(0) = {a} by the Lojasiewicz’s inequality, where >˜=∑
i >i˜i. Apply (5) to ((>˜==a)
C)−1(0). Then we have f∈C!df (M) such that f−1(0)=
{a} and fOa = (>˜a==a)Oa, which contradicts the hypothesis a∈A.
We have shown that A is everywhere of dimension 1. We suppose that A is not
compact because the other case is clear by the following arguments. Moreover, assume
that @A consists of only one point a for simplicity of notations as usual. Set Z =
ZC(H 0(M;I)). Then A= Z ∩M .
We will enlarge Z so that it satis'es the condition in (6). We can assume that there
exists a de'nable analytic local coordinate neighborhood (U; &) of Cl(M) at a such
that &(U ) =Cl(R+)×R2, &(U ∩M) =R+×R2 and &(U ∩A) =R+×{0}. In fact, U
can be of class C1 as was shown in the proof of (6), but we do not know whether it
can be analytic. We identify U with Cl(R+)×R2 and let (u; v)= (u; v1; v2) denote the
coordinate system. Here we choose (u; v) so that it is extendable to a de'nable real
analytic map from M to R3 with v−1(0) := v−11 (0)∩v−12 (0)=A. It is possible because,
as was shown in (5), v are chosen as analytic functions on a neighborhood of Cl(M).
For each f∈ Idf (X ), set f(u) = (@||f=@v)(u; 0) for ∈ RN2 and f˜(u; v) =
∑
||=lf
f(u)v=!, where RN=N ∪ {0} and lf is the smallest integer such that f˜ = 0. Then
f ∈C!df (R+) and f˜∈C!df (R+×R2). We also de'ne lf, f ∈C!(R+) and f˜∈C!(R+×
R2) for f∈C!(R+ × R2) in the same way. We can assume that the proceeding =x,
for x∈U ∩M , is the germ at x of an analytic function = on U ∩M because H 1(M ∩
U;Z2) = 0 and by [5] and Cartan’s Theorem A. Shrinking U and changing linearly
(v1; v2), assume =˜(u; 1; 0)=1, that is, =l=;0(u)=1 because f|U∩M==∈ IU∩M (R+×{0}),
f˜ = ](f|U∩M==) · =˜ and f˜ = 0 for 0 = f∈ Idf (X ).
Such f˜ is de'nable for the following reason. Let f∈ Idf (X ) such that f˜(u; 1; 0)=1.
The set {(u; v′1; v′′1 )∈R+×R2; f˜(u; ; v′1+iv′′1 ; 1)=0} is de'nable, where i is the imaginary
unit, because f˜(u; v1; 1) is a polynomial in v1. Hence, we can assume that there are
complex valued de'nable analytic functions aj on R+ for j=1; : : : ; lf with f˜(u; v1; 1)=∏lf
j=1 (v1−aj(u)). Then =˜(u; v1; 1)=
∏
j∈E(v1−aj(u)) for a subset E of {1; : : : ; lf}. This
implies, together with the equality =˜(u; v1; v2) = =˜(u; v1=v2; 1)v
l=
2 , that =˜ is de'nable.
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Choose u0 ∈R+ such that Z is regular at (u0; 0; 0). Since C!(U ∩M) is an unique
factorization domain, we may assume that the above = is an analytic function on
U ∩M . Let m(v) denote the maximal ideal of the convergent power series ring R{v}.
By Hilbert’s Nullstellensatz,
m(v)l ⊂ (f(u0; v)==(u0; v))f∈Idf (X )R{v}
for some l. Hence there exist f0; : : : ; fl ∈ Idf (X ) such that f0(u0; v)==(u0; v); : : : ; fl′
(u0; v)==(u0; v) generate m(v)l. What we want to show is that we can choose such
fi satisfying lfi== = l. Before showing that, we show that there exist f0; : : : ; fl ∈C =
Idf (X )Cdf (U ∩M) such that f0(u0; v)==(u0; v); : : : ; fl(u0; v)==(u0; v) generate m(v)l and
lfi===l for all i. Shrinking U if necessary and retaking fj suitably, we may assume that
vj1v
l−j
2 =(u0; v) = fj(u0; v) and fj ∈C. Therefore we have only to show the following
statement.
Let f1; : : : ; fk ∈ Idf (X ) and g1; : : : ; gk ∈C!(U ∩M). Set f =
∑k
i=1 figi. Then there
exist f′1; : : : ; f
′
k′ ∈C and g′1; : : : ; g′k′ ∈C!(U ∩M) such that f˜=
∑k′
i=1 f˜
′
i g
′
i and lf =
lf′j g′j for all j.
Set l1 = mini=1; :::; k lfigi . We prove by induction on lf − l1. If lf − l1 = 0, then the
statement is trivial. So assume lf − l1 ¿ 0. Replace figi with fi(u; v)vgi(u), then
we can suppose that gi ∈C!(R+) and lgi = 0. We may also assume without loss of
generality that l1 = lf1 = · · ·= lfp and lfj ¿ l1 if j¿p.
Let J be the sheaf of OR+-submodules of O
p
R+ de'ned by
Jx = {( 1; : : : ;  p)∈OpR+ ;x;
∑
 if˜ i = 0}:
Regard R+ × {(0; 0)} as (0; 1) and each f˜ i as a de'nable analytic map (0; 1) 
u → (fi)||=l1 ∈Rl1+1+ . Then we can assume that f˜ i are bounded by multiplying
(f1; : : : ; fp) by some small positive de'nable analytic function on (0; 1). Moreover,
we may suppose that they are extendable to analytic maps [0; 1]→ Rl1+1 by translating
(0; 1) by some de'nable analytic diJeomorphism as in the proof of (7). Then there exist
>i=(>i1; : : : ; >
i
p)∈C!([0; 1])p, i=1; : : : ; p′, which generate J by Cartan’s Theorem A
because J is a coherent sheaf on [0; 1]. In other word, J is generated by the elements
of C!df (R+).
It follows from l1 ¡lf that
∑p
i=1 f˜ igi=0. Hence (g1; : : : ; gp)|U∩A is a global section
of J. Therefore, we have hi ∈C!(R+) such that
(g1; : : : ; gp) =
p′∑
i=1
hi(>i1; : : : ; >
i
p) on R+ × {(0; 0)}:
Consequently, f =
∑p′
i=1(
∑p
j=1 >
i
jfj)hj +
∑p
i=1 fih
′
i for some h
′
i ∈C!(U ∩ M) with
lh′i ¿ 0. Then f
′
i =
∑p
j=1 >
i
jfj satisfy the requirement. Note that we can choose de-
'nable h1; : : : ; hp if so are g1|U∩A; : : : ; gp|U∩A, and hence h1; : : : ; hp′ ; h′1; : : : h′p can be
de'nable if so are g1; : : : ; gp, which is clear by our way of construction of de'nable
sections of J.
M. Fujita, M. Shiota / Journal of Pure and Applied Algebra 182 (2003) 165–199 181
There exist an open neighborhood V of (0; 0) in R2 and real analytic functions @ij
with vi1v
l−i
2 =
∑l
j=0 @ijfj== for all 06 i6 l. Shrinking V , we may assume that V and
@ij are all de'nable. If the determinant of the matrix with elements @ij is not zero at
u∈R+, then m(v)l is also generated by fi== there. Therefore the set of points u∈R+
such that m(v)l is generated by f˜ i(u; v)==˜(u; v) contains an open de'nable set. Shrink
U if necessary. We have shown that there exist f1; : : : ; fl+1 ∈C such that lfi== = l
and fi(u; v)==(u; v) generate m(v)l for each u∈R+.
Since lfi== = l, there exist bij ∈C!df (R+) uniquely such that f˜ i==˜=
∑l
j=0 bijv
j
1v
l−j
2 .
Remark that the matrix with elements bij is nonsingular. Therefore, v
j
1v
l−j
2 =
∑l+1
i=1
cijf˜ i=˜ for some cij ∈C!df (R+). Let di ∈C!df (R+) such that
l∏
i=1
(v1 + iv2) =
l+1∑
i=1
dif˜i==˜;
and set g=
∑l+1
i=1 difi and h=
∏l
i=1 (v1 + iv2). Then g∈C!df (U ∩M), g is divisible by
=, and
g==− h∈ (v)||=l+1C!(U ∩M):
Let w = (w)||=l be new valuables. As we show later, there exist .i ∈m(v; w), i =
1; : : : l+ 1, such that
h(v) =
∑
||=l
wv = (1 + .1(v; w))
l∏
j=1
(v1 + jv2 + .j+1(v; w)v2):
Then the zero set (g==)−1(0) is the union of l regular analytic surfaces in a (not
necessarily de'nable) neighborhood of U ∩ A. We show the existence of .i(v; w) with
the above equation. By the implicit function theorem, it is equivalent to that the map
R2 × Rl+1  (v; .) → (v; w(v; .))∈R2 × Rl+1 de'ned by
h(v) +
∑
||=l
w(v; .)v = (1 + .1)
l∏
j=1
(v1 + jv2 + .j+1v2)
is analytic regular at the origin, where .=(.i)i=1; :::; l+1 are new valuables. By calculation,∑
||=l
w(v; .)v − .1h(v)−
l∑
j=1
v2h(v)=(v1 + jv2)∈m(v; .)l+1:
Hence it suEces to show that h(v); v2h(v)=(v1+v2); : : : ; v2h(v)=(v1+lv2) are independent
in the R vector space {∑||=l ev; e ∈R}. Consider the equation e1h(v) + · · · +
el+1v2h(v)=(v1 + lv2) = 0 with ei ∈R. Substitute v1 = 1 and v2 = 0, then e1 = 0. Next,
v1 =−v2 = 1 implies e2 = 0. We see the independence in this way.
Thus we saw (g==)−1(0) is the union of regular analytic surfaces in a neighborhood
of U ∩ A. Moreover, we can choose the neighborhood to be de'nable, i.e., U ∩ M
itself by shrinking U because (g==)−1(0) is a real analytic subset of the de'nable set
g−1(0). Shrink U once more, then we may assume that the distance functions from
these regular analytic surfaces are analytic on U ∩M . Hence there exists C∞ regular
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hi ∈C!df (U ∩M) such that
⋃
i h
−1
i (0) = (g==)
−1(0), which means that g== is divisible
by
∏
hi. Moreover, g=(=
∏
hi) does not vanish on U ∩M . Whence we adopt g=
∏
hi
as =, which is a de'nable function on U ∩M .
We have shown that there exist f1; : : : ; fl+1 ∈C such that lfi== = l and fi(u0; v)==
(u0; v) generate m(v)l for each u0 ∈R+. We need such f1; : : : ; fl+1 in Idf (X ). For that
we generalize the problem as follows. Let D be a subset of =C!df (U ∩M) or Idf (X ).
Set
L(D) = {( |U∩M==) ∈D ∩ (v)||=lOU∩M + (v)||¿lOU∩M}=(v)||¿lOU∩M :
For any f1; : : : ; fk ∈ Idf (X ), L((f1; : : : ; fk)C!df (U ∩M)) =L((f1; : : : ; fk)C!df (M)).
Set l′ = mini=1; :::; k lfi==. We proceed by induction on l − l′. If l − l′ = 0, then our
claim is clear. Hence assume l− l′¿ 0 and the claim holds true for smaller diJerence.
We also suppose {i; lfi== = l}= {1; : : : ; p}. Let J′ be a coherent sheaf de'ned by
J′x =
{
( 1; : : : ;  p)∈Opx ;
p∑
i=1
 ifi ∈ (v=)||¿l′Ox
}
:
Clearly (v)||=1O
p
U∩M ⊂ J′|U∩M . Hence by (6) we have a de'nable analytic function
on M vanishing nowhere on U ∩M such that, if we replace fi with fi multiplied by
this function, then (v)||=1Op ⊂ J′. Therefore, we assume this inclusion.
Consider the coherent sheaf J′′ = J′=(v)||=1Op. We can regard J′′|U∩M as J,
where l1 = l′ + l=. As in the case of J, we can extend J′′ to Cl(M), and we have
generators >i = (>i1; : : : ; >
i
p)∈C!(Cl(M))p, i=1; : : : ; p′, of J′. Set f′i =
∑p
j=1 >
i
jfj
for i=1; : : : ; p′. Then f′i ∈ (f1; : : : ; fk)C!df (M) and lf′i == ¿ l′. Moreover, we can show
(++) :L((f1; : : : ; fk)C!df (U ∩M)) =L((f′1; : : : ; f′p′ ; vf1; : : : ; vfp;
fp+1; : : : ; fk)C!df (U ∩M)):
For (++) it suEces to prove the following which was already shown in the course of
this proof.
Let g1; : : : ; gk ∈C!df (U ∩M) such that
∑k
i=1 figi ∈ (v=)||=lC!(U ∩M). Then there
exist h′1; : : : ; h
′
p′ ∈C!df (R+) and h1; ; : : : ; hp; ∈C!df (U ∩M) such that
p∑
i=1
figi −
p′∑
i=1
f′i h
′
i −
∑
16i6p;||=1
vfihi; ∈ (v=)||¿lC!(U ∩M):
Thus we have shown L((f1; : : : ; fk)C!df (U ∩M)) =L((f1; : : : ; fk)C!df (M)).
Let f1; : : : ; f2l+1 ∈ Idf (X ) such that fix are divisible by =2x for each x∈M , lfi==2 =2l
and fi(u; v)==2(u; v) generate m(v)2l for each u∈R+. Then we have g1; : : : ; g2l+1 ∈
C!df (R+) such that
2l+1∑
i=1
figi==2x − v2l1 − v2l2 ∈m(v)2l+1
for each u∈R+. We extend each gi to M as follows. Shrink U and translate the struc-
ture of Cl(R+) if necessary. Then we can assume gi ∈C!(Cl(U ∩ A)). Let g′i ∈C!
(Cl(A)) such that g′|Cl(U∩A) is a strong approximation of gi in the C∞ topology
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and g′ia − gia ∈m(u)q for a suEciently large integer q. Let Gi ∈C!(Cl(M)) such that
Gi|Cl(A) = g′i .
Set f =
∑2l+1
i=1 fiGi and choose @∈C!(M) with @Ox = =2xOx for each x∈M .
Remember that =˜2 is a well-de'ned de'nable analytic function on R+. Then f∈ Idf (X ),
fU∩M is divisible by @, lf=@ = lf==2 = 2l, and ]f==2 on U ∩M be extended to a C2l
function on Cl(U ) which is an approximation of v2l1 + v
2l
2 in the C
2l topology. We can
choose the approximation so strong that if we shrink U then
(f|U∩M=@)−1(0) = U ∩ A and Sing(f|U∩M=@)C = U ∩ A:
Note that ((f|U∩M=@)C)−1 satis'es the conditions on X in (6),(iii). We want to modify
f so that they are also satis'ed on M \ U .
As in the proof of (2), it is easy to 'nd f2l+2; : : : ; fl′ ∈ Idf (X ) with lfj== ¿ l and
(f2l+2; : : : ; fl′)Ox = =xOx for each x∈M \ A. Set f′ =
∑l′
i=2l+2 f
2
i . Then f
′ ∈ I!df (X ),
f′ is divisible by @, f′=@¿ 0 outside of A, and lf′==2 ¿ 2l. Let f′′ ∈C!df (M) be a
suEciently large function and set F = f+ f′f′′, then F satis'es the conditions on X
in (6),(iii), i.e.,
Cl((F=@)−1(0)) ∩ @M = {a}; F |U∩M=@C!(U ∩M) = F |U∩M==2C!(U ∩M);
(F |U∩M==2)−1(0) = U ∩ A; and Sing(F |U∩M==2)C = U ∩ A:
Hence there exists H ∈C!df (M) by (6) such that
(HC)−1(0) = ((F=@)C)−1(0) and F2=@2 ∈H 2C!(M):
Here by the method of construction of F , we can choose F so that (@C)−1(0) ⊂
((F=@)C)−1(0). Then H ∈ Idf (X ) because (@C)−1(0)=
⋃
i∈I1 Xi. Hence F
2=H 2 ∈ Idf (X )
because Idf (X ) is prime. This function, however, is divisible by @2 by the way of
construction. Thus there exists a de'nable analytic function @′ ∈ Idf (X ) with @′x = =x,
which is a contradiction to the de'nition of A. We have completed the proof of (8).
(9) In (8), Idf (X )Ox is equal to its radical.
Proof of (9). Let {Xi} and ;(Xi) be the same as in the proof of (8). We denote ;(Xi)
as ;X (Xi) to emphasize X . We show ;X (Xi) = 1 by reduction to absurdity. Assume
;X (Xi)¿ 1. Remark ;X (X ) = 1; otherwise the derivation of all functions in Idf (X )
vanishes on X and contained in Idf (X ). Thus they are 0 or have less multiplicities on
X than given functions. Hence they must be 0, which is a contradiction.
Let {Xj} be the irreducible decomposition of ZC(Idf (X1)). Then
X ∈ {Xj} ( {Xi}; ;X1 (Xi) = 1 and ;X1 (Xj)6 ;X (Xj):
By (8), Idf (X1)Ox is principal for each x∈M . Obviously Idf (X1)2 is also principal by
[5]. Let f be its generator. Now let 0 = g∈ Idf (X ). Then g2 is divisible by f for
some ∈N. If  is the largest, then (g2=f)C vanishes on X but not on at least one
of Xj, which is a contradiction. The proof of (9) is 'nished.
Now we can prove the theorem. Remember that a commutative ring is noetherian
only when all prime ideals of it are 'nitely generated. Let p be a prime ideal of
C!df (M).
184 M. Fujita, M. Shiota / Journal of Pure and Applied Algebra 182 (2003) 165–199
Case: dimCZC(p) = 2. Let {Xi} be the irreducible components of ZC of complex
dimension 2. Set X =
⋃
i Xi. We want to see p = Idf (X ). Clearly p ⊂ Idf (X ). We
show the converse inclusion as in the proof of (9). Assume the contrary. We have a
generator of Idf (X )2 by (9). Let 0 = g∈p. Then g2=f for some ∈N is an element
of p, but does not vanish on some Xi. This is a contradiction.
We show that p is 'nitely generated. Choose an analytically irreducible component
X1, which is of complex dimension 2 by (8). Remark that Idf (X1) = p. There exists a
f∈ Idf (X ) whose multiplicity on X1 is just 1 by (9). It is easy to construct g∈p such
that (gC)−1(0) = X and g¿ 0 on M . Let {Yj} be analytically irreducible components
of (fC)−1(0) each one of which is diJerent from all Xi. Choose one point yj ∈M ∩Yj.
Then we can choose cj ∈R such that gj(yj) = 0 and the multiplicity of gj on X1 is 1,
where gj = f + cjg. Let {Zk} be analytically irreducible components of (fC)−1(0) ∩⋂
j(g
C
j )
−1(0). Choosing points and real numbers, we can construct a 'nite family of
de'nable analytic functions whose complex common zero set is strictly smaller than
∪Zk and which have the multiplicity 1 on X1. Continuing in this way, because this
procedure will stop by (4), we can 'nd f1; : : : ; fl ∈ Idf (X1) with multiplicity 1 on X1
and
⋂l
t=1(f
C
t )
−1(0) coincides with X .
Fix an arbitrary h∈ Idf (X1). By (8) and (9) there exist de'nable analytic func-
tions ht such that hht is divisible by ft and
⋂l
t=1 (h
C
t )
−1(0) = ∅. Therefore h =∑l
t=1(h
2
t h=ft=
∑l
t′=1 h
2
t′)ft . We have shown that Idf (X1) is generated by ft .
Case when Z(p) is compact: By (6) it suEces to prove that Idf (ZC(p)) = p.
Trivially p ⊂ Idf (ZC(p)). Hence we have only to prove that, for each f∈ Idf (ZC(p)),
there exists l∈N with fl ∈p.
Since pC!(M) is 'nitely generated, we have f1; : : : ; fk with (f1; : : : ; fk)Ox = pOx
for each x∈M . Let l be such that fl ∈ (f1; : : : ; fk)C!(M), which is possible because
Z(p) is compact. We proceed as in the proof of (5). Hence we omit the details.
First we replace the problem to the case where f−1i (0) are all compact. Next we 'nd
g1 ∈C!df (M) such that fl−f1g1 ∈ (f2; : : : ; fk)C!(M). Finally, we obtain by induction
g2; : : : ; gk ∈C!df (M) so that fl =
∑k
i=1 figi.
The remained case, i.e., dimCZC(p)= 1 and Z(p) is not compact. Set A=Z(p).
By (5) we have only to prove that Idf (A)=p. (In (5) we assumed that A is irreducible.
But the proof of (5) also works in the reducible case.) We show Idf (A) ⊂ p because
the converse inclusion is trivial. Let U ⊂ Cl(M), (u; v) :U → U × Cl(R+) × R2 and
lf be the same as in the proof of (8). It suEces to prove that v1; v2 ∈p by the proof
of (5).
We can 'nd l∈N and f1; : : : ; fl+1 ∈p as in the proof of (8) such that lfi = l and
(−) : (v)||=lO= (f1; : : : ; fl+1) on U ∩ A:
Remember that v1; v2 ∈ Idf (A) is assumed to satisfy the following conditions as in the
proof of (5). First Rvj−1(0) ∩ @M ⊂ U . Secondly, Rvj are C1 regular on Rv−1j (0) ∩ U .
Lastly, Rvj−1(0) ∩ U are of the form Cl(R+) × Bj for some compact Bj ⊂ R2 and Bj
are in general position. Here Rvj are analytic extensions of vj to U .
Let Ij be the coherent sheaf of O-modules de'ned by
Ij; x = { ∈Ox;  fj ∈ (v)||=lOx}:
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The support of O=Ij is compact by (−). Therefore the natural sheaf extension of Ij
to Cl(M) exists. We call them same Ij. Let =j ∈C!(Cl(M)) be global sections of
Ij such that =−1j (0) is compact and contained in M . By the de'nition of =j, the
sheaf fj=jO are subsheaves of (v)||=lO. Hence =jfj ∈ (v)||=lC!(M) by Cartan’s
Theorem B. We can see as in the proof of (5) that =jfj ∈ (v)||=lC!df (M). Hence there
exists a matrix C with coeEcients in C!df (M) such that (f1; : : : ; fl+1)= (v
)||=lC. Let
|C| denote the determinant of C, then |C|v are linear combinations of f1; : : : ; fl+1
with coeEcients in C!df (M) for all || = l. By (−), |C| does not vanish on U ∩ A.
Especially, |C| ∈ p. Since p is prime, both v1 and v2 are in p. We have 'nished the
proof of the theorem.
Remark 2. We only use properties common with all o-minimal structures in the above
proof of the fact that any ideal of C!df (M), all analytically irreducible components of
whose zero set is of codimension one, is 'nitely generated. Therefore, C!df (R˜;M) is
noetherian for any o-minimal expansion R˜ of the real 'eld and for any one-dimensional
de'nable analytic manifold M .
Consider an o-minimal expansion of Ran. One can show in the same way as The-
orem 1 that any ideal of C!df (M) with compact zero set is 'nitely generated and
that the zero set of any prime ideal has no compact analytically irreducible compo-
nents if it has a non-compact analytically irreducible component of codimension one.
Whence, C!df (R˜;M) is noetherian for any o-minimal expansion R˜ of Ran and for any
two-dimensional de'nable analytic manifold.
3. Excellentness and some properties
Here we give necessary conditions that a localization of C!df (M) is regular and ex-
cellent, that C!df (M) is an unique factorization domain and that the canonical morphism
C!df (M)→ C!df (N ) is faithfully Fat, where N is an open de'nable set in M . We show
some fundamental facts which hold true in any o-minimal structure before showing
those. Consider an arbitrary o-minimal structure R˜.
Lemma 3. Let M be a de5nable analytic manifold. For any maximal ideal m of
C!df (M), there exists only one point x∈M such that
m= mMx := {f∈C!df (M);f(x) = 0}:
Proof. In general, any de'nable set is a disjoint union of 'nite de'nable cells. A de-
'nable cell means a de'nable set which is de'nably homeomorphic to some Euclidean
space. We can further choose these cells satisfying the condition that the closure of a
cell is also an union of 'nite given cells. On the other hand, any real analytic set is
locally homeomorphic to an union of 'nite cones at any point by [15, Theorem II, p.
96]. One can easily show that, if a real analytic set is locally homeomorphic to some
Euclidean space at some point, the germ of this analytic set at the given point is ana-
lytically irreducible as a germ of real analytic set. Therefore any one of given cells is
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contained in some analytically irreducible component of a given de'nable real analytic
set. Any de'nable real analytic set particularly has only 'nite analytically irreducible
components. Whence, for any family > of de'nable analytic functions on M , there
exists 'nite de'nable analytic functions f1; : : : ; fk ∈> with⋂
f∈>
f−1(0) =
k⋂
i=1
f−1i (0):
There particularly exist 'nite elements f1; : : : ; fk ∈m such that
⋂
f∈mZ(f) =
⋂
i6i6k
Z(fi). If the zero set of
∑k
i=1 f
2
i is empty,
∑k
i=1 f
2
i is invertible. Contradiction. Let
x be a point of the zero set of
∑k
i=1 f
2
i . It is obvious that m ⊂ mMx .
Proposition 4. Let M be a connected de5nable analytic manifold. Then the ring
C!df (M) is an integrally closed domain.
Proof. This proposition follows directly from the fact that the rings Ox are integrally
closed for all x∈M .
We only consider an o-minimal expansion of Ran later in this section.
Proposition 5. Consider an o-minimal expansion R˜ of Ran. Let M be a de5nable ana-
lytic submanifold of Rn and N be a de5nable open subset of M . Assume that C!df (M)
and C!df (N ) are both noetherian. Then the localization C
!
df (M)p is an excellent and
regular local ring for any prime ideal p. Furthermore, the natural ring homomor-
phisms C!df (M)→ C!df (N ) and C!df (M)→ Ox are regular homomorphisms, where x is
a point of M .
Proof. We show 'rst that the Krull dimension of C!df (M)mx is more than or equal to
dim(M) for x∈M . We 'x a point x∈M . Let L1; : : : ; Ldim(M) be linear functions on
Rn such that the point x is contained in Z(L1) ∩ · · · ∩Z(Li), and that the dimension
of one of the analytically irreducible components, say, Zi of Z(L1) ∩ · · · ∩ Z(Li)
containing x is just dim(M)− i for any i= 1; : : : ; dim(M). It is obvious that Idf (Zi) is
a prime ideal and dim(Z(Idf (Zi))) = dim(M)− i. Hence the sequence (0) ⊂ Idf (Z1) ⊂
· · · ⊂ Idf (Zdim(M))=mx is a strictly increasing sequence. We have shown that the Krull
dimension of C!df (M)mMx is more than or equal to dim(M).
Secondly, we show that C!df (M)mMx is a regular ring whose Krull dimension dim(M)
and that mNx C
!
df (N )mNx is generated by m
M
x .
Fix a point x∈M . We may assume that M ⊂ Sn ⊂ Rn+1 by Alexandrov compacti'-
cation [2]. Transforming by Nash diJeomorphism of Sn if necessary, we may assume
that Cl(M) \ M and Cl(N ) \ N are contained in {(x1; : : : ; xn+1)∈ Sn; xn+1 ¡ 0} and
x = (0; : : : ; 0; 1). Choose a linear function f1 on Rn+1 whose zero set contains x and
which is transversal to M at x. We may further assume that the connected component
X (resp.Y ) of the zero set of the restriction of f1 to Cl(M) (resp.Cl(N )) containing x
never intersects with Cl(M)\M (resp.Cl(N )\N ). Let C!(Cl(M)) be the ring of germs
of analytic functions on Cl(M). Since any connected component of an analytic set is
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also an analytic set, there exists an analytic function on h˜∈C!(Cl(M)) with h˜(x) = 0
such that h˜f is divisible by f1 for any analytic function f on M vanishing on X .
Let mX be the ideal of analytic functions on X vanishing at x. Since X is a coher-
ent analytic set, one can easily show that mX is generated by the coordinate functions
x1; : : : ; xnxn+1−1 by Cartan’s Theorem B [6, ThPeorQeme 3]. It is obvious that dim(M)−1
of them, say, x1; : : : ; xdim(M)−1 is nonsingular at x on X and the other coordinate func-
tions are generated by x1; : : : ; xdim(M)−1 as elements of C!(X )mX . Particularly, C
!(X )mX
is a regular local ring and there exist f′2; : : : ; f
′
dim(M) ∈C!(X ) which generates the
maximal ideal mX in C!(X )mX . By Cartan’s Theorem B, there exist analytic functions
f2; : : : ; fdim(M) on Sn such that the restriction of fj to a neighborhood of X coincides
with f′j for any j = 2; : : : ; dim(M).
We show that mMx C
!
df (M)mMx is generated by f1; : : : fdim(M). Fix a de'nable analytic
function f on M vanishing at x. There exist analytic functions g′2; : : : ; g
′
dim(M) and h
′
on X such that h′f=
∑dim(M)
i=2 g
′
ifi on X and h
′(x) = 0. Choose an analytic extension
g2; : : : ; gdim(M) and h of g′2; : : : ; g
′
dim(M) and h
′ on Sn, respectively. It is possible by
Cartan’s Theorem B. By the way of construction, hf −∑dim(M)i=2 gifi is an analytic
function on M vanishing on X . Therefore there exists an analytic function g1 on M
with g1f1 = h˜hf −
∑dim(M)
i=2 h˜gifi, that is, h˜hf = g1f1 +
∑dim(M)
i=2 h˜gifi. All fi, gj,
h and h˜ are de'nable for i = 1; : : : ; dim(M) and for j = 2; : : : ; dim(M) because they
are analytic on Sn or on Cl(M). It is obvious that g1 is de'nable. We have shown
that C!df (M)mMx is a regular local ring whose Krull dimension is dim(M). The ring
C!df (M) is regular and its Krull dimension equals dim(M) by Lemma 3 and by [12,
Theorem 19.3]. We can show in the same way that f1; : : : ; fdim(M) also generate the
ideal C!df (N )mNx . Hence, m
N
x C
!
df (N )mNx is generated by m
M
x .
We next show that C!df (M)mMx is excellent. Fix x∈M . Let f1; : : : ; fdim(M) ∈C!df (M)
be generators of mMx C
!
df (M)mMx constructed above. We may assume without loss of
generality that the family x1; : : : ; xdim(M) of the coordinate functions is also a local
coordinate system of M at x. Set
A=

@f1
@x1
: : :
@fdim(M)
@x1
: : : : : : : : : : : : : : : : : : : : : : : : : : :
@f1
@xdim(M)
: : :
@fdim(M)
@xdim(M)

and set
Dj =
dim(M)∑
i=1
(the(j; i)th cofactor of A)
det(A)
@
@xi
for any j = 1; : : : ; dim(M). Since the family f1; : : : ; fdim(M) is also a local coordinate
system of M at x, the determinant det(A) is not contained in mMx . A well-de'ned
R-derivation Dj ∈DerR(C!df (M)mMx ) satis'es Difj = Gij. Hence, C!df (M)mMx is excellent
by [11, Theorem 102].
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Finally, we show that the natural ring homomorphisms C!df (M) → C!df (N ) and
C!df (M)→ Ox are regular homomorphisms. The proof of that C!df (M)→ Ox is regular
is similar to that of the regularity of the homomorphism C!df (M)→ C!df (N ). Therefore
we only show the regularity of the homomorphism = :C!df (M) → C!df (N ). Fix x∈N .
Consider the following diagram.
C!df (M)mMx −−−−−→ [C!df (M)mMx 
C!df (N )mNx −−−−−→ [C!df (N )mNx
The second vertical arrow is an isomorphism because =(mMx ) = m
N
x . Since both
C!df (M)mMx and C
!
df (N )mNx are both excellent rings, the 'rst horizontal arrows are regular
and faithfully Fat. The 'rst vertical arrow is therefore a regular homomorphism by [12,
Theorem 32.1]. Summing up, the homomorphism = is regular by Lemma 3.
Corollary 6. Let R˜ and M be the same as in Proposition 5. If the 5rst cohomology
class H 1(M;Z2) is zero, then C!df (M) is an unique factorization domain.
Proof. The proof is exactly the same as [3, Theorem 4.1]. Hence we omit the proof.
Theorem 7. Let R˜ and M be the same as in Proposition 5, then C!(M) is faithfully
Aat over C!df (M).
Proof. We may assume that M is connected without loss of generality. Let A and B
denote the ring C!df (M) and C
!(M), respectively. Fix a point x. Let mx and nx be an
ideal of A and B consisting of functions vanishing at x, respectively. As was proved in
Proposition 5, mxAmx=nxBnx∩Amx . It is obvious that Amx ⊂ Bnx ⊂ Âmx  R[[X1; : : : ; Xn]].
The homomorphism Âmx → B̂nx induced by the inclusion Amx ,→ Bnx is an isomorphism
by [4, Chap. 3 Sect. 3 Propositioon 11]. In particular, the natural inclusion Amx ,→ Bnx
is faithfully Fat by [12, Theorem 7.2, 8.8].
We de'ne R(A; f) and R(B; f) as the kernel of the homomorphisms FA :An → A
and FB :Bn → B given by
FA(1; : : : ; n) =
n∑
i=1
ifi and FB(61; : : : ; 6n) =
n∑
i=1
6ifi;
respectively, where f = (f1; : : : ; fn) is a 'nite sequence of elements of A. De'ne
R(A; B;f) as the image of the homomorphism R(A; f) ⊗A B → Bn induced by the
canonical inclusion R(A; f) ,→ An. It is easy to show that R(S−1B; f) = S−1R(B; f)
and R((S ∩ A)−1A; S−1B;f) = S−1R(A; B;f) for any multiplicative set S of B. Since
Bnx is Fat over Amx , R(B; f)nx = R(A; B;f)nx for any x∈M by [12, Theorem 7.6].
We show that R(B; f) ⊂ R(A; B;f). Fix an element h∈R(B; f). Let H and R
(A; B;f) be the sheaf generated by h and R(A; B;f), respectively. The sheaf R(A; B;f)
is coherent and H 0(M; (H : R(A; B;f))) = (h : R(A; B;f)). On the other hand, (H :
R(A; B;f))x = Ox for any x∈M because R(B; f)nx = R(A; B;f)nx . Hence,
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(h :R(A; B;f)) = B. Particularly, h is contained in R(A; B;f). We have shown that
R(B; f) ⊂ R(A; B;f). The opposite inclusion is obvious. By [12, Theorem 7.6], B is Fat
over A. Therefore, B is faithfully Fat over A by Lemma 3 and [12,
Theorem 7.2].
4. Artin–Lang property
Lemma 8. Consider an arbitrary o-minimal structure R˜. Let M be a de5nable ana-
lytic submanifold of Rn and ∈Specr(C!df (M)) be a prime cone. Fix de5nable analytic
functions f1; : : : ; fm ∈ , then the set {x∈M ;f1(x)¿ 0; : : : ; fm(x)¿ 0} is not empty.
Proof. We show it by the reduction to absurdity. Set P = supp() = {f∈C!df (M);f∈
;−f∈ }. As was shown in the proof of Lemma 3, there exist 'nite elements
h1; : : : ; hk ∈P such that
⋂
h∈PZ(h) =
⋂
16i6kZ(hi). We set fm+1 =−
∑k
i=1 hi.
Set Fj={x∈M ;fj(x)¿ 0} and Gj={x∈M ;fi(x)¿fj(x) for any i=1; : : : ; m+1}
for all j = 1; : : : ; m + 1. The intersection Fj
⋂
Gj is empty because ({x∈M ;
fi(x)¡ 0})i=1; :::;m+1 is an open covering of M . De'ne the de'nable continuous function
= :M → R as follows.
=(x) = (m+ 2)× |maxi=1; :::;m+1fi(x)||mini=1; :::;m+1fi(x)| :
We construct positive de'nable analytic functions P1; : : : Pm+1 on M satisfying the
following conditions for any j.
Pj ¿= on Gj
Pj ¡ 1 on Fj:
Fix the number j. We show the way of construction of Pj. Arranging (fj) in a suitable
order, we may assume that j = m+ 1. First set
N = Rm+1 \ {(x1; : : : ; xm; y)∈Rm+1;y¿ 0; xi¿ 0 for all i},
F = {(x1; : : : ; xm; y)∈N ;y¿ 0} and
G = {(x1; : : : ; xm; y)∈N ; xi¿ 0 for all i}.
Let dF and dG denote the distance function from F and G, respectively. We next
de'ne two kinds of semialgebraic functions Q and  r on N , where r is a positive
number.
Q(x1; : : : ; xm; y) =
√
y2 + (x1 + y)2 + · · ·+ (xm + y)2 × (m+ 2)
 r(x1; : : : ; xm; y) =
rdG
dF + dG
Q − ydF
2(dF + dG)
It is easy to see that  r ¿ 0 on N and  r′¿  r on N if r′¿r. There exists a
Nash function P′ on N with | 3
2
− P′|¡ 1
2
by Efroymson’s Approximation Theorem.
Obviously, P′¿ 0 on N , P′¡ |y| on G and P′¿Q on F . Hence, Q=P′¿ (m+ 2)×
|max{x1 + y; : : : ; xm + y; y}|=|min{x1 + y; : : : ; xm + y; y}| on G and Q=P′¡ 1 on F .
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The function Pm+1 on M de'ned by
Pm+1(x) =
Q(f1(x)− fm+1(x); : : : ; fm(x)− fm+1(x); fm+1(x))
P′(f1(x)− fm+1(x); : : : ; fm(x)− fm+1(x); fm+1(x))
satis'es the required condition.
Any positive de'nable analytic function g on M is contained in  because g =
(
√
g)2 and
√
g is a de'nable analytic function. Particularly, Pj ∈ . Hence the de'nable
analytic function
∑m+1
i=1 Pifi is contained in ; nevertheless, it is negative on M because
|Pjfj|¿ (m+2)|maxfj| when fj reaches to the minimum value among (fi)i=1; :::;m+1.
Therefore it is not contained in . Contradiction.
Let R˜ be an o-minimal expansion of the real 'eld and M be a de'nable analytic
submanifold of an Euclidean space. Fix a prime cone  of C!df (M). A de'nable set
S is called closed global -semianalytic de5nable set if there exist a 'nite number of
de'nable analytic functions f1; : : : ; fm such that
S = {y∈M ;f1(y)¿ 0; : : : ; fm(y)¿ 0}:
Note that any closed global -semianalytic de'nable set is not empty by Lemma 8.
We set L as the family of all closed global -semianalytic de'nable sets.
Lemma 9. Let R˜ and M be the same as Lemma 8. Fix a prime cone  of C!df (M).
Assume that the intersection
⋂
S∈L S is not an empty set. Then the set
⋂
S∈L S
consists of only one point x and the prime cone has the specialization x, where
x is a prime cone of all de5nable analytic functions on M which is not negative
at x.
Proof. Since there exists a de'nable analytic function which is positive at a given
point and negative at another given point, the set
⋂
S∈L S consists of only one point.
It is obvious that x is a specialization of .
Lemma 10. Let R˜ and M be the same as Lemma 8. Assume that M is bounded
in Rn. Let  be a prime cone of C!df (M) such that C ∈L for some 1-dimensional
de5nable set C. Then one of the following prime cones is a specialization of .
Points of C x = {f∈C!df (M);f(x)¿ 0}, where x∈C.
Curve germ The prime cone C;x de5ned as follows, where x is a point in Cl(C)\C.
The function f is an element of C;x if and only if the closure of the set C ∩
{y∈M ;f(y)¿ 0} in Rn contains the point x.
Proof. When the intersection
⋂
S∈L S contains a point x, the prime cone  obviously
has a specialization x. We consider the case when this intersection is empty. Since
Cl(M) is compact, the set T =
⋂
S∈L Cl(S) is not empty and contained in Cl(C) \ C.
The set T consists of only one point x because any two points are separated by some
de'nable analytic function. It is easy to see by using Lemma 8 that the closure of
C ∩ {y∈M ;f(y)¿ 0} contains the point x for any f∈ .
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Lemma 11. Let R˜ be the same as Lemma 8 and ∈Specr(C!df (R)) be a prime
cone such that f1()¿ 0; : : : ; fs()¿ 0; g()=0 for some f1; : : : ; fs; g∈C!df (R). Then
f1(x)¿ 0; : : : ; fs(x)¿ 0; g(x) = 0 for some x∈R.
Proof. Remark that supp() is a maximal ideal or (0). When supp() is a maximal
ideal, = x for some x∈R. Therefore, f1(x)¿ 0; : : : ; fs(x)¿ 0; g(x) = 0.
We consider the case when supp() = (0) next. Remark that g ≡ 0 in this
case. One can easily show that any de'nable analytic function f is factorized as
follows.
f = u
n∏
i=1
(t − ai);
where all ai are real numbers and u is an unit. We may therefore assume that the
analytic functions fi are of the form fi = t − ai. If there exist no points x∈R such
that f1(x)¿ 0; : : : ; fs(x)¿ 0, there exists a∈R such that both t − a and a− t are in
 by Lemma 8. Contradiction to the assumption that supp() = (0).
Let f1 and f2 be (not necessarily analytic) de'nable functions on (0;∞). We denote
f1 ∼ f2 if f1|(0; r) ≡ f2|(0; r) for some r ¿ 0. The relation ∼ is then an equivalence
relation. We set K(R˜) as the set of equivalence classes with respect to this relation.
Lemma 12. The set K(R˜) is a real closed 5eld and the prime cone (0;∞);0 of
C!df ((0;∞)) de5ned in Lemma 10 lies over the prime cone K(R˜)2 under the natu-
ral injection C!df ((0;∞)) ,→ K(R˜).
Proof. It is obvious that K(R˜) is a 'eld and K(R˜)2 = {[f];f|(0; r)¿ 0 for some r},
where [f] represents the equivalence class of a de'nable function f. Clearly, K(R˜)2
is a positive cone. See [1] for the de'nition of a positive cone.
Fix a polynomial P(t; X )∈K(R˜)[X ] of odd degree. There exists a positive number
r such that P(t; X ) =
∑n
k=0 fk(t)X
k , where fk(t) is a de'nable function on (0; r)
with fn(t) = 0 for any t ∈ (0; r). Since R is a real closed 'eld, there exists a root of
P(t; X ) in R for any t ∈ (0; r). Hence there exists a de'nable function g : (0; r′) → R
with P(t; g(t)) ≡ 0. Namely, P(t; X ) has a root in K(R˜). Therefore, K(R˜) is a real
closed 'eld by [2, Theorem 1.2.2]. The last part of this lemma is obvious by the
de'nition.
Lemma 13. Consider an o-minimal expansion R˜ of Ran satisfying the condition (N)
in Introduction. Let M be a connected de5nable analytic manifold, and let  be a
prime cone of C!df (M) which has a specialization x or has a support supp() of
height dim(M)− 1 with 1-dimensional zero set. Let f1; : : : ; fs; g∈C!df (M) such that
f1()¿ 0; : : : ; fs()¿ 0; g() = 0.
Then f1(y)¿ 0; : : : ; fs(y)¿ 0; g(y) = 0 for some y∈M .
Proof. We 'rst consider the case when  has a specialization x. There exists a gener-
alization ′ ∈Specr(Ox) of ′x lying over  by Proposition 5 and [1, Theorem VII.7.1],
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where ′x is a prime cone of Ox of all germs of functions which are not negative at
x. Hence there exists a point y∈M with f1(y)¿ 0; : : : ; fs(y)¿ 0; g(y) = 0 by [1,
Remarks VII.4.3].
Consider the latter case. We may assume that M is bounded without loss of general-
ity. If the intersection
⋂
S∈L S is not empty, this lemma follows from the 'rst case and
Lemma 9. If this intersection is empty,  has a specialization C;x by Lemma 10. We
may assume that C is a de'nable analytic submanifold of M which is de'nably and an-
alytically diJeomorphic to R. In fact, one can show that there exists a de'nable analytic
function F which is nonsingular at almost all points of C in the same way as Claim in
Theorem 15 shown later. Since C!df (M) is regular, there exists a de'nable analytic func-
tion G vanishing on C and the common zero set of which and F is one-dimensional.
Adding constant times F to G, we may assume that G is also nonsingular at almost all
points of C. Remark that the singular locuses of F and G are de'nable. It is obvious
that C is a real analytic submanifold on a small neighborhood of any point where
both F and G are nonsingular. Hence we may assume that C is a de'nable analytic
submanifold by taking a shorter de'nable set. We can show in the same way as [2,
Corollary 8.9.5] that there exist a de'nable analytic tubler neighborhood N of C in M
and a de'nable analytic retraction N :N → C. Obviously, C is a subset of Z(supp()).
Let ′C;x be the prime cone of C
!
df (N ) such that h∈ ′C;x if and only if the closure of the
set C ∩ {y∈N ; h(y)¿ 0} contains the point x. Clearly, ′C;x is lying over C;x under
the natural mapping Specr(C
!
df (N )) → Specr(C!df (M)). Taking a shorter curve C and
a smaller tubler neighborhood N , we may assume that C is de'nably and analytically
diJeomorphic to R. We further reduce the case when M = N , i.e., M is a de'nable
analytic tubler neighborhood of C by applying [1, Theorem VII.7.1] and Proposition 5.
Consider the natural homomorphisms C!df (C) ,→ C!df (M) C!df (C) induced by N and
the restriction map, respectively. Remark that the equality Idf (Z(supp())) = supp()
holds in this case. It is obvious that C!df (M)=supp() is isomorphic to C
!
df (C). Hence,
f1(y)¿ 0; : : : ; fs(y)¿ 0; g(y) = 0 for some y∈M by Lemma 11.
Lemma 14. Let R˜ and M be the same as Lemma 13. Assume further that R˜ sat-
is5es the condition (B) in Introduction. Let  be a prime cone of C!df (M) with
supp() = (0) which has a specialization C;x, where C;x is a prime cone de5ned
in Lemma 10. Assume that f1()¿ 0; : : : ; fs()¿ 0 for given f1; : : : ; fs ∈C!df (M).
Then f1(y)¿ 0; : : : ; fs(y)¿ 0 for some y∈M .
Proof. We may assume that C is a de'nable analytic submanifold of M . Take a
de'nable analytic tubler neighborhood N of C in M and the de'nable analytic retraction
N :N → C. Let ′C;x be the prime cone of C!df (N ) be the prime cone given in the proof
of Lemma 13. Then there exists a prime cone ′ of C!df (N ) which is lying over 
by Lemma 10, Proposition 5 and [1, Theorem VII.7.1]. Take a shorter curve C and a
smaller tubler neighborhood N . Then we can easily construct a de'nable and analytic
diJeomorphism (N; C)  ((0;∞)×Rn−1; (0;∞)×{0}) because R˜ satis'es the condition
(B). Hence we may assume M=(0;∞)×Rn−1, C=(0;∞)×{0} and x=(0; : : : ; 0). Let
t be the 'rst coordinate function and x1; : : : ; xn−1 be the other coordinate functions. We
may further assume that all xj belong to  and that xj =fj for j=1; : : : ; n− 1 without
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loss of generality. We will construct functions h1; : : : ; hs ∈C!df ((0;∞))[x1; : : : ; xn−1] such
that the set {y∈U ;f1(y)¿ 0; : : : ; fs(y)¿ 0} contains the set {y∈U ; h1(y)¿ 0; : : : ;
hs(y)¿ 0}, where U is some open neighborhood of (0; r)×{0} ⊂ C and r is a positive
real number. We 'rst 'nish the proof with the assumption that such functions hj are
constructed in advance.
Set N(t) as the maximal positive number such that U ∩ ({t} × Rn−1) contains
the cube {0} × (−N(t); N(t))n−1 for any 0¡t¡r. Since the function N : (0; r) →
R is de'nable, the restriction N|(0; r′) is analytic. Set D = {(t; x1; : : : ; xn−1)∈ (0; r′) ×
Rn−1;−N(t)¡xi ¡N(t) for any i:}. Then there exists a prime cone ˜∈Specr(C!df (D))
lying over ′ by [1, Theorem VII.7.1], Lemma 10 and Proposition 5. Consider the em-
bedding – :D′=(0; r′)× (−1;1)n−1 → M given by –(t; x1; : : : ; xn−1)= (t; N(t)x1; : : : N(t)
xn−1). This embedding obviously induces a de'nable and analytic diJeomorphism be-
tween D′ and D. The functions hj ◦ – on D′ are also in C!df ((0; r′))[x1; : : : ; xn]. The
integral domain C!df ((0; r
′)) is contained in the real closed 'eld K(R˜) by Lemma 12.
The canonical homomorphism C!df ((0; r
′))[x1; : : : ; xn−1] → K(R˜)[x1; : : : ; xn−1] is regu-
lar and faithfully Fat by [11, 33.B Lemma 1] and [12, Theorem 7.2]. We show that
C!df ((0; r
′))[x1; : : : ; xn−1] is regular and excellent. Regularity follows from [11, Theorem
19.5] because C!df ((0; r
′)) is regular. Excellentness follows from [11, Theorem 73,77].
Therefore some prime cone poly of K(R˜)[x1; : : : ; xn−1] lies over ˜ because the prime
cone 6poly consisting of all polynomials whose constant terms are positive lies over
C;x. By Artin–Lang property of polynomials [2, Proposition 7.1.15], there exists a tuple
(x1(t); : : : ; xn−1(t))∈K(R˜) such that h1(x1(t); : : : ; xn−1(t))¿ 0; : : : ; hs(x1(t); : : : ; xn−1(t))
¿ 0 as elements of K(R˜). The de'nable curve 7 given by 7(t) = (t; x1(t); : : : ; xn−1(t))
is well de'ned for any small enough positive real number t. Particularly, the set
{y∈U ;f1(y)¿ 0; : : : ; fs(y)¿ 0} is not empty.
We give some notations. Fix a de'nable analytic function f. Set
c(i1 ;:::;in−1) = c
f
(i1 ;:::;in−1) =
1
i1! · · · in−1!
@i1+···+in−1f
@xi11 · · · @xin−1n−1
(t; 0; : : : ; 0)∈C!df ((0;∞)):
For k = 1; : : : ; n − 1, de'ne the natural number Pk1 = Pk1(f) satisfying that f is not
in the ideal generated by xP
k
1(f)+1
k but in that generated by x
Pk1(f)
k . We also de'ne
the number Pk2 = P
k
2(f) satisfying that c
f
(P11 ;:::;P
k−1
1 ;l;P
k+1
1 ;:::;P
n−1
1 )
≡ 0 for any l¡Pk2 and
c(P11 ;:::;Pk−11 ;Pk2 ;Pk+11 ;:::;Pn−11 ) ≡ 0. Remark that, for any de'nable analytic function g on M ,
there exist de'nable analytic functions c(t); d1(t; x1); d2(t; x1; x2); : : : ; dn−1(t; x1; : : : ; xn−1)
on M with g = c +
∑n−1
i=1 dixi because M = (0;∞) × R. In fact, we have only
to set
dj =

g(t; x1; : : : ; xj; 0; : : : ; 0)− c(t)−
∑j−1
i=1 xidi(t; x1; : : : ; xi)
xj
if xj = 0
@(g− c −∑j−1i=1 xidi)
@xj
(t; x1; : : : ; xj−1; 0; : : : ; 0) otherwise
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which is analytic because the numerator vanishes on {xi = 0}. Set
I(f) := {i = (i1; : : : ; in−1); 06 i16 P12(f); : : : ; 06 in−16 Pn−12 (f)} and
J (f) := {j = (j1; : : : ; jn−1); 06 j16 P12(f) + 1; : : : ; 06 jn−16 Pn−12 (f) + 1;
∃k; jk = Pk2(f) + 1}:
Then there exist d(j1 ;:::;jn−1) = d
f
( j1 ;:::;jn−1) ∈C!df (M) with
fq =
∑
i∈I(f)
cix
i1
1 · · · xin−1n−1 +
∑
j∈J (f)
djx
j1
1 · · · xjn−1n−1:
The prime cone  ∩ C!df ((0;∞)) coincides with the prime cone (0;∞); (0) de'ned in
Lemma 10 by Lemma 11. Therefore, for any nonzero c∈C!df ((0;∞)) and Pj ∈C!df (M),
the value c() +
∑n−1
j=1 xj()Pj() at  is positive if and only if c() is positive by
Lemma 8. Fix a de'nable analytic function f on M with f()¿ 0.
Claim. P()xk()P
k
2(f)+1 is smaller than f() for any P ∈C!df (M) and for any k.
Proof of Claim. Assume that P()x1()P
1
2(f)+1 is larger than f() for some P ∈C!df (M).
Consider the case when P11(f) = P12(f). We construct a de'nable analytic function sat-
isfying P12(g) = P
1
2(f), P
1
1(g)¿P
1
1(f) and that P()x1()
P12(g)+1 is larger than g() for
some P ∈C!df (M). Set Q = f if cfP12(f);P21(f);:::;Pn−11 (f)()¡ 0 and set Q = Px
P12(f)+1
1 − f
otherwise. By the de'nition, Q()¿ 0. Furthermore, there exist de'nable analytic func-
tions
P0(t; x2; : : : ; xn−1); : : : ; PP12(f)−1(t; x2; : : : ; xn−1); R(t; x1; : : : ; xn−1)
on M such that Q =
∑P12(f)−1
i=0 Pix
i
1 + x
P12(f)
1 R and R()¡ 0. Then g = Q − xP
1
2(f)
1 R
satis'es the required property. Therefore we have only to prove this claim in the case
when P11(f)= P
1
2(f). When P
1
1(f)= P
1
2(f), the equation P
k
1(f)= P
k
2(f) holds for any
k by the de'nition.
Set Q = f if cf
P11(f);P
2
1(f);:::;P
n−1
1 (f)
()¡ 0 and set PxP
1
2(f)+1
1 − f otherwise. By the
de'nition, Q()¿ 0. The function Q, however, is of the form
Q =
n−1∏
i=1
xP
i
1(f)
i
c(t) + n−1∑
j=1
xjP′j
 ;
where c(t) is a de'nable analytic function on (0;∞) with c()¡ 0 and P′j are de'nable
analytic functions on M . Particularly, Q()¡ 0. Contradiction. We have shown the
claim.
We construct h1; : : : hs from f1; : : : ; fs. Choose an arbitrary fq. When 16 q6 n−1,
set hq=fq= xq. We construct hq for q¿ n. Any d
fq
( j1 ;:::;jn−1) is of the form C
q
( j1 ;:::;jn−1) +∑n−1
i=1 xiP
q
( j1 ;:::;jn−1);i, where C
q
( j1 ;:::;jn−1) is a de'nable analytic function on (0;∞)
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and Pq( j1 ;:::;jn−1);i is a de'nable analytic function on M . Set
Tq( j1 ;:::;jn−1) =−1−
n−1∑
i=1
xiP
q
( j1 ;:::;jn−1);i :
Then Tq( j1 ;:::;jn−1)()¡ 0. Set
Jq = {(j1; : : : ; jn−1); 06 j16 P12(fq) + 1; : : : ; 06 jn−16 Pn−12 (fq) + 1;
∃k; jk = Pk2(fq) + 1};
hq = fq +
∑
( j1 ;:::; jn−1)∈J
T q( j1 ;:::;jn−1)x
j1
1 · · · x jn−1n−1 and
U =
s⋂
q=n
⋂
( j1 ;:::; jn−1)∈Jq
{y∈M ;Tq( j1 ;:::;jn−1)(y)¡ 0}:
Then
⋂s
q=1 h
−1
q ((0;∞)) ∩ U ⊂
⋂s
q=1 f
−1
q ((0;∞)) ∩ U by the way of construction.
Since Tq( j1 ;:::;jn−1) is negative on C, U is an open neighborhood of C. As was shown
before, 0¡ −∑(j1 ;:::;jn−1)∈J T q( j1 ;:::;jn−1)()x1()j1 · · · xn−1() jn−1 ¡fq() for n6 q6 s.
Hence the constructed hq and U satisfy the required properties.
Theorem 15 (Artin–Lang property). Consider an o-minimal expansion R˜ of Ran which
satis5es the conditions (B) and (N) in Introduction. Let M be a 3-dimensional con-
nected de5nable analytic manifold, and let  be an element of Specr(K), where
K is a quotient 5eld of C!df (M). Assume that f1()¿ 0; : : : ; fs()¿ 0 for given
f1; : : : ; fs ∈C!df (M). Then f1(y)¿ 0; : : : ; fs(y)¿ 0 for some y∈M .
Proof. Remark that C!df (N ) is noetherian for any open set N of M . Set d() =
min{dim(S); S ∈L}. We consider the four cases. This theorem follows from Lemma
13 in the case when d() = 0 and it follows from Lemmas 10, 13 and 14 in the case
when d() = 1. In the case when d() = 3, then {y∈M ;f1(y)¿ 0; : : : ; fs(y)¿ 0}=
int({y∈M ;f1(y)¿ 0; : : : ; fs(y)¿ 0}) and the closed set {y∈M ;f1(y)¿ 0; : : : ;
fs(y)¿ 0} is 3-dimensional. Therefore, f1(y)¿ 0; : : : ; fs(y)¿ 0 for some y∈M . The
remained case is when d() = 2.
We may assume that M is connected and bounded without loss of generality. Let
x be the unique point in
⋂
S∈L Cl(S). When x∈M , then this theorem follows from
Lemmas 9 and 13. We only consider the case when x ∈ M and lead the contradiction
with the assumption that {y∈M ;f1(y)¿ 0; : : : ; fs(y)¿ 0} is empty. We 'rst prove
a claim which is necessary for the proof of this theorem. We denote m=multY (f) for
any de'nable analytic function f on M if and only if f∈pmY and f ∈ pm+1Y , where
Y is an analytically irreducible subset of M and pY is the ideal of germs of analytic
functions on M at a nonsingular point y∈Y which vanish on Y . It is well known
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that multY (f) is independent of the choice out of the nonsingular point y. Remark
that there exists a natural extension mult :C!df (M)pY → N ∪ {0}.
Claim. Let Y denote a two-dimensional de5nable analytic subset of M such that
pY = Idf (Y ) is a prime ideal. Then pYC!df (M)pY is a prime ideal generated by a
de5nable function hY with multY (hY ) = 1.
Proof of Claim. The ring C!df (M)pY is a regular local ring by Proposition 5. It is
especially an unique factorization Noetherian domain by [12, Theorem 20.3]. Hence,
pY is a principal ideal by [12, Theorem 20.1]. Since the natural mapping TRn ⊃
{(y; v)∈M × TyRn} → TM is de'nable and analytic, there exists an R-derivation D :
C!df (M)pY → C!df (M)pY such that multY (D(f)) = multY (f)− 1 for any f∈C!df (M)pY
with multY (f)¿ 0. In fact, we have only to take the derivation induced by the image
of
∑n
k=1 ak@=@xk , where ak are real numbers, such that it is not zero in TyM at some
nonsingular point y∈X . Therefore the generator hY of pYC!df (M)pY has multiplicity
multY (hY ) = 1. Claim is proved.
The analytic closure of the set Z(F) = {y∈M ; g1(y)¿ 0; : : : ; gp(y)¿ 0} in M is
a 2-dimensional analytic set for any 'nite family F = {g1; : : : ; gp} ⊂  with dim
Z(F) = 3. This analytic closure has only 'nite analytically irreducible components as
was shown in the proof of Lemma 3. At least one analytically irreducible analytic set
Y is an analytically irreducible component of the analytic closure of Z(F) for all 'nite
families F ⊂  with dim Z(F) = 3 because any element of L has dimension ¿ 2 by
the assumption.
Fix a family F = {g1; : : : ; gp} with dim Z(F) = 2. Assume that there exists S ∈L
such that, for any y∈ S ∩ Z(F) ∩ Y , the relations gi|Y ≡ 0 and gi|Uy6 0 hold true
for some i = 1; : : : ; p, where Uy is a suEciently small open neighborhood of y in
M . There exist wi; zi ∈C!df (M) \ Idf (Y ) such that wigi = zihmultY (gi)Y by Claim. We may
assume that wi; zi; hY ∈  without loss of generality. Obviously, wi · zi is not positive
on Uy because multY (gi) is even. Furthermore, Y ⊂ w−1i (0)∪ z−1i (0) by the de'nition
of wi and zi. Therefore the analytic closure of Z(F ′)∈L does not have Y as an
analytically irreducible component, where F ′ = F ∪ {wi · zi; i= 1; : : : ; p}. Contradiction
to the de'nition of Y .
Consider the case when F = {f1; : : : ; fs}. By Claim, vifi = uihmultY (fi)Y for some
vi; ui ∈ ∩ (C!df (M) \ Idf (Y )). Set F ′= {fi; ui; vi; i=1; : : : ; s}. As was shown in the last
paragraph, there exists a point y∈Y ∩ Z(F ′) such that, for any open neighborhood
U of y in M , U ∩ =−1((0;∞)) = ∅ and y is not contained in any 2-dimensional
analytically irreducible component of =−1(0) except Y for any =∈F ′. Fix such a
small neighborhood U of y. The equation fq|Y = fr|Y ≡ 0 holds true and fq · fr is
negative on U \ Y for some q and r. We may assume that multY (fq)¿multY (fr)
without loss of generality. Remark that uq, ur , vq and vr are positive on U . These
facts, however, contradicts to the equation urvqfq = uqvrfrh
multY (fq)−multY (fr)
Y because
the number multY (fq)−multY (fr) is an even number.
Remark 16. Consider an o-minimal expansion R˜ of Ran. Remark that the ring of de-
'nable analytic functions on a given two-dimensional de'nable analytic manifold M is
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noetherian. One can show in the same way as Theorem 15 that Artin–Lang property
for C!df (M) is satis'ed, applying Lemma 13 in place of Lemma 14. Hence we omit
the proof here.
In addition, the following Positivstellensatz holds true as a corollary of [1, Theorem
II.1.14] and Artin–Lang property for C!df (M).
Let f1; : : : ; fr; g1; : : : ; gs; h1; : : : ; ht be de'nable analytic functions on M . Then the
set {x∈M ;f1(x) = 0; : : : ; fr(x) = 0; g1(x) = 0; : : : ; gs(x) = 0; h1(x)¿ 0; : : : ; ht(x)¿ 0}
is empty if and only if there exist natural numbers ni; mj; d and de'nable analytic
functions bi; am on M such that
g2n11 · · · g2nrr +
∑
m1+···+mt6d
amh
m1
1 · · · hmtt =
r∑
k=1
bkfk
and all am are 'nite sums of squares of de'nable analytic functions.
Theorem 17 (Hilbert 17th Problem). Consider an o-minimal expansion R˜ of Ran. Let
M be (a) a two-dimensional connected de5nable analytic manifold or (b) a three-
dimensional connected de5nable analytic submanifold of some Euclidean space. As-
sume further that R˜ satis5es the conditions (B) and (N) in the latter case.
Consider a non-negative de5nable analytic function f on M . Then there exist
h; g1; : : : gs ∈C!df (M) with fh2 = g21 + · · ·+ g2s and h ≡ 0
Proof. The proof of this theorem in the case (a) is similar to that in the case (b).
Therefore we only prove this theorem in the case (b). Let K be the quotient 'eld of
C!df (M). Assume that f ∈  for some positive cone of K . Since −f()¿ 0, −f(x)¿ 0
for some x∈M by Theorem 15. Contradiction. Therefore, f∈⋂∈Specr(K) . Theorem
is proved by [1, Corollary II.1.15].
Theorem 18 (Real Nullstellensatz). Let R˜ and M be the same as Theorem 17 and
assume that one of the two conditions (a) and (b) described in Theorem 17 is satis5ed.
However, we do not assume that M is connected. Let I be an ideal of C!df (M), then
the equality
Idf (Z(I)) =
r
√
I
holds true.
Proof. We may assume that M is connected and bounded without loss of generality,
and we have only to apply Remark 16 in the case (a).
We consider the case (b). We 'rst consider the case when I = p is a prime ideal.
It is easy to see that Idf (Z(p)) = p if codim(Z(p)) is equal to the height ht(p) of
p because C!df (M) is noetherian and the Krull dimension of C
!
df (M) is exactly 3 by
Proposition 5. It is also clear that p is real if Idf (Z(p)) =p. Therefore we have only
to show that p is not real if codim(Z(p)) = ht(p).
We can show in the same way of the case (a) that Idf (Z(p)) = p if and only if p
is real by Lemma 13 in the case when dim(Z(p)) = 0 or when ht(p) = 2. Therefore
we have only to show the claim in the case when ht(p) = 1 and dim(Z(p)) = 1.
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Assume that dim(Z(p)) = 1 and there exists a prime cone  with supp() = p.
Remark that p is real if and only if there exists a prime cone whose support coincides
with p. If the intersection
⋂
S∈L S is not empty,  has a specialization x by Lemma
9. There exists a prime cone 6 of Ox lying over  with ht(supp(6))=1 by Proposition
5 and [1, Theorem VII.7.1]. Since the germ of zeros of supp(6) is of dimension 6 1,
it contradicts to Real Nullstellensatz for Ox [1, Proposition VIII.2.8]. We next consider
the case when
⋂
S∈L S = ∅. The prime cone  has a specialization C;x such that C
is a de'nable analytic submanifold of M contained in Z(p) by Lemma 10. Choose a
suEciently short curve C, then we may assume that there exists a tubler neighborhood
N of C such that the pair (N; C) is de'nably and analytically diJeomorphic to the
pair ((0;∞)× R2; (0;∞)× {0}). As was mentioned some times in the present paper,
there exists a prime cone 6 of C!df (N ) lying over  with ht(supp(6)) = ht(p) = 1 by
Proposition 5 and [1, Theorem VII.7.1]. It is obvious that Z(supp(6)) is of dimension
=1. Set q=supp(6), then q is generated by one de'nable analytic function f on N by
Corollary 6 and [12, Theorem 20.1]. We show that f and −f are not a sum of 'nite
squares of elements of the quotient 'eld of C!df (N ). Assume the contrary, then there
exist de'nable analytic functions P1; : : : ; Pm; Q ≡ 0 on N with Q2f=P21+· · ·+P2m. Since
q is real, all Pj are in q. Hence, Q2 = (P′
2
1 + · · ·+ P′2m)f for some de'nable analytic
functions P′1; : : : ; P
′
m because C
!
df (N ) is a domain. There therefore exists a de'nable
analytic function Q′ on N with Q=fQ′ and Q′2f=P′21 + · · ·+P′2m. Continuing in this
way, we obtain that Q∈⋂n∈N qn. The function Q vanishes on N by Krull intersection
theorem [12, Theorem 8.10]. Contradiction. Whence, f changes the sign on some open
set which intersects with f−1(0) by Theorem 17. However, the zero set f−1(0) is of
codimension ¿ 1. They contradicts each other. We have shown Theorem 18 in the
case when I is a prime ideal.
Consider the general case. Since Idf (Z(r
√
I))= Idf (Z(I)), we may assume that I is
real and we have only to show that Idf (Z(I)) = I . Remark that I is radical when I is
real. Consider the irreducible primary decomposition I=p1∩· · ·∩pm. Since I is radical,
we may assume that all pj are prime. We show that all pj are real. Let f1; : : : ; fr
be de'nable analytic functions with f21 + · · ·+f2r ∈pj. Choose h∈
⋂
i =j pi \pj. Then
(hf1)2 + · · · + (hfr)2 ∈ I . Since I is real, all hfk are in I . Particularly, hfk is in
pj. Therefore, fk ∈pj because h ∈ pj. We have shown that all pj are real. Since
pj = Idf (Z(pj)) for all j, it is obvious that I = Idf (Z(I)).
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