A series of problems in different fields such as physics and chemistry are modeled by differential equations. Differential equations are divided into partial differential equations and ordinary differential equations which can be linear or nonlinear. One approach to solve those kinds of equations is using orthogonal functions into spectral methods. In this paper, we firstly describe Laguerre, Hermite, and Sinc orthogonal functions. Secondly, we select three interesting problems which are modeled as differential equations over the interval [0, +∞). Then, we use the collocation method as a spectral method for solving those selected problems and compare the performance of Laguerre, Hermite, and Sinc orthogonal functions in solving those types of equations.
Introduction
Mathematical modeling of many problems in science and engineering is in a form of differential equations. For some of those equations, there is not precise solution, and finding the best approximation for the solution is challenging. In this paper, we selected three problems which have no precise solution, and they are define in semi-infinite interval. The selected problems are as follows:
• Steady flow of a third grade fluid in a porous half space;
• Thomas-Fermi;
• The case of heat transfer equations arising in porous medium.
We propose solutions for the selected problems based on collocation method as a spectral method. The solutions are based on Modified generalized Laguerre, Hermite, and Sinc functions as orthogonal functions. We also, compare the proposed solutions to the existing solutions to show the accuracy of the proposed approaches.
For the rest of this paper, we review related literature in Section 2. Then, we explain all necessary background about collocation method and Modified generalized Laguerre, Hermite, and Sinc functions in Section 3. In Section 4, the details of the three selected applications are discussed, we explain our approached, and report the performance evaluation of the solutions. Finally, concluding remarks are presented in Section 5.
Related Work
Many of the current science and engineering problems are set in unbounded domains. In the context of spectral methods such as collocation and Galerkin methods [20] , a number of approaches for treating unbounded domains have been proposed and investigated. The most common method is the use of polynomials that are orthogonal over unbounded domains, such as the Hermite and Laguerre spectral method [6, 7, 8, 10, 14, 21, 41, 42] . Guo [11, 66, 12, 13] proposed another method that proceeds by mapping the original problem in an unbounded domain to a problem in a bounded domain, and then using suitable Jacobi polynomials such as Gegenbauer polynomials to approximate the resulting problems. The Jacobi polynomials are a class of classical orthogonal polynomials and the Gegenbauer polynomials. The Legendre and Chebyshev polynomials are special cases of those orthogonal polynomials which have been used in several literature for solving differential equations [52, 19] . In [53] , another method was introduced which is named domain truncation [53] . In domain truncation, infinite domain is replaced with [−L, L] and semi-infinite interval with [0, L] by choosing L sufficiently large. There is another effective direct approach for solving such problems which is based on rational approximations. Christov [67] and Boyd [54, 55] developed spectral methods on unbounded intervals by using mutually orthogonal systems of rational functions. Boyd [54] defined a new spectral basis, named rational Chebyshev functions on the semi-infinite interval, by mapping to the Chebyshev polynomials. Guo et al. [15] introduced a new set of rational Legendre functions which are mutually orthogonal in L 2 (0, ∞). They applied a spectral scheme using the rational Legendre functions for solving the Korteweg-de Vries equation on the half-line. Boyd et al. [68] applied pseudo-spectral methods on a semi-infinite interval and compared rational Chebyshev, Laguerre and mapped Fourier sine methods. Parand et al. [30, 31, 32, 33, 34, 35, 63] also applied spectral method to solve nonlinear ordinary differential equations defined over the interval I = [0, ∞). Their approach was based on rational tau and collocation methods.
Preliminaries
In collocation method, a function f (x) defined over the interval I = [0, ∞) can be expanded as
where φs are orthogonal functions and
If the infinite series in Equation (1) is truncated with N terms, then it can be written as [35] f (x)
In the following of this section, we introduce Laguerre, Hermite, and Sinc orthogonal functions, and describe how they can be used for function approximation over the interval I = [0, ∞).
Modified generalized Laguerre functions. In here, we describe the basic notions and working tools concerning orthogonal modified generalized Laguerre functions. Orthogonal modified generalized Laguerre functions have been widely used for numerical solutions of differential equations on infinite intervals. L α n (x) (generalized Laguerre polynomial) is the nth eigen-function of the Sturm-Liouville problem [6, 16, 35] :
The generalized Laguerre in polynomial manner is defined with the following recurrence formula:
These are orthogonal polynomials for the weight function w α = x α e −x . We define Modified generalized Laguerre functions φ j over the interval (0, +∞) as follows [35] :
This system is an orthogonal basis [9, 46] with weight function w(x) = x L and orthogonality property [35] :
where δ nm is the Kronecker function. Laguerre-Gauss-Radau points and generalized Laguerre-Gauss-type interpolation were introduced by [17, 35, 47, 50] . Let
we choose the collocation points relative to the zeroes of the functions [35] 
Let w(x) = x L and x j , j = 0, 1, ..., N − 1, be the N modified generalized Laguerre functions-Radau points. The relation between modified generalized Laguerre functions orthogonal systems and modified generalized Laguerre functions integration is as follows [35, 45] :
where 0 < ξ < ∞ and
, j = 0, 1, 2, ..., N − 1. In particular, the second term on the right-hand side vanishes when f (x) is a polynomial of degree at most 2N − 1 [35] . We define
it as: I N u(x j ) = u(x j ) , j = 0, 1, 2, ..., N − 1. I N u is the orthogonal projection of u upon R N with respect to the discrete inner product and discrete norm as [35] :
thus for the modified generalized Laguerre functions Gauss-Radau interpolation we have
Hermite Functions. Now, we elaborate the properties of Hermite functions. The reason of our focus on Hermite functions is that Hermite polynomials are generally not suitable in practice due to their wild asymptotic behavior at infinities [57] . Therefore, for the rest if this section, we only consider Hermite Functions. The normalized Hermite functions of degree n is defined by [58] 
where { H n } is an orthogonal system in L 2 (R). Also, the Hermite functions are well behaved with the decay property which is:
In addition, the three-term recurrence relation of Hermite functions implies [58] :
More information about Hermite functions can be found in [58, 64, 65] . Note that, Hermite functions are defined over the interval (−∞, +∞). For solving problems which are defined over the interval (0, +∞), we need to transform Hermite functions. One of the approaches to construct an approximation over the interval (0, +∞) is using mapping that is changing variable of the form [58] :
where k is a constant. Now, the transformed Hermite functions are
and the inverse map of w = Φ(z) is
Therefor, we may define the inverse images of the spaced nodes {x j } x j =+∞ x j =−∞ as [58] :
, and 
is the norm induced by the inner product of the space L 2 w (Γ) [58] ,
Thus, { H n (x)} n∈N denotes a system which is mutually orthogonal
This system is complete in L 2 w (Γ). Therefore, for any function f ∈ L 2 w (Γ), the following expansion holds [58] 
Now we define an orthogonal projection based on the transformed Hermite functions as given below [58] . Let set
is a mapping in a way that for any y ∈ L 2 (Γ) [58] ,
Sinc Function. Sinc functions are defined over interval (−∞, ∞) by [83] as follows:
For each integer k and the mesh size h, the Sinc functions are defines on R by [84] as:
To solve a problem over the interval of [0, ∞) by Sinc functions, we need to transform Sinc functions. Therefore, we can change a variable of the form:
The basis functions over [0, ∞) are taken to be composite translates Sinc functions [83] :
Then, the inverse map of w = Φ(z) is [85] z = Φ −1 (w) = ln(e w + e 2w + 1).
Thus,
Let w(x) denotes a non-negative,integral-able, real-valued function over the interval [0, ∞), we can define:
is the norm induced by the inner product of the space L 2 w (Γ),
Thus, {S k (x)} k∈Z denotes a system which is mutually orthogonal
Now, for any function L 2 w (Γ), the following expansion holds [83] :
In addition, the nth derivation of the function f at point x k can be approximated as:
4 Application of Laguerre, Hermite, and Sinc Orthogonal Functions in Solving Differential Equations
In this section, we describe three well-known problems which are modeled in the form of differential equations. Then, we solve each of them by Laguerre, Hermite, and Sinc Orthogonal Functions based on collocation methods [59, 60, 61, 62] .
Steady Flow of a Third Grade Fluid in a Porous Half Space
In this section we focus on [51] which has discussed the flow of a third grade fluid in a porous half space. Based on [51] for unidirectional flow of a second grade fluid, the following formulation can be written:
Also, for second grade fluid, the following formulation can be written:
where µ is the dynamic viscosity, u is the denote the fluid velocity and p is the pressure, k and ϕ, respectively represent the permeability and porosity of the porous half space which occupies the region y > 0 and α 1 , β 3 are material constants. Non dimensional fluid velocity f and the coordinate z can be defined:
where ν and V 0 represent the kinematic viscosity. The boundary value problem modeling the steady state flow of a third grade fluid in a porous half space becomes [51] :
where b 1 , b 2 and b 3 are defined as:
kµ ,
Note that the parameters are not independent, since
The homotopy analysis method for solution of Equation (2) found in [51] . Later Ahmad gave the asymptotic form of the solution and utilize this information to develop a series solution [56] .
Solving the Problem with Modified Generalized Laguerre Functions
To apply modified generalized Laguerre collocation method to Equation (2) with its boundary conditions, firstly we expand f (z) as follows:
To find the unknown coefficients a j 's, we substitute the truncated series f (z) into Equation (2) and its boundary conditions. Also, we define Residual function as follows:
By applying z in Equation (3) with the N collocation points which are roots of functions L N α , we have N equations that generates a set of N nonlinear equations; also, we have one boundary equation in Equation (4) . Now, all of these equations can be solved by Newton method for the unknown coefficients. Note that Equation (5) is always true; therefore, we do not need to apply this boundary condition.
Solving the Problem with Hermite Functions
For solving Steady Flow problem, we use 1 k ln(z) for changing variable. Also, because of boundary conditions, we set following function:
and λ is constant. Finally, we have
To find the unknown coefficients a i 's, we substitute the truncated series ξ N f (z) into Equation (2) . Also, we define Residual function of the form
By applying z in Equation (6) with the N collocation points which are roots of transformed Hermite function, we have N equations that generates a set of N nonlinear equations. Now, all of these equations can be solved by Newton method for the unknown coefficients.
Solving the Problem with Sinc Functions
For solving Steady Flow problem with Sinc functions, we use ln(sinh(z)) to change the variable. Also, because of the boundary conditions, we set the following function:
The collocation points are
and the derivations of u N (z) are
k,j ).
Performance Evaluation
We We compare the present methods with numerical solution and Ahmad solution [56] in Table 1 . It shows the present methods are highly accurate. Also, the solutions are presented graphically in Figures 1-3. 
Thomas-Fermi
Thomas-Fermi equation is One of the most important nonlinear ordinary differential equations that occurs in semi-infinite interval, as following [33, 69, 70] :
which appears in the problem of determining the effective nuclear charge in heavy atoms. Also, it has following Boundary conditions:
The Thomas-Fermi equation is useful for calculating form factors and for obtaining effective potentials which can be used as initial trial potentials in self-consistent field calculations. The problem has been solved by different techniques [33, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80] . [72, 73, 74] used perturbative approach to determine analytic solutions for Thomas-Fermi equation. Adomian [75] applied the decomposition method for solving Thomas-Fermi equation and then Wazwaz [76] proposed a non-perturbative approximate solution to this equation by using the modified decomposition method in a direct manner without any need to a perturbative expansion or restrictive assumptions. Liao [77] solved Thomas-Fermi equation by homotopy analysis method. Khan [78] , used the homotopy analysis method (HAM) with a new and better transformation which improved the results in comparison with Liao's work. In [79] , the quasilinearization approach was applied for solving Equation (7). This method approximated the solution of a nonlinear differential equation by treating the nonlinear terms as a perturbation about the linear ones, and unlike perturbation theories is not based on the existence of some kind of a small parameter. Ramos [80] presented two piecewise quasilinearization methods for the numerical solution of Equation (7) . Both methods were based on the piecewise linearization of ordinary differential equations [33] . In addition, Parand [33] Solved Thomas-Fermi equation by Rational Chebyshev pseudo-spectral approach.
Solving the Problem with Modified Generalized Laguerre Functions
To apply modified generalized Laguerre collocation method to Equation (7) with its boundary conditions, firstly we expand f (x) as follows:
To find the unknown coefficients a j 's, we substitute the truncated series f (x) into Equation (7) and its boundary conditions. Also, we define Residual function as follows:
By applying x in Equation (8) with the N collocation points which are roots of functions L N α , we have N equations that generates a set of N nonlinear equations; also, we have one boundary equation in Equation (9) . Now, all of these equations can be solved by Newton method for the unknown coefficients. Note that Equation (10) is always true; therefore, we do not need to apply this boundary condition.
Solving the Problem with Hermite Functions
To find the unknown coefficients a i 's, we substitute the truncated series ξ N f (x) into Equation (7). Also, we define Residual function of the form
By applying x in Equation (11) with the N collocation points which are roots of transformed Hermite function, we have N equations that generates a set of N nonlinear equations. Now, all of these equations can be solved by Newton method for the unknown coefficients.
Solving the Problem with Sinc Functions
For solving Thomas-Fermi problem with Sinc functions, we use ln(sinh(x)) to change the variable. Also, because of the boundary conditions, we set the following function:
and λ is constant. Finally, we can approximate f (x) as:
The collocation points are 
k,j + (
Performance Evaluation
The initial slope y (0) of the Thomas-Fermi equation is calculated by Kobayashi [81] as y (0) = −1.588071. Table 2 shows the approximations of y(x) and y (0) obtained by the present methods for N = 7, α = 1 and L = 0.675 in modified generalized Laguerre functions (MGLF), N = 15, k = 0.9 and λ = 1.588071 in Hermite functions (HF), and N = 11, h = 1, and λ = 0.77 in Sinc functions (SF) to those obtained by Liao [82] and Kobayashi [81] . Figures 5-7 show the resulting graph of Thomas-Fermi which tends to zero as x increases by boundary condition y(∞) = 0. They are compared with Liao's results that shown by square.
The Case of Heat Transfer Equations Arising in Porous Medium
Natural convective heat transfer in porous media has received considerable attention during the past few decades. This interest can be attributed due to its wide range of applications in ceramic processing, nuclear reactor cooling system, crude oil drilling, chemical reactor design, ground water pollution and filtration processes. External natural convection in a porous medium adjacent to heated bodies was analyzed by Nield and Bejan [28] [18] . In all of these analysis, it is assumed that boundary layer approximations are applicable and the coupled set of governing equations are solved by numerical methods. Also, [1, 40] worked on this problem. Parand [29] Compared two common collocation approaches based on radial basis functions for the case of heat transfer equations arising in porous medium.
In present study, we consider the problem of natural convection about an inverted heated cone embedded in a porous medium of infinite extent. No similarity solution exists for the truncated cone, but for the case of full cone similarity solutions exist if the prescribed wall temperature or surface heat flux is a power function of distance from the vertex of the inverted cone [5, 28, 43, 44] . Bejan and Khair [2] used Darcy's law to study the vertical natural convective flows driven by temperature and concentration gradients. Nakayama and Hossain [27] applied the integral method to obtain the heat and mass transfer by free convection from a vertical surface with constant wall temperature and concentration. Yih [48] examined the coupled heat and mass transfer by free convection over a truncated cone in porous media for variable wall temperature and variable heat and mass fluxes, Also he [49] applied the uniform transpiration effect on coupled heat and mass transfer in mixed convection about inclined surfaces in porous media for the entire regime. Cheng [3] uses an integral approach to study the heat and mass transfer by natural convection from truncated cones in porous media with variable wall temperature and [4] studies the Soret and Dufour effects on the boundary layer flow due to natural convection heat and mass transfer over a vertical cone in a porous medium saturated with Newtonian fluids with constant wall temperature. Natural convective mass transfer from upward-pointing vertical cones, embedded in saturated porous media, has been studied using the limiting diffusion [39] . The natural convection along an isothermal wavy cone embedded in a fluid-saturated porous medium are presented in [37, 38] . In [43, 44] fluid flow and heat transfer of vertical full cone embedded in porous media have been solved by Homotopy analysis method.
If we want to express the problem formulation of this model, we can consider an inverted cone with semi-angle γ and take axes in the manner indicated in Figure 7 (a). The boundary layer develops over the heated frustum x = x 0 . In terms of the stream function ψ defined by:
The boundary layer equations for natural convection of Darcian fluid about a cone are:
For a thin boundary layer, r is obtained approximately xsin(γ). Suppose that a power law of heat flux is prescribed on the frustum. Accordingly, the boundary conditions at infinity are:
and at the wall are
The surface heat flux q w is prescribed by
For the case of a full cone (x 0 = 0, Figure 7 (b)) a similarity solution exists. In the case of prescribed surface heat flux, we have:
where
is the local Rayleigh number for the case of prescribed surface heat flux. The governing equations become
Subjected to boundary conditions as:
Finally from Equations (14) and (15) we have:
It is of interest to obtain the value of the local Nusselt number which is defined as:
From Equations (17), (12) and (13) it follows that the local Nusselt number which is interest to obtain given by:
Solving the Problem with Modified Generalized Laguerre Functions
To apply modified generalized Laguerre collocation method to Equation (16) , at first we expand f (η) as follows: xxxxx xxxxx xxxxx to find the unknown coefficients a j 's, we substitute the truncated series f (η) into Equation (16) and boundary conditions in it. Also, we define Residual function of the form
By applying η in Equation (18) with the N collocation points which are roots of functions L N α , we have N equations that generates a set of N nonlinear equations; also, we have two boundary equations in Equation (19) . Now, all of these equations can be solved by Newton method for the unknown coefficients. We must mention Equation (20) is always true; therefore, we do not need to apply this boundary condition.
Solving the Problem with Hermite Functions
For solving this problem, we used 1 k ln(η) for changing variable. Also, because of boundary conditions, we set following function:
and β is constant. Finally, we have
To find the unknown coefficients a i 's, we substitute the truncated series ξ N f (x) into Equation (16) . Also, we define Residual function of the form
By applying η in Equation (21) with the N collocation points which are roots of transformed Hermite function, we have N equations that generates a set of N nonlinear equations. Now, all of these equations can be solved by Newton method for the unknown coefficients.
Solving the Problem with Sinc Functions
For solving Thomas-Fermi problem with Sinc functions, we use ln(η) to change the variable. Also, because of the boundary conditions, we set the following function:
and β is constant. Finally, we can approximate f (η) as:
The collocation points are η j = e jh , j = −N, . . . , +N, and the derivations of u N (x) are 
Performance Evaluation
In the following tables and figures we make a comparison between Runge-Kutta solution is obtained by the MATLAB software command ODE45 [44] with the obtained results of three presented method in this paper. The results for f (0) with the presented methods have been shown in Tables  3-5 
Conclusions
In the above discussion, we applied the collocation method to solve three nonlinear differential equations. An important concern of the collocation approach is the choice of basis functions. The basis functions have three different properties: easy computation, rapid convergence and completeness, which means that any solution can be presented to arbitrarily high accuracy by taking the truncation N to be sufficiently large. We used three set of orthogonal functions as the basis function in this method and compared the results. Although all functions lead to more accurate results, it seems that based on the problem, one of the orthogonal functions goes to the more accurate result quicker.
