We study the motion of the steady compressible heat conducting viscous fluid in a bounded three dimensional domain governed by the compressible Navier-StokesFourier system. Our main result is the existence of a weak solution to these equations for arbitrarily large data. A key element of the proof is a special approximation of the original system guaranteeing pointwise uniform boundedness of the density. Therefore the passage to the limit omits tedious technical tricks required by the standard theory. Basic estimates on the solutions are possible to obtain by a suitable choice of physically reasonable boundary conditions.
Introduction
We consider the following system of partial differential equations describing the steady flow of a compressible heat conducting Newtonian fluid in a bounded three dimensional domain Ω (1.1) div(̺v) = 0, Keywords. Steady compressible Navier-Stokes-Fourier equations, slip boundary conditions, weak solutions, large data is the pressure, F : Ω → R 3 is the external force , e(·, ·) :
, a given function, is the internal energy. The system (1.1)-(1.3) is known as the compressible Navier-Stokes-Fourier equations or the full Navier-Stokes system [6] .
We assume that the constitutive equation has the form (1.4) p(̺, θ) = a 1 ̺ γ + a 2 ̺θ, a 1 , a 2 > 0, i.e. the pressure has one part corresponding to the ideal fluid and a so called elastic part; for more information see e.g. [6] . Even though we could consider more general pressure laws, we restrict ourselves to this simple model to avoid unnecessary technicalities in the proof. The corresponding internal energy takes the form (1.5) e(̺, θ) = a 2 θ + a 1 ̺ γ−1 γ − 1 , see e.g. [6] or [1] . Note that in the full generality, the equation (1.3) should be replaced by the conservation of the total energy, instead of conservation of the internal energy only. For sufficiently regular class of solutions, including that we are going to construct, the balance of the kinetic energy is just a consequence of the momentum equation. We further simplify (1.3). As our solution will be such that ̺ ∈ L ∞ (Ω) and v ∈ W 1 p (Ω), p < ∞, we get due to the fact that div(̺v) = 0 in the weak sense (see [16] )
again in the weak sense. Thus we may write instead of (1.3) (we put a 1 = a 2 = 1) the energy equation in the form (1.6) div ̺θv − div κ(θ)∇θ = S(v) : ∇v − ̺θ div v.
The viscosity coefficients are for the sake of simplicity considered to be constant such that the conditions of the thermodynamical stability (1.7) µ > 0, λ + 2 3 µ > 0 are satisfied. Finally, the heat conductivity is assumed to be temperature dependent, i.e.
(1.8)
This fact is important for our study, we are not able to consider constant heat conductivity. Our domain Ω is sufficiently smooth, at least a C 2 domain. We supplement the system (1.1), (1.2) and (1.6) with the following boundary conditions at ∂Ω. For the velocity, we consider the slip boundary conditions (1.9) v · n = 0, τ k · (T (p, v)n) + f v · τ k = 0 at ∂Ω, where τ k , k = 1, 2 are two perpendicular tangent vectors to ∂Ω, n is the outer normal vector and T (p, v) = −pI +S(v) is the stress tensor. The slip coefficient f is non-negative (if f = 0 we assume additionally that Ω is not rotationally symmetric). Recall that f = 0 corresponds to the perfect slip while f → ∞ leads to the homogeneous Dirichlet boundary conditions. Concerning the temperature, we assume that (1.10) κ(θ) ∂θ ∂n + L(θ)(θ − θ 0 ) = 0 at ∂Ω, where θ 0 : ∂Ω → R + is a strictly positive sufficiently smooth given function, say θ 0 ∈ C 2 (∂Ω), 0 < θ * ≤ θ 0 ≤ θ * < ∞ with θ * , θ * ∈ R + and (1.11) L(θ) = a 4 (1 + θ l ), l ∈ R + 0 .
We must also add the prescribed mass of the gas (1.12)
The objective of this paper is to prove the existence of weak solutions to problem (1.1)-(1.12) for arbitrarily large data. Till now only partial results have been proved (see e.g. [2] , [9] , [14] , [15] ) and only known general theorems concern weak solutions to the evolutionary version of the system [6] . The main obstacle was to construct suitable a priori estimates. Due to properties of the boundary conditions (1.10) we are able to obtain a nontrivial energy bound for weak solutions, saving the thermodynamical structure of the system. In the case of the barotropic gas we do not meet such difficulties. The energy bound follows elementary from the momentum equation. Unfortunately, it is not the only difference. The standard methods introduced by P.L. Lions [9] do not work successfully for the heat conducting case. However, a generalization of the technique introduced in [11] , [17] gives us sufficient tools to solve the stated problem.
An approach to system (1.1)-(1.12) was considered in the book [9] , unfortunately, this result can be viewed as conditional only, since instead of (1.12) the author assumed artificially that weak solutions satisfy Ω ̺ p dx = M p for sufficiently large p. On the one hand, this condition is physically not acceptable, on the other hand, it simplifies considerably the mathematical analysis. Nevertheless, this result shows us what is the difference in techniques for the barotropic and heat conducting models.
Looking on results concerning the classical solutions for problems with small data, we realize that the heat conducting system has the same mathematical structure (difficulties) as the barotropic version of the model. Thus results from [2] , [15] are almost immediately transformed to the case of the system (1.1)-(1.12). For large data solutions the energy equation starts to play an important role, essentially changing the properties of the whole system.
The evolutionary case of the system (1.1)-(1.12), under general assumptions on the pressure law was considered in [8] and [7] ; however, the presented technique treats only the situation when the fluid is thermically isolated, i.e. ∂θ ∂n = 0 at the boundary. It guarantees immediately the energy bound for weak solutions, but considering the limit t → ∞, the only solution which can be obtained as the limit for large times (with time independent force) is the solution with constant temperature. This is connected to the fact that the model does not allow the heat transfer through the boundary and either the energy increases to infinity (non potential force) or the temperature approaches a constant value (potential force). Boundary condition (1.10) allows the heat transfer through the boundary, guaranteeing the balance of the total energy, and thus we are able to prove existence of solutions which are definitely nontrivial.
The main result of this paper is the following.
Then there exists a weak solution to (
The solution constructed by Theorem 1 is meant in the following sense.
at ∂Ω in the sense of traces and
(1.14)
The proof of Theorem 1 will be based on a special approximation procedure described in the next section which is the kernel of our method. This section includes also a priori estimates for the approximation. The structure of the approximative system gives us immediately the approximative density bounded uniformly in L ∞ , but we must prove refined L ∞ estimates to verify that the limit solves the original system (1.1)-(1.3). This idea has already been successfully applied in [11] and [17] in the case of barotropic flows.
The third section contains a detailed proof of existence to the approximative system. Here the main difficulty comes from the energy equation, since the required positiveness of the temperature does not follow immediately. In the next section we introduce an important quantity, the effective viscous flux and prove its main properties, i.e. the compactness. This feature allows to improve information about the convergence of the density, which is the basic/fundamental fact in the theory of the compressible Navier-Stokes equations. The last section describes the refined L ∞ estimates for the approximative density and the passage to the limit. Then we prove that the limit is indeed our sought solution in the meaning of Definition 1.
As the reader may easily check, our method works for slightly larger class of the pressure laws. It allows to consider e.g.
where p b (̺) is a strictly monotone function which behaves for large values as ̺ γ . The main steps of this generalization are similar to the barotropic case and can be found in [17] ; since our problem is technically enough complicated, we shall avoid such generalizations.
Our new result is closely related to the barotropic version of the system (1.1)-(1.12). Let us remind the state of the art in this theory. The steady compressible Navier-Stokes equations for arbitrarily large data were firstly successfully studied in the book [9] , where, in the case of p(̺) = ̺ γ the existence of renormalized weak solutions was shown for γ > 1 (N = 2) and γ ≥ (N = 3) for Dirichlet boundary conditions. For potential forces with a small non potential perturbation the existence was improved in [13] for γ > (N = 3). In the recent paper [5] the authors proved the existence in two space dimensions also for γ = 1. See also [3] , where the authors considered the three dimensional case and got existence for certain γ-s less than 5 3 , however, for periodic boundary conditions. P.L. Lions also considered the existence of solutions with locally bounded density: for the case of Dirichlet boundary conditions he was able to show their existence for γ > 1 (N = 2) and γ ≥ 3 (N = 3). Nevertheless, to prove Theorem 1 the above methods are not sufficient, thus we present our new approach for the heat conducting model.
Throughout the paper we use the standard notations for the Lebesgue, Sobolev, etc. spaces; generic constants are denoted by C and sequences ǫ → 0 always mean suitable chosen subsequences ǫ k → 0 + . For the sake of simplicity we put a 1 = a 2 = a 3 = a 4 = 1.
Approximation
This section contains one of the main difficulties in the proof of Theorem 1 -to find a good approximation of the problem (1.1)-(1.12) for which we are able to show existence and prove the corresponding a priori estimates. We present the approximative system as well as the proof of the fundamental a priori estimates. Next section deals then with the solvability of this system as well as with further a priori bounds.
Our approximative system will contain two parameters: a number ǫ > 0 and an auxiliary function K(·) defined by a number k > 0 as follows:
moreover we assume that K ′ (t) < 0 for t ∈ (k, k + 1), where k ∈ R + . In the last section we pass with ǫ → 0 + and we shall show that we may take k sufficiently large such that K(̺) ≡ 1 for our solution. The approximation of our problem (1.1)-(1.12) reads as follows
2) 3 can be reformulated in the following way being the modification of the entropy equation:
in Ω,
with the "entropy" s defined as follows
The distinguished entropy will allow to control the positiveness of the temperature, what does not seem to be elementary working directly with equation of type (2.2) 3 . This system is completed by the boundary conditions at ∂Ω (2.6)
A key element in the limit passage from the approximative problem to the original one is the energy estimate giving information independent of the choice of function K, i.e. of the choice of the positive constant k -see (2.1):
Lemma 1 Suppose solutions to (2.1)-(2.6) to be sufficiently smooth, i.e. ̺, v and θ
where the r.h.s. of (2.7) is independent of ǫ and k, s = ln θ and r = min{2,
Proof. The positiveness of the density and boundedness by k follow elementary from features of function K and the form of (2.2) 1 . The integration of this equation leads to the bound on the total mass. For details we refer to [11] . Let us prove the second part of (2.7) which is definitely more complicated. Multiply the approximative momentum equation (2.2) 2 by v and integrate it over Ω:
To find a good form of the last term of the l.h.s. of (2.8) we use the approximative continuity equation (2.2) 1 .
Thus the momentum equation gives the following inequality
Integrating the energy equation (2.2) 3 and employing the boundary condition (2.6) 1 we get
since the integration by parts gives the following identity
Summing up (2.9) and (2.10) we get
where s + and s − are the positive and negative parts of the entropy, respectively (s = s
We shall concentrate the attention on the first term of the r.h.s. of (2.11) . Note that the control of the negative part of entropy s is not immediate. We integrate the entropy equation (2.4) over Ω getting
Let us look closer at the last term in the l.h.s. of (2.13). We have (2.14)
and employing (2.2) 1 we get
The first term has a good sign, the second term has a good sign for ̺ ≤ 1, too, and for ̺ ≥ 1 is easily bounded by ǫh̺. Similarly, the last term can be controlled by the term ǫ Ω ̺ γ dx. The proof was rather formal, as we do not know whether ̺ > 0 in Ω. However, we may write K(̺)v · ∇(̺ + δ) in (2.12) with δ > 0 and find an analogue of (2.15) with ln(̺ + δ). Finally we pass with δ → 0 + and get precisely the same information as above. Next (2.16)
Considering the r.h.s. of (2.16), we have
Moreover, Ω −ǫ̺ ln θdx has a good sign for θ ≤ 1 and for θ > 1 (2.18)
The last term of (2.16) can be treated as follows (one part has again a good sign)
Then combining (2.13) with inequality (2.11) and with (2.15)-(2.19) we obtain (2.20)
where
Thus from the growth conditions we deduce the following "homogeneous" estimates:
To obtain a good information about integrability of the temperature we use the following Poincaré type inequality
which can be proved elementary. Then the imbedding theorem leads to the bound (2.21)
To simplify further calculations, we set l + 1 = m. Note that we may allow also different values of l, however, for the prize that the further calculations become more technical which we try to avoid. We return to (2.9). Hölder's inequality yields
The next step of our estimation is the bound on P b (̺) which is necessary to estimate the r.h.s. of (2.22). We just repeat the method for the barotropic case, but here we shall obtain an extra term related to the temperature.
Introduce Φ : Ω → R 3 defined as a solution to the following problem
The basic theory to the stationary Stokes system gives the existence of a vector field satisfying (2.23) with the following estimate for a solution to (2.23) (for another possible proof, using directly estimates of special solutions to system (2.23), see [16] )
. From the structure of P b (̺) and information that Ω ̺ ǫ dx ≤ M we easily get applying the interpolation inequality
for any δ > 0.
Multiplying the momentum equation (2.2) 2 by Φ, employing (2.22) and (2.24), we conclude after standard estimates of the r.h.s to (2.2) 2 (2.25)
recalling that 2γ > 6, we get a bound for the first integral in the r.h.s. of (2.25) (2.27)
Hence a suitable choice of δ in (2.27) simplifies (2.25) to
The last integral can be viewed by (2.26) in the form (2.29)
.
Within our estimation we concentrate on a precise specification of powers of norms. Then, due to our growth conditions we shall be able to construct the desired bound (2.7). The last integral in (2.29) can be treated as follows (we need m > 2 3 and m > 2γ
so (2.29) and (2.30) with the Hölder inequality imply
We have to estimate H; it holds
Using the interpolation between 1 and 2γ as above leads to the following bound (2.32)
Inserting this inequality to the r.h.s. of (2.31), recalling that m ≥ 1 4 and applying the standard Hölder inequality we obtain from (2.31) estimate on the density
As we can see later, the first term is the most restrictive. So by (2.32) and (2.33) we conclude (for m >
Hence we obtain from (2.21)
From (2.30) we easily see that
. Summing up inequalities (2.22), (2.34) and (2.36) we obtain the main bound on the norm of the velocity
The above bound implies the a priori bound (2.37)
provided suitable dependence between γ and m holds, which can be described by the sufficient condition (γ > 3)
Note that as we take γ near 3 then m > 4 and for γ = 4 we have m > 11 5 . Moreover, the above needed conditions m > are clearly less restrictive than (2.38).
Bound (2.37) implies immediately the a priori estimate (2.7), since it follows from (2.20) with (1.11), (2.28), (2.33)-(2.36), together with (3.7). 2
Existence for the approximative system
The aim of this section is to show that for any ǫ > 0 and k > 0 there is a solution to the approximative system (2.2)-(2.6). We prove 
where θ = e s , r = min{2,
} and the r.h.s. of (3.1) is independent of the parameter ǫ.
The proof of the existence to the approximative system (2.2) will follow from the standard application of the Leray-Schauder fixed point theorem. It will be split into several lemmas. First we consider the continuity equation. We denote for p ∈ [1, ∞]
We have
Lemma 2 Let q > 3. Then the operator
where ̺ is the solution to the following problem
In particular, the solution to (3.2) is unique. Moreover
Proof. It follows from [11] , Proposition 3.1 (there, the two dimensional case was considered). See also [16] .
2 Next, we define the operator
where (w, z) is the solution to the following system (3.4)
(1 + e ms )(ǫ + e s )∇z + ǫz = −L(e s )(e s − θ 0 ) at ∂Ω, where ̺ = S(w) is given by Lemma 2.
Our aim is to apply the Leray-Schauder fixed point theorem. Thus we need to verify that T is a continuous and compact mapping from
(Ω) and that all solutions satisfying 
First we easily have

Lemma 3 Let p > 3 and all assumptions of Theorem 2 be satisfied. Then T is a continuous and compact operator from
+||the r.h.s. of (3.4) 2 || Lp(Ω) + ||the r.h.s. of (3.4)
which guarantees us the uniqueness and the continuous dependence on the data. Moreover the r.h.s. of (3.4) is at most of the first order of sought functions. Thus this structure implies the compactness for the map T . 2 Next we consider a priori bounds for solutions to (3.5).
Lemma 4 All solutions to problem (3.5) in the class
where r = min{ 3m m+1
, 2}, θ = e z and the constant C(k) is independent of ǫ and t ∈ [0, 1].
Proof. We may basically repeat estimates of Lemma 1 from the previous section. However, on the one hand, we are in a simpler situation as we can use bounds which depend on k, i.e. on the L ∞ bound of the density (they may be proved analogously as in [11] ), on the other hand, we must control the behavior of all norms with respect to t.
Thus, repeating steps (2.8)-(2.13) for the case t = 1 (the corresponding terms are only multiplied by t) we finally get
where ̺ = S(w).
We may now repeat the arguments between (2.14)-(2.20) (all the corresponding terms are only multiplied by t) and we finally get
As 0 ≤ ̺ ≤ k, we easily get (the Poincaré inequality is just the same as in the previous section), after dividing by t (the case t = 0 is clear; recall also m = l + 1)
and from an analogue to (2.22) also in L 2 (Ω) we have also ∇θ bounded in the same space. For 1 < m < 2,
Finally, multiplying the approximative continuity equation by ̺ and integrating by parts we get
from where we deduce the bound for
To conclude, we verify the bound on (w,
We apply the bootstrap method to system (3.8)
where ̺ = S(w) given by Lemma 2. Note first that due to bounds from Lemma 4 we have
. Thus w is bounded in any L q (Ω), q < ∞ and the most restrictive term is ∇P (̺, e z ). As
, we deduce the bound
(Ω) ≤ C and consequently also ̺ W 2 3m (Ω) ≤ C. Note that the constant in the estimate for w is independent of ǫ.
Next, we rewrite equation (3.8) 2 as follows (3.9)
We multiply (3.9) 1 by Φ and integrate over Ω. It leads to
It is not difficult to realize that the most restrictive term on the r.h.s is e z K(̺)̺w · ∇z ∈ L 3m
m+1
(Ω), where Let us look at the boundary terms. Note that Φ(s) ∼ ǫs for s → −∞ and Φ ∼ e (m+1)s for s → +∞. Thus
Thus, the estimates above yield Φ W 1 2 (Ω) ≤ C with C independent of t which implies
Now, it is not difficult to verify that from (3.9) we get Φ W 2 p * (Ω) ≤ C with p * = min{ 3m 2
, 2} (thus e z ∇z ∈ L 2 (Ω) and ∇w ∈ L 3m (Ω)). In particular,
Thus from the approximative momentum equation we get (∇(̺θ) ∈ L q * (Ω)) the bound w W 2 q * (Ω) ≤ C and from the energy/entropy equation also
The imbedding theorem yields ∇z L∞(Ω) + ∇θ L∞(Ω) ≤ C which finally gives as above
This finishes the proof of Theorem 2.
Effective viscous flux
In this part we investigate the properties of the effective viscous flux. Estimates (3.1) from Theorem 2 guarantee us existence of a subsequence ǫ → 0 + such that (4.1)
Passing to the limit in the weak formulation of our problem we get
together with the boundary conditions (1.9)-(1.10). Recall that (4.2)-(4.4) is satisfied in the weak sense, similar to Definition 1.
In what follows we must carefully study the dependence of the a priori bounds on k. We have
Lemma 5
Under the assumptions of Theorems 1 and 2, we have
Proof. The bound on the density follows directly from Theorem 2. We therefore estimate the velocity. If we write (2.2) 2 in the form
we immediately see that
(Ω) .
Note that due to the bound of the temperature we cannot expect ǫ-independent estimate for q > 3m. The bounds on the density and temperature yield
Note that for m and γ satisfying assumptions of Theorem 1, γ 3m−2 3m > 1. It remains to estimate the convective terms (C.T.)
(Ω) . Using the fact that for 6 < q ≤ ∞
and for 2 < r < 3m
we end up with
Note that
2(m−1) 3m−2 < 1. Thus we may use the bound on ̺ ǫ and Young's inequality yields
As γ > 3, the lemma is proved. 2 Before using the above proved bounds, we show one useful result which in particular implies that the limit temperature is positive.
Lemma 6 There exists a subsequence {s ǫ } such that
Proof. Recall that from the energy bound we have the following information
Thus we are allowed to choose a subsequence s ǫ → s in L 2 (Ω). Recall also that θ ǫ = e sǫ and θ ǫ → θ strongly in L r (Ω), r < 3m. Hence by Vitali's theorem (for a subsequence, if necessary)
Thus θ > 0 a.e. in Ω as s > −∞ a.e. in Ω. 2 A crucial role in the proof of the strong convergence of the density is played by a quantity called the effective viscous flux. To define it, we need the Helmholtz decomposition of the velocity
where the divergence-free part of the velocity is given as a solution to the following elliptic problem
The potential part of the velocity is given by the solution to
The classical theory for elliptic equations gives us for 1
. The properties of the slip boundary condition enables us to state the following problem (4.9)
where χ k are curvatures related with directions τ k . For the proof of relations (4.9) 2,3 -see [10] or [12] . The structure of ω ǫ gives us a hint to consider it as a sum of three components (4.10)
ǫ , where they are determined by the following systems (4.11)
Lemma 7
For the vorticity ω ǫ written in the form (4.10) we have:
Proof.
First, let us consider ω 0 ǫ . Take α 0 any divergence-free extension of the boundary data to ω ǫ , e.g. in the form of a solution to the following Stokes problem (4.13)
at ∂Ω, α 0 · n = 0 at ∂Ω.
2 Note that we can prove that ω 2 ǫ Lr(Ω) = o(ǫ) for ǫ → 0 + for any r < 3m. As we do not need it and the proof of the rate is slightly more complicated, we skip it. Analogously we may consider the other inequality also for q < 2, with different powers of k.
(Ω) with the estimate
Thus we may transform the system for ω 0 ǫ to the form (4.14)
As the system for ω 0 ǫ has the same structure as that for ω 1 ǫ , we get (see [18] , [19] ):
and ||ω
Analyzing the form of H 1 we see that the only not elementary term is the convective one; so we obtain ||ω
Using interpolation inequalities as in Lemma 5 we prove that
Evidently, the estimate for ω 0 ǫ is less restrictive. Similarly, for ω 2 ǫ we have
where the sup is taken over all functions belonging to W 1 q (Ω) with 1/p + 1/q = 1. From the continuity equation we know that
(For q > 2 we have only ǫ ∇̺ ǫ Lq(Ω) ≤ C.) As q ≤ 2,
The lemma is proved. 2
We now introduce the fundamental quantity -the effective viscous flux -which is in fact the potential part of the momentum equation. Using the Helmholtz decomposition in the approximative momentum equation we have
We define (4.15)
and its limit version
Note that we are able to control integrals
The result of the lemma below gives the most important properties of the effective viscous flux, guaranteeing the compactness of {G ǫ } as well as the pointwise bound of the limit in term of the parameter k from definition (2.1).
Lemma 8
We have, up to a subsequence ǫ → 0 + :
and
γ+η ) for any η > 0.
Proof. The function G ǫ can be naturally decomposed as
Using Lemma 7 we see that
Next, using again Lemma 7 and calculations in its proof, we immediately see that (recall that
Thus we have, at least for a subsequence
and due to the definition, G 1 = G. Finally, choosing q = 3 +η in (4.19)
with η > 0, arbitrarily small ifη is so. This finishes the proof of Lemma 8. 2
Limit passage
In this section we apply the properties of the effective viscous flux shown in the previous part. First we prove a result characterizing the sequence of approximative densities.
Theorem 3 There exits a sufficiently large number
and for a subsequence ǫ → 0 + it holds
In particular it follows:
Proof. We define a smooth function M :
. We follow the method introduced in [11] . First we multiply the approximative continuity equation
Next, recalling definitions of G ǫ and M, we obtain
Thus the properties of M lead us to the following inequality
From the explicit form of the pressure function (2.3) we find
But by Lemma 8 -the inequality (4.18) -we are able to choose k 0 so large that for all k > k 0 we have (5.1), since γ > 3 and
. Hence we get
Now, let us fix δ > 0. Then there exists ǫ 0 > 0 such that for ǫ < ǫ 0
Having ǫ fixed, we consider the sequence {M l (̺ ǫ )I {̺ǫ>k−3} } l∈N , where I A is the characteristic function of a set A. We see that it monotonely pointwise converges to zero. Thus by the Lebesgue theorem we are able to find l = l(ǫ, δ) such that
From (5.3), (5.4) and (5.5) we obtain
As δ > 0 can be chosen arbitrarily small, Theorem 3 is proved. 2 Thanks to Theorem 3 we are prepared to present the main part of the proof, i.e. the pointwise convergence of the density. Proof. Due to Theorem 3 we are able to omit K(̺) in the limit equation. For details we refer to [11] -section 4, consideration for (4.16).
Examine the approximative continuity equation (2.2) 1 . We use as test function ln(̺ ǫ + δ) and passing with δ → 0 + we obtain (5.9) Applying (4.15) to (5.10), passing with ǫ → 0, then by the strong convergence of G ǫ -see (4.17) -we conclude that G̺ = G̺, so the first relation in (5.7) is proved.
Next we consider the limit to the continuity equation, i.e. div(̺v) = 0. Testing it by ln ̺ with an application of Friedrich's lemma to have possibility to use test functions with lower regularity we obtain (for details see [11] )
The definition of G -(4.16) -shows the second part of (5.7).
Due to elementary properties of weak limits we get ̺P (̺, θ) ≤ P (̺, θ)̺ a.e. in Ω, but (5.7) implies Ω (P (̺, θ)̺ − P (̺, θ) ̺)dx ≤ 0, hence ̺P (̺, θ) = P (̺, θ)̺ a.e.,
i.e. ̺ γ+1 + ̺ 2 θ = ̺ γ ̺ + ̺ 2 θ a.e.
However, ̺ γ+1 ≥ ̺ γ ̺ and ̺ 2 θ ≥ ̺ 2 θ, so ̺ γ+1 = ̺ γ ̺ a.e. and ̺ 2 θ = ̺ 2 θ a.e.
By Lemma 6 the temperature θ > 0 a.e., we conclude ̺ 2 = ̺ 2 and for a suitably taken subsequence (5.11) lim
Thus the limit (5.11) implies ̺ ǫ → ̺ strongly in L 2 (Ω) and by the pointwise boundedness of ̺ ǫ and ̺ we conclude (5.8). 2 Next, we would like to study the limit of the energy equation. The first observation concerns the velocity, we obtain the strong convergence of its gradient.
Recall that from Theorem 3 and due to the strong convergence of the temperature it follows P (̺ ǫ , θ ǫ ) → p(̺, θ) strongly in L 2 (Ω), hence (4.17) implies
Additionally we already proved that (5.13) rot v ǫ → rot v strongly in L 2 (Ω), since we observed that the vorticity can be written as sum of two parts, one bounded in W 1 q (Ω) and the other one going strongly to zero in L 2 (Ω). The regularity of systems (4.7) and (4.8) and convergences (5.12) and (5.13) imply immediately that v ǫ → v strongly in H 1 (Ω).
In particular, we get (5.14) S(v ǫ ) : ∇v ǫ → S(v) : ∇v strongly at least in L 1 (Ω).
This fact will be crucial in considerations for the limit of the energy equation. Recall that (5.15)
Consider the weak form of (2.2) 3 . For a smooth function φ we have In (5.17) we essentially used the strong convergence of the density.
To control the behavior of the boundary term we note that due to (5.15) 4 we see that θ ǫ | ∂Ω → θ| ∂Ω strongly in L l+1 (∂Ω). Thus recalling (5.14) we get at the limit To conclude, note that we may show that the limit functions θ and v belong to W (1 + t m )dt, similarly as in Section 3, formula (3.10). Thus from (5.18) we immediately see that θ ∈ L ∞ (Ω) and v ∈ W 1 p (Ω) for any p < ∞. Using this fact once more in the energy equation, we observe that θ ∈ W 1 p (Ω), p < ∞. Theorem 1 is proved.
