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Abstract
This paper presents compact notations for concentration inequalities and convenient results to stream-
line probabilistic analysis. The new expressions describe the typical sizes and tails of random variables, al-
lowing for simple operations without heavy use of inessential constants. They bridge classical asymptotic
notations and modern non-asymptotic tail bounds together. Examples of different kinds demonstrate
their efficacy.
Keywords: Concentration inequalities, constants, suprema, uniform convergence.
1 Introduction
Concentration inequalities (Boucheron et al., 2013; Vershynin, 2012; Tropp, 2012) have become the bread and
butter of researchers on theoretical computer science, statistics, information theory, machine learning, signal
processing and related fields. They provide non-asymptotic tail bounds for random quantities that facilitate
finite-sample analysis of high dimensional problems. Unfortunately, they often contain plenty of constants
that make their statements nasty. Some constants have to be large in order to make the results hold for finite
samples. Some constants are caused by translations between different but essentially equivalent definitions of
sub-Gaussianity or similar properties. Things become more daunting when we operate with more than one
random variables and random events that are controlled by different concentration inequalities. The exact
value of the aforementioned constants are not essential at all; what really matters are the typical sizes and tail
decay of the random variables under investigation. While classical asymptotic notations such as OP and oP
(Van der Vaart, 2000) are able to describe typical sizes with few unwanted constants, they say nothing about
tail behaviors and are thus not capable of handling a huge collection of random variables simultaneously.
To make matters worse, some variants that have appeared in the literature may cause confusions, see the
discussions in Janson (2011).
We propose some compact notations for concentration inequalities to resolve this dilemma and develop
handy tools to make probabilistic analysis quick and clean. Borrowing strength from both non-asymptotic
and asymptotic characterizations, our key notation OP(·; ·) has two arguments that correspond to sizes and
tails of random variables. It easily converts to non-asymptotic tail bounds, admits simple operations and
helps avoid repeated definitions of unspecified constants during proofs. Uniform control over a collection of
random variables is also discussed. Examples throughout the paper illustrate the efficacy of new notations
and results.
The rest of the paper is organized as follows. Section 2 defines basic notations and proves simple rules
for elementary operations. Section 3 expresses common results in the new language. Section 4 presents
advanced notations and results for uniform control. Section 5 concludes the paper with an example of
uniform convergence in statistical learning.
∗Department of Operations Research and Financial Engineering, Princeton University, Princeton, NJ 08544, USA; Email:
kaizheng@princeton.edu.
1
ar
X
iv
:1
91
2.
13
46
3v
1 
 [m
ath
.ST
]  
31
 D
ec
 20
19
Notations
For any real numbers a, b ∈ R, let a ∨ b = max{a, b} and a ∧ b = min{a, b}. The notation log refers to
the natural logarithm. For n ∈ Z+, Rn denotes the n-dimensional Euclidean space; Sn−1 is the unit sphere
therein; and [n] = {1, 2, · · · , n}. Ck(Rn) is the family of real-valued functions on Rn whose derivatives up to
the k-th order are all continuous. For any x = (x1, · · · , xn)> ∈ Rn and p ≥ 1, define ‖x‖p = (
∑n
i=1 |xi|p)1/p.
For any matrix A ∈ Rn×m, the matrix spectral norm is ‖A‖2 = max‖x‖2=1 ‖Ax‖2. For nonnegative
{an}∞n=1 and {bn}∞n=1, an . bn means an ≤ cbn, ∀n for some constant c > 0. For any random variable
X, define ‖X‖ψα = supp≥1 p−1/αE1/p|X|p for α ≥ 1. For any random vector X ∈ Rn, let ‖X‖ψ2 =
supu∈Sn−1 ‖u>X‖ψ2 .
2 Basic notations and operations
Definition 1 (TheOP notation). Let {Xn}∞n=1, {Yn}∞n=1 be two sequences of random variables and {rn}∞n=1 ⊆
(0,+∞) be deterministic. We write
Xn = OP(Yn; rn)
if there exist universal constants (C1, C2, N) ∈ (0,+∞)3 and a non-decreasing function f : [C2,+∞) →
(0,+∞) satisfying limx→+∞ f(x) = +∞, such that
P(|Xn| ≥ t|Yn|) ≤ C1e−rnf(t), ∀ n ≥ N, t ≥ C2. (1)
The OP(·; ·) notation is an abstraction of concentration inequalities, which usually have the form in (1).
The two arguments in OP(·; ·) are called the size and tail arguments. It is worth pointing out that the
size argument can be random. This allows for stochastic dominance and facilitates probabilistic analysis.
Motivated by (1), we may also consider more refined characterizations of the tail behavior and define notations
like Xn = OP(Yn; rn, f). However, as we will see from the examples later, the existing one already suffices
in many applications. Below we show some equivalent definitions.
Fact 1. The followings are equivalent:
1. Xn = OP(Yn; rn);
2. There exist constants C1 > 0 and N > 0 such that
∀C > 0, ∃C ′ > 0, s.t. P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ N.
In addition, if P(Yn = 0) = 0 for all n, then the conditions above are equivalent to the following: there exists
a constant C1 > 0 such that
∀C > 0, ∃C ′ > 0, s.t. P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ 1.
Proof. The equivalence between conditions 1 and 2 is obvious. Suppose that P(Yn = 0) = 0 for all n, and
condition 2 holds with constants C1 > 0 and N > 0. For any C > 0 we can find C ′0 > 0 such that
P(|Xn| ≥ C ′0|Yn|) ≤ C1e−Crn , ∀ n ≥ N.
When 1 ≤ n < N , there exists C ′n > 0 such that P(|Xn|/|Yn| ≥ C ′n) ≤ C1e−Crn . Then C ′ = max0≤n<N C ′n
satisfies
P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ 1.
This finishes the proof.
We also introduce a weaker notion of tail bounds.
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Definition 2 (The OˆP notation). Let {Xn}∞n=1, {Yn}∞n=1 be two sequences of random variables and {rn}∞n=1 ⊆
(0,+∞) be deterministic. We write
Xn = OˆP(Yn; rn)
if there exist universal constants (C1, C2, N) ∈ (0,+∞)3, a non-decreasing function f : [C2,+∞)→ (0,+∞)
satisfying limx→+∞ f(x) = +∞, and a positive deterministic sequence {Rn}∞n=1 tending to infinity such that
P(|Xn| ≥ t|Yn|) ≤ C1e−rnf(t), ∀ n ≥ N, C2 ≤ t ≤ Rn. (2)
Fact 2. The followings are equivalent:
1. Xn = OˆP(Yn; rn);
2. There exists a constant C1 > 0 such that
∀C > 0, ∃C ′ > 0 and N > 0, s.t. P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ N.
Proof. The proof is straightforward and thus omitted.
Fact 3. Xn = OP(Yn; rn) always implies Xn = OˆP(Yn; rn). When P(Yn = 0) = 0 for all n, Xn = OP(Yn; rn)
and Xn = OˆP(Yn; rn) are equivalent.
Proof. It is obviously true that Xn = OP(Yn; rn) always implies Xn = OˆP(Yn; rn). Now we prove the other
direction under the additional assumption P(Yn = 0) = 0 for all n. When Xn = OˆP(Yn; rn), Fact 2 asserts
the existence of a constant C1 > 0 such that
∀C > 0, ∃C ′0 > 0 and N > 0, s.t. P(|Xn| ≥ C ′0|Yn|) ≤ C1e−Crn , ∀ n ≥ N.
For any n < N , there exists C ′n > 0 such that P(|Xn|/|Yn| ≥ C ′n) ≤ C1e−Crn . Then C ′ = max0≤n<N C ′n
satisfies
P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ 1.
According to Fact 1, this implies Xn = OP(Yn; rn).
Now we relate the new notations to a classical one.
Definition 3 (The classical OP notation (Van der Vaart, 2000)). Let {Xn}∞n=1 and {Yn}∞n=1 be two sequences
of random variables. We write
1. Xn = OP(1) if
∀ε > 0, ∃M > 0, s.t. P(|Xn| ≥M) ≤ ε, ∀n ≥ 1;
2. Xn = OP(Yn) if Xn = YnZn for some Zn = OP(1).
Fact 4. If P(Yn = 0) = 0 for all n, then Xn = OP(Yn; 1), Xn = OˆP(Yn; 1) and Xn = OP(Yn) are all
equivalent.
The new notations OP(·; ·) and OˆP(·; ·) characterize the sizes and tails of random variables. Just
like the equivalence between OP(1) and tightness (Van der Vaart, 2000), OP(1; rn) and OˆP(1; rn) are
related to the exponential tightness in large deviation theory (Dembo and Zeitouni, 2011). In the expression
Xn = OP(Yn; rn), the relation between Yn and rn is determined by properties of Xn. Smaller Yn (in absolute
value) comes with smaller rn and thus larger exceptional probability.
Example 1. Let {Zi}∞i=1 be i.i.d. N(0, 1) random variables and Xn = 1n
∑n
i=1 Zi. We have Xn ∼ N(0, 1/
√
n).
A Hoeffding-type inequality (Vershynin, 2012, Proposition 5.10) asserts the existence of a constant c > 0
such that
P(|Xn| > t
√
rn/n) ≤ e · e−c(t
√
rn/n)
2
= e · e−crnt2 , ∀n ≥ 0, rn ≥ 0, t ≥ 0.
Hence Xn = OP(
√
rn/n; rn) for any rn > 0. At different resolutions we get different rates of tail decay.
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In addition to OP, we can also extend other classical notations.
Definition 4. Let {Xn}∞n=1, {Yn}∞n=1 be two sequences of random variables, Yn ≥ 0 for all n, and {rn}∞n=1 ⊆
(0,+∞) be deterministic. We write
Xn = ΩP(Yn; rn)
if there exist universal constants (C1, C2, N) ∈ (0,+∞)3 and a non-increasing function f : (0, C2]→ (0,+∞)
satisfying limx→0 f(0) = +∞, such that
P(Xn ≤ tYn) ≤ C1e−rnf(t), ∀ n ≥ N, 0 < t ≤ C2.
Definition 5. We write
1. Xn = oP(Yn; rn) if Xn = OP(wnYn; rn) holds for some nonnegative deterministic sequence {wn}∞n=1
tending to zero;
2. Xn = oˆP(Yn; rn) if Xn = OˆP(wnYn; rn) holds for some nonnegative deterministic sequence {wn}∞n=1
tending to zero;
3. Xn = ωP(Yn; rn) if Xn = ΩP(wnYn; rn) holds for some nonnegative deterministic sequence {wn}∞n=1
tending to infinity;
4. Xn = ΘP(Yn; rn) if Xn = OP(Yn; rn) and Xn = ΩP(Yn; rn).
We conclude this section with some handy results. The proofs of Lemmas 1 and 2 are straightforward
and thus omitted.
Lemma 1 (Addition and multiplication). If Xn = OˆP(Yn; rn) and Wn = OˆP(Zn; sn), then
Xn +Wn = OˆP(|Yn|+ |Zn|; rn ∧ sn),
XnWn = OˆP(YnZn; rn ∧ sn).
Lemma 2 (Transforms). We have the followings:
1. if Xn = OˆP(Yn; rn), then |Xn|α = OˆP(|Yn|α; rn) for any α > 0;
2. if Xn = oˆP(1; rn), then f(Xn) = oˆP(1; rn) for any f : R→ R that is continuous at 0.
Lemma 3 (Truncation). If Xˆn = OˆP(Yn; rn) and limn→∞ r−1n logP(|Xn| ≥ |Xˆn|) = −∞, then
Xn = OˆP(Yn; rn).
Proof. When Xˆn = OˆP(Yn; rn), Fact 2 asserts the existence of a constant C1 > 0 such that
∀C > 0, ∃C ′ > 0 and N > 0, s.t. P(|Xˆn| ≥ C ′|Yn|) ≤ C1e−Crn , ∀ n ≥ N.
Fix C > 0 and find C ′ > 0, N > 0 to make the inequality above holds. Then
P(|Xn| ≥ C ′|Yn|) = P(|Xn| ≥ C ′|Yn|, |Xn| < |Xˆn|) + P(|Xn| ≥ C ′|Yn|, |Xn| ≥ |Xˆn|)
≤ P(|Xˆn| ≥ C ′|Yn|) + P(|Xn| ≥ |Xˆn|)
≤ C1e−Crn + P(|Xn| ≥ |Xˆn|), ∀ n ≥ N.
Since limn→∞ r−1n logP(|Xn| ≥ |Xˆn|) = −∞, there exists N ′ > 0 such that P(|Xn| ≥ |Xˆn|) ≤ e−Crn for all
n ≥ N ′. As a result,
P(|Xn| ≥ C ′|Yn|) ≤ C1e−Crn + e−Crn = (C1 + 1)e−Crn , ∀ n ≥ N ∨N ′.
This proves Xn = OˆP(Yn; rn).
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3 Basic examples
In this section, we express common results in the new language. They will serve as building blocks of our
advanced examples. For the sake of brevity, we focus on the most important notation OP(·; ·).
Example 2 (From moments to tails). If E1/rn |Xn|rn ≤ Yn, then Xn = OP(Yn; rn) for any rn > 0.
Proof. By Markov’s inequality,
P(|Xn| ≥ tYn) = P[|Xn|rn ≥ (tYn)rn ] ≤ E|Xn|
rn
(tYn)rn
≤ 1/trn = e−rn log t, ∀t > 0.
Example 3 (`p norms of random vectors). Suppose that for any n ∈ Z+, rn > 0 and Xn ∈ Rn is a random
vector with maxi∈[n] E1/rn |Xni|rn ≤ Yn. Then
1. ‖Xn‖rn = OP(n1/rnYn; rn);
2. ‖Xn‖∞ = OP(Yn; rn) as long as rn & log n.
Proof. By direct calculation,
E‖Xn‖rnrn =
n∑
i=1
E|Xni|rn ≤
n∑
i=1
Y rnn = nY
rn
n .
Then E1/rn‖Xn‖rnrn ≤ n1/rnYn, from where Example 2 leads to ‖Xn‖rn = OP(n1/rnYn; rn). Given the
elementary fact below, the tail bounds for `p norms readily yields `∞ results.
Fact 5. If n ∈ Z+, c > 0 and p > c log n, then n1/p < e1/c and
‖x‖∞ ≤ ‖x‖p ≤ e1/c‖x‖∞, ∀x ∈ Rn.
Example 4 (Tail bounds via ‖ · ‖ψα). Let α ≥ 1. If rn ≥ 1 and ‖Xn‖ψα ≤ 1 for all n, then Xn =
OP(r
1/α
n ; rn).
Proof. The desired result follows from r−1/αn E1/rn |Xn|rn ≤ ‖Xn‖ψα ≤ 1 and Example 2.
Example 5 (`p norms via ‖ · ‖ψα). Let α ≥ 1. Suppose that for any n ∈ Z+, rn ≥ 1, Xn ∈ Rn is a random
vector and maxi∈[n] ‖Xni‖ψα ≤ 1. Then
1. ‖Xn‖rn = OP(n1/rnr1/αn ; rn);
2. ‖Xn‖∞ = OP(r1/αn ; rn) when rn & log n.
Proof. The desired result follows from r−1/αn E1/rn |Xni|rn ≤ ‖Xni‖ψα ≤ 1 and Example 3.
Example 6 (`2 norms of sub-Gaussian vectors). Suppose that for any n ∈ Z+, Xn ∈ Rdn is a random
vector with EXn = 0 and ‖Xn‖ψ2 ≤ 1. Then ‖Xn‖2 = OP(
√
rn; rn) for any rn & dn.
Proof. By Theorem 2.1 in Hsu et al. (2012), there exists a constant c > 0 such that
P[‖Xn‖22 > c(dn + 2
√
dnt+ 2t)] ≤ e−t, ∀t > 0.
Then the claim is clearly true.
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Example 7 (Concentration of the sample mean). Let α ∈ {1, 2}, {Xni}n∈Z+, i∈[n] be an array of random
variables where for any n, {Xni}ni=1 are independent and maxi∈[n] ‖Xni‖ψα ≤ 1. Define X¯n = 1n
∑n
i=1Xni.
For any rn > 0, we have
X¯n − EX¯n =
{
OP(
√
rn/n; rn ∧ n), if α = 1
OP(
√
rn/n; rn), if α = 2
.
Proof. When α = 1, a Bernstein-type inequality (Vershynin, 2012, Proposition 5.16) asserts the existence of
an absolute constant c > 0 such that
P(|X¯n − EX¯n| ≥ t) ≤ 2e−cn(t2∧t), ∀n ≥ 1, t ≥ 0.
When t = s
√
rn/n with s ≥ 1, we have nt = s√nrn ≥ s(rn ∧ n) and nt2 = s2rn ≥ s(rn ∧ n). Hence
P(|X¯n − EX¯n| ≥ s
√
rn/n) ≤ 2e−c(rn∧n)s, ∀n ≥ 1, s ≥ 1,
and X¯n − EX¯n = OP(
√
rn/n; rn ∧ n).
When α = 2, a Hoeffding-type inequality (Vershynin, 2012, Proposition 5.10) asserts the existence of an
absolute constant c > 0 such that
P(|X¯n − EX¯n| ≥ t) ≤ e · e−ct2 , ∀n ≥ 1, t ≥ 0.
Hence
P(|X¯n − EX¯n| ≥ s
√
rn/n) ≤ e · e−crns2 , ∀n ≥ 1, s ≥ 0,
and X¯n − EX¯n = OP(
√
rn/n; rn).
4 Uniform tail bounds for a collection of random variables
In this section we present notations and useful results for uniform control over a family of random variables,
which is of crucial importance in many applications.
Definition 6. Let {Λn}∞n=1 be a sequence of finite index sets. For any n ≥ 1, {Xnλ}λ∈Λn , {Ynλ}λ∈Λn are
two collections of random variables; {rnλ}λ∈Λn ⊆ (0,+∞) are deterministic. We write
{Xnλ}λ∈Λn = OP({Ynλ}λ∈Λn ; {rnλ}λ∈Λn) (3)
if there exist universal constants (C1, C2, N) ∈ (0,+∞)3 and a non-decreasing function f : [C2,+∞) →
(0,+∞) satisfying limx→+∞ f(x) = +∞, such that
P(|Xnλ| ≥ t|Ynλ|) ≤ C1e−rnλf(t), ∀n ≥ N, λ ∈ Λn, t ≥ C2.
When Ynλ = Yn and/or rnλ = rn for all n and λ, we may replace {Ynλ}λ∈Λn and/or {rnλ}λ∈Λn in (3) by
Yn and/or rn for simplicity.
In a similar manner, we can also define uniform versions of oP(·; ·) and others. When we have a uniform
tail bound and the index set is not exceedingly large, the lemma below states that the maximum still satisfies
the same tail bound.
Lemma 4 (Suprema over finite index sets). If {Xnλ}λ∈Λn = OP({Ynλ}λ∈Λn ; rn) and log |Λn| . rn, then
max
λ∈Λn
|Xnλ| = OP
(
max
λ∈Λn
|Ynλ|; rn
)
.
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Proof. By definition, we can find universal constants (C1, C2, N) ∈ (0,+∞)3 and a non-decreasing function
f : [C2,+∞) with limx→+∞ f(x) = +∞, such that
P(|Xnλ| ≥ t|Ynλ|) ≤ C1e−rnf(t), ∀n ≥ N, λ ∈ Λn, t ≥ C2.
By union bounds,
P
(
max
λ∈Λn
|Xnλ| ≥ t max
λ∈Λn
|Ynλ|
)
≤
∑
λ∈Λn
P(|Xnλ| ≥ t|Ynλ|) ≤ |Λn|C1e−rnf(t) = C1e−rn[f(t)−r−1n log |Λn|].
Then the result becomes obvious given log |Λn| . rn.
Remark 1 (`∞ bounds revisited). When proving the `∞ bounds in Example 3, we resorted to the rn-th
moments with rn & log n and then applied `p results with p = rn. Here Lemma 4 leads to a more direct
proof.
Based on Lemma 4, it is straightforward to use covering arguments to control the suprema of certain
stochastic processes with continuous index sets.
Definition 7. Let (S, ρ) be a metric space and ε > 0. N ⊆ S is said to be an ε-net of S if for any x ∈ S
there exists y ∈ N such that ρ(x,y) ≤ ε.
Theorem 1 (Suprema). Suppose that for any n ∈ Z+, (Sn, ρn) is a metric space and Nn is a finite subset
of Sn; {Xn(u)}u∈Sn is a collection of random variables; Yn, Mn and Zn are random variables; rn, sn and
εn are positive and deterministic. If
1. {Xn(u)}u∈Nn = OP(Yn; rn);
2. Nn is an εn-net of Sn and log |Nn| . rn;
3. Mn = OP(Zn; sn); for any n ≥ 1 and (u, v) ∈ Sn × Sn,
|Xn(u)−Xn(v)| ≤
(
1
2εn
sup
w∈Sn
|Xn(w)|+Mn
)
ρn(u, v), a.s.; (4)
then
sup
u∈Sn
|Xn(u)| = OP(|Yn|+ εn|Zn|; rn ∧ sn).
The tail bound for the supremum in Theorem 1 is affected by concentration of individual random variables,
fineness of the covering, as well as smoothness of the stochastic process. In many applications we may directly
find some theoretically tractable random variable Mn dominating the Lipschitz constant of the process, i.e.
|Xn(u)−Xn(v)| ≤Mnρn(u, v), ∀n ∈ Z+, u ∈ Sn, v ∈ Sn.
In addition, some stochastic processes exhibit certain “self-bounding” properties. For instance, if An ∈ Rn×n
is a symmetric random matrix and Xn(u) = u>Anu for u ∈ Sn−1, then
|Xn(u)−Xn(v)| = |(u+ v)>An(u− v)| ≤ ‖u+ v‖2‖An‖2‖u− v‖2 ≤ 2 sup
u∈Sn−1
|Xn(u)| · ‖u− v‖2. (5)
When εn ≤ 1/4, (4) holds with Mn = 0. Similar self-bounding properties have been studied in the literature
of concentration inequalities (Boucheron et al., 2000). For the sake of generality, the upper bound in (4)
includes both Mn and the supremum itself. The proof of Theorem 2 in Section 5 justifies its applicability.
Proof. In view of Lemma 4, we have maxu∈Nn |Xn(u)| = OP(Yn; rn). Define two events for t ≥ 0:
Ant =
{
max
u∈Nn
|Xn(u)| < t|Yn|
}
and Bnt = {|Mn| < t|Zn|}.
7
We can find universal constants (C1, C2, N) ∈ (0,+∞)3 and a non-decreasing function f : [C2,+∞) with
limx→+∞ f(x) = +∞, such that
P(Acnt) ≤ C1e−rnf(t) and P(Bcnt) ≤ C1e−snf(t), ∀n ≥ N, t ≥ C2.
Thanks to the εn-net property of Nn and the Lipschitz property of Xn(·), on the event Ant ∩ Bnt we have
sup
u∈Sn
|Xn(u)| ≤ max
u∈Nn
|Xn(u)|+
(
1
2εn
sup
u∈Sn
|Xn(u)|+Mn
)
εn < tYn +
1
2
sup
u∈Sn
|Xn(u)|+ tεn|Zn|.
and thus supu∈Sn |Xn(u)| < 2t(|Yn|+ εn|Zn|). The proof is then finished by
P
(
sup
u∈Sn
|Xn(u)| ≥ 2t(|Yn|+ εn|Zn|)
)
≤ P(Acnt) + P(Bcnt) ≤ 2C1e−(rn∧sn)[f(t)∧g(t)], ∀n ≥ N, t ≥ C2.
5 Example: uniform convergence of empirical gradients
In this section we use an example in statistical learning to illustrate how our new expressions and results
make derivations quick and clean.
Let ` ∈ C2(R), |`′(0)| ≤ 1 and supx∈R |`′′(x)| ≤ 1. Suppose that for any n ∈ Z+, {Xni}ni=1 are
independent random vectors in Rdn and maxi∈[n] ‖Xni‖ψ2 ≤ 1. Define
Lˆn(θ) =
1
n
n∑
i=1
`(θ>Xni)
and Ln(θ) = ELˆn(θ). We have Lˆn ∈ C2(Rdn),
∇Lˆn(θ) = 1
n
n∑
i=1
Xni`
′(θ>Xni),
∇2Lˆn(θ) = 1
n
n∑
i=1
XniX
>
ni`
′′(θ>Xni).
Such loss functions arise in many applications including generalized linear models, projection pursuit,
neural networks, etc. We will show that when R > 0 is a constant and n ≥ Cdn for some sufficiently large
constant C, there exist positive constants C1, C2, and N such that
P
(
sup
‖θ‖2≤R
‖∇Lˆn(θ)−∇Ln(θ)‖2 ≥ C1
√
dn log(n/dn)
n
)
≤ C2
(
dn
n
)dn
, ∀n ≥ N.
To begin with, we derive a crude bound on the smoothness of ∇Lˆn −∇Ln.
Lemma 5. If dn . n, then
sup
θ∈Rdn
‖∇2Lˆn(θ)‖2 + sup
θ∈Rdn
‖∇2Ln(θ)‖2 = OP(1; n).
Proof. Define Xn(u) = 1n
∑n
i=1(u
>Xni)2 for u ∈ Sd−1. It is easily seen from |`′′| ≤ 1 that
‖∇2Lˆn(θ)‖2 = sup
u∈Sdn−1
|u>∇2Lˆn(θ)u| = sup
u∈Sdn−1
∣∣∣∣ 1n
n∑
i=1
(u>Xni)2`′′(θ>Xni)
∣∣∣∣ ≤ sup
u∈Sdn−1
Xn(u),
and similarly, ‖∇2Ln(θ)‖2 ≤ supu∈Sdn−1 EXn(u).
When u ∈ Sd−1, 2−1/2E1/2(u>Xni)2 ≤ ‖u>Xni‖ψ2 ≤ ‖Xni‖ψ2 ≤ 1. Hence
sup
u∈Sdn−1
EXn(u) = sup
u∈Sdn−1
1
n
n∑
i=1
E(u>Xni)2 ≤ 2. (6)
Below we use Theorem 1 to show that supu∈Sdn−1 Xn(u) = OP(1; n).
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1. Since ‖(u>Xni)2‖ψ1 . ‖u>Xni‖2ψ2 ≤ 1, Example 7 forces
{Xn(u)− EXn(u)}u∈Sdn−1 = OP(1; n).
Then (6) leads to {Xn(u)}u∈Sdn−1 = OP(1; n).
2. Let εn = 1/4. According to Lemma 5.2 in Vershynin (2012), there is an εn-net Nn of Sdn−1 with cardinality
at most (1 + 2/εn)dn . Then log |Nn| = dn log 9 . n.
3. Similar to (5), we have
|Xn(u)−Xn(v)| ≤ 1
2εn
sup
w∈Sdn−1
|Xn(w)| · ‖u− v‖2, ∀u ∈ Sdn−1, v ∈ Sdn−1.
Based on all these, Theorem 1 asserts that supu∈Sdn−1 Xn(u) = OP(1; n).
Now we are ready to prove the main result.
Theorem 2. For any constant R > 0, there exists a constant C > 0 such that when n ≥ Cdn for all n,
sup
‖θ‖2≤R
‖∇Lˆn(θ)−∇Ln(θ)‖2 = OP
(√
dn log(n/dn)
n
; dn log
(
n
dn
))
.
Proof. Define
Xn(θ,u) = 〈∇Lˆn(θ)−∇Ln(θ),u〉, ∀θ ∈ Rdn , u ∈ Sdn−1,
Sn = {x ∈ Rdn : ‖x‖2 ≤ R} × Sdn−1,
ρn((θ,u), (ξ,v)) = (‖θ − ξ‖22 + ‖u− v‖22)1/2, ∀(θ,u) ∈ Sn, (ξ,v) ∈ Sn,
and rn = dn log(n/dn). Note that
sup
‖θ‖2≤R
‖∇Lˆn(θ)−∇Ln(θ)‖2 = sup
‖θ‖2≤R
sup
u∈Sdn−1
〈∇Lˆn(θ)−∇Ln(θ),u〉 = sup
(θ,u)∈Sn
|Xn(θ,u)|.
We will invoke Theorem 1 to bound the supremum.
1. For any (θ,u) ∈ Sn, we have
Xn(θ,u) = 〈∇Lˆn(θ)−∇Ln(θ),u〉 = 1
n
n∑
i=1
(u>Xni)`′(θ>Xni)− E[(u>Xni)`′(θ>Xni)].
Since |`′(0)| ≤ 1 and `′ is 1-Lipschitz, we have |`′(x)| ≤ 1 + |x|, ∀x and
‖(u>Xni)`′(θ>Xni)‖ψ1 ≤ ‖u>Xni‖ψ1 + ‖|u>Xni| · |θ>Xni|‖ψ1
. ‖u>Xni‖ψ2 + ‖u>Xni‖ψ2‖θ>Xni‖ψ2 ≤ 1 +R, ∀(θ,u) ∈ Sn.
Example 7 and the assumption R . 1 yield
{Xn(θ,u)}(θ,u)∈Sn = OP(
√
rn/n; rn ∧ n).
2. Let εn = 2
√
(R2 + 1)dn/n. It follows from Sn ⊆ {x ∈ R2dn : ‖x‖22 ≤ R2 +1} and Lemma 5.2 in Vershynin
(2012) that there is an εn-net Nn of Sn with cardinality at most (1 + 2
√
R2 + 1/εn)
2dn . When n/dn is
large enough, we have
log |Nn| ≤ 2dn log(1 + 2
√
R2 + 1/εn) = 2dn log(1 +
√
n/dn) . dn log(
√
n/dn) = rn/2.
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3. Define ∆n(θ) = ∇Lˆn(θ)−∇Ln(θ). By triangle’s inequality,
|Xn(θ,u)−Xn(ξ,v)| = |〈∆n(θ),u〉 − 〈∆n(ξ),v〉| ≤ |〈∆n(θ)−∆n(ξ),u〉|+ |〈∆n(ξ),u− v〉|
≤ ‖∆n(θ)−∆n(ξ)‖2 + ‖∆n(ξ)‖2‖u− v‖2.
Let Mn = supθ∈Rdn ‖∇2Lˆn(θ)−∇2Ln(θ)‖2. Lemma 5 implies that Mn = OP(1; n). On the one hand,
‖∆n(θ)−∆n(ξ)‖2 ≤ ‖[∇Lˆn(θ)−∇Ln(θ)]− [∇Lˆn(ξ)−∇Ln(ξ)]‖2 ≤Mn‖θ − ξ‖2.
On the other hand,
‖∆n(ξ)‖2 = ‖∇Lˆn(ξ)−∇Ln(ξ)‖2 = sup
w∈Sdn−1
Xn(ξ,w) ≤ sup
(η,w)∈Sn
|Xn(η,w)|.
When n ≥ 16(R2 + 1)dn, we have εn ≤ 1/2 and thus
|Xn(θ,u)−Xn(ξ,v)| ≤
(
Mn +
1
2εn
sup
(η,w)∈Sn
|Xn(η,w)|
)
ρn((θ,u), (ξ,v)).
On top of all these, Theorem 1 implies that
sup
(θ,u)∈Sn
|Xn(θ,u)| = OP(
√
rn/n+ εn; (rn ∧ n) ∧ n).
When n > dn, we have 0 < log(n/dn) < n/dn and thus 0 < rn < n. Also, εn .
√
dn/n . rn. Therefore,
sup
(θ,u)∈Sn
|Xn(θ,u)| = OP(
√
rn/n; rn) = OP(
√
dn log(n/dn)/n; dn log(n/dn)).
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