acterize the class of all q-Markov covers, as offered in this paper. In case the original system is single-input, singleoutput, the reduced-order model is of degree q, (at least generically). The situation is more complicated for multivariable system approximation.
than ours and there is no attemDt in 191, I101 to char-I. INTRODUC~ON T HERE HAVE BEEN many approaches advanced in the literature for solving the problem of model reduction, includiig aggregation methods (11, and balanced and Hankel norm approximation [2]- [6] . A potential drawback of these methods is that the reduced-order models are not guaranteed to match any of the rms values of the model output. Such matching may be important for systems with performance requirements stated in terms of rms values of outputs (e.g. antenna pointing vibration control in flexible structures). For linear stationary systems, the output autocorrelation is and the outpout power spectrum If the impulse response is then the transfer function matrix is X~, Mis-('+') . Similar notation explains the discretetime situations where s is replaced by the z transform and t, k take on integer values. Matching of both a subset of the Mi and the R i is clearly a prima facie attractive basis for model reduction. The tasks of matching only the Mi or only the Ri have been considered se~aratelv in 1111. 1121.
. .. . .
acterize the class of all q-Markov covers, as offered in this paper. In case the original system is single-input, singleoutput, the reduced-order model is of degree q, (at least generically). The situation is more complicated for multivariable system approximation.
The algorithms of [7] , [9] , [lox f i d a q-Markov cover. There is no attempt to characterize ali q-Markov covers, or even to consider the question of whether a q Markov cover is unique. (It is not.) Our purpose in this paper is to show how given one q-Markov cover one can construct all (with the same M,,; . ., Mv-, and R,; . ., Rv-,) . The parameterization in this paper when combined with the algorithm of [7] then provides a solution to the problem of fmdir~g all q-Markov cover approximations of a high-order system.
An important tool in our analysis is a specialized Hessenberg form state-variable realization, which we term the normalized Hessenberg form. Any transfer function (matrix) has a unique normalized Hessenberg state-variable realization. Parameterization of q-Markov covers is easy, in terms of the entries of this form. After defining the form in Section 11, we describe in Section I11 all. realizations which correspond to the same set of M,,,..., Mv_, (but not necessarily R,;.., Rv-,) . In Section IV, we explain how some of the R , are automatically defined by the M,, and then in Section V, we indicate how, when the necessary Ri are specified, the collection of all scalar system q-Markov covers can be parameterized. In Section VI we consider the multivariable problem, and in Section VII we solve the corresponding discrete-time problem. Some concluding remarks are offered in Section VIII. elements. Hence T-' is diagonal with positive diagonal (2'3) elements. S i c e T is orthogonal, it must be I. 
Since CA= [c,a,, c,a,, 0 Example. Consider a third order system in which Ma = 1, 1x1 denotes the least integer greater than or equal to x; subsequently 1x1 will denote the greatest integer less than or equal to x.
The question we address in this section is the following: How can we parameterize all qth degree stable transfer functions with the same M,, MI,.,., Mq-, and R,, . . . ,R,-,? In the light of the preceding material, an equivalent problem is the parameterization of qth-order normalized Hessenberg realizations achieving the prescribed M,, R , and we shall expect free parameters to occur.
Main Theorem: Consider the collection of all q-dimensional normalized Hessenberg realizations of qth degree stable strictly proper transfer functions with prescribed Markov and covariance coefficients M,, M,; . ., M,-, and R,, R,,. . ., Rq-, [these quantities in fact being computable from any realization as described in (4.1) and (4.2)l Let ? denote a selectable parameter, x a parameter detemned by the given data M,, R , and d a parameter determined by the parameters ?, x and the data. Then the collection is d e f i by parameters in the list c,, a,,, a,,; . ., which are jq
The proof of the main result depends on the following lemma.
Lemma 5.1: Let A + A' = -BE' and I > J > 1 integers.
Then
The lemma is proved by replacing each occurrence of BE' on the right side of (5.2) by -(A+/). Pre-and post-multiplication of (5.2) by C and C', respectively, leads to This fact will be used below.
Proof of Main Theorem: Incorporating knowledge of the Markov parameters gives us realizations of the form of (3.1). Next, the data at our disposal ensures that we can calculate the matrix where q = 2 p + 1 and the matrix with the number of ? entries being [q/2]. The only constraint on the selectable parameters ? is that the stable
(A, B, C) be controllable &d observable, and ai,i+l > 0 as required by the normalized Hessenberg form. Stability of A is guaranteed under these conditions. ,, a,,, b,, a,,,  a,, b,, a3,, a, Relations between Markov and covariance parameters are derivable following the argument in Section IV. With VII. DISCRETE-Tm q-MARKOV COVERS In t h s section, we shall examine the structure of discrete-time q-Markov covers of degree q (scalar case) and observability index q (matrix case). The results differ nontrivially from the continuous-time problem. For example, for scalar systems, the number of q covers of degree q IS normally just two. The basic reason for this is that, in contrast to the continuous-time case, the covariance parameters are not in part determined by the Markov parameters. Now the 2q parameters (Markov and covariance) contain more information (and so allow less freedom in the (A, B, C ] tuple) in discrete time as opposed to continuous time.
W ( S ) = C(SI -
The concepts of Hessenberg form, cost-decoupled Hessenberg form and normalized Hessenberg form carry over just as for continuous time, save that the covariance equation is
There is a unique realization in normalized Hessenberg form of a prescribed transfer function matrix. Now let us observe:
Lemma 7.1: With (A, B,C} defining a normalized Hessenberg state variable realization of a stable discrete-time system there holds and if
Proof: Observe that and repeatedly use AX= I -BE' until (7.2) follows. Equation (7.4) follows through premultiplication and postmultiplication of (7.2) by C and C' , respectively. = 9, -AqA; (7.5) and hence the Toeplitz matrix R , obeys the inequality 9, > dqA;.
Proof of Corollary: The r j block element of (7.5) may readily be expanded to yield (7.4). This construction verifies (7.5). Now suppose that we have available Mo, . . . , Mq-, and Ro,..., Rq-I for a qth degree system (scalar case) or system of obsemabiity index q (matrix case). Then the matrix has full column rank (by minirnality) and (7.4) shows that we know QqQ,'. Further, the assumed structure guarantees that Oq is lower triangular, and the first nonzero entry in each column is positive. Hence Q, is uniquely determined by QqO, '. Observe next that
Mq-1 and wlth Oq of full column rank, it follows that B is at once known by B = 0: m,, where Q,+ is the left inverse of 0,. 
Write this as
In case we are dealing with a scalar system, X is a scalar, and (7.8) is just a quadratic equation, yielding in general two solutions. Equation (7.8) then determines Y in terms of X and so A is fully determined (to within one of two possibilities). We proceed as follows when X is a matrix.
-.
systems.
The Discrete q-Markou Cover Algorithm:
Step I:
Given the data { M,, M,, M,; . ., M,-,) { R , , R l , R 2 ,~~~, R q -l ) , construct the data matrix (from definitions in (7.5))
Dk9q--q-lM;-l, (block Dji has dim n, X n,). (7.13)
Step II: Compute the n, X ni matrix (start with i =1, and ignore matrices with zero or negative subscripts)
where [.I,, means lower triangular factor with the fist nonzero entry in each column positive. @, , has rank n, with linearly inde pendent columns.
Step 1 1 1 : Compute the itb block column of Q, by computing the n, X n, matrices where 0; denotes the left inverse of Oii,
Step 11.
Repeat
Step's I1 and 111 until and including i = q -1, and the process concludes with
Step I1 with i = q. The matrix Qq is now determined.
Step IV: Define C [@,, 0). Set j = l to continue.
Step V: Compute (ignore matrices with zero or negative subscripts)
, -I @,,A,, . Both of these choices are controllable and observable with which are q-Markov covers of a hi& orderUsyste&. The
Step VI: Compute B from identity state covariance X = I. Recall that the freedom in
Step VII of the algorithm is V = + The algorithm directly yields a stable A if and only if impulse response and mwrrelation seqwces," Auromarico, vol. 19, no. 3. pp. 265-277, 1983. (A, B ) is controllable. If it is not controllable a reduction 1111 B. Di&on, M. Morf, and T. Kailath, "A minimal realization al orithm for matnx se uences," IEEE Trow. Automar. Conrr., in order, deleting the uncontrollable mode w i l l yield a "3. 1%74. stable reduced order model that still matches the 2q pieces [I21 I . Rissanen and T. Kailath, "Partial realization of random systems." of data. , vol. 8, pp. 389-396, 1972. For single input/output there is an infinite number of continuous-time realizations of order q which match the first q-Markov and covariance parameters, whereas there are only two such systems for discrete time.
Aulomarica
There are additional ~roblems which m i b t be consid- 
