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Abstract
Computational fluid dynamics (CFD) was be used to investigate aspects of inter-
action of flow over two airfoils in relatie motion in detail.
2D tandem airfoil setups were studied, where the leading airfoil was performing
an oscillating motion in the vertical direction while the trailing airfoil was kept
stationary. The NACA 0012 and the S809 airfoils were considered.
Ansys Fluent v13.0 was used as the CFD solver, and Gambit v2.4.6 was em-
ployed for grid generation. All simulations were transient at a Reynolds number
of either 2·104 (laminar flow) or 3·106 (turbulent flow). The Transition SST turbu-
lence model was chosen to model turbulence, and Fluent’s sliding grid technique
was used to achieve the relative motion between the airfoils.
The tandem setup was found able to outperform a single airfoil for similar con-
ditions. The presence of a trailing airfoil did not significantly affect the leading
airfoil’s performance, whereas it did affect the wake structures significanlty. The
suction peak near the nose of the airfoil was found to be the most important fac-
tor determining the airfoil’s propulsive efficiency. Therefore, leading edge vortex
(LEV) shedding was found to be of higher importance than trailing edge vortex
(TEV) shedding when airfoil performance was concidered.
The asymmetric S809 airfoil provided similar results as the symmetric NACA
0012 airfoil. However, the NACA 0012 airfoil achieved slightly higher propulsive
efficiencies for the cases investigated, indicating that a symmetric airfoil is desired
for flapping airfoil setups. For the tandem setup the highest propulsive efficienies
were 0.766 and 0.742 for the NACA 0012 airfoil and the S809 airfoil, respectively.
Both peaks were found at k = 0.3 and h = 0.6 (Sr = 0.11) for the leading airfoil.
A maximum thrust coefficient of 2.32 was found for the tandem S809 airfoil setup
at k = 1.5 and h = 0.5 (Sr = 0.48).
The Strouhal number was found to be an important describing parameter, but
additional information about the reduced frequency or the oscillating amplitude
was needed in order to fully describe the setup.

Preface
Background for project
First, it should be mentioned that this work was intended to focus on interactions
between wind turbines. However, it ended up with a focus on flapping airfoils,
mainly because of coincidences. Still, aspects of this report may be of interest for
wind turbine technology.
This report is written as a requirement to obtain the degree of Master of
Science (Sivilingeniør) at the Norwegian University of Science and Technology
(NTNU). The report is to serve as a documentation of all work done during the
10th semester of the degree. The project is awarded 30 credits, corresponding to
approximately 700 hours of work over 20 weeks.
Report organization
The report is organized into eight chapters and three appendixes.
Chapter one: Introduction presents the background for the study and choice
of airfoil. A litterature review is also included.
Chapter two: Theory gives an overview of different theoretical aspects relevant
for this study.
Chapter three: Numerical methods covers some of the numerical methods
that are relevant for this study. Solver settings are also presented.
Chapter four: Grid generation explains basic concepts of grid generation.
Descriptions of the grids used are also covered, as well as a presentation
of the sliding grid technique.
Chapter five: Model verifcation and validation presents results from the
verification and validation processes.
Chapter six: Results and discussion presents the simulation results for flow
over a tandem setup. Parameter dependency is first discussed, followed
by focus on airfoil performance. Theory from chapter two is used to
explain different flow feautures.
Chapter seven: Model uncertainties reviews uncertainties in the model setup
based on post-processing of the results from the numerical simulations.
Chapter eight: Conclusions summarizes the study. Issues for further research
are included at the end of this chapter.
Three appendices are included at the end of the report. They cover high per-
formance computing, user-defined functions, and results from regression analysis.
Following the appendices is a bibliography.
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Chapter 1
Introduction
1.1 Background
Most research on oscillating airfoils or wings are motivated mostly by either a
better understanding of animals that use flapping motion for propulsion, or the
development of micro air vehicles (MAVs)[18, 14]. Also of interest is a bettwer un-
derstanding of wing flutter [11]. Wing flutter is of interest for aircrafts, helicopters
and turbomachine blades, among others.
As is true for most fields within aeordynamics, flapping-wing aerodynamics is
a field that benefits from the use of computational fluid dynamcs (CFD). CFD
can compliment experimental results, and also help in designing experiments.
More details on background are covered in the following section.
1.2 Literature review
Knoller [19] and Betz [20] proved as early as 1909 and 1912, respectively, that
flapping wings generate thrust and lift due to an effective angle of attack generated
as a result of the flapping motion, as may be seen in Figure 1.1. In recent years, the
development of MAVs has generated an increased interest in the field of flapping
wings, which can be inferred by a study done by Platzer, Jones, Young and Lai
[18].
There are still many unresolved issues related to flapping wing aerodynamics
[18, 21], such as 3-D effects, investigations of a range of different airfoils, flexible
wings and the determination of the conditions for optimal performance. Of special
relevance for this study is the investigation of different airfoils than the NACA
0012 profile, which is the most widely used profile in studies of flapping wing
aerodynamics. However, since the NACA 0012 profile has been thoroughly tested,
there are both numerical and experimental data available for a wide range of case
set-ups, which is valuable for validation and verification purposes.
In the study of flapping airfoils it is important to determine the parameters
that may be altered in order to optimize the thrust, efficiency or other criteria.
The Strouhal number is considered to be one such parameter, it is defined as
Sr =
fA
U0
, (1.1)
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Figure 1.1: Figure showing how the motion of the airfoil forms an effective angle
of attack and the resulting forces. From Jones et al. [1]
where f is the oscillation frequency, A is a characteristic length and U0 is the free
stream velocity. Although it has been found by many researchers to be the most
important parameter, not all studies conclude that the Strouhal number alone is
sufficient to describe the flow.
An analysis done by Taylor et al. [22] of 42 species of birds, bats and insects
concluded that the flying animals operate in a narrow range of Strouhal numbers
between 0.2 and 0.4. With flapping amplitudes varying greatly among the animals,
this indicates that the product kh, and thus the Strouhal number, is a useful
similarity parameter to describe flapping motion. A study by Triantafyllou et al.
[23], which looked at the operating ranges of several different fish, concluded that
all the fish in the study operated at Strouhal numbers between 0.25 and 0.35.
This supports the use of Strouhal number as describing parameter.
Jones et al. found an approximate dependence on the Strouhal number in their
experiments on a plunging NACA 0012 airfoil. This may be seen in Figure 1.2,
where data is sorted depending on the type of wake generated.
Wang [25] performed incompressible Navier-Stokes simulations on an ellip-
tic airfoil in plunging motion. She found that there was an optimum flapping
frequency for generation of maximum thrust, which itself varied with Strouhal
number. Wang also noted that the interaction of vortices shed from the leading
and the trailing edges are important for determining the optimum thrust. This
leads to two separate time scales governing the optimum frequency, the times for
formation and separation of the leading edge vortex.
Numerical studies performed by Guerrero [2] and Young [26] show that for a
given Sr number, leading edge vortex shedding may or may not occur, depending
on the frequency-amplitude combination of the Sr number. This is a strong
indication that the frequency as well as the Sr number is needed as describing
parameters. Leading edge vortex shedding is discussed in Section 6.3.1.
Figure 1.3 shows a contour map of propulsive efficiency for different values
of both Strouhal number and heaving amplitude (and thus indirectly frequency)
generated by Guerrero [2]. Had the Strouhal number been sufficient to describe
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Figure 1.2: Wake classification based on observed vortex positions. Type 1: Drag
production, type 2: Neither drag nor thrust, type 3: Thrust production and type
4: Both thrust and lift production. The dotted lines indicate constant Strouhal
numbers. The solid lines are curvefit boundaries between type 1, 2 and 3 wake
topologies (not fitted to data shown in figure, extracted from Ref. [24]). From
Jones et al. [1]
the system, all the contours would have been horizontal. However, this is not the
case, and for a given Strouhal number, it is also important to know the amplitude
or the frequency.
Experimental studies by Lai and Platzer [11] and Jones et al. [1] investigate the
wake structures behind an oscillating NACA 0012 profile for a laminar Reynolds
number. Lai and Platzer [11] show through experiments using dye flow visualiza-
tion how the wake structures changes from drag to thrust as the nondimensional
plunge velocity Sr increases. Their experiments showed that drag is induced for
Sr lower than about 0.2. In the drag situation the vortices in the upper row
(above the horizontal airfoil symmetry axis) rotate clockwise and the vortices in
the lower row rotate counterclockwise. This may be seen in Figure 1.4.
As Sr increases the wake turns neutral and two vortices are shed from each
side (upper or lower) of the airfoil before two are shed from the opposite side.
For Sr values larger than about 0.4, thrust is produced. Only one vortex is shed
from each side. The rotation of the vortices are now opposite to that for the drag
wake, resulting in a thrust generating jet behind the airfoil. This may be seen in
Figure 1.5.
The experiments of Jones et al. [1] indicate that drag occurs for values of
Sr up to 0.4, which are higher values than Lai and Platzer [11] observed. In
some cases neutral wakes were observed for Sr as high as 0.7. The results also
indicate that the Strouhal number alone might not be sufficient to describe the
wake characteristics.
Jones et al. [1] also compare numerical data from simulations with an inviscid
unsteady panel code to their experimental data, and the results indicate that the
thrust-indicative wake structures are primarily inviscid phenomena.
Young and Lai (2004) [27] conclude that flow over a NACA 0012 profile at a
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Figure 1.3: Contour map of propulsive efficiency for different Strouhal numbers
and heaving amplitudes. From Guerrero [2]
Figure 1.4: Drag indicating vortex street. From Jones et al. [3]
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Figure 1.5: Thrust indicating vortex street. From Jones et al. [3]
Reynolds number of 20, 000 is laminar, by comparing wake structures from both
laminar and turbulent simulations to experiments by Lai and Platzer [11]. They
also conclude that the wake structures are primarily determined by trailing edge
separations. Aerodynamic forces where shown to be generated by leading edge
separation for reduced oscillation frequencies of k < 4 while these separations
became of secondary importance at higher k. For k < 4 they note that k and Sr
are the controlling parameters, as opposed to Sr alone. Heathcote et al. [15] claim
that the Strouhal number is appropriate for characterizing the power requirements
of the heave motion.
The experimental study by Heathcote et al. [15] also concludes that the effects
of the Reynolds number are very small for the range 10, 000 < Re < 30, 000.
Comparisons with numerical studies showed that Navier-Stokes calculations were
in good agreement with experimental data while both panel method 1 and Garrick
theory [29] give overpredictions in the propulsive efficiency η.
Young and Lai [27] showed through Navies-Stokes simulations that leading
edge vortices augment the surface pressures, thus requiring more power to move
the airfoil and as a result reducing propulsive efficiency.
Young and Lai [14] achieved good correlation between Navier-Stokes simula-
tions and experimental data from Heathcote [15]. It is also noted that an im-
portant factor in the efficiency being reduced for increasing Strouhal number is
leading edge vortex shedding. The effect is reduced thrust, while lift, moment
and power required to drive the airfoil remain mostly unaffected by the vortices.
Flow separation and leadingedge shedding effects appear to be controlled by the
reduced frequency by limiting the time available both for vortex formation and
convection of the vortex over the airfoil surface.
Tuncer and Platzer [4] performed a numerical study of two NACA 0012 profiles
in tandem configuration at Reynolds number of 3.0·106. The propulsive efficiency
1C.f. the book by Katz and Plotkin[28] for an introduction to the panel method
6 1.3 Airfoil selection
was found to increase by as much as 40% under certain conditions for the airfoil
combination. The optimum separation distance was found to be 2 chord lengths.
For an offset in the transverse direction, small changes were observed as long as
the offset was less than the flapping amplitude. At offsets higher than the flapping
amplitude, the thrust augmentation was reduced significantly.
They also showed that the average thrust coefficient increases as the reduced
frequency k increases from 0, while the propulsive efficiency obtaines a maximum
and then starts to decrease. This may be seen in Figure 1.6.
Figure 1.6: Results from Tuncer and Platzer [4] for a tandem setup, where CD is
the drag coefficient, A is the oscillation amplidute and k is the reduced oscillation
frequency.
1.3 Airfoil selection
Two airfoils were investigated in this study, the NACA 0012 airfoil and the S809
airfoil. Brief presentations of the airfoils are given here.
The aerodnamics of flapping airfoils has been investigated mostly through
experiments and numerical simulations with NACA airfoils, especially the NACA
0012 airfoil [18]. Since it is important for all CFD simulations to verify and
validate the model setup, and experimental and numerically generated data is
available for the NACA 0012 airfoil, this airfoil was a natural selection as the first
airfoil investigated in this study.
The NACA 0012 airfoil was designed by the National Advisory Committee for
Aeronautics (NACA). In the NACA XXXX series, the first two digits determine
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the camber of the airfoil and the last two digits determine the maximum thickness
as percentage of the chord length. The thickness is defined as the ratio between
the maximum height of the airfoil and the chord length. The NACA 0012 is a
symmetrical airfoil, and it is described by the following function:
y = ± t
0.2
C
[
0.2969
√
x
C
− 0.1260
( x
C
)
− 0.3516
( x
C
)2
+ 0.2843
( x
C
)3
−0.1015
( x
C
)4]
, (1.2)
where y is the half thickness at a given value of x, C is the chord length, x is the
position along the chord from 0 to C and t is the thickness (t = 12 for NACA
0012). The NACA 0012 airfoil may be seen in Figure 1.7.
Chord length
12 % thickness
Figure 1.7: The NACA0012 airfoil. The thickness is given in % of the chord
length.
Since few other airfoils have been as throroughly tested as the NACA 0012
airfoil, it was of interest to investigate another airfoil and compare the results
of the two airfoils. As a second airfoil, the S809 airfoil was chosen. The S809
airfoil was designed for wind turbine blades. Although it has undergone extensive
testing (c.f. [30]), its performance while flapping has to the author’s knowledge
not been thorougly investigated. It also offers insight in how asymmetrical airfoils
affect the aerodynamics of flapping airfoils.
The Eppler design code was used to develop the S809 [30]. A set of coordinates
describe the geometry, and interpolation between the points is needed to get a
complete profile. A cubic spline interpolation scheme was used for this purpose.
The S809 airfoil has a thickness of 21%.
Figure 1.8 shows the S809 airfoil as well as common airfoil notation.
Angle of attack
(AoA)
Leading edge
(nose)
Trailing edge
(tail)
Chord
Chord length
Direction of
oncoming flow
Figure 1.8: The S809 airfoil with selected airfoil notation.
Chapter 2
Theory
The topics covered in these sections are relevant for the physics involved in flow
over airfoils. Detailed derivations and descriptions are not given, but rather an
overview with focus on key aspects relevant to this study.
2.1 Introduction to CFD
Computational fluid dynamics (CFD), is the process of using numerical meth-
ods to solve fluid flow problems. The Navier Stokes equations, which describe
the physics of fluid flows, cannot be solved analytically for most real-life flows.
An approximate solution is then required. The most relevant equations are the
conservation of mass
∂ρ
∂t
+∇·(ρv) = 0 (2.1)
and the conservation of momentum
ρ
∂v
∂t
+ ρ (v·∇) v = −∇p+ ρg +∇·τ, (2.2)
where ρ is the density of the fluid, v is the velocity vector, p is the fluids pressure,
g is gravity and τ is the stress tensor. These equations are both coupled and non-
linear. Solutions for complex flows can be obtained by discretizing the equations,
and solving them through an iterative process. For the computer to be able
to work with the equations, the computational domain, including the geometry
involved, also needs to be discretized. The discrete model of the computational
domain is called a grid or a mesh.
There are three steps in solving a CFD problem:
1. Create a grid for the geometry
2. Solve the desired equations using a solver
3. Post process the results
Apart from these steps it is also important to verify and validate the code. Ver-
ification of a code is the process of confirming that the code solves the model
equations correctly. These results might not be physically correct, but limited by
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the model itself. For instance, an inviscid model cannot capture viscous effects,
but verification of the code is necessary to ensure that it captures the inviscid
effects correctly. Validation of a code is the process of comparing the models re-
sults to experimental results, thus confirming (or disconfirming) that the model
produces realistic results, i.e. that the code solves the right model equations.
2.2 Boundary layers
All viscous flows near walls develop boundary layers (BL). The boundary layer
is defined by Schlichting [31] as the region in a flow close to the wall where the
viscosity must be taken into account. A practical definition of an airfoil boundary
layer is where the parallel velocity is less than 99% of the free stream velocity,
or u(y) < 0.99U0. At the wall, the no-slip boundary condition dictates that
u(y)|w = 0, while away from the wall it eventually reaches U0. The relationship
between the viscous stress µdu
dy
and the Reynolds stress −ρu′v′, determines the
transition process from zero velocity at the wall to free-stream velocity, and thus
also the height and shape of the boundary layer. Figure 2.1 gives an example
of the relationship between the two stresses, together they make up the shear
stress. Near the wall, where the velocity approaches zero the Reynolds stresses
also approach zero, and the viscous stresses dominate.
Figure 2.1: Profiles of the fractional contributions of the viscous and Reynolds
stresses to the total stress. DNS data of Kim et al. (1987): dashed lines, Re =
5,600; solid lines, Re = 13,750. From Pope [5].
In highly viscous flows (laminar flows) the viscous stresses will dominate over
a larger range, and boundary layers will be larger than in low viscous flows (tur-
bulent flows).
2.3 Transition from laminar to turbulent flow
Transition from laminar to turbulent flow is an important phenomenon when
considering turbulent flows, especially flow around airfoils. As the low-turbulence
incoming flow reaches the airfoil, it slows down as a result of the no-slip condition
and a laminar boundary layer is formed. Somewhere along the length of the airfoil,
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the boundary layer will usually transform into a turbulent one. The shift from
laminar to fully turbulent flow cannot happen instantaneously. Rather, there is a
region where the flow is neither laminar nor fully turbulent.
The Reynolds number is an important parameter in determining the transition
from laminar to turbulent flow. It is the ratio of inertial to viscous forces, and
defined as
Re =
UL
ν
, (2.3)
where U is a characteristic velocity of the system, L is a characteristic length of
the system and ν is the dynamic viscosity of the fluid.
As a rule of thumb, laminar flow occurs for low Reynolds numbers, while
turbulent flow occurs for high Reynolds numbers. However, there is no universal
critical Reynolds number that determines the transition point.
As the laminar flow reaches a certain Reynolds number, Rex,crit, it becomes
unstable, and small disturbances in the flow get amplified. As the Reynolds
number increases, more and more turbulent structures can be observed in the
flow. Eventually the transitional Reynolds number, Rex,tr, is reached, and the
flow becomes fully turbulent after this. An illustration of this process is given in
figure (2.2).
Figure 2.2: Sketch of the transition from laminar to turbulent flow on a flat plate.
From Versteeg et al. [6].
Since turbulent flow increases skin friction, due to the high velocity gradients
in a turbulent boundary layer, a laminar regime on some parts of the airfoil is
desired. Figure 2.3 shows typical laminar and turbulent boundary layers. Lami-
nar boundary layers separates from the wall for smaller adverse pressure gradients
than turbulent boundary layers [32]; since turbulent boundary layers have higher
kinetic energy than laminar boundary layers. The kinetic energy is used to over-
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come the opposing pressure. Flow separation is not desirable on airfoils, due to
increased probability of stalling1.
v
y
Laminar 
boundary layer
Turbulent 
boundary layer
Figure 2.3: Typical laminar and turbulent bounadry layers.
Many turbulence models ignore transition. Thus the flow is modeled as either
fully laminar or fully turbulent. Often the transition region is small in comparison
to the size of flow domain of interest, and then the errors caused by ignoring
transition can become very small. The flow over an airfoil is both laminar and
turbulent, and modeling it as fully turbulent could be a significant source of error
[32].
2.4 Law of the wall
Flow near walls can be divided into three different layers. An inner layer that is
very close to the wall, an outer layer relatively far from the wall and a layer in
between. The inner layer is dominated by viscous stresses and the outer layer is
dominated by momentum transport due to Reynolds stresses. The relationship
between the stresses is illustrated in Figure 2.1.
A velocity profile for a turbulent boundary layer is illustrated in Figure 2.4,
where y+ is the non-dimensional wall normal distance defined as
y+ ≡ yuτ
ν
, (2.4)
where
uτ ≡
√
τw
ρ
, (2.5)
is the friction velocity, ν is the kinematic viscocity, τw is the wall shear stress and
ρ is the fluids density.
The law of the wall is valid in the log layer, with y+ values approximately
between 30 and 500 as given in Figure 2.4. However, the upper limit increases
as the Reynolds number increases. The lower limit stays roughly the same for
different Reynolds numbers.
Different turbulent models assumes that the first layer of computational cells
are either in the log layer or in the viscous layer where u+ = y+ (and not in
1A stall is a reduction in the lift coefficient as the angle of attack increases.
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the transition reguion in between). Since the y+ values are dependent on flow
characteristics they are not available during pre-processing. Thus it is important
to analyze the y+ values during post processing in order to control that they
correspond with the needs of the turbulent model.
Figure 2.4: Typical velocity profile for a turbulent boundary layer. From Wilcox
[7].
2.5 Turbulence modeling
The Transition SST turbulence model [33] was used in the turbulent simulations
in this study. This was partly based on previous results by the author for steady
RANS computations [34], partly based on results by others [35] and partly based
on the Fluent Theory and User’s Guide [12, 13]. The Transition SST model was
developed by Menter et al. [33]and was introduced in Fluent v.12.0 (2009).
This section gives first a short description of the unsteady Reynolds-averaged
Navier-Stokes equations and the Boussinesq approximation before the Transition
SST model is presented in the last subsection (Section 2.5.3). Since the Transition
SST model is based on the k-ω SST model, which in turn is based on the k-ω
model, these models are also briefly discussed in this section.
2.5.1 Unsteady Reynolds-averaged Navier-Stokes (URANS)
equations
The unsteady Reynolds-averaged Navier-Stokes equations (URANS) are the en-
samble averaged Navier-Stokes equations. Turbulent flows are often described by
the URANS for unsteady flows. More accurate descriptions of the turblence can
be achieved by the use of large eddy simulations (LES) or direct numerical simu-
lations (DNS), but these models have substantial higher computational demands.
The instantaneous velocity profiles of turbulent flows are not time-independent.
In literature the velocity profiles are given as averaged velocity profiles, even
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though it is normally not stated. In turbulent flow, the profiles differ significantly
from the average profiles, and are usually not smooth, but change drastically
in shape both along the wall-normal direction as well as with time. Figure 2.5
illustrates this.
Figure 2.5: Instantaneous and average boyndary layer velocity profiles at the same
distance from the leading edge of a flat plate. From Wilcox [7].
Reynolds-decomposition is used to mathematically describe this phenomenon:
φ = φ+ φ′′ + φ, (2.6)
where φ is a time mean and the other quantities are given in Figure 2.6. The
slow-varying curve with period tp, also seen in Figure 2.6 may be expressed as a
phase average:
< φ >= φ+ φ′′. (2.7)
Figure 2.6: Charcteristic trace for the change in a general variable φ with time.
φ is the mean component, φ′′ is the periodic component and φ′ is the turbulent
fluctuating component. From Tucker and Pan [8].
In URANS, the velocity components are assumed to vary as described above.
The small scale variations are modeled through a turbulence model, while the
larger scale variations are solved for in a time-dependent manner. When the fluid
is incompressible and gravity is ignored, the equations for conservation of mass
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and momentum are (in index notation):
∂ui
∂xi
= 0 (2.8)
ρ
∂ui
∂t
+ ρuj
∂ui
∂xj
= − ∂p
∂xi
+
∂
∂xj
(2µsij), (2.9)
where sij is the strain rate tensor;
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.10)
and 2µsij is the viscous stress tensor tij. Ensamble-averaging and rearranging
these equations yields
∂Ui
∂xi
= 0 (2.11)
ρ
∂Ui
∂t
+ ρUj
∂Ui
∂xj
= −∂P
∂xi
+
∂
∂xj
(
2µSji − ρu′ju′i
)
, (2.12)
where (2.11) and (2.12) are referred to as the unsteady Reynolds-averaged Navier-
Stokes (URANS) equations. In the simplification of Equation (2.12), p = P and
sij = Sij have been used. Note that all the components are now dependent on
both space and time.
The term ρu′ju
′
i is the only term that distinguishes Equation (2.12) from the
N-S equations, just with averaged velocities. This term is a time-average rate
of momentum transfer due to the turbulence. It describes the complexity of
turbulent flow and is the cause of the closure problem (defined below). The
specific Reynolds stress tensor is defined as
τij ≡ −ρu′ju′i, (2.13)
and is symmetric (τij = τji). The stresses that arise from this term are known
as Reynolds-stresses, and they add six more unknowns to the system. With the
previous four unknowns, three from the velocity components and one from the
pressure, the total number of unknowns for turbulent flow is now ten. Since the
number of equations is still only four, the system is not closed. This is referred to
as the closure problem.
There are many different approaches to solve the un-closed set of equations,
and they define the different turbulence models.
2.5.2 Boussinesq approximation
The Boussinesq eddy-viscosity approximation is the basis for the first-order closure
turbulence models. Boussinesq proposed in 1877 that Reynolds stresses might be
proportional to mean rates of deformation, i.e.
τij = −ρu′iu′j = µt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
ρkδij, (2.14)
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where k = 1
2
∑3
i=1 u
′2
i is the turbulent kinetic energy per unit mass and δij is the
Kronecker delta2. The assumption Boussinesq made was to assume that the pro-
portionality constant, the eddy viscosity µt was an isotropic and time-independent
scalar. For the general case, it would be a fourth rank tensor that could have both
spatial and temporal variations, as well as being anisotropic.
The eddy-viscosity models, which all models presented in this study are, model
the eddy-viscosity µt as a function of a length scale and a velocity scale,
µt
ρ
= νt =
1
2
v0l0. (2.15)
There are multiple ways of determining the length scale l0 and the velocity scale
v0, and the different approaches are what separate the different one- and two-
equation models. One-equation models are not covered here.
2.5.3 Transition SST model
The Boussinesq approximation (2.14) reduces the number of unknowns from six
down to two, K and another flow variable, for two-equation models. The two-
equation models that are widely used include one equation for k and a second
equation to describe the length scale l0, or an equivalent variable. Two-equation
models are complete, because for the previously given assumptions they provide a
full mathematical description of the flow. A summary of the velocity scale, length
scale and eddy viscosity as given by the Transition SST model [33] is given in
Table 2.1.
Table 2.1: Viscosity and different scales as given by the Transition SST model.
Velocity scale Length scale Eddy viscosity
u0 =
√
k l0 =
√
k
ω
νt =
k
ω
The k-ω model, which is the basis for the k-ω SST model and thus also the
Transition SST model, was proposed in 1942 by Kolmogorov as the first two-
equation model of turbulence. He used dimensional analysis to decide on the
specific dissipation ω as the second closure variable. In Fluent, the k-ω model is
based on the Wilcox (1998) version (and not the improved Wilcox (2006) version)
and the two equations are given as:
Dρk
Dt
=
∂
∂xj
(
Γk
∂k
∂xj
)
+Gk − Yk (2.16)
and
Dρω
Dt
=
∂
∂xj
(
Γω
∂ω
∂xj
)
+Gω − Yω, (2.17)
where Γk and Γω are the effective diffusivities, Gk represents the generation of
turbulence kinetic energy due to mean velocity gradients, Gω represents the gen-
eration of ω, and Yk and Yω represent the dissipation of k and ω, respectively,
2δij = 1 for i = j and δij = 0 otherwise
16 2.5 Turbulence modeling
due to turbulence. The model is suitable for complex boundary layer flows under
adverse pressure gradient and separation, as found in external aerodynamics.
The k-ω SST (Shear-stress transport) model was introduced by Menter [36] to
improve the standard k-ω model. It uses a blending function to make it behave as
a k-ω model in the near-wall region and as a k- model [12] in the far wake region.
Thus it aims to achieve the best of both models. The model is more accurate than
the standard k-ω model for a wider class of flows, among them adverse pressure
gradient flows, which occur in flow over airfoils. In Fluent the equations are given
as:
Dρk
Dt
=
∂
∂xj
(
Γk
∂k
∂xj
)
+ G˜k − Yk (2.18)
and
Dρω
Dt
=
∂
∂xj
(
Γω
∂ω
∂xj
)
+Gω − Yω +Dω. (2.19)
G˜k is similar to Gk, but has a slightly different definition. Notice the addition of
a cross-diffusion term Dω. This term is a result of the blending of the k- and the
k-ω models.
One of the major drawbacks of the two-equation (U)RANS turbulence models
is that they model the flow as fully turbulent. For flow over airfoils, a result of
this is overprediction of the drag. In order to describe both laminar and turbulent
regimes and to accurately predict the onset of transition, additional equations
are needed. When the Boussinesq approximation is assumed valid, the additional
equations are not required to solve the closure problem (Section 2.5.1). However,
the transition models introduce quantities that aim at providing better descrip-
tions of the laminar and laminar to turbulent transition regions.
In the Transition SST model, two new equations are introduced, which are
coupled to the original k-ω equations from the k-ω SST model, thus making it
a four-equation model. One equation for the intermittency γ and one equation
for the transition onset Reynolds number Reθt are included. The intermittency
determines the triggering of transition, while the Reθt equation is included to
avoid additional nonlocal operations introduced by the quantities used in the
experimental correlations. Reθt is treated as a scalar quantity, which lets the
experimentally-corrected freestream value of Reθt diffuse into the boundary layer.
This allows Reθt to depend on the local turbulent intensity, and not only the
freestream turbulent intensity.
In Fluent, some of the Transition SST model’s empirical correlations are
slightly altered to improve the predictions of separated flow transition and natural
transition. The intermittency function is coupled to the SST turbulence model in
Fluent, as follows:
Dρk
Dt
= P˜k − D˜k + ∂
∂xj
(
(µ+ σkµt)
∂k
∂xj
)
(2.20)
P˜k = γeffPk (2.21)
D˜k = min(max(γeff , 0.1), 1.0)Dk (2.22)
γeff = max(γ, γsep), (2.23)
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where Pk = G˜k and Dk = Yk are the original production and destruction terms for
the SST model and γsep is a modified value of γ to account for separation-induced
transition. This coupling causes γeff to ”turn on” the production term of the
turbulent kinetic energy downstream of the transition point.
2.6 Coefficients
The net force acting on an airfoil is normally decomposed into two parts, the lift
force, which is perpendicular to the free stream velocity, and the drag force, which
is parallel to the free stream flow.
Drag is the sum of pressure forces and viscous forces acting on the airfoil in the
direcion of the free stream flow. The viscous forces are always acting in the same
direction as the free stream velocity, hence increasing drag. Thrust is defined as
negative drag.
Lift is generated due to a pressure difference between the upper and lower side
of an airfoil. The pressure is lower on the suction (normally upper) side, than on
the pressure (lower) side.
For flapping airfoils, lift is both desired and undesired. A net lift is needed
to keep the airfoil body from falling to the ground, when gravity is taken into
account. While at the same time the lift tends to act in the direction opposite of
the flapping motion, thus increasing the energy required to perform the motion.
This energy demand is expressed as the input power coefficient CPower, defined
below.
Both lift and thrust can be non-dimensionalized into lift and thrust coefficients:
CL =
L
1
2
ρU20C
and CT =
−D
1
2
ρU20C
, (2.24)
where L and D are the lift and drag forces per unit length in the spanwise z-
direction, respectively, ρ is the fluid density, U0 is the free stream velocity and C
is the chord length. CPower is defined as
CPower =
−CLy˙
U0
, (2.25)
the negative sign is needed since the lift force acts in the direction opposite of the
flapping motion, as stated earlier.
All three coefficients are time-dependent, and mean values can be calculated.
The mean lift coefficient is not investigated in this study. The mean for CT is
defined as:
CTmean =
1
T
∫ t+T
t
CT (t) dt, (2.26)
where T is the oscillation period and t is time. Similar definitions yield for the
other coefficients.
The propulsive efficiency η is defined as
η =
CTmean
CPower-mean
, (2.27)
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and is a measure of how much of the energy put into the airfoil motion is converted
into thrust. η = 1 means there are no losses, while η ≤ 0 means no thrust is
generated.
2.7 Flapping motion
Flapping motion can be either pure oscillating, pure pitching or a combination
of these. These three modes are illustrated in Figure 2.7. Birds and insects use
the combination mode, which indicates that this mode is the most efficient for
flight and provides the highest propulsive efficiency, this has also been confirmed
through experiments and numerical simulations [18]. However, this study limits
itself to pure oscillating motion in order to limit its scope.
Oscillating motion Pitching motion Combined oscillation
and pitching motion 
Figure 2.7: An illustration of three different modes of flapping motion. Snapshots
of the moving airfoil are superimposed on each other.
In the literature regarding flapping airfoils an oscillating motion is sometimes
referred to as a plunging motion. This report uses mostly the term oscillating
motion, while plunging is used in the term plunge velocity, which refers to the
maximum velocity reached during an oscillation motion.
The remaining sections in this chapter cover some theory related to airfoils in
oscillating motion.
2.8 Strouhal number
The Strouhal number was defined in Section 1.2, the definition is repeated here
for clarity:
Sr =
fA
U0
, (2.28)
where f is the oscillation frequency, A is a characteristic length and U0 is the
free stream velocity. The Strouhal number describes the oscillating motion of a
flapping airfoil. When not considering oscillating airfoils, the length A is taken to
be the wake width [37]. However, since this value is unknown before measurements
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are made, A is taken to be equal to double the heave amplitude [38]:
Sr =
2fa
U0
, (2.29)
where a is the amplitude of the airfoil motion.
The Strouhal number is closely related to the maximum value of the oscillating
velocity which equals ωa, where ω = 2pif is the oscillation frequency. This leads
to
Sr =
2fa
U0
=
2pifa
piU0
=
ωa
piU0
, (2.30)
and thus the Strouhal number can be seen as a measure of the non-dimensional
plunge velocity.
Another often used parameter is the reduced frequency k, defined as:
k =
pifC
U0
, (2.31)
where C is the airfoil chord length.3 With h being the non-dimensional amplitude
of oscillation, the product kh is another way of expressing the Strouhal number:
Sr =
2
pi
kh. (2.32)
2.9 Vortex shedding
As early as 1908, Be´nard [39] sketched the alternate shedding of vortices behind
a circular cylinder. Flow around circular cylinders have been thoroughly inves-
tigated after that first observation in 1908 (cf. Zdravkovich [9] or Williamson
[40] for reviews). Although this current study is on airfoils, which are normally
not bluff bodies4, theory about vortex shedding behind cylinders is first reviewed,
and then comparisons are made to vortex shedding from stationary airfoils and
flapping airfoils.
For Reynolds numbers above a critical value (dependent on the shape of the
body/airfoil) the instabilities in the near wake region cause oscillations down-
stream of the body. As seen in Figure 2.8 the wavelength of the wake decreases as
the Reynolds number increases. Simultaneously the amplitude of the crests and
troughs 5 increases. Eventually this leads to a roll up of the free shear layer at
the crests and troughs, and vortices are produced. In literature, the downstream
traveling vortices are referred to as a Ka´rma´n vortex street.
As the vortices travel downstream, they increase somewhat in diameter. This
is due to entrainment of flow particles that was not originally part of the Ka´rma´n
vortex street, this flow will be referred to as external flow. The process is visualized
in Figure 2.9, where the smoke that is released above and below the Ka´rma´n vortex
street is eventually fully entrained into the vortices.
3Sometimes k is defined as k = 2pifcU0 , but that convention is not used in this study.
4However, at high enough angles of attack or high enough Reynolds numbers airfoils will
behave as bluff bodies. The latter is explained by the increase in displacement thickness, which
causes the apparent size of the airfoil to increase
5The crest being the highest point in a wave, and the trough being the lowest.
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Figure 2.8: Periodic laminar wake behind a cylinder: (a) Re = 54, (b) Re = 65,
(c) Re = 102. From Zdravkovich [9]
Figure 2.9: Entrainment across Ka´rma´n eddy street at Re = 100. (a) Smoke
streakline released above the cylinder. (b) Smoke streakline released below the
cylinder. From Zdravkovich [9]
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The vortices are not shed directly from the cylinder in Figure 2.8, but are
formed in the wake behind it. This mode of vortex shedding is referred to as
low-speed mode [9]. The high speed mode of vortex shedding occurs for higher
Reynolds numbers. Both modes are described below.
• Low speed mode, Figure 2.8. Vortices are formed in the wake, and caused
by instabilities in the wake. They are formed by the roll up of free shear
layers at crests and troughs of the oscillating wake. As the vortices travel
downstream they grow in size because of entrainment by external flow.
• High speed mode, Figure 2.10. Vortices are formed and shed at the body.
They grow to their maximum size at an almost fixed position. As the vortices
travel downstream they diffuse and decay.
Figure 2.10: Airfoil in pure pitching motion around the C/4 chord axis, Re =
12, 000. The sequence starts at the upper left, then continues downwards column
by column. From Freymuth [10].
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An important difference between these two modes is the way they entrain
particles from the external flow. In the high speed mode the vortices are strong
enough that they pull the shear layer across the wake, which cuts off the con-
secutive downstream vortex from supply of circulation and cuts off the streakline
between them. In the low speed mode, the vortices are not as strong, and a
streakline will connect all the vortices in the Ka´rma´n street. These phenomena
may be seen in Figures 2.8 and 2.10. In Figure 2.10 a vortex in the upper row
starts to become visible in the fourth frame. When it has reached its maximum
size in the last frame, it has hardly moved downstream. There is also no streakline
connecting it to the subsequent vortex in the last frame.
Vortex shedding for an airfoil will be discussed in the two following subsections.
2.9.1 Trailing edge vortex shedding
Figure 2.11: Vortex shedding for a stationary (upper frame) and oscillating at
Sr = 0.196 and k = 0.164 (lower frame) NACA 0012 airfoil at Re = 20, 000.
From Lai and Platzer [11].
Despite the streamline shape of an airfoil, vortex shedding will still occur at the
trailing edge for high enough Reynolds numbers. This may be seen in the upper
frame of Figure 2.11 for a stationary airfoil and in the lower frame of Figure 2.11
for an oscillating airfoil, both for laminar flow. There are two indicators that this
particular vortex shedding is of the low speed mode. The first indicator is that the
streaklines connect the vortices, which implies that the vortex strength is too low
to pull the shear layer across the wake. The second indicator is that the vortices
grow in size, most notably in the beginning of the wake.
2.9.2 Leading edge vortex (LEV) shedding
Vortices can also be shed from the leading edge for flapping airfoils. The oc-
currence of leading edge vortex shedding is dependent on both the oscillation
frequency and amplitude.
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Figure 2.12: Leading edge vortex shedding for an airfoil in pure plunging motion
during a downstroke. Sequence follows letters. From Guerrero [2].
For a given oscillation amplitude the oscillation frequency needs to be high
enough so that the airfoil velocity perpendicular to the free stream is comparable
to that of the free stream velocity. This will produce a high effective angle of
attack, which causes the incoming flow to effectively see a bluff body (the nose of
the airfoil can almost be modeled by a semi circle). If the oscillation frequency is
too high, there will not be enough time for a vortex to form during one upward or
downward stroke of the airfoil. Also, the oscillation amplitude needs to be high
enough to allow for enough time for a vortex to form during one stroke.
The leading edge vortex shedding cannot be directly compared to the vortex
shedding of a bluff body. There is usually only time for one vortex (if any) to
form during each stroke and multiple vortices are needed to form a Ka´rma´n street.
Also, the airfoil’s body interacts with the vortex, so it will not travel downstream
uninterrupted.
However, a few key comparisons can still be made. They are both related
to the shedding mode resembling that of high speed vortex shedding. As may be
seen in Figure 2.12 frames B and C, where the vortex grows to its final size almost
without moving downstream. The other important feature is that the vortex does
not grow, but instead it decays after it has started moving downstream. The free
stream velocity determines the speed at which the vortex moves downstream.
The vortices will also interact with the Ka´rma´n vortex street from the trailing
edge, if they have not decayed before they have moved past the airfoil.
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2.9.3 The impact of vortex shedding on airfoil performance
A simple explanation for the generation of thrust by a flapping airfoil is based on
the effective angle of attack the airfoil experiences as it moves perpendicularly to
the incoming flow. A visualization of this may be seen in Figure 1.1 on page 2.
When the airfoil moves in the opposite direction, the force vector will also point
in the opposite direction, but it will still have a thrust generating component. For
low plunge velocities, the effective angle of attack can be too low to generate a
net thrust; viscous drag forces dominates.
For a better understanding of the flow and the physics involved, a more thor-
ough investigation of the wake is needed. Although many complex wake structures
exist, this section will focus on the most basic ones to explain how they relate to
thrust and drag. These basic wakes are the Ka´rma´n vortex street (drag indicat-
ing), reverse Ka´rma´n vortex street (thrust indicating) and the neutral wake.
The drag indicating Ka´rma´n street will be generated for either a stationary
airfoil or one with low plunging velocity (or Strouhal number), a visualization
may be seen in Figure 1.4 on page 4. In this mode there are two rows of vortices,
an upper and a lower. The vortices in the upper row rotate clockwise, while the
vortices in the lower row rotate counterclockwise. This results in a velocity/mo-
mentum deficit in the middle of the wake, as compared to the free stream velocity.
Parts of this momentum have been transferred to the airfoil, and is experienced
as drag.
The thrust indicating reverse Ka´rma´n street will be generated for oscillating
airfoils of sufficiently high Strouhal number; a visualization may be seen in Figure
1.5 on page 5. In this mode the vortices in the upper row rotate counterclockwise,
while the vortices in the lower row rotate counterclockwise, which is the opposite
of the drag producing wake. This results in a velocity/momentum excess in the
middle of the wake. The wake now resembles a jet, whith a momentum excess in
the middle of the wake.
In a small range of Strouhal numbers between the drag and the thrust indi-
cating wakes, a neutral wake exists; a visualization may be seen in Figure 2.13.
In this mode the two rows of vortices are aligned behind the airfoil and there is
neither velocity/momentum deficit nor excess present.
One way of identifying the different wakes is to look at the way the mushroom-
like shapes in the wake are tilted. For a drag producing wake the mushrooms are
tilted upstream, for a thrust producing wake the mushrooms are tilted downstream
and for a neutral wake the mushrooms are not tilted.
It should be noted that more complex wake structures exist which may be
either drag producing, thrust producing or neutral.
For leading edge vortex shedding and its effect on airfoil performance, there
are mainly two effects to consider: The change in pressure caused by the vortices
as well as interaction with the trailing edge vortex shedding.
The low pressure in the vortex causes the leading edge vortex to increase
both lift and thrust while it is in front of the thickest part of the airfoil. This
is because the resulting force vector points normal to the airfoil surface, which
points upwards and upstream. When the vortex is behind the thickest part of the
airfoil, it increases both lift and drag on the airfoil. In this situation the normal
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Figure 2.13: Neutral vortex street. From Jones et al. [3]
vector points upwards and downstream. An illustration of this may be seen in
Figure 2.14. Because of this phenomenon, it is of much interest how fast the
vortices decay, since these forces will greatly affect the airfoils performance.
The vortices may or may not progress past the trailing edge, and if they do
they can greatly affect the vortices shed from the trailing edge as well as the wake
in general.
Lift
Thrust
F Vortices
Lift
Drag
F
Figure 2.14: Forces generated by vortices on airfoils. The figure shows an S809
airfoil.
Chapter 3
Numerical methods
To achieve an accurate solution in CFD simulations it is not only important
to have a good quality grid, but the choices of the numerical methods are also
crucial. For this study the Ansys Fluent Version 13.0.0 software was used as the
numerical solver, which allows for a wide set of parameters to be set by the user.
This section covers both some theory behind the solver and different parameters,
as well as arguments for parameter settings used. Many parameters were left at
their default values, because in most cases they were not critical for this study
and the default values were considered acceptable. In a few cases they were not
properly investigated due to time limitations.
3.1 The finite volume method
There are different methods to convert the governing equations for fluid flow
into discretized versions, most notably are the finite difference, the finite volume
and the finite element methods. Fluent uses the finite volume method, and a
short description is given here. The finite volume method involves discretization
of the integral form of the Navier-Stokes equations. This results in discretized
equations which a computer can handle. The key step of the method is the
control volume integration, where a partial differential equation is integrated over
a volume. Consider the convection-diffusion problem for a property φ
d
dx
(ρuφ) =
d
dx
(
Γ
dφ
dx
)
, (3.1)
where ρ is the fluid’s density, u is the fluid’s velocity and Γ is the diffusion coeffi-
cient. The left hand side in the equation is the convection term and the right hand
side is the diffusion term. When integration over a control volume is performed,
the equation becomes∫
CV
d
dx
(ρuφ) dV =
∫
CV
d
dx
(
Γ
dφ
dx
)
dV (3.2)
The above relation is true for an arbitrary control volume CV. Let the CV
become the discrete 1D volume as shown in Figure 3.1. To get a discretized
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equation the volume integrals need to be converted into surface integrals using
the divergence theorem,
∫
V
∇·F dV = ∫
A
n·F dA:∫
∆V
d
dx
(ρuφ) dV =
∫
∆V
d
dx
(
Γdφ
dx
)
dV
(ρuAφ)e − (ρuAφ)w =
(
ΓAdφ
dx
)
e
− (ΓAdφ
dx
)
w
(ρuφ)e − (ρuφ)w =
(
Γdφ
dx
)
e
− (Γdφ
dx
)
w
,
(3.3)
where the cross-sectional area of the control volume face, A, cancels in the last
step and e and w are the east and west faces of the CV, as depicted in Figure
3.1. This equation has now a clear interpretation: The difference in the diffusive
flux of φ between the east and west faces equals the difference in the convective
transport of φ between the east and west faces. A similar interpretation yields
for the convective mass flux per unit area, ρu. The finite volume method can be
expanded to two and three dimensions using a similar approach.
Control volume
e w
Boundaries
Nodal point
Figure 3.1: A one dimensional control volume. The east and west boundaries are
marked by e and w, respectively.
3.2 General solver settings
Fluent has the option of being a density based or a pressure based solver. The de-
fault pressure based solver is used for all calculations in this study. In the pressure
based solver a pressure equation is derived from the continuity and the momentum
equations. This equation is solved to achieve the constraint of continuity. The
steps taken in the pressure based solver are shown in Figure 3.2
The Reynolds numbers investigated in this study were 20, 000 and 3, 000, 000,
for the laminar flow and turbulent flow, respectively. These numbers were deter-
mined by the data used for validation and verification, which were generated at
these Reynolds numbers. The fluid material was modeled as air, using default
settings in Fluent. Table 3.1 gives an overview of material properties and other
reference values.
3.2.1 Under-relaxation factors
Under-relaxation factors (URF) are factors that determine how big changes for
the flow properties the solver takes in each iteration. For a variable φ the new
value is given by
φ = φold + β∆φ, (3.4)
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Update properties
Solve sequentially:
U V Wvel vel vel
(continuity) equation
Solve pressure−correction
Update mass flux, 
scalar equations
turbulence, and other
Solve energy, species,
Converged? StopNo
pressure, and velocity
Pressure−Based Segregated Algorithm
Yes
Figure 3.2: Overview of the steps taken in the pressure based solver.
Table 3.1: Reference values used in Fluent. The chord length determines the
reference length and the inlet velocity determines the reference velocity. The
density and viscosity are default material property values for air, given by Fluent
Reference values
Length 1 m
Laminar velocity 0.29 m/s
Turbulent velocity 43.82 m/s
Density 1.225 kg/m3
Dynamic viscosity 1.7894·10−5 kg/ms
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where β is the under-relaxation factor and ∆φ is the computed change in φ.
Too large increments in solution properties can sometimes cause divergence,
and setting the URFs lower can thus aid in achieving convergence. For all of the
laminar simulations the URFs were kept at their default values. For some of the
turbulent simulations, the URFs were reduced in order to achieve a converged
solution. The URF values do not in general affect the accuracy of the solution,
but lower values require in general more iterations to arrive at the same solution.
Since this study uses a limit on 20 iterations per time step, changes in the URFs
might cause changes in the solution. Especially since the limit of 20 iterations is
reached in almost all of the simulations performed in this study. Time constraints
did not permit an investigation of the effects of changes in the URFs. The values
used for the URFs are given in Table 3.2.
Table 3.2: Under-Relaxation Factors (URF) used in the study.
Laminar
simulations
Turbulent
simulations
Reduced URFs
Pressure 0.3 0.3 0.2
Density 1 1 1
Body Forces 1 1 1
Momentum 0.7 0.7 0.5
Turbulent Kinetic Energy N/A 0.8 0.5
Specific Dissipation Rate N/A 0.8 0.5
Intermittency N/A 0.8 0.8
Momentum Thickness Re N/A 0.8 0.8
Turbulent Viscosity N/A 1 0.8
3.3 Boundary conditions
Boundary conditions (BC) dictate the flow in the far-field regions as well as on the
airfoils surfaces. Not all the BCs could be determined by data from either exper-
iments or other comparable numerical simulations, and most of these conditions
were left at their default values.
Since there were no symmetry or periodicity involved in this study, the BCs
in the far-field regions (the outer boundaries of the computational domain) were
set either as velocity-inlets or pressure-outlets.
The inlet velocity at the west face, upstream of the airfoils, was set at a
constant magnitude, determined by the different Reynolds numbers. For the
laminar simulations of Reynolds number of 10, 000, the inlet velocity was set
to 0.29 m/s. For the turbulent simulations of Reynolds number of 3, 000, 000, the
inlet velocity was set to 43.82 m/s.
All other faces in the far-field regions were set as pressure outlets. This includes
the edges that are created due to the relative motion between the two grid regions,
as explained in Section 4.6.2. The backflow velocity directions were determined
by the neighboring cells, in order to avoid as much as possible imposing external
constraints on the flow when the grid is sliding.
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The inlet turbulence was determined by a turbulent intensity (TI) of 1 %, a
turbulence length scale of 1 m and an intermittency value of 1. TI of 10% or
above is considered high, while modern wind tunnels may have values as low as
0.05 % [13]. The turbulence length scale is a physical quantity related to the size
of the large eddies that contain the energy in turbulent flows. It is believed to
be of the same order of magnitude as the length of the airfoils, which have chord
lengths of 1 m. The intermittency value was kept at the default level of 1.
The conditions for turbulence levels for backflow were set to the same values
as those for inlet turbulence.
No data for wall roughness from either the experimental or computational
data used for comparison was available, and wall roughness was set to zero. The
no-slip condition was assigned to the airfoil surfaces.
3.4 Spatial discretization
In the finite volume method property values are normally stored at the nodal
points. An interpolation is then required to establish values at the faces (see
Figure 3.3 for an illustrates.) The second order upwind scheme was used for all
convection terms in the solution equations: Momentum, turbulent kinetic energy,
specific dissipation rate, intermittency and momentum thickness.
Node
Cell faces
Upstream cell Downstream cell
Direction of flow
Figure 3.3: Illustration of nodal points, cell faces and upstream and downstream
cells.
Information travels mostly in the direction of the flow, and a scheme that
uses information from cells upstream of the cell in question, is preferred [6]. The
upwind scheme uses node values of upwind cells for face values of the cell in
question. Since the cells that are upstream vary with the direction of the flow,
the nodes that determine the face value of the cell in question change with the
direction of the flow.
The second order upwind scheme in Fluent uses a multidimensional linear
reconstruction approach for quantities at cell faces [12]. The face value φf is
3.4 Spatial discretization 31
given by
φf = φ+∇φ·r, (3.5)
where φ is the node value of the upstream cell, ∇φ is its gradient and r is the
displacement vector from the node of the upstream cell to the face centroid.
Other discretization schemes were available, such as the QUICK scheme and
Third-Order MUSCL scheme. These schemes were not investigated, as they will
in general not provide significant improvements in accuracy [13]
3.4.1 Gradient scheme
Fluent has three options for evaluation of gradients and derivatives:
• Green-Gauss Cell-Based
• Green-Gauss Node-Based
• Least Squares Cell-Based
Both the Green-Gauss Node-Based and the Least Squares Cell-Based methods
are superior in accuracy compared to the Green-Gauss Cell-Based method [12].
On irregular grids, the accuracy of the Least Squares Cell-Based method is compa-
rable to that of the Green-Gauss Node-Based method, however the Least Squares
Cell-Based method is faster to compute. Since parts of the grid will be irregular
and computational time was an issue due to the many simulations required for
this study, the Least Squares Cell-Based method was applied.
The Least Squares Cell-Based method assumes that the solution varies linearly.
The method expresses the change in cell values between cell c0 and ci as
(∇φ)c0 ·∆ri = (φci − φc0), (3.6)
where c0, ci and ri are illustrated in Figure 3.4.
ri
cico
Figure 3.4: Schematic for the least squares cell-based gradient evaluation. From
Fluent Theory Guide [12].
Equations are set up for all neighboring cells, and the resulting matrix is solved
by solving the minimization problem for the system of the non-square coefficient
matrix in a least squares sense.
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3.4.2 Pressure interpolation scheme
Fluent offers five choices for the pressure interpolation scheme:
• Standard
• Linear
• Second order
• Body force weighted
• PRESTO! (PREssure STaggering Option)
The standard (default) scheme interpolates the pressure values at the faces us-
ing momentum equation coefficients [41]. The linear scheme computes the face
pressure as the average of the pressure values in the adjacent cells. The second
order, body force weighted and PRESTO! schemes are all more accurate than the
linear and standard schemes. The body force weighted scheme works well if the
body forces are known a priori and The PRESTO! scheme is well suited for flows
with steep pressure gradients [12]. In this study the PRESTO! scheme was used.
This scheme uses the discrete continuity balance for a staggered control volume
about the face to compute the staggered pressure. This procedure is similar to
the staggered-grid schemes used with strucutered grids.
3.5 Pressure velocity coupling
The solver, Fluent in this case, solves the continuity equation (2.1) and the mo-
mentum equations (2.2). Each of the velocity components has its own transport
equation, and the velocity component also need to satisfy the continuity equation.
The equations (2.1) and (2.2) are highly non-linear and intricately coupled. Thus
there is no simple analytical solution. If the pressure is known, the momentum
equations for u and v can be used to solve for the velocities. But it does not imply
that continuity is satisfied, and the continuity equation cannot be used to solve
for the pressure. To solve this problem, a pressure-velocity scheme is required.
In Fluent there are four different methods for the pressure velocity coupling,
three segregated types: SIMPLE, SIMPLEC and PISO (Pressure-Implicit with
Splitting of Operators) and one coupled method. The PISO method was used in
this study.
The coupled algorithm was not used because it results in slower convergence.
SIMPLEC and PISO are both modified versions of the SIMPLE algorithm. De-
tailed descriptions of all three models may be found in Versteeg and Malalasekera
[6]. Only an outline of SIMPLE is given here. The SIMPLE algorithm consits of
the following steps:
1. Start with initial values
2. Solve momentum equations to get u and v
3. Solve pressure correction equation, p = p∗ + p′
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4. Calculate correction terms p′, u′ and v′
5. Correct P , u and v
6. Repeat until solution has converged
Where in the third step p is the correct pressure, p′ is the pressure correction
term and p∗ is the guessed pressure. u′ and v′ are the components of the velocity
correction. To improve the efficiency of the SIMPLE method, the PISO algorithm
performs two additional corrections: neighbor correction and skewness correction.
The neighbor correction (or momentum correction) involves moving the re-
peated calculation required by SIMPLE inside the solution stage of the pressure-
correction equation. The skewness correction involves recalculating the pressure-
correction gradient after the solution of the pressure-correction equation. This
helps with convergence in skewed cells since the approximate relationship between
the correction of mass flux at the cell face and the difference of the pressure-
correction gradient along the cell faces are not known in advance.
The PISO algorithm is highly recommended for transient simulations [13] and
the grids in this study had some degrees of skewness to them, which made PISO
the preferred pressure-velocity coupling algorithm.
3.6 Time dependent calculations
The integral form of the transport equation for a variable φ takes the following
form for time-dependent flows:∫
V
∂ρφ
∂t
dV +
∮
ρφv· dA =
∮
Γφ∇φ· dA +
∫
V
Sφ dV , (3.7)
where ρ is density of the fluid, v is velocity vector, A is surface area vector, Γφ
is diffusion coefficient for φ, ∇φ is gradient of φ and Sφ is source of φ per unit
volume. When using the pressure-based solver in Fluent, the value of φ at the
next time step is evaluated through an implicit discretization of Equation 3.7:∫
V
∂ρφ
∂t
dV +
∮
ρn+1φn+1vn+1 · dA =
∮
Γn+1φ ∇φn+1 · dA +
∫
V
Sn+1φ dV , (3.8)
where n+ 1 indicates the next time level.
There are two sources of error related to the time-discretization: the choice
of temporal discretization and the time-advancement scheme. The temporal dis-
cretization is described in Section 3.6.1 while a short description of the time
advancement scheme is given here.
A splitting error is introduced due to the solving of equations one by one by
the segregated solver. Fluent offers two time-advancement schemes that handle
the splitting error differently.
In the iterative time-advancement scheme, all the equations are solved itera-
tively for a given time-step until the convergence criteria are met. A constraint
on the number of iterations per time-step might deny the solver to reach the con-
vergence criteria for a given time-step, this was often the case in this study, which
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had a limit of 20 iterations per time-step. The non-linearity of the equations
are fully accounted for, and splitting error is eliminated if enough iterations are
performed. An overview of the scheme is given in Figure 3.5.
t = t + n   t∆
Converged? no
Solve Momentum Equations
Correct Velocity
n += 1
Next Time Step
yes
Solve Scalars (T,   ,   , etc.)
Solve Pressure Correction
κ ε
Pressure Flux
Outer
Iterations
Figure 3.5: Overview of the steps taken in the iterative time advancement scheme.
The non-iterative time-advancement scheme (NITA) performs only a single
outer iteration per time-step. Even though inner iterations may be performed
for each of the individual sets of equations, the computational demand is signif-
icantly lowered, as compared to the iterative time-advancement scheme. It was
not believed that NITA would provide the same level of accuracy as the iterative
time-advancement scheme. A few cases were run with both schemes, and as NITA
proved to have convergence difficulties. Therefore, the iterative time-advancement
scheme was used in this study.
3.6.1 Temporal discretization
The second order backward differentiation formula implicit time scheme was used
in this study. A short description of this scheme is given in this section.
Temporal discretization involves the integration of every term in the integral
equations, like Equation 3.8 over a time step ∆t. The time evolution of a variable
φ is given by
∂φ
∂t
= F (φ), (3.9)
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where the function F incorporates any spatial discretization. In Fluent, the
second-order discretization is given by
3φn+1 − 4φn + φn−1
2∆t
= F (φ), (3.10)
where φ is a scalar quantity, n indicates values at current time levels and n + 1
and n − 1 indicates values at next and previous time levels, respectively. F (φ)
may be evaluated explicitly or implicitly. However, the pressure based solver only
allows for implicit time integration, which is given as
3φn+1 − 4φn + φn−1
2∆t
= F (φn+1), (3.11)
as opposed to the explicit method, where F (φn+1) would have been replaced by
F (φn). The implicit equation is solved iteratively at each time level until the
convergence criteria are met (or the limit of iterations is met). The implicit scheme
is unconditionally stable with respect to time step size for linear problems.
By introducing bounding of certain variables, the scheme provides better sta-
bility while keeping the level of accuracy [13]. Bounding involves setting upper
and lower bounds for certain variables, to ensure that they never exceed their
limits, e.g. the volume fraction has a lower bound of 0 and an upper bound of 1.
3.7 User-defined functions
In order to assign a sine-shaped velocity profile to the moving grid, user-defined
functions (UDFs) are applied. A UDF is a function that can be dynamically loaded
with the Fluent solver to enhance the standard features of the code. Fluent offers
many predefined macros that may be adapted to fit the user’s needs, and these
are used to generate UDFs.
To define the grid motion, the macro DEFINE ZONE MOTION was used.
A separate UDF was written for each of the motions investigated. The macro
defines the different rotational and translational velocity components for a given
grid zone. See Appendix B for a description of the macro and an example of
the UDF. This macro was used for both the moving reference approach and the
sliding grid approach, as described in Section 4.6.
Chapter 4
Grid generation
4.1 Introduction
When the geometry of a problem is defined, the grid (or mesh) is a discretization
of the geometry, which spans the computational domain. Without a good quality
grid, the solver will provide inaccurate solutions no matter how good the solver is.
Grid generation for airfoils has been documented numerous times, and this study
uses results from other articles as a starting point. Grid quality is dependent
on many factors, such as the shape of the airfoil, the flow phenomena to be
modeled and Reynolds number, among others. Thus a grid should not be created
carelessly, but carefully to address the case at hand. This chapter covers basics
of grid generation and descriptions of the grids used in this study.
The grid generation software Gambit version 2.4.6 was used to create all the
grids in this study.
4.2 Structured and unstructured grids
A grid can be either structured, unstructured or hybrid (a combination of struc-
tured and unstructured regions). Examples of these grids may be seen in Figure
4.1. In a structured grid the cells can be represented in either a 2D (or a 3D)
array, since all the cells have clearly defined neighbors. A structured grid in 2D is
built up of quadrilateral (quad) cells and in 3D it is built up of hexahedra cells. A
structured grid requires in general far less memory to store than an unstructured
grid. The solver (e.g. Fluent) also requires in general less memory and compu-
tation time when working with structured grids than with unstructured grids; as
the connectivity of the grid points given by the indices of structured grids can be
more efficiently used than the connectivity lists of unctructured grids. A typical
2D unstructured grid consists of triangular (tri) cells, but quad cells can also be
used. When an unstructured grid is stored, the connectivity between the cells
needs to be explicitly stated, which requires more memory.
Even though structured grids have many benefits over unstructured ones, un-
structured grids are still widely used. In practical engineering problems, the
geometry defining the computational domain rarely fits with a structured grid
(this is especially true for 3D problems). The advantage of an unstructured grid
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Structured Unstructured 
with tri cells
Unstructured 
with quad cells
Hybrid 
with tri cells
Figure 4.1: Four different grid types, generated by Gambit. The structured grid
shown is a cartesian grid.
is the ease of fitting the cells to the geometry. The tri cells in a 2D grid can
follow a complex shape without the need to consider the geometry in other areas
of the domain. The unstructured grid also gives much better control in sizing
the cells, while the structured grid often produces an abundance of cells in some
areas. Thus, unstructured grids are well suited for local grid adaptation, whereas
structured grids are not.
4.3 Grid quality
The quality of the grid is crucial for the accuracy of the final results. A low
quality grid might not give convergence at all, or the converged solution could be
far away from the actual solution of the problem. There are no absolute criteria to
determine the quality of a grid. In general, a grid that gives results that coincide
with experimental data is a good grid. In many cases experimental data is not
available, and other metric properties are needed to evaluate the quality of the
grid. Discussions of grid resolution and two important metric properties are given
in this section.
In general a finer grid (high resolution) gives better results than a coarser grid.
However, a coarse grid is faster to generate, requires less computational time and
in general it converges more easily. Thus a coarse grid will often be used to quickly
get initial results, and then a finer grid would be generated, based on results and
knowledge gained from the coarse grid simulations.
A grid is coarse when the cells are too large to capture the effects of the
smallest scales of interest. Vortex shedding, for example, involves vortices which
requires cells of a certain scale to be described properly. If the cells are too large,
the vortices might not be captured by the solver at all, or they might diffuse
unnaturally because of numerical diffusion.
The aspect ratio is defined for a single cell and is given as the ratio of the longest
and shortes sides of a cell; see Figure 4.2 for examples of cells with different aspect
ratios. An ideal grid has only cells with an aspect ratio of 1. In most cases this is
neither practical nor necessary.
Since a given quantity might have a different rate of change in one direction
of the flow as compared to another, the cells can have different sizes (resolution)
in these different directions. A flat plate boundary layer, for example, has large
gradients in the direction normal to the plate, while there is little change in any
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Figure 4.2: Examples of cells with different aspect ratios. Aspect ratios from left
to right: 1, 4, 10.
direction parallel to the plate. The grid thus needs to be finer in one direction,
compared to the others. As a rule of thumb, the aspect ratio should not exceed 10
in areas of interest, but in regions where the flow has a dominant direction (e.g.
close to walls), a much higher aspect ratio is acceptable.
There are many ways to measure the skewness of a cell, one is the EquiAngle
Skew QEAS, which ranges from 0 for equilateral cells to 1 for degenerate cells. A
detailed description may be found in the Gambit User’s Guide [42]. Examples
of cells with different QEAS may be seen in Figure 4.3. Values below 0.25 are
considered of excellent quality, while values above 0.75 are considered poor quality
[42].
Figure 4.3: Examples of cells with different cell skewness. From left to right:
QEAS = 0, QEAS = 0.25, QEAS = 0.50, QEAS = 0.75
4.4 The O-grid
The O-grid gets its name from the circular shape of the structured grid that
encompasses the airfoil, as may be seen in Figure 4.4. Another grid type used for
airfoils is the C-grid, which gets its name from the C-shape that encompasses the
airfoil, as may be seen in Figure 4.5. Since the C-grid is the preferred grid type
in many studies (c.f [27, 4, 26]), some comparisons are made between the O-grid
and the C-grid.
There are two main reasons for using the O-grid in this study. First, previous
work done by the author [34] showed that the O-grid gave more accurate results
than the C-grid for a single airfoil at Reynolds number of 2 ·106. Secondly, the
C-grid is not compatible with the sliding mesh technique used to model relative
motion between two airfoils (see Section 4.6.2), since the technique requires ver-
tical boundaries separating the two airfoils (two C-grids do not easily connect to
one another in the horizontal direction).
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!
Figure 4.4: A close up view of the airfoil in the O-grid.
Figure 4.5: An example C-grid.
40 4.5 Grid characteristics
The O-grid used here consists of a structured part within the ”O” to resolve
the boundary layer. The outer region can be structured, unstructured or hybrid.
In order to achieve more control of the grid in the regions far away from the airfoil,
the unstructured or hybrid versions of the O-grid can be used. In these versions,
there is a region of unstructured cells outside of the ”O” (as seen in Figure 4.4),
which is able to connect to any shape desired further away from the airfoil. As a
result these versions of the O-grid will in general consist of fewer cells than the
C-grid.
The unstructured cells could have high skewness, which is a disadvantage of
the O-grid. Another disadvantage of the O-grid is that it requires more time
and effort to generate, as it consists of more regions, often of different cell types,
and thus more input parameters are required. Also, it is more computationally
demanding for a grid generator to produce an unstructured grid than a structured
grid; the C-grid, on the other hand, is usually structured.
The O-grid gives the ability to form a rectangular boundary of the domain (see
Figure 4.6), which makes the assignment of far field boundary conditions easier
than for the C-grid. The vertical boundary upstream will always be an inlet,
the vertical boundary downstream will always be an outlet and the horizontal
boundaries above and below the airfoil will be either inlets or outlets, depending
on the direction of the flow.
4.5 Grid characteristics
This section presents the grids used to model both one and two airfoils. First an
overview is given, and then details are discussed in the two following subsections,
while the third and last subsection discusses the grid for two airfoils in relative
motion.
An overview of the grid may be seen in Figure 4.6. The airfoil may be seen in
the middle, with the grid boundary layer surrounding it. There is an unstructured
region outside the grid boundary layer, and eight structured regions build up the
wake and far-field regions.
The total number of cells for the O-grid used in the study of a single oscillating
airfoil was 294, 185. This is a fairly high number of cells, as compared to typical
numbers found in the literature for comparable grids. The reason for this is the
need for a lot of cells in the area downstream of the airfoil to properly resolve the
wake structures that occurs for oscillating airfoils.
4.5.1 Grid boundary layer
The number of cells within the airfoil grid boundary layer (BL) is determined by
previous work done by the author [34], and a summary is given here. It should
be noted that the grid BL is the region of structured cells closest to the airfoil
(the ”O”), and is different from the physical BL. The grid BL is notably larger
than the physical one, in order to provide a good quality grid in the region of
the physical BL. The grid BL characteristics used for all grids in this study are
summarized in Table 4.1
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Figure 4.6: An overview of the O-grid used for a single airfoil.
Table 4.1: Overview of the grid boundary layer around the airfoil for the O-grid
used in this study. Heights are given with respect to the chord length C of 1 m.
Grid boundary layer
Total cells 26, 950
Nodes on airfoil 340
BL height 0.10C
Rows in BL 55
Growth factor 1.14
Height of first cell 3·10−5C
Max aspect ratio 567
Max cell skewness 0.92
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On the airfoil surface, 340 nodes were found to be sufficient. The nodes were
not evenly distributed, but more nodes were placed near the nose of the airfoil and
near the trailing edge, since the gradients are normally higher in these areas than
along the middle of the airfoil, especially for oscillating airfoils. This distribution
leads to a maximum aspect ratio of 567, which is also the highest aspect ratio
of the entire grid. This is believed to be acceptable, since the dominant flow
direction is along the length of the cells (i.e. low gradients along the length of
the cells). Leading edge vortex shedding (see Section 6.3.1) will produce higher
gradients along the length of the cells, but the number of nodes on the airfoil
was still kept at this number, partly based on results in the literature (cf. [26]).
Results showed no clear indication that more nodes were needed, indicating that
340 nodes were sufficient.
The maximum cell skewness of 0.92 would be unacceptable high if this number
was representative for the grid. However, this level of skewness is found in the
150 ”pizza slice” shaped cells next to the trailing edge, which are a result of all
the grid lines from the outer edge of the BL terminating in a single point at the
trailing edge. It was not believed that these few low quality cells would have
any significant impact on the flow. Except for these few cells, the maximum cell
skewness in the grid BL was 0.18.
The grid BL height was set to be high enough to ensure that the physical BL
for attached flow would always be well within its boundaries and low enough for
practical reasons concerning connecting the grid BL to the rest of the domain as
well as being able to model two airfoils close to each other. The growth factor
and number of rows were determined by the need for at least ten cells to cover
the physical BL as well as to give the cells in the outer layer an aspect ratio close
to one.
The height of the first cell was determined by a grid independence study for
turbulent flow and it is believed to be sufficiently small for laminar flow, which
should in general have less strict requirements as the gradients are lower for a
laminar BL. A few random cases from this study were investigated, and they were
all found to have more than 20 cells covering the physical BL.
Wall treatment in the turbulence models places additional constraints on the
near wall grid. The Fluent User’s Guide recommends y+ values (see Section 2.4)
to be less than 1 for the first layer of cells next to a wall when the Transition SST
turbulence model is used. This is in order to resolve transition regions. The y+
values are dependent both on the grid as well as the flow. Thus, to achieve a grid
with desired y+ values, it might need to be adapted after simulations are run.
Since time constraints do not allow for such grid refinements to be performed for
every case setup the same near-wall resolution was used in all simulations. The
values of y+ for the first layer of cells ranged from averages of the entire airfoil of
around 1.7 for most cases to around 3 for some cases.
4.5.2 Outer grid
The outer grid, meaning the grid except for the grid boundary layer, was deter-
mined by a grid independence study (see Section 5.1.1). Some grid characteristics
are given in Table 4.2
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Table 4.2: Overview of the grid outside of the grid boundary layer for the O-grid
used in this study.
Outer grid
Cells 267, 235
Max aspect ratio 137
Max cell skewness 0.87
There were 61, 335 cells in the unstructured region encompassing the airfoil
grid boundary layer and 120, 000 cells in the structured wake region downstream
of the airfoil. The cells in the area a few chord lengths behind the airfoil were
typically around 0.01C times 0.01C in size. These values were in consistence
with cell sizes found by both Young [26] and Guerrero [2], who found that cells
of 0.0176C and 0.0167C, respectively, where sufficient to describe the physics of
similar laminar flows. It should be noted that neither [26] nor [2] used Ansys
Fluent to perform their simulations.
To achieve a high resolution of cells in the near wake region of the airfoil, the
cells in the structured region were not evenly distributed, but concentrated close
to the airfoil. This gave the cells next to the downstream outer edge of the domain
a length of 0.17C. This was considered acceptable, as these cells where around
19C away from the airfoil, and thus also far away from the regions of interest.
The maximum aspect ratio in the outer grid of 137 is found in a few cells next
to the outer boundaries of the grid. The aspect ratios of the cells quickly drop
further away from the outer boundaries. In the unstructured region, as well as
the area a few chord lengths behind the airfoil, all the cells have aspect ratios of
less than 2. This is a clear advantage of the O-grid as compared to the C-grid, as
a C-grid would typically have aspect ratios a few orders of magnitudes higher in
the area behind the airfoil.
The maximum cell skewness of 0.87 was found in the unstructured grid outside
of the grid BL. Some cells with high cell skewness easily occur in unstructured
grids when there is significant change in the grid geometry or sizing of the cells.
There were 24 (0.04% of the unstructured cells) cells with values of cell skewness
above 0.50 and 5166 (8.42% of the unstructured cells) cells with values of cell
skewness above 0.25 for the grid of a single airfoil. Similar values were found for
the grids for the tandem setup.
Even though the majority of cells had low cell skewness values (< 0.25), the
cells with high levels of cell skewness are considered to be a disadvantage of the
O-grid, as compared to the C-grid, which will typically have almost all the cells
with cell skewness values below 0.25.
4.5.3 Grids for tandem setup
When creating the grids for the tandem airfoil setup, the same grid characteristics
as for the grid of a single airfoil were used. An overview of a sample grid may be
seen in Figure 4.7 and a close up of a sample grid with the NACA 0012 profile
may be seen in Figure 4.8. Figure 4.8 also defines the distance Xshift, which is the
distance between the trailing edge of the leading airfoil and the leading edge of the
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trailing airfoil, Xshift is used throughout the report to refer to this distance. The
grids were not extended lengthwise when two airfoils were included. This resulted
in the trailing airfoil having a shorter distance to the end of the grid than was the
case for the single airfoil grid. The single airfoil grid provided 19 chord lengths of
grid behind the airfoil, while the two airfoil grid with the airfoils separated two
chord lengths apart provided 16 chord lengths of grid behind the trailing airfoil.
This was not believed to affect the solution significantly.
Figure 4.7: Overview of a sample grid used for the tandem setup.
Table 4.3 gives an overview of some of the characteristics for the different
grids. As can be seen, there is not much differentiating the four different grids.
The number of cells increases slightly for Xshift values of 2. This is due to the
requirement of a fine grid in the area between the airfoils, which gets extended as
the airfoils are placed further apart. The maximum aspect ratios and cell skewness
are all found within the grid boundary layer, and are therefore very similar for
all grids. Section 5.1.1 presents a grid independence study which determined the
grid resolution in the wake region.
4.6 Moving reference frames and sliding grids
To model the airfoil as oscillating a moving reference frame was used for the cases
with a single airfoil and the sliding grid technique was used in the tandem airfoil
setup. This section provide descriptions of the two different methods.
For both of the methods, the motion was described by user-defined functions
(UDF), which are described in Section 3.7.
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Xshift
Figure 4.8: A close up view of a sample grid for the tandem setup for two NACA
0012 profiles. The distance Xshift between the two airfoils is marked.
Table 4.3: Grid characteristics for grid of two airfoils. Xshift is the distance between
the airfoils, given in chord lengths C.
NACA 0012 S809
Xshift 1C 2C 1C 2C
Cells 338, 696 351, 225 342, 970 354, 620
Nodes on airfoil 340 340 340 340
Maximum aspect ratio 567 567 582 582
Maximum cell skewness 0.98 0.98 0.98 0.98
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4.6.1 Moving reference frames
To model a single oscillating airfoil, the entire grid was set as a moving reference
frame. The velocity specification was set to absolute, which specifies the velocities
relative to the inertial reference frame, as opposed to the moving reference frame.
The relationship between the velocities in the moving and inertial reference
frames is given as
v = vr + ur, (4.1)
where v is the velocity in the inertial frame, vr is the velocity in the moving frame
and ur is the velocity of the moving frame. With this formulation, the governing
equations of fluid flow can be written as follows when there is no angular velocity
in the moving reference frame, conservation of mass:
∂ρ
∂t
+∇·ρvr = 0 (4.2)
and conservation of momentum:
∂
∂t
ρv +∇·ρvrv = −∇p+∇·τ + f , (4.3)
where ρ is the density, p is the pressure, τ is the viscous stress tensor and f are
external forces.
4.6.2 Sliding grids
To model the tandem setup with the leading airfoil oscillating and the trailing
airfoil stationary with respect to the inertial reference frame, the sliding grid
technique was used. As with the moving reference frame, the velocity specification
was set to absolute.
In the sliding grid technique two or more cell zones must be specified, each
with at least one interface boundary. The zones move relative to each other along
the interface boundaries, and the grid is updated by Fluent during each time-step.
A sliding grid is illustrated in Figure 4.9. The new boundary zones that occur
can be assigned any boundary condition, just as any other boundary zone. When
the two cell zones move relative to each other, the grid becomes non-conformal,
cf. Section 4.6.3.
There are certain changes to the equations in the solver as a result of the
sliding grid. The integral form of the conservation equation for a general scalar,
φ, on an arbitrary control volume, V , is given in Fluent as
d
dt
∫
V
ρφ dV
∫
∂V
ρφ (v − vr)· dA =
∫
∂V
Γ∇φ· dA +
∫
V
Sφ dV , (4.4)
where ρ is the density, φ is a general scalar, v is the flow velocity vector, vr is
the grid velocity of the moving grid, Γ is the diffusion coefficient, Sφ is the source
term of φ and ∂V represents the boundary of the control volume V .
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Figure 4.9: An illustration of a sliding grid. Not to scale.
4.6.3 Non-conformal grids
When two cell zones move relative to each other, the cells on each cell zone bound-
ary will not necessarily align. This is always true if the cells are not uniformly
spaced, and also true when the relative distance the grids shifts during each time-
step is not equal to exactly one cell height. An example of a non-conformal grid
may be seen in Figure 4.9, where the cells do not align along the grid interface.
Figure 4.10 shows a more detailed example of a non-conformal grid interface.
Fluent calculates fluxes across the grid interface using cell faces that result from
the intersection of the two zones, and not from the original zone boundaries. Thus
the fluxes through face D-E into cell IV in figure 4.10 is calculated by using faces
d-b and b-e, and not face D-E. This allows for an arbitrary number of cells from
one cell zone to align to an arbitrary number of cells in an adjacent cell zone.
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cell zone 1
cell zone 2
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Figure 4.10: A detailed example of a non-conformal grid interface. From Fluent
User’s Guide [13]
Chapter 5
Model verification and validation
It is important to know if the results generated from the solver are accurate
and the level of error in the results. Both model verification and validation are
performed in order to assess this. Verification is defined as:
The process of determining that a model implementation accurately
represents the developer’s conceptual description of the model and the
solution to the model. (AIAA G-077-1998)
and validation is defined as:
The process of determining the degree to which a model is an accurate
representation of the real world from the perspective of the intended
uses of the model. (AIAA G-077-1998)
Where both definitions are given by the American Institute of Aeronautics and
Astronautics (AIAA).
The verification process controls that the model and the code solve the equa-
tions and problem setup as intended by the software and the user. A common
verification method is to solve a problem where the analytical solution is known,
and then compare the results to the analytical solution. As it is not believed that
there are any major coding errors in Fluent, this part of the verification is skipped,
and focus is on the model setup of the case to be investigated in this study.
The validation process compares the CFD results to experimental data, in
order to investigate how well the simulations describe the real world system. There
are limited experimental data available for cases investigated in this study. Flow
visualizations and data for propulsive efficiency for different Strouhal numbers
are available for the laminar setup, but no experimental data is available for the
turbulent setup.
This chapter is divided into two parts, the first for validation and verification
of the laminar setup and the second for verification of the turbulent setup. Focus
is on grid independence and time-step independence.
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5.1 Laminar flow
5.1.1 Grid independence study
A grid independence study was performed to determine the grid in the wake region.
Two parameters were varied in order to find the optimal grid, based on both the
quality of the results as well as computational time. First the number of cells
along the edge α, as given in Figure 5.1, was varied. And afterwards the number
of cells along the edge β. To compare the results of the grids, vorticity contour
plots were investigated. It should be noted that plots of particle tracks were also
used in order to compare the different grids, but as the plots of vorticity contours
provided better means to compare and differentiate them, plots of particle tracks
are not included in this section.
α
β(2C, 1C)
(2C, -1C)
(20C, 1C)
(20C, -1C)
Figure 5.1: Definitions of the edges α and β used in the grid independent study.
C is the airfoil chord length.
When the number of cells on α was varied, the number of cells on the edges
forming the box encompassing the airfoil, as seen in Figure 5.1, was also var-
ied. This was done in order to make the cells in the corners of the box close
to quadratic. The resolution on α would also dictate the resolution of the un-
structured grid, as the cells would grow in size as the distance from the airfoil
increased. Thus the region of interest is from the trailing edge to one chord
length downstream of the airfoil, as this is where α affects the grid quality the
most.
Table 5.1: The different grids used in the first part of the grid independence study.
The edge α is defined in Figure 5.1. The deviation of th velocity modulus on y = 0
is compared at a time instant.
Nodes
on edge
α
Height of cells
on edge α
Average deviation
from Grid C
Max deviation
from Grid C
Grid A 100 0.020C 3.8% 16.1%
Grid B 200 0.010C 1.9% 7.8%
Grid C 300 0.007C 0% 0%
The three different grids investigated in the first part of the grid independence
study are summarized is Table 5.1.
50 5.1 Laminar flow
Vorticity contour plots generated from the grids with different resolutions in
the unstructured region may be seen in Figure 5.2. In grid A there is a clear
diffusion of vorticity, which is not seen in the same extent in grids B and C. By a
visual inspection of Figure 5.2, there seem to be small differences between grid B
and grid C.
(a) Grid A. 100 nodes on α, cell heights of 0.020C.
(b) Grid B. 200 nodes on α, cell heights of 0.010C.
(c) Grid C. 300 nodes on α, cell heights of 0.007C.
Figure 5.2: Comparison of vorticity contour plots after 10 periods for grids with
different resolution in the unstructured region, which ends one chord length down-
stream of the airfoil. The edge α is defined in Figure 5.1. Re = 20, 000, k = 7.8
and h = 0.0125 (Sr = 0.15).
Figures 5.3 and 5.4 compare velocity magnitudes, plotted along the symmetry
axis of the airfoil, for the different grids after ten periods. There are clear differ-
ences in the plots. Grid A has a maximum deviation from grid C of 16.1% and
an average deviation of 3.8%. Grid B has a maximum deviation from grid C of
7.8% and an average deviation of 1.9%.
Grid B, with 200 nodes on α was chosen for further work. Grid independence
was not achieved, and a grid even finer than grid C might produce somewhat
different results. However, due to time constraints, 200 nodes on α were chosen,
since the number of cells in the entire grid (and thus computational time) was
greatly reduced as compared to 300 nodes and the average deviation between the
two grids was less than 2% (Table 5.1).
With the grid in the unstructured region determined, five grids with different
resolution in the structured region downstream were compared. Different resolu-
tions were achieved by altering the amount of nodes on edge β. A uniform distri-
bution would remove the need for further investigation, but in order to reduce the
number of cells (and thus save computational time), the cells where concentrated
closer to the airfoil. Table 5.2 summarizes the deviation of |v(x, y = 0, t)| after
ten periods for the five different grids
Vorticity contour plots generated from the grids with different resolutions in
the structured region may be seen in Figure 5.5. In grid B there is a clear diffusion
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Figure 5.3: Velocity magnitude plotted along the symmetry axis of the airfoil.
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Figure 5.4: Velocity magnitude in percent plotted along the symmetry axis of the
airfoil with grid C set as a reference.
Table 5.2: The different grids used in the second part of the grid independence
study. Grid B is identical to Grid B in Table 5.1. The edge β is defined in Figure
5.1. The deviations of the velocity on y = 0 are compared after ten periods.
Nodes on
edge β
Average deviation
from Grid G
Max deviation
from Grid G
Grid B 200 5.2% 10.9%
Grid D 400 3.1% 7.1%
Grid E 600 1.2% 5.0%
Grid F 800 0.7% 2.9%
Grid G 1000 0% 0%
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of vorticity, and there is less diffusion as the number of cells is increased in Grid
D through G. By visual inspection of Figure 5.5 Grid E, F and G provide similar
results up to about three chordlengths downstream of the airfoil.
(a) Grid B. 200 nodes on edge β.
(b) Grid D. 400 nodes on edge β.
(c) Grid E. 600 nodes on edge β
(d) Grid F. 800 nodes on edge β.
(e) Grid G. 1000 nodes on edge β.
Figure 5.5: Comparison of vorticity contour plots after 20 periods for grids with
different resolution in the region downstream of one chord length. The edge β is
defined in Figure 5.1. Re = 20, 000, k = 7.8 and h = 0.0125 (Sr = 0.15).
Figure 5.6 and 5.7 compare velocity magnitudes, plotted along the symmetry
axis of the airfoil, for the five different grids. There are clear differences in the
plots. Grids B and D deviate significantly from the three finest grids, as seen in
Figure 5.6, while there are small differences between Grid E, F and G up to about
four chord lengths downstream of the airfoil. Grid E has a maximum deviation
from grid G of 5.0% and an average deviation of 1.2%. Grid F has a maximum
deviation from grid C of 2.9% and an average deviation of 0.7%.
The results indicate that grid independence could be achieved had the grid
been refined even further. However, in order to limit computational demand, the
number of cells needed to be limited. Grid E was chosen to determine the grid
characteristics of grids used in this study. It significantly reduced computational
time, while providing comparable accuracy.
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Figure 5.6: Velocity magnitude plotted along the symmetry axis of the airfoil.
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Figure 5.7: Velocity magnitude in percent plotted along the symmetry axis of the
airfoil with grid G set as a reference.
54 5.1 Laminar flow
5.1.2 Residual criteria
In transient implicit simulations there are three factors that determine the number
of iterations performed during each time step. The first is the size of the time-
step ∆t, the second is the residual criterion and the third is the user-set limit
of maximum number of iterations. For smaller time-steps, the residual criterion
is met quicker, since there are smaller changes in the solutions, as compared to
higher time-steps. In order to determine the residual criteria that would give
solutions independent of the criteria, multiple simulations with different residual
criteria were evaluated for a Re = 20, 000 (laminar flow). The different residual
criteria, for continuity, x-velocity and y-velocity, were all set to the same levels
in this investigation. The residuals for continuity were the ones to reduce at the
slowest rates for all laminar cases, while it was the turbulent dissipation rate ω
for the turbulent cases.
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Figure 5.8: Comparison of power coefficient CPower for different residual criteria
and numerical results from Young and Lai [14].
As seen in Figure 5.8 the different residual criteria produce different results.
The data presented are of the power coefficient CPower, similar plots for the lift co-
efficient CL and the thrust coefficient CT were also generated, but are not included
here as they produced similar results.
When the criteria were set to 10−4 or lower, a significant change in the results
occurred. Most notably are the changes in the CPower peaks when the residual
criteria are set to 10−4 or lower. The peaks in CPower might be explained by leading
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edge vortex shedding, although time constraints prohibited a proper investigation.
It was believed that the finer residual criteria provided the more accurate results.
As may be seen in Figure 5.8 the results from residual criteria of 10−4 and 10−5
are identical. This was also the case for the 10−6 criteria, but these data were
excluded from the plot in order to make it more readable. They all provided the
same results because the limit of 20 iterations per time-step were met throughout
the simulations for all these cases. To save computational time the limit of 20
iterations per time-step was not increased.
Throughout the study residual criteria of 10−4 were used for all cases, laminar
as well as turbulent. This would result in the limit of 20 iterations per time-step
being met for virtually all simulations.
5.1.3 Validation
To validate the laminar setup, comparisons are first done to experimental data
generated by Heathcote et al. [15] and then flow visualizations are compared to
experiments performed by Lai and Platzer [11].
In Figure 5.9 data from this study is compared to experimental data generated
by Heathcote et al. [15]. The experimental data was generated at Re = 10, 000,
20, 000 and 30, 000. However, as there were little dependency on Reynolds number
in the data, all experimental data points are plotted on the same graph in Figure
5.9. The un-evenness in the experimental data for low Strouhal numbers are due
to different Reynolds numbers being the source for the different data points.
The trend in all graphs is the same and the finer time-steps matches the exper-
imental data better than the coarser time-steps. There was an over-prediction in
the numerical data for Sr larger than 0.10, and there was an under-prediction in
the numerical data for Sr smaller than 0.10. The numerical simulations provide
negative η for Sr of 0.05. A simulation for this value of Sr was not performed
for the time-step of 0.001s due to a high demand for computational time for this
case.
The peak in the experimental data occurs around Sr = 0.10, while it is at
Sr = 0.15 for the numerical data. For the time-step of 0.01s the peak is at
Sr = 0.15 and η = 0.285 while the highest η is at Sr = 0.11 and η = 0.277 for
the experimental data.
Particle tracks (streak lines) were generated for some of the laminar simulations
for a single oscillating airfoil. The particle tracks for the the case of amplitude
h = 0.0125, reduced frequency k = 7.8 and Re = 20, 000 may be seen in the upper
frame of Figure 5.10. The particle tracks of this study resemble closely those
generated numerically by Young [26] (middle frame) as well as those generated
through experiments by Lai and Platzer [11] (lower frame). This indicates that
the solver generates reliable results for the laminar cases.
The airfoil experiences an average drag (as opposed to thrust) in this setup,
which should produce upstream tilting ”‘mushrooms”’ (as explained in Section
2.9.3). The particle tracks by Young [26] clearly shows this phenomenon for both
the upper and lower mushrooms. In both this study as well as the experiments of
Lai and Platzer [11], the upper row of mushrooms are not tilted while the lower
rows are tilted upstream. Towards the end of the particle tracks generated in this
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Figure 5.9: Plot of propulsive efficiency η vs Strouhal number for different time-
steps. Experimental data from Heathcote et al. [15].
study the upper row is tilted downstream, indicating thrust production, this is
most likely caused by the start up effects which are clearly visible to the far right
in the upper frame of Figure 5.10.
5.1.4 Time-step size
Different time-step sizes were investigated in order to determine the time-step
necessary for a solution independent of time-step size. In the time histories in
Figure 5.11 time-steps of 0.1s and 5 ·10−2s show deviations from the other time
histories near the peaks. Time-steps of 1·10−2s and 1·10−3s give similar results
to each other except for some artifacts in the 1·10−2s time-step.
Figure 5.12 shows a clear improvement in the vorticity contour plots when the
time-step is decreased, however, the trend ends for the finest time-step of 1·10−3s.
For this time-step, the numerical diffusion seems to increase rather abruptly. Also,
some artifacts in the plot can be observed around the airfoil. This same trend is
visible in the particle tracks in Figure 5.13; the quality increases until the finest
time-step is reached. For this time-step, the particle tracks do not look natural,
indicating that something is wrong with the model.
The reasons for the apparent model breakdown of the finest time-step of 1·10−3s
were not found, and a thorough investigation was not conducted as the time-step
of 1·10−2s was considered sufficient. Any time-step significantly finer than 1·10−2s
would also result in a substantial increase in computational time.
5.2 Turbulent flow
For the turbulent flow (Re = 3, 000, 000), the grids used were the same as those
used for the laminar flow (Re = 20, 000). The grid close to the airfoil had been
verified and validated to be of acceptable accuracy during previous work [34] at
Re = 2, 000, 000. The far-field grid which made up the wake region could have
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(a) Particle tracks (streak lines) from numerical simulations in this study
 
 
(b) Particle tracks (streak lines) from numerical simulations performed by Young (2005) [26].
 
(c) Dye flow visualization from experiments performed by Lai and Platzer (1999) [11].
Figure 5.10: Vortex patters for single oscillating airfoil at h = 0.0125, k = 7.8 and
Re = 20, 000.
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Figure 5.11: Time histories of thrust coefficient for different time-step sizes for
single oscillating airfoil at h = 0.175, k = 2.9 and Re = 20, 000. Numerical data
for comparison from Young and Lai (2007) [14].
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(a) Time-step set to 0.1s.
(b) Time-step set to 5·10−2s.
(c) Time-step set to 1·10−2s.
(d) Time-step set to 1·10−3s.
Figure 5.12: Vorticity contour plots for single oscillating airfoil at h = 0.0125,
k = 7.8 and Re = 20, 000 for different time-steps.
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(a) Time-step set to 0.1s.
(b) Time-step set to 5·10−2s.
(c) Time-step set to 1·10−2s.
(d) Time-step set to 1·10−3s.
Figure 5.13: Particle tracks for single oscillating airfoil at h = 0.0125, k = 7.8
and Re = 20, 000 for different time-steps. The deformed wake structures to the
far right in the figures are due to start-up effects of the simulations.
5.2 Turbulent flow 61
had different requirements for the laminar and the turbulent flows. However,
time constraints would not allow for a significant increase in number of cells, and
thus a grid independence study for the wake region for the turbulent flow was not
performed. Results did not show any obvious signs of a too coarse grid, indicating
that the grid used was of acceptable resolution and quality also for the turbulent
flow.
5.2.1 Time-step size
In order to determine the time-step required for the turbulent flow, the number
of iterations per oscillation period for the highest frequency for the laminar flow
was used as a starting point. This resulted in a time-step of 2.8·10−4s, and time-
steps of 1·10−2s, 5·10−3s, 2·10−3s and 1·10−3s were investigated for the highest
frequency for the turbulent flow. As seen in Figure 5.14 there are slight changes
in the time-history plots for the different time-steps. For the two finest time-steps
of 2 ·10−3s and 1 ·10−3s there are no clear differences, and thus a time-step of
2 ·10−3s was regarded as sufficiently fine. Time-histories of CL, CPower and CT
were all investigated for both the leading and trailing airfoils. But the results are
not presented here as they showed the same trends as those seen in Figure 5.14.
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Figure 5.14: Time histories of lift coefficient for different time step sizes for tandem
setup with leading airfoil oscillating at h = 0.01, k = 1.5 and Re = 3, 000, 000.
Numerical data for comparison from Tuncer and Platzer (1996) [4].
Figures 5.15, 5.16, 5.17 and 5.18 present time-histories for one period of CL
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and CT for both the leading and trailing airfoils. Comparisons are made with
numerical studies performed by Tuncer et al. [4]. Since focus in this section is on
model verification and validations, a thorough discussion of these results is not
presented here. However, comparisons with other numerical studies are presented
for the sake of verification of the model.
All four plots show similar behavior between the current study and that of
Tuncer et al. [4]. Apart from the time history of the lift coefficient for the trailing
airfoil (Figure 5.16) there are only quantitative differences in the plots. Tuncer et
al. [4] used only at the pressure distributions to compute the lift and thrust, this
can explain the high thrust values they achieved, as compared to this study. The
cause of the artifacts in CL near t/T = 3.4 and t/T = 3.9 for both the leading
and trailing airfoil were not investigated.
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Figure 5.15: Time histories of lift coefficients for leading airfoil for tandem setup
with leading airfoil oscillating at h = 0.01, k = 1.5 and Re = 3, 000, 000. Numer-
ical data for comparison from Tuncer et al. (1996) [4].
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Figure 5.16: Time histories of lift coefficients for leading airfoil for tandem setup
with leading airfoil oscillating at h = 0.01, k = 1.5 and Re = 3, 000, 000. Numer-
ical data for comparison from Tuncer et al. (1996) [4].
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Figure 5.17: Time histories of thrust coefficients for leading airfoil for tandem
setup with leading airfoil oscillating at h = 0.01, k = 1.5 and Re = 3, 000, 000.
Numerical data for comparison from Tuncer et al. (1996) [4].
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Figure 5.18: Time histories of thrust coefficients for trailing airfoil for tandem
setup with leading airfoil oscillating at h = 0.01, k = 1.5 and Re = 3, 000, 000.
Numerical data for comparison from Tuncer et al. (1996) [4].
Chapter 6
Results and discussion
6.1 Case setup
Several cases were investigated for the tandem setup with Xshift = 1 and Xshift = 2
atRe = 3, 000, 000. These parameters were set to match the numerical simulations
performed by Tuncer and Platzer [4]. The reduced frequency k and the amplitude
h for the initial simulations were also determined by the same study. In order to
compare the performance of the NACA 0012 airfoil to the S809 airfoil, all cases
were run for both airfoils. All cases presented in this chapter were run for ten
periods of oscillation. This resulted in 2, 390 iterations for the highest frequency
and 17, 923 iterations for the lowest frequency.
Initially, nine cases were investigated for four different setups: Xshift = 1 and 2
for both airfoils. The 36 cases provided information about where in the k-h plane
more data were needed. After investigating the results, several extra simulations
were performed, first for Xshift = 1 and then for Xshift = 2. These included more
values of k for each investigated h value and in addition h was increased to achieve
higher Sr numbers and to investigate the region in the k-h plane of maximum
propulsive efficiency. For Xshift = 1, 37 additional cases were run for each airfoil,
and for Xshift = 2, 6 additional cases were run for each airfoil.
To achieve a more detailed understanding of the results, three cases with
Xshift = 1 where chosen for detailed investigations. The first had a Strouhal
number in the lower range, the second a Strouhal number which gave close to op-
timal propulsive efficiency, and the third a Strouhal number in the upper range.
An overview of the characteristic parameters for these three cases may be seen in
Table 6.1. In these investigations, extensive data were extracted in time intervals
equal to a tenth of a period; the data were gathered after the ninth period of
oscillation.
Table 6.1: Values of k, h and Sr for the three cases chosen for detailed investiga-
tion.
h k Sr
Case 1 0.3 0.20 0.038
Case 2 0.5 0.40 0.127
Case 3 0.9 0.60 0.344
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Figure 6.1: Plot of propulsive efficiency η (the red stars) vs. reduced frequency k
and amplitude h for NACA 0012 tandem setup with Xshift = 1 at Re = 3, 000, 000.
A fourth order regression surface and a line of Strouhal number of 0.1 (blue) are
also included. Values below zero are not shown.
Figures 6.1 and 6.2 present the propulsive efficiency of all cases run for Xshift =
1 at Re = 3, 000, 000. There were less data available for the NACA 0012 airfoil
than for the S809 airfoil, since some of the simulations diverged. Specifically, there
was no data available for the NACA 0012 airfoil for any of the h = 0.5 cases nor
for some of the h = 0.3 cases. The highest Sr values are found in the left part of
the figure and the lowest Sr values are found in the right part of the figure. The
blue lines follow an Sr value of 0.1 and an η value of 0.7. This line was added
to visualize the partial dependency on the Sr number. In the area near this line,
all the highest η values are found, for both airfoils. However, there is a trend of
increasing η along this line, for increasing h and decreasing k. A global maximum
for η was not found for either of the airfoils. The propulsive efficiency drops off
for Sr values both above and below 0.1, as may be seen to the left and right of
the blue line, respectively.
For Sr < 0.03 for the NACA 0012 airfoil and Sr < 0.02 for the S809 airfoil, the
propulsive efficiency was negative, because drag, instead of thrust, was produced.
Since the focus in this study was on thrust producing setups, these data points
are not explicitly shown in any of the figures in this chapter.
The equations for the fourth order regression surfaces shown in Figure 6.1 and
6.2 were generated by use of the statistical analysis software Minitab 16.1.1. The
1Complete descriptions of the different R2 values and the P values may be found in the
Minitab software’s StatGuide [43].
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Table 6.2: Key results from the regression analysis performed on the data points in
Figure 6.1 and 6.2. P values above 0.05 are in italic. The R2(adj) and R2(pred)
values measures how well the model fits the data, the P value measures if the
given term has a coefficient that is significantly different from zero.1 Terms with
P values below 0.05 are considered to have coefficients significantly different from
zero. The higher the P value, the less important the given term is to the total fit
of the model.
NACA 0012 S809
R2(adj) 94.6% 96.4%
R2(pred) 69.1% 87.4%
Term P P
Constant 0.000 0.000
k 0.001 0.000
h 0.004 0.000
k2 0.000 0.000
h2 0.030 0.000
k ·h 0 .232 0.000
k3 0.000 0.000
h3 0 .106 0.000
k ·h2 0 .242 0.021
k2 ·h 0 .810 0.002
k4 0.000 0.000
h4 0 .230 0.001
k ·h3 0.034 0.021
k2 ·h2 0 .156 0 .685
k3 ·h 0 .276 0.001
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Figure 6.2: Plot of propulsive efficiency η (the red stars) vs. reduced frequency
k and amplitude h for S809 tandem setup with Xshift = 1 at Re = 3, 000, 000.
A fourth order regression surface and a line of Strouhal number of 0.1 (blue) are
also included. Values below zero are not shown.
full output from the regression analysis is given in Appendix C, key aspects of the
results are presented in Table 6.2.
For the S809 airfoil, all terms in the regression analysis, except the k2·h2(which
is proportional to Sr2) term, have P values below 0.05. For the NACA 0012 airfoil
all terms of order three or higher, except the three terms k3, k4 and k ·h3, have
P values above 0.05. Both airfoils show a fourth order dependency in the pure k
terms, while in the pure h terms the S809 airfoil shows a fourth order dependency
and the NACA 0012 airfoil shows only a significant second order dependency. The
S809 data show a significant dependency in the Strouhal number term k ·h while
the NACA 0012 data do not significantly show this dependency.
Figure 6.3 shows η values for three different k values that all correspond to
Sr = 0.1. This illustrates both the need to specify k (or h) in addition to Sr, as
well as the increase in η for decreasing k for similar Sr. The reasons for the latter
will be discussed in detail in Section 6.3.1.
Figures 6.4 and 6.5 show the same data as depicted in Figure 6.1 and 6.2, only
in two dimensions with different h values plotted along the same k axis. It is
evident in these figures how the peak in η for the different h move towards lower k
values as h increases. The highest propulsive efficiency was found for k = 0.3 and
h = 0.6 (Sr = 0.11) for both airfoils with η = 0.766 for the NACA 0012 airfoil
and η = 0.742 for the S809 airfoil.
Figure 6.6 shows only h = 0.2 and includes data from Tuncer and Platzer [4].
The trends in their data are the same as the trends in the data from this study.
The peak η values are close to each other, but there is a shift in the k dependency.
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Figure 6.3: Propulsive efficiency η vs. reduced frequency k for Sr = 0.1 for the
S809 tandem setup with Xshift = 1.
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Figure 6.4: Plots of propulsive efficiency η vs. reduced frequency k for different
amplitudes h for NACA 0012 tandem setup with Xshift = 1 at Re = 3, 000, 000.
Values below zero are not shown.
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Figure 6.5: Plots of propulsive efficiency η vs. reduced frequency k for different
amplitudes h for S809 tandem setup with Xshift = 1 at Re = 3, 000, 000. Values
below zero are not shown.
Tuncer and Platzer achieved positive η for k = 0.1, while the present study
obtained negative η values for the same k. This figure also shows the similarity
in the results from the NACA 0012 airfoil and the S809 airfoil.
Figure 6.7 shows the same data as presented above with η as a function of
Sr and not k and h, thus showing that the Strouhal number can be used as
a describing parameter. For the Xshift = 1 data, all points to the right of the
blue line in Figure 6.1 and 6.2 are in Figure 6.7 to the left of Sr = 0.1 and all
the data to the left of the blue lines are to the right of Sr = 0.1. The plots
have jagged shapes due to similar (or even identical) Strouhal numbers producing
significantly different η values. These data points were generated from different k
and h values, but their product k ·h (and thus also Sr) is close to the same. The
jagged shape demonstrates how the Strouhal number is not the only describing
parameter necessary.
The data for Xshift = 2 show the same trends as the Xshift = 1 data. The
efficiency increases quickly from negative values as Sr increases from zero, reaches
a peak and then more slowly approaches zero for higher Sr values. As was the
case for Xshift = 1, the peak occurs for k = 0.3 and h = 0.6 (Sr = 0.11) for both
airfoils, with η = 0.760 for the NACA 0012 airfoil and η = 0.736 for the S809
airfoil. A higher h value than 0.6, might produce even higher η values, but the k-h
combinations were chosen to match those that were investigated for Xshift = 1.
The NACA 0012 airfoil achieved higher values in efficiency than the S809 airfoil
for both Xshift values. Also, the Xshift = 1 cases gave higher η values than the
Xshift = 2 cases for both airfoils.
Tuncer and Platzer [4] found for k = 0.75 and h = 0.2 (Sr = 0.10) that there
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Figure 6.6: Plots of propulsive efficiency η vs. reduced frequency k for amplitude
h = 0.2 for tandem setups with Xshift = 1 at Reynolds number of 3, 000, 000.
Values below zero are not shown.
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Figure 6.7: Propulsive efficiency η vs. Strouhal number for the four different
tandem setups. Values below zero are not shown.
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were small differences between Xshift = 0.65, 1, 1.5, 2 and 3, with Xshift = 2
giving the highest η. The results from this study supports that there are not big
differences in η for different Xshift values, but a peak η for Xshift = 1 and not
Xshift = 2 was achieved.
6.2.1 Comparison of airfoils
Both airfoils investigated in this study showed similar results. The NACA 0012
airfoil achieved a slightly higher maximum propulsive efficiency (η = 0.766) than
the S809 airfoil (η = 0.742). This is believed to be connected to the symmetry
of the setup. The NACA 0012 airfoil does not distinguish between an upstroke
and a downstroke while the S809 airfoil is designed specifically for positive angles
of attack, and will not behave optimally for negative angles of attack. This is
backed up by time-histories of the thrust coefficient, as seen in Figure 6.10 where
the S809 airfoil reaches a smaller thrust during the upstroke, where negative angles
of attack occur, than during the downstroke.
According to the regression analysis (results shown in Table 6.2 and Appendix
C), the S809 airfoil was dependent on more parameters than the NACA 0012
airfoil. This is assumed to be mostly because of more data points being available
for the S809 airfoil.
The regression analysis was not performed in a rigerous manner, as this would
be beyond the scope of this study. The surfaces that fitted the data best are
presented here. These surfaces could be overfitted, which would lead to too high
order dependencies in the data.
6.3 Tandem setup performance
In order to investigate the tandem setup in detail, three cases for the S809 airfoil
were chosen for analysis. These cases were presented in Table 6.1 and their results
are presented and discussed in the remainder of this chapter.
Table 6.3: Comparisons of propulsive efficiencies for tandem setup to single airfoil
setup.
k h Sr Single Tandem Increase
0.3 0.4 0.038 0.465 0.439 -5 %
0.5 0.4 0.127 0.552 0.711 29 %
0.9 0.6 0.344 0.301 0.407 35 %
As seen in Table 6.3, the tandem setup was able to outperform the single
airfoil setup. Details about the effect of the second, trailing, airfoil may be found
in Section 6.4, while this section focuses on the overall performance of the setup.
Figure 6.8 shows how the leading airfoil experiences an apparent angle of
attack due to its oscillating motion. The free stream velocity is horizontal, while
the velocity vectors near the airfoil’s nose is pointing in a diagonal direction. In
the lower right corner of the figure, it can be seen how there is a sudden change
in the direction of the velocity vectors. This is a result of the airfoil ”pulling” the
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Figure 6.8: Selected velocity vectors for leading airfoil at Sr = 0.344 halfway
through an upstroke.
fluid elements upwards as it performs its upward stroke. Thus the fluid elements’
velocity vectors get a vertical component in addition to their origial horizontal
component. This ”wake edge” will eventually hit the trailing airfoil (discussed
later). The LEV near the airfoil’s nose may also be seen in the same figure.
Figures 6.1 and 6.2 indicate that the global maximum propulsive efficiency was
not found in this study. A higher η value could be expected for a higher amplitude
h, than the maximum of 0.6 investigated in this study. Figure 6.7 indicates that
the global maximum η might have been found. But as is also evident in the figure,
there are jumps in η for Sr values close to each other, and no conclusion can be
made about the global maximum η for this setup. However, the global maximum
will have at least η = 0.742 for the S809 airfoil and at least η = 0.766 for the
NACA 0012 airfoil according to this study.
Figure 6.9 shows different coefficients for the S809 airfoil tandem setup; the η
plot may be seen in greater detail in Figure 6.7, but is redrawn in this figure for
clarity. The figure shows the steady increase in CPower as Sr increases. However,
the thrust coefficient CT reaches a maximum close to Sr = 0.5 and declines for
higher Sr. More data for high Sr values would be needed to confirm a global
maximum for the CT coefficient. It is evident from Figure 6.9 that a CT value of
2.32 can be achieved for this setup if power requirements are not a constraint. In
contrast, the thrust coefficient was 0.21 for the Sr with maximum η.
The quick drop in η for low Sr values is a result of CT reaching zero and
becoming negative for low Sr values. Since CT slowly approach zero for higher
values of Sr, there is a slow decline in η in the region to the right of maximum η.
The decline in η is due to CPower increasing at a higher rate than CT .
Figures 6.10, 6.11 and 6.12 show time-histories for the tenth period of oscilla-
tion for different Strouhal numbers. The thrust and lift coefficients for Sr = 0.038
are not plotted, as they were both close to constant.
A high degree of periodicity was found in the time-histories of CL, CT and
CPower, and thus time-histories for only one period of oscillating motion are shown
here.
Both the leading and trailing airfoil at Sr = 0.344 produce higher thrust
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Figure 6.9: Plots of thrust coefficient CT , power coefficient CPower and propulsive
efficiency η for the S809 Xshift = 1 data. Values below −1 are not shown.
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Figure 6.10: Time histories for thrust coefficients for the S809 airfoil. Data for
the tenth period of simulation is shown.
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than both the airfoils at Sr = 0.127. Thrust is produced during the upstroke
and the downstroke, and reaches its peaks during the maximum plunge velocity
for the leading airfoil. The peaks in thrust for the trailing airfoil do not occur
simultaneously, but are offset by a shift that is dependent on the Strouhal number.
For both Sr, the peaks are higher during the downstroke than during the upstroke.
The periodicity in the lift coefficient follow that of the oscillating motion;
negative lift is generated during the upstroke and positive lift is generated during
the downstroke. The same trends observed for the thrust coefficient are evident
in the lift coefficient plot: The amplitudes for Sr = 0.344 are higher than those
for Sr = 0.127 and the peaks for the trailing airfoils are offset from the peaks for
the leading airfoils.
Figure 6.12 shows time-histories of CPower, defined as
CPower = −CLyvel
U0
, (6.1)
only for the leading airfoil, since the trailing airfoil is stationary. The CPower
follows the periodicity of the thrust, i.e. twice the frequency of the oscillation
frequency. In this figure, it is evident that the power requirements to move the
airfoil increases drastically as the Sr value increases.
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Figure 6.11: Time histories for lift coefficients for the S809 airfoil. Data for the
tenth period of simulation is shown.
Table 6.4 shows the viscous drag forces as compared to pressure forces for peak
thrust values during an upstroke. As seen, the viscous and pressure forces are of
comparable magnitudes for low Sr, while the pressure forces dominates for the
high Sr.
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Figure 6.12: Time histories for power coefficients for the S809 airfoil. Data for
the tenth period of simulation is shown.
Table 6.4: Force coefficients in negative x-direction for leading and trailing air-
foils for different Sr. Positive values for thrust, negative values for drag. Data
extracted when the two airfoils were aligned in the vertical direction during an
upstroke.
Sr = 0.038 Sr = 0.127 Sr = 0.344
Leading Trailing Leading Trailing Leading Trailing
Pressure 0.027 −0.004 0.310 0.047 1.399 0.539
Viscours −0.005 −0.005 −0.006 −0.007 0.006 −0.007
Total 0.023 −0.009 0.304 0.040 1.406 0.532
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(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.13: CPressure contour plots for an upstroke for the S809 airfoil. k = 0.9
and h = 0.6 (Sr = 0.344). Colored by magnitude: Dark blue = −5 and red = 2.
6.3.1 Leading edge vortex (LEV) shedding
The shedding of vortices had a profound effect on the tandem setups performance.
The leading edge vortex (LEV) shedding of the leading airfoil had the highest
impact on both the leading airfoil itself as well as the tandem setup as a whole.
The trailing edge vortex (TEV) shedding, on the other hand, of the leading airfoil
was important for the performance of the trailing airfoil. This section discusses
LEV shedding, while TEV shedding is discussed in Section 6.4.1.
Figure 6.13 and 6.14 show CPressure contour plots and CPressure plots, respec-
tively, for an upstroke of the leading airfoil. In the first two frames of Figure 6.14
the LEV on the upper side of the airfoil, that was formed during the preceding
downstroke, is seen as a large bump in the pressure distribution. This LEV may
also be seen in Figure 6.13. In the third frame, this LEV and its effects on the
airfoil have vanished.
The LEV formed during the upstroke starts to form in the second frame of
both figures. As a result there is a suction peak at the nose of the airfoil (close
to x/C = 0). The LEV shedding is of the high-speed vortex shedding mode
(explained in Section 2.9): The vortex reaches its maximum size while almost
not traveling downstream and decays as it starts to travel downstream after its
peak in size is reached. This may be observed in Figure 6.14 and 6.13. These are
desired effects, since both the highest thrust as well as the highest thrust-to-lift
ratios are achieved for suction close to the airfoil nose. These effects are results of
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Figure 6.14: Plots of pressure coefficients for the leading airfoil. k = 0.9 and
h = 0.6 (Sr = 0.344). Solid line: Upper side of airfoil, dashed line: Lower side of
airfoil.
6.3 Tandem setup performance 79
(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.15: CPressure contour plots for an upstroke for the S809 airfoil. k = 0.5
and h = 0.4 (Sr = 0.127). Colored by magnitude: Dark blue = −1 and red = 1.
the surface normal pointing almost horizontally upstream in this area. It is also
desirable for the LEV to decay completely when it reaches the top (the highest
point) of the airfoil. Near the top or the bottom of the airfoil the LEV only
generates lift, which acts in the opposite direction of the airfoil motion, and thus
increases the power requirements to move the airfoil (CPower). If the LEV reaches
the rear of the airfoil, it will contribute to drag production as well as the undesired
lift production. This explains the peak in CT for high Sr values (as was observed
in Figure 6.9); for Sr values above this peak there is enough time for the LEV to
travel to the drag-producing region of the airfoil.
In the last frame, the pressure distribution is almost identical to that of the first
frame, only now the upper and lower sides are switched. Since the sequence repeats
itself for the downstroke in a similar fashion, illustrations of the downstroke were
not included.
Thrust can be generated either by suction near the nose of the airfoil or pres-
sure at the rear of the airfoil. As the low pressures in the LEVs were of much
higher magnitudes than any net pressure that could occur near the rear of the
airfoil, the LEVs were the main cause of thrust generation for the leading airfoil.
In Figure 6.14, it is evident that the suction peak building up right before a LEV
is formed, also contributes greatly to the thrust. This is important to note, as
LEV shedding does not occur for the lower Sr values, but the pre-LEV-shedding
suction peak will occur even for the lower values of Sr.
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(a) 1/10 period
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Figure 6.16: CPressure contour plots for an upstroke for the S809 airfoil. k = 0.3
and h = 0.2 (Sr = 0.038). Colored by magnitude: Dark blue = −1 and red = 1.
This phenomenon is evident in Figure 6.15, which shows CPressure contour plots
for an upstroke of the leading airfoil for Sr = 0.127. Frames two through four show
how a LEV starts to form near the nose of the airfoil, but is never fully developed.
Still, this k-h combination results in one of the highest propulsive efficiencies
achieved in this study (η = 0.711). Since the low pressure region in this case
does not move downstream, it always contributes significantly to thrust (as well
as the undesired lift contribution), whereas the LEVs for the high Sr values only
contribute significantly to thrust before they start to travel downstream.
Figure 6.16 shows the same plots as the previous mentioned figures, but for
Sr = 0.038. These plots show no build up of a LEV and its resultant suction peak.
However, the propulsive efficiency of this k-h combination is higher than that of
the earlier discussed Sr = 0.344 k-h combination (η = 0.439 against η = 0.407).
This illustrates the important (but undesired) effect of the increased lift and thus
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also power requirements generated by the LEV.
The increase in η for decreasing k for constant Sr, as was observed in Figure
6.3, can be explained by the time the airfoil spends in the thrust producing state.
For the low k values, the airfoil spends more time during each period with a low
suction peak near its nose than for the high k values. This is because it takes
time for the suction peak to build up and at high k values, the suction peak (or
vortex build up) is destroyed shortly after it has formed.
6.4 Effects of the trailing airfoil
As the sample cases in Table 6.3 show, the tandem setup outperforms the single
airfoil setup in most cases. This is due to the ability of the trailing airfoil to extract
energy from the wake of the leading airfoil. Thus, the trailing airfoil can produce
a net thrust without any extra power requirements. This section discusses the
effects the leading and trailing airfoil have on each other. Trailing edge vortex
(TEV) shedding is also discussed.
Figures 6.17, 6.18 and 6.19 show time-histories of CL, CT and CPower, respec-
tively, for different Sr for both the leading airfoil in the tandem setup as well as
a single airfoil. All figures show that the leading airfoil does not experience any
significant changes in its performance as compared to a single oscillating airfoil.
This demonstrates how information travels in the direction of the flow, the trailing
airfoil will not significantly affect the leading airfoil, but only its wake.
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Figure 6.17: Time histories for lift coefficients. Data for the tenth period of
simulation shown.
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Figure 6.18: Time histories for thrust coefficients. Data for the tenth period of
simulation shown.
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Figure 6.19: Time histories for power coefficients. Data for the tenth period of
simulation shown.
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The trailing airfoil experiences a change in apparent angle of attack (AoA) as
a result of the leading airfoil oscillating and changing the direction of the flow in
its wake. The resultant AoAs will be different from the ones the leading airfoil
experiences; for several reasons. One reason is that when the leading airfoil reaches
its highest plunge velocity, and thus also highest AoA, the fluid elements leaving
the airfoil may be assumed to travel downstream with this same angle, but, for
the same reason, they will not directly hit the trailing airfoil. A second reason is
that the complex wake structures, most notably the TEVs, will interact with the
flow that would otherwise reach the trailing airfoil uninterrupted. A third reason
is viscous losses, which tends to ”smooth” out the flow. In Figure 6.10 and 6.11,
it is clear that the trailing airfoil experiences smaller changes in AoA, and thus
also a lower apparent Strouhal number, than the leading airfoil since it reaches
lower peaks in both CT and CL.
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Velocity of
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Figure 6.20: Velocity vectors for Sr = 0.344 with different elements marked.
Vectors are sized and colored based on velocity magnitude: Upper limit 3U0 (red),
lower limit 1
8
U0 (dark blue).
In Figure 6.20, the direction of the flow the incoming flow from the trailing
airfoil’s point of view is marked, for the Sr = 0.344 case. The leading airfoil
is in the middle of its upstroke (3/10 period) and the fluid elements that have
reached the nose of the trailing airfoil left the leading airfoil during its previous
downstroke. The ”Wake edge” region, as marked in the figure, displays how the
change in flow direction propagates downstream. This front will reach the trailing
airfoil sometime during the following downstroke of the leading airfoil.
Tuncer and Platzer [4] attribute the thrust augmentation due to the trailing
airfoil to the interaction between the trailing airfoil and the shed vortices from
the leading airfoil. This is not the case, as it is the change in the flow direction
caused by the leading airfoil that leads to this thrust augmentation. As may be
seen in Figure 6.24, there are no vortices formed in front of the trailing airfoil for
Sr = 0.127, but the setup still achieves a thrust augmentation due to the trailing
airfoil, as apparent from Table 6.3.
The tandem setup will have a greater propulsive efficiency than the single
airfoil only when the trailing airfoil experiences a net thrust. Since the trailing
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airfoil experiences a lower apparent Sr than the leading airfoil, there is a threshold
in Sr for when the trailing airfoil will achieve thrust production. That is, for all
Sr values below this threshold, the trailing airfoil will experience a net drag, even
though the leading airfoil (as well as the tandem setup in total) could experience
a net thrust. This is evident in Table 6.3, where the single airfoil outperforms
the tandem setup for Sr = 0.038, while the tandem setup achieves the highest
η for Sr = 0.127 and Sr = 0.344. For Sr = 0.344, the increase is higher than
for Sr = 0.127; indicating that the trailing airfoil has not reached its optimal
apparent Sr (or k-h combination) at Sr = 0.127. However, since the performance
of the leading airfoil is of most importance, Sr = 0.127, still achieves the highest
η of the two cases.
As the leading airfoil performs an upstroke, it experiences a negative AoA,
while the wake it generates will result in the trailing airfoil experiencing a positive
AoA, as seen in Figure 6.20. There is also a delay in the change in the AoA that
the trailing airfoil experiences as compared to the leading airfoil apparent AoA.
Results of this may be seen in Figure 6.11. During the upstroke, the leading
airfoil experiences negative lift, while the trailing airfoil will experience a delayed
positive lift. The delay is dependent on the free stream velocity, as this determines
the velocity of the wake. For Sr = 0.344, there is a delay of over half a period,
in other words, the leading airfoil has finished more than half of its subsequent
downstroke before the trailing airfoil notices the effects of the upstroke wake. For
Sr = 0.127 (and a lower reduced frequency k), the delay is less than half a period.
In this case the trailing airfoil experiences the wake effects of the upstroke even
before the leading airfoil has finished the stroke.
6.4.1 Trailing edge vortex (TEV) shedding
If the Strouhal number is high enough, trailing edge vortex (TEV) shedding will
occur. The case of Sr = 0.344 is used to investigate some of the effects that the
TEVs have on both the wake in general as well as the trailing airfoil. As may be
seen in Figure 6.21, the TEVs of the leading airfoil are formed so far away from the
trailing airfoil that they do not directly interact with the trailing airfoil. However,
the wake from the leading airfoil (as well as the TEVs themselves) causes vortices
to be formed at or near the trailing airfoil. As the TEVs pass the trailing edge of
the trailing airfoil, a complex vortex structure is formed, with at most six vortices
existing simultaneously in the same ”batch” of vortices (those formed as an effect
of one upstroke or one downstroke of the leading airfoil). The six vortices interact
with each other and at roughly four chord lengths downstream only three vortices
remain, which all slowly diffuse as they continue their downstream movement.
In Figure 6.22, the effects on the trailing airfoil from the TEVs, seen in Figure
6.21, are visible. In the first frame, two suction peaks on the upper side of the
airfoil are visible: One close to x/C = 0.5 and one near the tail of the airfoil
(x/C = 1). The first peak is due to the leading airfoil TEV itself; this TEV has
a very low pressure center, but as it is far away from the airfoil, it produces only
a small effect. The last peak is due to the TEV formed at the tail, as a result of
the TEV from the leading airfoil passing the trailing airfoil. This trailing airfoil
TEV is created when the leading airfoil TEV ”pulls” on the wake of the trailing
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(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.21: Vorticity contour plots for an upstroke for the S809 airfoil. k = 0.9
and h = 0.6 (Sr = 0.344). Upper limit for vorticity set to 200 1/s (colored red).
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Figure 6.22: Plots of pressure coefficients for the leading airfoil. k = 0.9 and
h = 0.6 (Sr = 0.344). Solid line: Upper side, dashed line: Lower side.
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(a) 1/10 period
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Figure 6.23: Vorticity contour plots for an upstroke for the S809 airfoil. k = 0.9
and h = 0.6 (Sr = 0.344). Upper limit for vorticity set to 200 1/s (colored red).
airfoil, as may be seen in Figure 6.21. Both these peaks are smoothed out in the
fourth frame of Figure 6.22, where there are no vortices near the upper side of the
airfoil.
For the lower side of the trailing airfoil, the two similar suction peaks may be
seen in frames five and six. The pressure distributions in frames one and six are
expected to be identical for a symmetrical airfoil, but as the S809 airfoil is not
symmetrical, a stronger suction peak near x/C = 1 was created on the lower side
than on the upper side. Because of this, the wake generated from the leading
airfoil was not symmetrical for the upstroke and the downstroke.
The TEVs generated on the trailing airfoil are not desirable, as they generate
suction that pulls the airfoil downstream and thus increases drag.
In the same figure, the results of the changing AoA, and thus also an apparent
Strouhal number, may be seen. In the first frame the CPressure values are all
centered around zero in a very rough, but still somewhat symmetrical way. In the
following three frames, a suction peak near the nose of the airfoil (x/C = 0) may
be seen to build up. This happens as the AoA increases. For higher and more
abrupt changes in AoA (i.e. higher apparent Sr) it is expected that a LEV would
form.
For comparison to the vortex shedding a single airfoil, Figure 6.23 shows vor-
ticity contour plots for the same k and h parameters as the tandem setup previ-
ously discussed, but for a single airfoil. The first TEVs formed in the wake are
formed approximately at the same positions for both setups. The effects on the
vortex street from the trailing airfoil can be seen when comparing the two fig-
ures (Figure 6.23 and 6.21). The vortex street in Figure 6.23 is thrust indicative:
the mushroom shapes are pointing downstream. The mushroom shapes are not
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clearly visible in this figure, but the ”tails” from each vortex can be seen having
a downstream-fronting face.
Figures 6.24 through 6.27 show similar comparisons of vorticity contours for
Sr = 0.127 and Sr = 0.038. For Sr = 0.038, there are small interactions between
the wakes of the two airfoils. For Sr = 0.127, there are clearly visible effects
from the trailing airfoil on the leading airfoil wake. Instead of a single LEV being
formed during each stroke, up to four vortices are generated as a result of each
up- or downstroke. The first vortex that forms, is formed about one chord length
downstream of the trailing airfoil. As was shown previously for Sr = 0.344, the
vortices need to be considerably closer than one chord length to have a noticeable
effect on the airfoil pressure distributions. Although not shown here, the pressure
distributions on the trailing airfoil did not show any suction peaks that could have
been an effect of a vortex in close proximity to the airfoil.
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(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.24: Vorticity contour plots for an upstroke for the S809 airfoil for the
tandem setup. k = 0.5 and h = 0.4 (Sr = 0.127). Upper limit for vorticity set to
200 1/s (colored red).
(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.25: CPressure contour plots for an upstroke for the S809 airfoil for the
tandem setup. k = 0.3 and h = 0.2 (Sr = 0.038). Upper limit for vorticity set to
200 1/s (colored red).
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(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.26: CPressure contour plots for an upstroke for the S809 airfoil for the
single airfoil setup. k = 0.5 and h = 0.4 (Sr = 0.127). Upper limit for vorticity
set to 200 1/s (colored red).
(a) 1/10 period
(b) 2/10 period
(c) 3/10 period
(d) 4/10 period
(e) 5/10 period
(f) 6/10 period
Figure 6.27: CPressure contour plots for an upstroke for the S809 airfoil for the
single airfoil setup. k = 0.3 and h = 0.2 (Sr = 0.038). Upper limit for vorticity
set to 200 1/s (colored red).
Chapter 7
Model uncertainties
Earlier chapters (3 - Numerical methods, 4 - Grid generation and 5 - Model
validation and verification) have discussed some aspects of the limitations of the
model setup as well as potential sources for inaccuracy/uncertainty. This chapter
discusses the observed effects of these uncertainties based on the post-processing of
the results presented in the previous chapter (6 - Results and discussion). Several
aspects resulting in uncertainties, which have not been mentioned earlier, are also
discussed in this chapter.
7.1 Numerical considerations
The numerical setup was not stable for all the cases investigated in this study. For
some of the oscillation modes (different k and h), the solution would diverge, while
most modes gave converging solutions. As mentioned in Results and Discussion
section 6.2, the solution for the NACA 0012 profile diverged for all h = 0.5 and
some of the h = 0.3 cases. Since the NACA 0012 profile provided stable solutions
for h = 0.6 for the same k values as simulated for h = 0.5, the divergence cannot
be explained by the high plunge velocities reached by the airfoil. It is assumed
that the divergence was related to the low quality cells near the trailing edge of
the airfoil (see Section 7.2.1). A thorough investigation was not performed as the
setup produced stable solutions for most cases.
7.1.1 Reduced URFs
As stated in the Model validation and verification chapter (Section 5.1.2), the
number of iterations per time-step was thought to be low, due to limitations
in computational time. Since many of the cases investigated were unstable, the
reduced URFs (see Table 3.2) were used for many of the cases. This is believed to
be a source of inaccuracy. Since the number of iterations per time-step was kept
constant, the solution would advance less each time-step when the URFs were
decreased, and it would reach higher residual values than the default URFs.
92 7.1 Numerical considerations
Figure 7.1: Turbulent viscocity ratio contour plot for Sr = 0.573. Upper limit set
to 1·105 (colored red).
7.1.2 Turbulent viscocity ratio limit
The upper turbulent viscocity ratio limit set by default to 10, 000 in Fluent was
reached for the cases with Sr values of 0.477, 0.497 and 0.573 for both airfoils.
These were the three highest Sr values investigated in this study. As seen in
Figure 7.1, this limit was reached inside the TEVs. The number of cells for which
the limit was reached behaved in a periodic manner for each of the cases, with
peaks ranging from several hundred cells to a few thousand cells. Since the number
of cells affected did not diverge and the affected cells were not near either of the
airfoils, this was not believed to affect the airfoil performance significantly.
7.1.3 Boundary conditions
The boundary conditions for turbulence at the inlet was set to a turbulent intensity
(TI) of 1% and a turbulent length scale of 1 m. For the three cases that were
chosen for in depth investigations, the maximum TI levels were found to be 8%,
15% and 88% for Sr values of 0.038, 0.127 and 0.344 respectively. These levels
appeared where the velocity magnitude also had its peak values.
Different TI levels for the boundary conditions were not investigated, and it
is uncertain how a different level would affect the overall solution. However, it is
expected that any effect would be smaller for higher Sr values, since the difference
between TI values found in the areas of interest and the inlet TI values increased
as Sr increased. Real world TI values might be lower for a modern wind tunnel
and higher for typical outdoor conditions (up to the order of 10%).
Nothing in the results clearly indicated that the turbulent length scale of
1 m was unrealistic. No investigations of different turbulent length scales were
performed.
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7.1.4 Turbulence models
No clear effects due to the choice of turbulence model were observed. The other
k-ω based models Fluent offers are believed to provide similar results, while the
k- based models could give more substantial different results since they use a
different near-wall treatment.
Direct numerical simulations (DNS) and the large eddy simulation (LES) tur-
bulence model, which both give more accurate descriptions of the turbulence than
the RANS models, were not investigated due to time constraints and high com-
putational demands.
Figure 7.2 shows examples of how different turbulence models can produce
significantly different results.
Figure 7.2: Wake patterns behind a circular cylinder for different turbulence mod-
els. SRANS stands for steady RANS, which in this text is referred to as simply
as RANS. From [44].
7.1.5 Flow-time simulated
All cases were simulated for 10 periods of the oscillation motion. As seen in
Figure 7.3, the thrust coefficient shows a periodic trend after only a few periods
of simulation. Figure 7.4 shows only the peak values for the leading airfoil during
the downstrokes for the three different Sr values. As may be seen, the peak values
stabilizes faster for the lower Sr values. After 10 periods, all peak CT values have
stabilized. This indicates that it was sufficient to simulate 10 periods of oscillation
motion for the overall solution to stabilize.
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Figure 7.3: Time-histories of thrust coefficients for Sr = 0.344.
7.1.6 3D effects
Real-life flow is in three dimensions, and thus two dimensional simulations may
not necessarily provide a realistic description of the flow. The main 3D effects
of a wing in flapping motion (e.g. a bird’s wing during flying) are related to the
finite-span edge effects of the wing. Figure 7.5 shows the complexity of 3D flow.
For this study, 2D simulations were performed partly because of the high
computational demand for 3D simulations and because there are still many aspects
conserning flapping wing aerodynamics that are not fully described; which can
be investigated through 2D simulations. It is not clear how 3D simulations of
finite-span wings for similar case setups as those investigated in this study would
compare to 2D simulations.
7.2 Grid dependency
An optimal grid produces grid independent results. That is, the flow physics are
not dependent on the grid quality. However, several flow feautres, as well as the
numerical accuracy, are dependent on the grid in this study. Different aspects of
the weaknesses of grids used in this study are discussed in this section, starting
the discussion with the near-airfoil regions and then expanding throughout the
domain.
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Figure 7.4: Peak values for thrust coefficients for leading airfoil for different Sr
values. Only peaks during downstrokes plotted.
Figure 7.5: Dye flow visualization of the flow behind a 3D flapping airfoil. From
Parker et al. [16].
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Figure 7.6: y+ values for the leading airfoil for different Strouhal numbers.
Table 7.1: Average y+ values for the leading airfoil for different Strouhal numbers.
Sr Average y+
0.038 1.50
0.127 1.52
0.344 2.31
7.2.1 Grid quality near the airfoil
The y+ values for the first layer of cells should, for the k-ω based Tranition SST
turbulence model, be as low as possible. For practical reasons, mostly computa-
tional demand, average y+ values of around 1 are recommended [13]. In Table 7.1,
it may be seen that none of the cases controlled had the recommended average
y+ values. The high average achieved for Sr = 0.344 is explained by the peak in
y+ seen in Figure 7.6, which is due to a vortex near the wall.
Although the enhanced wall treatment of the ω based turbulence models is
designed to handle y+ values within the buffer layer (5 < y+ < 10), the high y+
values are a source of inaccuracy. This is especially true since the highest values
occurs where there is a LEV present, which was showed to have large effects on
the airfoil performance. However, it is not believed that lower y+ values would
produce fundamentally different results.
Apart from the y+ values of the first layer of cells near a wall, the number of
cells that make up the boundary layer is also important to get a valid description
of the boundary layer. Figure 7.7 shows samples of velocity vectors for two near-
wall areas for the upper side of the leading airfoil for the Sr = 0.344 case. In the
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(a) At 0.33x/C, with a LEV present.
Colors: 0 m/s - dark blue and 3U0 - red.
(b) At 0.75x/C, colors: 0 m/s - dark
blue and 1.3U0 - red.
Figure 7.7: Velocity vectors at the upper side wall of the leading airfoil during
start of upstroke for Sr = 0.344. One vector for each cell, colored by velocity
magnitude.
first frame about 15 cells make up the boundary layer1, while in the second frame
about 29 cells make up the boundary layer.
By Fluent [13], it is recommended to have at least 10, preferably 20 cells in
the boundary layer. Both samples investigated met this criterion. There was
large differences in the number of cells making up the boundary layer for the
different cases and flow times, and it was unfeasable to investigate every single
case. However, the LEV produced at Sr = 0.344 was believed to produce some
of the smallest boundary layers, and was thus concidered represantative for the
lower limit of cells found throughout this study.
It may also be noted that the boundary layer in the first frame resembles a
turbulent boundary layer (high velocity gradients, velocoties reach U0 quickly),
while the boundary layer in the second frame resembles a laminar boundary layer
(lower velocity gradients, velocoties reach U0 more slowly).
Near the trailing edge of the airfoil, the grid was not of optimal quality. This
area of the grid may be seen in Figure 7.8. There are large differences in the size
of the cells to the left and right of the vertical line running through the trailing
edge (tail) of the airfoil. At the trailing edge itself, all 100 grid edges from the
grid boundary layer semi-circle terminates in one point. This causes cells of high
skewness.
Some effects of this are shown in Figure 7.10 and 7.9. The first figure shows
vorticity contour plots for the area near the trailing edge. In the first frame, some
unnatural jumps in vorticity can be seen along a vertical line that runs through
1The cells were counted by visual inspection, and the upper limit of the boundary layer was
set to were two consecutive velocity vectors had the same length.
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Figure 7.8: View of grid near trailing edge of S809 airfoil.
the trailing edge. These artifacts may also be seen in the second frame, which
shows a close up of the trailing edge. It is unclear how much this affected the
overall solution.
Figure 7.10 shows contour plots of Courant numbers, defined in one dimension
as
Courant =
u∆t
∆x
, (7.1)
where u is the fluids velocity, ∆t is the time-step and ∆x is the size of the cell.
The Courant number is a measure of how many cell-lengths a fluid element will
travel during each time-step, and its value should be close to one. As seen in the
first frame of Figure 7.10, a large number of cells have Courant numbers above
20, and in the second frame Courant numbers are seen to exceed 1, 000. The
highest Courant number for the entire domain was 26, 508, for the cells right next
to the trailing edge. These high Courant number regions are belived to decrease
the accuracy of the solution, particularly in these regions.
7.2.2 Grid quality throughout the domain
The small disk shaped areas in the first frame of Figure 7.10 with elevated Courant
numbers as compared to the surrounding area, are found throught the unstruc-
tured region of the grid. The first frame of Figure 7.11 shows a close-up of these
artifacts superimposed on a view of the grid. As seen in the figure, the elevated
Courant numbers occur where the cell skewness is increased as compared to the
surrounding cells. These areas occur as a result of the unstructured grid tech-
nique. The second frame shows a contour plot of vorticity for the same area, an
unnatural increase in vorticity is seen close to one of the regions with elevated
Courant numbers.
Figure 7.12 shows the artifacts occurring throughout the unstructured region,
while there are no such artifacts in the structured region. It should be noted that
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(a) Limits: 0 (dark blue) and 800 1/s (red). (b) Close-up of trailing edge. Limits: 0
(dark blue) and 10, 000 1/s (red).
Figure 7.9: Vorticity contour plots for the trailing edge of the leading airfoil during
start of upstroke for Sr = 0.344.
(a) Limits: 0 (dark blue) and 20 (red). (b) Close-up of trailing edge. Limits: 0
(dark blue) and 1, 000 (red).
Figure 7.10: Courant number contour plots for the trailing edge of the leading
airfoil during start of upstroke for Sr = 0.344.
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(a) Courant number, upper limit set to 1
(colored red).
(b) Vorticity, upper limit set to 1.2 1/s (col-
ored red).
Figure 7.11: Contour plots in unstructured region of the grid with grid showing.
Figure 7.12: Contour plot of vorticity for area surrounding the unstrucuret region
surrounding the leading airfoil. Upper limit of vorticity set to 1 1/s (colored red)
unevennesses are a few orders of magnitude smaller than the vorticity scales that
are found in the LEVs and TEVs. The LEV for Sr = 0.344 reaches a vorticity
of around 1, 500 1/s in its center, while the TEV reaches around 700 1/s. These
artifacts are believed to decrease the accuracy of the solutions, but not affect the
general physics of the flow.
As discussed in the section Grid independence study 5.1.1, the grid resolution
is crucial for resolving the wake structures properly. For the highest amplitudes
investigated in this study (h = 0.4, 0.5 and 0.6), the trailing edge vortices extended
into the region of decreased grid resolution. As shown in Figure 7.13, this did
not lead to any unnatural effects in the vortices. However, it is believed that
the vortices diffused quicker because of this. It should be noted that the wake
structures did not have a significant effect on the airfoils performance, as was
shown in Section 6.4; where performance of the leading airfoil was shown to be
very close to that of the single airfoil, even though the two cases had very different
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wake structures. This leads to the conclusion that the possible numerical diffusion
of the vortices several chord lengths away from the airfoils did not lead to any
significant impacts on the airfoils performance.
Figure 7.13: Vorticity contour plot for Sr = 0.344 with grid showing. Upper limit
for vorticity set to 200 1/s (colored red). Note: Tandem setup with only trailing
airfoil showing.
The size of the overall domain, which extends 12.5C upstream, above and
below the leading airfoil and 20C downstream of the leading airfoil, was considered
sufficiently large, based on the same arguments given above.
7.2.3 Sliding grid technique
The sliding grid technique did not seem to be a source of significant error in the
solutions. As may be seen in figures presented earlier of different contour plots,
there were no observable artifacts near the sliding grid boundary for any of the
cases.
Chapter 8
Conclusions
8.1 Concluding remarks
Results on parameter dependency from this study agrees with those in the recent
literature covering flapping airfoils (c.f. Ref [18]). That is, there is a dependency
on the Strouhal number Sr, but it does not fully describe the flow, and the k-h
combination of a given Strouhal number is also of importance. This was found to
be true for both single and tandem airoil setups.
One reason for this is related to leading edge vortex (LEV) shedding. The
downstream velocities of LEVs are determined by the free-stream velocity, and
not Sr. Thus, for a constant Sr value the lower the k value is, the further
downstream the LEV will travel, which results in fundamentally different flow
conditions for equal Sr values.
The suction peaks near the front of the airfol were found to be the single most
important source of thrust generation. These suction peaks resulted sometimes
in LEV shedding.
The investigation of the LEV shedding offered explanations to the differences
between the propulsive efficiensies for the low, optimum and high Sr values. For
low Sr values, no LEVs were formed (or starting to be formed) due to the low
effective AoA achieved for low plunge velocities, and low or even negative thrust
is achieved. For Sr values giving optimum η values, there was a build up of a low
pressure region by the nose of the airfoil during each stroke, but no LEVs were
fully formed. This lead to pressure forces consisting of a large part of upstream
horizontal forces (thrust) and smaller parts of undesired vertical forces (lift). For
high Sr values, LEVs were formed and traveled downstream along the airfoil, thus
increasing the lift and power demand CPower significantly. There was also a rise
in CT , since the magnitude of the LEV increased. However, the rise in CPower was
greater than the rise in CT for these high Sr values, and thus η decreased.
The trailing airfoil was not found to affect the performance of the leading airfoil
with any significance; the leading airfoil performed similar to a single airfoil for
the same conditions. Thus, the tandem setup was assumed to outperform the
single airfoil setup as long as the trailing airfoil generated a net thrust. This was
found true for the three cases investigated in detail.
The trailing airfoil experienced an apparent oscillating motion, since the wake
of the leading airfoil changed the apparent angle of attack for the trailing airfoil
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periodically. Thus it was able to extract energy from the wake, and turn it into a
net thrust.
The trailing edge vortex (TEV) shedding from the leading airfoil was found
to affect the trailing airfoils if they were formed in front of the trailing airfoil.
However, the effects of the apparent Sr value was found to have a higher effect on
the trailng airfoil’s performance, since this generated higher suction peaks than
the passing TEVs. It should be noted that this conclusion was based on the case
of Sr = 0.344 with h = 0.6, and if setups with a lower h value were to produce
TEVs closer (in the vertical direction) to the trailing airfoil, their effects on the
airfoil would be greater.
For the cases with the highest η values, the TEVs were found to be generated
past the trailing airfoil. This could indicate that TEVs generated before the
trailing airfoil had negative effects on it, but since this was not investigated in
detail no conclusions could be made.
For all but the lowest Sr values investigated, the wakes for the tandem setups
were significantly different than those for the single airfoil setups. For Sr = 0.344,
for instance, the single airfoil produced a pure reverse von Ka´rma´n vortex street,
while the tandem setup produced a complex wake pattern with six times as many
vortices generated in the wake. However, it is important to note that the wake was
not found to significantly affect the performance of the airfoils, which emphazises
that the wake is an effect, and not a cause, of the airfoils motion/performance.
Some papers (e.g. Ref. [18, 11]) states that the wakes are thrust or drag producing,
while this study indicates that the wakes are rather thrust or drag indicating, as
Jones et al. [1] states.
8.2 Future studies
This section lists possibilities for future studies based on this study and its results.
• Investigating different Xshift values. Tuncer and Plazter [4] found small
variations in η for Xshift values ranging from 0.65 to 3.0. It is expected
that much higher or much lower lower Xshift values would give significantly
different results.
• More comparisons between single and tandem setups. In this study,
only three cases for the tandem setup were simulated for both the single
and the tandem setups. More simulations for the single airfoil setup could
provide more insight in the effects of the trailing airfoil.
• Investigating the wake velocity profiles. Previous studies (c.f. [1])
have found that an increase in mean velocities in the wake indicate thrust
production by the oscillating airfoil. This investigation has to the authors
knowledge not been performed for a tandem airfoil setup.
• Investigating higher h values than 0.6. This study only investigated h
values up to 0.6, and the peak propulsive efficiency was believed to be found
at a higher h value. However, it should be noted that for real life systems
(e.g. birds or micro air vehicles), very high h values are not feasible.
Appendix A
High performance computing
The simulations in this study were performed on the high performance Linux
cluster Kongull. This was due to the high computational demands for the cases
investigated. A large number of grid cells, moving grids and transient simulations
were three important reasons for this high demand.
The following is extracted from the Kongull support site:
The Kongull cluster is a CentOS 5.3 Linux cluster running Rocks on
HP servers with AMD processors. The cluster has 98x 12-way nodes,
with 1 login, 4 I/O and 93 compute nodes. Each node is equipped with
2x 6-core 2.4 GHz AMD Opteron 2431 (Istanbul) processors, with 6x
512KiB L1 cache and a common 6 MiB L3-cache.
The nodes that were used in this study had 24 GiB/node of memory. For each
simulation, 12 cores of 2.4 GHz were used.
Table A.1: Run times (wall-clock) for a sample case.
Run time
PC 570 min
Kongull 103 min
Table A.1 shows run times for the same simulation, performed at both at
Kongull and at a desktop PC with an Intel Core 2 Duo CPU, 3.33 GHz and 4,00
GB RAM. The PC took 5.5 times as long to complete the simulation. The PC
had a faster CPU and less memory than the Kongull cores, so the speed-up is not
directly comparable, but it gives an indication of the actual speed-up.
The Kongull cluster offered the opportunity to run several simulations in par-
allel, effectively increasing the speed-up even more.
In order for the 12 CPUs to work on the same grid simultaneously, the grid
needed to be divided into 12 partitions. The ”Cartesian X-Coordinate” partition-
ing scheme from Fluent was applied; the result may be seen in Figure A.1. This
scheme was chosen because it was necessary for the sliding grid technique to have
only one CPU assigned to work with the grid interface. There are approximately
the same number of cells in each partition.
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Figure A.1: The partitioning of the grid for parallel computing.
Appendix B
User-defined functions
A short introduction to user-defined functions (UDFs) in Fluent is given in Section
3.7. This section provides an example of a source file used to define an oscillating
motion as well as a description of the DEFINE ZONE MOTION macro, which
was used to define the UDFs that controlled the motion of the cell zone that
included the oscillating airfoil.
The source file of the UDF is written in the C programming language and may
contain a single or multiple UDF definitions. An example of a source file is given
here.
Contents of oscillation motion.C:
#inc lude ” udf . h”
DEFINE ZONE MOTION( amp00125freq157 , omega , ax is , o r i g i n ,
v e l o c i t y , time , dtime )
{
r e a l amp, f req , p i ; /∗ Declare v a r i a b l e s ∗/
p i = 3 .14159265 ; /∗ Def ine p i ∗/
/∗ Def ine v a r i a b l e s ∗/
amp = 0 . 0 1 2 5 ; /∗ Amplitude ∗/
f r e q = 2 ∗ pi ∗ 0 .729997082 ; /∗ O s c i l l a t i o n
f requency ∗/
/∗ Def ine g r id motion ∗/
v e l o c i t y [ 1 ] = amp ∗ f r e q ∗ cos ( f r e q ∗ time ) ; /∗ y−
component o f v e l o c i t y ∗/
}
The first line, #include "udf.h", of the source code includes the udf.h file
which contains definitions for DEFINE macros as well as #include compiler di-
rectives for C library function header files. The udf.h file must be included at the
beginning of all UDF source code files. In the study, several UDFs were defined
in the source file while this example shows only one UDF being defined.
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The general usage of the DEFINE ZONE MOTION macro is given by
DEFINE ZONE MOTION(name , omega , ax is , o r i g i n , v e l o c i t y , time ,
dtime )
where the arguments are described in Table B.1. All the variables apart from
name are passed by the solver to the UDF.
Table B.1: Descriptions of arguments in the DEFINE ZONE MOTION macro.
From the Fluent UDF Manual [17].
Argument type Argument Description
symbol name UDF name
real *omega Pointer to the rotational velocity magnitude,
default 0
real axis[3] Rotation axis direction vector, default (0 0 1)
and (1 0 0 ) for 2D axisymmetric cases
real origin[3] Rotation axis origin vector, default (0 0 0)
real velocity[3] Translational velocity vector, default (0 0 0)
real current time Current time
real dtime Current time step
Appendix C
Results from regression analysis
This appendix presents the detailed results of the regression analysis performed
with Minitab 16.1.1 for Xshift = 1 for both the NACA 0012 and the S809 airfoils.
Output for the NACA 0012 airfoil:
General Regres s ion Ana lys i s : e ta ver sus h ; k
Regres s ion Equation
eta = −3 ,66264 + 25 ,9382 h + 8 ,99431 k − 86 ,8274 h∗h −
10 ,0983 h∗k − 12 ,369
k∗k + 134 ,479 h∗h∗h + 16 ,3054 h∗h∗k + 1 ,15142 h∗k∗
k + 8 ,41026 k∗k∗k −
73 ,6328 h∗h∗h∗h − 20 ,0812 k∗h∗h∗h + 4 ,95458 k∗k∗h∗
h − 1 ,25308 k∗k∗k∗h −
2 ,02871 k∗k∗k∗k
C o e f f i c i e n t s
Term Coef SE Coef T P
Constant −3 ,663 0 ,7870 −4 ,65365 0 ,000
h 25 ,938 7 ,4880 3 ,46396 0 ,004
k 8 ,994 2 ,0971 4 ,28893 0 ,001
h∗k −10 ,098 8 ,0883 −1 ,24851 0 ,232
h∗h −86 ,827 35 ,9801 −2 ,41320 0 ,030
k∗k −12 ,369 2 ,5858 −4 ,78344 0 ,000
k∗k∗k 8 ,410 1 ,6567 5 ,07636 0 ,000
h∗h∗h 134 ,479 77 ,8480 1 ,72746 0 ,106
h∗k∗k 1 ,151 4 ,6975 0 ,24511 0 ,810
h∗h∗k 16 ,305 13 ,3542 1 ,22100 0 ,242
k∗k∗k∗k −2 ,029 0 ,4388 −4 ,62362 0 ,000
h∗h∗h∗h −73 ,633 58 ,6282 −1 ,25593 0 ,230
k∗k∗k∗h −1 ,253 1 ,1061 −1 ,13287 0 ,276
k∗k∗h∗h 4 ,955 3 ,3060 1 ,49867 0 ,156
k∗h∗h∗h −20 ,081 8 ,5543 −2 ,34749 0 ,034
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Summary o f Model
S = 0 ,0473128 R−Sq = 97,28% R−Sq ( adj ) = 94 ,55%
PRESS = 0 ,354902 R−Sq ( pred ) = 69 ,14%
Analys i s o f Variance
Source DF Seq SS Adj SS Adj MS F P
Regres s ion 14 1 ,1187 1 ,1187 0 ,07991 35 ,6982 0 ,00000
h 1 0 ,0278 0 ,0269 0 ,02686 11 ,9991 0 ,00380
k 1 0 ,0097 0 ,0412 0 ,04118 18 ,3950 0 ,00075
h∗k 1 0 ,2908 0 ,0035 0 ,00349 1 ,5588 0 ,23232
h∗h 1 0 ,0734 0 ,0130 0 ,01304 5 ,8236 0 ,03010
k∗k 1 0 ,3487 0 ,0512 0 ,05122 22 ,8813 0 ,00029
k∗k∗k 1 0 ,1330 0 ,0577 0 ,05769 25 ,7695 0 ,00017
h∗h∗h 1 0 ,0758 0 ,0067 0 ,00668 2 ,9841 0 ,10607
h∗k∗k 1 0 ,0277 0 ,0001 0 ,00013 0 ,0601 0 ,80993
h∗h∗k 1 0 ,0263 0 ,0033 0 ,00334 1 ,4908 0 ,24225
k∗k∗k∗k 1 0 ,0576 0 ,0479 0 ,04785 21 ,3778 0 ,00039
h∗h∗h∗h 1 0 ,0031 0 ,0035 0 ,00353 1 ,5774 0 ,22970
k∗k∗k∗h 1 0 ,0135 0 ,0029 0 ,00287 1 ,2834 0 ,27630
k∗k∗h∗h 1 0 ,0191 0 ,0050 0 ,00503 2 ,2460 0 ,15617
k∗h∗h∗h 1 0 ,0123 0 ,0123 0 ,01234 5 ,5107 0 ,03413
Error 14 0 ,0313 0 ,0313 0 ,00224
Total 28 1 ,1501
F i t s and Diagnos t i c s f o r Unusual Observat ions
Obs eta Fit SE Fit Res idua l St Resid
13 0 ,526950 0 ,469874 0 ,0379740 0 ,057076 2 ,02241 R
14 0 ,030203 0 ,066321 0 ,0438487 −0 ,036118 −2 ,03244 R
15 0 ,720950 0 ,622203 0 ,0319292 0 ,098747 2 ,82825 R
R denotes an obse rvat i on with a l a r g e s tandard i zed
r e s i d u a l .
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Output for the S809 airfoil:
General Regres s ion Ana lys i s : e ta ver sus h ; k
Regres s ion Equation
eta = −3 ,55617 + 23 ,4688 h + 9 ,40614 k − 65 ,8698 h∗h −
17 ,968 h∗k − 11 ,3553
k∗k + 93 ,2528 h∗h∗h + 17 ,4359 k∗h∗h + 8 ,49241 k∗k∗
h + 6 ,63564 k∗k∗k −
50 ,5513 h∗h∗h∗h − 10 ,3716 k∗h∗h∗h − 0 ,798873 k∗k∗h
∗h − 2 ,27098 k∗k∗k∗h
− 1 ,43778 k∗k∗k∗k
C o e f f i c i e n t s
Term Coef SE Coef T P
Constant −3 ,5562 0 ,3808 −9 ,33805 0 ,000
h 23 ,4688 2 ,9244 8 ,02520 0 ,000
k 9 ,4061 1 ,0577 8 ,89279 0 ,000
h∗k −17 ,9680 4 ,4937 −3 ,99849 0 ,000
h∗h −65 ,8698 10 ,8993 −6 ,04351 0 ,000
k∗k −11 ,3553 1 ,2186 −9 ,31797 0 ,000
h∗h∗h 93 ,2528 20 ,0305 4 ,65553 0 ,000
k∗k∗k 6 ,6356 0 ,7978 8 ,31733 0 ,000
k∗k∗h 8 ,4924 2 ,5527 3 ,32685 0 ,002
k∗h∗h 17 ,4359 7 ,1444 2 ,44050 0 ,021
h∗h∗h∗h −50 ,5513 13 ,6298 −3 ,70888 0 ,001
k∗k∗k∗k −1 ,4378 0 ,2218 −6 ,48315 0 ,000
k∗k∗k∗h −2 ,2710 0 ,6038 −3 ,76109 0 ,001
k∗k∗h∗h −0 ,7989 1 ,9516 −0 ,40934 0 ,685
k∗h∗h∗h −10 ,3716 4 ,2392 −2 ,44660 0 ,021
Summary o f Model
S = 0 ,0326544 R−Sq = 97,59% R−Sq ( adj ) = 96 ,38%
PRESS = 0 ,155980 R−Sq ( pred ) = 87 ,40%
Analys i s o f Variance
Source DF Seq SS Adj SS Adj MS F P
Regres s ion 14 1 ,2083 1 ,2083 0 ,08630 80 ,9364 0 ,00000
h 1 0 ,0263 0 ,0687 0 ,06867 64 ,4039 0 ,00000
k 1 0 ,0759 0 ,0843 0 ,08433 79 ,0817 0 ,00000
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h∗k 1 0 ,3637 0 ,0171 0 ,01705 15 ,9879 0 ,00042
h∗h 1 0 ,0597 0 ,0390 0 ,03895 36 ,5241 0 ,00000
k∗k 1 0 ,3214 0 ,0926 0 ,09258 86 ,8245 0 ,00000
h∗h∗h 1 0 ,0260 0 ,0231 0 ,02311 21 ,6740 0 ,00007
k∗k∗k 1 0 ,1584 0 ,0738 0 ,07377 69 ,1780 0 ,00000
k∗k∗h 1 0 ,0522 0 ,0118 0 ,01180 11 ,0680 0 ,00247
k∗h∗h 1 0 ,0494 0 ,0064 0 ,00635 5 ,9560 0 ,02125
h∗h∗h∗h 1 0 ,0136 0 ,0147 0 ,01467 13 ,7558 0 ,00091
k∗k∗k∗k 1 0 ,0384 0 ,0448 0 ,04482 42 ,0313 0 ,00000
k∗k∗k∗h 1 0 ,0161 0 ,0151 0 ,01508 14 ,1458 0 ,00079
k∗k∗h∗h 1 0 ,0008 0 ,0002 0 ,00018 0 ,1676 0 ,68540
k∗h∗h∗h 1 0 ,0064 0 ,0064 0 ,00638 5 ,9859 0 ,02096
Error 28 0 ,0299 0 ,0299 0 ,00107
Total 42 1 ,2381
F i t s and Diagnos t i c s f o r Unusual Observat ions
Obs eta Fit SE Fit Res idua l St Resid
1 0 ,153750 0 ,189574 0 ,0298905 −0 ,035824 −2 ,72466 R
5 0 ,439750 0 ,379298 0 ,0231612 0 ,060452 2 ,62619 R
12 0 ,044665 0 ,112046 0 ,0262679 −0 ,067381 −3 ,47348 R
R denotes an obse rvat i on with a l a r g e s tandard i zed
r e s i d u a l .
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