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Sommario
Questa tesi contiene un’analisi approfondita del Verificatore del byte-
code della Sun Microsystems per Java CardT M e lo studio delle trasfor-
mazioni del bytecode proposte in letteratura per una verifica diretta del
bytecode su Java CardT M.
Nella tesi è stato sviluppato uno strumento che fornisce una imple-
mentazione Java della trasformazione Register Reallocation applicata
per garantire che ogni registro assuma un unico tipo durante l’ese-
cuzione del programma.
Lo strumento sviluppato accetta bytecode Java (.jca: Java CardT M
Assembly) in cui sono presenti, oltre ai tipi address, short, byte e boolean,
il tipo int.
Sempre in ambito della trasformazione Register Reallocation é indi-




Le applet Java sono piccoli programmi che possono essere scaricati di-
rettamente dalla rete ed eseguiti in locale da una macchina virtuale, la Ja-
va Virtual Machine, (JVM); la JVM ha il compito di simulare l’architet-
tura di un elaboratore ridotto interpretando il linguaggio delle applet
Java: il bytecode.
Questa astrazione permette alle applet di essere eseguite su ogni tipo
di piattaforma (hardware e software) purchè provvista di JVM la quale
non permette l’accesso diretto alle risorse hardware del sistema ma con-
fina l’esecuzione delle applet in una sandbox che implementa una polit-
ica di controllo degli accessi.
Un particolare tipo di piattaforma è rappresentato dalle Java CardT M:
microcomputer embedded dotati di un microprocessore (da 8 a 32 bit) e
memoria di vario tipo (ROM, EEPROM e RAM).
2
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La sicurezza della sandbox è garantita mediante la seguente architet-
tura:
• Le applet sono compilate in bytecode piuttosto che in un linguaggio
macchina eseguibile; questo permette la manipolazione di strutture
dati ad alto livello più sicure (riferimenti ad oggetti) rispetto ad
indirizzi di memoria.
• Le applet non hanno accesso diretto all’hardware ma utilizzano un
set di funzioni attentamente progettate (API: Application Program
Interface).
• Prima dell’esecuzione ogni applet è soggetta ad un’analisi statica
del codice mediante un verificatore il cui scopo è l’assicurarsi che
l’applet sia scritta correttamente e non tenti di violare le protezioni
elencate ai punti precedenti come, per esempio, creare un riferi-
mento da un intero per accedere ad una zona di memoria non con-
sentita, chiamare direttamente i metodi privati delle API o saltare
nel mezzo di un metodo API.
Le istruzioni di un applet hanno effetto su un frame composto da un
set di registri virtuali (variabili locali) per la memorizzazione dei dati e
da uno stack degli operandi per la valutazione delle espressioni.
Il verificatore esegue il codice delle applet astrattamente mantenendo
le informazioni relative al frame in una struttura dati chiamata dizionario
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il cui numero di elementi è pari al numero di punti dove i flussi del
programma si possono ricongiungere.
La verifica del bytecode è un processo costoso sia in termini di tempo
sia per l’occupazione di memoria; un sistema embedded come le Java
CardT M non dispone dei requisiti di memoria per permettere la verifica
on-card.
Nella nostra tesi è stato analizzato il verificatore per il bytecode della
SUN MicroSystem e sono state studiate le soluzioni esposte in letteratura
per ridurre la memoria necessaria durante la verifica nell’ottica di poterla
eseguire on-card.
Abbiamo preso in considerazione la soluzione esposta da Leroy [3]
mediante la quale il bytecode viene trasformato off-card in due passi:
Stack Normalization e Register Reallocation.
Nella tesi è stato sviluppato uno strumento che implementa la trasfor-
mazione Register Reallocation.
Tale trasformazione modifica il codice senza cambiarne la semanti-
ca al fine di garantire che ogni registro memorizzi sempre valori dello
stesso tipo.
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La tesi è così strutturata:
• Capitolo 2: Studio del verificatore della SUN MicroSystem.
• Capitolo 3: Esposizione ed analisi dettagliata delle modifiche pro-
poste da Leroy al verificatore SUN per permettere la verifica on-
card di bytecode trasformato.
• Capitolo 4: Analisi delle trasformazioni off-card che normalizzano
il codice per l’applicazione del verificatore di Leroy.
• Capitolo 5: Descrizione della nostra implementazione della Regi-
ster Reallocation.
• Capitolo 6: Formalizzazione di un algoritmo alternativo per il cal-
colo dei Live Range dei registri.
• Capitolo 7: Presentazione di una casistica di esempi.
• Capitolo 8: Sviluppi futuri.
Capitolo 2
Il Verificatore SUN
In questo capitolo analizziamo l’algoritmo di verifica del bytecode svilup-
pato da Sun (Gosling e Yellin [6, 7]). L’algoritmo, dopo che un applet è
stata compilata in bytecode (file .class), verifica tutti i metodi non astratti
di ogni classe di un applet.
La verifica consiste in un esecuzione astratta del codice eseguita a li-
vello di tipo senza considerare i valori assunti in una normale esecuzione
(vedi Figura 2.1: Compilazione e verifica di un applet).
Il verificatore mantiene uno stack di tipi ed un array a cui sono as-
sociate le variabili locali (registri) questi sono lo Stack Frame della
macchina virtuale (sempre a livello di tipi).
Partiamo da un’analisi di un metodo straight-line il cui codice è privo
di istruzioni di salto e di eccezioni. La verifica considera ogni istruzione
del metodo in sequenza: per ognuna di esse si controlla che lo stack pri-
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Figura 2.1: Compilazione e verifica di un applet
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ma dell’esecuzione contenga abbastanza elementi e che questi siano del
tipo previsto dall’istruzione stessa. Viene quindi simulato l’effetto del-
l’esecuzione nel frame aggiornando stack e registri. In caso di tipi non
compatibili o stack underflow/overflow il processo di verifica termina
causando il rigetto dell’applet. La verifica di ogni metodo ha succes-
so se ogni istruzione del metodo è analizzata senza causare situazioni
d’errore.
All’inizio del metodo lo stack e le variabili locali sono inizializzati
per riflettere le condizioni d’ingresso del metodo: lo stack è vuoto, i
registri da 0 a n-1 contengono i parametri passati e l’argomento this
(il riferimento all’istanza della classe corrente) nel caso di metodi non
statici; ai restanti registri viene assegnato il tipo non inizializzato (>).
L’invocazione di un metodo è trattata come una singola istruzione: si
determina numero e tipo dei parametri ed il tipo di ritorno dal constant
pool tramite un indice (parametro della invoke).
Il constant pool è la porzione di codice di un applet compilata che
precede tutti i corpi delle funzioni e contiene le informazioni relative ai
metodi delle classi invocati al fine di risolvere le chiamate presenti nel
bytecode.
Ogni metodo è verificato singolarmente e la fase di chiamata presup-
pone che gli altri metodi invocati siano verificati indipendentemente.
L’istruzioni di branch e gli handler per l’eccezioni rendono il flusso
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del programma non sequenziale e univoco.
Proprio perché solo a runtime conosceremo un percorso da seguire
dobbiamo, durante il processo di verifica, propagare lo stack frame in
tutte le possibili ramificazioni del codice al fine di poter verificare tutte
le possibili alternative.
Al momento in cui viene analizzata un’istruzione che è un target di
uno o più branch il verificare si deve assicurare che i tipi dei valori
presenti nello stack e i registri siano consistenti per ogni percorso.
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2.1 Processo di verifica
Il processo di verifica per i file class opera in 4 passi:
1. quando un file class è caricato dalla JVM questa si assicura che sia
nel formato corretto: i primi 4 byte devono contenere una determi-
nata sequenza e i restanti attributi devono essere di una lunghezza
prefissata; un file class non può essere né troncato né avere byte
oltre il suo delimitatore di fine (la fine dell’ultima classe utile). Il
constant pool non deve contenere informazioni superficiali e non
riconosciute.
2. dopo la fase di linking (nella quale si combina lo stato a runtime
della VM con il binary form del file .class e si controlla la sua
integrità ) il verificatore esegue tutti i controlli addizionali che pos-
sono essere effettuati senza tenere conto del codice:
• Si assicura che le classi final (classi non derivabili) non ab-
biano sottoclassi e che i metodi final non siano ridefiniti in
classi derivate.
• Controlla che tutte le classi eccetto object abbiano una super-
classe.
• Si assicura che il contenuto del constant pool soddisfi i requi-
siti statici: ogni struttura CONSTANT_Class_info deve con-
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tenere nel suo name_index un valido indice per la struttura
CONSTANT_Utf8_info.
• Controlla che tutti i riferimenti a campi e metodi del constant
pool abbiano nomi, classi e descrittori validi.
3. successivamente il verificatore controlla la correttezza delle istruzioni
eseguendo un’analisi data flow per ciascun metodo assicurandosi
che, per ogni punto del programma, qualunque sia il percorso se-
guito:
• Lo stack degli operandi sia sempre della stessa dimensione e
contenga sempre gli stessi tipi.
• Non vi sia accesso a variabili locali senza che queste con-
tengano il tipo appropriato.
• I metodi siano invocati usando valori di tipo appropriato.
• Ai campi delle classi siano assegnati valori di tipo corretto.
• Tutti gli opcode abbiano un frame compatibile.
Questo passo in realtà è la parte più delicata della verifica e verrà
approfondito nel paragrafo seguente.
4. per ragioni di efficienza alcuni controlli che potrebbero essere ese-
guiti al passo 3 sono rimandati alla prima invocazione di un meto-
do; in questa maniera il terzo passo evita di caricare il file class
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se non quando strettamente necessario. Ad esempio se un metodo
ne invoca un altro che ritorna un’istanza di una classe A e ques-
ta è assegnata ad un campo dello stesso tipo, il verificatore non si
preoccupa di controllare che la classe A esista; se invece questa
viene assegnata ad un campo di tipo B sono caricate le definizioni
di A e B per verificare che A sia sottoclasse di B. Il passo 4 è detto
virtuale e la prima volta che un’ istruzione che riferisce un tipo è
eseguita il verificatore:
• Carica le definizioni del tipo riferito se non erano già state
caricate.
• Controlla che il tipo corrente possa riferire quel tipo.
Quando invoca un metodo per la prima volta o si accede ad un
campo il verificatore:
• Si assicura che la classe contenga i riferimenti ai campi o ai
metodi usati.
• Controlla che tutti i metodi o campi riferiti abbiano un descrit-
tore valido.
• Controlla, infine, che l’esecuzione corrente del metodo abbia i
diritti per accedere al metodo o campo.
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La JVM non deve controllare il tipo dell’oggetto nello stack (questo
controllo è fatto al passo 3). Gli errori riscontrati al passo 4 sollevano
eccezioni di tipo LinkageError.
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2.2 Analisi dettagliata della correttezza di un metodo
Analizziamo in dettaglio il terzo passo della verifica che, come già ac-
cennato, è il più complesso.
Il codice di ogni metodo è verificato indipendentemente. Prima i byte
che compongono il metodo sono spezzati in una sequenza di istruzioni
e si crea un array i cui elementi punteranno l’inizio di ogni istruzione
(questo ci permette di evitare salti non validi all’interno di un istruzione,
ad esempio nel mezzo di una wide).
Viene scorso il codice una seconda volta effettuando il parse delle
istruzioni e si crea una struttura dati in grado di mantenere le istruzioni in
memoria. Gli operandi, se presenti, vengono controllati per assicurarne
la validità.
Alcuni esempi:
• I salti devono essere limitati all’interno del metodo.
• I target di tutti i possibili percorsi devono essere l’inizio di un
istruzione (l’istruzione di wide è considerata l’inizio di un opcode
mentre non lo è l’istruzione che la segue).
• Nessuna istruzione può modificare un registro con indice più grande
di quelli che il metodo dichiara di allocare.
• Tutti i riferimenti al constant pool devono riferirsi ad un tipo ap-
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propriato. Per esempio l’istruzione ldc può essere usata solo con
tipi float, int o per istanze della classe String; getfield deve riferirsi
ad un campo.
• Il codice non può finire nel mezzo di un istruzione.
• L’esecuzione del metodo non può proseguire dopo la fine del codice.
• Per ogni handler di eccezione i punti di inizio e fine del codice pro-
tetto dall’handler devono essere un inizio di istruzione. Un handler
non può, ad esempio, iniziare da un istruzione che è preceduta da
una wide.
Per ogni istruzione del metodo il verificatore registra il contenuto dello
stack degli operandi e dell’array delle variabili locali prima dell’ese-
cuzione dell’istruzione stessa. Per lo stack ha bisogno di conoscere
la sua dimensione ed i tipi che memorizza. Per i registri è necessario
sapere se sono inizializzati (quindi anche il tipo del loro contenuto) op-
pure se contengono un valore non usabile. Il verificatore non ha bisogno
di distinguere i tipi byte, short e char. Successivamente inizia l’analisi
data-flow. All’ingresso del metodo, le variabili locali che rappresentano
i parametri sono inizializzate con il tipo indicato nel descrittore, mentre
le altre contengono valori illegali; lo stack operandi è vuoto. Ad ogni
istruzione è associato un bit changed il quale indica se l’istruzione deve
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essere visitata; all’inizio questo bit è settato solo per la prima istruzione
del metodo. L’analisi data-flow segue il seguente ciclo:
1. Si seleziona un’istruzione macchina il cui bit changed è settato.
Se questa non esiste il processo di verifica termina con successo.
Altrimenti si azzera il bit relativo all’elemento scelto.
2. Viene simulato l’effetto dell’esecuzione nello stack frame della
JVM:
• Se l’istruzione prende valori dallo stack ci si assicura che questo
abbia elementi sufficienti e del tipo appropriato, pena il falli-
mento della verifica.
• Se l’istruzione usa variabili locali ci si assicura che siano del
tipo appropriato, pena il fallimento della verifica.
• Se l’istruzione aggiunge elementi allo stack si controlla che
non si verifichi overflow e si aggiungono quindi i tipi previsti.
• Se l’istruzione modifica un registro vengono modellati gli ef-
fetti in modo che contenga il nuovo tipo.
3. Si determinano i successori dell’istruzione corrente, che possono
essere:
• L’istruzione successiva se la corrente non è un salto incondi-
zionato (goto, return o athrow).
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• I target di un branch condizionale, incondizionato o di uno
switch.
• Qualsiasi handler di eccezione per quella istruzione.
4. Si fonde il frame alla fine dell’esecuzione dell’istruzione corrente
con quello di tutti i suoi possibili successori. Nel caso particolare
di trasferimento di controllo ad un handler lo stack degli operandi
è in grado di contenere un singolo oggetto che indica il tipo di
eccezione.
• Se l’istruzione successiva non era mai stata visitata si memo-
rizza il frame calcolato ai passi 2 e 3 associandolo a tale riga di
codice come suo before state (stato del frame prima dell’ese-
cuzione) e si setta il bit changed. Questa struttura che me-
morizza il frame delle istruzioni prende il nome di dizionario,
ed è proprio la sua dimensione che impedisce l’esecuzione del
verificatore su una Java CardT M.
• Se l’istruzione successiva era stata precedentemente visitata si
fonde il frame calcolato ai passi 2 e 3 con quello già esistente
facendo un upper bound tra i valori delle due strutture. Si setta
infine il suo bit di changed se c’e’ stata una modifica.
5. Si torna al passo 1.
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Per fondere con successo due stack operandi questi devono contenere un
numero di elementi identico ed ognuno di essi deve essere compatibile: i
tipi fondamentali devono essere identici mentre i reference conterranno
la prima superclasse comune. Esisterà sempre una superclasse poiché
ogni oggetto è derivato da object (vedi Figura1 2.2: Albero dei Tipi).
Se la fusione non può essere effettuata per uno o più elementi il
processo di verifica fallisce.
Per fondere lo stato dei registri vengono confrontate le coppie cor-
rispondenti allo stesso registro. Se i tipi sono diversi, almeno che questi
non contengano reference, il verificatore assegna al registro un tipo non
utilizzabile. Se entrambe contengono reference il risultato della fusione
sarà un riferimento alla prima superclasse comune (vedi Figura 2.3:
Esempi di Fusione).
Nel seguito useremo il termine di least upper bound per denotare
l’operazione di fusione tra due tipi.
1⊥ (Bottom) rappresenta un tipo in grado di contenere qualsiasi valore (è l’elemento neutro per
l’operazione di upper bound) e > (Top)rappresenta un valore indefinito (è l’elemento assorbente per
l’operazione di upper bound).
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Figura 2.3: Esempi di Fusione
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2.3 Occupazione di memoria del processo di verifica
Se l’analisi data-flow arriva a termine senza errori in un metodo questo
è verificato correttamente. Per quanto riguarda la verifica del codice
straight-line l’algoritmo sopra analizzato risulta molto efficiente sia in
termini di tempo di esecuzione, sia in termini di occupazione di memo-
ria.
Ogni istruzione che compone il bytecode viene analizzata sempre
una ed una sola volta, tale analisi è molto veloce (possiamo approssi-
mare tale tempo come l’effettiva esecuzione della Virtual Machine); per
quanto riguarda l’occupazione di memoria possiamo notare che è suffi-
ciente solamente una zona dati per lo stack ed una per il set dei registri
il cui contenuto viene aggiornato durante l’esecuzione del programma
di verifica.
Se vogliamo quantificare tale risultato possiamo supporre che ogni
tipo sia rappresentato su 3 bytes (1 byte di tag: tipo base, istanza o
array ed i restanti 2 per il payload che contiene per le istanze di classe
un tipo reference); il costo in memoria è quindi di 3S+3N bytes dove
S rappresenta l’altezza massima dello stack ed N indica il numero di
registri usati nel metodo in analisi.
Possiamo quindi constatare che 100 Kb di RAM sono più che suf-
ficienti: un quantitativo simile è necessario per eseguire l’invocazione
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del metodo quindi, se la carta possiede le caratteristiche per eseguire
il metodo, allora anche la verifica può essere eseguita direttamente on-
card.
Analizziamo ora il processo di verifica in presenza di salti: come
prima cosa possiamo dire che è senza dubbio molto più costoso; le
istruzioni non vengono più visitate una sola volta in quanto devono es-
sere prese in considerazione fino a che non si è raggiunto un fixpoint
(situazione in cui la fusione di due dizionari non ha prodotto cambia-
menti). Sperimentalmente i risultati hanno portato a dire che la situazio-
ne non è poi così onerosa in quanto sono poche le istruzioni che devono
essere analizzate più di 3 volte, per trovare un fixpoint sono sufficienti
in media 2 passaggi.
Il vero problema è rappresentato dall’occupazione di memoria; con-
sideriamo un metodo avente un numero di branch target distinti ed han-
dler per le eccezioni pari a B: il dizionario che il verificatore deve man-
tenere per svolgere la propria funzione occuperà ( 3S + 3N + 3) × B
bytes (i 3 bytes in più rappresentano il Program Counter del branch
target e l’altezza dello stack a quel punto).
Ad esempio un metodo non troppo complesso avrà i seguenti parametri:
• S = 5
• N = 15
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• B = 50
Il costo in memoria del dizionario sarà quindi 3450 bytes; tale valore
risulta senz’altro eccessivo se paragonato al quantitativo di memoria di
cui una Java CardT M 2dispone:
• 1-2 Kb di RAM
• 16-32 Kb di EEPROM
• 32-64 Kb di ROM
Inoltre possiamo dire che il numero B è generalmente proporzionale al-
la lunghezza del metodo: ciò implica che la dimensione del dizionario
aumenta linearmente all’aumentare del codice del metodo o più che
linearmente in quanto anche il numero dei registri aumenta.
Una soluzione possibile potrebbe essere rappresentata dall’uso di
memoria persistente e riscrivibile come Flash o EEPROM ma il numero
di scritture e letture, nell’ordine delle centinaia o delle migliaia, ed il
tempo di accesso di 1-10 msec rende impossibile applicare in pratica
questa soluzione.
2Per una tipica Java CardT M 2001
Capitolo 3
Modifiche al Verificatore SUN
In questo capitolo analizzeremo in dettaglio la modifica del verificatore
SUN così come proposto da Leroy [3] per effettuare la verifica on-card.
Si analizzano in dettaglio i cambiamenti da apportare al verifica-
tore per adattarlo al bytecode che deve essere trasformato prima della
verifica.
3.1 Analisi del contesto
La soluzione presentata in [3] consiste nel modificare il codice del meto-
do prima che questo possa essere verificato e nell’utilizzare, di con-
seguenza, un verificatore apposito.
Sperimentalmente si è notato che i dati memorizzati nel dizionario di
ogni branch target sono molto spesso ridondanti.
In particolare sono molto frequenti le seguenti situazioni:
24
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• Stack vuoto.
• Il tipo di uno stesso registro è quasi sempre lo stesso.
Queste affermazioni si basano sulla proprietà che tutti i compilatori Java
usano lo stack solo per valutare le espressioni e non per memorizzare il
valore delle variabili locali: da ciò deriva che lo stack degli operandi è
quasi sempre vuoto all’inizio ed alla fine di ogni istruzione.
I seguenti costrutti di branch che Java mette a disposizione, una volta
tradotti in bytecode, generano dizionari con stack vuoto nei punti di
ricongiungimento dei flussi dell’applet durante il processo di verifica:






• handlers per le eccezioni
L’unica eccezione è rappresentata dal costrutto e1?e2:e3 che è gene-
ralmente compilato nel seguente codice:
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code to evaluate e1
ifeq lbl1
code to evaluate e2
goto lbl2
lbl1: code to evaluate e3
lbl2: ...
In questo caso il branch a lbl2 viene eseguito in un frame con lo stack
degli operandi non vuoto.
Per quanto riguarda i registi possiamo dire che i compilatori più
semplici allocano un diverso registro per ciascuna variabile locale nel
metodo.
A livello di codice sorgente Java una variabile locale ha un solo tipo
attraverso tutto il metodo: il tipo con il quale è dichiarata.
Nel bytecode JCVM un registro ha inizialmente il tipo > (non ini-
zializzato) e, alla prima operazione di scrittura, acquisisce il tipo e lo
mantiene per tutto il metodo.






Supponiamo inoltre che B e C siano sottoclassi di A.
In questo frammento di codice si può notare che il registro x acqui-
sisce il tipo B in un ramo dell’espressione condizionata ed il tipo C nel-
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l’altro; nel momento in cui i due rami si ricongiungeranno x sarà di tipo
A, in quanto A rappresenta il least upper bound tra B e C.
Un’ottimizzazione tipica che un compilatore può applicare consiste
nello scegliere di allocare nello stesso registro due diverse variabili aven-
ti Live Range che non si sovrappongono:
{short x;...};
{C y;...};
Il compilatore può memorizzare x ed y nello stesso registro in quanto
la loro visibilità è disgiunta: il registro quindi è di tipo short in parti di
codice e di tipo C in altre.
Le proprietà del bytecode di:
• Stack vuoto alle istruzioni di salto.
• Il tipo di un registro è sempre lo stesso in tutti i punti del program-
ma.
ridurrebbero notevolmente l’occupazione di memoria richiesta dal
processo di verifica.
In [3] è proposta una soluzione basata sulla trasformazione del byte-
code al fine di soddisfare le proprietà precedenti.
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3.2 Definizione dei requisiti
I requisiti imposti in [3] sono:
1) Stack degli operandi vuoto ad ogni istruzione di salto ed ad ogni
target di branch; ciò serve a garantire che lo stack sia consistente
dall’inizio alla fine di ogni branch: R1;
2) Ogni registro usato deve avere un solo tipo durante tutto il metodo;
ciò garantisce che i tipi dei registri siano consistenti dall’inizio alla
fine di ogni branch: R2;
Inoltre è imposto un ulteriore requisito sulla Virtual Machine:
3) All’ingresso del metodo la Virtual Machine inizializza tutti i registri
che non sono stati inizializzati con i parametri del metodo con un
bit pattern rappresentante il riferimento all’oggetto null: R3.
Un metodo che legge da un registro, usando per esempio una istru-
zione del tipo aload, prima di averlo inizializzato potrebbe ottenere un
bit pattern non specificato (a seconda del contenuto della RAM) ed usar-
lo come un riferimento ad oggetto: questo rappresenta un problema di
sicurezza da non sottovalutare.
Un metodo convenzionale per impedire ciò staticamente è bloccare
il processo di verifica in caso di lettura prima di una scrittura (soluzione
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adottata dal verificatore SUN); per fare questo il verificatore deve ricor-
darsi lo stato dei registri in ogni parte del programma e questo comporta
un aumento dell’occupazione della memoria.
Il requisito R3 rimanda questo controllo a tempo di esecuzione me-
diante il null bit pattern.
Implementare il requisito R3 non è costoso e molte Virtual Machine
lo fanno già.
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3.3 Il nuovo algoritmo per la verifica dei metodi
Una volta definiti i requisiti addizionali R1, R2 ed R3 che il bytecode
deve soddisfare, il processo di verifica è una semplice estensione del
caso straight-line.
La sola struttura dati di cui necessitiamo è uno stack ed un array dei
tipi per i registri.
L’algoritmo esamina ogni istruzione del metodo nell’ordine in cui si
trova e calcola il nuovo stato dello stack e dei registrià
Le differenze significative rispetto al codice straight-line sono le seguen-
ti:
1. Quando controlliamo un’istruzione di salto, dopo aver estratto i tipi
degli argomenti dalla pila il verificatore controlla che lo stack sia
vuoto e rigetta il codice altrimenti; lo stesso per istruzioni target
di branch (se l’istruzione è una jsr target o l’inizio di un handler
per la gestione di un’eccezione si controlla che lo stack sia consis-
tente con un tipo return address o con la classe dell’handler del-
l’eccezione rispettivamente); tutto questo per assicurare il requisito
R1.
2. Quando controlliamo una istruzione di store se τ è il tipo del dato
memorizzato (la cima dello stack prima dell’istruzione di store),
il tipo del registro non sarà τ bensì il least upper bound tra τ ed
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il valore precedentemente memorizzato; in questo modo il registro
accumula progressivamente tutti i tipi che memorizzerà durante il
metodo determinando così progressivamente il tipo unico appli-
cabile all’intero metodo; tutto questo per assicurare il requisito
R2;
3. Dal momento in cui i tipi dei registri possono cambiare a secon-
da delle istruzioni di store che il verificatore incontra durante la
scansione del metodo, tale controllo va fatto fino a che il registro
non si stabilizza; tale procedura è molto simile a quella del calcolo
del fixpoint nell’algoritmo della SUN;
4. L’analisi del flusso comincia con stack vuoto e con i registri che
corrispondono ai parametri passati (determinabili attraverso il de-
scrittore del metodo) inizializzati ai tipi corrispondenti; i registri
che non contengono parametri acquistano il tipo ⊥ (il sottotipo di
tutti i tipi) e non > (il supertipo di tutti i tipi) come conseguenza di
R3: la Virtual Machine inizializza questi registri con il bit pattern
null che è un pattern corretto per qualsiasi tipo JCVM: short, int,
array, riferimenti e tipo return address. Si assegna così il tipo ⊥ a
tutti i registri non inizializzati.
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3.3.1 Pseudocodice del verificatore di Leroy
Variabili globali:
Nr numero di registri
Ns massima altezza stack
r[Nr] array dei tipi dei registri
s[Nr] tipi nello stack
sp puntatore allo stack
chg flag che registra se r è cambiata
Set r[n],...,r[N(r-1)] al tipo \textit{Bottom}
Set chg = VERO
Set sp=0
Set r[0],...,r[n-1] ai tipi dei parametri passati
While chg:
Set chg a FALSE
Per ogni istruzione i del metodo in ordine di codice:
Se i è target di una istruzione di branch:
If (sp != 0) AND la precedente istruzione può
continuare dalla successiva, error
Set sp=0
Se i è un target di una istruzione JSR:
If la precedente istruzione può continuare
dalla successiva, error
Set s[0] = retaddr AND sp= 1
Se i è un handler per un eccezione della classe C:
If la precedente istruzione può continuare
dalla successiva, error
Set s[0]=C AND sp= 1
Se <si verificano 2 o più casi di cui sopra>, error
Determina i tipi a1,a2,..,an degli argomenti di i
Se sp < n, error (stack underflow)
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For k = 1,2,...,n: if s[sp-n + k-1] non è un sottotipo
di ak, error
Set sp= sp-n
Determina i tipi r1,r2,...,rm del risultato di i
If sp + m > Ns, error (stack overflow)
For k = 1,2,..,m: Set s[sp + k - 1] = rk
Set sp=(sp + m)
If i è una STORE sul registro k:
Determina il tipo t del valore scritto nel registro
Set r[k]=lub(t; r[k])
If r[k] è cambiato, set chg = TRUE




In [3] è dimostrata la correttezza dell’algoritmo.
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3.4 Analisi delle prestazioni
Questo algoritmo necessita dello stesso spazio del verificatore SUN per
codice straight-line: 3S+3N bytes di RAM sono sufficienti a mantenere
i dati relativi allo stack ed ai registri; conseguentemente questo si adatta
facilmente a Java CardT M aventi anche solo 100 bytes di RAM.
Da notare il fatto che l’occupazione di memoria è indipendente dalla
lunghezza del codice e dal numero di branch target.
Per quanto riguarda il tempo di esecuzione possiamo affermare che è
molto simile all’algoritmo SUN: la ricerca del fixpoint prevede più cicli
ma sperimentalmente si verifica che la maggior parte dei metodi hanno
bisogno di solo 2 passaggi: il primo determina il tipo dei registri ed il
secondo controlla se è stato raggiunto il fixpoint.
Basta un solo passaggio nel caso in cui il registro mantiene sempre
lo stesso tipo in tutto il metodo.
Capitolo 4
Trasformazioni Off-Card
L’algoritmo di verifica descritto nel capitolo precedente accetta solo un
sottoinsieme di applet: quelle scritte correttamente come per il verifica-
tore SUN ma che hanno in più i due requisiti R1 ed R2.
Per assicurare che tutte le applet corrette siano verificate con successo
potremmo usare un particolare compilatore compatibile con R1 ed R2
che, per esempio, espande l’espressione e1?e2:e3 in IF THEN ELSE e
che assegna registri diversi alle diverse variabili locali.
Esiste anche una soluzione più flessibile che lascia maggiore libertà
per la produzione di applet: usiamo un qualsiasi compilatore Java ed
il bytecode generato viene trasformato off-card per far in modo che il
codice sintatticamente corretto non venga scartato.
Due sono le trasformazioni del bytecode principali:
1. La normalizzazione dello stack (Stack Normalization): per assicu-
35
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rare che lo stack degli operandi sia sempre vuoto ad ogni punto di
branch.
2. La reallocazione dei registri (Register Reallocation): per ottenere
che un registro assuma un solo tipo.
Entrambe le trasformazioni sono effettuate metodo per metodo e la-
vorano al livello del tipo: per ogni istruzione si analizza lo stato del-
lo stack e delle variabili locali prima dell’esecuzione e si registrano le




Nella figura a seguito viene mostrato il processo a cui è sottoposta
un’applet Java: dalla compilazione del codice fino all’esecuzione sulle
carte.



















Figura 4.1: Architettura del Sistema
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4.1 Stack Normalization
L’idea alla base di questa trasformazione è la seguente: ogni qualvolta
che il codice contiene salti con stack non vuoto inseriamo delle opera-
zioni di store su registri liberi prima di effettuare il salto ed di load nel
punto di target.








Dove Rb, Rx ed Ry sono i numeri dei registri che contengono b, x
ed y; al punto dell’istruzione goto lbl2 abbiamo un tipo short nello
stack e quindi si salta con stack non vuoto violando il requisito R1.
La parte relativa alla normalizzazione dello stack della trasformazione
off-card genera il seguente output relativo alla compilazione dell’istruzione
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Possiamo notare che l’uso del registro temporaneo Rtmp rende l’op-
erazione di salto a lbl2 compatibile con il requisito R2.
La stack normalization inizia cercando ogni istruzione i che è un tar-
get di un salto. Nel caso in cui lo stack abbia una altezza pari ad n si
associano n registri nuovi all’istruzione i.
Una successiva passata analizza ogni istruzione i:
• Se i è un branch target con stack non vuoto utilizziamo gli n registri
precedenti come segue:
– Se l’istruzione prima di i non può proseguire alla successiva









– Se l’istruzione prima di i può proseguire alla successiva in-
serisco n store ed n load in questo modo:
lbl: i
diventa:












• Se i è un salto all’istruzione j con stack non vuoto a j prendiamo
gli n registri precedenti associati a j; consideriamo k come il nu-
mero degli argomenti estratti dallo stack dall’istruzione i ( k=0
nel caso del semplice goto, 1 per salti a più vie e 1 o 2 per salti
condizionati):
– Se l’istruzione prima di i non può proseguire alla successiva















Nel raro caso in cui l’istruzione i sia oltre che un branch target con
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stack non vuoto anche un branch ad un target j anch’esso con stack
non vuoto si combinano le due trasformazioni di cui sopra.
Nel caso peggiore assumiamo che l’istruzione prima di i ed i stessa

























Dal momento in cui le trasformazioni di cui sopra sono potenzial-
mente costose in termini di numero di righe di codice e numero dei
registri utilizzati applichiamo prima una ottimizzazione standard (tun-
neling). Vediamo un esempio di tale ottimizzazione:
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return e1?e2 : e3;
Viene normalmente tradotto nel seguente modo:
code to evaluate e1
ifeq lbl1
code to evaluate e2
goto lbl2
lbl1: code to evaluate e3
lbl2: sreturn
Questo codice necessita di una normalizzazione all’istruzione goto lbl2
ed a lbl2 stessa.
L’ottimizzazione del tipo tunneling prevede la sostituzione diretta di
sreturn al posto di goto lbl2:
code to evaluate e1
ifeq lbl1
code to evaluate e2
sreturn
lbl1: code to evaluate e3
lbl2: sreturn
Possiamo inoltre notare che questo codice non ha bisogno di essere
normalizzato in quanto è già conforme al requisito R1.
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4.2 Register Reallocation
La seconda trasformazione del codice consiste nel reallocare i registri
a seconda del loro uso: un semplice metodo per reallocare i registri
consiste nel replicarli in più registri distinti ognuno per ogni tipo usato.
Tutto ciò serve a garantire il requisito R2: ogni registro è atto a con-
tenere un solo tipo di dato durante tutto il metodo in questione. Se
un registro nel codice originale doveva contenere n tipi diversi allora
il codice trasformato prevede l’uso di n registri distinti, uno per tipo:
questo potrebbe comportare un sostanziale incremento del numero dei
registri usati.
Proprio per evitare il fenomeno sopra citato l’algoritmo di reallo-
cazione risulta molto complesso e sofisticato.
L’algoritmo si basa sulla tecnica del Graph Coloring [5, 8] utilizzata
per la reallocazione delle variabili nell’ambito dei complilatori.
Tale algoritmo cerca di ridurre il più possibile il numero dei registri
usati cercando di usare nuovamente gli stessi registri nel caso in cui il
Live Range delle variabili in questione sia disgiunto e queste siano dello
stesso tipo.
Definizione: Si definisce Live Range per il registro Rn l’insieme delle
istruzioni non necessariamente sequenziali che parte da una scrittura
ed arriva fino all’istruzione relativa al suo ultimo utilizzo prima di una
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ulteriore scrittura o della fine del metodo (istruzione return) seguendo
tutti i possibili flussi del programma.


















Nel primo caso (codice originale) il registro 1 è usato per contenere
2 tipi: prima lo short e poi il tipo C; nel codice trasformato il registro 1
è replicato in 2 distinti:
• uno per lo short.
• uno per il tipo C.
Sempre nell’esempio mostrato precedentemente possiamo notare che
nel primo caso il registro 2 e la parte del registro 1 in cui si memorizza
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lo short hanno Live Range disgiunti quindi posso usare lo stesso regi-
stro per entrambi senza incorrere in malfunzionamenti del programma:
fondendo i registri riesco a contenerne il numero.
L’algoritmo utilizzato in [3] è la variante di Briggs all’algoritmo pro-
posto da Chaitin [5, 8] per la reallocazione dei registri via Graph Color-
ing [8] con il requisito addizionale R2.
L’algoritmo si basa sul Live Range di un registro e costruisce il grafo
di interferenza relativo al codice; questo si sviluppa nei seguenti passi:
1. Si calcola il Live Range per ogni registro usato nel metodo in
analisi (l’insieme delle istruzioni in cui una variabile può essere
riferita).
2. Si calcola il tipo principale per ogni Live Range trovato preceden-
temente: questo non è altro che il least upper bound dei tipi che
il registro può assumere mediante le operazioni di scrittura ad esso
riferite.
3. Si costruisce un grafo iniziale utilizzando i Live Range trovati al
passo 2 nel modo seguente:
• I nodi sono i Live Range associati ad un registro.
• Due nodi sono collegati da un arco se interferiscono: un nodo
contiene una istruzione di store sul registro associato all’altro
nodo.
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4. Per rispettare il requisito R2 mettiamo un arco tra due nodi che non
sono caratterizzati dallo stesso tipo principale: l’arco implica che
non posso mappare tali nodi sullo stesso registro in quanto hanno
una sorta di interferenza.
5. Fusione: si cercano le copie registro-registro come, per esempio,
sequenze di load i; store j, tali che la sorgente i e la desti-
nazione j non interferiscono; fondo i 2 Live Range associati a i
ed a j in uno solo trattandoli come un solo registro e togliendo le
istruzioni di copia.
6. Infine coloro il grafo di interferenza in modo tale da non permettere
a due nodi uniti da un arco (che quindi interferiscono) di essere
dello stesso colore e cercando di usare il minor numero possibile
di colori: il numero dei registri necessari sarà pari a quello dei
colori utilizzati.
Analizzando in dettaglio il passo 6 possiamo dire che il problema del
coloramento di un grafo è di tipo NP-Completo.
Esiste un algoritmo lineare che approssima la soluzione con risultati
abbastanza buoni; l’algoritmo usato è quello descritto da Briggs [5] con
la ovvia semplificazione che non dovremmo mai utilizzare lo stack per
memorizzare il valore contenuto nei registri in quanto che il loro numero
non è limitato dall’hardware in questione.
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L’algoritmo di reallocazione in generale ed il passaggio relativo alla
fusione riducono gran parte delle inefficienze che la stack normalization
può introdurre. Consideriamo il seguente frammento di codice relativo
al costrutto Java
short s = b ? x : y;










Le istruzioni sload Rtmp e sstore Rs sono fuse dal momento in
cui Rtmp ed Rs non interferiscono e sono dello stesso tipo. Otteniamo









Questo corrisponde al codice Java:
short s;
if (b) s = x;
else s = y;
Capitolo 5
La nostra implementazione
Il tool che abbiamo realizzato in questa tesi prende in ingresso un JCA
(bytecode disassemblato) nel formato previsto dal Kit Java CardT M e si
preoccupa di reallocare i registri (o variabili locali) usati nei metodi.
Lo scopo della trasformazione è assicurare che ogni registro nel
file di output possa assumere solo un tipo all’interno del metodo
(integer, short/boolean/byte o una qualsiasi classe).
Il JCA è suddiviso in metodi che sono analizzati singolarmente; per
ognuno di questi si considerano sia i registri usati dalle istruzioni macchi-
na sia i parametri che il metodo accetta.
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5.1 I passi dell’algoritmo
I passi principali dell’algoritmo sono (vedi figura 5.1: Diagramma a
blocchi dell’algoritmo di trasformazione):
1. Ricerca dell’inizio di un metodo.
2. Creazione di un array in memoria che contiene le istruzioni nell’or-
dine.
3. Analisi del metodo per duplicare i registri:
• Reallocazione dei tipi primitivi.
• Reallocazione delle classi per i registri address.
4. Scrittura del metodo trasformato.
5. Torna al passo 1 finché i metodi non sono esauriti.
Analizziamo in dettaglio il passo 3. La scansione del metodo prende
in considerazione solo l’insieme delle istruzioni che lavorano sui re-
gistri (ret, Tload, Tstore, Tinc dove T indica i tipi fonda-
mentali: i,s,a), mediante le quali posso memorizzare i tipi che vengono
assegnati ad ogni variabile locale considerando inoltre che questa può
essere anche un parametro in input al metodo.























Figura 5.1: Diagramma a blocchi dell’algoritmo di trasformazione
All’ingresso del metodo il registro 0 contiene il valore this (se il
metodo non è static) i successivi n contengono i parametri nell’ordine in
cui sono passati.
A questo punto per ogni registro Rx che assume più di un tipo deve
essere effettuata una reallocazione: eliminiamo il conflitto assegnando








Capitolo 5. La nostra implementazione 51
RX I S A
Figura 5.2: Situazione dei registri prima della Register Reallocation
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Figura 5.3: Situazione dei registri x, y e z dopo la Register Reallocation
Dove j e k sono gli indici dei primi registri liberi.
Da notare che il tipo address a questo punto viene considerato come
un tipo predefinito senza entrare nel merito dell’effettiva classe che me-
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morizza, quindi non abbiamo ancora raggiunto lo scopo prefissato di
tipare ogni registro.
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5.2 Gestione del tipo Intero
La gestione degli interi merita un’attenzione particolare in quanto, al
contrario degli altri tipi che sono a 16bit (quindi una variabile locale),
questi essendo a 32bit necessitano di 2 registri consecutivi.
Il tool gestisce questo problema evitando la reallocazione degli interi
se possibile; se il codice presenta due o più istruzioni di istore su re-
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Figura 5.4: Registri x, x+1 ed x+2 prima della Register Reallocation
Procediamo con la Register Reallocation ed otteniamo:
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Figura 5.5: Registri x, x+1, y, y+1 e z dopo la Register Reallocation
Dove j è il primo indice tale che j e j+1 sono variabili libere.
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5.3 Gestione del tipo Address
A questo punto dobbiamo garantire anche il typing dei registri di tipo
address a livello di classi come al punto 3.b. Questo requisito viene
raggiunto con la seguente procedura:
1. Si calcolano i Live Range del metodo (ognuno sarà relativo ad una
determinata variabile locale);
2. Per ogni Live Range facciamo l’ipotesi semplificativa che ognuno
di questi operi su registri contenenti tipi di classe diversi (anche se
questo può non essere vero);
3. Di conseguenza si assegna un registro diverso ad ogni Live Range;
Il codice così trasformato può essere verificato dall’algoritmo pro-
posto da Leroy in [3].
Dopo aver riassegnato i nuovi registri dobbiamo cambiare il codice in
modo che l’output prodotto dal tool rifletta i cambiamenti che abbiamo
imposto senza alterare la semantica originale dell’applet.
Scriviamo infine il nuovo metodo nel file di output (come al punto
4) aggiornando la direttiva .local con il numero dei registri necessari
per il bytecode dopo la trasformazione.
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5.4 Dettagli Implementativi
Il tool è stato sviluppato con le SDK 1.4.1_02 della Sun Microsystem
(http://java.sun.com).
La classe principale RegisterReallocation contiene il metodo main
che chiama ciclicamente le funzioni come illustrato nel diagramma a
blocchi di figura 5.1.
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5.4.1 DataStruct.java
Questa classe contiene la maggior parte delle funzioni che operano sulle
classi elencate precedentemente.
DataStruct è composta dai seguenti array:
• private ArrayList codeArray: Contiene le righe di codice di
ogni metodo (solo una alla volta).
• private ArrayList labelArray: Contiene la struttura delle etichette
per ogni metodo (solo uno alla volta).
• private ArrayList registerArray: Contiene tutti i registri usa-
ti in un metodo.
• private ArrayList registerCopyArray: Contiene tutti i regi-
stri usati in un metodo (utilizzata per selezionare il primo registro
libero).
• private ArrayList splitRegisterArray: Contiene la lista dei
registri da splittare.
• private ArrayList commentArray: Contiene i commenti del meto-
do e le relative righe.
• private ArrayList directiveArray: Contiene le direttive al-
l’inizio del metodo.
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• private ArrayList storeArray: Contiene tutte le righe delle
astore e un puntatore alle relative aload.
• private ArrayList intersectArray: Contiene gli archi tra i
web con istruzioni a comune.
• private ArrayList chainArray: Contiene le catene dei blocchi
che sono legati utilizzi comuni.
• private boolean visitedBitArray[]: Contiene i bit delle istruzioni
visitate e non.
• private String stackLine: Contiene la riga .stack N del meto-
do.
• private int registerUsed: Contiene il totale dei registri usati.
• private String currentMethod: Contiene il nome del metodo
corrente.
• private String currentMethodParameters: Contiene l’elen-
co dei parametri relativi al metodo corrente.
Spieghiamo il perché della creazione delle seguenti classi mettendo
in luce la loro utilità nei punti critici della trasformazione.
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5.4.2 CommentElement.java
Classe dichiarata con lo scopo di contenere i commenti che vengono
incontrati durante il parsing di un metodo; in fase di scrittura questa
classe è utile per ripristinare i commenti originali alle relative righe di
codice.
Il parsing di ogni metodo dichiara un array di elementi CommentElement
così strutturati:
• private String comment
• private int rowNumber
che contengono rispettivamente il commento e la riga relativa.
5.4.3 Instructions.java
Contiene l’array static String instructionsArray[]con la lista delle
istruzioni bytecode (vedi tabella in Appendice B) e alcune funzioni di
utilità:
• public static int getInstructionNumber(String instruction):
analizza l’istruzione e ritorna la posizione all’interno dell’array
delle istruzioni.
• public static char getInstructionType(String instruction):
analizza l’istruzione e ritorna il tipo primitivo di dato su cui lavora
(a = address, i = integer e s = short,byte e boolean).
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• public static int useRegister(String instruction): ritor-
na il numero del registro su cui l’istruzione opera.
5.4.4 LabelElement.java
Classe dichiarata con lo scopo di contenere i dati relativi alle etichette
che vengono incontrate durante il parsing di un metodo in maniera analo-
ga a quanto fatto con i commenti.
I campi della classe sono:
• private String labelName
• private int rowNumber
5.4.5 RegisterElement.java
Durante le fasi della trasformazione un vettore di classi RegisterElement
memorizza tutte le informazioni relative alle variabili locali.
Descriviamo brevemente i campi:
• private int registerNumber: memorizza il numero del regi-
stro a cui si riferiscono i dati.
• private boolean typeShort: booleano che contiene vero nel
caso in cui all’interno del metodo il registro assuma il tipo short,
boolean o byte.
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• private boolean typeAddress: booleano che contiene vero nel
caso in cui all’interno del metodo il registro assuma il tipo address.
• private int typeInt: la complessità della gestione dei tipi in-
teri (vedi paragrafo 5.2) ci ha portato a creare una codifica parti-
colare per riconoscere le varie situazioni in cui un registro si può
trovare:
– Valore 0: il registro non memorizza valori interi.
– Valore 1: il registro memorizza i primi 16 bit di un intero.
– Valore 2: il registro memorizza gli ultimi 16 bit di un intero.
– Valore 3: il registro nel corso del metodo le memorizza en-
trambe, abbiamo quindi un conflitto da risolvere.
5.4.6 RegisterReallocation.java
Questa è la classe che, come già accennato, contiene il metodo main: il
primo metodo invocato in esecuzione del programma.
Dopo aver controllato il numero ed il formato dei parametri in ingres-
so (vedi Appendice A, Manuale d’Uso) vengono collegati gli stream ai
rispettivi file di ingresso e di uscita.
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5.4.7 SplitRegister.java
Una volta memorizzato il numero ed i tipi di ogni registro nel vettore dei
RegisterElement si crea un nuovo array di elementi SplitRegister
atto a contenere la lista dei nuovi registri da creare per risolvere i conflitti
dei tipi primitivi.
Le informazioni per realizzare queste operazioni sono:
• private int oldRegister
• private int newRegister
• private char type
Con queste informazioni a disposizione reallocare i registri in con-
flitto nei tipi fondamentali risulta molto semplice in quanto si scor-
rono tutte le istruzioni del metodo analizzando quelle che operano su
variabili locali: trovato il numero del registro ed il tipo su cui la sin-
gola istruzione opera è sufficiente cercare la coppia di valori nel vet-
tore degli SplitRegister e, se questa è presente, cambiare il valore di
oldRegister con quello contenuto in newRegister.
5.4.8 StoreElement.java
Questa classe ci è utile nella seconda fase del processo di trasformazione
riguardante la gestione dei conflitti sui tipi address.
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Per ogni store memorizzo il registro relativo, la riga di codice in cui
appare l’operazione ed un vettore contenente tutti i riferimenti (opera-
zioni di load,inc e ret, che ha come parametro l’indice di un registro
contenente l’indirizzo di ritorno) alla variabile locale relativa alla store
in analisi.
Per la ricerca dei riferimenti relative ad una store procediamo con
una esecuzione astratta partendo da tale istruzione chiamando ricorsi-
vamente il metodo findLoad ad ogni salto; per calcolare i Live Range
utilizziamo un algoritmo basato sul Control Flow Graph:
Definizione: dato un programma il Control Flow Graph è un grafo
orientato che contiene le dipendenze fra le istruzioni del programma:
esiste un ramo (i,j) se e solo se l’istruzione all’indirizzo j può essere
eseguita immediatamente dopo quella all’indirizzo i.
Più in dettaglio, ad un’istruzione di salto, facciamo continuare l’is-
tanza corrente in un possibile flusso del programma e ne creiamo ricor-
sivamente altre per coprire tutte le alternative che il costrutto prevede:
• goto: essendo il flusso del programma unico l’istanza corrente è
sufficiente a gestire questa istruzione.
• ifcond: una nuova istanza affianca la corrente per seguire entram-
bi i percorsi.
• tableswitch, lookupswitch : l’istanza corrente prosegue per la
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label di default e ne vengono create n nuove a seconda dei parametri
dell’istruzione.
• jsr: avremmo potuto continuare l’esecuzione corrente dentro la
subroutine ma questo avrebbe provocato dei problemi nel capire
l’istruzione da elaborare dopo la ret; abbiamo pensato di trattare
i salti a subroutine come le istruzioni di tipo ifcond: questo con-
sente di terminare la ricorsione all’istruzione di ret.
La ricorsione termina nei seguenti casi:
• astore sul registro che stiamo considerando.
• xreturn: fine del metodo.
• ret index: come già accennato la fine di una subroutine termina
un’istanza della ricorsione.
Al fine di evitare più volte l’elaborazione delle stesse istruzioni (cicli
interni) abbiamo utilizzato un vettore per memorizzare le istruzioni già
visitate.
Se una ricorsione incontra un’istruzione già visitata questa termina.
Abbiamo inoltre formalizzato una soluzione alternativa per il calcolo
dei Live Range analizzata nel capitolo successivo.
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5.4.9 WebArch.java
Questa classe implementa gli elementi del vettore intersectArray[]
che contiene la lista delle intersezioni tra i distinti Live Range.
Ogni Live Range, determinato dalla store e dai riferimenti 1, e’
inzialmente definito come un blocco che verrà inserito in questo vettore
insieme alla lista dei blocchi con cui interferisce; le intersezioni sono
rilevate controllando tutti i Live Range relativi ad uno stesso registro al
fine di ricercare una o più istruzione a comune.
Una volta che le informazioni sulle intersezioni sono a nostra dispo-
sizione si procede creando un ultimo array atto a contenere delle strut-
ture (chain) [4]; queste sono costituite dall’insieme dei Live Range rela-
tivi ad un registro con cui interferiscono (come memorizzato nel vettore
intersectArray[]).
Tramite le chain è possibile cambiare l’indice dei registri in modo da
soddisfare i requisiti che ci eravamo imposti (vedi capitolo 3.2).
5.4.10 Utils.java
Questa classe contiene alcune funzioni di utilità:
• static void clearBooleanArray(boolean myArray[]): reset-
ta tutti gli elementi del vettore in ingresso.
1Operazioni di load,inc e ret
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• static void abortRR(String myString): provoca la fine del
programma stampando il messaggio di errore passato come parametro.
• static int stringToInt(String myString): converte in in-
tero il valore numerico di una stringa.
Capitolo 6
Algoritmo Alternativo per il calcolo
dei Live Range
In questo capitolo viene illustrato un algoritmo alternativo per il calcolo
dei Live Range.
L’algoritmo si basa sui principi della Register Reallocation via Graph
Coloring adattandone le caratteristiche all’ambiente delle JavaCard; in-
oltre l’algoritmo sfrutta il fatto che alcuni controlli verranno effettuati
successivamente dal verificatore on-card.
6.1 Definizioni
Definizione: Si definisce blocco l’insieme di istruzioni sequenziali che
terminano con una istruzione di salto o con la fine del metodo; l’inizio
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del blocco è rappresentato dalla prima istruzione del metodo o da quella
successiva alla fine del blocco precedente.
Definizione: Un metodo si definisce straight-line se al suo interno
non contiene istruzioni di salto.
Definizione: Un registro si dice vivo in un’istruzione se questa appar-
tiene al Live Range o al Live Range temporaneo di tale registro.
Definizione: Le operazioni di scrittura sono le astore; le operazioni
di utilizzo sono le aload.
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6.2 Analisi dell’algoritmo
L’algoritmo si sviluppa sui seguenti passi:
1. Suddivisione del metodo in blocchi e per ognuno creazione di una
struttura dati atta a contenere i numeri di riga di tutte le possibili
istruzioni successive all’ultima del blocco; se il metodo non con-
tiene l’istruzione return o l’ultima istruzione dell’ultimo blocco
non è un salto o return il programma termina.
2. Per ogni blocco calcolo i Live Range relativi a tutti i registri riferiti
da operazioni di scrittura all’interno del blocco stesso consideran-
dolo come un metodo straight-line a se stante.
3. Per ogni blocco cerco la prima istruzione che riferisce un registro:
• Se si tratta di un utilizzo memorizzo un Live Range tempora-
neo come se la prima istruzione del blocco fosse una scrittura.
4. Per ogni blocco cerco l’insieme dei registri che sono vivi in almeno
una delle istruzioni successive all’ultima del blocco (nel caso in
l’istruzione sia una astore relativa ad un registro questa non viene
presa in considerazione poiché quel registro è vivo in quella linea
di codice ma non deve essere propagato indietro) (vedi punto 1).
5. Per ogni blocco individuo la prima istruzione di scrittura a partire
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dal fondo di ogni registro appartenente all’insieme di cui al punto
4:
• Se questa esiste estendo il Live Range a cui appartiene con il
Live Range temporaneo trovato al punto 3.
• Se non esiste e non sono nel primo blocco di un metodo esten-
do il Live Range temporaneo aggiungendo tutto il blocco.
• Se non esiste e sono nel primo blocco di un metodo estendo il
Live Range aggiungendo tutto il blocco.
6. Se la struttura dei Live Range temporanei è cambiata torno al punto
4 altrimenti termino.
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6.3 Esempio con analisi dettagliata dei passi
Di seguito mostriamo quello che è un esempio di applicazione dell’al-
goritmo.
Figura 6.1: Bytecode per l’analisi dell’algoritmo per il calcolo dei Live Range
Questo esempio contempla 3 casi particolari:
1. R6: Non viene mai scritto ma viene letto nell’ultima riga; l’algorit-
mo estende il suo Live Range a tutto il metodo (considera il registro
come un parametro).
2. Il blocco n◦ 2 non viene mai raggiunto da nessun flusso: la lettura
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su R1 non influenza il suo Live Range (non si collega alla astore
della riga 8).
3. Abbiamo considerato il caso di registri il cui Live Range non è
collegato al primo salto del blocco (R5,R6): in questo caso per
propagare il risultato all’indietro, creo dei Live Range temporanei
che implicano la reiterazione dell’algoritmo dal passo 4).
Passo 1: Suddivisione in blocchi e creazione del flusso del program-
ma:
• Blocco 1) Limiti: 01-11; salto alla riga 15.
• Blocco 2) Limiti: 12-14; salto alle righe 15, 19.
• Blocco 3) Limiti: 15-18; salto alle righe 19,22.
• Blocco 4) Limiti: 19-22; non esco dal blocco (blocco finale).
Passo 2: Calcolo i Live Range per ogni blocco:
• Blocco 1:
– R1 righe 3-7.
– R1 righe 8-8.
– R2 righe 9-10.
– R5 righe 4-4.
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• Blocco 2:
– R2 righe 12-12.
Passo 3: Calcolo dei Live range temporanei:
• Blocco 1:
– Blocco 2) per il registro R1 da 12-13.
– Blocco 3) per il registro R2 da 15-15.
– Blocco 4) per il registro R5 da 19-21 e per il registro R6 da
19-22.
Passo 4: (perché è cambiata la struttura dei Live Range temporanei!)
• Blocco 1:
– Blocco 1) istruzione riga 15 registro vivo R2; istruzione riga
15 registri vivi R5,R6 in quanto presenti nel Live Range tem-
poraneo; l’insieme è quindi (R2,R5,R6).
– Blocco 2) istruzione riga 15 registro vivo R2 e R5, R6 presenti
nel Live Range temporaneo; istruzione riga 19 registri vivi R5
e R6; l’insieme è quindi (R2,R5,R6).
– Blocco 3) Non è cambiato nulla. Istruzione riga 19 registri vivi
R5 e R6; Istruzione riga 22 registri vivi R6; l’insieme è quindi
(R5,R6).
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Passo 5:
• Blocco 1:
– Blocco 1) esiste alla riga 4 estendo il Live Range relativo a R5
da 4-11 ∪ 15-15 a 9-11 ∪ 12-14 ∪ 15-18 ∪ 19-21.
– Blocco 1) Per R2 NON cambia nulla.
– Blocco 1) Non esiste riferimento a R6 ma sono nel 1◦ blocco
quindi creo il Live Range relativo ad R6 da 1-11 ∪ 12-14 ∪
15-18 ∪ 19-22.
– Blocco 2) Non cambia nulla in quanto non sono cambiati i
Live Range temporanei.
– Blocco 3) Non cambia nulla in quanto non sono cambiati i
Live Range temporanei.
L’algoritmo impone di reiterare il procedimento ma poichè i Live





Consideriamo il seguente bytecode:



























Il bytecode usa 3 registri di tipo address che vengono tutti utilizzati
nella parte iniziale (straight-line) del metodo. C’e’ una ramificazione
dovuta ad un if; entrambi i rami scrivono sui registri R1 e R2 e suc-
cessivamente accedono in lettura alle 3 variabili locali. L’istruzione alla
label L3 in cui il flusso dati si ricongiunge accede in lettura al registro
R2.
Dal frammento di codice si vede che: alla label L0 le astore su R1 e
R2 e il passaggio di un parametro nel registro R0 sono l’inizio di un Live
Range per ciascuna variabile locale; questo Live Range termina con le
aload immediatamente successive a tali istruzioni poiché in tutti i pos-
sibili percorsi che il metodo può seguire ci sono operazioni di scrittura
(astore).
I Live Range successivi sono tutti differenti:
• R0 ha un Live Range che comprende le ultime istruzioni della label
L0 e le prime di entrambi i rami.
• R1 ha due Live Range separati che iniziano e terminano nei due
rami dell’if separatamente.
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• R2 ha un Live Range che, come R1, parte dalle prime istruzioni dei
rami ma a causa della aload_2 alla label L3 questi si ricongiun-
gono per formare un Live Range unico.
Il frammento di codice trasformato è il seguente:


























• i primi Live Range nella label L0 rimangono assegnati ai registri
originali.
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• i Live Range all’interno dei rami che erano entrambi riferiti a R1
sono stati riassegnati a due tipi separati (R4, R5) in quanto, in un
metodo reale, questi potrebbero contenere riferimenti a classi di
tipo differente.
• il vecchio registro R2 aveva un Live Range unico che comprendeva
istruzioni appartenenti ad entrambi i rami (vediamo infatti che la
variabile locale R6 si trova in entrambi i percorsi) lo stesso avviene
per il nuovo R3 che aveva la astore prima dell’if.
Viene generato questo output riepilogativo:
+--------------------------------------------------------------+
| A P P L E T S U M M A R Y |
+--------------------------------------------------------------+
| | Source | Type Split | Address Split |
+--------------------------------------------------------------+




| Methods number | 1 | |
+---------------------------------+ |
| Conflicts found | 0 | |
+---------------------------------+ |
| Distinct Live Range | 4 | |
+---------------------------------+----------------------------+
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7.2 Esempio 2
Consideriamo il seguente esempio:
























Questo sorgente come il precedente usa 3 registri di tipo address che
vengono tutti utilizzati nella parte iniziale (straight-line) del metodo.
C’e’ una ramificazione dovuta ad un if; entrambi i rami scrivono sui
registri R1 e R2 e successivamente accedono in lettura alle 3 variabi-
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li locali. Questa volta l’istruzione alla label L3 in cui il flusso dati si
ricongiunge (per il registro R2) non è presente.
Dal frammento di codice si vede che: alla label L0 le astore su R1
e R2 e il passaggio di un parametro nel registro R0 comportano l’inizio
di un Live Range per ciascuna variabile locale; questo Live Range ter-
mina con le aload immediatamente successive a tali istruzioni poiché in
tutti i possibili percorsi che il metodo può seguire ci sono operazioni di
scrittura (astore).
I Live Range successivi sono tutti differenti:
• R0 ha un Live Range che comprende le ultime istruzioni della label
L0 e le prime di entrambi i rami.
• R1 ha due Live Range separati che iniziano e terminano nei due
rami dell’if separatamente.
• R2 al contrario dell’esempio precedente ha due Live Range separati
come R1 in quanto non è presente l’istruzione che li unisce alla
label L3 (aload_2).
Il frammento di codice trasformato è il seguente:


























• i primi Live Range nella label L0 rimangono assegnati ai registri
originali.
• i Live Range all’interno dei rami che erano entrambi riferiti a R1
sono stati riassegnati a due tipi separati (R4, R6) in quanto in un
metodo reale questi potrebbero contenere riferimenti a classi di tipo
differente.
• il vecchio registro R2 che aveva due Live Range separati viene
reallocato a due registri distinti (R5, R7).
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Viene generato questo output riepilogativo:
+--------------------------------------------------------------+
| A P P L E T S U M M A R Y |
+--------------------------------------------------------------+
| | Source | Type Split | Address Split |
+--------------------------------------------------------------+




| Methods number | 1 | |
+---------------------------------+ |
| Conflicts found | 0 | |
+---------------------------------+ |
| Distinct Live Range | 5 | |
+---------------------------------+----------------------------+
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7.3 Esempio 3
Consideriamo il seguente esempio:

















Il codice mostra il comportamento del tool in un metodo privo di
salti (codice straight-line). Non è difficile individuare i Live Range che
iniziano con il passaggio del parametro e le prime due astore e terminano
con le rispettive aload; successivamente le astore determinano l’inizio
di ulteriori Live Range che terminano con le aload alla fine del metodo.
Ad ogni Live Range è assegnato un registro separato, sicuramente
ogni Live Range conterrà un tipo diverso.
Il codice trasformato è il seguente:
.method private processReadRecord()V {
.stack 4;
















Viene generato questo output riepilogativo:
+--------------------------------------------------------------+
| A P P L E T S U M M A R Y |
+--------------------------------------------------------------+
| | Source | Type Split | Address Split |
+--------------------------------------------------------------+




| Methods number | 1 | |
+---------------------------------+ |
| Conflicts found | 0 | |
+---------------------------------+ |
| Distinct Live Range | 3 | |
+---------------------------------+----------------------------+
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7.4 Esempio 4
Questo esempio mostra l’applicazione del tool in presenza di polimor-
fismo:
class A {
public String name = "A";
void print() {System.out.println("Classe A: name="+name);};
}
class B extends A {
public String name = "B";
void print() {System.out.println("Classe B: name="+name);};
}
class C extends A {
public String name = "C";
void print() {System.out.println("Classe C: name="+name);};
}
public class poly{
public static void main(String[] args) {
boolean b = true;
A myref;
if (b)
myref = new B();
else
myref = new C();
myref.print();
System.out.println("myref.name = "+ myref.name);
}
}
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Il compilato del sorgente precedente è:





















Le caratteristiche di questo frammento di codice evidenziano due
aspetti importanti del nostro tool:
• Per quanto riguarda la gestione degli interi notiamo che l’istruzione
istore_1 necessita anche del registro 2 che è successivamente uti-
lizzato per un tipo address. Il conflitto è risolto reallocando il re-
gistro 2 nel primo libero (il numero 3) per le operazioni relative al
tipo address.
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• Nella gestione del tipo address relativa al registro 2, benché me-
morizzi due tipi di classe diverse, non viene reallocato in quanto il
Live Range non è disgiunto.
Il bytecode ottenuto dall’applicazione dello strumento di trasfor-
mazione è:
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L’output generato è:
+--------------------------------------------------------------+
| A P P L E T S U M M A R Y |
+--------------------------------------------------------------+
| | Source | Type Split | Address Split |
+--------------------------------------------------------------+




| Methods number | 1 | |
+---------------------------------+ |
| Conflicts found | 1 | |
+---------------------------------+ |
| Distinct Live Range | 0 | |
+---------------------------------+----------------------------+
Capitolo 8
Conclusioni e sviluppi futuri
In questa tesi è stato sviluppato un tool che implementa la trasformazione
Register Reallocation del bytecode [3], nell’ottica di poter eseguire la
verifica direttamente on-card.
Le applet ottenute dopo la trasformazione del tool sono soggette ad
un utilizzo dei registri non ottimizzato: durante la reallocazione dei tipi
address si potrebbe ridurre al minimo il numero delle variabili locali uti-
lizzate tramite uno dei tanti algoritmi usati nell’ambito dei compilatori
[4].
Per raggiungere l’obiettivo finale della verifica on-card di applet per
Java CardT M dovrà inoltre essere realizzato un apposito verificatore (3.3.1)




Per quanto riguarda l’utilizzo del tool è richiesto un qualsiasi sistema
operativo con installata la Java Virtual Machine versione 2 (versione
1.4.xx o successiva).
La sintassi per trasformare il bytecode memorizzato nel file nome-
file.jca è:
java RegisterReallocation.RegisterReallocation nomefile.jca [/V]
RegisterReallocation è la classe che contiene il metodo main all’in-
terno del package omonimo.
L’opzione /V (verbose) permette di generare oltre alla tabella riepi-
logativa un output con le statistiche di ogni metodo contenuto all’interno
di nomefile.jca (Java CardT M Assembly).
Per permettere un esecuzione più immediata il tool è fornito con gli
script jcatranfsw32 e jcatranfsunix rispettivamente per sistemi windows
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e unix che accettano i parametri precedenti:
jcatransfw32 nomefile.jca [/V]
jcatransfunix nomefile.jca [/V]
Il file in ingresso, se è nel formato corretto, genera un file RRnome-
file.jca che è conforme alle specifiche richieste dal verificatore di Leroy.
Appendice B
Tabelle delle istruzioni
Capitolo B. Tabelle delle istruzioni 93
Tabella delle istruzioni in ordine di Opcode
dec hex mnemonic dec hex mnemonic
0 00 nop 47 2F sstore_0
1 01 aconst_null 48 30 sstore_1
2 02 sconst_m1 49 31 sstore_2
3 03 sconst_0 50 32 sstore_3
4 04 sconst_1 51 33 istore_0
5 05 sconst_2 52 34 istore_1
6 06 sconst_3 53 35 istore_2
7 07 sconst_4 54 36 istore_3
8 08 sconst_5 55 37 aastore
9 09 iconst_m1 56 38 bastore
10 0A iconst_0 57 39 sastore
11 0B iconst_1 58 3A iastore
12 0C iconst_2 59 3B pop
13 0D iconst_3 60 3C pop2
14 0E iconst_4 61 3D dup
15 0F iconst_5 62 3E dup2
16 10 bspush 63 3F dup_x
17 11 sspush 64 40 swap_x
18 12 bipush 65 41 sadd
19 13 sipush 66 42 iadd
20 14 iipush 67 43 ssub
21 15 aload 68 44 isub
22 16 sload 69 45 smul
23 17 iload 70 46 imul
24 18 aload_0 71 47 sdiv
25 19 aload_1 72 48 idiv
26 1A aload_2 73 49 srem
27 1B aload_3 74 4A irem
28 1C sload_0 75 4B sneg
29 1D sload_1 76 4C ineg
30 1E sload_2 77 4D sshl
31 1F sload_3 78 4E ishl
32 20 iload_0 79 4F sshr
33 21 iload_1 80 50 ishr
34 22 iload_2 81 51 sushr
35 23 iload_3 82 52 iushr
36 24 aaload 83 53 sand
37 25 baload 84 54 iand
38 26 saload 85 55 sor
39 27 iaload 86 56 ior
40 28 astore 87 57 sxor
41 29 sstore 88 58 ixor
42 2A istore 89 59 sinc
43 2B astore_0 90 5A iinc
44 2C astore_1 91 5B s2b
45 2D astore_2 92 5C s2i
46 2E astore_3 93 5D i2b
Tabella B.1: Tabella delle istruzioni in ordine di Opcode
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Tabella delle istruzioni in ordine di Opcode (continua)
dec hex mnemonic dec hex mnemonic
94 5E i2s 141 8D invokestatic
95 5F icmp 142 8E invokeinterface
96 60 ifeq 143 8F new
97 61 ifne 144 90 newarray
98 62 iflt 145 91 anewarray
99 63 ifge 146 92 arraylength
100 64 ifgt 147 93 athrow
101 65 ifle 148 94 checkcast
102 66 ifnull 149 95 instanceof
103 67 ifnonnull 150 96 sinc_w
104 68 if_acmpeq 151 97 iinc_w
105 69 if_acmpne 152 98 ifeq_w
106 6A if_scmpeq 153 99 ifne_w
107 6B if_scmpne 154 9A iflt_w
108 6C if_scmplt 155 9B ifge_w
109 6D if_scmpge 156 9C ifgt_w
110 6E if_scmpgt 157 9D ifle_w
111 6F if_scmple 158 9E ifnull_w
112 70 goto 159 9F ifnonnull_w
113 71 jsr 160 A0 if_acmpeq_w
114 72 ret 161 A1 if_acmpne_w
115 73 stableswitch 162 A2 if_scmpeq_w
116 74 itableswitch 163 A3 if_scmpne_w
117 75 slookupswitch 164 A4 if_scmplt_w
118 76 ilookupswitch 165 A5 if_scmpge_w
119 77 areturn 166 A6 if_scmpgt_w
120 78 sreturn 167 A7 if_scmple_w
121 79 ireturn 168 A8 goto_w
122 7A return 169 A9 getfield_a_w
123 7B getstatic_a 170 AA getfield_b_w
124 7C getstatic_b 171 AB getfield_s_w
125 7D getstatic_s 172 AC getfield_i_w
126 7E getstatic_i 173 AD getfield_a_this
127 7F putstatic_a 174 AE getfield_b_this
128 80 putstatic_b 175 AF getfield_s_this
129 81 putstatic_s 176 B0 getfield_i_this
130 82 putstatic_i 177 B1 putfield_a_w
131 83 getfield_a 178 B2 putfield_b_w
132 84 getfield_b 179 B3 putfield_s_w
133 85 getfield_s 180 B4 putfield_i_w
134 86 getfield_i 181 B5 putfield_a_this
135 87 putfield_a 182 B6 putfield_b_this
136 88 putfield_b 183 B7 putfield_s_this
137 89 putfield_s 184 B8 putfield_i_this
138 8A putfield_i ... ... ...
139 8B invokevirtual 254 FE impdep1
140 8C invokespecial 255 FF impdep2
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Tabella delle istruzioni in ordine di istruzione
mnemonic dec hex mnemonic dec hex
aaload 36 24 iand 84 54
aastore 55 37 iastore 58 3A
aconst_null 1 01 icmp 95 5F
aload 21 15 iconst_0 10 0A
aload_0 24 18 iconst_1 11 0B
aload_1 25 19 iconst_2 12 0C
aload_2 26 1A iconst_3 13 0D
aload_3 27 1B iconst_4 14 0E
anewarray 145 91 iconst_5 15 0F
areturn 119 77 iconst_m1 9 09
arraylength 146 92 idiv 72 48
astore 40 28 if_acmpeq 104 68
astore_0 43 2B if_acmpeq_w 160 A0
astore_1 44 2C if_acmpne 105 69
astore_2 45 2D if_acmpne_w 161 A1
astore_3 46 2E if_scmpeq 106 6A
athrow 147 93 if_scmpeq_w 162 A2
baload 37 25 if_scmpge 109 6D
bastore 56 38 if_scmpge_w 165 A5
bipush 18 12 if_scmpgt 110 6E
bspush 16 10 if_scmpgt_w 166 A6
checkcast 148 94 if_scmple 111 6F
dup 61 3D if_scmple_w 167 A7
dup_x 63 3F if_scmplt 108 6C
dup2 62 3E if_scmplt_w 164 A4
getfield_a 131 83 if_scmpne 107 6B
getfield_a_this 173 AD if_scmpne_w 163 A3
getfield_a_w 169 A9 ifeq 96 60
getfield_b 132 84 ifeq_w 152 98
getfield_b_this 174 AE ifge 99 63
getfield_b_w 170 AA ifge_w 155 9B
getfield_i 134 86 ifgt 100 64
getfield_i_this 176 B0 ifgt_w 156 9C
getfield_i_w 172 AC ifle 101 65
getfield_s 133 85 ifle_w 157 9D
getfield_s_this 175 AF iflt 98 62
getfield_s_w 171 AB iflt_w 154 9A
getstatic_a 123 7B ifne 97 61
getstatic_b 124 7C ifne_w 153 99
getstatic_i 126 7E ifnonnull 103 67
getstatic_s 125 7D ifnonnull_w 159 9F
goto 112 70 ifnull 102 66
goto_w 168 A8 ifnull_w 158 9E
i2b 93 5D iinc 90 5A
i2s 94 5E iinc_w 151 97
iadd 66 42 iipush 20 14
iaload 39 27 iload 23 17
Tabella B.2: Tabella delle istruzioni in ordine di istruzione
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Tabella delle istruzioni in ordine di istruzione (continua)
mnemonic dec hex mnemonic dec hex
iload_0 32 20 putstatic_s 129 81
iload_1 33 21 ret 114 72
iload_2 34 22 return 122 7A
iload_3 35 23 s2b 91 5B
ilookupswitch 118 76 s2i 92 5C
imul 70 46 sadd 65 41
ineg 76 4C saload 38 26
instanceof 149 95 sand 83 53
invokeinterface 142 8E sastore 57 39
invokespecial 140 8C sconst_0 3 03
invokestatic 141 8D sconst_1 4 04
invokevirtual 139 8B sconst_2 5 05
ior 86 56 sconst_3 6 06
irem 74 4A sconst_4 7 07
ireturn 121 79 sconst_5 8 08
ishl 78 4E sconst_m1 2 02
ishr 80 50 sdiv 71 47
istore 42 2A sinc 89 59
istore_0 51 33 sinc_w 150 96
istore_1 52 34 sipush 19 13
istore_2 53 35 sload 22 16
istore_3 54 36 sload_0 28 1C
isub 68 44 sload_1 29 1D
itableswitch 116 74 sload_2 30 1E
iushr 82 52 sload_3 31 1F
ixor 88 58 slookupswitch 117 75
jsr 113 71 smul 69 45
new 143 8F sneg 75 4B
newarray 144 90 sor 85 55
nop 0 00 srem 73 49
pop 59 3B sreturn 120 78
pop2 60 3C sshl 77 4D
putfield_a 135 87 sshr 79 4F
putfield_a_this 181 B5 sspush 17 11
putfield_a_w 177 B1 sstore 41 29
putfield_b 136 88 sstore_0 47 2F
putfield_b_this 182 B6 sstore_1 48 30
putfield_b_w 178 B2 sstore_2 49 31
putfield_i 138 8A sstore_3 50 32
putfield_i_this 184 B8 ssub 67 43
putfield_i_w 180 B4 stableswitch 115 73
putfield_s 137 89 sushr 81 51
putfield_s_this 183 B7 swap_x 64 40
putfield_s_w 179 B3 sxor 87 57
putstatic_a 127 7F ... ... ...
putstatic_b 128 80 ... ... ...
putstatic_i 130 82 ... ... ...
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