In this paper, nonconvex and nonsmooth models for compressed sensing (CS) and lowrank matrix completion (MC) is studied. The problem is formulated as a nonconvex regularized leat square optimization problems, in which the 0 -norm and the rank function are replaced by 1 -norm and nuclear norm, and adding a nonconvex penalty function
Introduction
The compressed sensing (CS) problem is to recover an unknown vector from a small amount of observations. It's possible to exactly reconstruct it with high probability if the vector is sparse. The mathematical formula reads:
where x ∈ R p , y ∈ R n with n p, A ∈ R n×p is a measurement ensembles [8, 6, 7, 9, 11] .
The matrix completion (MC) problem is to recover a low-rank matrix from a small amount of observations:
where X ∈ R n1×n2 , Ω is a given set of index pairs (i, j) [5, 10] .
Due to the minimization of 0 -norm and rank function, these problems (1.1), (1.2) are NP-hard problem in general, In some sense, 1 -norm and nuclear norm are the tightest convex relaxation of these nonconvex functions, respectively. The nuclear norm of X define as X * = m i=1 σ i (X), where σ i is the i largest singular value of X and m is the number of singular value. Therefore, the problem (1.1) and (1.2) can be relaxed into:
3) 4) and the problem (1.3) and (1.4) is equivalent to (1.1) and (1.2) respectively under certain incoherence conditions [17] . However, the solution of (1.3) and (1.4) is usually suboptimal to the original problem (1.1) and (1.2), the 1 -norm minimization problem may yield the vector with lower sparse rate than the real one, and can't recover a sparse target with minimum measurements. Another limitation of the 1 -norm minimization is its bias caused by shrinking all the element toward zero simultaneously [22] , the nuclear norm of a matrix is the 1 -norm of it's singular value vector, so it also have these limitations.
Since the 1 -norm may not be approximated 0 -norm well, in CS recovery problems, many known nonconvex surrogates of 0 -norm have been proposed, include pnorm(0 < p < 1) [18] , Smoothly Clipped Absolute Deviation (SCAD) [14] , Minimax
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Concave Penalty (MCP) [34] , Exponential Type Penalty (ETP) [19] , etc. Recently, some of these method have been extended to low-rank matrix restoration and have well performance.
Because of the limitation of (1.3) and (1.4), we augment them by adding a nonconvex and nonsmooth term βΦ(x) and βΦ(X), respectively, where β is a positive scalar, 
which can be solved by introducing a auxiliary variable and using alternating minimization scheme [33] . In (1.7), A is a linear operator, if we choose A as a componentwise projection, it become the matrix completion problem. The solution to (1.6) and (1.7)
is also a solution to (1.3) and (1.4) as long as β is sufficiently small, and β controls the tradeoff between 1 -norm term and nonconvex term. For recovering a sparse vector and a low-rank matrix, the choose of the suitable β should obey follow formula
In general, we choose α = 0.5, so β ≤ 0.1.
One can observe that Φ(x) convergence to x 0 and C x 1 , as α → ∞ and α → 0 respectively, where C is a large scaler. It has been show in [28] that ϕ satisfies: (1) ϕ is continuous (Lipschitz function), symmetric on (−∞, ∞), C 2 on (0, ∞) and ϕ(0) = 0 is a strict minimum; (2) ϕ (0 + ) > 0 and ϕ (t) ≥ 0 for all t > 0; (3) ϕ is increasing on (0, ∞) with ϕ (t) < 0 and lim t→∞ ϕ (t) = 0, which implies that our augment regularizers to be a good promoted penalty function, and the augment term have some properties as follows:
(1) α > 0,Φ(X) ≥ 0(Φ(x) ≥ 0), with equality hold if only if X = 0(x = 0);
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(2)Φ(X)(Φ(x)) is a decreasing function of α, and lim α→∞Φ (X) = rank(X)(lim α→∞ Φ(x) = x 0 ); (3)Φ(X) is unitarily invariant, that isΦ(U XV * ) =Φ(X) whenever U ∈ R n1×n1 and V ∈ R n2×n2 are orthogonal matrix.
This paper also shows the recovery guarantees for augment model of compressed sensing and low-rank matrix completion respectively, the results are given based on varieties of properties of matrix A and linear operator A including the null-space property (NSP), the restricted isometry property (RIP), at last, the RIP condition for stable recovery are given.
The rest of this paper is organized as follows. In Sect. 2, we firstly give the augmented model, and introduce the nonconvex and nonsmooth penalty function for low-rank matrixcompletion and sparse vector recovery. Then, we use the alternating minimization scheme 36 for solving the proposed problem and give the convergence result of the proposed method.
In Sect. 3, we shows the recovery guarantees for augmented model of compressed sensing and low-rank matrix completion respectively, include NSP, RIP, and so on. In Sect. 4, some numerical experiment results of our augment model have been showed on simulated and real data. Finally, some conclusions are summarized in Sect. 5.
Algorithm and Convergence Analysis
In this section, we propose an alternating minimization scheme for solving (1.6) and (1.7). We begin with introducing an auxiliary variable, and obtain a new cost function, then we decompose the cost function into two subproblems, soft-thresholding operator has been used to solve subproblem one and Quasi-Newtons method has been used to solve subproblem two. Finally, we give the algorithm for solving (2.5) and show its convergence.
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Firstly, we consider the variant of (1.6) and (1.7) are
2) where ≥ 0 admits the possible noise in the measurement. The equivalent Lagrangian form:
where λ is the regularization parameter which controls the tradeoff between data fitting term and the regularization term. Next, we mainly introduce the low-rank matrix completion problems, and it is fairly easy to extended the result to sparse vector recovery.
Firstly, by introducing an auxiliary variable W ∈ R n1×n2 , cost function (2.4) can be approximately transformed into
whereΨ(X) =Φ(X) − α · X * , and there exists Gateaux derivatives ofΨ(X) at X, however, the Gateaux derivatives ofΦ(X) is not always exist.
Given (W (s−1) , X (s−1) ), the iteration scheme of problem (2.5) can be described as follows:
where arg min denotes the minimal set to an optimization problem. It's easy to know that the W-subproblem (2.6) can formulated as
where τ = λ(1+α·β) ρ , according to [3] , it's easy to show the solution of (2.8) as
where D τ is the soft-thresholding operator,
t + is the positive part of t, namely, t + = max(0, t) and X = U ΣV * is the singular value decomposition (SVD) of matrix X.
The X-subproblem (2.7) can be formulated as follows
we could use Quasi-Newton's method to solve this optimization problem
where I is an identity operator, and A * is the adjoint of A. In order to get ∆X, we could use conjugate gradient method for solving this linear system (2.11).
Proposition 2.1. The Gateaux derivatives ofΨ(X) is Proof. ϕ is a nonconvex and nonsmooth function, and ϕ(t) = α|t| + ψ(t), ψ ∈ C 2 .
∂σs ) n1×n2 , Σ(X) = U * XV , U and V are unitary matrices which consist of left-singular vectors and right-singular vectors, and
where H ∈ R n2×n2 is an arbitrary matrix. By chain rule of Gateaux derivatives, we have
Based on the analysis above, we give a basic framework of the alternating minimization scheme for solving our nonconvex augmented model of low-rank completion problem as follows: Algorithm to Solve The Minimum Value of (2.5)
Step 1: Initialize X (0) and s = 1;
Step 2: Update X and W until the convergence W-step:
. X-step:
where, D X ε(X, W (s) ) is the Gateaux derivatives at X.
(Here the iteration index is the superscript s.)
Theorem 2.1. Let {(W (s) , X (s) )} be a sequence generated by our algorithm, then there exists a subsequence of {(W (s) , X (s) )} such that it converges to a critical point.
Proof. According to (2.8), we first obtain
and we have
According to (2.12), we obtain
and we have 20) and
Suppose there exist a bounded subsequence {(W (s ) , X (s ) )}, by using (2.15) we have 22) and D XΨ (X) is a continuous function on bounded subsets, then,
is a critical point. 
Recovery Guarantees
In this section, we established recovery guarantees for our augmented models (1.6) and extends these result to matrix recovery models (1.7). The result for (1.6) and (1.7)
are given based on varieties of properties of A and A including the null-space property (NSP) and the restricted isometry property (RIP constants for our models in (1.6), (1.7).
Recovery Guarantees for Compressed Sensing
Definition 3.1. A matrix A ∈ R n×p is said to satisfies the null-space property relative
It is said to satisfy the null-space property of order k if it satisfies the null-space property relative to any set S ⊂ [p] with card(S) ≤ k. Given every vector x ∈ R p supported on a set S is the unique solution of (1.3) if and only if A satisfies the null-space property relative to S. Then, we extend the necessary and sufficient NSP condition to our augment model (1.6).
Theorem 3.1. (NSP condition).
We choose the augmented regularization term Φ introduced in (1.5). Problem (1.6) uniquely recovers k-sparse vector x 0 from measurement Ax 0 = y if
hold for all vectors h ∈ N U LL(A) and coordinate sets S of cardinality |S| ≤ k.
Proof.
where the first inequality from the triangle inequality and the second follows from
the smallest δ ≥ 0 such that
3)
for all k-sparse vectors x ∈ R p [8] .
We say that A satisfies the restricted isometry property if δ k is small for reasonably large k, then we establish the success of sparse recovery via augment model (1.6) for measurement matrices with small restricted isometry constants. , then x 0 is the unique minimizer of (1.6) given by measurement Ax 0 = y.
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Proof. [27] shows that any vectors h ∈ N U LL(A) satisfies
where
From (3.3), we have
for δ 2k = 0.4663, we obtain
Remark1: For (1.3) to recover any k-sparse vector uniformly, [4] shows the sufficiency of Remark2: In general, we choose α = 0.5 in PF(1.5), so we have β ≤ 0.1.
Next, it shows that the condition δ 2k ≤ 0.4378 is actually sufficient to guarantee stable recovery of x via augmented model (2.1).
Theorem 3.3. Let x 0 ∈ R n be a arbitrary vector, S be the coordinate set of its k largest components in magnitude. Let x * be the solution of and error vector h = x * − x 0 satisfy
Proof. Since x * = x 0 + h is the minimizer of (1.6), we have
We have
From (3.9), we have
Theorem 3.4. (see [24] )Let y = Ax+n, where n is a arbitrary noise vector with n 2 ≤
. If A satisfied RIP with δ 2k ≤ 0.4378, then the solution x * of (2.1) satisfies
and
14)
Recovery Guarantees for Matrix Recovery
It's easy to extended the NSP and RIP condition to low-rank matrix recovery, first, let us introduce some definitions and properties.
σ 2 i (X) denote the unclear and Frobenius norm of X respectively, where σ i is the i largest singular value of X and r is the number of singular value.
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Let X and W be two matrices of the same size, we have
. . , r and ϕ is a increasing function.
Theorem 3.5. Problem (1.7) uniquely recovers all matrices X of rank r or less from measurement AX = b if
16)
holds for all matrices H ∈ N U LL(A). 
for all matrices X ∈ R n1×n2 of rank at most r [30] . Proof. In [24] , establishes that any H ∈ N U LL(A) satisfy
Theorem 3.7. (RIP condition for stable recovery) Let X ∈ R n1×n2 be an arbitrary matric, and let b = AX + n, where A is a linear operator and n is an arbitrary noise. If
A satisfies the RIP with δ 2r ≤ 0.4378, then, the solution X * of (2.2) satisfies the error
C 3 ,C 4 ,C 5 andC 6 are given formulas (3.13)-(3.15) in which θ 2k shall be replaced by θ 2r .
Numerical Experiments

Test on Compressed Sensing
In this subsection, we perform experiments on synthetic data to illustrate the behavior of the augmented nonconvex method and Lasso. The support S of x is equal to {1, . . . , k},
where k is the size of the support. For i in the support of x, x i is independently drawn from a Gaussian distribution with zero mean and standard deviation σ = 1. The A i are drawn from a multivariate Gaussian with mean zero and covariance matrix Σ, where A i is the i column of ensemble A. For the first setting, Σ is set to the identity, for the second setting, Σ is block diagonal with blocks equal to 0.2I + 0.811 * [20] . We perform the experiments (p = 512, n = 128) for which we report the estimation relative error, which defines as
The recovery is performed via the augment nonconvex method algorithm, and we use
and the maximum iteration step maxit = 500 as stopping criterion. In Fig 1. we observe that the Lasso performs as well as the augmented nonconvex method with parameter α = 0.5, β = 0.1 and α = 0.1, β = 0.5 on very sparse case. But, when the support of x is large, the augmented nonconvex method perform well than Lasso on both two setting [31] . 
Reconstruction from Sparse Fourier Measurement
In this subsection, we consider the problem of image reconstruction from a limited number of Fourier measurements. In this setting, the operator of (1.1) corresponds to A = M F , where F denotes the Fourier transform and M is a masking operator the retains only a subset of the available Fourier coefficients [25] , and we use the augmented nonconvex method solve the following problem
where f T V is the total variation norm, for discrete f (t 1 , t 2 ), 0 on images shows in Fig. 2 . To create the measured data we use two different Fourier 13 sampling patterns, namely, a radial mask with 48, 64 and 80 radial lines and a lowfrequency sampling with 30%, 40% and 50% portion. As an additional degradation factor we consider the presence of complex Gaussian noise in Fourier domain of four different levels. These correspond to a signal-to-noise-ratio (SNR) of {15, 20, 30, ∞}dB, and the last SNR value indicates the absence of noise in the measurements. Peak-signalto-noise ratio(PSNRs) is used to measure the quality of the restored images, which are defined as
where MSE is the Mean-Squared-Error per pixel. In Table. 1 and Fig. 3 shows that the augmented nonconvex method perform well than TV. 
Test on Matrix Completion
In our numerical experiments, n 1 and n 2 represent the matrix dimension, r is the rank of original matrix, and n 3 denotes the number of measurement. Given r ≤ min(n 1 , n 2 ), we generate X = X L X * R , where matric X L ∈ R n1×r and X R ∈ R n2×r are generated with independent identically distributed Gaussian entries. The subset Ω of n 3 elements is selected uniformly at random entries from {(i, j) : i = 1, . . . , n 1 , j = 1, . . . , n 2 } [23].
The linear measurement b are set to be b = A(X) + n, where n is the additive Gaussian noise of zero mean and standard deviation σ, which will be specified in different test data sets. We use sr = n 3 /(n 1 n 2 ) to denote the sampling ratio, and dr = r(n 1 + n 2 − r) to denote the number of degree of freedom for a real-valued rank r matrix. As mentioned in [26] , when the ratio n 3 /dr is greater than 3, the problem can be viewed as an easy 156 problem. On the contrary, it is called as a hard problem.
In this subsection, we apply the proposed augmented nonconvex method for solving the matrix completion problem (2.4). In order to illustrate the performance of this method, we compare the augmented nonconvex method with the nuclear-norm model [5] and the augmented Nuclear-Norm model with α = 50 [24] .
F / X (s−1)
and the maximum iteration step maxit = 2000 as stopping criterion. Our computational results are displayed in Table 2 . We choose n 1 = n 2 , noise level σ = 1e − 3, and the relative error of the reconstruction matrix X is
and it shows that the augment nonconvex method (the last column) can get higher accuracy than others.
Finally, we test the augmented nonconvex method for recovering two real corrupted gray scale image. at first, we use SVD to obtain the low-rank-50 images. Then we randomly select 40% samples from the low-rank image, which corrupted image with noise level σ = 1e − 3. Finally, these corrupted images are corrupted images are recovered by 168 the proposed nonconvex regularization method and the nuclear-norm model. From Fig.   1 , it showed that the quality of image (c) restored by augmented nonconvex method is better than the image (d) restored by nuclear-norm model. 
conclusions
In this paper, we given the augmented model, and introduced the nonconvex and nonsmooth penalty function for low-rank matrix completion and sparse vector recovery.
Then, we developed the alternating minimization scheme for solving the proposed problem and give the convergence result of the proposed method. In addition, we showed the recovery guarantees for augmented model of compressed sensing and low-rank matrix completion respectively, including NSP and RIP. At last, some numerical experiment results of our augmented model have been showed on simulated and real data and performs well. However, the unclear norm measures the low-rank property of X without 180 considering the interelement of singular value correlations. When the singular values have high correlations, the nuclear norm is known to have stability problems. In the future research work, We desire to measure the low-rank property of X at group level and have all singular value within a group become nonzero (or zero) simultaneously, and also show the recovery guarantees at group level. 
Appendix: Algorithm for Sparse Vector Recovery
Algorithm To solve the Minimum Value of (2.1)
Step 1: Initialize x (0) and s = 1;
Step 2: Update x and w until the convergence w-step: (Here the iteration index is the superscript s.)
