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1. INTRODUCTION 
A basic fact in the representation theory of a finite group (3 is that the 
number of ordinary irreducible characters of G is equal to the number of 
conjugacy classes of G. However, there is usually no natural bijection 
between the set of irreducible characters and the set of conjugacy classes of 
G. None the less in some cases such a bijection exists. For example, if G is 
the symmetic group 8,, both the characters and conjugacy classes may be 
indexed in a natural way by partitions i of n. 
In his fundamental paper [7], J. A. Green constructed the inequivalent 
ordinary irreducible characters of the finite general linear group CL,,(q), 
showing on the way that there is essentially a bijection between the con- 
jugacy classes and the ordinary irreducible characters. The only choice in 
the bijection arises in the following way. Let GF(q”‘) denote the field of q”! 
elements and let GF(q”!)* denote its multiplicative group. 
(1.1) Let E be a generator cfGF(q”!)* and let E=exp(2ni/(q”- 1))tC. 
Then 9: E H E extends to an isomorphism of GF(q”!)* into Cl=. 
Once E (and hence 9) has been chosen, each conjugacy class of GL,(q) 
may be associated with an irreducible character of GL,(q). 
Consider next the p-modular representations of a finite group G. Here 
the number of inequivalent irreducibles is equal to the number of p-regular 
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classes. We observe in passing that for G = 6, it is not easy to associate 
p-modular irreducibles with the p-regular classes. For a /j-regular class 
corresponds to a partition A = (A,, A,,...) where each Ai is coprime to p, 
while the p-modular irreducible representations are usually indexed by 
p-regular partitions; that is, by partitions where for no i do we have 
1 ‘!+I = I”,+2 = ... =,i,+” >o. 
This paper will be concerned with the p-modular representations of 
G&(q) for those primes p which do not divide q. Its purpose is to bring 
together earlier work of the two authors [ 1, 2,9], by explaining how all 
the p-modular irreducible representations may be constructed in two dif- 
ferent ways, resulting in two distinct ways of indexing the irreducibles. We 
shall describe precisely the connection between these two ways of labelling 
the p-modular irreducible representations, and also deduce significant 
results about the decomposition matrix of GL,,(q). 
We wish to acknowledge with gratitude the support received from the 
Deutsche Forschungsgemeinschaft during the research for this paper. 
2. INDICES 
In this section we shall introduce certain objects called (n, p)-indices, 
some of which can be used as labels for conjugacy classes. We perform a 
few combinatorial manipulations with these (n, p)-indices which will be 
relevant to the representation theory in later sections. 
Hereafter, let G = GL,(q) and either let p be a prime number which does 
not divide q or let p = co. (The possibility p = OCI will deal with the case 
where our representations are over fields of characteristic zero). If d is a 
positive integer, let e(d) be the minimal number r such that p divides 
1 +qd+q2d+ . +q’r ‘Id 
(setting e(d) = cc if p = cc ). We note 
(2.1) Suppose that p is prime. Then e(d) = p ifp divides qd- 1 and e(d) 
divides p - 1, otherwise. 
2.2. DEFINITIONS. (i) If s, , s2 belong to GF(q”!)*, write .F, -s2 if they 
are roots of the same irredicuble polynomial over GF(q). 
(ii) Let Y be a set of - -class representatives. 
(iii) Select a total order 6 on Y’. 
The proof of the following lemma is by no means trivial, but it involves 
4x1 104’?-5 
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only elementary number theory, so we leave it to the reader, referring him 
or her to [6, 3A] for guidance: 
2.3. LEMMA. Let s be a p-regular element of degree a over GF(q). A 
necessary and sufficient condition for there to exist a p-element y such that sy 
has degree d over GF(q) is: either d = a or d = se(a) p‘ for some c > 0. 
2.4. DEFINITION. An (n, p)-index is an array 
such that 
(i) For all i, s, is a p-regular element in 9 n GF(qdi) for which there 
exists a p-element yi in GF(q”‘) with siyi of degree d, over GF(q). 
(ii) For all i, kj > 0 and JCi) + kj (I- means “is a partition of”). 
(iii) k,d, + ... + k,,, d, = n. 
When p = co, part (i) of Definition 2.4 is to be interpreted as meaning, 
“For all i, s, has degree dj over GF(q)“. 
(2.5) !f II is a permutation of { 1, 2,..., N} we identijy the (n, p)-indices 
(:‘: :rr.y; / ;;l;:::;Nj) and (:‘:;.Ys~; / ::Kk:,-x,). 
When discussing (n, p)-indices, we shall assume that the symbols d,, s,, 
k,, L(j) have the same meanings as they have above. 
2.6. DEFINITION. An (n, p)-index is called a head if 
(i) For all i, si has degree di over GF(q) and 
(ii) s, < ... <s,. 
In the case where p = co, taking the matrix direct sum of ki copies of the 
d, x di companion matrix of the minimal polynomial of si and associating 
with this a unipotent element indexed by I.“’ then summing over i we 
obtain a conjugacy class representative of GL,(q) as described by Green 
[7]. In particular. 
(2.7) The head (n, co)-indices parametrize the conjugacy classes of 
G&,(q). 
This remark motivates us to call the part of an index I before the vertical 
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line the semisimple part of I and the part after the vertical line the 
unipotent part of I. 
From the construction, it is clear that 
(2.8) The head (n, p)-indices parametrize the p-regular conjugacy classes 
of GL,(q). 
2.9. DEFINITIONS. Let Z be an (n, p)-index. 
(i) I is called a foot if, for all i, lci) is e(d,)-regular. 
(ii) I is said to be special if si = s, implies that either i = j or di # d,. 
Remark. “Special” simply means that there are no trivial repetitions in 
the semisimple part of the index. In particular this property depends only 
on the semisimple part of an index. The corresponding elements of GL,,(q) 
are precisely the reduction stable group elements defined in [2, Sect. 23. 
Note that all head indices are special. 
EXAMPLE. Consider G&(3) with p = 2. The head (n, p)-indices are 
(f I $,I and (f I &J. Th e special foot (n, p)-indices are (; 1 &,) and (: 1 f, ,). 
The p-regular conjugacy classes are represented by the matrices 
and 
We will derive in this paper a classification of the irreducible p-modular 
representations of G&(q) from [9] in terms of head indices. In [2] there is 
a classification in terms of special foot indices. We construct now a com- 
binatorial bijection between the set of head indices and the set of special 
foot indices which will identify the corresponding irreducible represen- 
tations. 
As usual, we define the sum 2” + p of partitions I and p by A+ p= 
(A, + p,, & + p*,...) and abbreviate i + 1, + ... (r times) as rA. Denote by I’ 
the conjugate of a partition 1,. 
If Z is an (n, p)-index which is not a foot, we wish to define in terms of Z 
an (n, p)-index Z’ and we shall write Z + Z’ (cf. [ 1, 21). First, we deal with 
the case where 
I= 
Since Z is not a foot, 2 is e(d)-singular. There is a unique pair of partitions 
A(‘), A(‘) (where A”’ + k > 0 1”) 0, 7 b + k, > 0, say), such that 
A’ = A(‘)’ + e(d)i(‘l’ and IL(‘) is e(d)-regular. 
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Define 
EXAMPLE. Suppose that s = I, d = 1, and i = ( 33, 2) (so k = 11). 
Suppose also that e( 1) = 2 (e.g., q = 5, p = 3). Then 
X=(42,3)=(22, l)+2(13). 
Thus 
(: 1 ,3','2))-(:: 1 ,3;2);3,j' 
2.10. Remark. If the degree of s over GF(q) is strictly less than d, then 
GF(qd) contains a nonidentity p element, so e(d) = p by (2.1). 
In general, given an (n, p)-index I which is not a foot, choose i such that 
i.‘” is not e(d,)-regular, and replace 
by 
d, 444) kc,, k,., 
jl0) ‘(I) 
“I A, 
if k,,, # 0 
s, .s, 
or by 
d,e(di) k,,, 
3.” ’ s, , 
if k,,, = 0 
as above, to obtain I’ and write I-+ I’. 
Remarks. The reader should keep (2.5) in mind. In general, there are 
several-perhaps as many as N-choices for I’. 
2.11. LEMMA. I' is an (n, p)-index. 
ProqJ: It is sufficient to deal with the case where 
I= 
Then, by construction, n = kd = k, d + k, de(d). 
Suppose that s has degree u over GF(q). From the definition of I and 
Lemma 2.3, either d= a or d= ue(u)p’ > a. Thus, de(d) equals ue(u) or 
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m(a) p”+’ (for the case d>a note that e(d)= p by (2.10)). Therefore, 
applying Lemma 2.3 again, there exists a p-element z such that sz has 
degree de(d) over GF(q). Thus, I’ is indeed an (n, p)-index. 
Given any (n, p)-index I there is a sequence I”), Z’*‘,.... I”) of indices 
such that 
and ZCU’ is a foot. It is readily seen that I’“’ is uniquely determined by Z, and 
it is called the foot of Z. (Note that the foot of Z need not be special.) 
2.12. EXAMPLE. Suppose that A is e(cl)-singular and write e = e(d). Then 
i’ = iV(O” +ep”)’ where AC” is e-regular (A(” + k,, p”’ + k*, say) and 
Now e(de) = p, by (2.10) and writing 
P w=~w+p]~‘2)‘+ . . . +p-“--l~‘.““, 
where ;lCi’ + k, and each A(” is p-regular for i 3 1, it follows that the foot of 
Z is 
( 
ddedep...dep“ ’ k, k, k,...k, 
s s s . . . s j’O’]‘l’~‘2’...j,““ . I ” ) 
(Here the columns corresponding to any ki which is zero should be sup- 
pressed.) 
2.13. THEOREM. The map Z -+ I’ induces a hijection between the set ?f 
head (n, p)-indices and the set qf special,foot (n, p)-indices. 
ProojY If the index Z has s1 < s2 < ‘.. < sN then its foot is a special 
index, by construction and Example 2.12. In particular, the foot of each 
head (n, p)-index is special. 
To complete the proof, we must show that every special foot index 
arises from precisely one head index. In view of (2.5), we may assume that 
s, <s, < .” <s,. Suppose that t, < . . . < t, are the distinct elements 
from {s,,..., sN}, and that t, has degree ai over GF(q). Since Z is special, if 
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then, using (2.5) again, we may assume that 
d r+l cd,,2 < ... cd,+,.. 
By Lemma 2.3, either d,, , = ai or d,, , = aie(a,) p”\‘+ ” with 
c(x+ 1) 20. Also, for x+ 2 <U < x+ y, we have d, =a,e(a,) p”‘“’ with 
c( 24) 3 0. 
Write 
p,CV = 
d d *A(.r+l)’ I r+2i(Y+2)‘+ ,,, I d,+ , 
ai ai ui i’.y+ v)’ 
and 
d d d 
jj =- ‘+‘kv+, +*ky+2+ ... +zk,+, 
ui a, a, 
Then 
is the unique head index whose foot is I. 
Remark. The map I + I’ may be considered as “regularisation” of par- 
titions. It generalizes the combinatorial bijection defined in [ 1, 6.41 and [2, 
Sect. 21, which is vital for the classification theorem [2, 3.71. 
3. CALCULATIONS WITH CHARACTERS 
In later sections, we shall need information about certain of the charac- 
ters of G determined by Green [7]. The necessary calculations are perfor- 
med in this section. 
Recall from (1.1) that c is a generator of GF(q’!)* and 9 is an 
isomophism from GF(q”!)* into @. For 1 < u <n, we let 
Thus, E, is a generator for GF(q”)*. 
Define 
< > ),: GF(q”)* x GF(q”)* + C 
as follows: if s = &f, and t = EL, then let (s, t ), = g(c,,)‘j. It is then routine to 
verify that: 
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(3.1) Zf s, and s2 are elements of GF(q”)* with the same p-regular parts, 
then (s,, t>, = (s2, t), for all p-regular t in GF(q”)*. 
If U, u are positive integers with uu = n and j is any integer and 1, + u 
then Green [7, p. 4371 produces a generalized character ZC[A] of G. If, 
further, (E,)~ has degree u over GF(q) then 
(-,)(U-““p&] 
is an irreducible character of G [7, p. 4391. We shall write this character as 
with s = (E,)‘. 
We require the following lemma which gives a relation between such 
characters restricted to p-regular elements: 
3.2. LEMMA. Suppose 
GF(q) and s2 has degree 
p-regular parts. Then 
that uv = n. Assume that s, has degree u over 
n over GF(q), and that s, and s2 have the same 
n 1 
=d I s2 (1)  
on all p-regular elements of G. 
Proof: Let s, =(E,)! Then 
=(-l)“P’{zi,[(v)]-Z/[(v-1, l)]+ ... +(-l)“P’zi,[(l”)]}. 
BY C7, P. 4371, 
ZC[/l] = 1 ,n,=“&“~B”n(iz)~ 
where xi is the character of 8, corresponding to the partition II evaluated 
on the class n(n +-- u), C(x) is the centralizer in 6, of an element in the 
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class rc, and the definition of B”‘“(~(Ic/u)) appears on pp. 443 and 436 of 
[7]. But 
x.$kxy.I)+ . . . +(-I)” ~‘xh”“=Iq7C)I if 71=(u), 
=o otherwise. 
Hence 
r;[(u)] -Z/[(u- 1, 1)] + ... +(-l),,-’ z”,P’[(l”)] 
Using [7, pp. 436, 4331 we find that this is the generalized character 
I:[( 1)] where 
k= j(1 +q”+q2”+ . . . +q(“m’)“). 
From [7, p. 4311, Zi[( 1)] is zero on all classes except those whose 
(n, co)-index has the form 
and on such classes its value is 
(-1)‘~‘(f- l)(q2U- l)...(q”p”“- 1){9(t)” 
+ ,9(t)ky+ .‘. + s(t)k4”-‘j, 
where x is the number of parts of L. 
Now, 9(t)k= (sr, t),, since s, = (E,)~. This equals (sz, t),, when t is 
p-regular, by (3.1). Therefore, on all p-regular classes, 
cw )I = CC(1 )I> 
where s2 = (E,)‘. However, by hypothesis, s2 has degree n over GF(q), so 
(-1)” ’ If, [ (1 )] is the irreducible character denoted by 
n 1 
x (I > s2 (1). 
This proves the lemma. 
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We encountered in Lemma 3.2 the characters x(l), where I is the (n, co)- 
index 
and these are of fundamental importance in the representation theory of G. 
They are the so-called cuspidal characters. Recall that cuspidal characters 
are zero on all classes, except those whose (n, co)-index has the form 
and on these classes they take the value 
( -l)‘l+-r(qo- l)(qI<‘- l)...(q”1 Q- 1) {(s, t>,, 
+ (s, t>;+ “. + (s, r>: ‘), 
x being the number of parts of j.. 
3.3. LEMMA. Let 
I, = n 1 (I > r (1) and I? = 
be (n, co)-indices. Then x(Zl) = ~(1~) on all p-regular elements of G if and 
only if r and s have the same p-regular part. 
Proof: That the stated condition is sufficient for ~(1~) and x(Z,) to be 
equal on p-regular elements was proved in the course of Lemma 3.2. There 
are several ways of tackling the converse. On the assumption that r and s 
have distinct p-regular parts it may be shown that x(Z,) and x(Z,) belong to 
different p-blocks of G. This is an immediate consequence of the Fong- 
Srinivasan classification [6] of the p-blocks, or it can be deduced directly 
by evaluating o,, the linear character of the centre of the group algebra 
over an algebraically closed field of characteristic zero corresponding to 
x(Z) (cf. [ 5, Sect. 611). Thus x(Z, ) must differ from x(Z2) on some p-regular 
class. Actually, we do not use this fact, so it may be deduced at the end of 
the paper when we see that it must be true in order for there to exist suf- 
ficiently many p-modular irreducible characters. 
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4. REPRESENTATIONS 
We recall some facts about representations of G which have been proved 
in [9]. 
Let K be an algebraic number field which is a splitting field for all 
subgroups of G and let R be the ring of algebraic integers in K. Let 
P be a prime ideal in R containing p (where pjq), let v,, be the p-adic 
valuation on K obtained from P, let R, = {CX E K 1 V,(U) > 0} and P* = 
{a~ K 1 VJCL) >O}, and let K= R,/P*. 
Suppose that s is an element of degree d over GF(q) and let 2 t k with 
dk=n. 
There exists a KG-module S,(s, A) and a KG-module SR(s, A) such that 
the following hold: 
(4.1) (i) S,(s, A) is an absolutely irreducible KG-module. 
(ii) Sx(s, A) is a p-modular reduction of S,(s, A). 
(iii) Ifs, and s2 both have degree d over GF(q) and their p-regular 
parts are equal, then SR(s,, i) = SR(sZ, i+). 
(iv) S,(s, I,) has a unique maximal submodule SR(s, A)““‘. Let 
Dx(s, /I) = SR(S, n)/s,(s, ,)max. 
(v) Precisely one composition factor of S,(s, A) is isomorphic to 
DR(s, %). Every other composition ,factor has the form DR(s, p) where u D A. 
The module S,(s, i) (F= K or K) is constructed as a submodule of a cer- 
tain module MF(~y, A), which has the following properties: 
(4.2) (i) There is a series qf FG-modules 
Mp(s, A) = MO 3 M, 3 .. . 3 M, 3 M, + , = 0 
such that each M,/M,+ , is isomorphic to S,(s, ,LL) for some partition .LI of k. 
The number of factors M,IM,+ , which are isomorphic to S,(s, u) equals the 
Kostka number K,,. (In particular, every M,IM,, , is isomorphic to some 
S,(s, ,u) with p r~ %). 
(ii) Zf s, and s2 both have degree d over GF(q) and their p-regular 
parts are equal, then MR(sI, A) = M&s*, A). 
Furthermore, for each v t- n, there is an idempotent element Ez (v) of 
FG such that 
(4.3) (i) Sr(s, A) E:(V) and D,(s, A) E;(v) are both zero unless v =du 
for some u + k and pLI p A.. 
(ii) S,(S, i) E; (d1’) and D,(s, A) E: (dA’) are one-dimensional spaces. 
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Combining this with (4.2) and (4.1)(v) we have: 
(4.4) E,f (dA’) annihilates every composition factor of MAs, A) except 
DA, 1). 
It is also proved in [9] that 
(4.5) (i) If I is e(d)-regular, then S,(s, A) is isomorphic to the module 
constructed by Dipper in [ 1, 6.12; 2, 3.71. 
(ii) D,(s, A) is isomorphic to an FG-submodule of M,(s, ( lk)) jf and 
only if 1. is e(d)-regular. 
In order to produce many more FG-submodules, we now introduce an 
easy “mixing process.” 
First, we write S,(s, i) as S(Z,) with 
I, = 
where I, is to be regarded as an (n, cc )-symbol and s’ = s if F= K, and I, is 
an (n, p)-symbol and s’ is the p-regular part of s if F= K. Similarly, define 
M(Z,) = M,(s, A) and D(1,) = D,(s, i.). By definition, D(Z,) is irreducible. 
Now take I to be 
Then 
is a representation for the Levi subgroup 
L = GL,,,,(q) x . . x GL~,v,cycq,. 
It may be considered as a representation for the standard parabolic sub- 
group P with Levi complement L (i.e., P= LU) via the natural 
epimorphism P + L. We use the terminology 
to denote this P-module. Define S(Z) to be this P-module induced to G. 
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Define the modules M(Z) and D(Z) analogously. In this more general 
situation, D(Z) need not be irreducible; for example if each s, = 1 E GF(q), 
J.(‘) = (1) d- = 1, k, = 1 then M(Z) = S(Z) = D(Z) is the permutation 3 I 
representation of G on the Bore1 subgroup consisting of upper triangular 
matrices. 
4.6. THEOREM. Suppose that Z is a special,jbot index. Then 
(i) S(Z) is the module constructed by Dipper in [1, Sect. 6; 2, 3.71. 
(ii) D(Z) is irreducible. 
Proof Since Z is a special foot index, this follows immediately from 
(4.5) and the proof of [l, 6.12; 2, 3.71. 
Remark. Using [6] it was shown in [2, 3.71 that 
{D(Z) 1 Z is a special foot (n, p)-index 1 
is a complete set of irreducible nonisomorphic KG-modules. As a con- 
sequence we shall derive (cf. (6.2) and (6.3)) a new proof of this fact, which 
is independent of Fong’s and Srinivasan’s results [6] on the block struc- 
ture of CL,,(q). 
4.7. THEOREM. As Z runs over the set of’ head (n, cx; )-indices, the KG- 
modules S(Z) run over a complete set qf inequivalent irreducible KG-modules. 
ProqJ This follows from [I], or by comparing our construction with 
Green’s classification of the ordinary irreducible characters of G. 
We have seen that the map I + I’ induces a bijection between the set of 
head (n, p)-indices and the set of special foot (n, p)-indices. It is our aim to 
show that if I is a head (n, p)-index with foot I*, then D(Z) % D(Z*). We 
shall then go on to complement Theorem 4.7 by proving (cf. (2.8) and 
(4.6)(ii)) that as Z runs over the set of head (n, p)-indices, the KG-modules 
D(Z) run over a complete set of inequivalent irreducible KG-modules. 
If 3. + k, and p + k,, then the well-known Littlewood-Richardson Rule 
[g, Sect. 161 gives a recipe for composing the two symbols [i] and [p] to 
give an integral linear combination of the symbols [v] as v runs over par- 
titions of k, + k,: 
4.8. LEMMA. Suppose that dk, = n, and dkz = n, with n, + n2 = n. Then 
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has the same composition ,factors as 
the integers a,. being given by the Littlewood-Richardson Rule [2][p] = 
C, a,.[~ J, as above. 
Proof: For all c~=(LY~,c~~ ,... )+k, and p=(/I,,/I ,... )+-k2, it can be 
seen easily that 
where y is the composition of k, + k2 obtained by placing all the parts of a 
after the non-zero parts of LX. The factors of the form S(Z), with I an (n, p)- 
index, obtained by inducing this to G are given by Young’s Rule (see 
(4.2)(i)), and now the result follows since any calculations involving the 
Littlewood-Richardson Rule can aiways be reduced to one using only 
Young’s Rule (see [S, p. XI]). 
5. THE MAIN THEOREM 
5.1. THEOREM. Let I he an (n, p)-index which is not a ,foot. If I --, I 
then D(1) E D(T). 
Proqf The idea of the proof is repeatedly to apply induction until we 
are in the case where we may apply Lemma 3.2. 
Let 
Cuse I. N> 1 
By induction on n, 
where * denotes “the foot of.” Therefore, 
280 DIPPER AND JAMES 
The definition of I* now shows that D(Z) z D(Z*). Since I* = II*, the result 
is proved in this case. 
Hereafter, we may assume that 
and we write e = e(d). In particular, I is special, so I* is a special foot index 
(cf. Example 2.12). Therefore D(Z*) is irreducible. Moreover, Z’* = I* and Z 
is nearer to I* than I is, so we may assume inductively that D(Z) g D(Z*). 
In particular, D(Z) is irreducible. 
Let 
omitting d, s, k,, and AC’) if k, = 0. Then k, # 0, since Z is not a foot. 
Case 2. k, # 0. 
Define ,U by p’ = eA(“‘. Then 
Since k, # 0, we know that dek, < n, so we may assume by induction on n 
that 
By (4.1)(v), we have, in the Grothendieck group: 
+ a combination of terms S d ko 
(I > 
with o[ D 2”’ , 
s cc 
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Now, 
= s acombinationoftermsS(~~:)withg~L), 
using Lemma 4.8. But D(Z’) is irreducible. However, D(I) certainly appears 
on the right-hand side of the above equation involving D(Z’), by (4.1 )(v), 
so we conclude that D(Z)zD(Z’). 
Case 3. k, = 0 and 1(l) has more than one part. 
Here 
Let A(‘) = (I{“, I.$‘),..., #,“) with ii.“>O. Define v = (i\“, ;1$” ,..., i*i,” ,) 
+--n, , say, and let n, = Ii.“. Define p by p’ = ev’. Then 
by induction on n. As in Case 2, 
contains D(Z’) as a subquotient. On the other hand, M(Z) contains 
as a subquotient by (4.1)(v) and (4.8). (Note that 3.= (p], ,ur ,..., n,, n2 ,... ).) 
Therefore, some subquotient of M(I) is isomorphic to D(Z’). 
Next, recall that ,I’= ei”“. Hence by (4.4) and (4.3)(ii), E,t (di’) 
annihilates every subquotient of M(Z) except D(I) and E; (d2’) = 
E,f- (del”“) sends D(Z’) onto a l-dimensional space. Therefore, D(Z) z D(Z’). 
Case 4. k, = 0 and A(” = (r) and r > 1. 
Here 
~=(fi (Fr,)+r=(TI (“)) withder=n. 
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We know that 
by induction on n. 
Now, 
D(~l(r_l,)~S(::l(:~:)) 
and 
by (4.1 )(v). 
Therefore. 
by Lemma 4.8. Note that D(I’) is a composition factor of this, and that 
D(T) E: (v) = 0 for every u ~-n except r = de( 1’) by (4.3)(i). 
On the other hand, 
is a subquotient of 
By Lemma 4.8 every composition factor here has the form 
We already know that one such factor is isomorphic to D(Z’). But if this 
factor has a # (f’), then dot’ # de( 1’) and E,t (dcr’) sends it to a one-dimen- 
sional space, a contradiction, Therefore D(I) 2 D(Z’). 
Case 5. 
I= d e (I 1 s ( 1 ‘) and 
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Let s, have degree d over GF(q), with p-regular part s, and let s2 have 
degree n = de over GF(q) with p-regular part s. 
By Lemma 3.2, 
in the Grothendieck group. Now, D(Z) is certainly on the left-hand side of 
this equation, since it is a factor of the first term but of no later terms. 
Therefore, D(Z) z D(Z). 
This completes the proof Theorem 5.1. 
As an immediate corollary, we have 
5.2. COROLLARY. Suppose that I* is the,foot of the (n, p)-index I. Then 
D(Z) = D(z*). 
In particular, using Theorem 4.6, we have 
5.3. COROLLARY. If I is a head (n, p)-index, then D(Z) is irreducible. 
More generally, if Z is an (n, p)-index Myhose foot is special, then D(Z) is 
irreducible. 
6. CONSEQUENCES OF THE MAIN THEOREM 
In this final section we shall deduce from our Main Theorem some 
powerful results concerning the p-modular decomposition matrix of G, 
where as usual p 1 q. 
The rows of the decomposition matrix may be indexed by head 
(n, co)-indices I. By (4.l)(ii), S(Z) reduced modulo p is S(Z,,,) where ZCpj is 
the (n, p)-index 
s: being the p-regular part of s,. We call Ztpj the reduction modulo p of I. 
Since s,! can equal s,! while si and s, are different, ZCPJ may be neither a head 
(n, p)-index nor a special foot (n, p)-index. 
Suppose that t has degree d over GF(q). Then for all k and il t k, we 
have KG,&(q)-modules SR(t, I&) and DK( t, I,). Let d( t, k) be the matrix 
whose rows and columns are indexed by partitions of k in lexicographic 
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order (or in any other order which contains the dominance order on the 
partitions of k), and whose (A, p)-entry is the composition multiplicity of 
D,(t, p) in SR(t, %). By (4.1)(v), d(t, k) is a lower unitriangular matrix. 
Let 9 denote the set of all such matrices d(r, k) for dk 6 n. We shall 
prove: 
6.1. THEOREM (see also Theorem 6.7). $3 determines the p-modular 
decomposition matrix of G. 
First, we require a theorem whose proof can be used explicitly to 
calculate the decomposition matrix of G from 9, and which will imply an 
indexing for the p-modular irreducible representations of G: 
6.2. THEOREM. Let I be an (n, p)-index. 
(i) Every composition factor of D(Z) has the form D(J) for some 
special foot (n, p)-index J. 
(ii) 9 determines the composition factors qf D(Z). 
(iii) Every composition factor of S(Z) has the ,form D(J) for some 
special foot (n, p)-index J. 
(iv) 9 determines the composition factors of S(Z). 
Proof, First, note that every composition factor of 
s 
has the form 
the multiplicity being the (i, p)-entry in d(sy, k), where y is a p-element 
such that sy has degree d over GF(q). Since d(sy, k) is lower unitriangular, 
we may use it to write the Ss in terms of the D’s and vice-versa. Hence 
results (i) and (iii) are equivalent, as are results (ii) and (iv). 
Case 1. 
z=(:'.Y::'~ ]$:::;G,). 
Here S(Z) is a sum of terms of the form S(Z,) where 
I, = d k (I> s Lx’ k=k, + .‘. +k, 
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by Lemma 4.8. The terms S(Z,) can be explicitly calculated using the 
Littlewood-Richardson Rule. 
By (4.1 )(v) every composition factor of S(Z, ) is isomorphic to some 
D(Z,) where Z2 has the same form as I, (replace a in I, by some /? P a to 
obtain Z2.) The multiplicity of D(Z,) in S(Z,) is determined by d(sy, k). By 
Corollary 5.2, D(Z,)g D(Z,*) and 1; is a special foot, by Example 2.12. 
Thus, results (iii) and (iv) are true in this case. Hence also (i) and (ii) hold. 
Case 2. Z is an arbitrary (n, p)-index. 
Here we aim to prove parts (i) and (ii) of the theorem. 
In view of Theorem 5.1, we may assume that Z is a foot (n, p)-index. 
Using (2.5) we may take Z in the form 
where i< j implies that either S, < si or s, = S, and d; <d,. Let m(Z) be 
defined to be the largest integer y < N such that 1 < i < j< y implies that 
either si <s, or s, = s, and di < d,. If m(Z) = N, then Z is a special foot and 
the Theorem is true. Assume, therefore, that m(Z) = m < N. Then for some u 
d mtl = ... = d,,, + ,, = d, 
J,+t = ... =.y ,?, + u = J, 1 say, 
and either s,,,+, <s,+.+, or s,~+~ =s,,,+.+, and d,,,,, cd,,,+.+,. But we 
have seen in Case 1 that every composition factor of 
D 
has the form 
k=k,,,+, + ... +k,+,,, 
the multiplicities being determined once we know 9. We have now reduced 
the problem to that of determining the composition factors of terms D(K), 
where K has the form 
K= d, 
. ..d.,,dd,,,,.,,...d, k,...k, k k,+,,+,...k, 
$1 “‘S, s S,+,+, “‘SN ~“‘...~‘“‘v ~(m+u+l)...~w) > . 
But D(K)= D(K*) and m(Z)<m(K*). Noting that for every foot (n, p)- 
index .Z, the function m(J) is bounded by n, the Theorem follows by induc- 
tion. 
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6.3. THEOREM. 
{D(J) 1 J is a special,foot (n, p)-index) 
= {D(J) I Jisahead(n, p)-index] 
is a complete set of inequivalent irreducible Z?G-modules. 
Proof: The two sets are equal, by Theorem 2.13 and Corollary 5.2. 
By Theorem 6.2(iii), for every (n, p)-index Z, S(Z) has every composition 
factor in our set; in particular, this is true when Z is the reduction modulo p 
of a head (n, co)-index. By Theorem 4.7, our sets are complete sets of 
irreducible KG-modules. But now no two elements in a set can be 
isomorphic, by (2.8). 
Combining Theorems 6.2 and 6.3 we have now proved Theorem 6.1. 
We know from Theorem 6.3 that the columns of the p-modular decom- 
position matrix of G may be labelled by head (n, p)-indices. If I is a head 
(n, p)-index then I is also an (n, a)-index, so Z may be regarded as a label 
for the row of the decomposition matrix corresponding to S(Z). 
Denote by d(s ,,..., s,,,; k ,,..., kN) that part of the decomposition matrix of 
G whose rows and columns are labelled by head (n, p)-indices of the form 
as 1” ‘,..., i.‘N’ vary. (Note that si determines dj in a head index.) Since D(Z) 
is irreducible when Z is a head (n, p)-index, we have (cf. [2, 3.101): 
6.5. THEOREM. Suppose that 
‘I =(tl :::Fr 1 j.fl’l:::iGl)’ 
are head (n, p)-indices. Then the composition multiplicity of D(Z,) in S(Z,) 
equals 
In other words, 
This matrix is lower unitriangular. 
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Let x, ,..., x, be the distinct possibilities for the sequence 
s1 ,‘.‘> sN, .k k, , ,..., 
such that for each i, there exists di with si a p-regular element of degree dj 
over GF(q), and s, <s2 < ... <sN, and d,k, + ... +d,k, =n. 
We have 
4.6. THEOREM. Part of the decomposition matrix of G is the lower 
unitriangular matrix A(x,) $ .. 4 A(x,,,). The number of columns of this 
square unitriangular matrix is equal to the number of columns qf the decom- 
position matrix of G. 
Let greg denote the set of all matrices A(t, k) in 9 where t is p-regular. 
We can improve Theorem 6.1 as follows: 
6.7. THEOREM. grer determines the p-modular decomposition matrix qf G. 
Proof Since A(s, ,..., s,; k, ,..., kN) involves only head (n, p)-indices, it is 
obtained by tensoring matrices in 5& (see Theorem 6.5). But now 
Theorem 6.6 enables us to extract from the ordinary character table all the 
p-modular irreducible characters, and so the result follows. 
Remark. Note, that we get the decomposition matrix of G from .g in a 
completely combinatorial way. If only Preg is known, we have to consult 
the ordinary character table. 
In [l] and [2] the decomposition matrix of G has been described in 
part by decomposition matrices of Hecke algebras associated with sym- 
metric groups. In fact it has been shown in [9] that by omitting from 
A(t, k) those columns indexed by e(d)-singular partitions, we obtain the 
decomposition matrix of the Hecke algebra Xqd, where t has degree d over 
GF(q). By [4, 4.131, the rows of the decomposition matrix of Y+ 
corresponding to I, p +-k are linked if and only if ;I and p have the same 
e(d)-core. Compare this with the following true statement: 
(6.8) The rows of A(t, k) corresponding to 2, p I---- k are linked if and only 
if I and p have the same e(d)-core. 
The validity of (6.8) follows from Fong and Srinivasan’s classification 
[6] of the p-blocks of G. We remark that if an independent proof of (6.8) 
were available then the result of Fong and Srinivasan would follow com- 
binatorially, using Theorem 6.1. 
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