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Memory Module Processing Element
図 1.1: 画像処理プロセッサの一般的構成






































































































































I(x, y) for x = 0
I(x, y)− I(x− 1, y) otherwise
(2.1)

































































分ブロック圧縮は，図 2.3のように 2× 2画素のブロック単位で行われる．ブロッ
クは，画像全体に重複することなく設定され，左上画素Oiをオフセット点と定
義する．圧縮処理は，1) オフセット点　と 2) それ以外の画素とに分けて別々の
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Ii-1 Ii Ii – Ii-1












I(x, y) for x = 0 and j = 1
I(x, y)− I(x− 2, y) for i = j = 0
I(x, y)− I(x− i, y − j) otherwise
(2.2)















Oi – Oi-1 Ai – Oi
Bi – Oi Ci – Oi
Current BlockLeft Neighbor Block Compressed Block
図 2.4: 差分ブロック圧縮
ブロックのサイズは任意のサイズに設定することができる．ブロックサイズを





I(x, y) for x = 0 and j = 1
I(x, y)− I(x− w, y) for i = j = 0
I(x, y)− I(x− i, y − j) otherwise
(2.3)









単純 2進数 圧縮後の画素値を，その値を表現可能な最小のビット数で 2進数表
現して符号語とする方法である．負数は 2の補数で表現する．たとえば 2(10)は
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010(2)，−3(10)は 101(2)となる．このときの符号語の長さ lは，差分値を dとして
次の式であらわされる．
l = 1 + dlog2 |d|e (2.4)















































図 2.5: 圧縮率評価に使用した画像（すべて 8ビットグレースケール）
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表 2.1: 圧縮率の評価 [%]
画像 解像度 Line Block LZ77 JPEG2000
road 640× 480 55.94 64.7 62.15 45.0
door 〃 45.3 50.1 56.46 33.9
calib 〃 61.0 67.7 100.0 52.9
room 1600× 1200 48.0 54.59 56.46 37.5
gas 〃 43.5 51.0 64.3 32.1
bike 〃 58.05 64.7 71.9 45.37
表 2.2: 解像度を変化させたときの圧縮率の評価 [%]
画像 解像度 Line Block
road
640× 480 55.94 64.7
1600× 1200 45.25 51.7
door
640× 480 45.3 50.1
1600× 1200 45.9 49.4
calib
640× 480 61.0 67.7
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表 2.3: 平均符号長（Bits Per Pixel）の評価
画像 解像度 Line Block LZ77 JPEG2000
road 640× 480 4.48 5.176 4.97 3.6
door 〃 3.624 4.0 4.52 2.7
calib 〃 4.88 5.4 8.0 4.23
room 1600× 1200 3.84 4.37 4.52 3.0
gas 〃 3.48 4.08 51.4 2.57
bike 〃 4.644 5.176 57.5 3.63
表 2.4: ハフマン符号で割り当てたときの圧縮率評価（括弧内は単純 2進数の圧
縮率）[%]
画像 解像度 Line Block
road 640× 480 51.8(55.94) 57.4(64.7)
door 〃 44.9(45.3) 46.9(50.1)
calib 〃 58.0(61.0) 60.5(67.7)
room 1600× 1200 40.82(48.0) 50.3(54.59)
gas 〃 43.5(43.5) 48.16(51.0)







































































(a) 二重に圧縮をかける例 (b) 多重に圧縮処理したときの圧縮率変化
図 2.7: 多重に圧縮処理をしたときの例と圧縮率変化















































aI11 + bI12 + cI13 = a
′D11 + b′D12 + c′D13 (2.8)
= a′I11 + b′(I12 − I11) + c′I31 (2.9)
= (a′ − b′)I11 + (b′ − c′)I12 + c′I13 (2.10)
となる．ここから係数を比較すれば，フィルタの値 a′, b′, c′が決まる．












a + b + c b + c c
d + e + f e + f f
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I11 D12 D13 D14
D21 D22 D23 D24
I31 D32 D33 D34
D41 D42 D43 D44


a′′ b′′ c′′ j
d′′ e′′ f ′′ k
g′′ h′′ i′′ l








aI11 + bI12 + cI13 + dI21 + eI22 + fI23 (2.12)
となる．一方圧縮画像は
a′′I11 + b′′D12 + d′′D21 + e′′D22 + c′′D13 + jD14 + f ′′D23
= (a′′ − b′′ − c′′ − d′′ − e′′)I11 + b′′I12 + d′′I21 + e′′I22
+ (c′′ − j − f ′′ − k)I13 + jI14 + f ′′I23 + kI24 (2.13)
となる．上式と下式の係数を比較すれば係数が求められる．
a′′ = a + b + c + d + e + f, b′′ = b, d = d′′, e′′ = e,





a′′ b′′ c′′ j
d′′ e′′ f ′′ k
g′′ h′′ i′′ l






a + b + c + d + e + f b c + f 0
d e f 0
g + h + i + o h i 0









a + b + c + d + e + f a b + c + e + f c
0 d e f
h + i + g g h + i i






a + b + c 0 c 0
a b c 0
d + e + f + g + h + i e f + i 0






a + b + c 0 b + c 0
0 a b c
d + f + g + h + i e e + f + h + i f








−1 1 1 0
1 −4 1 0
1 1 0 0





−1 0 −2 0
0 1 −4 1
1 0 1 0





1 0 0 0
0 1 0 0
−1 −4 1 0





1 0 1 0
0 0 1 0
−1 1 −2 1





























































• w : メモリモジュールの語長．w ≤ 8である．
• m : メモリユニットが持つメモリモジュールの個数．






























る．すなわち i = 1～nとするとメモリモジュールMi には，画像の i行目，i + n
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T = 0Time
n …


























1(10) = 01(2) → 001(2) (3.1)
4(10) = 0100(2) → 000(2), 100(2) (3.2)




































メモリモジュール 1つにPSBモジュールを 1つずつ配置してしまうと，図 3.6
のようにPSBの配線が増加してしまう．メモリモジュールごとにアドレスバスも
必要となり，かえって配線数の増加を招いてしまう．





































る例を示す．n = 4とする．この 4つのデータの中で最大のワード数は，3ワー
ドなので，それ以外のデータも全て 3ワードになるように符号拡張する．このよ
うにすることで列内のデータは全て 3ワードとなり，PSBを共有して用いること
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ラレルアーキテクチャでは，画像は 1ステップで 1画素転送できるのでWPP = 1，
メモリモジュール数は n = 32と設定したのでTP = 32となる．
配線数 lは，式 4.2で求めたメモリモジュール数 nを用いて次の式で算出する
ことができる．
l = (画像データの配線数) + (PSBの配線数)
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式 4.4に従って，圧縮アルゴリズムごとに配線数を評価したものが図 4.2と図
4.3である．図 4.2が差分ライン圧縮の場合，図 4.3が差分ブロック圧縮の場合で
ある．メモリモジュールの共有化数はm = 8とし，メモリモジュールの語長 w
を変化させて評価した．一番右の棒グラフが，比較対象のビットパラレルアーキ
テクチャの配線数である．差分ライン圧縮の場合，w = 1のとき配線数が最小の
268本となり，ビットパラレル（w = 8）と比べて配線数が 244本（47.7%）削減
された．差分ブロック圧縮の場合も同様にw = 1のとき配線数が最小の 342本と
なり，配線数が 192本（37.5%）削減された．ここで注意すべき点は，wが小さ
くなるにつれ PE数が増加している点である．差分ライン圧縮の w = 1では PE
数は 119個となっており，ビットパラレル（w = 8）の 4倍程度である．配線は
減少したがPE数が増加したため，面積が増加したように見えるかもしれないが，
実際はそうではない．w = 1のときの PEの演算部のサイズは，ビットパラレル
のときの約 1/8倍となる．よってPE数，すなわち回路規模はビットパラレルよ
りも小さいと考えることができる．












































1.3 1.17 1.1 1.03 1.0




































1.4 1.27 1.16 1.07 1.0
図 4.3: 配線数の評価：差分ブロック圧縮 (PE数 n = 32, 共有化数m = 8)
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上の評価で設定した共有化数m(= 8)は，配線数が最小となるように経験的に
設定した最適な値である．図 4.4は，mを変化させたときの配線数の変化を表す








う．式 4.4の第 2項が支配的になるのである．たとえば，共有化数m = 1のとき
は（つまり共有しない状況），メモリモジュール一つごとにPSBがつくことにな
り，PSBの配線数がメモリモジュール数と同じくらい必要になる．





























第 4章 評価 41
4.3.2 画像転送にかかる消費電力の評価






電源電圧を VDD，クロック周波数を f，遷移確率を Ptとすると，配線容量に
おける充放電電力 P は




を計算機でシミュレートした．図 4.6に遷移回数測定の具体例を示す．w = 2と
する．メモリモジュールからPEへ 1ワード = 2ビットのデータを転送するとき
の配線上の電圧の変動を表している．画像データと電圧とが’1’⇔’LO’，’0’⇔’HI’
に対応している．各配線で，1ステップ前の電圧と，次のステップの電圧が変化


















































































移は起こらない．たとえばw = 2で，01(2)という 1ワードのデータを 4ワードに
拡張したとすると，




mが大きくなると，遷移確率比は低下していく傾向にある．図 4.8は，w = 1
で固定し，mを変化させて遷移確率比を評価したものである．これは，mが増加
するほど PSBが減少し，PSBの遷移回数が減少ためであると考えられる．




































図 4.8: mを変化させたときの消費電力評価（w = 1）
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