University of Nebraska - Lincoln

DigitalCommons@University of Nebraska - Lincoln
Faculty Publications, Department of Statistics

Statistics, Department of

2018

Existing and Potential Statistical and
Computational Approaches for the Analysis of 3D
CT Images of Plant Roots
Zheng Xu
University of Nebraska - Lincoln, zheng.xu@unl.edu

Camilo Valdes
Flordia International University, cvalde03@fiu.edu

Jennifer Clarke
University of Nebraska-Lincoln, jclarke3@unl.edu

Follow this and additional works at: http://digitalcommons.unl.edu/statisticsfacpub
Part of the Other Statistics and Probability Commons
Xu, Zheng; Valdes, Camilo; and Clarke, Jennifer, "Existing and Potential Statistical and Computational Approaches for the Analysis of
3D CT Images of Plant Roots" (2018). Faculty Publications, Department of Statistics. 72.
http://digitalcommons.unl.edu/statisticsfacpub/72

This Article is brought to you for free and open access by the Statistics, Department of at DigitalCommons@University of Nebraska - Lincoln. It has
been accepted for inclusion in Faculty Publications, Department of Statistics by an authorized administrator of DigitalCommons@University of
Nebraska - Lincoln.

agronomy
Review

Existing and Potential Statistical and Computational
Approaches for the Analysis of 3D CT Images of
Plant Roots
Zheng Xu 1,† , Camilo Valdes 2,† and Jennifer Clarke 1,3, *
1
2
3

*
†

ID

Department of Statistics, University of Nebraska-Lincoln, Lincoln, NE 68583, USA; zheng.xu@unl.edu
School of Computing and Information Sciences, Florida International University, Miami, FL 33199, USA;
cvalde03@fiu.edu
Department of Food Science and Technology, University of Nebraska-Lincoln, Lincoln, NE 68588, USA
Correspondence: jclarke3@unl.edu; Tel.: +1-402-472-2512
These authors contributed equally to this work.

Received: 11 April 2018; Accepted: 9 May 2018; Published: 14 May 2018

Abstract: Scanning technologies based on X-ray Computed Tomography (CT) have been widely
used in many scientific fields including medicine, nanosciences and materials research. Considerable
progress in recent years has been made in agronomic and plant science research thanks to
X-ray CT technology. X-ray CT image-based phenotyping methods enable high-throughput and
non-destructive measuring and inference of root systems, which makes downstream studies of
complex mechanisms of plants during growth feasible. An impressive amount of plant CT scanning
data has been collected, but how to analyze these data efficiently and accurately remains a challenge.
We review statistical and computational approaches that have been or may be effective for the analysis
of 3D CT images of plant roots. We describe and comment on different approaches to aspects of
the analysis of plant roots based on images, namely, (1) root segmentation, i.e., the isolation of root
from non-root matter; (2) root-system reconstruction; and (3) extraction of higher-level phenotypes.
As many of these approaches are novel and have yet to be applied to this context, we limit ourselves
to brief descriptions of the methodologies. With the rapid development and growing use of X-ray
CT scanning technologies to generate large volumes of data relevant to root structure, it is timely to
review existing and potential quantitative and computational approaches to the analysis of such data.
Summaries of several computational tools are included in the Appendix.
Keywords: branch tracking; computed tomography; deep learning; plant phenotyping; root imaging

1. Introduction
The use of X-ray Computed Tomography (CT) scanning of plant roots is an important part of the
integration of modern technologies in biological and agricultural research. The earliest implementations
of X-ray CT for plant research date back to 30 years ago [1]. Since X-ray CT scanners were originally
designed for medical applications (and then for industrial applications), some adjustments to the image
preprocessing and segmentation to accommodate root structures have been necessary. In medical
images, tubular structures are often of higher grayscale intensity values (the range of gray color values)
than the surrounding tissues—the structures have different X-ray absorption coefficients—making
them easier to detect than roots that do not share this property. Plants may be grown in substrates
whose intensities overlap; plant root systems have varying topologies and tissue components;
and it may be nontrivial to combine 2D cross-sectional images into a single 3D image. There are
other challenges related to X-ray CT imaging for leaf canopy scanning [2], root imaging in the
field [3,4], and rhizosphere quantification [5,6]. These include image normalization, destructive
vs. nondestructive sampling, dynamic modeling, and significant manual labor.
Agronomy 2018, 8, 71; doi:10.3390/agronomy8050071
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X-ray CT scanning of plant roots has received considerable attention in the last few years with the
development of high-throughput plant phenotyping technologies. There are several reasons for this,
including but not limited to (1) the development of cabinet or benchtop lab scanners with improved
detector technology; (2) scanners with faster and higher resolution imaging capabilities; (3) imaging
of roots in natural soils (including the soil-root interface); and (4) the ability to monitor dynamic
root development through nondestructive sampling [7]. These technologies have enabled the plant
sciences community, as well as collaborators from other disciplines, to take a closer look at root
morphology, root system architecture (RSA), and the dynamics of root growth. It is well recognized
that plant root anatomy and architecture depend on genetics [8] as well as nutrients in the soil such
as phosphorus, potassium, and nitrogen [9,10]. It has also been established that the soil substrate
influences root anatomy; see, for example, Ahmed et al. [11] and Rich and Watt [12]. Important
influences on root development may come from abiotic stressors such as drought, salinity, and
extreme temperature [13,14] not to mention biotic stressors such as pathogens [15–18]. One important
biotic stressor—or helper—of particular recent interest is the rhizosphere and root-rhizosphere
interactions [19–21]. The study of such interactions is enabled by non-destructive phenotyping
technologies that can examine the phenotypic impacts of such interactions in soil during the stages of
growth [22]. Such impacts are captured by phenotypic traits, i.e., qualitative and quantitative measures
that describe the appearance of plants and their roots [23,24].
Several research groups have invested heavily in non-destructive imaging technologies for roots,
including X-ray CT imaging [25]. A significant challenge with X-ray CT imaging (as with Magnetic
Resonance Imaging (MRI) [26]) is the processing and analysis of the resulting images [7]. These images
tend to be large, requiring substantial computational resources, and the discrimination of roots from
the surrounding substrates can be a considerable challenge. This is unlike most medical applications of
X-ray CT imaging where different biological structures (such as bones and high-water content organs
such as the liver, brain, etc.) can be easily discriminated based on the resulting grayscale intensity
values [27]. However, given the ability of X-ray CT and similar imaging technologies to examine plant
roots and tuberous crops in situ and the global challenge of increasing food production given limited
resources [28], the scientific community is highly motivated to overcome these challenges.
In this paper we will provide a brief overview of X-ray CT data and discuss several recent
statistical approaches to image analysis and feature segmentation that may be relevant to X-ray CT root
phenotyping. We also provide a brief overview in section 6 of the relevant computational software for
root system tracking and 3D CT image processing such as ImageJ/Root1, RooTrak, and VG Studio Max.
2. X-ray CT Imaging
In traditional medical and clinical applications, X-ray computed tomography (CT) uses X-rays to
generate tomographic images (i.e., imaging by sections or sectioning via penetrating waves) of internal
objects (organs, bones, etc.). Owing to the success of CT scanning in medical domains, the application
of CT scanning in plant phenotyping has grown [7]. The attenuation of rays-caused by, for example,
biological matter or water-together with rotation and axial movements of a sensor over objects produces
3D images [29]. A high-throughput X-ray CT phenotyping system can be much more efficient than
manual assessment of roots based primarily on decreases in the amount of manual labor involved.
This efficiency must be balanced with the higher costs of CT phenotyping, which may be prohibitive
for large studies.
A data set generated from a CT technology is typically comprised of transformations of the raw CT
numbers, which are saved in standard medical image format with 8 bits, 16 bits or 32 bits for each voxel
[30]. (Recall that 1 byte is equal to 8 bits). The CT number (CTN), expressed in terms of Hounsfield
units, can be used to measure the attenuation of the material relative to the water. The formula is
CTNumber = 1000

µ Material − µWater
µWater
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where µ is the attenuation coefficient (Beer-Lambert law) for the X-ray beam [29,31,32]. By definition,
the vacuum has a value of −1000 and water has a value of 0. Materials through which an X-ray beam
decays faster than water have positive CT numbers, whereas materials through which the X-ray decays
slower than water have negative CT numbers. X-ray scanning technologies can produce a CT number
for each voxel—the constituent element of a volumetric three-dimensional space, and the analog of a
pixel in a 2D image—in the space which is later transformed to a cube, i.e., three-dimensional array of
numerical values or 3D CT scanning/image data, for researchers. Voxel depth is the number of bits
used to encode the information of each voxel. With a voxel depth of 2 bytes per pixel, it is possible to
codify and store integer numbers between 0 and 65,535; alternatively, it is possible to represent integer
numbers between −32, 768 and +32, 767 using 15 bits to represent the numbers and 1 bit to represent
the sign. Although less common, image data may also be real numbers. The Institute of Electrical and
Electronics Engineers created a standard (IEEE-754) which defines two basic formats for the encoding
in binary of floating-point numbers: the single precision 32-bit and the double precision 64-bit [30].
CT datasets are filled with noise created by the capturing instrument, X-rays, beam detectors,
and onboard electronics all contribute noise to the resulting images. Tjong et. al. [33] found that
datasets with high resolution voxels (41 µm) performed better than those with lower resolution voxels
(123 µm); this was also found by Christiansen [34]. Downstream analyses (and accuracy) were affected
by the choice of voxel size, and software tools needed to be calibrated and tuned for each size to
properly segment and extract the features of interest. While low resolution datasets (large voxel size)
tend to have smaller data footprints, their accuracy is comparatively lower than those with high
resolution (small voxel size). Acquisition parameters could have an impact on downstream analysis
pipelines if the analyses to be performed require a lot of computational resources (RAM, disk, CPU).
For example, training an artificial neural network (ANN) can be computationally expensive, and if
the training datasets are large, then the training step could be expensive (both computationally and
economically).
Based on 3D X-ray CT data, one crucial issue in root analysis is root segmentation, i.e.,
the determination of whether a particular voxel in the space is classified as “root” or “non-root”.
Unlike roots in transparent liquid solutions, which can be clearly identified from visible images [35],
roots in organic soils are difficult to segment from other materials (water, air, etc.) because the root
and non-root voxels have overlapping CTN values [36]. Hence, thresholding based solely on intensity
values within the CT image cube will and has failed. Researchers have developed many methods in
their attempts to solve this problem.
The second crucial issue is regarding the use of an initial segmentation method before further
post-processing of images. Image segmentation is the process of partitioning a digital image into
multiple segments, i.e., set of pixels. In root segmentation a minimum of two class labels (k, with k = 2)
may be used to distinguish between non-plant (non-root) voxels and plant (root) voxels. There are
several segmentation approaches initially from the field of computer vision and the choice of method
depends on specific data sets and typically innovative multiple-step and combined approaches used to
improve accuracy. Some commonly-used segmentation approaches in phenotyping are (1) thresholding
methods; (2) region growing approaches; (3) split-and-merge algorithm; (4) watershed segmentation;
(5) statistical Markov random field methods which make use of neighboring information; and (6)
clustering approaches such as k-means clustering and nearest neighbors. Interested readers may refer
to these resources for the details of each method [37–39].
The third crucial issue is the post-processing of image segmentation results for improving the
performance of root-system reconstruction methods. Post-processing is often required after various
segmentation methods have been applied—methods such as watershed segmentation, deep-learning
segmentation, and thresholding-based segmentation—because researchers have found that image
segmentation often leads to undesired properties and artifacts such as isolated small components or
small holes and disconnections in identified objects [38]. Post-processing after segmentation has been
a general topic for most types of images including visible (Red Green Blue (RGB)), MRI, and X-ray CT
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images. Simple post-processing approaches include morphological operations (erosion, closedness,
etc.) and components filtering [38]. Approaches with more complicated and multiple steps have been
proposed to deal with different research subjects and situations. For example, in segmenting skin
lesions in dermoscopy images, the post-processing procedure after first-pass watershed segmentation
was proposed as: (1) a neural network classifier to improve the first-pass watershed segmentation;
(2) a novel “Edge Object Value (EOV) Threshold” method to remove large light blobs near the lesion
boundary; and (3) a noise removal procedure to reduce the peninsula-shaped false-positive areas [40].
In another example of three-dimensional segmentation, post-processing was followed by deep learning
segmentation using a convolutional neural network (CNN). The post-processing procedure was
described as follows: (1) calculate the centroid of all voxels labeled as one class and the centroid of all
voxels labeled as another class; (2) divide up the image into blobs (connected voxels with the same
classification), and for each blob, check the size; (3) relabel blobs from either class with small sizes less
than threshold as belonging to the other class [41].
To illustrate the role and importance of different post-processing approaches in
root-system reconstruction, we show the effects of different steps in post-processing
on root-system reconstruction of cassava based on high-resolution 3D X-ray CT
data. Typical cassava root information can be found from the Cassava Source Sink
project at http://www.biochemie.nat.uni-erlangen.de/Cassava/index.html. The post-processing
procedure after segmentation is described as follows. First, filter the components by three criteria:
(1) volume, which is the number of voxels; (2) extent, which is the ratio of the component volume to
the volume of its bounding box; and (3) principal length ratio, which is the ratio of the maximum
length of the three major axes to the minimum length. For each component, the three lengths obtained
are the length (in voxels) of the major axes of the ellipsoid that have the same normalized second
central moments as this component [42]. The identified root system before and after this filtering
step is shown in Figure 1 to illustrate the effect of this post-processing step. A morphological closing
operation (by 10 voxels) has also been applied. The component with the biggest volume and its
neighboring components (within 30 voxels) were labeled as root. The identified root system before
and after this post-processing step is shown in Figure 2.

Figure 1. Identified Cassava Root System before (left) and after (right) filtering components. The criteria
used in filtering components are (1) volume, (2) extent and (3) principal length ratio.

After segmentation and post-processing, the next step is the extraction of phenotypes (especially
root system architecture (RSA)) after root-system reconstruction. Root system architecture describes
the spatial arrangement of roots within the soil and, by facilitating efficient nutrient and water uptake
from the soil, is crucial in plant performance [12,28]. A range of RSA traits in both 2D and 3D can be
extracted depending on researchers’ interests and purposes. For example, in one study to investigate
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the effects of soil on RSA and crop productivities, the extracted RSA traits for cultivars are root depth,
width, total length, convex area, diameter, median root number, and crown root number [43]. A more
complete review of 3D root system architecture can be found in Morris et al. [44]. Accurate extraction
of RSA traits depends on previous segmentation and root-system reconstruction (post-processing) so
all three issues are important for further downstream analysis such as linking extracted RSA traits to
genotypes and environmental variables.

Figure 2. Identified Cassava Root System before (left) and after (right) morphological changes and
keeping major components. The post-processing procedure was: (1) apply morphological closing by 10
voxels and (2) label the biggest component and the components with their distance from the biggest
component less than 30 voxels.

CT-scanning in a non-medical plant context usually involves scanning the root systems below
ground, and leaf canopies above ground. Lafond et. al. present a nice review of relevant applications [7].
Detection of the plant seed directly is usually not a primary study goal, but new methods are emerging
focusing on seed-soil contact areas [45]; in some studies the seed volume is accounted for in the model
parameters when estimating root volumes and detecting first-order roots [17], and plants are usually
scanned after the first 7–8 days of planting [46].
As stated above, data values from CT-scans are converted to grayscale intensity values that
represent the different materials present in the scan. In a root segmentation analysis, these grayscale
values represent both root and soil, along with other materials that are present at the time of
scanning. The values represent each overlap, and are not good measures for identifying features by
themselves [47]. Error in the analyses will most likely come from measurements at the root-soil border,
or at regions were the intensity of the root itself varies from other regions. In developing the RooTrak
software [48], Mairhofer et. al describe two philosophical approaches for root segmentation: top-down
(detecting objects that are similar to a parent object) and bottom-up (refinement and grouping of
similarly classed objects). Overall image quality is an important factor in the success of the segmentation
process (as it is in most image analysis workflows); how each method handles the presence of water
and other organic material in the soil is also important.
3. Existing Approaches
We provide a brief overview of the most recent literature on analytical approaches and
tools that have been used in 3D X-ray CT imaging for medical applications or/and agricultural
applications. Some approaches have been used only for medical applications, but they may be of use
in plant phenotyping due to similar X-ray data structures shared in medical images and agricultural
images. For a more through review of 3D vessel lumen segmentation approaches prior to 2009 see
Lesage et al. [49]. Relevant mathematical details can be found in the Appendix.
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3.1. Statistical Branch Tracking Based on Vesselness Measures
The aim of this section is to concisely summarize some approaches to the identification and
tracking of root-like structures in imaging data. Vesselness is often conceptualized as the probability or
likelihood that an image region contains a tubular structure. This probability or likelihood is calculated
by a vesselness filter or function based on mathematical values derived from such a region. Multiple
versions of vesselness enhancement filters were developed in Frangi et al. (1998) [50] using the
eigenvectors of the Hessian to compute the likeliness of an image region to contain vessels or other
image ridges. The work of Lo et al. (2010)[51] is an extension of Frangi et al. (1998) and vesselness
measures used in Lo et al. (2010) actually come from Frangi et al. (1998). A vesselness measure is
obtained on the basis of all eigenvalues of the Hessian, with two values for 2D pictures and three
values for 3D X-ray CT image data [50].
This measure is used to find the roots based on their vesselness structure [52,53]. Frangi et al.’s
method (1998) requires the calculation of three indexes based on eigenvalues of the Hessian, which can be
viewed as a thresholding approach but based on the three indexes instead of original intensity values of
the voxels. Its implementation is fast compared to more recently used approaches. Root analysis results
using this approach were presented and discussed at a recent scientific conference [54].
Extending from Frangi et al. (1998), Lo et al. (2010) [51] use a voxel classification model based on
k nearest neighbors (kNN) to distinguish airway tree from non-airway voxels for better understanding
of chronic obstructive pulmonary disease (COPD). Lo et al.’s method (2010) has been used primarily
for medical applications and has potential benefit for root phenotyping. Any classification-based
appearance model such as theirs requires a training data set. However, the gold standard obtained by
hand-tracing is unavailable. Thus, Lo et al. (2010) use an intensity-based region growing algorithm
to obtain the manual segmentations needed, where both the seed point and thresholding value in
the region growing procedure have to be determined manually. A high threshold value is used to
obtain a conservative set and then a threshold value only slightly higher than what is commonly used
by researchers to do the usual segmentation is adopted to obtain a set with a small proportion of false
positives. The actual training set is a combination of these two data sets, after some morphological
changes. Lo et al.’s approach (2010) identifies root systems by supervised classification instead of
unsupervised segmentation after obtaining this training set.
With this manually identified training set using a region expansion algorithm, a kNN classifier
is applied. The initial feature sets used in classification are mostly local image descriptors which
consist of spatial derivatives up to and including the second order and measures calculated from the
Hessian matrix, which are the eigenvalues, determinant, trace, and Frobenius norm. The features
also include combinations of eigenvalues that measure tube, plate and blobness as discussed in
Frangi et al. (1998) [50]. Similar to before, these measures are calculated at multiple scales. Sequential
floating forward feature selection is used to find an optimal set of image descriptors and the final
kNN classifier is constructed using the optimal combination of features and all training samples. With
the constructed kNN classifier, for each voxel, researchers can estimate the posterior probability of
membership in the airway class (versus not airway), given a set of optimal features [51].
It should be noted that in order to extract RSA, processing steps post-vesselness filtering are
likely to be required. For example, vessel-like structures can be integrated to form a continuous root
structure using graph-like approaches; see Schulz et al. (2013) [52] for more details. One can also apply
a connected components analysis [55] to link disjoint tubular structures. Compared with Frangi et al.’s
index-thresholding method (1998), Lo et al.’s method (2010) has multiple-step processing combining
different methods (region growing, k-means classification et al., modified indexes from Frangi et al.’s
method) to achieve good accuracy.
3.2. Bayesian Single Branch Tracking
Wang et al. (2012) [56] proposed a recursive Bayesian tracking technique (like [57]) and a
cylindrical model (tubular structure) for single branch tracking. To our knowledge this has not yet
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been applied to the characterization of RSA. This Bayesian method is highly computationally-intensive
compared with the single-step approach of Frangi et al. (1998) and the multiple-step approach from
Lo et al. (2010). However, it does provide additional information in the form of probabilities of the
existence of specific root tracks.
The posterior probability of a given hypothesis, i.e., track, is based on a state vector including the
position, orientation, radius and intensity of each branch segment. Reference centerlines are provided
by training data sets, and the distributions of radius changes and direction changes are modeled
as prior information. Since branches usually decrease in size, two different standard deviations are
estimated for positive and negative radius changes. The values of the posteriors are used to recognize
the end of a segment according to a user-provided threshold. In this approach, branch detection is
based on deviations from a single cylinder model and side flux (see Appendix for details). Prior to
any modeling there is an initiation and preprocessing step which involves starting radii and starting
directions for possible root structures.
Their overall algorithm after initialization and pre-processing is:
Algorithm 1 Single Branch Tracking
1:
2:

Add start vector x0 to stack
If stack is not empty, select state vector which maximizes posterior for tracking new branch;

3:
4:
5:
6:

otherwise go to Algorithm 2
Generate next states using uniformly distributed points on half-sphere
For each state vector calculate transition prior and evaluate fitness
Calculate posterior for all state vectors. If do not terminate, return to Step 3
Prune branches if number of segments is below threshold, then go to Step 2

Algorithm 2 Branching Detection
1:

Search for branching candidates in the current branch using a ball around the current location

2:
3:
4:

B( xt )
Evaluate each candidate by performing n test tracking steps
Prune surviving state vectors if last tracking step inside detected branches
Add remaining state vectors as branching points to a stack and go to Algorithm 1 Step 2

3.3. Bayesian Tracking with Overlap of Intensities
The method presented in Schaap et al. (2007) [57] is designed for tracking and extraction of
tubular structures when there are regions of varying intensities and these intensities overlap. This is
true of root voxel intensities and intensities of other matter such as air and water. The structures of
interest are assumed to be more homogeneous relative to background, which is commonly observed in
3D X-ray CT image data. Schaap et al.’s method (2017) was initially provided as a general approach
to identifying tabular structures and the authors illustrated the use of the method for tracking the
internal carotid artery from CT angiography data. Later applications of Schaap et al.’s method (2017)
were mainly on 3D X-ray CT medical images, and there are no applications of their approach based on
agricultural images. Schaap’s method allows imposing prior information on shape and appearance,
and researchers can improve the performance of this approach with improved knowledge of shape
and appearance and by modifying the prior specification to solve more flexible and general problems.
The overall Bayesian framework is to impose prior information on shape and appearance, calculate
a likelihood based on a tubular model, and then conduct recursive estimation based on the posterior.
See the Appendix for details.
A tube is modeled as a series of tube segments, and every segment is associated with a region of
interest (ROI). By sampling around the ROI, two intensity measures are calculated which represent the
similarity between the intensity distributions of the current and previous tube segments and between
the inside and outside of the tube, respectively. These measures are used to determine whether a
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given voxel has been identified as part of the tube or not, and are updated iteratively as voxels are
identified. This iterative approach is used in their approaches for tracking and extraction of tubular
structures [57].
3.4. Tracking Based on A Constrained Geometric Model for Tabular Structures
The approach presented in Lesage et al. (2008) [58] is similar to those presented above [56,57]).
It uses a constrained medial-based geometric model and a sampling scheme for selecting
hypotheses/states, assuming differences in intensities between the structure of interest and the
background. These methods have been used in X-ray CT medical imaging; to our knowledge
they are yet to extend to RSA imaging. Adding geometric constraints to modeling, in general, is
believed/expected to improve performance.
A tubular structure is represented by a collection of maximally included hyper-spheres; the sphere
centers form the medial axis of the object and the radii allow for reconstruction of the object surface.
During tracking, the model is iteratively updated by adding new sphere centers which lie on the surface
of the preceding sphere (a connectivity constraint). Tracking proceeds via iterative stochastic Bayesian
filtering, i.e., candidate sphere centers and radii are recursively considered, evaluated, and then used
to update the current model. The evaluation process involves measures of gradient flow and the
alignment of the sphere surface with the image gradient vector field. Details are available in the
Appendix.
4. 2D to 3D Structure Determination
These two approaches analyze 2D images and combine these images to create a 3D image.
They have been presented recently in the medical imaging literature but may contribute to the
development of novel approaches to X-ray CT root imaging.
4.1. cryoSPARC for Cyro-EM 3D Structure Estimation
Single-particle cryo-electron microscopy (cryo-EM), given appropriately prepared samples,
has enabled near-atomic-resolution structure determination of scientifically important proteins [59].
Although tens of thousands of high-resolution images can be produced in 24 to 48 h, the analysis of
these images can be much more resource intensive. Punjani et al. (2017) [60] present an approach
to processing cryo-EM image data in two steps. The first step is unsupervised extraction of a rough,
approximate structure and the second step is a high-resolution refinement of this structure. Although
this approach was developed for cyro-EM image data, the algorithm and idea may be useful in
analyzing other types of images including X-ray CT images.
In the first step, stochastic gradient descent (SGD) is used to quickly identify a low-resolution 3-D
structure that is consistent with the available set of 2D images (of which there are tens of thousands).
This identification is based on the probability of observing a particular 2D image given a particular
3D model, and iteratively updating the 3D model to maximize this probability. The SGD is randomly
initialized by selecting a mini-batch of 2D images, assigning them random pose angles, and using
them to reconstruct an initial 3D volume.
Usually with cryo-EM the noise comes from the contrast transfer function or CTF, i.e., from the
shot and readout noises of the microscope. The authors provide an augmented approximate maximum
a posteriori (MAP) estimate of this noise based on a decaying running average, which they include in
the error of the 3D model. For details see [60] and the Appendix.
In the second step, once the SGD has been used to generate an estimate of the volume to
medium resolution, an expectation-maximization (EM) algorithm is used to refine this estimate to high
resolution. The expensive part is the E step in which each 2D image is aligned over 3D orientations and
2D translations to the current estimate of each 3D structure. This is done by branch-and-bound search,
i.e., calculating upper and lower bounds of the search criterion and then using these to exclude regions
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of the search space at each iteration. For efficiency, the branch and bound search uses an empirical
(prior) initial sampling of poses.
4.2. KNOSSOS and ElektroNN2
Dorkenwald et al. (2017) [61] present a method developed primarily for neurite reconstruction
from EM imaging data. Their approach uses skeleton reconstructions from KNOSSOS
(https://knossostools.org/) (V5.1, Max Plank Institute for Medical Research, Hiedelberg, Germany)
as input to ElektroNN2 (http://elektronn.org/) (Max Plank Institute for Medical Research, Hiedelberg,
Germany), a software the authors developed in Python Theano for recursive 3D CNN. ElektroNN2
builds volume reconstructions from serial block-face EM data sets. This software has not be applied to
root imaging, but the method may extend to the identification of ‘neurite-like’ root structures.
The conversion of skeletons to volume reconstructions is done by training a recursive 3D CNN
model to predict barrier regions between neurites, with a ray casting approach where CNN prediction
fails. CNN training data for one data set can be used to pre-train a network for a different neurite data
set, hence reducing the amount of training data required.
The discovery of synapses and other ultrastructural objects is done by exploiting co-occurrence
and training a multiclass CNN. The resulting ultrastructural objects are then mapped to neurites by
whether or not the objects are located on the boundary of a neurite skeleton. Once this mapping is
complete, a random forest [62] on CNN-extracted features (i.e., ultrastructural objects mapped to
neurites) is used to classify local environments as parts of a dendrite or axon or other neural structure.
5. Other Recent Approaches
We note here briefly two techniques that are receiving considerable attention in the scientific
imaging community, namely, deep learning and graph-based segmentation.
5.1. Deep Learning
Artificial Neural Networks (ANNs), and their “Deep” (many hidden layers) variants (Deep Neural
Networks) are very efficient methods for analyzing and classifying large quantities of images with
high accuracy [63]. These networks have been used in fields as broad as self-driving cars for
detecting pedestrians [64], to automatically detecting arrhythmia conditions [65] in cardiac patients
and electrocardiography (ECG/EKG) applications [66]. As we noted above, convolutional neural
networks have been used to detect ‘root-like’ structures in brain imaging and may extend to X-ray CT
imaging of plant roots. One drawback of deep learning is the need for large volumes of annotated
training data, data which is not always available.
5.2. Graph-Based Segmentation
Graph-based segmentation methods treat an image as a graph and conduct segmentation by graph
cuts [67]. These methods define a link between dissimilar pixels to be low cost and a link between
similar pixels to be high cost. In separating the graph into segments according to the values of this cost
function, similar pixels are more likely to be in the same segment. Graph-based methods have been
used in analyzing X-ray CT images for segmentation and quantitative analysis of porous materials [68]
and airway wall structure [69]. Graph-based methods have also been used for root-phenotyping based
on 2D images [70,71] and likely extend to root phenotyping based on 3D X-ray images.
6. Available Computational Tools
Although most 3D CT-image-based root-system analysis approaches do not have corresponding
software available, there are still some software tools for root system tracking based on 3D CT images.
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6.1. ImageJ and Root1
ImageJ is a public domain tool for scientific image analysis [72] that is freely available from the US
National Institute of Health (NIH) (https://imagej.nih.gov/ij/) website. The ImageJ software is written
in the Java programming language, runs on many popular desktop computer operating systems, and
offers a very powerful plug-in model for extending the capabilities of the base system [73].
The Root1 macro [74,75] is a recently developed plug-in for ImageJ that provides users with tools
and semi-automated analysis protocols for working with micro-Computed Tomography (µCT) images.
The basic set of tools, and the general workflow, of the Root1 software is (1) Normalization of the input
images; (2) Identification of putative roots; (3) Artificial expansion of volumetric objects; (4) Removal
of partial volume effects; (5) Application of thresholding and filtering methods; (6) Extraction of roots;
and lastly the analysis of the extracted root skeletons.
An advantage of Root1 is that it automates many of the repetitive, labor-intensive tasks that a
researcher would have to perform by hand. Root1’s automated macro can be easily customized to
match a sample’s unique conditions, so researchers can tweak and adjust parameters to suit their
needs. A disadvantage is that as of this writing it does not support parallel processing, and large,
high-resolution, datasets could take some time to process.
6.2. RooTrak
RooTrak is a free software for recovering root architecture from X-ray micro-Computed
Tomography (µCT) image data developed by Mainhofer et al. (2013) [47]. Information
about this computer vision group at the University of Nottingham can be found at
http://www.cs.nott.ac.uk/~psztpp/styled-6/index.html.
X-ray attenuation values of roots and non-roots may overlap, and the attenuation values of root
material have their own inherent variability. Any successful root identification method must both
explicitly target root material and be able to adapt to local changes in root properties [47]. RooTrak
meets these requirements by combining a level set method with a visual tracking framework to
segment a variety of plant roots from soil in X-ray (µCT) images.
The key idea in RooTrak tracking is to view a 3D image as a sequence of parallel 2D images,
through which 3D root objects appear to move as the x-y cross-sections are traversed along the z-axis
of the image stack (except the upward-growing (plagiotropic) branches). The extended software tool
produces more complete descriptions of plant root structure and supports more accurate computation
of architectural traits including the tracking of plagiotropic branches. RooTrak exploits multiple,
local models of root appearance, each built while tracking a specific segment, to identify new root
material. The advantage of Rootrak is that it requires minimal user interaction and is able to adapt to
changing root density estimates [47].
6.3. VG Studio Max
VG Studio Max software allows for 3D X-ray CT analysis with the add-on modules ‘Coordinate
measurement’ (Advanced surface determination) and ‘Wall thickness analysis’. Analyzing root systems
using VG Studio Max is not automatic and includes multiple user-driven steps. Most steps need manual
monitoring and judgment, and some steps need additional data processing in MATLAB. An example
of using VG Studio Max in analyzing roots can be found in Pfeifer et al. (2015) [25].
6.4. Volume Player Plus (VPP) and Modular Algorithms for Volume Images (MAVI)
These two commercial software tools are available from Fraunhofer Development Center X-ray
Technology (EZRT). Although these softwares were developed for EZRT’s CT setup and facilities,
they can also be used to analyze 3D CT images from other CT facilities. An example of using these
tools for root analysis based on 3D CT images can be found in Metzner et al. [26].
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6.5. Digital Imaging of Root Traits (DIRT)
DIRT measurements are inspired by the ‘shovelomics’ standard for root excavation. In the
shovelomics protocol, researchers excavate a root at a radius of 20 cm around the hypocotyl and
20 cm below the soil surface. After excavation, the shoot is separated from the root 20 cm above the
soil level and washed in water containing mild detergent to remove soil. Then the washed root is
placed on a phenotyping board consisting of a large protractor to measure dominant root angles with
the soil level at depth intervals and marks to score length and density classes of lateral roots. Observed
traits include angle, number, density, and diameter. The shovelomics phenotyping method is not
image-based as researchers manually measure root traits [3].
DIRT extended shovelomics (manual trait estimation) by taking digital images. Similar to
shovelomics, the root crown is excavated, washed in water, and then placed on a board to enable trait
estimation. Instead of manually measuring traits, digital images are taken using the DIRT imaging
protocol. Then users of DIRT can compute over 70 root traits directly from these images. DIRT is a
high-throughput RSA trait computation platform which makes RSA trait computation available to the
community with some simple button clicks. It is accessible at http://dirt.iplantcollaborative.org/ and
hosted on the CyVerse cyber-infrastructure using high-throughput grid computing resources from the
Texas Advanced Computing Center (TACC) [76].
DIRT works for 2D RGB (visible-light) images instead of 3D X-ray CT images. There have been
multiple software tools available for root analysis based on 2D RGB images. A comprehensive overview
can be found at http://plant-image-analysis.org.
7. Discussion and Conclusions
We present an overview of recent statistical and computational approaches that have or may be
applicable to root analysis based on 3D X-ray CT image data as a way to introduce this area of research
to the scientific community.
With the rapid development in X-ray CT technology and generation of massive 3D CT scanning
data, we expect future research will focus on proposing automatic high-throughput approaches and
tools with the capability of handling massive amounts of data and parallel computation. An increased
use of deep learning approaches in root analysis is expected since deep learning has seen great success
in analyzing medical 3D X-ray images.
One issue in machine learning in general, and in deep learning specifically, is access to relatively
large amounts of labeled training data (ground-truth). An approach to addressing this issue is to use
simulated data to improve accuracy in root image analysis pipelines [24]. Improving structural root
system simulation and how to combine simulated data with real data in root system analysis are open
research questions for further study.
In addition to root-phenotyping based on 3D X-ray CT images, destructive root phenotyping
approaches such as shovelomics and DIRT may be used to generate ground truth data. X-ray CT data
sets with ground truth obtained by shovelomics and DIRT may be used as the benchmark data set to
evaluate the performance of algorithms. Another advantage of this X-ray CT data with ground truth
labels is that it can be used for supervised deep learning approaches. This type of ground-truth data
set could be more costly than simulation methods for generating ground truth data as discussed in
the previous paragraph, but it may avoid simulation biases and the obtained data set may be more
realistic than a simulated data set.
In terms of computational demand and estimation accuracy, different methods have different
characteristics. Direct/Naive implementations of segmentation approaches from computer vision
as reviewed above (including thresholding, region growing, clustering, and nearest neighbors) have
the lowest computational costs but performance may not be satisfactory. Combined multiple-step
approaches will improve performance at the cost of longer computing times. The existing approaches
that we have reviewed in more detail (in Sections 3–6) should have better performance than basic
segmentation approaches, although this has yet to be demonstrated for some approaches. Frangi’s
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method (1998), as a thresholding approach based on indexes calculated from the eigenvalues of
the Hessian, is fastest and preferred by some researchers due to its computational speed and
simplicity. Lo et al.’s method (2010) is multiple-step, combining nearest neighbor clustering, region
expansion approach and the use of modified vesselness indices. The Bayesian approaches reviewed
are expected to require more computational resources but do allow the researcher to include domain
knowledge of the structure of interest, geometric constraints, and appearance in the prior to achieve
better performance.
Recent technologies have enabled parallel computation by GPU or computational clusters (Unix
server). Parallel computing distinguishes an approach/algorithm’s computational complexity/amount
and its computational time. An approach may have a large requirement for computational
amount/complexity but a small computational time if the algorithm allows for a parallel
implementation. In contrast, a sequential computing method may have a relatively low requirement
for computational resources but still needs a long time to run due to its inability to execute in parallel.
We expect parallel computation and crowd computing to improve our current ability to process
and analyze root phenotyping images. In view of these facts, we describe two approaches that (1)
represent a 3D object as multiple 2D images; (2) analyze the 2D images in parallel and then (3) combine
these images to create a 3D image of the original object. These two approaches (cyroSPARC and
KNOSSO-ElectroNN) were originally developed for medical imaging but have potential for root
phenotyping given their parallel implementations which reduce runtime and their demonstrated
accuracy on cyro-electron microscopy images.
Although this review is mainly focused on analytical approaches either used or proposed in
root phenotyping, we have presented brief descriptions of available computational software for
root phenotyping. One crucial question/limitation in X-ray CT root phenotyping is the lack of a
well-established publicly-available software pipeline. Thus, publicly-available software development
remains a bottleneck and future research in developing software (which can correspond to existing
or novel approaches) are motivated and necessary to facilitate and improve non-destructive
root phenotyping.
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The following abbreviations are used in this manuscript:
2D
3D
ANN
CNN
COPD
CT
CTF
CTN
DIRT
DNN
EM (algorithm)
EM (image)
MAP

Two Dimension
Three Dimension
Artificial Neural Network
Convolutional Neural Network
Chronic Obstructive Pulmonary Disease
Computed Topology
Contrast Transfer Function
Computed Topology Number
Digital Imaging of Root Traits
Deep Neural Network
Expected-Maximum (algorithm)
Electronic Microscopic (image)
Maximum A Posteriori
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Modular Algorithms for Volume Images
Markov Chain Monte Carlo
Magnetic Resonance Imaging
National Institute of Health
Nearest Neighbor
Red Green Blue (image)
Root Structure Architecture
Stochastic Gradient Descent
Texas Advanced Computing Center
Volume Player Plus

Appendix A. Methodological Details
Appendix A.1. Statistical Branch Tracking Based on Vesselness Measures
As presented in Frangi et al. (1998) [50], xo is inferred by first calculating the Hessian matrix
at xo based on its neighborhood. Denote Ho,s as the Hessian matrix of the image computed at xo
at scale s. Then the eigenvalues and eigenvectors of this Hessian matrix are calculated. Denote
λk as the eigenvalue with the k-th smallest magnitude. Denote its corresponding eigenvector as
ˆ k . For 3D X-ray data, |λ1 | ≤ |λ2 | ≤ |λ3 | and µˆ1 indicates the direction along the vessel for a
mu
vessel structure. Then Frangi et al. (1998) summarize the relationships that must hold between
eigenvalues of the Hessian for the detection of different structures. Different patterns of an image
around a point xo can be measured by the eigenvalues of its Hessian matrix H. Denote H = high,
L = low, N = noisy, (N usually small), and let +/− indicate the sign of the value. Then orientation
patterns around the point xo are summarized as follows: For 2D images, when (λ1 , λ2 ) are respectively
( N, N ), ( L, H −), ( L, H +), ( H −, H −), ( H +, H +), the orientation patterns are identified, respectively,
as “noisy, no preferred direction”, “tabular structure (bright)”,“tabular structure (dark)”,“blob-like
structure (bright)”,“blob-like structure (dark)”. For 3D images, when (λ1 , λ2 , λ3 ) are respectively
( N, N, N ), ( L, L, H −), ( L, L, H +), ( L, H −, H −), ( L, H +, H +), ( H −, H −, H −) and ( H +, H +, H +),
the orientation patterns are identified, respectively, as “noisy, no preferred direction”, “plate-like
structure (bright)”, “plate-like structure (dark)”, “tabular structure (bright)”, “tabular structure (dark)”,
“blob-like structure (bright)” and “blob-like structure (dark)”.
√
For 3D
q images, Frangi et al. (1998) construct three indexes: R B = |λ1 |/ λ2 λ3 , R A = |λ2 |/|λ3 |,
and S =

λ21 + λ22 + λ23 . Then the vesselness function is defined by combining these three indexes, i.e.,

Vo (s) =


0

if λ2 > 0 or λ3 > 0,

2
2
(1 − exp(− R A2 ))exp(− RB2 )(1 − exp(− S 22 ))
2α
2β
2c

otherwise

where α, β and c are parameters controlling the sensitivity of the line filter to the measures R A , R B
and C . This vesselness function is analyzed at different scales s, we integrate the vesselness measure at
different scales to obtain a final estimate of the vesselness:

Vo (γ) =

max

smin ≤s≤smax

Vo (s, γ),

where smin and smax are the maximum and minimum scales at which we expect to find
relevant structures.
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Appendix A.2. Bayesian Single Branch Tracking
As described in Wang et al. (2012) [56], the posterior probability of a given hypothesis, i.e., track,
is based on a state vector including the position pt = ( xt , yt , zt ), orientation vt = (θt , φt ), radius rt and
intensity It of each branch segment. The recursive Bayes rule employed is
p( x0:t | z0:t ) ∝ p( xt | xt−1 ) p(zt | xt ) p( x0:(t−1) |z0:(t−1) ).
A Markovian process is assumed so the transition prior may be expressed as
p ( x t | x t −1 ) ∝ p ( r t | r t −1 ) p ( v t | v t −1 ).
The change in radius ∆rt = rt − rt−1 and angle αt between vt and vt−1 are calculated at each
sample point extracted along the reference centerline. This approach assumes that ∆rt ∼ N (µr , σr ) and
∆αt ∼ N (µv , σv ) with parameters learned from reference centerlines (prior knowledge or empirical).
Here µ represents the mean value (mean change in radius or mean angle) and σ represents the
standard deviation (standard deviation of mean change in radius or standard deviation of angles).
Since branches usually decrease in size, two different standard deviations are estimated for positive
and negative radius changes.
The likelihood represents a cylindrical geometrical model and minimal flux, with uniformly
distributed points created at the outer edge of the cylinder’s cross-sections c = {wij : i = 1, . . . , n and
j = 1, . . . , m}, with i indexing the points in a cross-section and j indexing the points in a longitudinal
direction. So
MFlux ( xt ) = (2/mn) ∑ = 1n/2 ∑ = 1m min(h∇ I (wt ), ut i, h∇ I (wt
ij

i

(i + π ) j

ij

(i + π ) j

), u t

i)

j

ij

ij

ij

ij

with ∇ I (wt ) as the gradient vector at point wt , ut =
the scalar product. Then the likelihood function is

pt − wt

ij

| pt − wt |

as the inward radial direction, and h·i as

p(zt | xt ) = P( MFlux ( xt )) N (µ It , σIt ).
where P(`) = (1/(1 + e−l )) is the sigmoid function and the Normal is used to ensure that the
inner intensities of the model resemble those of the tubular structure. Branch detection is based
on deviations from the single cylinder model and side flux. A side is represented as a point set
si = {wk,j |i + 1 ≤ k ≤ i + ws , 1 ≤ ws < n, 1 ≤ j ≤ m} where k and j are indices of points in the
cross-sectional and longitudinal directions of the cylinder, ws and m are the max number of points
in these directions, and i is the start position of the side. These lead to side sets defined by ws as
S = {si |1 ≤ i ≤ n}. So side flux can be stated as
SFlux ( xt ) = min
sit ∈St

1
ws m

i + ws

m

∑ ∑

!
kj
kj
h∇ I (wt ), ut i

k = i +1 j =1

with
s̃ = arg min SFlux ( xt ).
sit ∈St

kj

kj

kj

In this formulation ∇ I (wt ) is the gradient vector at wt and ut is the inward radial direction.
This is matched with a metric of intensity differences between points s and sπ on opposite sides of the
cylinder D (s) = ( Is − Isπ )/σ to get a measure whose minimum is used as an indication of a branching
candidate, e.g.,
B( xt ) = SFlux ( xt ) D (s̃) < Tb .
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Appendix B. Bayesian Tracking with Overlap of Intensities
As described in Schaap et al. [57], a tube segment at iteration t is described by its location
pt = ( xt , yt , zt ) T , orientation vt = (θt , φt ), radium rt , intensity It , and intensity variance σt . These
form a state vector xt = ( pt , vt , rt , It , σt ), so the entire tube can be described by x0:t ≡ {x0 , x1 , . . . , xt }.
Every segment is associated with a region of interest (ROI) U defined by pt , rt , and vt of xt with zt
representing the image intensities within U. Denote S(xt ) as the set of spatial coordinates within the
tube and B(xt ) = U \ S be similar coordinates in a band around the tube.
The distributions p( I |S(xt )) and p( I | B(xt )) are constructed by sampling with nearest-neighbor
interpolation from the ROI. Given xt and zt the likelihood is
p(zt |xt ) ∝ p(zt | pt , vt , rt , It , σt ) = Dcp,t (1 − Dsb,t ) p M (xt ) p(rt )
where p M (xt ) is a spatial prior to prevent loops, p(rt ) is a prior on expected radii, and the two intensity
measures are designed to reflect the similarity between the intensity distributions of the current and
previous tube segments and between the inside and outside of the tube, respectively. In other words,
2
Dcp,t = D ( N ( I | Îs,t , σ̂s,t
), p( I | It , σt2 ))c1

and

2
Dsb,t = D ( N ( I | Îs,t , σ̂s,t
), p( I | B(xt )))c2 .

2 come from the histogram of p ( I | S ( x )), and c , c moderate the influence of
The estimates Îs,t , σ̂s,t
t
1 2
the two pieces. The function D is a metric of distributional similarity. For p M (xt ) they store a spatial
map Mt of whether each voxel has been identified as part of the tube or not, with M0 = 1, and update
after each iteration. The prior reflects an average of this map over the ROI, or

p M (xt ) =

∑ p ∈ S ( x t ) Mt ( p )
.
| S(xt ) |

The posterior distribution can now be estimated by the following recursion
p(x0:t |z0:t ) ∝ p(xt |xt−1 ) p(zt |xt ) p(x0:t−1 |z0:t−1 ),
where the transition prior p(xt |xt−1 ) is Markovian and factored as
p ( x t | x t −1 ) ∝ p ( p t , v t | p t −1 , v t −1 ) p ( r t | r t −1 ),
assuming no transition model for It and all intensities are equally probable.
Appendix B.1. Tracking Based on A Constrained Geometric Model for Tabular Structures
As presented in Lesage et al. (2008) [58], a tubular structure is represented by a collection of
maximally included hyper-spheres {Sk } of centers { xk } and radii {rk }. A non-branching structure
is represented as {S0 , S1 , . . . , ST } or, equivalently, { xk } where the radii and axis directions appear as
linked variables: dt = xt+1 − xt and rt = | xt+1 − xt |. A center at iteration t sets the radius and direction
at iteration t − 1.
Tracking proceeds via an iterative stochastic Bayesian filter, i.e., a first-order hidden Markov
model (HMM) and a Monte-Carlo (MC) approximation of the posterior by a weighted set of Nt discrete
(i )

(i,j)

(i )

samples { xt , wt }iN=t 1 . So at iteration t consider all candidate { xt+1 } as discrete locations at distances
(i,j)

rt

(i,j)

(i )

(i,j)

∈ [0, rmax ] of xt . A candidate xt+1 retrospectively fixes rt

above. Associated weights

(i,j)
w t +1

are
(i,j)

(i,j)

w t +1 ∝ w t

(i,j)

(i,j)

(i,j)

p (Y | x t + 1 p ( x t + 1 | x t

(i,j)

and dt

).

according to the model
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(i,j)

(i,j)

(i )

(i )

N

The set { xt+1 , wt+1 } forms a ‘distribution’ from which a new set { xt+1 , wt+1 }i=t+1 1 is found by
importance sampling with weights normalized to sum to one.
(i,j)

(i,j)

(i,j)

The likelihood p(Y | xt+1 ) can be represented as p(Y | xt+1 ) = F (rt

(i,j)

F (r t

(i,j)

) measures gradient flow through the surface of sphere St
(i,j)

F (r t

I

)=

(i,j)

) E (r t
(i,j)

of radius rt

(i,j)

) G ( xt+1 ), where
(i )

with center xt , i.e.,

(i,j)

(i,j)
St

h∇( I ), ~nidSt

(i,j)

where ∇( I ) is the image gradient and ~n is the unit normal to St . This quantifies the alignment of the
sphere surface with the image gradient vector field. Two additional variables are important in tracking:
(i,j)

(1) The variable E(rt

(i,j)

) is the response of the morphological erosion by the sphere St
(i,j)

E (r t

(i )

at point xt , i.e.,

n
o
(i,j)
(i )
) = min I (z) | |z − xt | ≤ rt
z

(i,j)

where I (z) is the image intensity at location z; (2) The variable G ( xt+1 ) is a difference term that
(i,j)

counterbalances the shrinkage effect of E(rt
from

(i )
xt

(near the centerline), i.e.,
(i,j)

(i,j)

The prior p( xt+1 | xt

(i,j)
G ( x t +1 )

) and favors points with high intensity and location far
(i,j)
(i,j)
= I ( x t +1 ) − E ( r t ).

) treats the radius and direction as independent variables, i.e.,
(i,j)

(i,j)

p ( x t +1 | x t

(i,j)

) = p (r t

(i,j)

(i )

| r t −1 ) p ( d t

(i )

| d t −1 )

with both distributions learned from manually segmented images, i.e., empirical histograms of radius
d
variation rt+1 /rt and direction variation arccos(h |dt+1 | , |ddt | i). These histograms are used directly to
t
t +1
evaluate both pieces of the prior.
Appendix B.2. cryoSPARC for cryo-EM 3D Structure Estimation
In the first step, stochastic gradient descent (SGD) is used to quickly identify a low-resolution
3-D structure that is consistent with the available set of 2D images (of which there are tens of
thousands). The objective function is a log posterior probability distribution over K 3D densities
V = {V1 , V2 , . . . , VK } given N 2D particle images { X j } j=1,...,N , with the format,
arg

max

V1 ,V2 ,...,VK

log p(V1 , V2 , . . . , VK | X1 , X2 , . . . , X N )

= arg
= arg

N

K

i =1

j =1

∑ log p(Xi |V) + ∑ log p(Vj )
V1 ,V2 ,...,VK
max

max

V1 ,V2 ,...,VK

f (V)

Since the posterior is a marginal probability with marginalization over unknown variables,
we can re-express the above in more detail, i.e., p( Xi |V) = ∑Kj=1 π j p( Xi |Vj ) and p( Xi |Vj ) =
R
p( Xi |φ, Vj ) p(φ)dφ. Hence,
N

f (V) =

K

∑ log ∑ π j

i =1

j =1

Z

!
p( Xi |φ, Vj ) p(φ)dφ

K

+ ∑ log p(Vj ).
j =1

The integrand p( Xi |φ, Vj ) reflects the probability of observing a particular 2D image Xi given a
particular pose φ and 3D model Vj . The pose is expressed as a pair (r, t) denoting the 3D orientation of
the object and the 2D translation of the object within the object image. p( Xi |φ, Vj ) can be expressed
in the Fourier domain as well (which we omit here). Stochastic gradient descent (SGD) is used to
iteratively update the parameters {V1 , V2 , . . . , VK }, which are represented as voxels of density on 3D
grids. The first step is to take the gradient with respect to each structure Vk , which can be approximated
using random subsampling via mini batches of size M of 2D images at each iteration. Then the update
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(n)

(n)

at the current iteration dVk is computed by scaling the current gradient, denoted as Gk , with a
step-size νk and combining this linearly with the previous update with a ratio determined by µ. In other
words,
(n)

dVk

( n +1)

Vk

( n −1)

= (µ)dVk
(n)

= Vk

(n)

+ (1 − µ)νk Gk

(n)

+ dVk

The step size νk is intended to reflect the second-order curvature of the objective function f (V).
The maximum curvature over all dimensions in Fourier space is used as the inverse step-size for
each structure. The computation of the approximate Hessian is done over the mini batch within each
iteration and re-uses some of the computation required for the gradient Gk ; the re-use provides some
computational efficiencies.
Usually with cryo-EM the noise comes from the contrast transfer function or CTF, i.e., from the
shot and readout noises of the microscope. The authors provide an augmented approximate maximum
a posteriori (MAP) estimate of this noise based on decaying running average, which they include in
the error of the 3D model.
In the second step, once the SGD has been used to generate an estimate of the volume to medium
resolution, an EM algorithm is used to refine this estimate to high resolution. The expensive part is
the E step in which each 2D image is aligned over 3D orientations and 2D translations to the current
estimate of each 3D structure. This is done by branch-and-bound search, i.e., calculating upper and
lower bounds of the search criterion and then using these to exclude regions of the search space at
each iteration. The intuition behind the derivation is that the error is a sum of terms in which each
Fourier coefficient contributes independently, and only coefficients with sufficient power matter are
retained. This bound is used to discard regions of the space of 3D poses and 2D shifts. Regions of this
space are represented using a cartesian grid in axis-angle space for 3D and second grid in 2D space of
pixel shifts. An upper limit is set on the number of candidate poses that can remain after each iteration
of search.
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