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Abstract
A special technique has been developed for the identification of the solution and the unknown coefficient in the Euler–Bernoulli
equation. The original problem of the unknown coefficient identification from over-posed data is transferred into a higher-order
well-posed problem following the idea of the Method of Variational Imbedding. The new boundary value problem is solved by
means of an iterative finite difference scheme. The scheme is thoroughly validated and is shown to have a second-order truncation
error.
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1. Introduction
Many structures such as cables and wires and even more complicated ones like bridges and marine riser systems,
can be modeled as a tensioned “beam”, which rarely, if ever develops an angle greater than 10◦ from the main direction.
For such small angles, the beam can be adequately described by the Euler–Bernoulli system of equations. Assuming
that the plane cross-sections, perpendicular to the axis of the beam remain plane and perpendicular to the axis after
deformation, results in the transverse deflection u of the “beam” being governed by the fourth-order differential
equation
d2
dx2
(
σ(x)
d2u
dx2
)
= f (x). (1)
Without loss of generality, we suppose that 0 ≤ x ≤ 1. The function f (x) represents the transversely distributed load.
The coefficient σ(x), called flexural rigidity, is the product of the modulus of elasticity E and the moment of inertia I
of the cross-section of the beam about an axis through its centroid at right angles to the cross-section.
If the coefficient σ(x) > 0 and the right-hand side function f (x) ≥ 0 are given, under proper initial and/or
boundary conditions, the problem possesses a unique solution, usually referred to as a direct solution.
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In practice, there exist many interesting problems, in which the coefficient σ(x) is not exactly known. Under
environmental loads, caused by environmental phenomena such as wind, waves, current, tides, earthquakes,
temperature, ice, seabed movement, and marine growth, the structure of the ingredients of the “beam” is changing.
Usually it is expensive, even not possible, to measure the changes of the properties of the materials directly. On the
other hand, the changes in the physical properties of the materials cause changes in the coefficient σ in Eq. (2) and,
respectively, changes in the solution. Thus, a new, so-called inverse problem, emerges: to find simultaneously the
solution u and the coefficient σ of the Euler–Bernoulli equations.
There are many definitions of inverse problem. In general, the problem is inverse if the values of some model
parameter(s) must be obtained from the observed data.
In the case when the problem includes differential equation(s) the definition, according to the monograph [1], is:
Definition 1. An initial-boundary-value problem is inverse if some information on the initial and/or boundary
conditions needed for solution or/and on the parameters that characterize the model are missing and are replaced
by suitable information on the solution of the mathematical problem.
Naturally, not just inverse but the whole variety of the “non-standard” problems goes well beyond the framework
of the Hadamard’s (see, [2]) definition of incorrect problem. According to Hadamard, a problem is well-posed if three
requirements are met: a solution exists, it is unique, and depends continuously on the data. Otherwise the problem
is ill-posed. The clear intention of Hadamard was that “ill-posed” means “of no physical interest”. We know today
that such problems arise in a fundamental way in modeling of complex physical systems. For this reason when we
speak of “inverse problems” we mean the whole set of problems which are unusually or inconveniently posed. To
distinguish from the problems for which Hadamard’s definition applies we shall call the latter “incorrect in the sense
of Hadamard”.
The work of Hadamard spurred significant activity for creating regularizing procedures (see, e.g., [3–7]) for the
problems that are incorrect in the sense of Hadamard, e.g., for smoothing the data in order to evade the instability
provoked by the pollution of the data. Such an approach has an important implication for the practical problems. At
the same time the very notion of replacing the ill-formulated (e.g.,ill-specified and inverse) or ill-posed by a well-
formulated mathematical problem is of not lesser importance. Indeed, if one succeeds in doing so one arrives at
a problem that is also correct in the sense of Hadamard and then it is automatically regularizing the data if some
pollution is present. For an elucidating exposition of the inverse problems, the reader is referred to the monograph [1].
A method for transforming an inverse problem into a correct direct problem, but for a higher-order equation,
was proposed in [8] for identification of homoclinic trajectories of Lorentz system and called Method of Variational
Imbedding (MVI). The idea of MVI is to replace the incorrect problem with a well-posed problem for minimization
of quadratic functional of the original equations, i.e. we “embed” the original incorrect problem in a higher-order
boundary value problem which is well-posed (see [8,6,7]). For the latter a difference scheme and numerical algorithm
for its implementation can easily be constructed. The advantage of MVI comparing with regularization method (see,
for example, [3,4]) is the fact that there are no “boundary layers” at the two ends of the interval as it was observed for
a similar problem in [5].
Although the contents of this paper have been focused on fourth-order ordinary differential equation, the proposed
method can be generalized for identification of coefficient in partial differential equations. Similar to the proposed
here approach for identification of a coefficient in parabolic partial differential equation is given in [9]. In [7] MVI
was successfully applied to the problem for identification of a coefficient in elliptic partial differential equation.
The paper is organized as follows. In Section 2 the inverse problem for identification of the unknown coefficient is
formulated. The application of the Method of Variational Imbedding to the inverse problem is described in Section 3.
In Section 4 the weak solution is defined and the existence and uniqueness of the weak solution is proven. The
numerical scheme is given in Section 5. Illustration of the constructed numerical scheme is given in Section 6.
2. Inverse problem formulation
Consider the Euler–Bernoulli equation:
d2
dx2
(
σ(x)
d2u
dx2
)
= f (x), (2)
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where the function f (x) is given.
Suppose the coefficient σ is a piece-wise function
σ(x) =

c1 for 0 = ξ0 < x < ξ1
c2 for ξ1 < x < ξ2
. . .
cn for ξn−1 < x < ξn = 1,
(3)
where the points ξi are given, and the constants ci > 0, (i = 1, 2, 3, . . . , n), are unknown.
In order to identify the unknown coefficient σ(x) one need additional information. In this work we suppose that
the solution satisfies the conditions
u(0) = α0,0, u(1) = α1,0, (4)
u′(0) = α0,1, u′(1) = α1,1, (5)
u′′(0) = α0,2, u′′(1) = α1,2, (6)
u′′′(0) = α0,3, u′′′(1) = α1,3, (7)
u(ξi ) = γi , i = 1, 2, . . . , n − 1. (8)
The problem for obtaining u(x) and σ(x) from the Eq. (2) under conditions (4)–(8) is over-posed in sense that the
number of the conditions is greater than the number of unknown constants. Therefore, for arbitrary αk,l , (for k = 0, 1
and l = 0, 1, 2, 3), and γi , (for i = 1, 2, . . . , n − 1) there may be no solution (u, σ ), satisfying all of the conditions
(4)–(8). For this reason we suppose that the problem is posed correctly after Tikhonov, [3] i.e., it is known a priori
that the solution of problem exists. In other words, we assume that the data in the boundary conditions (4)–(8) have
“physical meaning” and, therefore, the solution exists.
The problem is how to convert this additional information to the missing information on the coefficients. The
solution approach proposed here is a generalization of the implementation of MVI to the similar problem given
in [10] for identification of a piece-wise coefficient of two parts (see also [6,7]).
3. Variational imbedding
Following the idea of MVI we replace the original problem with the problem of minimization of the functional
I(u, σ ) =
∫ 1
0
A2(u, σ )dx =
∫ 1
0
[
d2
dx2
(
σ(x)
d2u
dx2
)
− f (x)
]2
−→ min, (9)
where u satisfies the conditions (4)–(8),
σ is unknown piece-wise function, defined with Eq. (3).
The functional I(u, σ ) is a quadratic and homogeneous function of A(u, σ ) and, hence, it attains its absolute
minimum if and only if A(u, σ ) ≡ 0. In this sense there is one-to-one correspondence between the original equation
(2) and the minimization problem (9).
Since the function σ(x) is piece-wise, we can rewrite the functional I as
I(u, σ ) =
n∑
i=1
∫ ξi
ξi−1
[
ci
d4u
dx4
− f (x)
]2
−→ min . (10)
The necessary condition for minimization of the functional I are the Euler–Lagrange equations for the functions
u(x) and σ(x).
3.1. Equation for u
The Euler–Lagrange equation with respect to the function u reads
d2
dx2
σ
d2
dx2
A = d
2
dx2
σ
d2
dx2
[
d2
dx2
σ
d2u
dx2
− f (x)
]
= 0, (11)
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i.e.,
d2
dx2
σ
d4
dx4
σ
d2u
dx2
= d
2
dx2
σ
d2
dx2
f (x). (12)
Therefore, in the each interval ξi−1 < x < ξi , the function u satisfies the equation
ci
d8u
dx8
= d
4
dx4
f (x), (13)
under the boundary conditions (4)–(8). Since each Eq. (13) is of eight order we need some additional boundary
conditions. From the original problem we have
ci
d4u
dx4
∣∣∣∣
ξ−i
= f (ξ−i ), (14)
ci+1
d4u
dx4
∣∣∣∣
ξ+i
= f (ξ+i ), (15)
ci
du
dx
∣∣∣∣
ξ−i
= ci+1 dudx
∣∣∣∣
ξ+i
, (16)
ci
d2u
dx2
∣∣∣∣
ξ−i
= ci+1 d
2u
dx2
∣∣∣∣
ξ+i
, (17)
ci
d3u
dx3
∣∣∣∣
ξ−i
= ci+1 d
3u
dx3
∣∣∣∣
ξ+i
, (18)
where i = 1, 2, . . . , n − 1, and ξ−i , ξ+i mean the left-hand and right-hand derivatives.
3.2. Equation for σ
The problem is coupled by the equation for σ . Since σ is a piece-wise function, for the functional I we have
I(u, σ ) =
n∑
i=1
∫ ξi
ξi−1
[
ci
d4u
dx4
− f (x)
]2
=
n∑
i=1
[
c2i
∫ ξi
ξi−1
(uiv)2dx − 2ci
∫ ξi
ξi−1
uiv f dx +
∫ ξi
ξi−1
f 2dx
]
. (19)
After fairly obvious manipulations the equation for the constant ci , from the definition of σ , (3), adopts the form:
ci =
∫ ξi+1
ξi
uiv f dx∫ ξi+1
ξi
(uiv)2dx
, (20)
i = 1, . . . , n.
4. Existence and uniqueness of the weak solution
4.1. Uniqueness for u if σ is given
In this section we establish the existence and uniqueness of the weak solution of the problem (12) under the
conditions (4)–(8) and (14)–(18) if the function σ(x) is given.
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Let us consider now the space H(0, 1) comprised by the functions α, defined in the domain [0, 1], and satisfying
the following conditions
α(0) = α′(0) = α′′(0) = α′′′(0) = 0 (21)
α(1) = α′(1) = α′′(1) = α′′′(1) = α(ξi ) = 0, (22)
for i = 1, 2, . . . , n − 1, and, for a given piece-wise function σ(x) > 0, defined with Eq. (3), and
ciα
′(ξ−i ) = ci+1α′(ξ+i ), (23)
ciα
′′(ξ−i ) = ci+1α′′(ξ+i ), (24)
ciα
′′′(ξ−i ) = ci+1α′′′(ξ+i ). (25)
We expect that the functions under consideration are as many time differentiable as necessary. The following scalar
product is introduced inH(0, 1)
[α, β] =
∫ 1
0
(
d2
dx2
σ
d2
dx2
α(x)
)(
d2
dx2
σ
d2
dx2
β(x)
)
dx . (26)
The Eq. (26) is a scalar product since for σ(x) > 0, the equation
d2
dx2
σ
d2
dx2
α(x) = 0 (27)
with the homogeneous boundary conditions (21)–(25) has only a trivial solution, i.e. [α, α] = 0 is true only when
α(x, y) ≡ 0 in D. The spaceH(D), with the scalar product (26) is a Hilbert space.
Let us introduce a sufficiently differentiable function χ(x), defined in (0, 1), and satisfying the respective
conditions (4)–(8) and (14)–(18). Let us now define the functional
F(Φ) def=
∫ 1
0
(
d2
dx2
σ
d2
dx2
χ(x)
)(
d2
dx2
σ
d2
dx2
Φ(x)
)
dx −
n∑
i=1
∫ ξi
ξi−1
ci f (x)
(
d4
dx4
Φ(x)
)
dx, (28)
where Φ ∈ H(0, 1). Following the Riesz Representation Theorem, for the continuous linear functional F on the
Hilbert spaceH, there is a unique v ∈ H such that
F(Φ) = −[v,Φ] (29)
for all Φ ∈ H(0, 1).
A generalized (weak) solution of the problem (13), (4)–(8) and (14)–(18), defined as the function u := v + χ .
Therefore, for the weak solution u the following expression holds true∫ 1
0
(
d2
dx2
σ
d2
dx2
u(x)
)(
d2
dx2
σ
d2
dx2
Φ(x)
)
dx =
∫ 1
0
(
d2
dx2
σ
d2
dx2
(v(x)+ χ(x))
)(
d2
dx2
σ
d2
dx2
Φ(x)
)
dx
=
n∑
i=1
∫ ξi
ξi−1
ci f (x)
(
d4
dx4
Φ(x)
)
dx, (30)
for all Φ ∈ H(D).
If the classical solution of (12), (4)–(8) and (14)–(18), it is also a weak solution. We multiply the Eq. (12) by
Φ ∈ H, and integrate over the domain (0, 1) to obtain∫ 1
0
(
d2
dx2
σ
d4
dx4
σ
d2u
dx2
)
Φ(x)dx =
∫ 1
0
(
d2
dx2
σ
d2
dx2
f (x)
)
Φ(x)dx . (31)
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Integrating by parts over the intervals ξi−1 < x < ξi , and acknowledging the conditions for u, (4)–(8) and (14)–(18),
and Φ, (21) and (25), this becomes∫ 1
0
(
d2
dx2
σ
d2
dx2
u(x)
)(
d2
dx2
σ
d2
dx2
Φ(x)
)
dx =
n∑
i=1
∫ ξi
ξi−1
ci f (x)
(
d4
dx4
Φ(x)
)
dx . (32)
Theorem 1. The weak solution of the problem (13), (4)–(8) and (14)–(18) is unique.
In order to prove the uniqueness, we consider the difference uˆ = u1 − u2 between two supposed solutions u1 and
u2. It is obvious that uˆ ∈ H(0, 1). On the other hand, from Eq. (30), we obtain that∫ 1
0
(
d2
dx2
σ
d2
dx2
uˆ(x)
)(
d2
dx2
σ
d2
dx2
Φ(x)
)
dx = 0 (33)
holds for uˆ. Then, simply taking Φ ≡ uˆ, we have [uˆ, uˆ] = 0 and then uˆ ≡ 0.
Thus, we have shown that the Euler–Lagrange equation (12) possesses a unique solution under the boundary
conditions (4)–(8) and (14)–(18) provided that the coefficient σ(x) > 0 is given.
4.2. Correctness of the problem for σ
Since Eq. (20) is an explicit expression for the coefficients, it provides a unique solution for σ(x)when the function
u(x) is thought of as known.
4.3. Existence of a solution to the full MVI problem
Up to this point, we have shown that the two Euler–Lagrange equations (12) and (20) for u(x) and σ(x) possess
unique solutions, provided that in each of them the other function is thought of as known. This allows one to construct a
procedure for finding a solution to the full non-linear problem by means of iterations replacing σ(x) (when calculating
u), or u(x) (when calculating σ ) with their values calculated at the previous iteration.
If the iterations converge, then they will give one of the possible solutions of the problem. Thus, the existence of
the solution to the identification problem can be established a posteriori. In the light of what has been shown above in
this section, one can conclude that divergence of the global iteration will necessarily mean that there exists no solution
to the identification problem.
The convergence of the iterations, however, secure only the existence of the solution. It may not be unique, and
the iterations can converge to different solutions depending on the initial guess for the functions u(x, y) and σ(x).
This reflects the physical nature of the problem since one cannot expect to recover the exact shape of an object
behind a translucent screen using the shapes seen on the screen. There can exist objects that differ from each other in
constitution, but throw similar shadow on the screen. Regardless to this limitation, the approach based on MVI is a
very useful tool, that allows one to find at least one possible coefficient that is consistent with the over-posed data. In
order to limit the uncertainty of the coefficients estimation, it is possible to incorporate additional restrictions on σ(x)
based on additional physical information, but they go beyond the framework of the present paper.
5. Difference scheme
We solve the formulated eight-order boundary value problem using finite differences. It is convenient for the
numerical treatment to rewrite the eight-order equation (12) as a system of four second-order equations. In each
of the subintervals [ξi−1, ξi ], i = 1, 2, 3, . . . , n we solve the following system of four equations
u′′ = v (34)
v′′ = w (35)
w′′ = z (36)
z′′ = f ′′/ci . (37)
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Fig. 1. The mesh.
5.1. Grid pattern and approximations
We introduce a regular mesh with step hi (see Fig. 1) in each of the subintervals [ξi−1, ξi ], i = 1, 2, 3, . . . , n,
allowing to approximate all operators with standard central differences with second order of approximation.
For the grid spacing in the interval [ξi−1, ξi ] we have
hi ≡ 1ni − 2 ,
where ni is the total number of grid points in the i th interval. Then the gird points are defined as follows:
x ij = ( j − 1.5)hi for j = 1, . . . , ni , (38)
Let us introduce the notation
uij = u(x ij ) for , i = 1, . . . , n, j = 1, . . . , ni . (39)
We employ symmetric central differences for approximating the differential operators as follows:
d2u
dx2
∣∣∣∣
x=x ij
= u
i
j−1 − 2uij + uij+1
h2i
+ O(h2) (40)
for i = 1, 2, 3, . . . n and j = 2, ni−1. The differential operators in the boundary conditions (16)–(18) we approximate
with second order as follows:
u(ξ−i ) =
1
2
(uini−1 + uini )+ O(h2) (41)
u(ξ+i ) =
1
2
(ui+11 + ui+12 )+ O(h2), (42)
du
dx
∣∣∣∣
ξ−i
= 1
hi
(uini − uini−1)+ O(h2) (43)
du
dx
∣∣∣∣
ξ+i
= 1
hi+1
(−ui+11 + ui+12 )+ O(h2), (44)
where i = 1, 2, 3, . . . , n. We approximate v(ξi ) and v′(ξi ) similarly.
5.2. Difference scheme for “Direct” problem
In order to gather “experimental” data for the boundary conditions we solve numerically, on the same mesh (see
Fig. 1), the “direct” problem (2), (4) and (5) with given f (x) and σ .
5.3. General consequence of the algorithm
(I) With the obtained “experimentally observed” values of αk,l , (for k = 0, 1 and l = 0, 1, 2, 3), and γi , (for
i = 1, 2, . . . , n − 1) the eight-order boundary value problem Eqs. (11), (4)–(8) and (14)–(18) is solved for
the function u with an initial guess for the function σ .
(II) The current iteration for the function σ is calculated from (20). If the difference between the new and the old field
for σ is less than ε0 then the calculations are terminated. Otherwise the algorithm returns to (I) with the newly
calculated σ .
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Table 1
Obtained values of the constant σ and the rate of convergence for four different values of the mesh spacing
h σ |σ − σexact| Rate
Exact 1.0 – –
0.05 0.99999123093 8.769069934522E-06 –
0.025 0.99999804742 1.952580153119E-06 2.16704
0.0125 0.99999954187 4.581293466810E-07 2.09155
0.00625 0.99999988922 1.107772538145E-07 2.04809
Table 2
l2 norm of the difference u − uexact and the rate of convergence for four different values of the mesh spacing
h ‖u − uexact‖l2 Rate
0.05 7.282717992259E-04 –
0.025 1.782538799647E-04 2.03054
0.0125 4.408739248318E-05 2.0155
0.00625 1.096238335563E-05 2.0078
6. Numerical experiments
The accuracy of the developed here difference scheme and algorithm are checked with the mandatory tests
involving different grid spacing h. We conducted a number of calculations with different values of mesh parameters
and verified the practical convergence and the O(h2) approximation of the difference scheme.
To illustrate the numerical implementation of MVI we present three coefficient identification problems.
6.1. Constant coefficient
Consider the case when σ(x) ≡ 1 and
f (x) = exp(x)+ x2 + x + 1. (45)
Then, under proper boundary conditions, the exact solution is
u(x) = exp(x)+ x
6
360
+ x
5
120
+ x
4
24
. (46)
For this test we keep the number of intervals n in the definition of σ (3), equals to 1, i.e. n = 1. In other word, we
know a priori that the coefficient is constant. The goal of this test is to confirm second order of approximation of the
proposed scheme.
The values of the identified coefficient σ with four different steps h are given in Table 1. The rate of convergence,
calculated as
rate = log2
∣∣∣∣ σh − σexactσ2h − σexact
∣∣∣∣ (47)
is also shown in Table 1.
Similar results for the l2 norm of the difference between the exact and the numerical values of the function u are
given in Table 2.
This test clearly confirms the second order of convergence of the numerical solution to the exact one.
6.2. Constant coefficient as a piece-wise function
Consider the same solution (46) but now we do not assume a priori that the coefficient is a constant in the whole
interval. We identify the coefficient as a piece-wise function, as defined in (3), for n = 10. In each subinterval, the
expected value of sigma is 1. For this test we performed a number of calculations with different spacings h.
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Table 3
l2 norm of the differences u − uexact and σ − σexact and the rate of convergence for four different values of the mesh spacing
h ‖σ − σexact‖l2 Rate ‖u − uexact‖l2 Rate
0.1 5.055440424643E-09 – 2.714973635993E-05 –
0.05 1.051200604992E-09 2.2658 6.629752554572E-06 2.03391
0.025 2.346843878445E-10 2.16324 1.637387943545E-06 2.01756
0.0125 5.362505644613E-11 2.12974 4.068185363751E-07 2.00894
Fig. 2. The difference between numerical and exact values of solution u for for steps h with ten subintervals.
The l2 norm of the difference between the exact and the numerical values of the functions u and σ , and the rate of
convergence, calculated using the norm of the difference, for four different steps h, are given in Table 3.
The fact that the numerical solution approximate the analytical one with O(h2) is well seen from the Table 3.
6.3. Approximating smooth coefficient with piece-wise function
In this example we consider the approximation of a smooth coefficient with a piece-wise one. If the coefficient σ
is
σ(x) = x2 + 1, (48)
and
f (x) = (x2 + 4x + 3) exp(x), (49)
the exact solution, under respective boundary conditions is
u(x) = exp(x). (50)
Then, with the “experimentally observed” values of αk,l and γi obtained from the numerical solution of the direct
problem, we solve the inverse problem, restricting σ to a piece-wise function. One example of the piece-wise
coefficient for n = 5 is given in Fig. 2. When the length of the subintervals (ξi−1, ξi ) tends to zero (i.e., the number
of subintervals n tends to infinity), we expect O(1/n) approximation of the smooth coefficient (48), i.e.
ci →
(
ξi−1 + ξi
2
)2
+ 1 when n →∞, (51)
for i = 1, 2, 3 . . . , n.
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Fig. 3. The difference between numerical and exact values of solution u for for steps h with ten subintervals.
Fig. 4. The difference between numerical and exact values of solution σ for for steps h with ten subintervals.
For this test we use a fixed number of grid points for each subintervals, i.e. ni = 10, and we vary the number of
subintervals n and, respectively, the mesh size h = 1/(10n).
The differences between numerical and exact values of the function u for four different spacings: (h =
1/100; 1/200; 1/400; 1/800), are given at Fig. 3. The differences between identified values of σ and the exact values
of the coefficient are given at Fig. 4.
The l2 norm of the difference between exact and numeric values of σ , calculated as
‖σ − σexact‖l2 =
[
n∑
i=1
(ξi − ξi−1)
(
σi − σexact
(
ξi−1 + ξi
2
))2]1/2
(52)
and the l2 norm of the difference between exact and numeric values of u are given in Table 4.
Clearly, a second order of approximation is present in this case, too. This is because of the symmetry with respect
to the mid-point ξi−1+ξi2 of the subinterval [ξi−1, ξi ].
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Table 4
l2 norm of the differences u − uexact and σ − σexact and the rate of convergence for four different values of the mesh spacing
h ξi − ξi−1 ‖σ − σexact‖l2 Rate ‖u − uexact‖l2 Rate
0.01 0.1 2.1992831E-03 – 3.0664219E-05 –
0.005 0.05 5.5359663E-04 1.9901 6.3011971E-06 2.2828
0.0025 0.025 1.3863657E-04 1.9975 1.4920286E-06 2.0783
0.00125 0.0125 3.4674002E-05 1.9993 3.6784289E-07 2.0201
7. Conclusions
In the present paper we have displayed the performance of a technique called the Method of Variational Imbedding
for solving the inverse problem of coefficient identification in the Euler–Bernoulli equation from over-posed data. The
original inverse problem is replaced by the minimization problem for the quadratic functional of the original equation.
The Euler–Lagrange equations for minimization comprise an eight-order equation for the solution of the original
equation and an explicit equation for the unknown coefficient. For this system the boundary data is not over-posed. It
is shown that the solution of the original inverse problem is among the solutions of the variational problem, i.e., the
inverse problem is imbedded into a higher-order but well-posed boundary value problem (“imbedding problem”).
The imbedding problem possesses a unique solution which means that when the imbedding functional is zero, the
over-posed data is consistent and the solution of the imbedding problem coincides with the sought solution of the
inverse problem. The examples featured here are elaborated numerically with different coefficients by solving the
direct problem with a given coefficient and preparing the over-posed boundary data for the imbedding problem. The
numerical results confirm that the solution of the imbedding problem coincides with the direct simulation of the
original problem within the order of approximation error O(h2).
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