Abstract. Iterative regularization methods for nonlinear ill-posed equations of the form F (x) = y, where F : D(F ) ⊂ X → Y is an operator between Hilbert spaces X and Y , usually involve calculation of the Fréchet derivatives of F at each iterate and at the unknown solution x † . In this paper, we suggest a modified form of the generalized Gauss-Newton method which requires the Fréchet derivative of F only at an initial approximation x 0 of the solution x † . The error analysis for this method is done under a general source condition which also involves the Fréchet derivative only at x 0 . The conditions under which the results of this paper hold are weaker than those considered by Kaltenbacher (1998) for an analogous situation for a special case of the source condition.
Introduction
In this paper, we are interested in finding an approximate solution for a nonlinear ill-posed equation
where F : D(F ) ⊂ X → Y is an operator between Hilbert spaces X and Y with inner product and corresponding norm denoted by ·, · and · , respectively, and y ∈ Y . We assume that (1.1) has a unique solution x † . For δ > 0, let y δ ∈ Y be an available noisy data with (1.2) y − y δ ≤ δ.
As the given operator equation is ill-posed, its solution need not depend continuously on the data; i.e., small perturbations in the data can cause large deviations in the solutions. In order to overcome this problem, regularization methods are used so as to obtain stable approximate solutions. Iterative regularization methods are one such class of regularization methods. An iterative method with iterations defined by x Here, x 0 ∈ D(F ) is a known initial approximation of the solution x † . Assuming that F possesses Fréchet derivatives F (x) in a neighbourhood of x † , Bakushinskii [1] proposed an iterative method, namely, the iteratively regularized 3) has been done in [1] under a Hölder-type source condition
for some w ∈ X. In [4] , Blaschke et al. carried out an error analysis for the above method with stopping index k δ such that
for an appropriate c > 1. It is shown in [4] that the Hölder-type source condition
yields the convergence rate
In [5] and [6] , Hohage also considered the iteratively regularized Gauss-Newton method (1.3) under the logarithmic-type source condition
where f ν (λ) := log(1/λ) −ν , ν > 0, with stopping index k δ as in (1.5), and obtained the error bound as x
Recently, Langer and Hohage [8] extended the analysis in [5] and [6] by considering (1.3) with the stopping rule (1.5) under a general source condition of the form
yielding the error estimate
is a monotonically increasing continuous function satisfying f (0) = 0 and u(λ) = λ 1/2 f (λ). Here, we want to state that in all the above-mentioned error estimates, the results hold for the limit δ → 0.
Note that the source condition (1.9) includes the cases (1.6) and (1.8).
In [2] , Bakushinskii genearalized the procedure in [1] by considering a generalized form of the regularized Gauss-Newton method in which the iterations are defined by
) and each g α for α > 0 is a piecewise continuous function and (α k ) is a sequence of real numbers satisfying (1.4). In [3] , Kaltenbacher considered the above generalized procedure under the stopping rule in which the stopping index k 0 is chosen such that
. . , k 0 − 1} and for some τ > 1, wherê
.., k 0 , and the error estimate is obtained under the Hölder-type source condition (1.6).
1.1. The new method and the new stopping rule. We observe that in the iterative procedure (1.3) as well as its generalization (1.10) it is necessary to calculate the Fréchet derivative at each iterate. In this paper we define a new iteration procedure 2 . As iterations in (1.12) involve the Fréchet derivative of F only at one point x 0 , the calculations in (1.12) are simpler than in (1.10). Due to the simplicity of (1.12), we name this iteration as a simplified generalized Gauss-Newton method. We choose the stopping index k δ for this iteration as the positive integer which satisfies
Here τ > 1 is a sufficiently large constant not depending on δ, and
. We also observe that the source condition (1.9), as well as its special cases (1.6), (1.8), involves the Fréchet derivative at the exact solution x † which is practically an unknown quantity. So, in analogy to (1.9), we shall consider a source condition which depends on the Fréchet derivative of F only at x 0 .
Basic assumptions
In this section we consider some of the basic assumptions under which the results of the subsequent sections hold. First we consider the source condition.
Assumption 2.1. (i) There exists a continuous, strictly monotonically increasing function
is strictly monotonically increasing and convex.
We observe that the source condition (2.14) represents a class of source conditions and it is also suitable for both mildly and severely ill-posed problems, in particular, Hölder-type source conditions, i.e., with ϕ(λ) = λ ν , and logarithmic source conditions, i.e., with ϕ(λ) = [log(1/λ)] −ν (see [5] ). We also note that the source condition (2.14) involves the known quantity x 0 whereas the other source conditions (1.6) and (1.8) as well as their generalization (1.9) require the knowledge of the unknown quantity x † . Next we make an assumption on the operator F . 
Assumptions similar to (2.16) are considered by several authors for convergence analysis of the nonlinear ill-posed equations (cf. [3] , [4] , [5] ). It is shown in these references that several parameter identification problems useful in applications satisfy (2.16). But, for many ill-posed problems, it is an open question whether such conditions are satisfied.
For each α > 0, let g α : (0, M] → (0, ∞) be a piecewise continuous function, involved in the method given by (1.12). We shall also assume that ϕ and g α , α ≥ 0, have some additional properties as given in the following two assumptions.
Assumption 2.3. There exists a positive integer µ
We note that the Hölder-type source condition, i.e., with ϕ(λ) = λ ν , and the logarithmic source condition, i.e., with ϕ(λ) = [log(1/λ)] −ν , satisfy (2.17) for µ 2 = µ ν 1 and µ 2 = 1, respectively. Assumption 2.4. There exist positive real numbers ω > 0,
As examples, let us consider some of the well-known regularization methods such as 3. Error analysis 3.1. Background results. Now we discuss some of the results which are essential for the error analysis of the simplified generalized Gauss-Newton method.
Throughout this section we use the following notation:
First we observe from Taylor's formula that for u, v ∈ B r (x 0 ),
Hence, by the Assumption 2.2, it follows that 
Proof. We observe that
Hence, using (1.2), Assumption 2.4 (iv) and (3.19), we get
To prove (3.21) we consider two cases.
As the iteration is stopped according to the rule (1.13), we have
Case 2 :
From (3.22), (3.24), we get δ ≤ c 1 β k + c 2 A 0 e k−1 , as required in (3.21).
The following technical lemma is used in due course.
Lemma 3.2. Suppose
Proof. We have 
with c 1 and c 2 as in Lemma 3.1. Assume further that τ and C 0 satisfy the conditions in Lemma 3.2, and
Then for k ∈ {1, . . . , k δ } with k δ as in (1.13),
Proof. From (1.12), we have
2), Assumption 2.4 (ii), and (3.19), we get
Using (1.4) and (2.17), we get
.
Now by Lemma 3.2 we have b < 1 and the condition (
Now from (3.21), (3.31) we have
Using (3.31) and (3.33) in (3.32) we get
Thus, using the condition (3.25), we have
. Using Assumption 2.4 (ii) and (3.31), we get 
(b) We also note that the assumptions in Proposition 3.3 do not require any a priori knowledge of the exact solution x † except that x † − x 0 satisfies the source condition (2.14). Thus, the assumptions of Proposition 3.3 are more realistic than the assumptions considered in the literature (see, e.g., [6] , [4] , [3] ).
(c) We observe that for the particular case of ϕ(λ) = λ 2ν , results in Lemma 3.1 and Proposition 3.3 are analogous to the results of Lemma 2.1 in [3] . But, if we compare the assumptions of both under the framework of the present paper, we note that the conditions in Lemma 2.1 in [3] are more stringent than the conditions in Lemma 3.1 and Proposition 3.3. For example, in Lemma 3.1, we get the estimate (3.21) with c 1 = 1/(τ − 1) and c 2 = (1 + C 0 )/(τ − 1).
In [3] , an estimate similar to (3.21) is obtained by replacing both c 1 and c 2 above by c 2 . Note that c 1 < c 2 . We note that in Proposition 3.3 we need b = √ µ 1 µ 2 (c 2 + C 0 ) < 1, where µ 2 can be taken as µ 2ν 1 . In place of the above inequality, Lemma 2.1 in [3] uses the inequality
Note that
Also, in Proposition 3.3 we use the condition
where C 1 is as in Proposition 3.3 andC 1 =ã/(1 −b)ρ with
andb is as in (3.35) . From (3.36) and the fact that C 1 <C 1 , we have θ <θ. Thus, under the setting of the present paper, the conditions of Lemma 2.1 of [3] are stronger than the conditions of Lemma 3.1 and Proposition 3.3.
Lemma 3.5. Let (1.2) and Assumption 2.2 be satisfied and let C 0 < 1/2. Let the iterations (1.12) be stopped according to the stopping rule (1.13) and for
and for k ∈ {1, . . . , k δ − 1},
where From (3.19), for any u, v ∈ X, we have
Using (3.40) in (3.39), we have 
