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Abstract
Many mixing processes in engineering applications are turbulent. At high‐Schmidt
regime, the scalar scales are much lower than those of the velocity field, making difficult
instantaneous measurements and direct numerical simulation for studying systems of
practical interest. The use of large eddy simulation (LES) for analyzing transport and
mixing of passive and reactive scalars at high‐Schmidt (Sc) regime is addressed in this
article. We present two different approaches for studying scalar transport and mixing
in LES: the conventional approach is based on the modeling of the unclosed subgrid‐
scale scalar flux term in the filtered scalar equation by models commonly used for high‐
Sc flows. The second approach presented in this review for dealing with high‐Sc flows
is  based  on  the  use  of  a  filtered  mass  density  function  (FDF)  of  the  scalar  field.
Conclusions are presented about the relative merits of the two approaches.
Keywords: mixing, large eddy simulation, high Schmidt, filtered mass density func‐
tion
1. Introduction
At molecular scale, the mixing of two or more fluids having different composition is driven
by diffusion, a rather slow process. Turbulence increases the rate of mixing by the action of
large‐scale motions, making higher the contact surface area between adjacent unmixed fluid
“elements.” Turbulent mixing plays an important role in many engineering, biological, and
environmental applications. In the case of reactive systems, chemical reactions can only take
place after reactants are mixed at molecular level; in many of such systems, the availability of
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mixed reactants at the molecular scale limits the reaction rate; consequently, the mixing process
can be a controlling rate.
In the chemical and pharmaceutical industries, an inadequate mixing can raise the produc‐
tion costs due to the reduction in selectivity, low yield, undesired product accumulation, and
scale‐up and process development problems. Some costs related to mixing are reported by
Paul et al. [1]: in 1989, the cost of poor mixing in the U.S. chemical industry was estimated at
$1 to $10 billion; yield losses of 5% due to poor mixing are typical. In the pharmaceutical
industry, the costs due to lower yield and due to problems in scale‐up and process develop‐
ment are on the order of $100 and $500 million, respectively. In the 1980s, the pulp and paper
industry reported savings averaging 10–15% by introducing medium consistency mixer
technology in their processes.
Numerous studies have dealt with transport and mixing of passive scalars in systems where
the Schmidt number (Sc) is close to one, as it is the case for gas flows in which the smallest
scalar scale (the Obukhov‐Corrsin scale) is of the same order of magnitude or higher than the
smallest flow scale, the Kolmogorov scale (see Refs. [2–5]). However, in many industrial and
biological applications that take place in the liquid phase, the ratio of the fluid momentum
diffusivity to molecular diffusivity of the scalar is much greater than 1; so, the scalar field holds
finer structures than the velocity field (see Refs. [6–9]).The smallest scalar length‐scale when
the Schmidt number is greater than 1 is named the Batchelor scale (ηB) and is much smaller
than the Obukhov‐Corrsin scale, ηoc, and the smallest velocity length‐scale,—the Kolmogor‐
ov scale (η). The small dimension of the Batchelor scale makes accurate measurement of the
instantaneous concentration in turbulent liquid flows scarce and only possible with rather
sophisticated systems [10].
To overcome many of the difficulties found in mixture‐based processes, numerical simula‐
tion appears as an important tool for design and process improvement, as it can predict
important information about the flow and scalar fields, which is hard to measure. When
numerical simulations of industrial process are carried out, key requirements are the compu‐
tational efficiency, algorithm robustness, and accurate representation of the process.
Models that correctly represent the mixing processes in turbulent flows are important for the
design of various engineering and environmental applications where turbulence plays an
important role. While the current understanding of turbulence allows a reasonable descrip‐
tion of the flow field, a universal description of turbulent mixing processes remains a
challenge [11, 12].
Direct numerical simulation (DNS) gives the most detailed information about the flow, as it
resolves all the scalar length‐ and timescales by setting up the spatial resolution according to
the smallest scalar/flow scale. No empirical closure or turbulence model assumptions are
required. DNS has been useful for the study of transition and turbulent flows [13]. Because
physics and chemistry are properly represented, DNS has also been used for the analysis of
complex phenomena in combustion systems [14]. The use of DNS has been increasing as a
complementary means of study of turbulent mixing process [15]. Sophisticated discretiza‐
tion schemes are used by DNS, imparting low flexibility when complex geometries are used
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[13]. The full‐scale resolution requirement makes very expensive the computational cost, and
sometimes prohibitive, even for future computational capabilities. The computational cost
rises as Re3. Approximately 99% of calculations are used to solve the dissipation scales [16].
For these reasons, DNS is not a viable choice for systems of practical importance at high
Reynolds and Schmidt numbers.
A more realistic alternative to DNS is the utilization of spatial filtering or temporal ensemble
averages, such as large eddy simulation (LES) and unsteady Reynolds averaged Navier‐Stokes
equations (U‐RANS) [17]. When LES and U‐RANS formulations are used, additional terms
appear in the transport equations. These terms need to be modeled. The information given by
DNS has been useful to validate the unclosed terms of LES and RANS approaches [18].
RANS is based on the application of the Reynolds decomposition to any quantity
Q(x, t)=Q(x, t )¯ + Q '(x, t), where Q(x, t )¯ is the mean of Q, and Q '(x, t) is the deviation from the
mean. The temporal average must be done for time intervals greater than any flow time‐
scales. Averaged equations contain additional unknown terms: Reynolds stresses, scalar
fluxes, and averaged source terms. These terms are unclosed, and turbulence models must be
provided in order to close the mathematical system. In RANS, the largest scales are solved,
and the turbulent spectrum information is provided by turbulence models. By using RANS, a
good balance between results and computational cost is obtained. RANS is useful in engi‐
neering, especially for industrial and environmental sectors [19]. It is possible to perform
parametric studies, considering its low computational cost. The main limitation of RANS
models is that they only give limited information about turbulence, because all turbulent scales
are modeled. Although RANS has achieved reasonable good precision for simple flows, in the
reproduction of large‐scale organized and nonstationary turbulence structures, when strong
streamline curvature or nongradient transport is present, RANS has achieved limited
success [20]. Some inaccuracies arise from the turbulent viscosity hypothesis, the equation for
ε and the nonuniversality of the model's constants which have to be tuned in order to improve
the simulation results [16]. Although RANS provides a reasonable computational cost‐
precision ratio, it does not always predict the concentration fluctuation distributions [21] in
turbulent reacting liquid flows; in the case of stirred tank reactors (STR), the turbulent kinetic
energy is unpredicted in the impeller region and discharge stream [22–25].
On the other hand, LES can be viewed as an intermediate approach between DNS and RANS,
because in the former all turbulent structures are calculated, while in the latter they are
modeled. The idea of LES is to solve the large, nonuniversal, anisotropic turbulent scales and
to model the small turbulent scales, which contain less kinetic energy and are nearly univer‐
sal and isotropic. These small scales are easier to model than the whole turbulent spectrum.
The LES approach was proposed by Leonard [26]. A higher fidelity on the representation of
the flow structure than RANS is expected, since the geometry‐dependent, large turbulent
scales are calculated.
The cut‐off length must be proportional to the longitudinal integral length‐scale [16], LEI.
Typically, 92% of the kinetic energy is resolved for a one‐dimensional flow and 80% for a three‐
dimensional flow [16]. The proportionality constant depends on the filter specification. The
uncertainty about residual motions is lowered by reducing the filter width; therefore,
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constitutive LES equations are grid‐dependent, that is, LES is an incomplete model. Referenc‐
es [27–29] review the LES literature.
Compared to DNS, LES saves the computational cost of solving the lower turbulent scales (99%
of DNS calculations), and can be used for the simulation of systems of practical importance.
However, it is more expensive than a k‐ε model for a given grid resolution.
In shear flows, LES prediction capabilities are diminished by the fact that in the viscous region,
the energy‐containing structures are of the same order of magnitude as the viscous length‐
scales (δv =v ρ / τw), and LES cannot solve them. To face this issue, it is possible to refine the
computational mesh in near‐wall zones in order to consider the small coherent structures
developed on those zones, but this refinement implies more computational effort. There are
three additional possibilities: incorporating the fluid behavior in the wall region by wall
models, simulating those zones with RANS (hybrid RANS‐LES), or incorporating wall‐
adapted SGS closures.
Most research efforts in LES for reactive flows are concentrated on the SGS fluxes and Favre‐
filtered source terms [30]. In diffusion flames, chemical reactions take place after mixing of
reactive species is achieved at the smallest scales of turbulence (unresolved in LES); so, in LES
the combustion process must be modeled.
According to Ref. [31], the uncertainty initially contained in the nonresolved scales is propa‐
gated to the resolved ones; hence, it is said that SGS modeling is not a well‐posed problem.
LES results can be interpreted as a different realization of the flow. They could have the same
statistical properties of the flow and may predict the same spatially organized structures but
at a different location.
LES has been successfully applied to turbulent flows, in particular to complex geometries in
liquid phase such as stirred tank reactors (see Refs. [10, 24, 32–34]). Because LES equations are
unclosed, SGS models must be supplied in order to specify the SGS stresses, SGS scalar fluxes,
and filtered reaction terms.
There are still unanswered questions about the behavior of high Schmidt turbulent flows. LES
could be an alternative method for studying these flows, as long as the flow's physical behavior
can be captured by the subgrid‐scale models [15]. The LES equations are presented in the
following section.
2. Large eddy simulation (LES)
Spatial scale separation is done by applying a low‐pass filter to the governing balance
equations. This set of filtered equations governs the dynamics of the large scales. Spatial
fluctuations, lower than a defined filter cut‐off length ‐Δ‐, are smoothed or removed. The
spatial filtering operation of a flow variable Q, being a function of time and space, is defined
by the convolution integral:
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(1)
where Q = Q L + Q”. Favre filtering has been applied to Eqs. (1) and (2). G is the filter kernel
defined over the entire domain. The filter kernel depends on the filter width, Δ, and must
satisfy a set of conditions (see Ref. [16]). Favre‐filtered mass, momentum, and scalars’ balance
equations are as follows:
(2)
(3)
(4)
where the symbol ∂ denotes the partial differential operator, and the summation convention
is used for repeated indices. Time (t) and spatial coordinates (xj) are the independent varia‐
bles; ρ is the fluid mass density; ϕα is the mass‐weighted value of the scalar field (e.g., internal
energy, mass fraction); uj is the mass‐averaged velocity in the j‐direction; p denotes pressure;
τij is the shear stress tensor; and J  is the diffusive flux of the scalar.
New terms appear in LES equations, as it occurs in RANS. These terms account for resolved
and subgrid scales’ interactions. The SGS stresses (τijSGS) and SGS scalar fluxes ( jα, jSGS ) are
defined by
(5)
In addition, a model is needed for filtered source terms. Subgrid‐scale (SGS) models must be
supplied in order to specify the SGS stresses, SGS scalar fluxes, and filtered reaction terms.
The main task of SGS stress tensor model is to dissipate the energy transferred from turbu‐
lent large scales. The dynamics of the subgrid scales affect that of the resolved flow field
through the subgrid‐scale stress tensor.
There are several SGS stress tensor models (for review, see Refs. [17, 35]). The simplest models
are based on the gradient assumption. More complex models are of first and second order. As
the model complexity increases, so does the required number of equations. Those models
based on eddy viscosity show good balance between accuracy and numerical computation
and present good prediction abilities in turbulent combustion and other highly interacting
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processes. It is also possible to close the LES approximation by PDF methods, such as the
velocity‐filtered density function (VFDF) [36] and the velocity‐scalar filtered mass density
function (VSFMDF) [37], but this approach increases considerably the number of equations to
be solved. This procedure increases the computational cost 15–30 times longer than the
Smagorinsky [38] and dynamic Smagorinsky [39, 40] models, respectively.
2.1. The Smagorinsky model
The Smagorinsky model [38] is one of the pioneer SGS models in the development of LES. Its
simple formulation and good performance have made it very popular, and it is used in this
work. The Smagorinsky model is an eddy‐viscosity based model, which assumes equilibri‐
um between the turbulent kinetic energy dissipation and production rates to obtain a relation
between the characteristic velocity and the resolved strain rate. A Boussinesq approximation
is applied to the deviatoric part of the SGS stress.
(6)
where νT  is the subgrid eddy viscosity of residual motions and δ is the Dirac delta function.
The filtered strain rate is given by
(7)
The subgrid eddy viscosity is modeled in a similar way as the mixing length:
(8)
where Cs is the Smagorinsky coefficient. This Model parameter is not universal and depends
on the flow configurations. While for isotropic turbulence, the Smagorinsky coefficient is
about 0.17 [41], for other configurations this value may not be correct; for a channel flow, the
Smagorinsky coefficient is about 0.1 [42]. In addition, the spatial variation of this coefficient
makes it difficult to find a proper value. This model parameter can be dynamically calculat‐
ed by using the dynamic procedure [39, 40], in which, by assuming scale invariance, a test filter
greater than the filter width, Δ, can be used for calculating Cs from the resolved flow field.
2.2. The dynamic Smagorinsky model
The major drawback of the Smagorinsky model is that a single universal constant cannot
correctly represent different turbulent flows. Germano et al. [39] proposed a dynamic
procedure for computing the Smagorinsky model coefficient, based on the instantaneous
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information given by the filtered velocity field. The coefficient is locally recalculated during
the simulations; so, it is no longer necessary to specify its value as an input parameter.
The dynamic procedure is based on the idea that the information given by the smallest resolved
scales can be used to model the largest unresolved scales, as they have a similar behavior. The
latter can be done by employing a test filter, with the test filter width larger than the filter
width (Δ), usually taken as Δ^ =2Δ.
A model for the SGS stress is
(9)
where Cdyn is a Model parameter, and the term should be modeled. If the test filter is applied
to the filtered momentum equation, the filter stress has the form:
(10)
As it was the case for the SGS stress, a model for the filter stress is
(11)
The coefficient has been assumed to be independent of the filtering process. By applying the
test filter on the unresolved SGS scalar flux (τijSGS) and subtracting it from the test filter stress
(Tij), the resolved part of the SGS stress tensor is obtained. This is the Germano identity [40]:
(12)
The Germano identity can be partially satisfied by replacing model equations for the SGS and
filter stresses [Eqs. (9) and (11), respectively] into Eq. (12), giving an approximation for the
model coefficient (Cdyn):
(13)
Equation (13) is overspecified, because there are five independent equations and one un‐
known value. There are different ways to calculate the coefficient. By applying a least‐squares
methodology, Lilly [40] minimized the error incurred in the calculation of the coefficient. The
error is
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(14)
The minimum corresponds to
(15)
leading to
(16)
The calculation of the parameter generates spatial and temporal fluctuations, as well as
negative values [43]. Regions with a negative coefficient may be interpreted as regions where
backscatter takes place. According to Carati et al. [44], the dynamic Smagorinsky model does
not have information about the amount of energy that is available in the subgrid scales.
3. Subgrid‐scale scalar flux models
In the context of mixing of scalars, the interaction between resolved and nonresolved scalar
structures is accounted for by the unknown SGS scalar flux term, which must be provided via
SGS scalar flux models. In the context of mixing, the aim of LES closures is to express the SGS
scalar flux in terms of the known filtered values in order to close the numerical set or partial
differential equations. Accounting for the nature of turbulent mixing, where various regimes
are present in the scalar spectrum, modeling of the SGS scalar flux models is a complex task
that is far from trivial [45].
Macromixing, mesomixing, and micromixing happen simultaneously as the mixing process is
taking place. The spatial and temporal transport of large‐scale structures describes the
macromixing, and they can be solved in LES. Mesomixing is driven by turbulent fluctua‐
tions in the energy‐containing range, and viscous convective deformations of fluid elements
and molecular diffusion are responsible mechanisms for micromixing. Because the inertial
range of the velocity spectrum is modeled in LES, mesomixing can be expressed by gradient
correlations. On the other hand, characterization of micromixing can be based on the second
statistical moment (variance) of the local concentration distribution [46–48]. A physical
meaning of the concentration variance is that it provides a measure of the scalar distribution
from small‐scale homogeneity. The variance production, then, is dependent on the scalar flux.
There are many published works proposing SGS scalar flux models; most of them were
developed for gas flow. For review of SGS scalar flux models in gas flows, see Refs. [27, 49].
Even though gas‐based SGS scalar flux models have some limitations on the prediction of
mixing where high Schmidt number effects are important [48], physically based models for
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the SGS scalar flux have been rarely proposed. One exception is the study of Jaberi and
Colucci [50].
According to experimental data and DNS results, the assumption of isotropy at inertial and
dissipation scales of the scalar field is no longer valid for structured functions and derivative
skewness, when a mean scalar gradient is taking place [4, 8, 35]. Different models have been
proposed in order to take into account the anisotropic behavior of micromixing, mainly
focused on gas‐phase (see Refs. [50–52]), but their application for fluids with high Sc num‐
bers is scarce.
Few models have been developed or used for high Schmidt flows. The eddy diffusivity
model [53] with constant and dynamically calculated turbulent Schmidt number [39, 54] has
been widely used on the simulation of mixing at high Schmidt numbers [40, 55].
Other models used in the simulation of high Schmidt flows have been adapted from SGS stress
tensors or extended from their RANS counterpart. These models include the following:
1. The dynamic mixed model, originally developed by Zang et al. [55] to represent the SGS
stress tensor extended to the LES of scalar field by Na [56] in a turbulent channel (Sc/Pr
=1, 3, 10); The model was also used by Tkatchenko et al. [57] in the near‐field of a coaxial
jet mixer (Sc = 1000).
2. The dynamic structure model proposed by Chumakov et al. [58] and a priori tested using
DNS data of a nonreacting mixing layer and decaying isotropic turbulence.
3. The multifractal SGS stress tensor model introduced by [59, 60] and extended to model
the SGS scalar flux in a low Schmidt flow [61, 62] in a homogeneous isotropic turbu‐
lence at Sc = 100 [15] and a jet mixer [63].
4. The implicit method (non‐SGS model), in which discretization methods are developed,
so that the truncation error itself acts as an implicit SGS model. This approach was applied
to a stirred tank reactor by Revstedt et al. [32] and isotropic turbulence and channel
flow (Sc = 1, 3, 10, and 25) by Hickel et al. [45].
On the other hand, the anisotropy model [48] was proposed for the simulation of mixing of
passive and active scalars. Simulation results of mixing at low and high Schmidt regime have
shown its superior performance among other SGS scalar flux models. The anisotropy and the
eddy diffusivity models are presented in the following subsections.
3.1. The eddy diffusivity model
In analogy to the Smagorinsky model, most of the SGS scalar flux models are based on the
eddy diffusivity assumption. The eddy diffusivity model [53] can be viewed as a counter‐
part of the Smagorinsky model for the scalar field. The eddy diffusivity model relates the SGS
flux to the local filtered scalar strain rate, and the transport is assumed to be aligned to the
filtered scalar gradient [15]. The proportionality constant is called the turbulent Schmidt
number, which appears as an adjustable parameter. However, the turbulent Schmidt num‐
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ber can be dynamically calculated by using the methodology proposed by Germano et al. [39]
and further refined by Moin et al. [54].
(17)
where ScT is the turbulent Schmidt number, which is given by the ratio of SGS viscosity to the
SGS diffusivity (ScT =vT / DT ).
The eddy diffusivity model has been often used due to its simplicity, and it shows good results
for gas flows. The model has been widely used in simple and complex geometries, some
involving reactive scalars.
The turbulent Schmidt number appears as an adjustable parameter that can be tuned in order
to minimize the error with reference data. According to Durbin and Patterson [63], the value
is dependent on the type of flow, and is in the range 0.1–1 [27]. Various authors (see Table 1)
have proposed different values for the nondimensional parameter ScT in high Schmidt flows.
Configuration ScT Reference
Stirred tank
reactors
0.8 [23]
0.7 [24]
[113], [114]
Channel 0.25 [110]
Inclined channel 0.7 [109]
Confined
impinging jets
0.4 [108]
Coaxial jet 0.7 [107]
Jet in channel 1.0 [48]
Mixing layer 1.0 [48]
Co‐flowing jet 0.7 [99]
Table 1. Turbulent Schmidt number used in LES of high Schmidt flows.
In turbulent shear flows, different orientations of the mean scalar gradient yield different
values for the turbulent Schmidt number [49]. A constant value of ScT is, therefore, not
adequate. The turbulent Schmidt number can be thought of as a parameter that characteriz‐
es the dissipative/diffusive cut‐off scales of the velocity and scalar fields. The behavior of the
scalar mixing spectrum, presented in Section 2.2, indicates that a universal distribution of an
effective turbulent Schmidt number cannot exist [27].
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3.2. The eddy diffusivity model with dynamic procedure
Similar to the dynamic Smagorinsky model, in the dynamic model, the ScT in Eq. (17) can be
dynamically calculated by using the methodology proposed by Germano et al. [39], which was
further extended to scalar transport and compressible flow by Moin et al. [54]. By applying a
test filter over the filtered velocity and scalar fields, the turbulent Schmidt number can be
computed as follows [64].
The filter scalar flux is
(18)
where
(19)
Configuration Sc
(Pr)
Reference
Channel 0.1–200 [105], [106]
1–100 [104]
0.1–100 [103], [104]
Mixing layer 600 [10]
600 [34]
3300 [48]
Coaxial jet 1000 [57]
Jet in channel 3300 [48]
Grid‐generated turbulent flow 600 [102]
Co‐flowing jet 2000 [98], [99]; [102]
Table 2. Previous works of turbulent mixing of Sc >> 1 using the dynamic procedure.
On implementation of the dynamic procedure, negative values are clipped to zero, and a
relaxation process is imposed to instantaneous values.
The dynamic procedure is one of the most popular SGS scalar flux models in LES of high
Schmidt flows. Table 2 summarizes the geometry and Schmidt numbers of previous works,
using the dynamic eddy diffusivity model.
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Theoretical considerations suggest that the dynamic procedure should be adequate for LES,
where the scalar fluctuations are resolved but the velocity fluctuations are not, so that SGS
kinetic energy transfer takes place [27]. This is the case of low Schmidt flows.
Since the eddy diffusivity model assumes the alignment of the scalar flux with the scalar
gradient, this approach does not predict realistic values of the scalar flux components [45, 48].
In addition, errors are introduced, as the model does not account for the different dynamics
of the velocity and scalar fields.
3.3. The dynamic anisotropy model
Another recent SGS scalar flux model is the anisotropy model [48]. Contrary to the eddy
diffusivity and dynamic models, the anisotropic model [48] accounts for the nonlinear
contributions of the SGS to the turbulent scalar flux. If it is assumed that the turbulent flow
field (mean velocities and turbulence characteristics) is available from LES using the dynam‐
ic‐based Smargorinsky SGS model [39], the anisotropy model is the simplest explicit aniso‐
tropic‐resolving algebraic form, and consists of a cubic formulation in terms of the scalar
gradients. This model is thermodynamically consistent as it agrees with the irreversibility
requirement of the second law of thermodynamics [47, 65]. It combines the linear eddy
diffusivity model with an additional term coupling the (deviatoric) SGS stress tensor and the
gradient of the filtered scalar field. Pantangi et al. [65] present a detailed analysis:
(21)
where Ddev is the anisotropy model coefficient. Both DT and Ddev depend on the invariants of
τijSGS  and ∂ ϕ L∂ xj . The tensor diffusivity is defined by
(22)
The anisotropy model may lead to other models proposed in the literature, according to the
modeling level used for the deviatoric part of the SGS stress tensor. Note that the additional
term is a measure of how local mixing, dependent on the molecular Schmidt number through
the SGS timescale, is influenced by the nonresolved flow structures (see Eq. (9) in Ref. [65]).
If the turbulent flow field (mean velocities and turbulence characteristics) is available from the
LES solver using the dynamic‐based Smargorinsky SGS model, the anisotropy model is the
simplest explicit algebraic model that solved accounts for the anisotropy found in turbulent
flows. In the context defined by the Smagorinsky model, the anisotropy model can be
developed by expressing the SGS timescale using the filter size and the subgrid viscosity. The
anisotropy model reads:
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The anisotropy coefficient, Dan, can be either specified or calculated by the dynamic proce‐
dure as well as the ScT. A preliminary evaluation of this procedure was reported in Ref. [47]
for chemical liquid flows and for gases in Ref. [46]. In order to compute the anisotropy
coefficient, the turbulent Schmidt number must be calculated using Eqs. (21)–(23). Then, the
calculation of the anisotropy model coefficient is done as follows:
(24)
4. The filtered density function (FDF) approach
A second approach in the LES mixing context is to solve the joint probability function of the
SGS scalars [66], named filtered density function (FDF), in conjunction with the filtered
momentum equations from LES. In this approach a filtered density function (FDF) is used to
quantify the probability to find a filtered variable of the flow (Y) in the range (Y*–ΔY/2, Y*
+ΔY/2). The fundamental property of the FDF method is to account, in a probabilistic way, for
the effects of SGS fluctuations. The advantage of the FDF approach over other methods is that
the chemical source term appears in a closed form, so that the turbulent/chemistry interac‐
tion can be correctly included. The counterpart of the FDF equation in the RANS context is
named probability density function (PDF) equation. The main difference between PDF and
FDF is that temporal fluctuations over different flow realizations are characterized by the use
of PDF, while the instantaneous subgrid‐scale fluctuations are characterized by the use of
FDF [67]. The PDF is the expected value of the FDF in the limit of vanishing filter width [68].
The statistical information of the reactive scalar fields can be obtained explicitly from a
transport equation. Pope [66] introduced the mathematical definition of the FDF transport
equation. Pope [66] highlighted one of the major advantages of the FDF approach: the chemical
reaction term in the FDF transport equation is closed; so, the modeling of this term is no longer
required. Drozda et al. [69] present an overview of the state of progress in FDF.
The mass‐filtered mass density function (FDF) is defined as
(25)
where Ψ is the sample space variable for each composition and f ' is the fine‐grained joint FDF
of compositions [16], defined as
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(26)
Based on the properties of Dirac delta functions and, after some manipulation, the FDF
equation is [70]
(27)
The introduction of the scalar balance equation into Eq. (19) gives
(28)
The zeroth, first, and second order moments of FDF are
(29)
.
Conditionally filtered terms of equations are unclosed. The conditional advection term can be
modeled by the conventional gradient diffusion [70]:
(30)
where DT is the SGS diffusion coefficient. The conditional diffusion term in Eq. (30) accounts
for transport in the physical space and mixing in the composition space. It has to be mod‐
eled by mixing models. The interaction by exchange with the mean model (IEM) or linear mean
square estimation (LMSE) [71, 72] is described by Eq. (32) [70]:
(31)
where CΩ is the frequency of mixing within the subgrid, and it can be modeled as
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(32)
where CΩ is the SGS mixing time constant. The solution of the FDF equation by convention‐
al difference schemes is intractable due to the high‐dimensionality of the equation: the
computational cost rises exponentially as the number of scalars increases [73]. To overcome
this problem, stochastic methods have been used for the solution of the equation, because the
computational cost rises linearly with the number of scalars [74].
The FDF approach also has a modeling requirement, because the conditional convective flux
and conditional diffusion terms in the FDF transport equation are unknown. By deducing an
equation for the conditional convective flux based on the velocity‐scalar filtered density
function formulation, Ref. [75] showed that a gradient transport hypothesis model performs
well under many conditions. This model is usually implemented in FDF methods.
On the other hand, the conditional diffusion term accounts for transport of the FDF in the
physical space and mixing in the composition space by the action of molecular diffusivity, and
it has to be modeled by mixing models. From a theoretical point of view, McDermott and
Pope [30] developed a set of desirable properties that an ideal FDF mixing model should fulfill.
These properties differ from the corresponding PDF mixing models (see Ref. [16]). Most of the
FDF mixing models have been adapted from their RANS counterpart.
A widely used mixing model is the interaction by exchange with the mean (IEM) model [71,
72]. The IEM model has a deterministic origin, initially formulated for PDF methods in RANS.
The IEM states that the stochastic particle only interacts with itself, and the rate of change is
proportional to the distance to the mean in the scalar space. Equivalently, the model relaxes
the solution in the composition space toward the mean value; the relaxation is done over a
subgrid‐scale mixing time. The major drawback of the IEM model is that it preserves the shape
of the PDF, avoiding the relaxation toward a Gaussian distribution [76], being an unphysical
situation. However, as pointed by [77], large‐scale mixing in inhomogeneous turbulent mixing
problems also affects the shape of the distribution, and then limitation of the preservation of
the distribution becomes less critical.
Numerical solution of the RANS/PDF equations has shown that the IEM model does not have
good predictive capabilities (see Refs. [78, 79] for comparison of the accuracy of different PDF
mixing models). On the contrary, the IEM model performs reasonably well in FDF/LES
simulations. It has been used in most LES/FDF studies (see Refs. [70, 74, 78, 80–84] and others).
There are few LES/FDF works in which other mixing models were used.
Mitarai et al. [78] and Olbricht et al. [74] implemented the modified Curl model—MCurl [85],
which is a particle interaction model based on Curl's model [86]. In the Curl model, the PDF
of the composition field is described by N stochastic particles. Mixing results from the
movement of these particles in the composition space. According to the “simple” model, the
mixing processes take place randomly between two stochastic particles, and the resulting
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composition of the new particle in the following time step is taken as the mean of the preced‐
ing particles. The Curl model produces a correct decay rate, but it relaxes the PDF to a bell‐
shaped curve instead of the Gaussian shape. This problem can be reduced by using improved
models. In the modified Curl model of [85], the particle gradually mixes with the other one at
a random mixing rate (for each pair of particles), instead of the originally instantaneous mixing
assumption.
The Euclidean minimum spanning tree model (EMST) from Ref. [87] was evaluated by Mitarai
et al. [78] and Shetty et al. [77]. The EMST is a sophisticated particle interaction model, where
local mixing in composition space occurs between the selected group of particles, in contrast
with the previous models (IEM, MCurl, etc.). Briefly, a Euclidean minimum spanning tree is
constructed on the ensemble of particles which are selected based on a defined state variable.
The Euclidean minimum spanning tree is formed by minimizing the length of the spanning
tree. Mixing occurs between pairs of particles connected by a common branch of the tree. The
EMST model has a superior performance over other PDF mixing models; however, it de‐
mands more computational time. In comparison to the IEM and MCurl, the implementation
in the numerical solvers is more complicated.
Cleary et al. [88] implemented the multiple mapping conditioning (MMC) mixing model [89].
In the MMC model, a reference space is mapped to the physical space in order to attain local
mixing in the composition space. This is done by choosing one or more reference variables
(e.g., mixture fraction, sensible enthalpy, scalar dissipation, and others). Mixing occurs
between particles that are close in both physical and reference spaces. The main difference of
the MMC model with the EMST model is that local mixing in the former model is indirectly
enforced in the composition space by assuring localness in the reference space, while it is
directly enforced in composition space in the latter model [90]. Therefore, the principle of
independence of scalars is assured in MMC. An advantage of the MMC model in FDF is that
the averaged joint scalar distribution can be well predicted by using fewer particles in the
computational domain than other models. However, the model has two unknown constants,
and the reference space has to be solved in LES.
A recent PDF mixing model is the parameterized scalar profile (PSP), developed by Meyer and
Jenny [91] and used by Shetty et al. [77] in LES/FDF. In this approach, it is assumed that one‐
dimensional effects dominate the dynamics of molecular diffusion at molecular interfaces. The
PSP model is based on a parameterization of one‐dimensional scalar profile in high Rey‐
nolds number flows. These scalar profiles are composed of scaled sinusoidal shaped sections,
which move with the fluid within a reference frame. There are three parameters used by the
scalar profiles; so, they become as additional properties of the particles. The latter makes the
model very expensive, because three additional equations must be solved.
A mixing model developed in the LES framework is the fractal IEM (FIEM) [77]. The FIEM is
a modified version of the IEM in which it is considered that the behavior of the system at the
small scales is repeated at the large scales. It is done by splitting the control volume into many
smaller control volumes, each one having the same size, allowing strong mixing in the smaller
control volumes and further weak mixing in the larger control volume. The model uses two
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additional empirical parameters that account for the relative importance of the two mixing
steps into the global mixing process. These constants are tuned by trial and error.
The performance of different mixing models was evaluated by Mitarai et al. [78]. These authors
compared the numerical results of IEM, EMST, and MCurl in RANS/PDF and LES/FDF with
DNS data of a gas diffusion flame with one‐step reaction. The predicted filtered temperature
was in an acceptable agreement with DNS results; the results from MCurl and IEM models
were similar, while a better agreement was achieved with the EMST model. The mean and
variance of the mixture fraction were accurately predicted by all mixing models. Their results
also showed that LES/FDF approach provides much better results than the RANS/PDF in
which marked differences between PDF mixing models were observed.
Shetty et al. [77] compared the predictions with IEM, EMST, PSP, and the FIEM mixing models
in LES/FDF when modeling a low Schmidt three‐stream turbulent jet. Comparisons with
experimental data were done in the near‐field of the configuration [max. downstream
location = 7.2 jet diameters]. The simulation results of the mean and RMS of the radial scalar
distribution obtained with all models followed the experimental observations. However, the
FIEM results were in better agreement with the mean experimental observations at the largest
downstream location. Results showed fast mixing of the scalar of the inner jet and slow mixing
of the scalar of the annular jet, but, conversely, this did not happen when the FIEM was used.
Large scale motions play an important role in mixing at the unstable shear layers formed
between the inner, annular, and co‐flowing streams, mainly due to entrainment processes. In
the inner part of this jet, the scalar field may behave similar to the velocity field. Because the
filtered velocity field is supposed to be the same for all tests [not showed in the chapter], little
variations are expected in the performance of different mixing models, as was the case for the
IEM, EMST, and PSP models. This suggests that the performance of the FIEM could be the
result of artificial diffusion transport in the calculations.
Another aspect in the development of FDF is the fact that in LES there may be computation‐
al zones where the velocity field is locally fully resolved (the DNS limit). The mixing model
has to take into account this aspect. McDermott and Pope [30] showed that the latter can be
accomplished by using a mean drift term in the particle composition equation, rather than a
random walk in physical space. The model developed by McDermott and Pope [30] correct‐
ly reduces to DNS in the limit of vanishing filter width and is able to deal with differential
diffusion.
On a discrete representation of the FDF at a given time, the particles in the sample space
correspond to particles in physical space, and distance between particles in the subgrid volume
is small [67]. In a LES/FDF computational domain, the numerical solution of a FDF equation
using a particle‐based method may involve 106–108 stochastic particles. Therefore, the scalar
resolution increases and may approximate to that of DNS, depending on the Schmidt number.
According to Klimenko [92], in the DNS limit, when the physical distance between particles
becomes infinitesimally small (particle‐based solutions of the FDF equation), many mixing
models behave essentially the same. Furthermore, recalling the differences between PDF and
FDF methods, the modeling requirements are different: in the RANS context, the PDF aims to
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solve mean scalar values, and fluctuations about the local mean value must be represented by
the mixing models; contrarily, spatially filtered scalar values are sought in the LES approach,
and the role of mixing models is to deal with SGS fluctuations about the local spatially filtered
scalar. For these reasons, it is expected that simple mixing models used by the FDF method
can provide a good approximation [68, 93]. In contrast, RANS has higher levels of sensitivity
on the mixing model selection; so, the closure of the conditional diffusive term is the main
difficulty in the application of PDF methods [88].
For review of the FDF method, see Haworth [93] who presents a comprehensive paper about
theoretical aspects, physical models, numerical algorithms, and applications of PDF‐FDF
methods. Drozda et al. [69] present an overview of the state of progress of LES/FDF methods
applied to the particular case of turbulent combustion.
The application of the FDF method to high Schmidt flows is scarce. Schwertfirm et al. [94–96]
used the FDF approach to study high Schmidt number flows using the DNS of the flow field
(a priori analysis). Schwertfirm et al. [94–96] showed for three different Schmidt numbers (Sc
= 3, 25), that if a correct definition of the SGS mixing frequency is done then the statistical and
instantaneous behavior of the scalar field can be well predicted by using the IEM mixing model.
One important finding is that the SGS scalar variance transport can be neglected in the SGS
mixing frequency definition.
Van Vliet et al. [97] applied the LES/FDF approach to a tubular reactor with a moderated
Reynolds number (Re = 4000) and high Schmidt number (Sc = 2000). They used IEM mixing
model. They compared the mean and variance concentration distribution in the axial direc‐
tion with a few experimental data, and without reaction (conserved scalar). From a qualita‐
tive point of view, simulation results are in agreement with experimental observations.
However, the quantitative comparison of simulation results with experimental information
shows that the simulated concentration (mean) decays faster. A similar behavior was exhibit‐
ed by the scalar variance, showing a poor agreement with experiments. The discrepancy
between experiments and simulations indicates that the mixing rate is overpredicted due to
an inaccurate estimation of the subgrid‐scale mixing time, rather than a feature of the IEM
model. The performance of the reactor was studied by the LES/FDF approach by changing the
Damköhler number over eight (8) orders of magnitude. A LES/FDF numerical study of a low‐
density polyethylene tubular reactor was done by Van Vliet et al. [81], at the vicinity of the
initiator injection point. Multiple reactive scalars were solved (concentration and tempera‐
ture), and a mechanism of six chemical reactions was used.
Experimental studies indicate that in gas flows, the subgrid mixing time constant is not
universal, having values between 0.6 and 3.1 in the RANS context [76]. Different values of the
SGS mixing time constant have been reported, mostly in the range 2–10 for gas flows. For liquid
flows, Van Vliet et al. [97] used a value of 3. Mejía et al. [98] evaluated four values (between 4
and 10) in a turbulent round jet. They found that as the subgrid mixing time constant increas‐
es, the jet decay rate as well as the mixing rate decreases. The nonuniversality of this con‐
stant can affect the predictive capability of LES.
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The works of Van Vliet et al. [81, 97] and Schwertfirm et al. [94–96] demonstrate the feasibili‐
ty of performing (advanced) numerical simulations of systems of practical interest (e.g.,
industrial reactors), with minimum assumptions and complex chemistry. The numerical
simulation is a valuable tool for designing, optimizing, and evaluating such processes. Their
simulations showed that the calculation of the SGS mixing time, a common parameter in many
mixing models, is an Achilles heel in their simulation of the high Schmidt flow, and it may be
also the case for other high Schmidt systems.
5. Comparison between different SGS scalar flux models and the FDF
method
In previous works [98, 99], we simulated a turbulent round jet (Re = 10,000) discharging diluted
rhodamine B in a co‐flowing stream of water (Sc = 2000), using large eddy simulation. The flow
configuration is detailed by Antoine et al. [100]. Three different models for the unknown
subgrid‐scale (SGS) scalar flux term were used for closing the filtered scalar balance equa‐
tion: eddy diffusivity model with both constant turbulent Schmidt number (ScT = 0.7) and
dynamically calculated turbulent Schmidt number, and the dynamic anisotropy model. In
addition, the filtered density function (FDF) method was implemented. The interaction by
exchange with the mean (IEM) mixing model was used for closing the conditional diffusion
term in the transported FDF equation. The FDF transport equation was solved using a Monte
Carlo method.
Figure 1. Radial mean concentration distribution across the jet. Experimental data (symbols) from Ref. [100]: + = 70; ● =
80; × = 90. Simulation results (lines) from Refs. [98, 99]: Solid line: eddy; dashed line: dynamic; dotted line: anisotropy;
dashed‐dotted line: FDF.
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Figure 2. Radial mean (a) and fluctuation (b) concentration distribution across the jet. Experimental data (symbols) from
Ref. [100]: + = 70; ● = 80; × = 90. Simulation results (lines) from Refs. [98, 99]: Solid line: eddy; dashed line: dynamic; dotted
line: anisotropy; dashed‐dotted line: FDF.
Figures 1 and 2 compare the simulated radial mean and fluctuation distribution of the scalar
concentration [98, 99], normalized by the centerline value (η = r/x, where r is the radial
coordinate and x is the downstream distance from the nozzle exit), with the experimental
data [101].
Having in mind the limitations of the eddy diffusivity model, it is noted in Figure 1 that the
mean concentration distribution is predicted reasonably well. On the other hand, Figure 2
reveals that the three SGS scalar flux models fail to reproduce the concentration fluctuations
at higher values of the nondimensional radial coordinate (η). Although the LES simulation
results of the concentration distribution in radial direction are similar for the tested SGS scalar
flux models in Figures 1 and 2, the dynamic anisotropy model provides a better perform‐
ance. In LES, a mesh grid refinement would improve the simulation results. Mejía et al. [98]
also showed that if the mesh grid is further refined, the dynamic eddy diffusivity improved
its predictive capabilities.
Figure 3. Streamwise velocity‐concentration correlation across the jet. Experimental data (symbols) from Antoine et al.
[100]: + = 70; ● = 80; × = 90. Simulation results (lines) from Refs. [98, 99]: Solid line: eddy; dashed line: dynamic; dotted line:
anisotropy; dashed‐dotted line: FDF.
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Figure 4. Radial velocity‐concentration correlation across the jet. Experimental data (symbols) from Antoine et al. [100]:
+ = 70; ● = 80; × = 90. Simulation results (lines) from Refs. [98, 99]: Solid line: eddy; dashed line: dynamic; dotted line:
anisotropy; dashed‐dotted line: FDF.
The simulation results of the FDF approach are in good agreement with the mean and
fluctuations concentration distribution for all regions of the jet. The radial distributions of the
axial and radial scalar fluxes are presented, respectively, in Figures 3 and 4.
Figures 3 and 4 show that the dynamic eddy diffusivity and anisotropy models reproduce the
behavior of the scalar fluxes for low and intermediate values of the radial coordinates.
The agreement of the simulations of the FDF method (Figures 3 and 4) with the experimen‐
tal data is good, and much better than that obtained with LES simulations using advanced SGS
scalar flux models, such as the anisotropy model (see, e.g., Figures 1 and 2 ). The LES/FDF can
capture strong intermittency effects that take place on the surroundings of the superviscous
layer formed between the jet and the co‐flowing streams, leading toward anisotropy of the
scalar field. Contrary to the SGS scalar flux models evaluated in [98, 99], the FDF equation does
not spread the scalar away from the superviscous layer, as seen in the predicted rms and scalar
fluxes distributions.
The computational costs of the dynamic and anisotropy models were 1.2 and 1.7 times that of
the eddy diffusivity model, respectively. When a higher level model has to be considered, it
is usual that more computational resource is required. From an engineering point of view, the
dynamic model captures the most important mixing characteristics at a rather low computa‐
tional cost. The computational time of the FDF, compared to the one required by using the
eddy diffusivity model is approximately 1.9 times higher though [101].
6. Conclusions
Large eddy simulation of transport and mixing in high Schmidt flows remains a challenge, in
particular for engineering applications. The appraisal of conventional and advanced SGS scalar
flux models as well as the FDF method has to done based on the object of study. However,
some of the merits of the approximations can be highlighted. The SGS scalar flux models have
the advantage over FDF methods in that the simplest ones (e.g., eddy diffusivity model) are
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available in many CFD solvers. This closure strategy uses the same mesh grid of the flow solver
as well as the numerical methods used for the numerical solution of the N‐S equations.
Therefore, one important consequence is that the programming of advanced SGS scalar flux
models is straightforward. Having in mind the computational cost, simple SGS scalar flux
models can reproduce important characteristics of the scalar field such as mean quantities on
a moderate grid resolution. However, if the application requires a deeper understanding of
mesomixing and micromixing (such as combustion and flow instability studies), the use of
advanced SGS scalar flux models becomes mandatory. On the other hand, the main advant‐
age of FDF method is that it allows for a detailed description and simulation of the scalar field.
The FDF transport equation can be solved using particle‐based methods, which are very simple
to implement and to couple to LES solvers. The computational domain can be simpler than
the one used by LES, since it only has to account for the spatial domain where the scalar field
evolves.
Acknowledgements
We thank Deutscher Akademischer Austausch Dienst (DAAD) and Departamento Adminis‐
trativo de Ciencia, Tecnología e Innovación de Colombia (COLCIENCIAS) for logistic and
financial support. The first author acknowledges the Institute of Energy and Power Plant
Technology (EKT) at the Technische Universität Darmstadt (Germany) for its support during
a 1‐year academic stay. We thank the reviewers for their helpful comments on an earlier version
of the manuscript.
Author details
Juan M. Mejía1*, Amsini Sadiki2, Farid Chejne1 and Alejandro Molina1
*Address all correspondence to: jmmejiaca@unal.edu.co
1 Departamento de Procesos y Energía, Universidad Nacional de Colombia, sede Medellín,
Medellín, Colombia
2 Institute of Energy and Power Plant Technology, Technischen Universität Darmstadt,
Darmstadt, Germany
References
[1] Paul EL, Atiemo‐Obeng VA, Kresta S. Handbook of insutrial mixing. Science and
Practice. John Wiley & Sons; 2004.
Numerical Simulation - From Brain Imaging to Turbulent Flows420
[2] Sreenivasan K. The passive scalar spectrum and the Obukhov‐Corrsin constant. Phys
Fluids. 1996;8:189–7.
[3] Sreenivasan KR, Antonia RA. The phenomenology of small‐scale turbulence. Annu Rev
Fluid Mech. 29:435–72.
[4] Warhaft Z. Passive scalars in turbulent flows. Annu Rev Fluid Mech. 2000;32:203–40.
[5] Watanabe T, Gotoh T. Statistics of a passive scalar in homogeneous turbulence. New J
Phys. 2004;6:1–36.
[6] Dahm WJA. Experiments on entrainment, mixing and chemical reactions in turbulent
jets at large schmidt number. PhD Thesis. California Institute of Technology; 1985.
[7] Dahm WJA, Dimotakis PE. Mixing at large Schmidt number in the self‐similar far field
of turbulent jets. J Fluid Mech. 1990;217:299–330.
[8] Yeung PK, Xu S, Donzis DA, Sreenivasan KR. Simulations of three‐dimensional
turbulent mixing for schmidt numbers of the order 1000. Flow Turbul Combust.
2004;72(2‐4 SPEC. ISS.):333–47.
[9] Donzis DA, Sreenivasan KR, Yeung PK. The batchelor spectrum for mixing of pas‐
sive scalars in isotropic turbulence: submitted for the special issue dedicated to S. B.
Pope. Flow Turbul Combust. 2010;85(3‐4):549–66.
[10] Michioka T, Komori S. Large‐eddy simulation of a turbulent reacting liquid flow.
AIChE J. 2004;50(11):2705–20.
[11] Dimotakis PE. Some issues on turbulent mixing and turbulence. Turbulence Symposi‐
um in honor of W. C. Reynolds’ 60th Birthday. Pasadena, California; 1993.
[12] Dimotakis PE. Turbulent mixing. Annu Rev Fluid Mech. 2005;37:329–56.
[13] Piomelli U. Large eddy and direct simulation of turbulent flows. In: 9e Conferencie
anuelle de la Société Canadiené de CFD. 2001.
[14] Takeno T, Mizobuchi Y. Significance of DNS in combustion science. Comptes Rendus
Mec. 2006;334:517–22.
[15] Burton G. Large‐eddy simulation of passive‐scalar mixing using multifractal subgrid‐
scale modeling. In: Annual Research Briefs. Center for Turbulence Research; 2005. pp
211–22.
[16] Pope SB. Turbulent Flows. Cambridge: Cambridge University Press; 2000.
[17] Janicka J, Sadiki A. Large eddy simulation of turbulent combustion systems. Proc
Combust Inst. 2005;30:537–47.
[18] Chakraborty D, Paul P, Mukunda H. Evaluation of combustion models for high speed
H2/Air confined mixing layer using DNS data. Combust Flame. 2000;121:195–209.
Transport and Mixing in Liquid Phase Using Large Eddy Simulation: A Review
http://dx.doi.org/10.5772/63993
421
[19] Hanjalic K. Will RANS survive LES? A view of perspectives. J Fluids Eng. 2005;127(5):
831–9.
[20] Di Mare F, Jones WP, Menzies K. Large Eddy Simulation of a model gas turbine
combustor. Combust Flame. 2004;137:453–80.
[21] Wang DM, Tarbell J. Closure models for turbulent reacting flows with a nonhomoge‐
neous concentration field. Chem Eng Sci. 1993;48:3907–20.
[22] Yeoh SL, Papadakis G, Yianneskis M. Numerical simulation of turbulent flow charac‐
teristics in a stirred vessel using the LES and RANS approaches with the sliding/
deforming mesh methodology. Chem Eng Res Des. 2004;82(7):834–48.
[23] Yeoh SL, Papadakis G, Yianneskis M. Determination of mixing time and degree of
homogeneity in stirred vessels with large eddy simulation. Chem Eng Sci. 2005;60(8‐9
SPEC. ISS.):2293–302.
[24] Hartmann H, Derksen JJ, Montavon C, Pearson J, Hamill IS, van den Akker HEA.
Assessment of large eddy and RANS stirred tank simulations by means of LDA. Chem
Eng Sci. 2004;59(12):2419–32.
[25] Murthy BN, Joshi J. Assessment of standard k–ε, RSM and LES turbulence models in
a baffled stirred vessel agitated by various impeller designs. Chem Eng Sci.
2008;63:5468–95.
[26] Leonard A. Energy cascade in Large–Eddy Simulations of turbulent fluid flows. In:
Frankiel FN, Munn R, editors. Advances in Geophysics. New York: Academic Press;
1974.
[27] Sagaut P. Large Eddy Simulation for Incompressible Flows. An Introduction. Third
Edition. Large Eddy Simulation for Incompressible Flows. New York: Springer; 2006.
pp 449–493.
[28] Berselli LC, Iliescu T, Layton WJ. Mathematics of Large Eddy Simulation of Turbu‐
lent Flows. New York: Springer; 2006. pp 1–357.
[29] Lesieur M, Matais O, Comte P. Large–Eddy Simulations of Turbulence. Cambridge:
Cambridge University Press; 2005.
[30] McDermott R, Pope SB. A particle formulation for treating differential diffusion in
filtered density function methods. J Comput Phys. 2007;226(1):947–93.
[31] Lesieur M. Turbulence in Fluids. Dordrecht: Kluwer Academic Publisher; 1997.
[32] Revstedt J, Fuchs L, Kovács T, Trägårdh C. Influence of impeller type on the flow
structure in a stirred reactor. AIChE J. 2000;46(12):2373–82.
[33] Roussinova V, Kresta SM, Weetman R. Low frequency macroinstabilities in a stirred
tank: scale‐up and prediction based on large eddy simulations. Chem Eng Sci.
2003;58(11):2297–311.
Numerical Simulation - From Brain Imaging to Turbulent Flows422
[34] Onishi R, Komori S. Thermally stratified liquid turbulence with a chemical reaction.
AIChE J. 2006;52(2):456–68.
[35] Meneveau C, Katz J. Scale ‐invariance and turbulence models for large ‐eddy simula‐
tion. Annu Rev Fluid Mech. 2000;32:1–32.
[36] Gicquel LYM, Givi P, Jaberi F, Pope S. Velocity filtered density function for large eddy
simulation of turbulent flows. Phys Fluids. 2002;14(3):1196–12.
[37] Sheikhi MRH, Drozda TG, Givi P, Pope SB. Velocity–scalar filtered density function for
large eddy simulation of turbulent flows. Phys Fluids. 2003;15(8):2321–16.
[38] Smagorinsky J. General circulation experiments with the primitive equations I. Month
Weather Rev. 1963;91(3):99–164.
[39] Germano M, Piomelli U, Moin P, Cabot WH. A dynamic subgrid–scale eddy viscosi‐
ty model. Phys Fluids. 1991;A3(7):1760–5.
[40] Lilly D. A proposed modification of the Germano subgrid–scale closure method. Phys
Fluids. 1992;4(3):633–2.
[41] Lilly D. The representation of small–scale turbulence in numerical simulation experi‐
ments. In: Proceedings of the IBM Scientific Computing Symposium on Environmen‐
tal Sciences. IBM Data Process Div; 1967. pp 195–210.
[42] Deardorff J. A numerical study of three–dimensional turbulent channel flow at large
reynolds numbers. J Fluid Mech. 1970;41:453–80.
[43] Wegner B. A Large–Eddy Simulation Technique for the Prediction of Flow, Mixing and
Combustion in Gas Turbine Combustors. Darmstadt: Technische Universität
Darmstadt; 2006.
[44] Carati D, Ghosal S, Moin P. On the representation of backscatter in dynamic localiza‐
tion models. Phys Fluids. 1995;7(3):606–10.
[45] Hickel S, Adams NA, Mansour NN. Implicit subgrid‐scale modeling for the large‐eddy
simulation of passive‐scalar mixing. In: Proceedings of Cent Turbul Res; 2008. pp 123–
38.
[46] Löffler M, Pfadler S, Beyrau F, Leipertz A, Dinkelacker F, Huai Y, et al. Experimental
determination of the sub‐grid scale scalar flux in a non‐reacting jet‐flow. Flow Turbul
Combust. 2008;81(1‐2):205–19.
[47] Huai Y, Sadiki A. Large Eddy Simulation of mixing processes in turbulent liquid flows
with chemical reactions. In: Proceedings of the 5th International Symposium on
Turbulence and Shear Flow Phenomena. Munich, Germany; 2007. pp 1137–42.
[48] Huai Y. Large Eddy Simulation in the Scalar Field. Darmstadt: Technischen Universi‐
tät Darmstadt; 2005.
[49] Montreuil E, Sagaut P, Labbé O, Cambon C. Assessment of non‐Fickian subgrid‐scale
models for passive scalar in a channel flow. In: Volke RV, Sandham ND, Kleiser L,
Transport and Mixing in Liquid Phase Using Large Eddy Simulation: A Review
http://dx.doi.org/10.5772/63993
423
editors. Direct and Large–Eddy Simulation III. Dordrecht: Kluwer Academic
Publisher; 1999.
[50] Jaberi FA, Colucci PJ. Large eddy simulation of heat and mass transport in turbulent
flows. Part 2: scalar field. Int J Heat Mass Transf. 2003;46(10):1827–40.
[51] Peng S‐H, Davidson L. On a subgrid‐scale heat flux model for large eddy simulation
of turbulent thermal flow. Int J Heat Mass Transf. 2002;45(7):1393–405.
[52] Porté‐Agel F. A scale ‐dependent dynamic model for scalar transort in les of the
atmospheric boundary layer. Bound‐Lay Meteorol. 2004;112(1):85–105.
[53] Eidson T. Numerical simulation of the turbulent Rayleigh–Bénard problem using
subgrid modeling. J Fluid Mech. 1985;158:245–68.
[54] Moin P, Squires K, Cabot WLS. A dynamic subgrid–scale model for compressible
turbulence and scalar transport. Phys Fluids. 1991;3:2746–11.
[55] Zang Y, Street RL, Koseff J. A dynamic mixed subgrid‐scale model and its applica‐
tion to turbulent recirculating flow. Phys Fluids. 1993;A5:3186–10.
[56] Na Y. On the large eddy simulation of scalar transport with prandtl number up to 10
using dynamic mixed model. J Mech Sci Technol. 2005;19(3):913–23.
[57] Tkatchenko I, Kornev N, Jahnke S, Steffen G, Hassel E. Performances of les and RANS
models for simulation of complex flows in a coaxial jet mixer. Flow Turbul Combust.
2007;78(2):111–27.
[58] Chumakov SG, Chumakov SG, Rutland CJ, Rutland CJ. Dynamic structure subgrid‐
scale models for large eddy simulation. Int J Numer Methods Fluids. 2005;47(December
2004):911–23.
[59] Burton G. Scalar‐energy spectra in simulations of Sc>>1 mixing by turbulent jets using
the nonlinear large‐eddy simulation method. Phys Fluids. 2008;20(7):10–3.
[60] Burton G, Dahm WJA. Multifractal subgrid‐scale modeling for large‐eddy simulation.
Part 2: backscatter limiting and a posteriori evaluation. Phys Fluids. 17:075112–9.
[61] Burton G. Large‐eddy simulation of a free round jet using multifractal subgrid‐scale
model. In: Annual Research Briefs. Center for Turbulence Research; 2004. pp 157–67.
[62] Burton G. Large‐eddy simulation of round turbulent jets using the Inertial LES method
with multifractal subgrid‐scale modeling. In: International Workshop on the Physics
of Compressible Turbulent Mixing; 2006.
[63] Durbin PA, Patterson R. Statistical Theory and Modelling for Turbulent Flows. New
York: Wiley; 2001.
[64] Cabot W, Moin P. Large eddy simulation of scalar transport with the dynamic subgid–
scale model. In: Galperin B, Orzags S, editors. Large Eddy Simulation of Complex
Engineering and Geophysical Flows. Cambridge: Cambridge University Press; 1993.
Numerical Simulation - From Brain Imaging to Turbulent Flows424
[65] Pantangi P, Huai Y, Sadiki A. Mixing analysis and optimization in jet mixer systems
by means of large eddy simulation. In: Bockhorn H, Mewes D, Peukert W, Warnecke
HJ, editors. Micro and Macro Mixing, Analysis, Simulation and Numerical Calcula‐
tion. New York: Springer; 2010.
[66] Pope SB. Computations of turbulent combustion: progress and challenges. Proc
Combust Inst. 1990;23:591–612.
[67] Wang L. On discrete representation of filtered density functions for turbulent combus‐
tion. In: Annual Research Briefs. Center for Turbulence Research; 2007.
[68] Haworth DC, Pope SB. Transported probability density function methods for
Reynolds‐averaged and Large‐Eddy simulations. In: Echekki T, Mastorakos E, editors.
Combustion Modeling: Advances, New Trends and Perspectives. New York: Springer;
2011.
[69] Drozda TG, Sheikhi MRH, Madnia CK, Givi P. Developments in formulation and
application of the filtered density function. Flow Turbul Combust. 2007;78:35–67.
[70] Jaberi FA, Colucci PJ, James S, Givi P, Pope SB. Filtered mass density function for large
eddy simulation of turbulent reacting flows. J Fluid Mech. 1999;401:85–121.
[71] Dopazo C, O'Brien EE. Statistical treatment of non–isothermal chemical reactions in
turbulence. Combust Sci Technol. 1976;13:99–112.
[72] O'Brien E. The probability density function (PDF) approach to reacting turbulent flows.
In: Libby PA, Williams F, editors. Turbulent Reacting Flows. San Diego: Academic
Press; 1998.
[73] Jones WP, Navarro‐Martinez S. Large eddy simulation of autoignition with a subgrid
probability density function method. Combust Flame. 2007;150(3):170–87.
[74] Olbricht C, Hahn F, Sadiki A, Janicka J. Analysis of subgrid scale mixing using a hybrid
LES‐Monte‐Carlo PDF method. Int J Heat Fluid Flow. 2007;28(6):1215–26.
[75] Heinz S. On Fokker–Planck equations for turbulent reacting flows . Part 2: filter density
function for large eddy simulation. Flow Turbul Combust. 2003;153–81.
[76] Pope SB. PDF methods for turbulent reactive flow. Prog Energy Combust Sci.
1985;11:119–92.
[77] Shetty DA, Chandy AJ, Frankel SH. A new fractal interaction by exchange with the
mean mixing model for large eddy simulation/filtered mass density function applied
to a multiscalar three‐stream turbulent jet. Phys Fluids. 2010;22(2):1–10.
[78] Mitarai S, Riley JJ, Kosály G. Testing of mixing models for Monte Carlo probability
density function simulations. Phys Fluids. 2005;17(4):1–15.
[79] Meyer DW, Jenny P. Micromixing models for turbulent flows. J Comput Phys.
2009;228(4):1275–93.
Transport and Mixing in Liquid Phase Using Large Eddy Simulation: A Review
http://dx.doi.org/10.5772/63993
425
[80] Colucci P, Jaberi F, Givi P, Pope SB. Filtered density function for large eddy simula‐
tion of turbulent reacting flows. Phys Fluids. 1998;10(2):499–16.
[81] Van Vliet E, Derksen JJ, van den Akker HEA, Fox RO. Numerical study on the turbulent
reacting flow in the vicinity of the injector of an LDPE tubular reactor. Chem Eng Sci.
2007;62(9):2435–44.
[82] Mustata R, Valiño L, Jiménez C, Jones WP, Bondi S. A probability density function
Eulerian Monte Carlo field method for large eddy simulations: application to a
turbulent piloted methane/air diffusion flame. Combust Flame. 2006;145:88–104.
[83] Yaldizli M, Mehravaran K, Jaberi FA. Large‐eddy simulations of turbulent methane jet
flames with filtered mass density function. Int J Heat Mass Transf. 2010;53(11‐12):2551–
62.
[84] Zhao W, Zhang C, Chen C. Large eddy simulation of bluff‐body stabilized flames using
a multi‐environment filtered density function model. Proc Combust Inst. 2011;33(1):
1347–53.
[85] Janicka J, Kolbe W, Kollmann W. Closure of the transport equation for the probabili‐
ty density function of turbulent scalar fields. J Non‐Equilib Thermodyn. 1977;4:47–66.
[86] Curl R. Dispersed phase mixing: I. Theory and effects of simple reactors. AIChE J.
1963;9:175–81.
[87] Subramaniam S, Pope S. A mixing model for turbulent reactive flows based on
euclidean minimum spanning trees. Combust Flame. 1998;115:487–514.
[88] Cleary MJ, Klimenko AY, Janicka J, Pfitzner M. A sparse‐Lagrangian multiple map‐
ping conditioning model for turbulent diffusion flames. Proc Combust Inst. 2009;32
I(1):1499–507.
[89] Klimenko AY, Pope S. The modeling of turbulent reactive flows based on multiple
mapping conditioning. Phys Fluids. 2003;15(7):1907–18.
[90] Vogiatzaki K, Kronenburg A, Navarro‐Martinez S, Jones W. Stochastic multiple
mapping conditioning for a piloted, turbulent jet diffusion flame. Proc Combust Inst.
2011;33(11):1523–31.
[91] Meyer DW, Jenny P. A mixing model for turbulent flows based on parametrized scalar
profiles. Phys Fluids. 2006;18:035105–15.
[92] Klimenko AY. On simulating scalar transport by mixing between Lagrangian parti‐
cles. Phys Fluids. 2007;19(3):1–4.
[93] Haworth DC. Progress in probability density function methods for turbulent reacting
flows. Prog Energy Combust Sci. 2010;36(2):168–259.
[94] Schwertfirm F, Manhart M. A‐priori analysis of the LMSE micromixing model for
filtered‐density function simulation in high schmidt number flows. In: Wagner S,
Numerical Simulation - From Brain Imaging to Turbulent Flows426
Steinmetz M, Bode A, editors. High Performance Computing in Science and Engineer‐
ing. Garching/Munich: Springer; 2009.
[95] Schwertfirm F, Manhart M. Development of a DNS‐FDF approach to inhomogeneous
non‐equilibrium mixing for high schmidt number flows. In: Armenio V, Geurt B,
Fröhlich J, editors. Direct and Large‐Eddy Simulation VII Proceedings of the Seventh
International ERCOFTAC Workshop on Direct and Large‐Eddy Simulation. Springer;
2010.
[96] Schwertfirm F, Manhart M. A numerical approach for simulation of turbulent mixing
and chemical reaction at high schmidt numbers. In: Bockhorn H, Mewes D, Peukert W,
Warnecke H, editors. Micro and Macro Mixing Analysis, Simulation and Numerical
Calculation. New York: Springer; 2010.
[97] Van Vliet E, Derksen JJ, Van Den Akker HEA. Turbulent mixing in a tubular reactor:
assessment of an FDF/LES approach. AIChE J. 2005;51(3):725–39.
[98] Mejía J, Chejne F, Molina A, Sadiki A. Scalar mixing study at high‐schmidt regime in a
turbulent jet flow using large‐eddy simulation/filtered density function approach. J
Fluids Eng. 2016;138(2):021205–9.
[99] Mejía J, Sadiki A, Molina A, Chejne F. Large Eddy Simulation of the mixing of a passive
scalar in a high‐Schmidt turbulent jet. J Fluids Eng. 2015;137:031301–1.
[100] Antoine Y, Lemoine F, Lebouché M. Turbulent transport of a passive scalar in a round
jet discharging into a co‐flowing stream. Eur J Mech B/Fluids. 2001;20(2):275–301.
[101] Mejía JM. Large Eddy Simulation of Mixing in a Turbulent Round Jet. Colombia:
National University of Colombia; 2011.
[102] Kurose R., Michioka T., Kohno N., Komori S, Baba Y. Application of flamelet model to
Large-Eddy Simulation of turbulent reacting liquid flows. AIChE Journal, 2011; Vol.57,
pp.911–917.
[103] Wang L., Lu XY. Large eddy simulation of stably stratified turbulent open channel
flows with low‐to high‐Prandtl number. International Journal of Heat and Mass
Transfer; 2005; 48: 1883–1897
[104] Wang L., Dong Y.H., Lu XY. An investigation of turbulent open channel flow with heat
transfer by Large Eddy Simulation. Computers & Fluids; 2005; 34:23–47
[105] Dong YH., Lu XY. Zhuang LX. An investigation of the Prandtl number effect on
turbulent heat transfer in channel flows by large eddy simulation. Acta Mechanica;
2002; 159:39–51.
[106] Dong YH., Lu XY., Zhuang LX. Large Eddy Simulation of turbulent channel flow with
mass transfer at high-Schmidt numbers. International Journal of Heat and Mass
Transfer; 2003; 46:1529–1539
Transport and Mixing in Liquid Phase Using Large Eddy Simulation: A Review
http://dx.doi.org/10.5772/63993
427
[107] Walter, M., Kornev, N., Zhdanov, V., Hassel, E. Turbulent mixing with chemical
reaction in a coaxial jet mixer. Turbulence Heat and Mass Transfer 6, Eds. Hanjalic K.,
Y. Nagano, S. Jacirlic, 14 – 18 September 2009, Rom, Italy, 2009; pp. 687 – 690.
[108] Marchisio DL. Large Eddy Simulation of mixing and reaction in a confined imping‐
ing jets reactor. Computers and Chemical Engineering; 2009; 33:408–420.
[109] Safrai AS., Tkachenko IV. Numerical modeling of gravity currents in inclined chan‐
nels. Fluid Dynamics; 2009; 44(1):22–30.
[110] Gurniki F., Fukagata K., Zahrai S., Bark FH. LES of turbulent channel flow of a binary
electrolyte. Journal of Applied Electrochemistry; 2000; 30: 1335–1343.
[111] Hartmann H., Derksen JJ., van den Akker HEA. Mixing times in a turbulent stirred tank
by means of LES. AICHE Journal; 2006 a; 52(11):3696–3706.
[112] Hartmann H., Derksen JJ., van den Akker HEA. Numerical simulation of a dissolu‐
tion process in a stirred tank reactor. Chemical Engineering Science; 2006 b; 61:3025–
3032.
[113] Zadghaffari R., Moghaddas JS., Revstedtb J. A mixing study in a double–Rushton
stirred tank. Computers and Chemical Engineering; 2009; 33:1240–1246.
[114] Zadghaffari R., Moghaddas J.S., Revstedtb J. Large–Eddy Simulation of turbulent flow
in a stirred tank driven by a Rushton turbine. Computers & Fluids; 2010; 39:1183–1190.
Numerical Simulation - From Brain Imaging to Turbulent Flows428
