This paper is concerned with stability and control problems of systems with delayed states or delayed inputs respectively. Delay-dependent results for the two problems are derived using an integral quadratic constraint approach. For the stability problem, we consider systems with two independent state delays. For the control problem, we deal with systems with delayed state and delayed input. Conditions are provided to find the upper bounds for the delays in both cases and the controller gain matrix for the control problem using linear matrix inequality (LMI) technique. An application to a continuous stirred tank reactor is also addressed.
Introduction
Stability analysis and control synthesis of time-delay systems of various structures have been interesting topics in control research [2] . It is well-known that time-delay systems generally are more difficult to control than the non-delay counterparts. It is even possible that the existence of delay may destabilize an otherwise stable system (see, for example, [7] ).
A trend in recent delay research is towards "delay-dependent" stability analysis and control synthesis.
While "delayindependent" approaches try to find results which are independent of the delay size, delay-dependent approaches usually involve the maximum allowed delay bound inside the final results. By evaluating the validality of the obtained results, the maximum allowed delay bound or a suboptimal upper bound can be found and used as a guide for further application of the results. Clearly, delay-dependent results should be less conservative than the independent approaches for the same system, although we have to stress that these two approaches are suitable for different situations.
It is interesting to note that most of the available delaydependent and delay-independent results involve single state delay or multiple state delays only. State delays are certainly important as they directly affect the stability of the systems. Many practical examples with state delays can be found. However, it is natural in practice that systems can have input delays due to the dead time in measurement instruments or other transport delays. It is possible that the input delay may also destabilize the system. Therefore, control synthesis of systems with input and state delays deserve further consideration. This paper tackles two specific problems, namely, delaydependent stability analysis of a time-delay system with two state delays and delay-dependent control of a system with a state delay as well as an input delay. We only consider a static state feedback controller in the control problem. For each problem, we show that the feasibility of some matrix inequalities leads to the solvability of the addressed problem. Therefore, effective iterative algorithms can be adopted to compute suboptimal upper bounds for the allowed delays in both problems as well as the controller gain matrix in the control problem. The proposed method takes advantage of convex optimization and linear matrix inequality techniques. This paper is organized as follows: Preliminary results and further extensions to stability and control problems for systems with single and multiple delays are presented in section 2; Section 3 is focused on an application of the result for the control problem to a continuous stirred tank reactor. The final conclusion is contained in Section 4.
Stability Analysis and Control
Several preliminary results are required for the development of the paper.
Lemma 1 [3] A time-delay systeṁ
is asymptotically stable if A 0 + A d is asymptotically stable and that
is nonsingular for all ω 2 R, wherẽ
Using an integral quadratic constraint approach, several direct results are presented in [3] for robust stability and stabilization of time-delay systems with a delay state. The following theorem is a particular application of the results in [3] :
The time-delay system of (1) 
The results in [3] can be extended to systems with multiple delayed components. In the following, we consider a timedelay system with two delayed states described bẏ
where xt 2 R n is the state, τ 1 and τ 2 are unknown constant time delays, A 0 , A d1 and A d2 are constant matrices.
Throughout this chapter, we denote
A = A 0 + A d1 + A d2 .
Lemma 2
The system of (6) 
is nonsingular for all ω 2 R, where 
The proof of the lemma, along with proofs for the three theorems below, are dropped due to space limitations. Nevertheless, it is straightforward to establish a clear link between Lemma 1 and Lemma 2.
Define
Similar, we have following theorem for system (6) using an integral quadratic constraint approach:
The time-delay system of (6) holds, where
with
Note that Πτ is affine in P Λ 1 and Λ 2 .
If the D-scaling matrices Λ 1 and Λ 2 (see [3] for details) are selected as:
where Λ 11 Λ 12 Λ 21 Λ 22 2 R nn are positive definite matrices, then Theorem 2 is modified to:
Theorem 3
In general, theorem 3 is more conservative than theorem 2 for stability analysis purposes. However, theorem 3 separates τ 1 and τ 2 . In the sequel, it will be clear that such separation is necessary for controller design.
Now we consider the control problem for a time-delay system with delayed state and delayed input as follows:
where xt 2 R n is the state, ut 2 R m is the control input, τ 1 and τ 2 are unknown constant time delays, A 0 , A d1 and B u are constant matrices.
The objective of the control problem is to design a static state feedback controller such that the closed-loop system is robustly stable for prescribed state and input delay intervals 0τ 1 and 0τ 2 .
The following theorem provides a solution to the control problem: hold, where
with By continuity, for a sufficiently smallτ 2 0, there must exist a α 0 such that the constraint (20) holds, provided that (19) is feasible for the input delay free case. On the other hand, it is obvious that a largeτ 2 will make (20) more difficult to be satisfied, and hence make the control problem more difficult to be feasible. This observation agrees with the common knowledge about time-delays.
We haven't addressed the issue of how to find the upper bounds τ 1 andτ 2 and the coefficient α. Unfortunately, the problems in Theorem 2 to Theorem 4 can not be posed as the generalized eigenvalue problem (GEVP). However, for fixedτ 1 ,τ 2 and α, the problems in Theorem 2 to Theorem 4 become convex and can be solved efficiently. Due to this fact, iterative algorithms have to be used to find suitableτ 1 ,τ 2 and α. Generally,τ 1 andτ 2 can be found by a gradient method or a bisection method. Namely, we can establish lower bounds for τ 1 and τ 2 first, then gradually push the lower bounds towards the upper bounds. For the control problem, note that α is only related tō τ 2 , henceτ 1 can be searched independently of α. Specifically, we start with a large α and search for upper bounds on τ 1 and τ 2 . Then α is decreased and the same procedure repeats again. The stopping point is reached when the maximum eigenvalue ofτ 2 Φ 12 +τ 2 Φ 22 ,αQ is zero or very close to zero.
On the other hand, it is likely that in practice we know one of the upper boundsτ 1 andτ 2 , or have desired upper boundsτ 1 andτ 2 . In this case, the problem is simplified as it only involves a line search.
Remark 2 Similar to [3] , we can use a filter to tightly bound the two functions ρ 1 jωτ 1 jωτ 2 and ρ 2 jωτ 1 jωτ 2 in (9) and (10). The results for stability analysis and control synthesis will be less conservative but more involved. We will not address the details here.
Application to a chemical process
The studied chemical process is a continuous stirred tank reactor (CSTR) as sketched in Figure 1 . It is assumed that both the reactor and the jacket are perfectly mixed, that the volumes and physical properties are constant, and heat losses are neglected. The model of the CSTR can be derived based on mass and energy balances. The model equations are modified from [13] . For simplicity, it is assumed that there is no recycle stream in the process. The case that the process involves recycle streams can also be treated using the proposed method.
The rate of reaction:
Balance on mass of reactant A:
Energy balance on reactor contents:
Energy balance on jacket:
Reaction rate coefficient: The control variable in this CSTR model is the coolant inlet temperature T Ci . By manipulating the hot and cold feeds of the mixer, we can produce the desired coolant inlet temperature. The control objective for the CSTR is to maintain the concentration C A of the reactant and the temperature T in the reactor. If there is a variation in C A and/or T , a controller adjusts the hot and cold feeds to the mixer to produce a varied coolant inlet temperature T Ci such that C A and T return to the normal values quickly. It is assumed that other controllers exist to execute the action of adjusting the hot and cold feeds to the mixer. Such controllers and the mixer are not part of the model.
We further assume that the lag and dead time of the measurement instruments and transmitters are negligible.
Note that the reaction rate coefficient is related to the past reactor temperature. This phenomenon happens in many chemical reactors and can be viewed as a state delay in the above statespace setting. It is reasonable to assume that this delay has an upper boundτ 1 .
It is also observed from Figure 1 that there is a transport delay τ 2 for the desired coolant temperature feeding into the jacket. This delay is due to the long transport pipe. The upper bound of this transport delay can be calculated as follows:
Since both delays have upper bounds in practice, the delay dependent analysis and design method is more suitable.
Based on the above observation, the linearized model for the CSTR at the given operating point can be obtained straightforwardly as follows:
where x T t = δC A t δT t δT C t T and ut = δF C t. Note that A 0 +A d1 is unstable and A 0 B u is not controllable.
Therefore, the system (28) can not be stabilized independent of the time-delays using a state feedback controller. 
In order to evaluate the delay-dependent controller, a closedloop simulation was performed using the nonlinear CSTR model (24)-(27) and the controller gain matrix (29). For comparison purposes, we also performed a closed-loop simulation using a normal state feedback controller which was designed by neglecting the delays (τ 1 = 0 andτ 2 = 0). The gain matrix of the normal controller is K = ,21:8165 ,1:3185 ,0:5620 : It was observed that both controllers were stabilizing controllers. It is assumed that there is a step change in one of the input variables when the closed-loop system is at steady state. Figure 2 shows the variations of the concentration C A and the temperature T of the closed-loop system subject to a 30% step change in the concentration of the reactant in the feed C Ai . Figure 3 shows the variations of the concentration C A and the temperature T of the closed-loop system subject to a 30% step change in the feed inlet temperature T i . Figure 4 shows the variations of the concentration C A and the temperature T of the closed-loop system subject to the combined effort of 30% step changes in both the concentration of the reactant in the feed C Ai and the feed inlet temperature T i . In all figures, solid lines represent the closed-loop response under a delay-dependent state feedback controller with the gain matrix (29), dotted lines represent the corresponding closed-loop response under the delayfree state feedback controller. As seen from the figures, our proposed controller provides faster closed-loop response and smaller variations. 
Conclusion
In this paper, sufficient delay-dependent results are derived for stability analysis problem of systems with two state delays as well as for control problem of systems with state delay and input delay. An application example is provided to evaluate the results.
