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ABSTRACT
We introduce a statistical model for dialogues. We
describe a dynamic programming algorithm that can
be used to bracket a dialogue into segments and label
each segment with its speech act. We evaluate the
performance of the model. We also use this model
for language modelling and get perplexity reduction.
1 INTRODUCTION
Dialogue structure provides important information
for spoken language understanding. This structure
comprises the current topic, discourse state, and speech
act, etc. Many researchers used topic information to
reduce the perplexity of a task [1, 2]. In our exper-
iments, we also found that dialogue structure infor-
mation also helps to reduce ambiguities and improve
spoken language translation performance.
While knowledge-based approaches are used widely
and successfully in dialogue structure analysis[3, 4],
they require intensive human eort in dening lin-
guistic structures and developing grammars to detect
the structures. We would like to build a model that
is able to learn from examples to analyze dialogue
structures.
[5] used a statistical approach for dialogue analy-
sis. They modeled dialogue structure with a 6-state
Markov chain. Each state represents a speech act,
and it emits words to form sentences of that speech
act. The transition and emission probability can be
obtained from labeled data with maximum likelihood
estimation:
aij = P (qt = Sj j qt 1 = Si)
=
number of transitions from Si to Sj
number of transitions from Si
bi(k) = P (vk at t j qt = Si)
=
number of times observing vk in Si
number of times in Si
A deciency of this model is that it treats words
as unrelated items randomly emitted from a state.
It does not take into account a much stronger con-
straint that words must form a legitimate sentence of
a speech act. Because of this, the model is inclined
to shift among states too often to maximize the prob-
ability of individual words. In the following section,
we present a model that uses ngram language mod-
els to constrain word sequences that can emit from a
dialogue state.
2 DIALOGUE MODEL
2.1 Dialogue and Bracketing Scheme
In this paper, a dialogue is a sequence of utterances.
An utterance is a dialogue participant's turn-taking.
It may be consist of several segments. A speech act is
associated with each segment that reveals the func-
tionality of the segment. A segment can be a sen-
tence, a clause or a phrase with its own speech act.
In an unmarked dialogue there is no segment bound-
ary or speech act information labeled. Only utterance
boundaries are available. An example of unmarked
dialogue is shown below:
A: hello Dr. Noah
B: hi Tor let's set up a meeting for a
couple hours in the next two weeks
when's good for you
A: let's see how about Friday the second
in the morning
B: I'm busy that morning
......
A bracketing scheme B breaks long utterances in
a dialogue into sequences of segments, and labels each
segment with its speech act. Below is an example of
a bracketing scheme for the previous dialogue:
[nicety] (Hello Dr. Noah)
[nicety] (Hi Tor)
[suggest-meeting] (let's set up a meeting
for a couple hours)
[temporal] (in the next two weeks)
[your-availability] (when's good for you)
[interject] (let's see)
[suggest-time] (how about Friday the second
in the morning)
[my-unavailability] (I'm busy that morning)
......
This is not the only bracketing scheme for the di-
alogue. For example, the second utterance can also
be bracketed as following:
[nicety] (Hi Tor)
[suggest-meeting] (let's set up a meeting
for a couple hours)
[your-availability] (in the next two weeks
when's good for you)
In a bracketing scheme B for a dialogue D, Bi de-
notes the i-th segment of B, Ai represents the speech
act label for Bi. jBj is the number of segments in B,
and jBij or jDj is the number of words in Bi or D
respectively. Bi's form a partition of B: there is no
overlapping between Bi and Bi+1 for i = 1;    ; jBj,
and
PjBj
i=1 jBij = jDj.
2.2 Bracketing Model
The generation of a dialogue D can be depicted by
the following process:
1. At time 0, the dialogue is at a null segment with
the speech at <d>, the start of the dialogue. For
i = 1; 2;   , do the following:
2. At time i, generate the speech act Ai according




0 ). If Ai =
</d>, which is the dialogue end speech act, the
generation is complete. Otherwise take the next
step.
3. Generate a segment of words Bi with the speech
act Ai according to a distribution P (Bi j Ai0; B
i 1
0 ).
We can make the following independence assump-
tions in this model:




0 ) = P (Ai j Ai 1).
2. P (Bi j Ai0; B
i 1
0 ) = P (Bi j Ai).
And P (Bi j Ai) can be modeled with a speech act
dependent ngram model:














here bi0 = <s> and bi(jBij+1) = </s>. The function
(Bi) = 1 when there is no utterance boundary be-
tween bij and bi(j+1) for j = 1;    ; jBij   1. It guar-
antees that the bracketing scheme B respects the nat-
ural utterance boundaries | no segment can stride
over two utterances.




P (Ai j Ai 1)P (Bi j Ai)





here A0 = <d>.
2.3 Parameter Estimation
In the bracketing model, there are two types of pa-
rameters: a speech act transition distribution P (Ai j
Ai 1) depicts the likelihood of switching from one
speech act to another; and for each speech act A,
the speech act dependent ngram distribution PA(wi j
wn 1i N+1) = P (wi j wi N+1; : : : ; wn 1; A) models the
likelihood of generating a sentence under the speech
act A. Labeled data can be used to estimate these
parameters. Data are labeled like the above exam-
ple for bracketing schemes, so the parameters in the
bracketing model can be estimated with maximum
likelihood estimation: the speech act sequence in the
labeled data can be used to estimate the speech act
transition parameters, and the texts for each speech
act can be used to train the ngram for that speech
act.
3 ALGORITHMS FOR THE
BRACKETING MODEL
Given a bracketing model, we are facing two prob-
lems. The rst is how to eectively compute P (D);
the second is how to nd the most probable brack-
eting scheme, i.e., the most probable structure of a
dialogue. Both problems can be solved with dynamic
programming.
We dene Qij(A) to be the probability that didi+1 : : :dj
is a complete sentence generated for the speech act
A, regardless of the context around it. Qij(A) can be
computed as
Qii(A) = PA(di j <s>)PA(</s> j di)
Qij(A) =
Qi(j 1)(A)PA(dj j dj 1)PA(</s> j dj)
PA(</s> j dj 1)
(dj 1dj)
To solve the rst problem, we dene (k;A) to be
the probability that dk   dn starts with a segment of





P (A j <d>)(1; A): (4)
(k;A) has the following recursive relation that
allows us to use dynamic programming:




(j + 1; C)Qkj(A)P (C j A)g
+Qkn(A)P (</d> j A) (5)
In the second problem, we would like to bracket
a dialogue D = d1d2:::dn into a sequence of segments
labeled with their speech acts. The bracketing scheme




where P (D;B) is dened in (2). We call the scheme B̂
the Viterbi bracketing. It can be found with dynamic
programming.
Let (k;A) be the maximumprobability that dk   dn
starts with a segment of speech act A in a bracketing
scheme. Then
(n;A) = Qnn(A)P (</d> j A)
(k;A) = maxfQkn(A)P (</d> j A);
max
kj<n;C
(j + 1; C)Qkj(A)P (C j A)g
(k;A) = (n;A)
when (k;A) = Qkn(A)P (</d> j A)
(k;A) = argmax
(k<jn;C)
(j + 1; C)Qkj(A)P (C j A)
otherwise (7)
here (k;A) = (j; C) is used to remember the end
position of the rst bracket and the speech act of
the following bracket in the bracketing scheme for
dk   dn that starts with the speech act A and max-
imizes (k;A). By choosing Â = argmaxA P (A j
<d>)  (0; A) as the speech act of the rst bracket
and backtracking with  (starting from (0; Â)), the
optimal bracketing and labeling of the whole dialogue
can be recovered.
The time complexity of the dynamic programs al-
gorithms is O(n2 l2), where l is the number of dier-
ent speech act labels, and n is the length of a dialogue.
4 PERFORMANCE
We applied the bracketing model to the JANUS [6]
scheduling data with 19 dierent speech acts, exclu-
sive of <d> and </d>.
We hand bracketed 96 dialogues with 1400 utter-
ances or around 40,000 words. The data were seg-
mented into around 6900 segments and each is la-
beled with a speech act. We trained a speech act
bigram model and 19 speech act dependent word bi-
grammodels. We smoothed the speech act dependent
bigram models with a speech act independent model
using deleted interpolation[7]. The speech act inde-
pendent bigram model was trained with a corpus of


















number of training utterances
Figure 1: Bracketing performance versus amount of
training data: The amount of training data were mea-
sured as the number of utterances.
Missing segment 22
Added segment 33
Segment with missing words 9
Segment with added words 4
Table 1: Number of dierent kinds of errors
We bracketed a test set of 8 dialogues (117 utter-
ances) with the Viterbi dynamic programming algo-
rithm. Figure 1 shows the performance on those test
data. The accuracy was measured as the percentage
of the target speech act segment discovered by the al-
gorithm. We classied errors into four dierent types,
namely missing segments, added segments, segments
with missing words, and segments with added words.
Table 1 gives the statistics of dierent types of errors
for the total 68 errors with our testing data.
This error classication does not form a partition
of the error space. Dierent types of errors may have
the same cause. For example, adding some words
to one segment made these words missing in another
segment, or make a whole segment composed of these
words missing. Many of the missing segment and
added segment errors were caused by mislabelling of
correct segmentations.
We also measured the performance in the same
way as [5], namely for each word in a dialogue we
found its state | the speech act of the segment that
the word is in, and compared it with its state in a
reference bracketing. In this case, mis-segmentation
by adding or deleting a few words around segment
boundaries would not hurt the performance measure
very much. The correct word to state classication
rate was 89%. This is much better than the 74.1%
accuracy in [5]. It is even more signicant if we con-
sider that the task in [5] was an easier one with only
ve speech acts for a similar JANUS data set.
We also calculated the perplexity of a 20 dialogues
test set with around 2,400 words. We did this with a
speech act independent bigrammodel, the bracketing
Model Perplexity
SA Independent Bigram 42.2
Bracketing Model 39.6
Viterbi Bracketing Model 43.7
Table 2: Test Data Perplexities of Dierent Models.
model that computes dialogue probability with (4),
and a Viterbi bracketing model that computes the
probability of a dialogue with its Viterbi bracketing
scheme only. Table 2 shows the perplexities.
5 DISCUSSION
The bracketing algorithm requires hand made train-
ing samples. Although the simplicity of the dialogue
structure and a special Emacs editing mode make
hand-labelling much easier, it is still a tedious and
time consuming task. However, data labeling can
proceed with bootstrapping. We can start with la-
beling a few hundred utterances, train a system with
these initial data, use the trained system to bracket
more data, x the errors in the newly bracketed data,
and use them for further training. Figure 1 shows
that the system has already achieved adequate per-
formance with the rst few hundred samples. If we
start with 300 sentences, we only have to x 30% of
errors in the new data bracketed by the trained sys-
tem.
6 CONCLUSION
We introduced a statistical dialogue model. Dynamic
programming algorithms were used to compute the
likelihood of a dialogue and to nd its Viterbi struc-
ture. By constraining a segment of words with a
speech act dependent language model, the model achieved
better performance than the previous work. Used for
language modelling, the bracketing model resulted in
perplexity reduction.
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