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Introduction -While inductive modeling is used to develop a model (function) from data of the whole problem space and then to recall it on new data, transductive modeling is concerned with the creation of single model for every new input vector based on some closest vectors from the existing problem space. The model approximates the output value only for this input vector. However, deciding on the appropriate distance measure, on the number of nearest neighbors and on a minimum set of important features/variables is a challenge and is usually based on prior knowledge or exhaustive trial and test experiments.
This paper proposes a Genetic Algorithm (GA) approach for optimizing these three factors. The method is tested on several datasets from UCI repository for classification tasks and results show that it outperforms conventional approaches. The drawback of this approach is the computational time complexity due to the presence of GA, which can be overcome using parallel computer systems due to the intrinsic parallel nature of the algorithm. KEYWORDS -Transductive inference, GA, Multi Linear 1. INTRODUCTION Transductive inference, introduced by Vapnik [I] is defined as a method used to estimate the value of a potential model (function) only for a single point of space (that is, the new data vector) by utilizing additional information related to that vector. This inference technique is in contrast to inductive inference approach where a general model (function) is created for all data representing the entire problem space and the model is applied then on new data (deduction). While the inductive approach is useful when a global model of the problem is needed in an approximate form, the transductive approach is more appropriate for applications where the focus is not on a model, rather on individual cases, for example, clinical and medical applications where the focus needs to be centered on individual patient's conditions rather than on the global, approximate model. The transductive approach is related to the common sense principle [2] which states that to solve a given problem one should avoid solving a more general problem as an intermediate step. The reasoning behind this principle is that, in order to solve a more general problem, resources are wasted or compromised which is unnecessary for solving the individual problem at hand (that is, function estimation only for given points). This common sense principle reduces the more general problem of inferring a functional dependency on the whole input space (inductive approach) to the problem of estimating the values of a function only at given points (transductive approach). In the past 5 years, transductive reasoning has been implemented for a variety of classification tasks such as text classification [3] , heart disease diagnostics [4] , synthetic data classification using graph based approach [5] , digit and speech recognition [6] , promoter recognition in bioinformatics [7] , image recognition [8] and image classification [9] , micro array gene expression classification [10] and biometric tasks such as face surveillance [I I] . This reasoning method is also used in prediction tasks such as predicting if a given drug binds to a target site [12] and evaluating the prediction reliability in regression [2] and providing additional measures to determine reliability of predictions made in medical diagnosis [13] .
In transductive reasoning, for every new input vector xi that needs to be processed for a prognostic/classification task, the Ni nearest neighbors, which form a data subset Di, are derived from an existing dataset D and a new model Mi is dynamically created from these samples to approximate the function in the locality of point xi only. The system is then used to calculate the output value yj for this input vector xi. This approach has been implemented with radial basis function as the base model [14] in medical decision support systems and time series prediction problem, where individual models are created for each input data vector (that is, specific time period or specific patient). The approach gives a good accuracy for individual models and has promising applications especially in medical decision support systems. Transductive approach has also been applied using support vector machines as the base model in area of bioinformatics [7, 10] [20] proposed using square root of the number of all samples based on the concept of probability density estimation. Alternatively, Enas and Choi [21] suggested that the number of nearest neighbors depends on two important factors: a) Distribution of sample proportions in the problem space; b) Relationship between the samples in the problem space measured using covariance matrices. Based on exhaustive empirical studies, they suggested using the value of k as N3"8 or N2118 based on the differences between covariance matrices for class proportions and difference between class proportions. The problem of identifying the optimal number of neighbors that help improve the classification accuracy in transductive modeling remains an open question that needs to be addressed. Question 2: What type of distance measure to use in order to define the neighbourhood for every new input vector? There exist different types of distance measures that can be considered to measure the distance of two vectors in a different part of the problem/feature space such as Euclidean distance, Mahalanobis distance, Hamming distance, Cosine distance, Correlation distance, Manhattan distance among others. It has been proved mathematically that using an appropriate distance metric can help reduce classification error while selecting neighbors without increasing number of sample vectors [22] . Hence it is important to recognise which distance measure will best suit the data in hand. In spite of this fact, it has been observed that Euclidean distance forms the most common form of distance metric mainly due to ease of calculations [15, 18, 23] and several others. In contrast to this, in a case study of gene expression data, Brown et al [24] recommend Cosine measure over Euclidean distance, as Cosine considers angle of data and is not affected by the length of data or outliers which could be a problem with Euclidean distance metric. On the other hand, Troyanskaya et al [16] suggested that effect of outliers can be reduced using log-transform or any other normalization technique and thus recommend Euclidean measure after performing a comparison of Euclidean, variance minimization and correlation measures for gene expression data. In view of these contradicting suggestions for selection of distance measure to identify neighboring data vectors, there is a need to follow standardization while considering the appropriate distance measure. Hirano et al [25] Feature selection is a search problem [26] that consists of feature subset generation, evaluation and selection. Feature selection is useful for 3 main purposes: reduce the number of features and focus on those features that have a strong influence on the classification performance; improve classification accuracy; simplify the knowledge representation and the explanation derived from the individual model. The three questions above are addressed here by introducing a GA approach. Generally speaking, GAs provide an useful strategy for solving optimization tasks when other optimization methods, such as forward search, gradient descent or direct discovery, are not feasible with respect to their computational complexity. Moreover, since we need to optimize several parameters at the same time and find a combination that gives optimal results, the intrinsic parallelism of GA seems most appropriate to perform the implementation on a largely parallel architecture. In the paper, a selection is made from the types of distance measures as shown in Fig 1. The number of neighbors to be optimized lies in the minimum range of 1 (in case of kNN classification algorithm) or number of features selected (in case of linear classifier function) and a maximum of number of samples available in the problem space. We also use GA to identify the reduced feature set. There has been a controversy over the application of GA for feature selection [27] as some authors find this approach very useful [28] [29] [30] [31] while others are skeptical [32, 33] Where r represents the output and w0 represents the bias and w; represent the weights for the features/variables of the problem space which are calculated using least square method. The descriptors Xn are used to represent the features/variables and n represents the number of these features/variables. The reason for selecting multi linear regression model is the simplicity of this model that will make the comparative analysis of the Transductive approach using GA with the inductive approach easier to understand and interpret.
2. PROPOSED ALGORITHM The main objective of this algorithm is to develop an individualized model for every data vector in a semisupervised manner by exploiting the data vector's structural information, identifying its nearest neighbors in the problem space and finally testing the model using the neighboring data vectors to check the effectiveness of the model created. GA is used to locate an effective set of features that represent most of the data's significant structural information along with the optimal number of neighbors and the optimal distance measure to identify the neighbors. The complete algorithm is described in two parts: the transductive inference procedure; and the GA optimization procedure. through the proposed GA procedure a set of features to be considered, the number of nearest neighbors, and the distance measure to locate the neighbors. A typical GA chromosome includes the following fields ("genes"): Distance Measure; Number of neighbors; Feature set. The accuracy of the selected set of parameters for T, model is calculated by creating a model with these parameters for each of the neighbors of test sample Ti and calculating the accuracy of each of these models. The cross validation is run in a leave one out mode for all neighbors of T,. If, for the identified set of parameters, the neighbors of Ti give a high classification accuracy rate, then we assume that the same set of parameters will also work for the sample T,. This criterion is used as a fitness evaluation criterion for the GA optimization procedure. 3 . Perform the set of operations in step 2 in a leave one out manner for all the samples in the dataset and calculate the overall classification accuracy for this transductive approach.
GA optimization procedure GA [36] [37] [38] fig.2 ).
DISCUSSIONS AND CONCLUSION
The results show that the transductive modeling approach with GA optimization significantly outperforms the inductive modeling and the parameter optimization procedure improves the accuracy of the individual models at average. An extension of the current work will deal with: Using connectionist models that enable rule extraction for each individualized models; GA implementation with real values instead of binary values for feature selection that will indicate the normalization range and the importance of each feature for each individual model [38] ; Using a hybrid approach for the optimization task where the GA will provide the starting point for local search algorithms to find the optimal parameter combination.
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