We show how a wide range of stochastic frontier models can be estimated relatively easily using variational Bayes. We derive approximate posterior distributions and point estimates for parameters and inefficiency effects for (a) time invariant models with several alternative inefficiency distributions, (b) models with time varying effects, (c) models incorporating environmental effects, and (d) models with more flexible forms for the regression function and error terms. Despite the abundance of stochastic frontier models, there have been few attempts to test the various models against each other, probably due to the difficulty of performing such tests. One advantage of the variational Bayes approximation is that it facilitates the computation of marginal likelihoods that can be used to compare models. We apply this idea to test stochastic frontier models with different inefficiency distributions. Estimation and testing is illustrated using three examples.
Introduction
Variational Bayes is an approximate method for Bayesian inference. It is popular in machine learning (see e.g. Bishop 2006, Ch 10) and has recently gained attention in statistics (see e.g. Ormerod and Wand 2010 for a review and application to a wide range of models). It can be viewed as an alternative to Markov chain Monte Carlo (MCMC) where, in contrast to MCMC, posterior distributions and parameter estimates converge non-stochastically, usually within a small number of iterations. Its relatively fast non-stochastic convergence means it is particularly useful for large models. Its cost is the approximation upon which variational Bayes is based. The MCMC alternative that converges stochastically within a large number of iterations is subject to sampling error, and is more prone to problems of non-convergence, but does not rely on an approximation. The objective of this paper is to investigate the scope and merits of the application of variational Bayes machinery within the context of stochastic frontier models.
Since the seminal article of Aigner et al. (1977) who considered a Cobb-Douglas production function and a half-normal distribution for inefficiency effects, the basic stochastic frontier model has been extended in many ways, including models with a range of inefficiency distributions, extensions to time-invariant and time-varying panel data contexts, extensions that incorporate environmental factors that affect efficiencies, and to models with more flexible functional forms. Reviews can be found in Kumbhakar and Lovell (2000) , Coelli et al (2005) and Parmeter and Kumbhakar (2014) . In this paper we show how several of these models can be estimated relatively easily using variational Bayes, and we compare the accuracy of the estimates with those obtained using MCMC.
Most models considered in this paper can also be estimated by MCMC. However, we find several benefits from application of variational Bayes (VB). First, as we will see from various examples, posterior distributions (in particular posterior means from VB) are good approximations to the posterior distributions from MCMC, while VB is considerably faster.
Second, VB provides an analytical formula for an approximate marginal likelihood when reliable estimates of marginal likelihoods can be difficult to obtain from MCMC output.
Third, the VB posterior is a good candidate for (reciprocal) importance sampling. In particular, we show that the VB posterior can be used to obtain accurate estimates of marginal likelihoods which in turn can be used for model comparison. We apply this idea to discriminate between stochastic frontier models with different inefficiency distributions.
Despite the abundance of alternative stochastic frontier models, few studies have tested the alternatives against each other. Fourth, there are situations in which stochastic frontier models come with a large number of parameters. In such cases it can be difficult to ensure MCMC convergence; there are no similar convergence issues with VB.
The paper is organized as follows. In Section 2 we briefly review VB inference. In Section 3 we show how to use VB to derive posterior distributions and marginal likelihood lower bounds for panel data stochastic frontier models with exponential and gamma distributions. Derivations for three other commonly used distributions are provided in Appendix A. Using three well-known data sets, in Section 4 we estimate all the models discussed in Section 3 and Appendix A, and compare them using the model selection methodology developed in Section 3. The remainder of the paper considers various extensions of the basic model. In Section 5 we show how the model incorporating environmental variables can be estimated. Models with time-varying effects are considered in Section 6. In Section 7 we consider models with more flexible production/cost functions, more flexible distributions for inefficiency errors, and more robust error terms.
Bayesian Inference Using Variational Bayes
In this section, we briefly review a common version of VB known as mean-field variational Bayes. It is a faster and deterministic alternative to MCMC in which posterior distributions and parameter estimates converge within a limited number of iterations. It was developed as a Bayesian method of inference for machine learning in the late 1990s (see e.g., Attias 1999 and Jordan et al. 1999) , and has been surveyed by Wainwright and Jordan (2008) and Bishop (2006, Ch 10) , among others. More recently it has found its way into the statistical and econometric literature; e.g., McGrory and Titterington (2007) , Ormerod and Wand (2010) , Wand et al. (2011) , Braun and McAulife (2010) and Nott et al. (2012) . VB software known as Infer.NET (Minka et al. 2009 ) has recently been developed with claims of being able to estimate a wide range of statistical models.
To introduce the VB framework, suppose we have a vector of observations y and a model with likelihood ( | ) L y θ . Given a prior density ( ) p θ , we wish to learn about the parameter vector θ conditional on the observations. We can use Bayes theorem to derive the posterior density as
The notation ( ) p  is used generically to denote a probability density function. Learning about θ (e.g., finding its posterior moments) usually involves integration of functions involving the posterior kernel ( | ) ( ) L p y θ θ . For very simple models this can be done analytically or numerically. However, for complex models we need to use more elaborate methods, such as the very powerful and widely used MCMC methods which rely on techniques for drawing random numbers from complex densities. MCMC has been successfully applied to a wide range of models, but it can be time consuming and sometimes it is difficult to know whether the necessary stochastic convergence has been achieved. In VB the idea is to approximate the posterior ( | ) p θ y with a simpler density ( ) q θ which is more tractable. The optimal ( ) q θ is obtained by minimizing the Kullback-Leibler distance between the true posterior and the simpler density as follows that MFVB posterior distributions normally have narrower spread than true posteriors. Thus, we expect them to have narrower tails, and they provide an ideal candidate for ( ) g θ . In
Section 4 we use this methodology to compare several stochastic frontier models.
Inference for Stochastic Frontier Models using MFVB
The basic stochastic frontier model with panel data can be written as
indexes the firms and 1, ,
x is k-dimensional row vector of regressors (e.g., logs of inputs or logs of input prices), it y represents the logarithm of output or cost, it x β is the log of the frontier production or cost function, β is a vector of unknown parameters, i u is a non-negative random error reflecting the inefficiency of firm i, and v it represents noise. The negative sign before i u is for a production frontier model and the plus sign is for the cost frontier case. Aigner et al. (1977) (Greene 1990) , Weibull (Tsionas 2007) , generalized gamma (Griffin and Steel 2008) and even mixtures of distributions (Griffin and Steel 2008) . The Bayesian approach to the estimation of stochastic frontier models using Monte Carlo methods is popular and has been described in van den Broeck et al. (1994) and Koop and Steel (2001) among others. Griffin and Steel (2007) have shown how a wide range of stochastic frontier models can be estimated using the WINBUGS software.
In this section, we show how the stochastic frontier model with two alternative distributions can be estimated using MFVB and we refer to Appendix A where another three distributions are considered. We first consider a model with an exponential distribution where all the optimal MFVB posterior densities turn out to be standard forms. We then consider a gamma distribution, a case where we have to use numerical integration. Details for the halfnormal, truncated normal and lognormal distributions are provided in Appendix A.
Exponential inefficiency
Consider the stochastic frontier model in (3.1), with 
with the gamma density defined as 
; y and u are ( 1) NT  and ( 1) N  vectors containing the it y and i u , respectively. To use MFVB effectively we need an appropriate factorized approximation to the posterior. We consider the following
For brevity we have suppressed the subscripts on the q densities. Using (3.2) and (2.4) we can derive the iterative procedure for the optimal densities as
In ( 
until the change in ln ML is negligible.
To find an expression for this lower bound of the marginal likelihood, we need to evaluate the two components of
It can be shown that the first component in (3.6) is given by 
Using results on entropy of normal, gamma and truncated normal distributions, after some algebraic manipulation we obtain
where k is the number of regressors.
Gamma inefficiency
The approximate posterior densities in (3. 
and using a suitable factorization, it can be shown that the optimal densities are given by the following iterative process.
The normalizing constant for ( ) 
To set up a coordinate ascent algorithm, we have
The optimal densities are obtained by iterating β , β V and the quantities in (3.10) until convergence, with convergence assessed using changes in ln ML .
The integrals in (3.10) are all univariate integrals and usually straightforward to compute numerically. However, two problems may arise: First, sometimes the values of these integrals are extremely large or extremely small; in other words, we might face overflows or underflows. Second, the integrals are often taken over an infinite or semi-infinite region, rather than a compact interval, making it important to determine the effective support of the integrand for accurate computation. To avoid such problems that can arise in troublesome cases, in our empirical examples we calculate the integrals using the procedure described in Appendix B of Wand et al. (2011) .
To calculate the lower bound for the marginal likelihood we first find expressions for
Applications
Using three well-known data sets, we estimate stochastic frontier models with exponential, half-normal, gamma, truncated normal and lognormal distributions using both MFVB and MCMC, and compare the estimated models using the Bayesian model selection procedure described in Section 3.
Models and data
The first data set, collected by the International Rice Research Institute (IRRI) consists of a panel of 43 Philippine rice farms observed over 8 years from 1990 to 1997 -see Coelli, et al. (2005) for further information. Because we are assuming time-invariant inefficiencies, only the last 4 years are considered. The model estimated is 
The third example uses a cross-sectional data set of 122 N  U.S. electric utilities in 1970. The data were originally analysed by Christensen and Greene (1976) and then by Greene (1990) and recently by Griffin and Steel (2007) . Following them, we consider the following frontier cost function
where output (Q) is produced at cost ( ) C using three factors: labor, capital, and fuel, whose respective factor prices are Pl, Pk and Pf.
Prior specifications
The general forms for the priors were those given in Section 3 for the exponential and gamma models and those given in Appendix A for the others. For all models, we consider a flat prior for β (i.e., ( ) 1 p  β ) and the vague prior
for the truncated normal, and 2, a   
Parameter estimates
Tables 1, 2 and 3 contain the posterior means of the parameters for the various models and the three data sets using both MFVB and MCMC. We wrote R code for MFVB and for MCMC we used WINBUGS, following the instructions in Griffin and Steel (2007) .
Convergence of the MFVB algorithms was achieved in less than 500 iterations in all cases except for the gamma model applied to the electricity data; it took 1000 iterations. We tried a number of different starting values but always reached the same solution. In all MCMC cases we considered 60000 iterations, discarding the first 50000 as the burn-in period.
The signs and magnitudes of the production elasticity estimates for land, labour, fert and others given in Table 1 are all consistent with expectations. They are also almost identical across the models and estimation methods. However, the inefficiency parameter estimates are somewhat different across the two estimation methods. In the most extreme case, the parameter  for the truncated normal model is estimated as 17.689 from MCMC versus 13.096 from MFVB. The probability intervals for these parameters are generally very wide, however. For example, the 95% probability interval for  from MCMC is (5.210, 47.902), and, as we see later, the estimated inefficiency scores, which are often the main item of interest, are reasonably close despite such differences. Similar conclusions can be drawn from Tables 2 and 3 that contain the results for the dairy and electricity data examples. The estimates for the technology parameters are almost identical across the models and estimation methods. Parameters of inefficiency distributions differ slightly across estimations methods but are again well within 95% probability intervals. 
Inefficiency estimates
In stochastic frontier analysis, estimation of inefficiency effects is often of primary importance and frequently the main objective of the study. It is important, therefore, to investigate the accuracy of estimated inefficiency scores from MFVB. In Figures 2, 3 and 4 MFVB and MCMC estimates of the inefficiency effects are compared for all models and data sets. In each graph, the horizontal axis represents estimated effects from MCMC and the vertical axis represents estimates from MFVB. We have also depicted the 45 degree line; if MFVB and MCMC estimates are identical they will lie on the 45 degree line. For the rice data and the dairy data in Figures 2 and 3 , they are extremely close. For the electricity data in Figure 4 , there are some visible differences, particularly for the half-normal and truncated normal distributions. However, even in these cases the ranking of firms is generally preserved. For the case of the half-normal model where there is the largest discrepancy, we have also depicted the (25%, 75%) probability bands from MCMC. The MFVB estimates are well within the interval given by these bands. It is also worth noting that the electricity data are not a panel. Without repeated observations on the i u , we expect their estimation to be less precise.
Using the rice data as an example, other features of the posterior distributions are compared in Table 4 and Figure 5 4 . Table 4 
Model Comparison
Despite the wide variety of distributions suggested in the literature for efficiency effects, there have been few studies formally comparing these models. The Bayesian exceptions that we are aware of are Griffin and Steel (2008) who compare alternative distributions using a generalization of the Savage-Dickey method and Ehlers (2011) who uses the DIC statistics produced by WINBUGS 5 . Here we use the methodology described in Section 2 to compute Bayes factors which are generally recognized as the preferred Bayesian criterion for comparing models. The five distributional assumptions are compared for each of the three data sets.
In Table 5 we report the lower-bounds for the logs of the marginal likelihoods from MFVB, the MCMC-estimated logs of the marginal likelihoods, computed using our proposal where the MFVB posterior is used in conjunction with the Gelfand-Dey method, and the expected mean-squared errors (MSE) of the log-marginal-likelihood estimates 6 . For all data sets, the largest marginal likelihoods are those for the gamma model; the differences between the marginal likelihoods for the other four models are much less pronounced. The MSE values suggest the log-marginal likelihoods have been estimated with a high degree of accuracy. As expected, the MFVB lower bounds for the marginal likelihoods are smaller than the corresponding estimates from MCMC. Unfortunately, these differences are not uniform.
If they were, then Bayes' factors computed from the lower bound would be a good guide to Bayes' factors computed from the MCMC estimates. In Table 6 we report the logs of the Bayes factors against the half-normal model. In each case the first and second ranked models are the same irrespective of whether the MFVB lower bounds or the MCMC estimates are used, but there is some divergence after that. The gamma model is clearly favoured for all 5 The DIC (deviance information criterion) is a goodness-of-fit with-penalty measure similar in nature to the Akaike and Bayesian information criteria. Because it uses averages rather than maxima as estimates, it is readily computed from MCMC output. 6 Methods for computing the MSE are described in Chen et al. (2000, p.133-145) and Frühwirth-Schnatter (2006, p.152-154). data sets. For the rice and electricity data sets the exponential model is ranked second, and for the dairy data the truncated normal model is ranked second. 
Extensions: Models with Environmental Variables
It is often of interest to identify and estimate the effects of factors influencing technical efficiencies. A standard approach to do this is to make the mean of the inefficiency distribution a function of the factors. We follow this tradition and describe MFVB estimation 
It is possible to consider other distributions such as truncated normal. We consider a lognormal distribution because it is more convenient for obtaining conditional distributions for the parameters μ that appear in the inefficiency distribution.
where 1,it C is a normalizing constant, z is an ( ) NT M  matrix containing the it z , and u is now of dimension NT. All the densities in (5.2) are of a standard form except that for it u whose various moments need to be obtained by numerical integration. The coordinate ascent algorithm can be set up by iterating over the moments
until the change in the following lower bound for the log of marginal likelihood is negligible.
To illustrate estimation of this model, we apply it to the rice data described in Section 4, with the specification 
Extensions: A Time Varying Panel Data Model
Several authors, for example, Cornwell, et al. (1990) , Kumbhakar (1990) , Battese and Coelli (1992) , Lee and Schmidt (1993) and Sickles (2005) , have suggested ways of relaxing a strong assumption made in model (3.1), that the inefficiency effects are invariant over time.
In the previous section we considered one of those ways: assume the mean of the inefficiency 
A coordinate ascent algorithm is established by iterating over
The log of the lower bound of the marginal likelihood used to assess convergence is 
To illustrate this model, we apply it to the dairy data. For brevity, in Table 8 Figure 7 ; again, they almost coincide. 
Extensions: More Robust Models
The basic model in (3.1) has a linear-in-parameters technology, its efficiency effects are drawn from one-or two-parameter distributions, and the error term follows a normal distribution. In this section we consider more flexible models under less stringent assumptions and show how they can be estimated under a MFVB framework. We first extend the model to a case where we have a mixture of distributions for the efficiency effects. Next we introduce nonparametric elements into the technology part of the model, and finally we consider more flexible distributions for the random error terms.
A Model with a Mixture of Distributions for Inefficiency Effects
There are a variety of distributions that can be used to create greater flexibility in the modelling of the inefficiency effects. Two examples that can be estimated by MFVB using auxiliary variable methods are the generalised beta or truncated-t distributions. Another alternative, and the one we focus on in this section, is a mixture of distributions. We outline an estimation procedure for a general mixture for i u , but give specific formulas for a mixture of exponential distributions. Other possibilities such as a mixture of gamma densities could be considered.
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The density function for i u for a general mixture with K components can be written as Using the Dirichlet prior from (7.5) until convergence is achieved.
A Semiparametric Stochastic Frontier Model
There are several approaches to nonparametric and semiparametric stochastic frontier modelling -see for example Griffin and Steel (2004) , and Parmeter and Kumbhakar (2014) for a review. One approach which has a nice Bayesian counterpart and which can be easily set up within an MFVB framework is one that utilizes spline modelling of the regression function. To introduce this approach, we consider the following stochastic frontier model
where it x is a univariate regressor whose impact is to be modelled non-parametrically.
Extensions to various multivariate settings such as partially linear, additive and fully nonparametric models are relatively straightforward (see e.g., Ruppert, et al. 2003) . Using polynomial splines to approximate   it f x , we can write
where   x   . Combining (7.6) and (7.7), leads to
where X is a matrix with x are taken as the logs of area and labor in the Philippine rice data set. We chose 20 knots and use a space filling algorithm (Nychka et al., 1998) for the location of the knots. The results for the translog model in Figure 9 show that all estimators perform well.
The posterior means from MFVB and MCMC are very similar. The semiparametric estimator is slightly less efficient than the parametric estimator applied to the true functional form and, as is typical with nonparametric spline estimators, for the elasticities it performs poorly at the boundary points. For the arctan model in Figure 10 , the posterior means from MFVB and MCMC are again very similar. However, choosing the incorrect translog functional form has led to significant biases in the elasticites, and has increased the variance of the inefficiency estimates, relative to the results from the semiparametric estimator.
Robust Distribution for Error Term
All the models considered so far have assumed that the distribution of the error term is To obtain a posterior that is easy to work with we introduce an auxiliary variable " " a and use the following result (see e.g., Wand et al. 2011)   
