In this paper we study adaptive L (k) QN methods, involving special matrix algebras of low complexity, to solve general (non-structured) unconstrained minimization problems. These methods, which generalize the classical BFGS method, are based on an iterative formula which exploits, at each step, an ad hoc chosen matrix algebra L (k) . A global convergence result is obtained under suitable assumptions on f .
Introduction
Quasi-Newton methods for the unconstrained minimization of a function f : R n → R are based on iterative schemes of the form x k+1 = x k + λ k d k , where d k is a descent direction in x k , i.e. ∇f (x k ) T d k < 0, and λ k is the steplength.
Let us recall that any descent direction d k for f in the current guess x k solves the equation A k d k = −g k for some real symmetric positive definite (pd) matrix A k approximating the Hessian of f in x k , where g k is the first derivative vector ∇f (x k ) (see [9] ).
A good property that quasi-Newton methods should have, seems to be that A k+1 satisfies the equation A k+1 s k = y k (Secant equation), where s k = x k+1 − x k and y k = g k+1 − g k . Quasi-Newton methods with such property will be referred to as Secant. Apparently, the secant equation is far to be a mere optional condition. In [12, p. 24] it is observed that the equality A k+1 s k = y k mimics the fundamental property of the Hessian ∇ 2 f (x k+1 )s k ≈ y k , whereas in [4, p. 54 ] the same equality "is central for the development of quasi-Newton methods, and therefore it has often been called the quasi-Newton equation". Also in [1, p. 223 ] the secant equation appears as a fundamental ingredient in the definition of quasi-Newton methods.
In [7, 10, 8, 9, 6 ] it was introduced a new class of algorithms, named LQN, which includes methods of Secant type, in particular the well known BFGS method, and, at the same time, some methods which are not Secant but have relevant good properties (f.i. global convergence). The main purpose consisted in saving the second order information of the matrix B k , produced by the BFGS method to approximate a full (not sparse) Hessian of f , in a form that allows to reduce the high (O(n 2 )) computational cost per step of BFGS. More in detail, a substantial generalization of the BFGS scheme has been therein proposed by an updating Hessian approximation formula of the form
where B k is a suitable approximation of B k and Φ is the BFGS-type rank-two correction of B :
Φ(B, s, y) :=B − 1 s TB sB ss TB + 1 y T s yy T .
The BFGS method is retrieved if B k = B k for all k. Moreover, a suitable choice of B k yields the important class of LQN methods, where the quasi-Newton matrix approximating the Hessian is defined also in terms of a matrix algebra L. The matrices of this algebra L are simultaneously reduced to diagonal form by a unitary matrix U , i.e. L = sd U = {L = Ud(z)U H } where d(z) denotes the diagonal matrix of the eigenvalues z i of L. In fact, if B k is the best approximation L B k in L of B k in Frobenius norm, then from (1) we obtain a simple single-array iteration to compute the eigenvalues of L B k+1 from the eigenvalues of L B k [7] . At least two choices are possible for the new descent direction d k+1 :
The first choice yields a Secant (S) algorithm, because B k+1 s k = y k , whereas the second choice yields a Non-Secant (NS) procedure, as B k+1 s k is in general different from y k .
If U is defined by a fast transform (Fourier, Hartley or others), then in both cases the essential computation can be reduced to exactly two fast transforms at each step k, with a total cost of O(n log n) FLOPS per step and O(n) memory allocations. The gain of efficiency with respect to BFGS and its variants is due, essentially, to the simple fact that the matrix L B inherits from a matrix B its main spectral properties. In particular we have that B pd ⇒ L B pd (pd = real symmetric positive definite; L spanned by real matrices), and, if ν j (X), j = 1, . . . , n, denote the eigenvalues of X in non-decreasing order, then [14] 
Thus in LQN algorithms the information given by the single array z B k of the eigenvalues of L B k captures the essential of the second order information that B k inherits from ∇ 2 f (x k ). Moreover, a global convergent result has been obtained for NSLQN algorithms [7] . However, one may expect that their secant version SLQN, with more cumbersome formulas but roughly with the same cost per step, are more efficient than NSLQN, even if no proof of convergence of SLQN has been found. In fact, numerical experiments have shown a better efficiency of Secant with respect to Non-Secant LQN procedures, and especially for large scale minimization problems, as in the case of neural networks learning [2] or impulse noise removal from images [3] , SLQN methods can be extremely competitive, even with L-BFGS (limited memory BFGS [12] ).
In this paper we improve the idea, preliminarily investigated in [6] and [8] , to change at each step the structure of the pd matrix B k involved in the Hessian approximation updating formula (1), or, equivalently, the matrix algebra L = sd U where to chooseB k . We do this in a way that appears nearly optimal.
In particular, we are interested in L (k) QN algorithms where, at each step, as soon as the (efficient) secant search direction 
for a real σ k+1 > 0.
• L (k) QN methods have a linear computational cost per step, in terms of FLOPS and memory allocations.
• L (k) QN methods are globally convergent.
We will prove that the equality (2) can be obtained if and only if a special condition on the minimal and maximal eigenvalues of B k+1 is verified. In particular, if such condition holds, then (2) is obtained by choosing B k+1 in a suitable algebra
where U k+1 is defined as the product of two Householder unitary matrices, and the effect of this choice is to reduce to O(n) both computational cost per step and memory allocations. Moreover, the L (k) QN methods obtained by forcing at each step equality (2) turn out to be globally convergent, and this is not surprising since the sequence of approximations {x k } k∈N they yield can be seen as produced by the corresponding Non-Secant
QN methods are globally convergent [7, 8] ).
In conclusion, with the L (k) QN methods introduced in this paper, it is solved implicitly the degree of freedom, and thus of uncertainty, in choosing the space L of the LQN algorithms, and, simultaneously, it is nullified the difference between the classes of Secant and Non-Secant algorithms since, eventually, the search directions produced by the new L (k) QN methods are simultaneously of Secant and of Non-Secant type.
Notation and preliminaries
We will freely use familiar properties of symmetric positive definite matrices and fundamental results concerning algebras of matrices simultaneously diagonalized by a given unitary transform.
We use the shorthand pd to denote a real symmetric positive definite matrix. Given a vector z ∈ R n we write z > 0 to denote entrywise positivity. We let d(z) be the diagonal matrix whose diagonal entries are the components of z, analogously the symbol diag(x i , i = 1, . . . , n) denotes the diagonal matrix whose diagonal entries are the x i , writing briefly diag(x i ) when no ambiguity may occur. Thus for instance d(z) = diag(z i ). Let M n (C) be the set of all n × n matrices with complex entries. Given a unitary
The space L is a closed subspace of M n (C) which is a Hilbert space with respect to the inner product (X, Y ) = 
or, equivalently, such that
For the sake of completeness we recall hereafter few important results on pd matrices and on the projection L B . For further details see [15, 11, 7] . 
Lemma 1 (Kantorovich inequality). Let
where μ(A) = λ max /λ min is the condition number of A in the spectral norm.
Lemma 2.
where ν(X) denotes the generic eigenvalue of X. Therefore L B is hermitian positive definite whenever B is hermitian positive definite.
Proof. Use Lemma 2 and Hadamard's inequality for the determinant of a matrix. 2
For a more exhaustive treatment of the contents of Lemma 2 and Lemma 3, and their relevance for LQN minimizations algorithms and optimal preconditioning, one can see [11] and [7] .
The Secant scheme
Let f : R n → R and consider the minimum problem
In [7] it is proposed a Secant BFGS-type algorithm for the solution of (5), whose main instructions are summarized in Algorithm 3.1 here below:
Algorithm 3.1: Secant BFGS-type.
Construct B k+1 pd;
where
TB is a Hessian approximation BFGS-type updating formula.
Observe that the matrix
verifies the secant equation B k+1 s k = y k . For this reason we refer to Algorithm 3.1 as Secant BFGS-type. For B k = B k one has the BFGS method, which is a well known secant quasi-Newton minimization algorithm [5, 12] . Moreover, observe that, by the Sherman-Morrison-Woodbury formula, we have
Identities (6), (7) assure that the new search direction
can be computed with at most O(n 2 ) FLOPS (the cost of computing a general matrix-
, which turns out to be an estimation of the total computational cost per step (as it will be clear afterwards, we assume that less than O(n 2 ) FLOPS are sufficient to compute the matrix
An important property of the Hessian approximation updating formula Φ, used in the definition of the Secant BFGS-type Algorithm 3.1, is that, assuming B pd, the matrix Φ(B, s, y) is a well defined pd matrix iff y T s > 0. If f is continuously differentiable and lower bounded, whenever the positive parameter λ k is chosen, at each step, so that the two Armijo-Goldstein conditions are satisfied -briefly λ k ∈ AG -we have that the value of f (x k+1 ) is less than f (x k ) − η k , with η k > 0, and y T k s k > 0 (see Section 5 for a more precise definition of η k ). Thus B k+1 is pd and Secant BFGS-type yields a well defined, strictly decreasing sequence {f (x k )} k∈N .
Of course, we have an analogous result if, in the above Algorithm 3.1, the matrix B k+1 is constructed immediately after the definition of B k+1 , and the secant search direction
k+1 g k+1 is replaced by the alternative
which may be called Non-Secant search direction.
Remark 1. Note that any pd matrix B k we use in BFGS-type algorithms has the structurẽ
If for each step the eigenvalues of
then the NS BFGS-type algorithms (where d k+1 is defined as in (8)) are convergent [7] without any assumption on the matrix which diagonalizes B k -i.e. on the U k of Remark 1 -. In particular, it is easy to check that such conditions (9) are satisfied when
. . , n (Hadamard inequality is used for the first of (9)). But these [z k ] i are nothing else than the eigenvalues of the best approximation in Frobenius norm of B k in the space
In [7, 8] 
On the other hand numerical experiments, performed mainly with
) −1 g k+1 , have a slow convergence rate, whereas the SL (k) QN algorithms, with In particular, one could impose directly that the NS algorithm yields the same search direction of the S one. In this case B k+1 should be chosen such that
Notice that (10) is equivalent to say that
that is B k+1 and B k+1 act as the same operator on the vector s k+1 .
Remark 2. Every Secant BFGS-type algorithm satisfying (9) and (10) (or (11)), turns out to be at least convergent (see Section 5) . Recall that any convergent quasi-Newton method
k+1 g k+1 , with A k+1 pd and satisfying the Dennis-Moré condition
has a superlinear rate of convergence. Thus, in our context, assuming that U k+1 and z k+1 solving (9) and (10) (or (11)) depend on a set of free parameters, one may try, at least in principle, to use these parameters to impose (12) with σ k+1Bk+1 replacing A k+1 = B k+1 , in order to obtain a secant BFGS-type superlinearly convergent method.
In the following we investigate in two different cases if (10) or (11) can be effectively verified (note that in both cases the conditions (9) automatically hold):
• Hybrid L (k) QN
The matrix B k+1 is chosen in L (k+1) as follows:
where V k+1 is an arbitrary unitary matrix; in other words [
ii are free and are not forced to be the eigenvalues of L
.
Concerning the first choice of B k+1 , one could formulate the problem of calculating U k+1 as follows:
For the sake of clarity, let us remember, once more, that L
If for each step Problem 1 has a solution, then the following
for all k) is well defined and turns out to be globally convergent (see Theorem 3 and Remark 5 in Section 5).
Observe, however, that the dependence of the vector z
in identity (15) from the unknown operator U k+1 , gives rise to a four degree non-linear problem for each entry of the matrix U k+1 we are looking for. At the moment, no low complexity solution has been found for Problem 1 (we don't know even if such solution exists) and thus Algorithm 3.2 has a theoretical interest. So, in the next section we shall deal with the second case (hybrid L (k) QN), i.e. we will calculate suitable matrices U k+1 and V k+1 to define B k+1 as in (14) and satisfying (10) (or (11)).
Existence of solution of PNLP
In this section, for the sake of simplicity, the index k + 1 will be dropped. We now give necessary and sufficient conditions for the existence of a solution of the following
general not of low complexity and, of course, is not cheaply computable.
Problem 2 (Partially Non-Linear Problem (PNLP)).
Given
Given z > 0 let us write:
Lemma 4. If there exists a unitary matrix U solution of Problem 2 then:
Proof. To prove (17) observe that from Problem 2 we have
As
thus (17). Regarding (18), observe that from (17) and (19) we have:
Setting
where the inclusion statement follows from the Kantorovich inequality. 2
Lemma 5. Given z > 0 and a real number c such that 0 < c 2 ≤ 1, if there exists a pair of indexes (h, k) such that
then there exists a vector y ∈ R n such that
Proof. Set y = αe h + βe k . We will show that there exists α, β ∈ R for which identity (22) holds. Substituting the expression for y, and requiring that y = 1 we obtain:
From the first row of (23) we get β 2 = 1 − α 2 and substituting in the second one:
Setting t = α 2 and solving we obtain:
Thus a real t ± exists only if
which is true by hypothesis. So Δ ≥ 0 and, moreover,
2 < 1) and the solutions of the system (23) are:
Theorem 1. If the z i are such that
4z m z M (z m + z M ) 2 ≤ (d T (−g)) 2 d 2 g 2 ,(25)
then there exists a unitary matrix U solution of Problem 2. In particular, U can be effectively constructed in O(n) FLOPS as the product of two Householder matrices.
Proof. Solution will be built explicitly. To this end set
U = H(w)H(v),
Substituting the expression of U in Problem 2 we obtain:
where the unknowns are the vectors w, v. Suppose to choose w such that
(we will show later that this choice is possible). The identity (26) becomes:
Let us search a solution of the form:
Using the identity
by (28) we obtain
and, forcing v = √ 2,
The identity (27) becomes, substituting in v the expressions (31) found for σ:
from which
By setting
in the right hand side of the above identity (33), we obtain
Since (y H y)
it is possible to find y such that equality (35) holds only if (25) holds. But (25) is also sufficient for the existence of y solving (35). In fact due to Lemma 5 we know that there exists, and it is easy to compute, a vector y such that
Observe moreover that if y satisfies the above identity, then ky satisfies the above identity for all k ∈ R, so it is possible to choose y such that
This assures that (34) has a solution w, precisely given by
(see [8] where it is displayed the Householder transform mapping a vector into another one of the same norm). We have proved the existence of a matrix H(w) which satisfies condition (27), and thus the existence of a matrix
Using the above results the following theorem can be stated 
we obtain:
It follows that, in some sense, the PNLP (Problem 2) mimics quite closely the TNLP (Problem 1).
Remark 4. Note that we have written a solution of Problem 2 as a product of two Householder matrices. As a matter of fact, it is not yet clear if one Householder matrix is sufficient to solve Problem 2. It is easy to prove that Problem 2 is solvable by U = H(w) (i.e. with one Householder matrix) at least for n = 2.
Convergence analysis
The known result of Powell [13] on the global convergence of the BFGS method and the known result [7] of global convergence of NS BFGS-type algorithms are now extended to the Secant BFGS-type Algorithms 3.1, by adding few simple hypotheses on B k . We first recall the following Proposition 1. (See [5] .) Let B k be a pd n × n matrix and let
By Proposition 1 it is possible to state that, if the positive parameters λ k are properly chosen, then Algorithm 3.1 yields a well defined and strictly decreasing sequence {f (x k )} k∈N . In particular, for a continuously differentiable and lower bounded function f , such a sequence is obtained if the step length λ k satisfies the Armijo-Goldstein (AG) prescriptions (see [5] ), that is, λ k belongs to the set Λ k defined here below. Definition 1. Fix two constants c 1 , c 2 , 0 < c 1 < c 2 < 1, and set χ k (λ) = f (x k + λd k ). Then the AG set Λ k is the set of all λ ∈ R + such that
In fact, since
Proposition 1, B k+1 in Algorithm 3.1 is a well defined pd matrix and
(unless g k+1 = 0), i.e. d k+1 is a well defined descent direction in x k+1 . Denote by I 0 the level set {x : f (x) ≤ f (x 0 )}. As a consequence of Proposition 1 and the subsequent considerations, we have Proposition 2. Assume that the step-lengths λ k satisfy the AG conditions in (36). Then  Algorithm 3.1 yields a sequence of points x k+1 , k = 0, 1, . . . , such that
Therefore, x k+1 belongs to the set I 0 and the matrix B k+1 = Φ(B k , s k , y k ) is well defined and pd, until g k = 0. Now assume that g k = 0, ∀k (otherwise the algorithm terminates in a finite number of steps at a stationary point for f ). Since {f (x k )} k∈N is a lower bounded strictly decreasing sequence,
In the following fundamental theorem we prove that under special prescriptions on B k and suitable analytical properties of f , a subsequence of {g k } k∈N converges to the null vector. For the sake of completeness we recall all the steps of the proof of global convergence of NS BFGS-type algorithms in [7] . The present proof is different only for the last part, where it is shown the role of the third further condition in (37) in proving the convergence of S BFGS-type methods. 
If ∃M > 0 such that
Proof. The points x k+1 are in the level set I 0 and satisfy conditions (36):
Applying AG 1 for k = 0, . . . , j we have:
From the convergence of
On the other hand, by (37) for k = 0, . . . , j:
Hence:
Thus, by (38)
Let us remember that, given n real positive numbers a i , it holds:
from which we obtain:
Let us remember moreover that from (42), since B j+1 is positive definite, we have:
and applying once more (43) we have:
From (37) and from direct calculation of the determinant it holds:
Let us observe that AG 2 implies
From Eqs. (44), (46), (47) and the third in (37), we have:
and hence
where c 4 is a suitable constant. Since identities (40) and (49) 
Proof. See [7] . 2
A sufficient condition to fulfill the inequality (38) is shown in the next Proposition 3. It consists in a suitable convexity assumption on f . [13] .) Assume that f is convex and has continuous and bounded second derivatives in a convex set I ⊂ R n . Then, for all x, y ∈ I,
Proposition 3. (See
where Remark 5. It is important to notice that a sufficient condition for the third inequality in (37) to be verified is that
In the previous section we have proved that this condition can be imposed or, more precisely, we have proved that the equivalent conditioñ
can be forced to hold.
The above Remark 5 shows how trying to force the global convergence for the Secant method can be done by forcing that the Non-Secant method produces the same search direction of the Secant one.
Convergent algorithm construction
In this section we will show how the three convergence conditions (37) of Theorem 3 can be verified by B k+1 . For the sake of simplicity, we will drop the index k + 1 in all symbols B, g, λ, s, y, d, z, x, L, whereas "−" and "+" will denote the k-th and (k +2)-th indexes, respectively. Let x ∈ R n be the current guess of a stationary point of f . Let g = ∇f (x) ∈ R n be a non-null vector, and let B ∈ R n×n be the real symmetric positive definite matrix, depending on g,
where 
If, moreover, the z i satisfy the following inequality
then, by Theorem 1, there exist a unitary U and σ > 0 such that 
(the inequality on the left becomes an equality if g is eigenvector of B). In fact
Then (57) follows from the Kantorovich inequality. (1 + μ(B) ) 2 (58) because the function g(x) = 4x (1 + x) 2 automatically satisfy (37a), (37b), and their adaptive character seem to require, in order to reach convergence (via (37c)), a condition (55), different from (59), that relates the condition numbers μ(B) and μ(B), and may require, in order to be verified, to change M so that μ(M B ) = μ(B) approaches the condition numbers μ(B); note that no fixed lower bound δ for cos ( −g k d k ) is required.
The convergent algorithm
In this section, we exhibit the convergent hybrid L (k) QN algorithm whose basic step has been explained in Section 6. We will write K(z) = T or K(z) = F to denote that a vector z > 0 does or does not satisfy the inequality (25). Let us give the following definitions.
Definition 2. Given z > 0 such that K(z) = T we will use the notation
(double Householder construction), to denote the unitary matrix constructed in Theorem 1. Let us underline, once more, that U is constructed as the product of two Householder matrices. 
Moreover, set [2Ho]
(k) = sd U k , where
Below we illustrate in detail the algorithm, where V k+1 is, at each step, initially set equal to U k (see Algorithm 7.1).
We emphasize that, by taking into account the crucial steps of Algorithm 7.1 (formula (50) and the construction of U k+1 ), apart from possible corrections of [z k+1 ] min and [z k+1 ] max , the computational cost per step is O(n) FLOPS and O(n) memory allocations.
and α is such that u k+1 2 = 2. Observe that the complexity of the methods obtained in this way is O(n) in time and space. The methods are applied to four known test functions f (see [5] ). In the table are reported the numbers of iterations required by the methods corresponding to (66) and (67) These first experiments, enough encouraging, show that the L (k) QN methods considered in this paper, even in the weaker form described above, can be competitors of the LQN methods (HQN method in the table is LQN where L is Hartley matrix algebra, see [2] and [7] ), which in turn have been shown to be competitors of L-BFGS (see [2] ).
