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Research data management (RDM) includes all processes and measures which ensure that research data are 
well-organised, documented, preserved, stored, backed up, accessible, available, and re-usable. Corresponding 
RDM systems or repositories form the technical framework to support the collection, accurate 
documentation, storage, back-up, sharing, and provision of research data, which are created in a specific 
environment, like a research group or institution. The required measures for the implementation of a RDM 
system vary according to the discipline or purpose of data (re-)use. In the context of RDM, the 
documentation of research data is an essential duty. This has to be conducted by accurate, standardized, and 
interoperable metadata to ensure the interpretability, understandability, shareability, and long-lasting usability 
of the data. RDM is achieving an increasing importance, as digital information increases. New technologies 
enable to create more digital data, also automatically. Consequently, the volume of digital data, including big 
data and small data, will approximately double every two years in size. With regard to e-science, this increase of 
data was entitled and predicted as the data deluge. Furthermore, the paradigm change in science has led to data 
intensive science. Particularly scientific data that were financed by public funding are significantly demanded to 
be archived, documented, provided or even open accessible by different policy makers, funding agencies, 
journals and other institutions. RDM can prevent the loss of data, otherwise around 80-90 % of the generated 
research data disappear and are not available for re-use or further studies. This will lead to empty archives or 
RDM systems. The reasons for this course are well known and are of a technical, socio-cultural, and ethical 
nature, like missing user participation and data sharing knowledge, as well as lack of time or resources. In 
addition, the fear of exploitation and missing or limited reward for publishing and sharing data has an 
important role. 
This thesis presents an approach in handling research data of the collaborative, multidisciplinary, long-term 
DFG-funded research project Collaborative Research Centre/Transregio 32 (CRC/TR32) “Patterns in Soil-
Vegetation-Atmosphere Systems: Monitoring, Modelling, and Data Assimilation”. In this context, a RDM 
system, the so-called CRC/TR32 project database (TR32DB), was designed and implemented. The TR32DB 
considers the demands of the project participants (e.g. heterogeneous data from different disciplines with 
various file sizes) and the requirements of the DFG, as well as general challenges in RDM. For this purpose, a 
RDM system was established that comprises a well-described self-designed metadata schema, a file-based data 
storage, a well-elaborated database of metadata, and a corresponding user-friendly web interface. The whole 
system is developed in close cooperation with the local Regional Computing Centre of the University of 
Cologne (RRZK), where it is also hosted. 
The documentation of the research data with accurate metadata is of key importance. For this purpose, an 
own specific TR32DB Metadata Schema was designed, consisting of multi-level metadata properties. This is 
distinguished in general and data type specific (e.g. data, publication, report) properties and is developed 
according to the project background, demands of the various data types, as well as recent associated metadata 
standards and principles. Consequently, it is interoperable to recent metadata standards, such as the Dublin 
Core, the DataCite Metadata Schema, as well as core elements of the ISO19115:2003 Metadata Standard and 
INSPIRE Directive. Furthermore, the schema supports optional, mandatory, and automatically generated 
metadata properties, as well as it provides predefined, obligatory and self-established controlled vocabulary 
lists. The integrated mapping to the DataCite Metadata Schema facilitates the simple application of a Digital 
Object Identifier (DOI) for a dataset. 
The file-based data storage is organized in a folder system, corresponding to the structure of the CRC/TR32 
and additionally distinguishes between several data types (e.g. data, publication, report). It is embedded in the 
Andrew File System hosted by the RRZK. The file system is capable to store and backup all data, is highly 
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scalable, supports location independence, and enables easy administration by Access Control Lists. In 
addition, the relational database management system MySQL stores the metadata according to the previous 
mentioned TR32DB Metadata Schema as well as further necessary administrative data.  
A user-friendly web-based graphical user interface enables the access to the TR32DB system. The web-
interface provides metadata input, search, and download of data, as well as the visualization of important 
geodata is handled by an internal WebGIS. This web-interface, as well as the entire RDM system, is self-
developed and adjusted to the specific demands. 
Overall, the TR32DB system is developed according to the needs and requirements of the CRC/TR32 
scientists, fits the demands of the DFG, and considers general problems and challenges of RDM as well. 
With regard to changing demands of the CRC/TR32 and technologic advances, the system is and will be 
consequently further developed. The established TR32DB approach was already successfully applied to 
another interdisciplinary research project. Thus, this approach is transferable and generally capable to archive 
all data, generated by the CRC/TR32, with accurately, interoperable metadata to ensure the re-use of the data, 






Forschungsdatenmanagement beinhaltet alle notwendigen Abläufe und Maßnahmen, die sicherstellen, daß 
Forschungsdaten gut organisiert, dokumentiert, erhalten, gesichert, erreichbar, verfügbar und wiedernutzbar 
sind. Entsprechende Systeme und Repositorien für das Forschungsdatenmanagement bilden diesbezüglich 
den technischen Rahmen, um Daten von ForscherInnen und Institutionen entsprechend zu sammeln, zu 
dokumentieren, zu speichern, zu sichern und zu verteilen. Die notwendigen Implementierungsmaßnahmen 
variieren zwischen den einzelnen Disziplinen und dem jeweiligen Zweck. Eine wesentliche Aufgabe im 
Forschungsdatenmanagement ist die Dokumentation von Forschungsdaten. Dies wird über genaue, 
standardisierte und interoperable Metadaten erreicht, die eine Interpretation, Verteilung, ein Verständnis und 
eine lange Nachnutzung der Daten ermöglichen. Die Wichtigkeit von Forschungsdatenmanagement steigt mit 
der zunehmenden Masse von digitalen Informationen. Neue Technologien erfassen immer mehr Daten, 
zunehmend auch automatisch. Entsprechend verdoppelt sich das Volumen von small data und big data 
ungefähr alle zwei Jahre. Im Hinblick auf e-science wird dieses Wachstum als data deluge („Datensintflut“) 
bezeichnet und ist vorhergesagt worden. Darüber hinaus findet ein Paradigmenwechsel zur datenintensiven 
Wissenschaft statt. Vor allem Forschungsdaten, die durch öffentliche Mittel finanziert worden sind, sollen 
ausgehend von Entscheidungsträgern, Geldgebern, Zeitschriften und anderen Institutionen archiviert, 
dokumentiert und zugänglich gemacht werden. Forschungsdatenmanagement verhindert außerdem den 
Verlust von Forschungsdaten, die andernfalls zu 80-90% verloren gingen oder nicht mehr für eine 
Nachnutzung zur Verfügung stünden. Dieses Problem kann zu leeren Datenarchiven und Systemen führen. 
Die Gründe dafür sind das Resultat bekannter technischer, sozio-kultureller und ethischer Probleme, wie 
beispielsweise fehlende Mitwirkung und fehlendes Wissen über Datenweiternutzung sowie mangelnde Zeit 
und Ressourcen. Zusätzlich besteht Angst vor Ausnutzung und mangelnder Honorierung für das Publizieren 
und Teilen von Forschungsdaten. 
Diese Arbeit stellt einen Ansatz zum Umgang mit Forschungsdaten im Rahmen eines kollaborativen, multi-
disziplinären, langfristigen Forschungsprojektes vor, das im Rahmen des von der DFG geförderten 
Sonderforschungsbereiches/Transregio 32 (SFB/TR32) „Patterns in Soil-Vegetation-Atmosphere Systems: 
Monitoring, Modelling, and Data Assimilation“ anzusiedeln ist. Ein Forschungsdatenmanagementsystem, die 
sogenannte SFB/TR32 Projektdatenbank (TR32DB), wurde geplant und implementiert. Die TR32DB 
berücksichtigt die Anforderungen der ProjektteilnehmerInnen (z.B. heterogene Datenbestände mit 
unterschiedlichen Dateigrößen) und der DFG, sowie alle generellen Herausforderungen des 
Forschungsdatenmanagements. Für diesen Zweck wurde ein System entwickelt, das aus einem voll 
dokumentierten, selbst entwickelten Metadaten Schema, einem dateibasierten Datenspeicher, einer gut 
ausgearbeiteten Datenbank und einer nutzerfreundlichen Weboberfläche besteht. Das gesamte System ist in 
enger Zusammenarbeit mit dem Regionalen Rechenzentrum der Universität zu Köln (RRZK) entwickelt 
worden und wird hier auch bereitgestellt. 
Die Dokumentation von Forschungsdaten mit genauen Metadaten ist von zentraler Bedeutung. Für diesen 
Zweck wurde ein spezifisches TR32DB Metadaten Schema entwickelt, das aus mehrstufigen Bestandteilen 
von Metadaten besteht. Es wird zwischen generellen und datentypspezifischen Eigenschaften (z.B. Daten, 
Publikationen und Berichte) unterschieden. Das Schema ist entsprechend dem Projekthintergrund, den 
Anforderungen der verschiedenen Datentypen sowie den aktuellsten Metadatenstandards und -prinzipien 
entwickelt worden. Entsprechend ist dieses Schema interoperabel zu dem Dublin Core Metadaten Standard, 
dem DataCite Metadaten Schema und den Kernelementen des ISO Metadatenstandards 19115:2003 sowie 
der INSPIRE-Richtlinie. Weiterhin unterstützt das Schema optionale, verpflichtende und automatische 
Metadatenelemente und stellt vordefinierte, obligatorische und selbsterstellte kontrollierte Begriffslisten 
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bereit. Die integrierte Zuordnung zum DataCite Metadaten Schema unterstützt die einfache Beantragung 
eines Digital Object Identifier (DOI) für einen Datensatz.  
Der dateibasierte Datenspeicher ist in einer Ordnerstruktur entsprechend der Struktur des SFB/TR32 
angelegt, und es wird zwischen den einzelnen Datentypen (z.B. Daten, Publikationen, Präsentationen und 
Berichte) unterschieden. Diese Struktur ist in das vom RRZK bereitgestellte Andrew Dateisystem eingebettet. 
Das Dateisystem ermöglicht es, alle Daten zu speichern und zu sichern, ist gut skalierbar, unterstützt 
Ortsunabhängigkeit und erlaubt eine Administration über Zugriffslisten. Die Metadaten des TR32DB 
Metadaten Schemas sowie weitere administrative Daten werden in einem relationalen 
Datenbankverwaltungssystem MySQL gespeichert.  
Eine nutzerfreundliche, web-basierte Benutzeroberfläche ermöglicht den Zugang zum TR32DB System. Die 
Weboberfläche erlaubt die Eingabe von Metadaten, eine Suche und das Herunterladen von gespeicherten 
Forschungsdaten des Projektes sowie die Visualisierung wesentlicher Geodaten durch ein internes WebGIS. 
Die Weboberfläche ist, wie das gesamte System, selbst entwickelt und an die spezifischen Anforderungen 
angepasst.  
Insgesamt ist das SFB/TR32 Forschungsdatenmanagementsystem entsprechend den Ansprüchen und 
Bedürfnissen der WissenschaftlerInnen des SFB/TR32 entwickelt worden und entspricht den Anforderungen 
der DFG sowie den generellen Erfordernissen und Herausforderungen derartiger Systeme. Unter Beachtung 
der sich ändernden Ansprüche des SFB/TR32 und technologischen Verbesserungen wird das System 
konsequent weiterentwickelt. Der etablierte Ansatz der TR32DB ist erfolgreich auf ein anderes 
interdisziplinäres Forschungsprojekt angewendet worden. Somit ist dieser Ansatz übertragbar und generell in 
der Lage, alle Daten, die vom SFB/TR32 erzeugt werden, mit passenden, interoperablen Metadaten zu 
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1 Introduction and background 
1.1 Introduction  
Over the past decade, the creation of digital information and data has increased in many fields (HILBERT & 
LOPEZ, 2011), as the digital revolution or digital age and new technologies enable us to create more data, 
automatically and digitally. In April 2014, the seventh Digital Universe study (EMC, 2014) was published by the 
EMC Corporation and analysed by the International Data Corporation (IDC). This study gives a forecast on 
the growth of data volume in the digital universe from 2013 to 2020. In this time period, the digital data is 
predicted to grow by a factor of 10 (from 4.4 zettabytes to 44 zettabytes). Consequently, the volume of the 
digital data will approximately double in size every two years.  
This digital information is created in every possible field of the private and public sector as well as in cultural 
life and science. For instance, in the private and public sector, Amazon (WIRED, 2014), eBay (ITNEWS, 
2013) or the LIBRARY OF CONGRESS (2014) have to handle a huge amount of data every day with an 
increasing trend. In addition, the growth of users in the context of common social-media applications, like 
Facebook (DE WITT et al., 2012), Twitter or YouTube (WIKIBON BLOG, 2012), has led to a strong growth in 
digital information as well. In this context, the development of hardware, such as automatic or wireless 
sensors in agriculture (DETER, 2013; PAJARES, 2011), and software improvements also enable the faster 
generation of data. For instance, in physical sciences, huge amounts of data are automatically created each day 
by the Pan-STARRS telescope (Panoramic Survey Telescope and Rapid Response System) located on Maui 
(Hawaii, USA) the Large Hadron Collider (LHC) of the European Organization for Nuclear Research 
(CERN) or the Sloan Digital Sky Survey (SDSS) telescope at New Mexico’s (USA) Apache Point Observatory 
(DE WITT et al., 2012). Likewise, global climate data, including model results, satellite imagery, and in situ 
measurements, dramatically increase in complexity and volume (OVERPECK et al., 2011). In the context of 
the fast growing amount of data volumes, the usage of the term big data has become very common in recent 
years and has been discussed in various fields (FREYTAG, 2014; LYNCH, 2008) and special issues (ERCIM 
NEWS, 2012; NATURE, 2008; POPULAR SCIENCE, 2011).  
With regard to science, the increase of data, for instance, due to developments of new technologies, was 
predicted a few years ago and entitled the data deluge (HEY & TREFETHEN, 2003). Moreover, the change of 
science to a collaborative, linked digital research environment, known as e-research or e-science (HEY & 
TREFETHEN, 2002), has led to the increase of data. Additionally, science is performing the paradigm change 
to the data intensive science (MCNALLY et al., 2012), also known as the fourth paradigm (HEY et al., 2009). In 
this context, both big data and small data have to be considered (KLUMP & BERTELMANN, 2013; ONSRUD & 
CAMPBELL, 2007). Recently, particularly data that were generated in the area of e-science and financed by 
public funding are significantly demanded, for instance, by different policy makers (DFG, 2014b; EUROPEAN 
COMMISSION, 2007a; HOCHSCHULREKTORENKONFERENZ, 2014; NATIONAL SCIENCE FOUNDATION, 
2011b), journals (AGU, 2013; PLOS, 2014) or other institutions in the society (e.g. public transport, energy 
industry, disaster protection). For example, Neelie Kroes, Vice-President of the European Commission, has 
outlined that “Data is the new gold […] just as oil was likened to black gold, data takes on a new importance 
and value in the digital age.” (Kroes, 2011: 2). Additionally, the journal POPULAR SCIENCE published a 
special issue in 2011 entitled “Data is power” (POPULAR SCIENCE, 2011), as well as Nature’s special issue 
headed “Data - What data?” (NATURE, 2009) or the special issue of Science titled “Dealing with Data” 
(SCIENCE, 2011). All highlight the importance of data. Thus, the access to open research data is encouraged 
by many initiatives and organisations, such as the THE ROYAL SOCIETY (2012), the EUROPEAN COMMISSION 
(2012b) or the White House (HOLDREN, 2013).  
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Scientific data is demanded by society and policy makers for several reasons. These include the re-use of the 
data for analysis or simulation of recent events (e.g. simulation of climate change or traffic flows, manage 
transportation, coping with diseases). Data is requested with the purpose to repeat and reproduce research 
results, to prevent manipulation of data as well as to protect the scientists from false accusation. 
Consequently, safeguarding, maximal availability (HANSON et al., 2011) as well as sharing (BORGMAN, 2012) 
of data are very important. Research data management (RDM) and the establishment of corresponding RDM 
infrastructures support the management and sharing of data. As stated by Dr. Stefan Winkler-Nees (DFG) in 
2011 in the ODE report “Without the infrastructure that helps scientists manage their data in a convenient 
and efficient way, no culture of data sharing will evolve.” (ODE PROJECT, 2011:20). In addition, RDM can 
prevent the loss of scientific data. Recent studies in ecology have shown that the availability of the raw data 
declines dramatically as the research articles are ageing. In measurable terms, after 20 years about 80 % of the 
underlying data is no longer accessible (GIBNEY & VAN NOORDEN, 2013). This also corresponds with the 
statement of Dr. Stefan Winkler-Nees (DFG) pointing out that from all collected research data (e.g. including 
data created in preliminary studies, minutes of field campaigns) around 80-90 % disappear and will 
consequently not be available for re-use and further studies (KRAMER, 2014). Furthermore, the funding 
organizations’ are aware of the importance of RDM due to the commitment to provide so-called Data 
Management Plans (DMP) with the application of grants (DFG, 2014b; NATIONAL SCIENCE FOUNDATION, 
2011b; NERC, 2014a; WELLCOME TRUST, 2014).  
RDM is the key to progress of science (AILAMAKI et al., 2010). It is particular important in interdisciplinary, 
long-term research projects, as highlighted by MÜCKSCHEL et al. (2006), as well as strongly demanded by 
KLAR & ENKE (2013) and the DFG (2013d). In the context of RDM, the documentation of the research data 
with accurate, standardized, interoperable metadata is a significant issue. For the description of the data, 
appropriate metadata have to be chosen to enable the reusability of the data as well as to ensure the 
understanding of the data (VAN NOORDEN, 2013). However, it is stated that “Good metadata is expensive” 
(LEVINE, 2014: 136). The creation of the metadata requires expertise and resources. Inconsistent and 
incomplete metadata implicate that the described data is useless and with minor quality (LEVINE, 2014). In 
general, RDM solves the problems of organizing, exchanging, searching, data mining, documentation, 
accessing, storage and re-use of research data (CORTI et al., 2014). With regard to technical solutions to set up 
RDM infrastructures, several software components are available (e.g. CKAN, 2014b; DSPACE, 2014a; 
EPRINTS, 2014a). As stated by OSSWALD et al. (2012), these available standard solutions are not suitable as a 
standard solution for all disciplines, institutions, and research projects.  
RDM also has problems. While considering the prediction of a data deluge (ECONOMIST, 2010), RDM also 
faces problems of empty data archives (NELSON, 2009). These empty archives are a consequence of missing 
user participation and data sharing knowledge. In addition, further factors that constrain researchers from 
publishing and sharing their data can be summarized in challenges of technical, socio-cultural, and ethical 
nature as identified by HARTTER et al. (2013). These include the lack of time and resources, the lack of 
experience or expertise in RDM, loss of data, lack of standards as well as ignorance about available data 
archives to store the data and their usage. Furthermore, the fear of exploitation and competitive factors as 
well as missing or limited reward for publishing and sharing of data have an effect (GRIFFITHS, 2009; 
HARTTER et al., 2013; NELSON, 2009; TENOPIR et al., 2011). In addition, RDM barriers are outlined by 
SALLANS & LAKE (2014) from the researcher’s perspective, which include key factors like lack of training or 
ignorance of best practices in RDM as well as insufficient support and guidance. Thus, restrictions, for 
example in terms of data policies, might be necessary as well as user-friendly systems and features, such as the 
distribution of Digital Object Identifiers (DOI) for an accurate citation of datasets. Furthermore, a need to 
train and guide researchers in RDM principles, techniques and the actual usage of specific RDM systems is 
essential (JONES, 2013). 
The recent relevance and the importance of RDM becomes apparent, for example, by the number of 
conferences related to this topic as well as recently published books (e.g. PRYOR et al., 2013; RAY, 2014; 
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CORTI et al., 2014), special issues of journals (e.g. THE ECONOMIST, 2010; LIBRARY CONNECT, 2013; 
NATURE, 2009; SCIENCE, 2011) or articles in magazines (e.g. KRAMER, 2014).  
The current discussion about RDM and the announcement of new funding projects related to the set-up of 
RDM infrastructures point out that it is a contemporary issue, which is not yet solved. For example, the Joint 
Information Systems Committee (JISC) has launched the digital infrastructure research data management 
programme (JISC, 2014a) in the UK which covers the areas of research data management, research 
information management, and support of infrastructure for repositories and curation. In addition, the 
German Research Foundation (DFG) has announced funding programs with regard to Information 
Infrastructures for Research Data (DFG, 2013a) and Virtual Research Environments (DFG, 2013b). In this 
context, research projects like the RADIESCHEN (“Rahmenbedingungen einer disziplin-übergreifenden 
Forschungsdaten-Infrastruktur”; funding period: 05/2011-04/2013) project (RADIESCHEN, 2013) or the 
RADAR (“Research Data Repositorium”; funding period: 09/2013-08/2015) project (RADAR, 2014) are 
funded by the DFG to identify framework requirements as wells as to support the establishment of RDM in 
Germany. 
Consequently, the present thesis will present an approach to handle research data in a collaborative, 
multidisciplinary research environment by designing and implementing a research data management 
infrastructure. This approach also aims at solving the outlined challenges and problems of RDM. In addition, 
the RDM is designed according to the requirements of the research funding organisation, demands of the 
research project, as well as according to recent standards and principles. 
1.2 Aim of the thesis 
Generally, this doctoral thesis is related to geoinformatics, also known as spatial information sciences or 
spatial informatics, a scientific discipline that focuses on the development and implementation of methods 
and concepts of informatics on spatial problems and questions (BILL, 2010). Thus, geoinformatics connect 
informatics and geosciences (DE LANGE, 2013), and is acknowledged as a part of applied geography 
(DICKMANN & ZEHNER, 2001; EHLERS & SCHIEWE, 2010). According to DE LANGE (2013), one part of 
geoinformatics investigates the creation and handling of databases and metadatabases in a spatial context. 
Likewise, standardization, interoperability, data organization and management, as well as database systems are 
issues of this scientific area (DE LANGE, 2013), which are equally all used in this contribution. 
The thesis is embedded within the context of the interdisciplinary, long-term research project Collaborative 
Research Centre/Transregio 32 (CRC/TR32) “Patterns in Soil-Vegetation-Atmosphere Systems: Monitoring, 
Modelling, and Data Assimilation” funded by the German Research Foundation (DFG) since 2007. The 
CRC/TR32 involves research groups from the Universities of Aachen, Bonn, Cologne, and the Research 
Centre Jülich. The scientists involved work in the field of meteorology, geophysics, soil and plant sciences, 
hydrology, mathematics, geography as well as geoinformatics. As a result of their research, the scientists 
create a lot of heterogeneous research data in various spatial and temporal scales as well as in various file sizes 
(few kilobytes to gigabyte per file). These data are generated by conducting field measurement, laboratory 
analysis, and are an output of spatial modelling approaches (e.g. KORRES et al., 2013) or spatial analysis (e.g. 
WALDHOFF et al., 2012; HOFFMEISTER et al., 2013) as well. Almost all of these data are captured and 
modelled in the spatial domain and consequently have a spatial reference. Finally, the scientists publish their 
research results in journal papers or give a presentation at conferences.  
Within the framework of this study, embedded in the CRC/TR32 project section Information Infrastructure 
(INF-project), the aim was to design and implement a comprehensive, user-friendly project database for the 
CRC/TR32 (TR32DB). This research data management (RDM) system is intended to ensure the exchange as 
well as a secure and sustain long-term storage and back-up of all data, created by the scientists of the 
CRC/TR32. In order to achieve this objective, the description and documentation of all data with accurate 
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metadata according to recent standards and principles is essential. For this purpose, the main aim was to 
design and implement a comprehensive metadata schema which covers all requirements in terms of different 
data types and interoperability to recent metadata standards and principles. Furthermore, to support the 
accurate citation of all data, stored in the TR32DB, the application of persistent identifiers, such as a Digital 
Object Identifier (DOI), was requested. Moreover, the visualisation of purchased and generated data of the 
scientists with a spatial reference was desired. 
For the design and implementation of the TR32DB, several specific demands and challenges have to be 
considered. These include general challenges and problems of RDM, as already indicated in section 1.1. 
Furthermore, requirements resulting from the interdisciplinary research focus of the CRC/TR32, for 
example, in term of data heterogeneity (e.g. modelled or measured data, publications, presentations) or file 
size need to be regarded. In addition, requirements of the DFG have to be fulfilled, such as the cooperation 
with a computing centre or library with regard to the development of the RDM system or the request to 
accurately document the data with metadata (DFG, 2013d). In addition, the sustainable, long-term storage, 
and backup of the data beyond the end of the project is required. For example, the Proposals of Safeguarding 
Good Scientific Practice demand the long-term storage of data for ten years after their creation (DFG, 2013e). 
Moreover, technological developments, expandability, and specifications have to be considered. 
In summary, the main aims with regard to the design and implementation of the TR32DB are: 
 Establishment of a RDM system in the environment of a computing centre or library which supports 
sustainable long-term storage, backup, and exchange of all heterogeneous project data 
 Provision of a user-friendly graphical user web-interface to access the data 
 Development of a metadata schema for an accurate, interoperable documentation of all data 
according to project demands and current metadata schemas and standards 
 Provision of accurate citation of the data with a persistent identifier 
 Visualisation of purchased and generated data of CRC/TR32 scientists with a spatial reference 
 Compliance with demands of the CRC/TR32 scientists and DFG 
 Consideration of general problems and challenges in RDM 
Consequently, this thesis outlines the realisation of the above-mentioned aims. Therefore, a general 
introduction to RDM is provided, followed by the used methods to design and implement the TR32DB. 
Finally, all components and features of the TR32DB will be presented and discussed. 
1.3 Outline of the thesis 
In order to achieve the stated aims of this thesis, outlined in the previous section, chapter 2 gives an initial 
introduction to research data management (RDM) principles. This includes a general, introducing overview 
about RDM (2.1), an introduction to metadata (2.2), and the description of technical components used to set 
up a RDM system (2.3). Finally, an overview is presented about available software solutions for RDM (2.4) as 
well as sample projects and institutions (2.5)  which successfully operate RDM. 
Subsequently, chapter 3 describes the specific data, methods and components used within the design of the 
TR32DB architecture. After a description of the project background of the CRC/TR32 (3.1), the overall 
architecture of the TR32DB will be characterized (3.2). Section 3.3 depicts the first component of the 
TR32DB, the design and documentation process of the TR32DB Metadata Schema. The setting and structure 
of the TR32DB data storage in the Regional Computing Centre of the University of Cologne (RRZK), as a 
second component of the TR32DB, is outlined in section 3.4. The associated database structure, for example 
containing the descriptive metadata of the data, is the third component of the TR32DB and described in 
section 3.5. Finally, section 3.6 provides an overview of the methods used to establish the TR32DB web-
interface, which is the fourth component of the TR32DB. 
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The overall functionalities of the TR32DB are presented in chapter 0. At first, the requirements of the 
TR32DB are depicted (4.1). Consecutively, the entire structure of the TR32DB is described (4.2), followed by 
the single components. The TR32DB metadata schema is presented in section 4.3, followed by the storage 
and organisation of the data and corresponding metadata (4.4). Finally, the functionalities and features of the 
web-interface are demonstrated (4.5). 
In chapter 5, the outlined methods and results of the thesis will be discussed. At first, an evaluation of the 
TR32DB systems is presented (5.1). Subsequently, the TR32DB is compared to other RDM systems (5.2). 
Finally, the transferability of the TR32DB approach to another research project is depicted (5.3). 
Chapter 6 provides a brief conclusion and future perspectives. 
Supplementary material and information is provided in the appendix of this thesis. Appendix A comprises the 
results of a survey. Furthermore, complementary information about the web-interface (appendix B), the 
database structure (appendix C), and the documentation of the TR32DB Metadata Schema (appendix D) are 
available in the appendix.  
Note: All specific features, specific properties, commands, file paths mainly related to the TR32DB are 
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2 Introducing research data management principles 
This chapter gives an overview of the basic principles and components in research data management (RDM). 
As an introduction, an overview will be given of the research life cycle in a research project which also 
involves the management of research data that were created during the project duration. RDM supports the 
organization of research data, including the handling of the data through the entire research cycle from the 
entry stage, through to the dissemination stage, and finally to the archiving stage (WHYTE & TEDDS, 2011). 
A research life cycle model defines and illustrates the overall complex process of research, usually from the 
beginning to the end of a certain research project. This model identifies explicit stages, components as well as 
activities and responsibilities, usually associated with research data management and curation (CARLSON, 
2014). Different kinds of research life cycle models have been developed by research projects, organizations, 
and communities. In the higher education institutional domain, models are developed for example by the 
ERASMUS UNIVERSITEIT ROTTERDAM (2014), the UNIVERSITY OF CENTRAL FLORIDA LIBRARIES (2014), 
and the UNIVERSITY OF LONGHBOROUGHT LIBRARY (2014). Some research life cycle models are extended 
with an integrated data life cycle model, such as the models developed by the UNIVERSITY OF VIRGINIA 
LIBRARY (2014), the Joint Information Systems Committee (JISC, 2014b), or the model presented by RICE 
(2007). For example, Figure 2-1 presents the research life cycle model for a certain research project, 
developed by the OREGON STATE UNIVERSITY LIBRARIES (2014). This life cycle is also extended with a 
project data life cycle and based upon the models of the UNIVERSITY OF VIRGINIA LIBRARY (2014) and the 
INTER-UNIVERSITY CONSORTIUM FOR POLITICAL AND SOCIAL RESEARCH (2012). The research life cycle 
presents several stages, represented as boxes and data management activities. With regard to the transition 
from one stage to another, the responsibility can change. This might cause data loss, lack of documentation 
or failure in stage moving (OREGON STATE UNIVERSITY LIBRARIES, 2014).  
 
Figure 2-1: The research life cycle model for a particular research project developed by and modified after the OREGON 
STATE UNIVERSITY LIBRARIES (2014) 
The overall research life cycle (Figure 2-1) is distinguished in three parts: (i) project planning (1-2), (ii) project 
data lifecycle (3), and (iii) finally wrap-up of the project (4-6). All three parts are related to data.  
Project planning This part involves the application of the project (e.g. including review of current 
data, recent studies, consideration of data costs, sharing, management, storage and archiving). In 
general, a Data Management Plan (DMP) should be established, often required by the project 
funder. Finally, the project will start and move to the project data lifecycle part. 
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Project data lifecycle This part describes different stages of project data. It includes the data 
collection, re-use of available data, file organisation, quality assurance, and quality control. In 
addition, it is important to describe and document the collected data with regard to the context 
(e.g. documentation of objectives, collection methods and instruments, temporal and geographic 
coverage) and data-level (e.g. description of records, values, variables, missing values, and code). 
Processing and analysis of the data has also to be documented (e.g. file versions). Finally, the 
data can be shared with the project members in determined data file formats and through 
publications or presentations the data can be provided in a descriptive form. 
Project wrap-up Finally, the data can be deposited to a data repository or archive and final reports 
can be provided to the funder. Data discovery and re-use is possible. (OREGON STATE 
UNIVERSITY LIBRARIES, 2014) 
According to HIGGINS (2011), the output of the academic research activities, respectively of the research life 
cycle, are the data created or collected during the study and the published papers resulting from the analysis 
of the data. Both need to be managed, most likely by an RDM system. Furthermore, HIGGINS (2011) states 
that until recently, data was only treated as a by-product used in the publication process, which is nowadays 
changing. Accordingly, AILAMAKI et al. (2010) complement that the key of scientific progress is the 
management of the huge amount of research data, created and collected during the research lifecycle. Finally, 
GILCHRIST (1986) asserts that an accurate, efficient management of research data in a research project is the 
“nuts and bolts” (GILCHRIST 1986: 251) in the research process respective in a research life cycle. 
Thus, the following sections will describe several parts and complementary components of the previously 
described research life cycle and the role of RDM. Hence, the first section 2.1 will provide a general 
introduction to RDM. Section 2.2 gives an introduction to metadata which are needed and used to accurately 
document research data. Common metadata standards and schemas are described. Basic technical 
components used to implement a RDM system, a data repository or an archive to store research data are 
presented in section 2.3. Finally, available RDM software solutions (section 2.4) and examples of RDM 
conducted in research projects, as well as institutional approaches (section 2.5) will be outlined. 
2.1 Management of research data 
This chapter focuses on the state of the art of research data management (RDM). Initially, an introduction 
will be given to RDM (2.1.1). Section 2.1.2 provides an overview of RDM activities and the perspective of 
policy makers (e.g. funding agencies) with a global and national view. Following, the diversity of research data 
is described (2.1.3) and the research data lifecycle (2.1.4). Section 2.1.5 gives a brief introduction to RDM 
infrastructures and systems. Finally, the publishing and citation (2.1.6) as well as sharing and access (2.1.7) to 
research data are outlined. 
2.1.1 Research data management – an introduction 
Research data management (RDM), as described by PRYOR (2011a), is “[…] an active process by which 
digital resources remain discoverable, accessible, and intelligible over the longer term, a process that invests 
data and datasets with the potential to accrue value as assets enjoying far wider use than their creators may 
have anticipated. In the world of research, such a value-adding process is a significant contributor to the 
much desired achievement of impact.” PRYOR (2011a: vii). CORTI et al. (2014) observe the term data 
management more from the practical perspective, for example, from the perspective of a researcher. They 
define that data management includes “[…] all data practices, manipulations, enhancements, and processes 
that ensure that research data are of a high quality, are well organized, documented, preserved, sustainable, 
accessible, and reusable.” (CORTI et al., 2014: 2). In addition, LUDWIG & ENKE (2013) complement that 
RDM refers to all relevant measures, which are necessary to ensure that digital research data are available and 
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reusable. The required measures can vary strongly, depending on the purpose of use or re-use of the research 
data (e.g. re-use as working copy, re-use for future research). 
RDM can be conducted for several reasons and purposes. KLUMP & LUDWIG (2013) name and characterize 
three types. (i) Research data can serve as a basis for a publication. Consequently, RDM can be used to 
document or verify publications. In addition, (ii) the actual research data can be published as a data 
publication. In this case RDM enables the publication and re-use of the data. Finally, (iii) research data can be 
managed in the context of a research project. In this case, RDM facilitates the scientific working with the 
data, like the improving of and re-use of the data for further research methods (e.g. data mining). In this 
context, the adequate documentation of the data with metadata is essential. Furthermore, 
WEICHSELGARTNER et al. (2011) state several reasons and benefits of the provision, management, and 
archiving of research data. Intrinsic reasons include the avoidance of redundant data collections, re-use of 
data (e.g. to conduct reanalysis), as well as replication of data. Furthermore, extrinsic reasons are outlined like 
the compliance of requirements (e.g. funder policies), the revision of published research results that are based 
on specific data and analysis, detection of scientific misconduct as well as enhancement of data sharing and 
citation within the scientific context. Furthermore, WEICHSELGARTNER et al. (2011) describe positive 
incentives for the researchers, like the increase of reputation, viability of research results, synergy with other 
researchers, as well as access to funding resources. Consequently, JENSEN (2011) agrees that RDM is essential 
in every project. A structured concept is the basis for the safeguarding of the research results during the 
project funding as well as the provision of the data to the research community.  
In the context of publicly funded research projects, several funding agencies have a great interest in the 
management of the emerging research data (section 2.1.2). Consequently, some funders request the provision 
of a so-called Data Management Plan (DMP) with the grant application. DMPs are, for example, required by 
the DFG (2014b), the NATIONAL SCIENCE FOUNDATION (2011b), the NATURAL ENVIRONMENT 
RESEARCH COUNCIL (2014a), and the WELLCOME TRUST (2014). In a DMP, researchers have to outline the 
planned creation, management, documentation, sharing, and preservation of their data. The kind and 
coverage of a DMP is dependent on the requirements of the funding agency. Nowadays, several online tools 
like DMPONLINE (2014) or DMPTOOL (2014) are available to create DMPs. In addition, several checklists, 
for instance, from the DCC (2014a) or UK DATA SERVICE (2014b), are available to assist and guide the 
researchers. Further information about DMP is provided by DONNELLY (2011), JENSEN (2011), SALLANS & 
LAKE (2014), and CORTI et al. (2014).  
In particular, in the context of collaborative research (e.g. instructions or research projects) the planning and 
management of the evolving research data is essential. CORTI et al. (2014) specify that research conducted in 
a collaborative environment (e.g. across various institutions and organizations) requires the sharing of data, 
documents, and other information in a well-managed, controlled, and structured manner (CORTI et al., 2014). 
In addition, KLAR & ENKE (2013) state that with regard to interdisciplinary, collaborative research 
environments and projects, there is a need to set up a research data infrastructure. These should serve cross-
disciplinarily and support the research exchange of data between the researchers involved. Consequently, 
multidisciplinary large-scale research projects with focus on environmental sciences should establish a RDM 
infrastructure. This would improve the collaboration between the scientists, the linkage of their research 
results, and the development of synergies in a spatio-temporal context (MÜCKSCHEL et al., 2006). Further 
details about technical solutions of RDM infrastructures and systems are provided in section 2.1.5 and section 
2.4.  
Some challenges and problems are arising in the field of RDM. Many researchers agree to provide their data 
to a RDM system. In practice, as identified by NELSON (2009), only a minority of researchers successfully 
participates in the data provision. This varies in the different disciplines. The researchers argue with different 
reasons with a social and technical focus for not being able to provide and share their data. This includes 
ignorance of the infrastructure or archive that has to be used, loss of the data as well as lack of time. Further 
reasons have been identified by GRIFFITHS (2009), TENOPIR et al. (2011), and HARTTER et al. (2013). For 
Chapter 2: Introducing research data management principles 
10 
example, the lack of standards, the lack of funding resources or missing rights to make data public. 
Furthermore, a lack of experience or expertise in RDM is noticed as well as the fear of exploitation and 
competitive factors. The missing or limited reward for publishing and sharing data also has an effect. In 
addition, SALLANS & LAKE (2014) identify barriers of the RDM from the researchers’ perspective. The key 
factors include the lack of training, the ignorance of best practices for RDM as well as insufficient guidance 
and support. 
With regard to interdisciplinary, long-term research projects, MÜCKSCHEL et al. (2007) define challenges and 
problems in RDM. For example, a fundamental challenge while designing and implementing a RDM system 
is the insufficient communication between the scientists of different disciplines and the data manager 
responsible for the RDM system. As a consequence, a lack of acceptance by the researchers may result. 
Moreover, a low level of motivation by the researchers is identified with respect to providing their data and 
corresponding metadata to the RDM. To solve the identified problems and challenges in project related 
RDM systems, MÜCKSCHEL et al. (2007) provide several possible solutions. For example, the RDM should 
be integrated into the entire research project at an early stage and a continuous communication between the 
responsible parties involved is required. Moreover, the RDM system should be designed user-friendly (e.g. 
user-friendly user interfaces). In addition, to support the use by the researchers, the system has to be 
described well (e.g. user documentation, tutorials). Supplementary training and workshops should be 
provided. Finally, an internal data policy or guideline is recommended by MÜCKSCHEL et al. (2007). Similar 
system success factors and solutions are also identified by VAUGHAN (2001).  
In order to support an infrastructure for RDM, for example in an institution or research project, several 
services have to be provided. These services are divided into three main categories, as shown in Figure 2-2. 
 
Figure 2-2: Components of RDM services, modified after JONES (2013) 
The first category is the overarching governance framework, as described by JONES (2013). General 
regulations to set up RDM services are determined. The elements RDM policy, strategy, and business cases of 
a specific institution or research project have to be considered. For example, a data policy can define the core 
principals of RDM for an institution. Furthermore, extrinsic frame conditions of funding agencies have to be 
considered (section 2.1.2). The second category comprises all services and infrastructure, which is related to 
the research data lifecycle (section 2.1.4). This includes, (i) the provision of a Data Management Plan (DMP), 
(ii) the management of data during the active research phase, (iii) the selection of the data which should be 
stored on a long-term basis, and handover of the data, and (iv) finally, the preservation, sharing, and re-use of 
the selected data in a repository, archive, or data catalogue. The third category contains the provision of 
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guidance, training, and support for the RDM services and infrastructure usage. This can include the guidance 
and training of researchers to use the established RDM as well as the provision of helpdesk services and 
complementary advisory websites (JONES, 2013). 
In the context of long-term research projects as well with regard to institutions, more policy makers are 
becoming aware of the importance and benefits of RDM. Consequently, many national, global as well as 
cross-national position papers, recommendations, and policies have evolved from a multiplicity of recent 
activities and initiatives. Some will be outlined in detail in the next section. 
2.1.2 Research data management activities and policy makers 
Many national, international, and cross-national initiatives, institutions and policy makers have emphasized 
the importance of scientific research data management (RDM) for publicly funded projects (e.g. DFG, 2014b; 
HOLDREN, 2013; WELLCOME TRUST, 2014). Most are aware of the importance of storing, sharing, and 
reusing research data. Within the last few years, several funding initiatives and instruments have been created 
to support the development of corresponding research data infrastructures. This chapter focuses on the main 
initiatives as well as on main activities of policy makers in the context of RDM. Initially, important global 
initiatives will be presented. Consecutively, national initiatives in Germany will be outlined with a main focus 
on the German Research Foundation (DFG) guidelines. 
Global initiatives 
At the international level, several research organizations, funding organization as well as political initiatives 
and institutions are aware of the need of RDM. They have issued recommendations, strategy documents, and 
guidelines. Subsequently, a short overview will be provided. Initially, regarding general global initiatives and 
then the focus will be on the federal state level. 
In general, initiatives like the global Research Data Alliance (RDA, 2014), launched in March 2013, address 
the topic RDM. The aim of the RDA is to build technical and social bridges. The main vision of the RDA is 
to facilitate the open sharing and exchange of research data by researches and innovators. This should be 
irrespective of the technologies used, across disciplines and countries. 
Furthermore, the Committee on Data for Science and Technology (CODATA) is promoting the handling of 
research data (CODATA, 2014). CODATA is an interdisciplinary organisation launched by the International 
Council for Science (ICSU) in 1966. The aim of CODTA is to support and improve the reliability, quality, 
accessibility, and management of research data.  
In 2007, the issue of the OECD Principles and Guidelines for Access to Research Data from Public Funding (OECD, 
2007) by the Organisation for Economic Co-operation and Development (OECD) had a major impact on 
RDM on the national level. For example, the OECD principles requested that their member states implement 
guidelines, which should be complementary to available national laws and policies, promote the global use, 
access, openness, and sharing of publicly funded research data in the member countries.  
In addition, the importance of open data is also recognised by the G8 Science Ministers. They have released a 
statement in June 2013 with regard to the enhancement of the collaboration in the various fields of open 
scientific research data and their access on a global perspective (FOREIGN & COMMONWEALTH OFFICE UK, 
2013). In addition, they signed the policy paper Open Data Charter to promote innovation, transparency, and 
accountability (CABINET OFFICE UK, 2013).  
At the European level, RDM and research data infrastructures are of great interest. Some initiatives, 
recommendations and guidelines are available. A cross-national European initiative is, for example, 
KNOWLEDGE EXCHANGE (2014b), established in 2005. Currently five partner organisations are involved: the 
IT centre for Science in Finland, Denmark’s Electronic Research Library, the German Research Foundation, 
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the Joint Information Systems Committee UK, and the Dutch SURF organisation. Knowledge Exchange is 
working on several activities. For instance, one working group is focusing on research data with the aim of 
coordinating and promoting efforts to make research data more sustainable, accessible, openly available, and 
reusable in the public domain (KNOWLEDGE EXCHANGE, 2014a). 
In June 2008, the European Science Foundation (ESF) and the European Heads of Research Council 
(EUROHORCs) published The EUROHORCs and ESF Vision on a Globally Competitive ERA and their Road 
Map for Actions to Help Build It (ESF & EUROHORCS, 2008). In their vision, they demand the  
“[…] open access to the output of publicly funded research and permanent access to primary quality assured 
research data.” (ESF & EUROHORCS, 2008: 2)  
The visions and strategies let to essential developments. The Science Europe Roadmap issued in December 2013 
by SCIENCE EUROPE (2013b) builds on this publication. Science Europe is an association of European 
Research Funding Organisations and Research Performing Organisations funded in 2011 (SCIENCE EUROPE, 
2013a). One priority action area of the roadmap focuses on the access to research data. A corresponding 
specialized working group on research data will work on this topic. 
With regard to e-infrastructure for scientific data in Europe, the European Strategy Forum on Research 
Infrastructures (ESFRI) Roadmap, has supported the development of European research data infrastructures 
since 2006 (ESFRI, 2014). Furthermore, the High Level Expert Group on Scientific Data, in trusted by the 
European Commission, announced a vision for 2030 in the report Riding the wave - How Europe can gain from the 
rising tide of scientific data in October 2010: 
“Our vision is a scientific e-infrastructure that supports seamless access, use, re-use, and trust of data. In a 
sense, the physical and technical infrastructure becomes invisible and the data themselves become the 
infrastructure – a valuable asset, on which science, technology, the economy and society can advance.” (HIGH 
LEVEL EXPERT GROUP ON SCIENTIFIC DATA, 2010: 4) 
One aim in the European strategy Digital Agenda for Europe is the re-use of data from public resources 
(EUROPEAN COMMISION, 2014a). In this context, the European Commission issued the Commission 
Recommendation On access to and preservation of scientific information (EUROPEAN COMMISSION, 2012a) and the 
Communication Towards better access to scientific information: Boosting the benefits of public investments in research 
(EUROPEAN COMMISSION, 2012b) in 2012. Both focus on the management of data and recommend the open 
access of publicly funded data. The latter also gives recommendations about the RDM in the EU-funded 
framework program Horizon 2020. With regard to the Horizon 2020 initiative, the European Commission 
launched a pilot for open research data. Guidelines on the management of data, as well as on open access to 
research data and scientific publications were issued in December 2013 (EUROPEAN COMMISSION, 2013a, b). 
At the federal state level, the United States of America show several initiatives and activities with regard to 
RDM. For instance, in March 2007 the Cyberinfrastructure Vision for 21st Century Discovery was released by the 
NATIONAL SCIENCE FOUNDATION (2007). Moreover, the BLUE RIBBON TASK FORCE ON SUSTAINABLE 
DIGITAL PRESERVATION AND ACCESS (BRTF-SDPA) (2010) outlines the importance of RDM in their report 
on Sustainable Economics for a Digital Planet: Ensuring Long-Term Access to Digital Information in 2010. In addition, 
the Task Force on Data Policies of the National Science Board published a report on Digital Research Data 
Sharing and Management (NATIONAL SCIENCE BOARD, 2011) and discussed the importance of this topic. In 
addition, recommendations were provided to the National Science Foundation (NSF). Major federal 
funding agencies are also aware of the importance of research data management requirements. Already in 
2003, the National Institute of Health released a policy on sharing research data (NIH, 2014). Furthermore, 
since January 2011, the NSF has included the requirement of a DMP into the grant application. 
“[…] proposals submitted to NSF must include a supplementary document of no more than two pages labelled 
“Data Management Plan” (DMP). This supplementary document should describe how the proposal will conform 
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to NSF policy on the dissemination and sharing of research results. Proposals that do not include a DMP will 
not be able to be submitted.” (NATIONAL SCIENCE FOUNDATION, 2011b) 
The DMP should include details about the type of the data produced in the project, the data format used and 
the metadata standard, policies for sharing and access to the data as well as details about the re-use and 
archiving of the data (NATIONAL SCIENCE FOUNDATION, 2011a).  
In terms of sharing and dissemination of the data, the NSF outlines that 
“Investigators are expected to share with other researchers, at no more than incremental cost and within a 
reasonable time, the primary data, samples, physical collections and other supporting materials created or 
gathered in the course of work under NSF grants. Grantees are expected to encourage and facilitate such 
sharing.” (NATIONAL SCIENCE FOUNDATION, 2013) 
In addition, the White House Office of Science and Technology Policy has released a policy memorandum 
concerning the Increasing Public Access to the Results of Scientific Research (HOLDREN, 2013) in February 2013. In 
this context, results of scientific research include both, peer-reviewed publications and scientific data in digital 
form. This policy requires that: 
“[…] each Federal agency with over $100 million in annual conduct of research and development expenditures 
to develop a plan to support increased public access to the results of research funded by the Federal 
Government..” (HOLDREN, 2013: 2) 
Finally, MULLINS (2014) provides an overview of the policy framework in the USA. Furthermore, DIETRICH 
et al. (2012) provides a detailed overview of data policies of funding agencies in the USA, as well as policy 
details in comparison. 
In the UK, several initiatives and research funders are very active in the field of RDM, for instance, the Joint 
Information Systems Committee (JISC), the Research Council UK (RCUK) or the Digital Curation Centre 
(DCC). For example, the RCUK has issued the Policy and Code of Conduct on the Governance of Good Research 
Conduct (RCUK, 2013) in 2009, focusing on the preservation and management of research data. In addition, 
the Royal Society has published the report Science as an open enterprise: open data for open science (THE ROYAL 
SOCIETY, 2012). The report highlights the changes in sciences, gives recommendations on open data, and 
discusses the importance of RDM. 
Many research funders in the UK have released data policies and require a DMP. According to JONES (2012), 
data policies are supported by several data centres in the UK. For example, the Natural Environmental 
Research Council (NERC) published a first data policy handbook in 1996 and revised this in 2010. Likewise, 
the Wellcome Trust has issued a Policy on data management and sharing in 2010 (WELLCOME TRUST, 2010). 
Further details about initiatives and policies are described by JONES (2011). An overview of data policies of 
UK funding agencies and their details in comparison is provided by DCC (2014d). In addition, JONES (2012) 
gives a detailed summary of the development in research funders data management and sharing policies for 
the UK.  
In Australia, the Australian Code for the Responsible Conduct of Research (NHMRC, 2007) was issued in 2007 jointly 
by National Health and Medical Research Council (NHMRC), the Australian Research Council, and 
Universities of Australia. This code provides, for example, guidelines for the management of research data 
and primary materials and identifies appropriate responsibilities of institutions and researchers. For example, 
the code defines that 
“The responsible conduct of research includes the proper management and retention of the research data. 
Retaining the research data is important because it may be all that remains of the research work at the end of 
the project. While it may not be practical to keep all the primary material (such as ore, biological material, 
questionnaires or recordings), durable records derived from them (such as assays, test results, transcripts, and 
laboratory and field notes) must be retained and accessible.” (NHMRC, 2007: 2.1) 
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An initiative to support the RDM on the national level in Australia is the Australian National Data Service 
(ANDS). ANDS is a service with the aim to establish and provide a national research data infrastructure. This 
initiative is funded by the Australian Commonwealth Government. The aim of ANDS is to ensure and 
support that all Australian research data are well-managed, accessible, and reusable (BURTON et al., 2012; 
GROENEWEGEN & TRELOAR, 2013; TRELOAR, 2009; TRELOAR & WILKINSON, 2008).  
At the global level, the importance of RDM is realized by universities as well. In particular, at British, 
American, as well as Australian universities the use of RDM policies is already very common. For example, 
the UNIVERSITY OF EDINBURGH (2011), UNIVERSITY OF OXFORD (2014), UNIVERSITY OF TENNESSEE 
(2009), JOHNS HOPKINS UNIVERSITY (2008), UNIVERSITY OF MELBOURNE (2005), and UNIVERSITY OF 
NEWCASTLE (2008) have a RDM policy. Further data policies from UK universities are provided by DCC 
(2014e). 
In addition, a few journals mandate the archiving and sharing of data and provide data policies. These are for 
example, the open access journal PLOS One (PLOS, 2014), publications related to the American Geophysical 
Union (AGU, 2013) or Nature Publishing Group (NPG, 2014b).  
Further information about global activities, initiatives, and data policies is provided by JONES (2011), PAMPEL 
& BERTELMANN (2011), VAN DER GRAAF & WAAIJERS (2012), and STRATHMANN (2013). 
National initiatives 
In Germany, several research organizations, funding organization, as well as political initiatives and 
institutions are aware of the need of RDM. They have issued strategy documents, recommendations, and 
guidelines. According to WINKLER-NEES (2013), the consequence of serious changes in the research 
environment and the provision of information for research have led to several discussions about strategic 
modifications and establishments of funding programs with a focus on scientific information infrastructures. 
This subsection will initially present important national initiatives and activities, as well as guidelines of 
funding agencies, like the German Research Foundation (DFG), in the context of RDM. 
In general, the management of research data funded by public projects is affected by the independence and 
autonomy of researchers. The handling of their data is determined by the German Constitution article 5 
paragraph 3 about the principles of academic freedom. This also facilitates the freedom and right not to 
publish research results (WINKLER-NEES, 2013). 
With the announcement of the Berlin Declaration on Open Access to Knowledge in the Sciences and Humanities on 
October 22, 2003 (BERLIN DECLARATION, 2014), a new milestone was provided for the Open Access 
movement. The focus was mainly on open access to publications, but also the demand to open access for 
scientific research results and scientific knowledge was involved. The Berlin Declaration states that 
“Open access contributions include original scientific research results, raw data and metadata, source materials, 
digital representations of pictorial and graphical materials and scholarly multimedia material.” (BERLIN 
DECLARATION, 2014) 
In 2008, the discussion about the importance of RDM was taken on by the Priority Initiative Digital Information 
by the Alliance of German Science Organizations, which includes the biggest research organization in 
Germany (e.g. DFG, Helmholtz Association, Leibniz Association). In June 2010, the working group Research 
Data announced the Principles for the Handling or Research Data (ALLIANCE OF GERMAN SCIENCE 
ORGANISATIONS, 2010). 
In 2010, the strategy paper General Strategy for Information Infrastructure in Germany (KOMMISSION ZUKUNFT DER 
INFORMATIONSINFRASTRUKTUR, 2011) was issued by the Commission on the Future of Information 
Infrastructure on behalf of the Joint Science Conference (ger.: Gemeinsame Wissenschaftskonferenz des Bundes und 
der Länder, GWK).  
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Moreover, the German Council of Sciences and Humanities (ger.: Wissenschaftsrat, WR) has issued some 
extensive position papers. For example, in 2011 recommendations were published with regard to scientific 
information infrastructures (WISSENSCHAFTSRAT, 2011a, b). In July 2012, the WR issued recommendations 
for future developments of the research information infrastructures in Germany through 2020 (ger.: 
Empfehlungen zur Weiterentwicklung der wissenschaftlichen Informationsinfrastrukturen in Deutschland bis 2020) 
(WISSENSCHAFTSRAT, 2012).  
As a consequence of several position papers of the WR, the establishment of a council responsible for 
information infrastructures (ger.: Rat für Informationsinfrastrukturen) was determined at the end of 2013 by the 
GWK and should be set up in 2014 (BUNDESMINISTERIUM FÜR BILDUNG UND FORSCHUNG, 2014; GWK, 
2013). Furthermore, the establishment of framework requirements for an adequate handling of publications 
and data (open access) was declared in the recent coalition agreement between of the CDU, CSU and SPD 
for the current election period (BUNDESREGIERUNG, 2013). 
In the context of German research organizations and funders, the announcement of the Proposals for 
Safeguarding Good Scientific Practice in 1998 (DFG 1998), the DFG provided a basis for the accurate handling of 
research data for a fixed period with regard to general, multidisciplinary demands. The recommendation 
seven on securing and storing primary data included the following statement: 
“Primary data as the basis for publications shall be securely stored for ten years in a durable form in the 
institution of their origin.” (DFG, 1998: 8) 
According to KLUMP & BERTELMANN (2013), the announcement of the proposals was a consequence of 
several scandals of scientific misconduct. The primary storage of the research data was originally not a 
purpose. Furthermore, WINKLER-NEES (2013) complements that another motivation was likewise the 
conformability and reduction of the research results to prevent scientific misconduct. In 2013, the DFG 
complemented the recommendation of 1998 and republished the proposals in an adjusted, updated version 
(DFG, 2013e). In the context of recommendation seven Safeguarding and Storing of Primary Data, only 
commentary notes were modified. 
Arising from the DFG-position paper Scientific Library Services & Information Systems - Funding priorities through 
2015 (DFG, 2006), the service project section Information Infrastructure (so-called INF-project) was integrated 
in the DFG-funded coordinated program Collaborative Research Centre (CRC) and CRC/Transregio in 2007 
(EFFERTZ, 2010). According to ENGELHARDT (2013), as of march 2013, 45 INF-projects were applied since 
2007 and 27 of these were funded. Consequently, KLAR & ENKE (2013) complement that these are only 
approximately 10% of all funded CRC/Transregio research projects. CRCs are research facilities established 
at universities and can be funded for up to twelve years. CRCs are characterized as multidisciplinary, long-
term research projects. Researchers from various disciplines at different institutions collaborate in sub-
projects to achieve a result with regard to long-term, complex research. CRC can incorporate researchers 
from several universities and non-university research facilities. In contrast to a CRC, a CRC/Transregio holds 
strong, synergetic nationwide collaborations with researchers from other participating institutions to achieve a 
joint research result (DFG, 2014a). Within a CRC, the main purpose of a so-called INF-project is the 
management of all relevant data, which was collected by all researchers in the context of the CRC. The 
provision of an information infrastructure should support the long-term and systematic usage of the data 
beyond the funding duration. The INF-project has two aims. First of all, the research data have to be 
archived for at least ten years to fulfil the requirements of the Proposals for Safeguarding Good Scientific Practice 
(DFG, 1998). Secondly, scientific synergies should be generated between the researchers by means of 
collaborative research and communication platforms, which enable sharing and re-use of data. Local 
information facilities (e.g. university library or computing centre) should be involved in the data management. 
Already available technologies and tools should be given preference. INF-projects can apply funding for 
different objectives. For instance, they can focus on the design and implementation of a database, which is 
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able to handle all data generated by the CRC members. This database should assign metadata to the data and 
should be interoperable with other related repositories (DFG, 2013d). 
In 2009, the DFG Subcommittee on Information Management, which is a part of the Committee of Scientific 
Library Services and Information Systems, issued the Recommendations for Secure Storage and Availability of Digital 
Primary Research Data (DFG, 2009b). These provide recommendations for researchers as well as information 
specialists to raise the awareness of the importance of this issue. Initially, the recommendations specify the 
term primary research as  
“[…] data that result during the course of scientific research, experiments, measurements, surveys or polls. 
They serve as the basis for scientific publications.” (DFG, 2009b: 2).  
The recommendations refer to the discipline dependency of research data management. Consequently, each 
scientific discipline has to establish the technical and organisational conditions, for example, with regard to 
sustainable storage and provision of the data. Depending on the discipline, scientists have to agree upon the 
data to be included (e.g. raw data, aggregated data). In addition, data should be assigned with a persistent 
identifier. National and international standards have to be considered for the storage of the data. Moreover, 
the storage structure has to enable personally labelling and assignment of the data to a researcher, associated 
with permission management. All data have to be described with accurate metadata, at least according to the 
Dublin Core Metadata Standard (section 2.2.2.1). As far as possible, scientist should make their quality 
controlled data freely available on a national basis.  
Since 2010, the DFG has integrated the management of research data directly into the proposal preparation 
instructions (DFG, 2014b). The applicants are requested to provide a DMP, which should identify the 
appropriate measures that will be taken to handle the data. The instructions define: 
“If research data or information will be systematically produced using DFG project funds, describe if and how 
these will be made available for future re-use by other researchers. Please regard existing standards and data 
repositories or archives in your discipline where appropriate.” (DFG, 2014b: 5) 
In addition, the German Federal Ministry for Education and Research (BMBF) requests the applicants of 
funding to provide a plan for realization, which should give information about the handling of the collected data 
as well as information about re-use of the data and project results (WINKLER-NEES, 2012). 
Further national initiatives and activities of other research organizations are outlined in detail by WINKLER-
NEES (2013). For example, the Helmholtz Association of German Research Centres participates in the open 
access activities (HELMHOLTZ-GEMEINSCHAFT, 2014b) and provides a recommendation for good scientific 
practice (HELMHOLTZ-GEMEINSCHAFT, 2014a). Within the Leibniz Association, several individual 
approaches and initiatives exist. At the discipline-specific level, several research data centres have been set up 
(LEIBNIZ-GEMEINSCHAFT, 2014), for example, GetInfo (TIB, 2014a), the Portal for Science and Technology 
at the German National Library of Science and Technology (TIB) or the data centre West African Vegetation 
(SENCKENBERG, 2014), which is a data network for vegetation of West Africa at the Senckenberg Research 
Institute and Natural History Museum. In the framework of the Max Planck Society, the central Max Planck 
Digital Library (MPDL) was set up to handle publications as well as scientific raw data (MPDL, 2014). In 
addition, the Max Planck Society provides recommendations for safeguarding good scientific practice (MPG, 
2009).  
Furthermore, German universities are getting aware of the importance of RDM. For example, recently in May 
2014 the German Rectors’ Conference (ger.: Hochschulrektorenkonferenz, HRK) has released recommendations 
concerning the handling and management of research data (HOCHSCHULREKTORENKONFERENZ, 2014). In 
addition, the rectors’ office of the University of Bielefeld has passed a resolution in November 2013 regarding 
to RDM (UOB, 2014b). Furthermore, German initiatives like the Network of Expertise in Long-Term 
Storage of Digital Resources (NESTOR) in Germany (NESTOR, 2014), a competence network focusing on 
specific subjects related to digital preservation, pushes the discussion on RDM. 
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More detailed information about national activities, initiatives, and data policies is, for example, provided by 
PAMPEL & BERTELMANN (2011) and WINKLER-NEES (2013). According to NEUROTH (2013), the 
abundance of position papers and recommendation reports in the various facilities shows, that with regard to 
information and research infrastructures, Germany is facing a realignment.  
2.1.3 The diversity of research data 
This chapter gives a short introduction to the subject of research data. The general terminology as well as an 
introduction to the documentation of research will be presented. 
The general term research data is found, used, and described in many disciplines with different explanations. In 
the Anglophone literature, the terms research data and scientific data are common. In German literature, 
meanwhile the preferred term for research data is Forschungsdaten. They are characterized as data which have 
been produced in the context of a particular research question (BÜTTNER et al., 2011). KLUMP (2010) 
describes that scientists use different terms to describe their data depending on the research background. 
Common terms are, for example, measuring data, (scientific) raw data, empirical data, source data or primary 
data.  
As a consequence of the use of data in the various disciplines, it is difficult to provide a uniform definition. 
According to the OECD Principles and Guidelines for Access to Research Data from Public Funding (OECD, 2007) 
research data are defined as 
“[…] factual records (numerical scores, textual records, images and sounds) used as primary sources for 
scientific research, and that are commonly accepted in the scientific community as necessary to validate 
research findings. A research data set constitutes a systematic, partial representation of the subject being 
investigated. This term does not cover the following: laboratory notebooks, preliminary analyses, and drafts of 
scientific papers, plans for future research, peer reviews, or personal communications with colleagues or 
physical objects (e.g. laboratory samples, strains of bacteria and test animals such as mice).” (OECD, 2007: 13f) 
GREENBERG et al. (2009) identify research data with regard to science as “[…] the essence of science - the 
holder of scientific truth when findings are reviewed.” (GREENBERG et al., 2009: 196). BORGMAN (2012) 
uses a common definition for data, which is given in the National Academies of Science report where data are 
described as facts, letters, numbers, and symbols that define an idea, object, situation, condition, or other 
factors. Moreover, BORGMAN (2012) points out that the terms data and dataset sometimes conflate.  
With regard to academic research, PRYOR (2011b) defines research data as “[..] the output from any 
systematic investigation involving a process of observation, experiment or the testing of a hypothesis, which 
when assembled in context and interpreted expertly will produce new knowledge.” (PRYOR, 2011b: 3).  
OSSWALD et al. (2012) complements that the term research data has to be redefined always in relation to the 
respective scientific discipline. Complementary, LUDWIG & ENKE (2013) and VAN DEN EYNDEN et al. 
(2011) describe digital research data as a valuable resource, created as a result of a scientific workflow, which 
usually requires much time, money and expertise. 
HOX & BOEIJE (2005) state that research data can be either primary or secondary. Primary data are characterised 
as data which have been collected for a specific goal by using a certain procedure. Primary data originally 
collected for a specific purpose and then re-used for another research study are called secondary data. 
Primary data according to the DFG (2009b) are data, which “[…] represent a valuable pool of information 
acquired at great financial expense. Depending on research area and method, the data are reproducible or are 
based on non-reproducible observations or measurements.” (DFG, 2009b:2). For instance, the DFG (2013e) 
gives examples for primary data, which are derived from observations, experiments, numerical calculations, 
measuring results, collections, study evaluations, cell cultures, material samples, archaeological finds or 
questionnaires.  
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In addition, research data appear in many different forms, as a consequence of the various disciplines. JOSHI 
& KRAG (2010) and BORGMAN (2012) point out that the form of data may vary significantly within the 
scientific communities, both digital and physical data can be found. As stated by GRIFFITHS (2009), 
researchers collect and create a variety of different data during their research study across the diverse 
disciplines and subjects. They use different methodologies and process for this purpose. For instance, DAVIS 
& VICKERY (2007) give the example that ”[…] data and data sets include everything from geographic 
information systems or geospatial (GIS) data to genomic data to any data set supporting a scholarly 
publication, such as census data.” (DAVIS & VICKERY, 2007: 1) 
As already mentioned, research data comes in many different forms and there are various possibilities to 
classify research data. For example, the NATIONAL SCIENCE BOARD (2005) subdivides research data 
according to the nature of the data, their reproducibility, and processing level.  
Nature of data The nature of data can be diverse and, for example, include images, audio streams, 
videos, animations, software, algorithms, models or simulation results.  
Reproducibility level Regarding the reproducibility, data can be divided by their origin into three 
categories, which are observational, computational, or experimental data. The observational data 
include results from a specific place and date that cannot be recollected. For example, these are 
data of a direct observation of ocean temperature or weather observations. Consequently, these 
data are archived for an indefinite period. Computational data results from executing a computer 
simulation or model. These data can be reproduced, if the used hardware, software, and input 
data are extensively documented. The model output might only be preserved in some cases. 
Experimental data are results from laboratory studies or field experiments. In theory, these data 
can be accurately reproduced. However, in practice, the exact experimental results cannot be 
precisely reproduced because of unknown experiment and condition variables or prohibitive 
costs. Thus, it is necessary to ensure the long-term preservation of these data.  
Processing level Finally, derivative data are produced by curatorial and processing activities. Raw 
data have been collected by sensors and instruments and then have been refined and analysed 
according to the research objective. The generated derivative data is generally more usable for 
further use. Consequently, in many circumstances it is warranted to preserve multiple forms of 
data. 
Additionally, LUDWIG & ENKE (2013) and RIN (2008) distinguish the form of data, similar to the already 
described subdivision. The data form is divided according to content, generation, and acquisition of the data 
into the following five categories: 
Experimental data These data can be reproduced in principal. In practice, the reconstruction is 
uneconomical or very difficult. 
Models or simulations For simulated data it can be of importance to keep the model with the 
associated initial conditions of the simulation instead of the calculated output data. 
Observations These data represent a specific phenomenon at a certain time or location. In general, 
these data contain a unique and irreproducible record of an event. 
Derived data These are data derived by processing of (raw) data or linking of different data using a 
special method. The documentation of the origin and the derivation method is of relevance. 
Canonical or reference data Data describing other data according to a specific standard or a 
translation of the data in a standard format is represented. The transition to metadata is smooth. 
Depending on the form of research data, likewise the file format will change. Different file formats are 
available corresponding to the used software programme which created the file. According to CORTI et al. 
(2014), the method of data analysis and collection selected by a researcher is responsible for the chosen 
software and the appropriate data output format. Moreover, CORTI et al. (2014) recommend that researchers 
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should use (preferably non- proprietary) standard file formats, organise their data file in a well-defined 
structure, and rename the files in a sensible, logical manner. Examples for recommended file formats for 
long-term preservation, management, sharing, and re-use are provided by CORTI et al. (2014). In addition, 
best practice examples for choosing file formats and naming conventions in RDM are, for instance, provided 
by the UNIVERSITY OF OREGON LIBRARIES (2014) and the STANFORD UNIVERSITY LIBRARIES (2014). Both 
also highlight the importance of the documentation of research data and provide best practices. Subsequently, 
a short introduction will be given to research data documentation. 
Documentation of research data 
The documentation of research data is an essential duty. Well conducted documentation ensures that the data 
can be re-used and are interpretable (WEICHSELGARTNER et al., 2011). JENSEN (2011), HUSCHKA et al. 
(2011), and CORTI et al. (2014) emphasize that a detailed and clear description of data, complementation with 
contextual information, and additional annotation is necessary. This will ensure and is concurrently a 
requirement that the data can be understood and interpreted well and consequently can be used correctly by 
the secondary users. In this way, data becomes more user-friendly, sharable, and a long-lasting usability will 
be achieved. JENSEN (2011) and WEICHSELGARTNER et al. (2011) highlight that the documentation of the 
data should contain details about the project background and study design, context and condition, the 
method and procedure of data acquisition, the applied instruments as well as information about the data 
confidentiality, use, and accessibility. 
According to VAN DEN EYNDEN et al. (2011), good data documentation should include information about: 
 data collection context (e.g. project history, objectives, aim and hypotheses) 
 data collection methods (e.g. data collection process, sampling methods, used instrument, hardware 
and software, resolution and scale, geographic and temporal coverage, used secondary data sources) 
 dataset structure of data files, relationships between files, study cases 
 procedures carried out (e.g. data validation, proofing, cleaning, checking, quality assurance) 
 documentation of data file changes and data file versions 
 restrictive covenant (e.g. access and use conditions) and confidentiality of data 
Moreover, CORTI et al. (2014) describe the documentation of the data at the data-level. This may include, for 
instance: 
 variables information (e.g. names, labels, descriptions, records, values) 
 details about used codes and classification schemas 
 definitions of used acronyms or specialised terminologies 
 information about missing values (e.g. codes, reasons) 
 details about derived data processes (e.g. collection, with algorithm or code) 
 data listing of annotations for individuals, items or cases 
Likewise, JENSEN et al. (2011) point out that, beside the genesis of the data and the used instruments, also the 
meaning of the data plays a central role within the documentation of the data. For example, the significance 
of a series of measurements and their values has to be clear before an analysis of the data can be conducted. 
For this purpose, a precise documentation of the data has to be provided. Moreover, the authors add that 
standardized metadata are a necessary requirement to document the research data and to ensure their 
permanent safeguard, re-use, and exchange.  
However, documentation of research data also poses challenges. Data documentation is usually not included 
in the process of data publication and research. Consequently, this means an extra amount of work and time 
for the data creator. Usually, this will not be rewarded by the scientific community. Hence, RDM including 
the documentation of the research data is disregarded by the researchers (WEICHSELGARTNER et al., 2011). 
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Consequently, CALLAHAN et al. (1996) state that it is a key challenge to motivate people to document their 
data. Since data documentation is regarded as an onerous task by the scientist, this is often left undone. In 
chapter 2.2, the issue of data documentation by using metadata will be described in detail.  
2.1.4 The research data lifecycle 
Research data goes through a number of phases in its life time, as already illustrated in Figure 2-1. According 
to DCC (2014f), the ongoing activity of “[…] maintaining, preserving and adding value to digital research 
data throughout its lifecycle.” (DCC, 2014f) is called digital (data) curation. This ensures the availability of the 
data for re-use and discovery in the future. Several data life cycle models have been developed in the different 
disciplines. For example, a popular data lifecycle model in the social sciences was developed by the Data 
Documentation Initiative (DDI, 2014) to manage and document data across the complete lifecycle, as well by 
the INTER-UNIVERSITY CONSORTIUM FOR POLITICAL AND SOCIAL RESEARCH (2012) and HUMPHREY 
(2008). In the field of environmental sciences, the United States Geological Survey (USGS) has created a 
science data lifecycle model (FAUNDEEN et al., 2014). Further data lifecycle models from the perspective of 
the researcher are presented by STRASSER et al. (2011), JOHNSTON (2014), DEELMAN et al. (2010), and the 
UK DATA ARCHIVE (2014). In contrast, the lifecycle of research data from the perspective of a curator is 
presented in the widely-used, comprehensive curation lifecycle model of the Digital Curation Centre (DCC, 
2014b).  
LUDWIG & ENKE (2013) use a simplified model to describe six single stages in a research data life cycle, 
which correspond to resulting duties. These cover: 
Plan and create The process of data creation or collection should be planned reasonably. Data 
should be produced respectively to simplify its management. For example, current data formats 
and standards should be considered. 
Select and appraise This stage includes the selection and evaluation of the data, which have to be 
preserved. In addition, the duration of storage has to be defined.  
Ingest and acquire: This stage includes the preparation of the data to transfer them to an adequate 
storage environment, like a data archive. This includes, for example, the validation of the data, 
the generation of descriptive metadata, and the preparation of the release file. 
Preserve The sustainable storage of the data is a main duty in the data management. Available 
challenges like size, amount, and access quantity of the data have to be considered. The storage 
should be conducted in an institution with expert knowledge, like a data centre or archive. 
Maintain The stage should consider the maintenance of the data with regard to technological 
modifications as well as changes in the user target groups. Corresponding arrangements have to 
be taken. 
Access and (re-)use This stage has to consider the access and use of the data. Data has to be 
searchable and interoperable. In addition, access restrictions have to be arranged. 
Comprehensively, five duties and responsibilities are depicted by LUDWIG & ENKE (2013), which are 
important within the research data life cycle. They include (i) an organization responsible for the entire 
process of the data management and corresponding policies and (ii) the emerging costs which have to be 
considered in the funding. In addition, (iii) the applicable law and ethical principles (e.g. copyright, licensing), 
(iv) the accurate documentation with metadata, and (v) the usage of identifiers for research data are important 
duties. 
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A different approach to model the different stages of the research data life cycle is applied by TRELOAR & 
HARBOE-REE (2008), as presented in Figure 2-3.  
 
Figure 2-3: The data curation continuum (TRELOAR & HARBOE-REE, 2008) 
The data curation continuum is divided into three domains. All three domains have various requirements, for 
example, with regard to data description and used technologies to store the data. The first domain in the data 
curation continuum is the Private Research Domain. This is the domain, where a research team is producing the 
data and the research results. All data is stored in the research data store, for example, a file system. Data in 
this domain is characterized as having less metadata, are continuously updated, less preserved, and with 
limited access. If the research team agrees to share the research results with other collaborative research 
teams, then the data has to migrate to the second domain, the Shared Research Domain. The data in this domain 
has to be stored in a collaborative data store. Depending on the file size and nature of collaboration, a 
corresponding data store has to be implemented. This has to facilitate greater structuring and access control. 
Only selected, static data is stored, which is characterized by more descriptive metadata, more preserved, and 
less restricted access. After finishing the research, a migration is carried out to the Public Domain. The resulting 
publications are available for public access, such as an institutional document repository. Underlying data, 
which are stored in a public data repository or store, can be linked to the publications, for example by using 
Digital Object Identifier (DOI). Data in this domain is characterized as being more described with metadata. 
The data are static, more preserved, and have open access (TRELOAR & HARBOE-REE, 2008). In addition, 
TRELOAR & HARBOE-REE (2008) point out that, theoretically, all three domains can be supported by a single 
repository. KLAR & ENKE (2013) discuss an expansion of the previous outlined domain model. Furthermore, 
they determine that projects, which cover more than two domains cannot be realized with two or three staff 
members. 
The requirements of the various presented research data lifecycle models identify a need to develop and 
establish technical solutions, repositories or data centres to accurately store and preserve research data. The 
subsequent section addresses this issue.  
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2.1.5 Research data management infrastructures 
In order to support the management of research data, several approaches are available for the provision and 
organization of an appropriate RDM infrastructures or systems. According to (RAZUM, 2011), RDM systems 
form the technical framework to collect, document, and provide research data, which have been created 
within a research group or initiative. This chapter gives a short overview. 
The management of research data and the organisation of the data in a respective infrastructure are 
conducted by several institutions, organisations, and activities. Figure 2-4 presents the activities of managing 
research data in a four tier hierarchy. 
 
Figure 2-4: The data pyramid representing the hierarchy of data management infrastructures, modified after THE ROYAL 
SOCIETY (2012), previously explored by BERMAN (2008) 
Tier 1 includes all institutions and activities that handle major international resources. For example, data 
generated by international programs, like the Large Hadron Collider, is considered. In addition, activities that 
curate large numbers of data on an international basis are involved (e.g. Worldwide Protein Data Bank, 
Dryad, PANGAEA). Tier 2 comprises all initiatives on data management operating on a national level like 
data centres (e.g. UK Data Archive, National Geoscience Data Centre UK, Archaeology Data Service UK). 
Tier 3 comprises all activities that are providing institutional repositories, like universities, individual research 
institutions as well as infrastructures containing research data generated within a research program. Finally, 
Tier 4 includes all individual data collections provided by individual researchers or research groups. Each of 
the described tiers demands different support of infrastructure, financial support, usage of standards, 
considering of access restrictions, and sustainability of the data. All levels gain divers international reputation 
(THE ROYAL SOCIETY, 2012).  
The different types of infrastructures supporting RDM as well as the influences of several communities 
involved have led to various terms in the different disciplines related to infrastructures for research data. 
According to MILLER (2011), some are used synonymously, like digital library, digital collection, digital repository or 
digital archive. Furthermore, repository types like institutional repository, disciplinary repository‚ trusted repository, and 
open access repository are common and cover different data and functionalities depending on the target group 
(ASCHENBRENNER & NEUROTH, 2011; SIMONS & RICHARDSON, 2013). In the field of geosciences the 
terms geolibrary and spatial data infrastructure (SDI) are used in this context (NOGUERAS-ISO et al., 2005). In 
addition, the term community or project database is common. Both are developed within a specific group or 
network of researchers with the purpose to disseminate or share their research results in the project or 
research community (LEONELLI, 2013). In addition, project databases developed within a collaborative 
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research project are characterized to have a limited service lifetime which corresponds to the funding period 
of the research project. Their purpose is to enable presentation, exchange, and search of research data within 
the research team (LOTZ et al., 2012). In the context of the described study in this thesis, the term project 
database was selected in 2007 to describe the data collection of the research project (section 4). Recently, the 
term repository is more common. Consequently, this term will be used in the context of this thesis as well.  
A digital repository can be described with some characteristics, according to HEERY & ANDERSON (2005). In 
general, a repository contains digital content, which is managed by the repository architecture including 
metadata. In addition, a repository provides several services such as delivery, search, and access to content 
with appropriate access control features. Finally, a repository must be well-supported, well-managed as well as 
trusted and sustainable. Consequently, an institutional repository (IR) is defined as an online space of a 
specific institution or a group of associated institutions which enables the collection, preservation, and 
accessibility of research results in digital form. Usually, IR are established at universities as well as other 
research or academic institutions (MILLER, 2011). ASCHENBRENNER & NEUROTH (2011) list some 
functionalities which are covered by repository systems, like management of digital objects and corresponding 
metadata for identification purposes, crosslinking of digital objects, access to and re-use of research data, and 
the consideration of legal frameworks as well. In addition, ASCHENBRENNER & NEUROTH (2011) state that 
repositories can be designed with significant differences since the majority is adapted according to a specific 
research area, which requires a lot of individual design and adjustment. 
For the creation of a digital collection or a data repository, several steps and functions have to be conducted 
according to MILLER (2011): 
 Designing, managing, and administrating the project 
 Development of detail collection (e.g. selection of resources which should be digitized) 
 Digitizing, formatting, and saving of the created digital objects 
 Design of the database and retrieval system 
 Design and programming of the web-based user interface  
 Design and creation of the metadata (description, cataloguing and indexing of resource) 
In addition, in terms of establishing an institutional repository, SIMONS & RICHARDSON (2013) describe 
several aspects which have to be considered. These include, the establishment of a data policy as well as the 
identification of the repository scope, the needs of the users (e.g. with interviews, survey), the demands on 
the metadata schema, the requirements on the data storage, and the preferred way of data disposal in the 
repository. In addition, access restrictions, which are related to legal and ethical topics (e.g. access rights, 
copyright) and licensing of the data has to be considered. Workflows in the repository have to be defined, 
and the software for the repository has to be selected as well. The discovery of the data and the target group 
has to be discussed. Finally, it is important to find advocacies for the repository by means of promoting it. 
Currently, there is a number of out-of-the box software available to set up repository systems. Some are 
presented in section 2.4. Moreover, KOUDELA et al. (2013) provide an overview of recent repository 
solutions. Derived from available software systems ASCHENBRENNER & NEUROTH (2011) outline that a 
repository system is arranged in a three-tier architecture. This includes: 
Storage (physical) This layer provides the physical storage of the digital objects with corresponding 
metadata, usually organized in a file-based storage. The storage is either located on a local server 
or outsourced in a computing or data centre. The latter is recommended for huge data volumes 
Object management (logical) This layer manages the objects (consisting of data and metadata, 
both linked) including versioning and linking to other objects as well as visualization and access. 
Application (conceptual) This layer provides application features for the users (e.g. search, 
provision of data). The features are related to the repository context.   
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In the context of interdisciplinary, long-term research projects, it is the experience of many research projects 
with focus on earth and environmental sciences that existing software solutions are not fully complied with 
the special framework conditions (GÖTTLICHER et al., 2010; HEIMANN et al., 2010a; KUNKEL et al., 2013; 
MÜCKSCHEL et al., 2004; NADROWSKI et al., 2013; ZANDER et al., 2013). Consequently, those projects have 
decided to design their own software solutions instead of choosing available out-of-the box systems. LOTZ et 
al. (2012) identify several mandatory features which have to be supported by self-developed solutions, created 
in the context of collaborative research projects. This includes, for example, adequate management of user 
rights (e.g. access control) and implementation of web-based, user-friendly interfaces to support data disposal, 
download, and search. In addition, adequate metadata standards and requirements regarding the quality have 
to be considered, as well as the management of various data versions. Moreover, a cooperation with an 
institution, like a library or computing centre, might be fruitful for the development and implementation of 
the RDM system (DOWNS et al., 2007). In addition, BÜTTNER et al. (2011) outline that, besides the technical 
developments and concept, it is likewise important to raise and distribute the awareness of research data. For 
instance, introducing an adequate data policy at the domain level (private, shared or public) to increase the 
publishing of research data. 
2.1.6 Publishing and citing research data  
In recent years, the publishing of data became more important. For example, funding organisations, like the 
NSF (NATIONAL SCIENCE FOUNDATION, 2011b) mandated the publishing of research data. Likewise, a 
growing number of journals (e.g. PLOS, 2014) require the publishing of the underlying data with the 
submitted article. As stated by CORTI et al. (2014), the publishing of data has many advantages for the data 
creator. This includes the increase of the profile of the data and enables a proper citation. Consequently, 
published datasets can be acknowledged in publications as well as re-used in further investigations. This 
section will outline different approaches for data publication and citation of data by using the Digital Object 
Identifier (DOI). 
Publishing of research data 
At present, the scientific information workflow is often dominated by the publication of the research results 
in form of articles, published by a library, as shown in Figure 2-5 (left). According to KLUMP et al. (2006), in 
many cases the underlying research data of a publication are pimarily stored on private systems and are 
consequently lost for further re-use and reprodution of the study. These data are not going through the entire 
research data life cycle (section 2.1.4). Particularly in recent years, the handling of data has changed. The 
suggested approach of KLUMP et al. (2006), shown in Figure 2-5 (right), to publish data by data centres and 
web portals, and the inter-linking of these data with the accociated publication, is already partially realized in 
some disciplines nowadays (e.g in geosciences by PANGAEA (2014)).  
 
Figure 2-5: Current scientific information workflow (left) and modified handling of data (right), modified after KLUMP et 
al. (2006) and HELLY et al. (2003) 
Chapter 2: Introducing research data management principles 
25 
Research data can be variously published, as described by LAWRENCE et al. (2011), REILLY et al. (2011), and 
CORTI et al. (2014). In terms of research data with a focus on natural sciences, DALLMEIER-TIESSEN (2011) 
outlines three publication models, which also correspond to KRATZ & STRASSER (2014). These include (i) the 
publication of research data in a data repository, (ii) the publication of the data with a corresponding 
documentation in a data journal, and (iii) the publication of the data as supplementary material to a 
publication. 
Data repository The publication of the research data through a repository (e.g. PANGAEA, 2014; 
DRYAD, 2014a), has many advantages. As described by CORTI et al. (2014), a repository ensures 
the long-term preservation, backup, and secure access to the data. In addition, quality standards, 
the application of permanent identifiers, and licensing of the data are promoted. 
Data journal The publication of the data through a data journal, as a data article or data paper has 
recently increased (CORTI et al., 2014). In general, a data paper provides a documentation of the 
scientific valuable research dataset which describes, for instance, the methodology used to create 
the data. These papers go through a full peer-review process, like an ordinary research paper 
(DALLMEIER-TIESSEN & PFEIFFENBERGER, 2010). Exemplary data journals are the Earth 
Systems Science Data Journal (ESSD, 2014), the Geoscience Data Journal (GEOSCIENCE DATA 
JOURNAL, 2014), the Biodiversity Data Journal (BDJ, 2014), and the GigaScience Journal 
(GIGASCIENCE, 2014). In addition, Nature Publishing Group (NPG) has launched the new 
open-access, peer-reviewed, online-only publication portal Scientific Data (NPG, 2014a) in May 
2014. With the exception of the GigaScience Journal, which has its own cloud repository for 
storing the associated data, all other data publishing journals demand the submission of the 
related datasets to a long-term, approved data repository such as Dryad Digital Repository 
(DRYAD, 2014a), PANGAEA (PANGAEA, 2014), NERC Data Centre (NERC, 2014b) or 
figshare (FIGSHARE, 2014). Some data journals are in the index of scientific publication 
databases. For example, ESSD is indexed in Scopus. 
Data as supplementary material When data is published as a supplement material to a publication, 
the data can be published through a repository related to the journal or an external repository 
(DALLMEIER-TIESSEN, 2011). Some repositories are related to publishers, for instance, 
PANGAEA is related to Elsevier (ELSEVIER, 2010), as well as Dryad is related to several other 
publishers and journals (DRYAD, 2014b). Usually, a dataset is linked and cited in a publication 
by a unique, persistent identifier. 
Citation of research data using persistent identifiers 
Unique, persistent identifiers are used to identify an object, person or class of objects (SIMONS & 
RICHARDSON, 2013). Examples for identifiers used with regard to research data are: the Uniform Resource 
Name (URN), Uniform Resource Locator (URL) or the most common Digital Object Identifier (DOI) 
(CORTI et al., 2014). The latter enables the accurate citation of data. The DOI system is adopted by several 
repositories including PANGAEA (PANGAEA, 2014) and Dryad Digital Repository (DRYAD, 2014a). 
A DOI is an alphanumeric, globally unique name or string that identifies digital content with the general aim 
to link and cite electronic resources (BRASE & FARQUHAR, 2011). In 1998, the DOI was introduced by the 
International DOI Foundation (IDF, 2014). The IDF has official member registration agencies, for instance 
DataCite (BRASE, 2010). As described by BRASE et al. (2014), DataCite was founded in 2009 and a Global 
DOI Registration agency responsible for the registration of all scientific datasets was established. Currently, 
the German National Library of Science and Technology (TIB) is the managing agent of DataCite. Members 
of DataCite are, for example, the TIB, the German Leibniz Institute for the Social Sciences (GESIS), or the 
British Library. The registration of DOIs is provided through the DataCite members. For instance, the TIB 
has been a registration agency since 2005 and provides DOI registration services for over 40 data centres (e.g. 
German Research Centre for Geosciences (GFZ), PANGAEA, World Climate Data Centre). The focus of 
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the TIB is on data registration of research data, grey literature, no-textual material, and open-access journal 
articles (TIB, 2014b). According to BRASE (2013), the TIB is responsible for the DOI registration and storage 
of relevant metadata which are in compliance with the DataCite Metadata Schema (2.2.2.2). The data centre 
(or other trustworthy institutions) applying the DOI through the TIB is responsible for the storage and 
accessibility, quality assurance, and metadata creation of the relevant research dataset. Consequently, by 
resolving a DOI, the user is linked directly to the landing webpage of the DOI provided by the data centre. 
This webpage also includes the download links of the data and corresponding metadata. In detail, a DOI 
name comprises a predefined prefix (e.g. 10.5880), a slash, and an individual suffix (e.g. TR32DB.10), for 
example 10.5880/TR32DB.10. The persistent link to a dataset with an associated DOI is for instance 
http://dx.doi.org/10.5880/TR32DB.10. In combination with the creator, publication year, title, and 
publisher, the dataset can be cited according to the DATACITE METADATA WORKING GROUP (2011). For 
example: 
Curdt, Constanze (2014): TR32DB Metadata Schema for the Description of Research Data in the TR32DB. 
CRC/TR32 Database (TR32DB). Doi: 10.5880/TR32DB.10. 
Further examples for the citation of research data in different disciplines is provided by BALL (2013b) and the 
CODATA-ICSTI TASK GROUP ON DATA CITATION STANDARDS AND PRACTICES (2013). Furthermore, the 
Data Citation Synthesis Group of the Future of Research Communications and e-Scholarship (FORCE11) 
has published the Joint Declaration of Data Citation Principles (FORCE11, 2014) in February 2014. 
Further initiatives with regard to data citation and the increasing of metrics of a datasets is the Thomson 
Reuters Data Citation Index (DCI), which makes data citable, reusable, discoverable, and interpretable 
(THOMSON REUTERS, 2014). In addition, the web-based tool ImpactStory (IMPACTSTORY, 2014) reports 
alternative metrics for many research objects, like articles, software, blog post, data sets, and posters. For 
example, download statistics are reported from blog posts, Wikipedia, Twitter, as well as data repositories, 
like Figshare and Dryad Digital Repository. 
2.1.7 Sharing and access to research data 
Data sharing in blogs or social media platforms, like Twitter, Facebook, Google+ or YouTube is very 
common (THALER et al., 2012). Most scientists agree to share their (raw) data or research results (MARX, 
2012; NELSON, 2009). Though in practice, only a minority of scientists in various fields do share their data 
(VAN NOORDEN, 2013). Sharing of data varies in the different disciplines and communities. Some disciplines 
have a long history of sharing their data, like astronomy, oceanography or genetics (REICHMAN et al., 2011). 
For instance, sharing of DNA in genetics is very common, as is sharing of images of stars and galaxies from 
digital sky surveys in astronomy (VAN NOORDEN, 2013).  
There are several reasons for avoiding data sharing. As described by HARTTER et al. (2013), the challenges of 
data sharing can be grouped in technical, socio-cultural, and ethical challenges. These include missing user 
participation, lack of time and funding, lack of resources, loss of data, ignorance of data archives or RDM 
systems as well as a lack of experience in RDM and usage of RDM systems. In addition, the fears of 
exploitation and competitive factors have an affect (GRIFFITHS, 2009; HARTTER et al., 2013; NELSON, 2009; 
TENOPIR et al., 2011). In addition, SALLANS & LAKE (2014) complements the lack of training and guidance 
as well as insufficient support, which is noticed from the perspective of the researchers. Furthermore, reasons 
for not sharing research data are missing or limited reward system for publishing and sharing data. As stated 
by BORGMAN (2010), in most disciplines scientist are only rewarded by publications. They are not getting 
reputation on data management. Consequently, REICHMAN et al. (2011) demands the establishment of a 
reward system, which should motivate scientists to share their data. Consequences of avoiding data sharing 
are empty archives or RDM systems (NELSON, 2009). 
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As described by BORGMAN (2012), there are several reasons and arguments for sharing research data. These 
include (i) the verification and reproduction of research results, (ii) the provision of public financed research 
results, (iii) enabling others to ask questions on the data, and (iv) advancing new innovation and research. In 
addition, an improved access to and sharing of public financed research data promotes new research, 
supports studies on measurements and data collection methods, supports the testing of alternatives or new 
methods of analysis and hypotheses, and facilitates the exploration of new topics, which were primary not 
envisioned (OECD, 2007). Furthermore, TENOPIR et al. (2011) complements that advantages of data sharing 
also involve the re-analysis of data and support different interpretations of the data, particularly in a 
multidisciplinary research environment. In addition, the re-collection of data is avoided or minimized, 
safeguard against scientific misconduct is supported, as well as data can be used to train new scientists.  
There are many benefits for researchers to share their data and research results. As outlined by VAN 
NOORDEN (2013), some personal benefits arise by sharing data. They include the establishment of new links 
to colleagues, increase of citation, as well an improved viability. Consequently, successfully shared data is 
getting downloaded, re-used, and cited more often. Thus the researchers get more attention in the research 
society as well. Recent studies have showed that the citation of research articles increases, if the underlying 
research data associated with the article is publicly available and shared in detail (PIWOWAR et al., 2007). 
Consequently, the sharing of detailed research results rewards scientists who share their data. This should lead 
to a motivation to share research results more often.  
As described by CORTI et al. (2014), sharing of files, data, documents, and information is especially essential 
in collaborative research environments. Often researchers have to share their data across various institutions 
or organisations. This has to be conducted in a well-organised, controlled, and managed way. In this context, 
several software solutions are used for the sharing of the data, like cloud-based solutions (e.g. Dropbox, 
iCloud, Google Drive, Google Docs), Virtual Research Environments (VRE) (e.g. Microsoft SharePoint), 
data repositories (e.g. DSpace, Eprints, Fedora, CKAN), as well as FTP (Secure File Transfer) servers (see 
also section 2.4). 
In the framework of data sharing and data access data licensing also has to be considered. Several approaches 
are available to license research data, which is an instrument to permit re-use under certain constraints, such 
as a correct citation (BALL, 2013b). They are provided by various institutions and organisations. Examples of 
standard licences include the Creative Commons licence (CREATIVE COMMONS, 2014), the Open Data 
Commons licence (OPEN DATA COMMONS, 2014), and the Open Government Licence (NATIONAL 
ARCHIVES, 2014). In addition, some data repositories or RDM systems of research projects have developed 
their own licences, policies or provide terms and conditions for the access of their data collections. For 
instance, the UK Data Archive (UK DATA SERVICE, 2014a) provides terms and conditions to access their 
data, whereas the Archaeology Data Service requests a deposit (ARCHAEOLOGY DATA SERVICE, 2014). 
Furthermore, data policies or data agreements are used by the RDM systems FOR816dw data portal (RU816, 
2007), TEODOOR portal (TERENO, 2014), PANGAEA data portal (GROBE, 2005), and the TR32DB data 
portal (CRC/TR32, 2011).  
2.2 Introduction to metadata 
Metadata are used for the documentation of (research) data and are, for example, very important for the re-
use, search, and understanding of the described data. This chapter describes the documentation of research 
data by means of metadata. Initially, a short introduction to the basic principles of metadata will be presented 
(section 2.2.1). Subsequently, available metadata standards and schemas will be described (section 2.2.2). 
Finally, the importance of metadata for research data will be outlined (2.2.3).  
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2.2.1 Metadata 
Metadata definition and function 
Metadata is quite often simply described as (structured) data about data, information about data or information about 
information (BACA, 2008; FOULONNEAU & RILEY, 2008; HAYNES, 2004; HIDER, 2012; MILLER, 2011; 
VELLUCCI, 2000; ZENG & QIN, 2008). CAPLAN (2003) and GREENBERG (2005) state that the term metadata 
itself dates back to the 1960s, when Jack E. Myers coined it. In 1986, Jack E. Myers registered the term 
METADATA (spelled in all capitals or just an initial capital) as an U.S. trademark for his Metadata Company. 
Thereupon, the terms metadata, meta data and meta-data used in various spellings (all in lower case) were 
adopted by different computer and information science communities. With the growth of the new digital 
information technologies and resources by the early 1990s, the need and use of, and interest in metadata 
increased in a wide range of communities as well (SEN, 2004). For instance, HAYNES (2004) points out that 
the GIS community significantly participated in developing metadata standards to facilitate system 
interoperability in the late 1980s and early 1990s. Furthermore, the term metadata was adopted by the web 
community in the mid-1990s with the purpose to establish a metadata standard to describe web content. 
From this initial action, the Dublin Core Metadata Initiative (DCMI) evolved. 
MILLER (2011) and HAYNES (2004) comment that the term metadata itself fragments into two words. The 
Greek prefix meta is specified with the meaning of about, relating to, based on, or after. The second word data has 
a Latin origin. This refers to information that can be processed by computers, as well as any kind of resource 
or information object composed of data also applying to non-digital data. In summary, metadata can be 
characterized as data describing data or information.  
Metadata is used by several fields and stakeholders and has evolved from different communities with diverse 
discipline-specific objectives and backgrounds. Consequently, it is difficult to define it (CAMPBELL, 2005). 
YEUNG & HALL (2007a) describe metadata in general as  
“[…] a formally structured and documented collection of information about data that reveals minimally what is 
in the data, where the data originated from, who produced them, when they were produced and modified, why 
they were produced, and how the data can be obtained.” (YEUNG & HALL, 2007a: 156). 
GREENBERG (2003a) complements that metadata are “[…] structured data about an object that supports 
functions associated with the designed object.” (GREENBERG, 2003a: 1876). The term structured data implies 
“[…] a systematic ordering of data according to a metadata schema specification […]” (GREENBERG, 2003a: 
1876) and the object is specified as “[…] any entity, form, or mode for which contextual data can be 
recorded.” (GREENBERG, 2003a: 1876). Any object or information resource can be described, located or 
explained with metadata. Consequently, it is easier to use, manage or retrieve the resource or object (NISO, 
2004), to gather, find and maintain it over a long period of time as well. In addition, metadata help to connect 
related resources and to promote the resource and, consequently, reach the interested target audience (LUBAS 
et al., 2013). Thus, metadata is crucial to ensure that data or resources will be useful and accessible in the 
future (NATIONAL SCIENCE BOARD, 2005; NISO, 2004).  
Another definition for metadata is provided by COYLE (2010). COYLE (2010) outlines that metadata are 
constructed, constructive, and actionable. Constructed metadata are a completely artificial invention and 
cannot be found in nature. Constructive metadata are created for a particular activity, a certain purpose or to 
solve a specific problem. Actionable metadata are intended to be useful in a particular way. Consequently, 
COYLE (2010) points out that good, functional metadata creation is significantly dependent on the 
understanding of the possible usage and the requirements that have to be fulfilled by the metadata. 
HAYNES (2004) argues that metadata can be applied to describe different resources or information, like 
electronic/digital resources (e.g. text documents, digital images) or printed documents (e.g. journal, reports, 
books). The descriptive metadata can be stored separately in a database or it can be integrated in the 
Chapter 2: Introducing research data management principles 
29 
information resource. Furthermore, the author specifies that metadata can describe the format, content or 
attributes of information resources. Refering to scientific data, GRAY et al. (2005) add that “Metadata is the 
descriptive information about data that explains the measured attributes, their names, units, precision, 
accuracy, data layout and ideally a great deal more. More importantly, metadata include the data lineage that 
describes how the data were measured, acquired or computed.“ (GRAY et al., 2005: 3). WILSON (2014) 
emphasizes that a spatial component (the where element) has to be added to describe data with spatial 
information or metadata.  
To understand the meaning of metadata, MILLER (2011) provides some examples of metadata. Moreover, he 
adds that everybody has encountered metadata in the daily life, without calling it metadata. For example, the 
descriptive information of a book can include the author, title, publisher, publishing year or page range. In 
addition, he cites the product information printed on food packaging. Here, information or details are 
specified about the ingredients of the food, which can also be described as metadata. Moreover, MILLER 
(2011) gives examples of metadata for digital files that are automatically generated during the production 
process of the file and are consequently embedded within the file details. For example, information about a 
document (e.g. title, author, keywords, subject, number of pages or words) is automatically generated by 
Microsoft Word as well as technical information about a digital image (e.g. resolution, recording date, colour 
mode, camera make and model) are automatically generated by a digital camera.  
Metadata types and management 
The wide use of metadata within various communities has led to a grouping of different types of metadata 
according to metadata functions. CAPLAN (2003) identifies three main categories of metadata. Descriptive 
metadata serve the purpose to discover, identify, and select resources. Furthermore, details to link, evaluate, 
and use the resources are included. Usually, descriptive metadata are publicly accessible, for example, in a 
search engine system. The aim of administrative metadata is to facilitate the resource management. This category 
can be subdivided into the subclasses rights management, preservation, and technical metadata. Details about the 
creation process and access restriction are included. Consequently, the access to administrative metadata is 
often restricted to a person in charge. Structural metadata indicate the internal structure or organisation of 
(compound) object. They are required to create a relationship between a set of related digital objects. 
However, GILLILAND (2008) depicts metadata in five categories to reflect the major issues of metadata 
functionality. Administrative metadata is used to administer and manage resources and objects. Descriptive 
metadata is used to describe and identify objects and related resources. Preservation metadata includes details 
related to an object or resource with focus on preservation management. Technical metadata provide 
information about the metadata’s behaviour or system functions. Use metadata include details of the objects 
and resources about the type and level of use. In contrast, HAYNES (2004) introduces a five-point model based 
on the purposes of metadata to categorise the metadata functions. The five purposes of metadata cover: 
resource description, information retrieval, management of information resources, documenting ownership 
and authenticity of digital resources, and interoperability.  
The metadata creation can be achieved through manual (human) and automated processes (SIMONS & 
RICHARDSON, 2013). The manual creation of metadata occurs when a person produces metadata to describe 
a digital resource. GREENBERG (2003b) identifies several classes of persons that are involved in the 
generation of metadata, e.g. technical metadata creators, professional metadata creators, content creators, or 
subject/community enthusiasts. Moreover, GREENBERG (2004) describes the automatic generation of 
metadata that is captured by machines and typically follows the extraction or harvesting approach. Many 
metadata creation tools have been developed by several metadata projects. In general, they support a specific 
metadata schema. These tools can be arranged into several categories that contain templates, mark-up tools, 
extraction tools and conversion tools (NISO, 2004). 
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Metadata can be managed in various ways. HIDER (2012) provides an overview of six steps that include (i) 
evaluation, (ii) input (to an information system), (iii) improving (adding or editing), (iv) efficient presentation, 
and (v) sustainable preservation of the metadata as well as conversion and standardization of metadata to 
support exchange and sharing of the metadata. Furthermore, MA (2006) introduces six steps that are 
necessary to implement metadata for a digital (library) project. This involves (i) analysing metadata 
requirements, (ii) adopting metadata schemas, (iii) creating metadata content, (iv) delivery and access, (v) 
evaluation of metadata, and (vi) sustaining metadata maintenance. With regard to metadata cataloguing in 
libraries, HUDGINS et al. (1999) illustrate another approach in planning, implementing, and evaluating 
metadata for a metadata project. In contrast, HAYNES (2004) outlines that the management of metadata has 
to be in accordance with the needs of the users and the served purpose. He describes the management of 
metadata according to the lifecycle of a metadata project in seven stages: 
Analysing metadata requirements The main purpose(s) of the metadata has to be determined. 
This includes knowledge about the resource that has to be described and the employed 
information system as well as analysis of the user community, and existing standards. 
Selecting and developing metadata schemas A metadata schema has to be chosen or developed 
appropriate to the framework requirements. Factors, like the user community, the nature of the 
described data, and available standards and conventions have to be considered. 
Encoding and maintaining controlled vocabularies The used vocabulary of a field has to be 
defined and the encoding of the metadata schema. If controlled vocabularies are assigned to use, 
there are three options: select pre-existing standards to encode particular data types, adopt 
available external controlled vocabulary (e.g. thesaurus), or create an own controlled vocabulary 
according to the needs of the project. 
Applying metadata (content rules) The metadata are applied to a resource (manually or partially 
automated). The use of cataloguing rules or conventions ensure the consistent form of the 
metadata. 
Importing metadata (interoperability) The metadata of a resource can be imported from a third 
party (e.g. other source or repository). This requires quality control and interoperability of the 
metadata as well as compatibility of the used metadata standards. Mapping between the different 
schemas is provided by means of crosswalks and metadata registries. 
Quality management The quality checking of the metadata (metadata content and administrative 
metadata) ensures that the metadata is accurate, consistent, reliable, and complete. Secure 
storage of metadata in a regular backed up system ensures the physical integrity. 
Search aids and user education A successful, user-friendly presentation of the metadata improves 
their usability. For example, search and navigation facilities should fit to user needs. The 
metadata entry can be simplified by controlled vocabulary in conjunction with a drop-down list 
or a navigable classification schema. Users have to be led to the handling of metadata and the 
system operations. 
Within the management of metadata, the use of metadata standards has an important role (DAY, 2005; 
GRANELL et al., 2009). In the following chapter, metadata schemas and standards will be described in detail. 
2.2.2 Metadata schemas and standards  
Metadata schemas (also called schemes) and standards form a vital requirement for the success of 
management systems, e.g. for digital preservation. They enable exchange and representation of metadata and 
ensure interoperability, compatibility, and integration (NEUROTH et al., 2010; VETTERLI et al., 2000). 
Metadata schemas and standards are developed for a specific purpose by a consultative process of experts 
from a special discipline. They can range from the purely local level (e.g. for a specific domain, institution, 
single collection, or particular project), widely shared from the national to the international level, according to 
Chapter 2: Introducing research data management principles 
31 
YEUNG & HALL (2007b). The terms schema, scheme and standard are often used interchangeably in general 
linguistic usage (HIRWADE, 2011; ZENG & QIN, 2008). In this thesis, the terms metadata schema and 
metadata standard will be used.  
Metadata schemas or standards consist of a set of elements provided with the purpose of describing a 
particular type of information resource (NISO, 2004). According to CAPLAN (2003), metadata schemas can 
specify three aspects of metadata: semantics, content rules, and syntax. Semantics refer to the definition or 
meaning of the included metadata element and their refinements. Each element is specified with an 
explanatory name and definition and optional comment or notes. The metadata schema indicates whether a 
metadata element is repeatable or not and it determines whether an element is mandatory, optional or 
conditionally required. Content rules describe the constraints and guidelines for the selection and 
representation of metadata element values (attributes). For example, the types of values can be defined (e.g. 
date, text, number) and the standard format of the value. The syntax of the metadata schema describes the 
encoding of the metadata elements (e.g. in XML) with the purpose of providing an exchange format for 
interchanging metadata. Semantics, content rules, and syntax are not characterized by every metadata schema. 
In contrast to a metadata schema, a metadata standard has been formally approved by an institution (SIMONS 
& RICHARDSON, 2013). There are a couple of national and international agencies, organisations, and 
initiatives, which are engaged in the standardisation of metadata, such as the International Organisation for 
Standardization (ISO), the American National Standards Institute (ANSI), the Open Geospatial Consortium 
(OGC), the World Wide Web Consortium (W3C), and the Dublin Core Metadata Initiative (DCMI) (YEUNG 
& HALL, 2007b). 
Various communities, user environments, and disciplines have created a variety of different metadata-related 
standards and schemas to serve a specific purpose (HIRWADE, 2011). The multiplicity of available metadata 
standards and schemas is clearly visible in a glossary provided by RILEY (2009a). Metadata-related standards 
can be categorised in a fourfold typology (BOUGHIDA, 2005; ELINGS & WAIBEL, 2007; GILLILAND, 2008; 
MILLER, 2011; ZENG & QIN, 2008). The following categories are included: data structure standards 
(metadata element sets, metadata schemas; e.g. Dublin Core Metadata Element Set), data value standards 
(controlled vocabularies/lists, thesauri; e.g. Getty Thesaurus of Geographic Names), data content standards 
(cataloguing codes and rules, e.g. Anglo-American Cataloguing Rules), and data format/technical 
interchange/encoding standards (metadata schema encoding format; e.g. Extensible Markup Language). In 
contrast, RILEY (2009b) visualises the metadata universe according to the domain (e.g. datasets, geospatial 
data), community (e.g. archives, libraries), function (e.g. markup languages, controlled vocabulary), and 
purpose (e.g. preservation metadata, descriptive metadata). In addition, the Disciplinary Metadata Catalogue, 
provided by the UK Digital Curation Centre, lists a variety of available discipline-specific metadata standards 
as well as profiles, use cases, and tools. All resources are grouped according to discipline-specific metadata 
subject areas including Biology, Earth Science, Physical Science, Social Science& Humanities, and General 
Research Data (BALL, 2013a; DCC 2014c). 
A single metadata standard or schema generally does not fulfil the specialized local needs and entire metadata 
requirements of a community, user group, repository, or application. To accommodate the needs and 
requirements, the establishment of an own adjusted metadata schema or Application Profile (AP) is a typical 
approach (HIRWADE, 2011). According to DUVAL et al. (2002), an AP combines or adapts metadata elements 
of one or more existing metadata schemas according to functional requirements and needs, while retaining 
interoperability with the used schemas. Consequently, an AP consists of an assemblage of metadata elements 
from the chosen metadata schemas (mix and match) that are combined to one new metadata schema. In 
addition, the characteristics of AP’s are highlighted by HEERY & PATEL (2000). AP’s (i) can use elements 
from one or more existing namespaces, (ii) cannot create new elements that are not specified in existing 
namespaces, (iii) may define permitted schemas or values (e.g. controlled vocabulary, formats), and (iv) can 
refine standard definitions.  
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The mapping of metadata describes the process of analysing and comparing two or more different metadata 
schemas (MILLER, 2011). In detail, the metadata elements, syntax, and semantics of the metadata schema are 
mapped (NISO, 2004). As described by WOODLEY (2008), the result of the mapping process is a textual and 
visual product, a so-called crosswalk. This crosswalk shows the equivalencies and relationships between the 
metadata elements in a chart or table. According to ZENG & QIN (2008), metadata crosswalks are a common 
method to enable interoperability among and between metadata schemas. In addition, metadata can be 
effectively converted by a system from one metadata schema to another. Several metadata crosswalks have 
been developed by different communities between various metadata schemas (CHANDLER et al., 2000; DAY, 
2002; GODBY et al., 2004; NOGUERAS-ISO et al., 2004; WIRA-ALAM et al., 2012). 
Metadata schema design and documentation 
The documentation of the established metadata schema or application profile for a digital collection or 
repository is an essential key aspect within the design (MILLER, 2011). This documentation, also called data 
dictionary (LITWIN & ROSSA, 2011) or metadata usage guideline (FOULONNEAU & RILEY, 2008), is 
constructed and organised in many different ways. These may range from general to specific, informal to 
formal, or from a simple table to a very detailed description. In addition, the crucial purpose of schema 
documentation is depicted by MILLER (2011). Schema documentation serves as: (i) a guideline for the 
metadata creator, (ii) a record of local practices and decisions in the present and future, (iii) a resource for 
migration of metadata (e.g. to new software systems in the future, metadata harvesting), and (iv) further use in 
other institutions. Furthermore, MILLER (2011) states that the design of the schema/application profile varies 
immensely according to different aspects (e.g. scope and type of digital content that has to be covered, size of 
the digital collection, etc.). It is dependent on the understanding of the underlying, used metadata schema or 
standard. In addition, metadata schema design should ideally be performed simultaneously with the creation 
of the user interface (e.g. search, browse, display of metadata). Suggestions on building a metadata schema 
and where to start are provided by NISO (2008). According to MILLER (2011), the design of a metadata 
schema comprises the following steps: 
Analysis of context, content, and users, as well as identification of functional requirements 
Analysis of the context within which the metadata schema has to be designed (e.g. institution, 
organisation). Determine the content (e.g. type, theme, and focus of digital objects) of the digital 
collection and the user groups and their needs. Identify a set of functional requirements 
according to the needs and requirements of the users that have to be performed by the user-
interface. 
Selection and development of the metadata element set Select one or more standardized 
metadata element set/schema according to the required needs and functions and/or develop an 
own element set. Two methods are available for the metadata design: 
 A general, cross-collection element set applies to all collections of an institution. An 
existing, standardized element set is adapted in whole or in parts with/without additional 
elements from another element set or/and local established elements. 
 A collection-specific element set applies to a set of local elements developed for a 
specific collection according to particular needs and functional requirements. After 
selecting an underlying base schema, selected elements are renamed with local collection-
specific names and optionally complemented with other elements.  
Establishment of specifications Specifications have to be developed for each metadata element. 
Commonly, the following specifications are included: obligation (metadata element is required / 
mandatory, required if applicable/available, optional/recommended), cardinality (also referred 
to as repeatability or occurrence of a metadata element), data value specification (encoding 
schema, controlled vocabularies), designation of field size, visibility, as well as searchability, 
indexing, and/or hyperlinking of the elements values. 
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Establishment of encoding schema and controlled vocabularies Select controlled vocabularies 
(e.g. thesaurus for a subject) and syntax encoding schemas (e.g. encoding for a date) for the 
values of individual elements. If necessary, own local vocabularies have to be developed to meet 
local needs. 
Development of content guidelines Content or input guidelines have to be developed to specify 
the form of data content, e.g. handling of abbreviations, capitalization, acronyms, geographic 
names, missing or incomplete information. 
Documentation of the schema The documentation of the metadata schema or application profile 
is the final and critical step. This includes for example the description of the element set, 
controlled vocabularies, encoding schemas, content guidelines, and specifications. 
In the following, recent metadata standards, schemas, and directives are described that are used within this 
thesis. 
2.2.2.1 Dublin Core 
Dublin Core (DC) is one of the widest and most frequently used metadata schema in digital repositories 
(SIMONS & RICHARDSON, 2013), developed by the Dublin Core Metadata Initiative (DCMI, 2014). The 
initial Dublin Core Metadata Element Set (DCMES) was discussed and designed at a jointed Metadata Workshop 
of the Online Computer Library Centre/National Centre for Supercomputing Applications in Dublin (Ohio, 
USA) in March 1995, with the purpose of defining a simple, usable core set of metadata elements able to 
describe network accessible resources (CAPLAN, 1995). As the final workshop result, a set of thirteen 
metadata elements was proposed that was kept as small as possible, easy to understand by users, and flexible 
to describe digital resources from a variety of subject areas. In addition, the (further) development of the 
metadata elements follows principles like intrinsic, syntax independence, extensibility, repeatability, 
optionality, and modifiability (WEIBEL, 1995). Over the years, the initial developed DCMES has changed. 
The original elements were expanded to fifteen in DCMES version 1.1 (known as simple Dublin Core). There 
are no disclosures made by the DCMI concerning specifications, requirements or repeatability. Consequently, 
all elements may be used in any order, are repeatable as well as optional (MILLER, 2011). The DCMES 
Version 1.1 is approved in the standards documents ISO Standard 15836:2009 (ISO, 2014a), ANSI/NISO 
Standard Z39.85-2012 (NISO, 2012), and the Internet Engineering Task Force (IETF) Standard RFC 5013 
(DCMI, 2012b; NETWORK WORKING GROUP, 2007) and is officially documented in detail at 
http://dublincore.org/documents/dces/. A listing of the fifteen DCMES elements (properties) is 
provided in Table 2-1 including the property name, definition, and comment according to DCMI (2012b). 
The designation elements, initially used in the simple Dublin Core, was renamed to properties. In combination 
with guidelines on usage of controlled vocabularies and encoding schemas, the properties form one part of 
the DCMI Metadata Terms vocabulary set. The DCMI Metadata Terms enables the description of a resource 
and define partially values that may be used (LUBAS et al., 2013). An official, detailed documentation of the 
DCMI Metadata Terms is provided at http://dublincore.org/documents/dces/. According to 
DCMI (2011), the DCMI Terms distinguish four types of terms:  
Properties resp. Elements are the core attributes of a resource that enable structured, uniform 
resource description. Formerly, they were known as elements in simple Dublin Core.  
Classes group resources that have a certain property in common and consequently are put together 
in one concept. The DCMI Type Vocabulary is used in many cases for this purpose. 
Datatypes resp. Syntax Encoding Schemas refers to the rules or standard that specifies the 
structure of a value.  
Vocabulary Encoding Schema resp. Concept Schema defines the controlled vocabulary that 
should be used.  
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Table 2-1: Listing of the Dublin Core Metadata Element Set Version 1.1, modified after DCMI (2012b) 
1. contributor: An entity responsible for making contributions to the resource. 
Comment: Examples of a Contributor include a person, an organization, or a service. Typically, 
the name of a Contributor should be used to indicate the entity. 
2. coverage: The spatial or temporal topic of the resource, the spatial applicability of the resource, or the 
jurisdiction under which the resource is relevant. 
Comment: Spatial topic and spatial applicability may be a named place or a location specified by 
its geographic coordinates. Temporal topic may be a named period, date, or date range. A 
jurisdiction may be a named administrative entity or a geographic place to which the resource 
applies. Recommended best practice is to use a controlled vocabulary such as the Thesaurus of 
Geographic Names (TGN). Where appropriate, named places or time periods can be used in 
preference to numeric identifiers such as sets of coordinates or date ranges. 
3. creator: An entity primarily responsible for making the resource. 
Comment: Examples of a Creator include a person, an organization, or a service. Typically, the 
name of a Creator should be used to indicate the entity. 
4. date A point or period of time associated with an event in the lifecycle of the resource. 
Comment: Date may be used to express temporal information at any level of granularity. 
Recommended best practice is to use an encoding schema, such as the W3CDTF profile of ISO 
8601 (W3CDTF). 
5. description: An account of the resource. 
Comment: Description may include but is not limited to: an abstract, a table of contents, a 
graphical representation, or a free-text account of the resource. 
6. format: The file format, physical medium, or dimensions of the resource. 
Comment: Examples of dimensions include size and duration. Recommended best practice is to 
use a controlled vocabulary such as the list of Internet Media Types (MIME). 
7. identifier: An unambiguous reference to the resource within a given context. 
Comment: Recommended best practice is to identify the resource by means of a string 
conforming to a formal identification system. 
8. language: A language of the resource. 
Comment: Recommended best practice is to use a controlled vocabulary such as RFC 4646 
(RFC4646). 
9. publisher: An entity responsible for making the resource available. 
Comment: Examples of a Publisher include a person, an organization, or a service. Typically, the 
name of a Publisher should be used to indicate the entity. 
10. relation: A related resource. 
Comment: Recommended best practice is to identify the related resource by means of a string 
conforming to a formal identification system. 
11. rights: Information about rights held in and over the resource. 
Comment: Typically, rights information includes a statement about various property rights 
associated with the resource, including intellectual property rights. 
12. source: A related resource from which the described resource is derived. 
Comment: The described resource may be derived from the related resource in whole or in part. 
Recommended best practice is to identify the related resource by means of a string conforming to a 
formal identification system. 
13. subject: The topic of the resource. 
Comment: Typically, the subject will be represented using keywords, key phrases, or classification 
codes. Recommended best practice is to use a controlled vocabulary. 
14. title: Title 
Comment: A name given to the resource. 
15. type: The nature or genre of the resource. 
Comment: Recommended best practice is to use a controlled vocabulary such as the DCMI Type 
Vocabulary (DCMITYPE). To describe the file format, physical medium, or dimensions of the 
resource, use the Format element. 
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All DCMI Metadata Elements and Terms are given a unique identity within the DCMI namespace. MILLER 
(2011) defines a namespace as “[…] an identifier of a virtual space in which the names of terms are officially 
defined.” (MILLER, 2011: 49) The fifteen elements (properties) of the simple Dublin Core are defined in the 
DCMI namespace http://purl.org/dc/elements/1.1/ and are abbreviated with the prefix dc. The 
properties of the Metadata Terms are defined in the DCMI namespace http://purl.org/dc/terms/ 
and are shortened with the prefix dcterms. In addition, the properties of the DCMI Type Vocabulary are 
defined in the DCMI namespace http://purl.org/dc/dcmitype/.  
Each term in the DCMI Terms vocabulary set is described with a minimal set of attributes including name, 
URI, label, definition, and type of term. Further attributes can be provided where applicable; for example: 
comment, references, refines, has range or version. An example for the description of the property title is 
shown in Table 2-2.  
Table 2-2: DCMI Metadata Terms description of property title in the /terms/namespace, modified after DCMI 
(2012a) 
Term Name Title 
URI:  http://purl.org/dc/terms/title  
Label:  Title 
Definition:  A name given to the resource. 
Type of Term:  Property  
Refines:  http://purl.org/dc/elements/1.1/title  
Version:  http://dublincore.org/usage/terms/history/#titleT-002  
Has Range:  http://www.w3.org/2000/01/rdf-schema#Literal 
 
An overview of the DCMI Metadata Terms (e.g. properties, vocabulary encoding schemas, syntax encoding 
schemas) is provided by DCMI (2012a). 
2.2.2.2 DataCite Metadata Schema 
The DataCite Metadata Schema for the Publication and Citation of Research Data is created by the members of the 
Metadata Working Group of the DataCite Consortium (DATACITE, 2014a). The schema is designed with the 
purpose of supporting the goals of DataCite to register DOIs (section 2.1.6). Moreover, the objectives of the 
metadata schema include: (i) a recommendation of a standard citation format for datasets, which is based on a 
small number of required properties for the identifier registration, (ii) a provision of interoperability with 
other metadata schemas for data management, (iii) a promotion of dataset discovery by using optional extra 
properties that enable a flexible resource description, and (iv) an application of controlled terms from 
DataCite and external vocabulary with regard to future services (e.g. discovery) (STARR & GASTL, 2011).  
STARR & GASTL (2011) state that the first two DataCite Metadata Schema drafts were based on a basic 
metadata schema used by the German National Library of Science and Technology (TIB). The basic metadata 
schema of the TIB was developed in the framework of the DFG-funded project “Publication and Citation of 
Scientific Primary Data (STD-DOI)” (BRASE, 2004). The STD-DOI Metadata Schema is described in detail 
by KLUMP (2009). In July 2013, the most recent DataCite Metadata Schema Version 3.0 (DATACITE 
METADATA WORKING GROUP, 2013) was released. In this thesis, the DataCite Metadata Schema Version 2.2 
(DATACITE METADATA WORKING GROUP, 2011) released in July 2011 was applied.  
The DataCite Metadata Schema Version 2.2 (DATACITE METADATA WORKING GROUP, 2011) describes the 
core metadata properties which are selected to identify data in a consistent and accurate manner with the 
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purpose of citation and retrieval. In addition, recommended instructions of usage are provided. In the 
following, the Metadata Schema will be described in detail.  
First of all, an overview of the entire DataCite Metadata Properties listed in a simple manner according to 
mandatory, optional, and administrative properties is provided in Table 2-3. The mandatory properties must 
be and the optional properties may be provided. The administrative properties are assigned to each metadata 
record by the managing agency responsible for the DOI registration. 
Table 2-3: DataCite Metadata Properties listed according to mandatory, optional, and administrative properties, modified 
after DataCite Metadata Working Group (2011) 
ID Property 
DataCite Mandatory Properties
1  Identifier (with type attribute) 
2  Creator (with name identifier attributes)  
3  Title (with optional type attribute)  
4  Publisher  
5. Publication Year 
DataCite Optional Properties
6  Subject (with schema attribute) 
7  Contributor (with type and name identifier attributes)  
8  Date (with type attribute)  
9  Language  
10  ResourceType (with description attribute)  
11  AlternateIdentifier (with type attribute)  
12  RelatedIdentifier (with type and relation type attributes)  
13  Size  
14  Format  
15  Version  
16  Rights  
17  Description (with type attribute)  
DataCite Administrative Metadata
0.1  LastMetadataUpdate 
0.2  MetadataVersionNumber 
 
In addition, the DataCite Metadata Schema provides two recommended formats that should be used as 
DataCite citation. The first includes only the first five mandatory metadata properties, as follows:  
Creator (PublicationYear): Title. Publisher. Identifier 
In addition, a second citation is recommended, including two optional properties, as follows: 
Creator (PublicationYear): Title. Version. Publisher. ResourceType. Identifier 
For example:  
Waldhoff, Guido (2012): Enhanced Land Use Classification of 2009 for the Rur catchment. CRC/TR32 
Database (TR32DB). doi: 10.5880/TR32DB.2 
The DataCite mandatory and optional properties are then described in detail in tables in the metadata schema 
documentation. An example for the property Title is shown in Table 2-4. Each metadata property is 
described with several characteristics, for example the identifier (ID) and the DataCite property name. The 
property name (Title) is represented with a capital letter, whereas the corresponding attributes 
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(titleType) and child properties are represented with a lower case letter. In addition, a short definition of 
the property is provided. The relationship between the property and the associated attribute (A) or child (C) 
is specified in the column A/C. The frequency of occurrence (Occ) of each property or attribute/child is 
defined as follows: at least one is required and unlimited repeatable (1-n), at least one is required and not 
repeatable (1), optional and maximum one is required (0-1), and optional and unlimited repeatable (0-n). An 
attribute/child is required for a property, when the occurrence is provided with the notation Req. The 
notation Opt advises that the attribute/child is optional. Finally, allowed values, examples, or other 
constraints are specified (e.g. controlled lists, format, encoding). 




Definition A/C Occ 
Allowed values, examples, other 
constraints 
3  Title  A name or title by which 
a resource is known.  
1‐n The format is open. 
3.1  titleType  The type of Title. A Opt Controlled List Allowed values: Alternative, 
Title Subtitle, TranslatedTitle  
 
At the end of the metadata schema, references to the corresponding DataCite Metadata Schema in XML are 
provided, including an example. Moreover, mappings from the DataCite Metadata Schema to other metadata 
elements are provided, for example, to simple Dublin Core and DCMI Metadata Terms. 
2.2.2.3 ISO 19115:2003 Metadata Standard 
The international standard, ISO 19115:2003 Geographic information – Metadata, was released as a standard in 
2003 by the International Organization for Standardization (ISO). A corrigendum was published in 2006 as 
ISO 19115:2003/Cor 1:2006 (ISO, 2003, 2006). In 2005, ISO 19115:2003 was adopted by the European 
Committee for Standardization as EN ISO 19115:2005 (CEN, 2014a). According to NOGUERAS-ISO et al. 
(2005), the ISO 19115 standard defines a schema required for describing geographic services and 
information, for example, identification of spatial datasets, data quality, scope and coverage, spatial reference, 
and distribution of the data. The standard is applicable to describe geographic datasets and series, as well as 
single geographic features and their properties. 
The entire metadata standard defines more than 400 metadata elements, including optional, mandatory, and 
conditional elements (YEUNG & HALL, 2007a). They are grouped in two levels according to ISO (2003) and 
KRESSE & FADAIE (2004): the 22 core metadata elements and the so-called comprehensive metadata elements. 
The core metadata element set (Table 2-5) contains mandatory (M), recommended optional (O), and 
conditional (C, mandatory under a certain condition) elements. They are at least required to describe and 
identify a dataset as well as to serve metadata applications, like data access, discovery, or transfers, and 
catalogue purposes. The comprehensive metadata elements cover the full list of metadata elements, defined in 
the standard.  
ISO 19115:2003 is arranged in a hierarchical structure. The metadata schema is described in form of Unified 
Modelling Language (UML) diagrams in combination with a tabular data dictionary. Both together serve as a 
full description of the total metadata abstract model (LITWIN & ROSSA, 2011: 69ff). The data dictionary will 
be described in more detail later in the chapter. 
The metadata elements of ISO 19115:2003 are divided in thematic packages that describe metadata sections. 
Each metadata section (equivalent to an UML package) contains one or more metadata entities (equivalent to 
UML classes). The metadata entities contain one or more metadata element (equivalent to UML class 
attributes). To meet the mandatory user or standard requirements, the metadata entities can be aggregated 
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Table 2-5: Core metadata elements of ISO 19115:2003 for geographic datasets with obligation and declaration of the 
specifying metadata entity and element, modified after ISO (2003) 
Core Metadata (with Obligation) Path (Metadata Entity and Element) 
Dataset title (M) MD_Metadata > MD_DataIdentification.citation > CI_Citation.title 
Spatial representation type (O) MD_Metadata >MD_DataIdentification.spatialRepresentationType 
Dataset reference date (M) MD_Metadata > MD_DataIdentification.citation > CI_Citation.date 
Reference system (O) MD_Metadata > MD_ReferenceSystem 
Dataset responsible party (O) MD_Metadata > MD_DataIdentification.pointOfContact > CI_ResponsibleParty 
Lineage (O) MD_Metadata > DQ_DataQuality.lineage > LI_Lineage 
Geographic location of the dataset (by 
four coordinates or by geographic 
identifier) (C) 
MD_Metadata > MD_DataIdentification.extent > EX_Extent > 
EX_GeographicExtent > EX_GeographicBoundingBox or 
EX_GeographicDescription 
On-line resource (O) MD_Metadata > MD_Distribution > MD_DigitalTransferOption.onLine > CI_OnlineResource 
Dataset language (M) MD_Metadata > MD_DataIdentification.language 
Metadata file identifier (O) MD_Metadata.fileIdentifier 
Dataset character set (C) MD_Metadata > MD_DataIdentification.characterSet 
Metadata standard name (O) MD_Metadata.metadataStandardName 
Dataset topic category (M) MD_Metadata > MD_DataIdentification.topicCategory 
Metadata standard version (O) MD_Metadata.metadataStandardVersion 
Spatial resolution of the dataset (O) MD_Metadata > MD_DataIdentification.spatialResolution > MD_Resolution.equivalentScale or MD_Resolution.distance 
Metadata language (C) MD_Metadata.language 
Abstract describing the dataset (M) MD_Metadata > MD_DataIdentification.abstract 
Metadata character set (C) MD_Metadata.characterSet 
Distribution format (O) MD_Metadata > MD_Distribution > MD_Format.name and MD_Format.version 
Metadata point of contact (M) MD_Metadata.contact > CI_ResponsibleParty 
Additional extent information for the 
dataset (vertical and temporal) (O) 
MD_Metadata > MD_DataIdentification.extent > EX_Extent > 
EX_TemporalExtent or EX_VerticalExtent 
Metadata date stamp (M) MD_Metadata.dateStamp 
 
Table 2-6: Description of the metadata element title, part of the ISO19115:2003 metadata entity CI_Citation, 











Data type Domain 
360. title resTitle name by which the 
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and repeated, as well as related to one or more entities. The metadata elements or entities can be mandatory, 
optional or conditional (ISO, 2003; LITWIN & ROSSA, 2011: 75ff). In addition, metadata entities are in 
relationship to or taken from other standards of the ISO 19100 family (KRESSE & FADAIE, 2004:90). 
The characteristics of the metadata are described in detail in the data dictionary presented in a table. Each 
metadata entity and element is defined by seven attributes. This includes: (i) the name or role name assigning 
the label of the entity or element (entity names start with upper case letter), (ii) a short name of the entity or 
element, unique within the standard, (iii) a describing definition of the entity or element, (iv) the obligation or 
condition (M, C, O) to document the entity or element, (v) the maximum occurrence describing the 
maximum number of instances, (vi) the data type specifying the set of distinct values, (vii) and finally the 
domain indicating the covered line number of an entity or the allowed values of an element. This value can be 
limited to a data type or a code specified list. (ISO, 2003). An example for the description of the element 
title is shown in Table 2-6. The element title belongs to the metadata entity CI_Citation, described 
in the metadata section Citation and responsible party information. 
2.2.2.4 INSPIRE metadata 
Since 2007, the EU-Directive INSPIRE (Infrastructure for Spatial Information in Europe, Directive 2007/2/EC of 14 
March 2007) (EUROPEAN COMMISSION, 2007a) of the European Parliament and of the Council is in force. 
This directive has the objective to determine a general regulation to establish an infrastructure for spatial 
information in the European Union with regard to community environmental politics and other activities 
with focus on the environment. To ensure that this target is achieved by the member states, the directive 
requires the establishment of common Implementing Rules (IR) of specific areas (e.g. Metadata, Data 
Specification, Network Services, Data and Service Sharing, Monitoring and Reporting). Moreover, 34 spatial 
data themes needed for environmental applications are defined in Annex I to III (EUROPEAN COMMISSION, 
2007a). The INSPIRE-Directive is implemented into German law by the Gesetz über den Zugang zu digitalen 
Geodaten (Geodatenzugangsgesetz, GeoZG) (DEUTSCHER BUNDESTAG, 2009) and into federal German law in 
North Rhine-Westphalia by the Gesetz über den Zugang zu digitalen Geodaten Nordrhein-Westfalen 
(Geodatenzugangsgesetz, GeoZG NRW) (LANDESREGIERUNG NRW, 2009). 
The crucial and priority role of metadata in the INSPIRE-Directive is emphasized by LITWIN & ROSSA 
(2011). Within this directive, the EUROPEAN COMMISSION (2007a) defines metadata according to Article 3, 
Section 6 as “[…] information describing spatial data sets and spatial data services and making it possible to 
discover, inventory and use them;” (EUROPEAN COMMISSION, 2007a: 5). Moreover, Chapter II of the 
directive is especially dedicated to the topic metadata. This determines that member states of the European 
Union are demanded to provide metadata for available spatial data sets and services corresponding to the 
defined spatial data themes. Details about the suggested content of the metadata are also specified. In 
addition, member states have to ensure that the metadata are complete and of sufficient quality. They are also 
requested to adopt Implementing Rules that should “[…] take account of relevant, existing international 
standards and user requirements, in particular with relation to validation metadata.” (EUROPEAN 
COMMISSION, 2007a: 6). Finally, a schedule is described for the creation of the metadata according to the 
specified spatial data themes in the Annex. 
As a consequence of the INSPIRE-Directive, the Implementing Rules for metadata are defined in two 
documents: 
 Commission Regulation (EC) No 1205/2008 of 3 December 2008 implementing Directive 
2007/2/EC of the European Parliament and of the Council as regards metadata 
 INSPIRE Metadata Implementing Rules: Technical Guidelines based on EN ISO 19115 and EN 
ISO 19119 (ISO adopted by CEN) 
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The Commission Regulation No 1205/2008 (EUROPEAN COMMISSION, 2008), adopted and published in 
2008, formally describes and enforces the implementation of the INSPIRE-Directive. Requirements to create 
and maintain metadata for spatial data sets, spatial data set series, and spatial data services referring to the 
mentioned spatial data themes are presented. The metadata implementation rules are described in the Annex 
of the Commission Regulation. Part A of the Annex defines the mainly used terms and interprets the validity 
of spatial data sets. Part B of the Annex lists and accurately describes 27 metadata elements in total, for 
example, including definition and value domain. These are grouped in ten categories (Table 2-7). Part C of 
the Annex discusses instructions for the metadata elements in terms of multiplicity and conditions. These are 
presented in two tables. One table summarises the metadata elements or groups related to spatial data 
services (including multiplicity and conditions). The other table is referring to metadata elements for spatial 
data sets or spatial data set series, presented in Table 2-7. In detail, the table includes the reference number, 
the name, the multiplicity, and a conditional statement of the metadata element. In addition, the table was 
extended with domain information specified for each metadata element from Part B of the Annex and, in 
addition from the Metadata Implementing Rules (see below in this chapter). Part D of the Annex determines 
six value domains referred to in the metadata element description in Part B that shall be used, for example: 
resource type, topic categories in accordance with EN ISO 19115, degree of conformity, or responsible party 
role (EUROPEAN COMMISSION, 2008). In summary, LITWIN & ROSSA (2011) state that the Commission 
Regulation meets the requirements of the INSPIRE-Directive. The metadata are specified at a minimum 
range. Consequently, resources can only be described at a very basic level. 
The INSPIRE Metadata Implementing Rules define the technical guidelines that are necessary to implement 
the Commission Regulation No 1205/2008 using EN ISO 19115 and EN ISO 19119. The document was 
created and published in 2007 as a first version by the INSPIRE Metadata Drafting Team and the European 
commission Joint Research Centre. This first version was revised in 2008, 2009, 2010, and 2013. Further 
changes to the document are already announced. In this thesis, the INSPIRE Metadata Implementing Rules, 
Version 1.2 (DRAFTING TEAM METADATA AND EUROPEAN COMMISSION JOINT RESEARCH CENTRE, 2010) 
published in 2010 were applied.  
The INSPIRE Metadata Implementing Rules (IR) describe the practical, technical implementation of the 
INSPIRE-Directive. First of all, a list of indispensable, related documents is provided that have to be 
considered by using the IR, for example EN ISO 19115:2005 for Geographic Information – Metadata (CEN, 
2014a), ISO 19119:2005 for Geographic Information – Services (ISO, 2005), EN ISO 19108:2005 for 
Geographic Information – Temporal Schema (CEN, 2014b), or ISO 639-2:1998 for Codes for the 
representation of names of languages – Part 2: Alpha-3 code (ISO, 2010), ISO 8601:2004 for Data elements 
and interchange formats – Information interchange – Representation of dates and times (ISO, 2013), ISO/TS 
19139:2007 for Geographic Information – Metadata – XML Schema Implementation (ISO, 2014b) as well as 
associated corrigendum or extension of the documents. In addition, the IR involves three sections and a 
complementary annex which will be described in the following. 
The first section describes the INSPIRE profile of ISO 19115 and ISO 19119. At first, the requirements of 
ISO 19115 Core are compared to the requirements of INSPIRE subdivided in spatial datasets and spatial 
dataset series as well as spatial data services. As a conclusion, it is stated in the IR that conformity to ISO 
19115 metadata does not guarantee compliance with INSPIRE metadata requirements. However, applying 
INSPIRE metadata prevents conflicts with ISO 19115 metadata. Full compliance of INSPIRE metadata with 
ISO 19115 will be achieved by adding additional metadata elements.  
The second section presents the basic mapping between INSPIRE metadata elements and the metadata 
elements defined in the ISO 19115/ISO 19119. For each INSPIRE metadata element, the mapping is 
summarized in a table, as shown in Table 2-8 for the metadata element Resource Title. The 
characteristic of the IR include the particular reference number to the paragraph in the Commission 
Regulation No 1205/2008 and the defined name of the metadata element. The obligation/condition and the 
multiplicity of the metadata element are specified.   
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Table 2-7: Metadata for spatial data sets and spatial data set series,modified after EUROPEAN COMMISSION (2008) and 
DRAFTING TEAM METADATA AND EUROPEAN COMMISSION JOINT RESEARCH CENTRE (2010) 
Multiplicity: 1 = mandatory, single-valued; 1..* = mandatory, multi-valued; 0..* = conditional, multi-valued 
Ref. Metadata elements Multiplicity Domain Condition 
1.  Identification 
1.1 Resource title 1 free text  
1.2 Resource abstract 1 free text  
1.3 Resource type 1 defined in Part D.1  
1.4 Resource locator 0..* character string Mandatory if URL is available to obtain more details on resource. 
1.5 Unique resource identifier 1..* character string  
1.7 Resource language 0..* conformity with ISO 639-2 Mandatory if resource includes textual information. 
2.  Classification of Spatial Data 
2.1 Topic category 1..* defined in Part D.2  
3.  Keyword 
 Keyword value 1..* free text  
 Controlled vocabulary 0..* controlled vocabulary title and reference date 
Shall be provided, when controlled 
vocabulary is used 
4.  Geographic Location 





5.  Temporal reference 
5.1 Temporal extent 
1..* conformity with ISO 19108 and ISO 8601 
At least one of the metadata 
elements shall be provided 
5.2 Date of publication 
5.3 Date of last revision 
5.4 Date of creation 
6.  Quality and Validity 
6.1 Lineage 1 free text  
6.2 Spatial resolution 0..* 
integer (equivalent scale); 
numerical value associated 
with length unit (distance) 
Mandatory for data sets if an 
equivalent scale or a resolution 
distance can be specified 
7.  Conformity 
 Specification 1..* title and reference date  
 Degree 1..* defined in Part D.5  
8.  Constraints related to access and use 
8.1 Conditions for access & use 1..* free text  
8.2 Limitations on public access 1..* free text  
9.  Organisation responsible for the establishment, management, maintenance & distribution of spatial data 
9.1 Responsible party 1..* free text/character string  
9.2 Responsible party role 1..* defined in Part D.6  
10.  Metadata on Metadata 
10.1 Metadata point of contact 1..* free text/character string  
10.2 Metadata date 1 conformity with ISO 8601  
10.3 Metadata language 1 conformity with ISO 639-2  
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Table 2-8: Mapping of the metadata element Resource title of INSPIRE Metadata Implementing Rules (IR) and 
ISO 19115, modified after DRAFTING TEAM METADATA AND EUROPEAN COMMISSION JOINT RESEARCH CENTRE 
(2010) 
IR 
Reference  Part B 1.1  
Element name  Resource title  
Obligation / condition  Mandatory  
Multiplicity  [1]  
ISO 19115 
Number  360  
Name  title  
Definition  Name by which the cited resource is known.  
XPath  identificationInfo[1]/*/citation/*/title  
Data type  CharacterString  
Domain Free text  
Example  Image2000 Product 1 (nl2) Multispectral  
Implementing instructions  None 
 
Furthermore, the characteristics of ISO 19115 include the identifier number, the name, definition, the 
location, the data type, the domain value, and an example of the metadata element (Table 2-8). Some 
implementing instructions are provided, if necessary. In addition, for each metadata element an example is 
given in XML encoding. 
The third section of the IR discusses a detailed mapping of the INSPIRE metadata elements and the 
metadata elements of ISO 19115 and ISO 19119. The result is displayed in a set of templates. Finally, the 
Annex of the IR specifies the XML encoding of the metadata element according to ISO/TS 19113 based on 
ISO 19115 and ISO 19119. Furthermore, instructions and examples for XML metadata sets are provided. 
2.2.2.5 Ontology based metadata: Bibliographic Ontology and Event Ontology 
The semantic web, as an extension of the world wide web, makes digital (research) data available for 
applications, instead of just linking documents with content that is not understandable by applications 
(NEHER & RITSCHEL, 2011). Thus, data and the corresponding relations within a specific domain are 
accurately and formally described by a shared vocabulary. This is achieved by the development of ontologies, 
as a model that structures and describes data. The ontologies can be built by different languages, such as the 
Resource Description Framework (RDF) and the Web Ontology Language (OWL). The specific ontology is 
than referenced by a persistent URI (Uniform Resource Identifier) and the data is usually provided by XML 
(NEHER & RITSCHEL, 2011). 
The Bibliographic Ontology Specification (BIBO) is the first Web Ontology Language (OWL) designed to 
describe resources for bibliographic references metadata. In the bibliographic community it is widely used, as 
stated by PERONI & SHOTTON (2012). According to D'ARCUS & GIASSON (2009), the Bibliographic 
Ontology provides main properties and concepts to describe bibliographic references and citations on the 
Semantic Web by using RDF (Resource Description Framework). For example, it can be used to document a 
classification ontology as a citation ontology or simply to describe all types of documents. The Bibliographic 
Ontology is designed with regard to existing metadata formats for document description. Moreover, it is 
pragmatic, straightforward, and expandable and, consequently, intended to be used on a wide scale. In 
addition, the Bibliographic Ontology can be also combined with other vocabularies like Dublin Core 
metadata elements or local extensions.  
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Furthermore, D'ARCUS & GIASSON (2009) outline that the Bibliographic Ontology URI (Uniform Resource 
Identifier) for the namespace is http://purl.org/ontology/bibo/. In detail, the specific content of the 
namespace and the description of all included classes, object properties, data properties, and individuals are 
described in the Bibliographic Ontology namespace document (BIBOTOOLS, 2014), such as bibo:Book, 
bibo:Article, or bibo:Journal.  
The Bibliographic Ontology is related to the Event Ontology. The Event Ontology focuses on the notation 
event and the related terms to classify a space/time region. An event model includes location, time, factors, 
products, and active agents. The namespace URI of the Event Ontology is 
http://purl.org/NET/c4dm/event.owl and describes properties such as event:place or event:time. 
(RAIMOND & ABDALLAH, 2007a). In conjunction with the Event Ontology the Time Ontology (HOBBS & 
PAN, 2006) and the Timeline Ontology (RAIMOND & ABDALLAH, 2007b) are significant, both of which focus 
on temporal information. 
2.2.3 Metadata for scientific research data 
The documentation of research data, i.e. metadata, is a necessary key component in the context of research 
data management (e.g. DAY, 2005; GREENBERG et al., 2013; HIGGINS, 2007; MA, 2006), especially for long-
term studies (KARASTI et al., 2010; MICHENER, 2006). LEVINE (2014: 136) states: “Metadata is as significant 
as the data itself. Producing meaningful metadata and making it available requires resources and expertise.” 
As already mentioned in the previous section, research data should be described with information related to 
the context, content, structure, quality, source, and accessibility (MICHENER et al., 1997; NATIONAL SCIENCE 
BOARD, 2005). Furthermore, it is a necessary requirement to document the research data by using extensive, 
standardised metadata (ENKE & FRITZSCH, 2013; GRAY et al., 2005; QIN et al., 2012). In addition, JENSEN et 
al. (2011) suggest the use of national or international classification systems (e.g. ISO 639-1:2002 for language 
representation, Dewey Decimal Classification (DDC) for cataloguing) as well as standardised, controlled 
vocabulary. 
Metadata enables scientists to describe, publish and share their data. Through the use of quality metadata it is 
possible to interact with the research data. For example, metadata enables browsing and searching for 
research data according to uncontrolled or restricted keywords, specific categories, a time period, geographic 
area, or specific metadata fields (e.g. author, title, subject, resource type). Metadata enables scientists to 
properly cite the data, as well as to use and understand the data in detail (BERMAN, 2008; MATTHEWS et al., 
2010; PARK & TOSAKA, 2010). Furthermore, PHILLIPS et al. (2007) and GRAY et al. (2005) supplement that 
metadata can be leveraged for data analysis and through visualization. Thus, the content of the research data 
can be accessed more easily, better understood by users and programs, and linkages can be recognised as well. 
As a consequence, research data with (quality) metadata encourage persistent preservation and long-term re-
use by the investigating scientist or further scientists, within or across scientific disciplines (ALLAN, 2011: 48; 
JENSEN et al., 2011; MICHENER, 2006; WILLIS et al., 2012). 
The provision of good quality metadata is essential for the interaction with data or data collections (MILLER, 
2011). BOSE & FREW (2005) state that metadata are often collected incomplete or in an unstructured form 
and then published. A study conducted by the RESEARCH INFORMATION NETWORK (2008) shows that the 
quality of metadata provided for research data is considerably variable. The range of the quality varies from 
enhanced, standardized metadata through semi- standardized to ad hoc labelling created by the researchers. 
Without good quality, insufficient or incomplete metadata or in case of inconsistencies with the file formats, 
it is not possible to interact with research data. Inadequate documented data will be lost for the science 
community and for future re-use. Scientist will not be able to discover the existence of these data 
(GRIFFITHS, 2009). Figure 2-6 illustrates the various processes of loss of information content of data and 
metadata through time.  
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To prevent the loss of information content of data and metadata, a management system or software to create 
extensive metadata documentations has an increased significance. JENSEN et al. (2011) emphasize that these 
applications should support input, management, and versioning of metadata. The applications should be 
adapted to the needs of the special scientific discipline. For the proper selection of the metadata schema to be 
used in the management system, KENNEDY (2008) provides nine guiding questions. Management systems or 
repositories that maintain data from various disciplines presumably support more than one metadata schema 
according to SIMONS & RICHARDSON (2013). Moreover, the metadata schemas have to be adjusted 
(modification or extension) according to the requirements of the research data that have to be described to 
suit the needs of the scientific disciplines(s) (QIN et al., 2012). The modification of the metadata with regard 
to a related research field also increases the user-friendliness and acceptance of the systems (MÜCKSCHEL et 
al., 2008).  
 
Figure 2-6: Degradation of information content over time, modified after MICHENER et al. (1997) 
Based on the various subject-specific requirements on research data documentation and available metadata 
standards, several metadata frameworks have been formed. According to JENSEN et al. (2011), a metadata 
framework is a system that consists of metadata standards and norms, as well as a controlled vocabulary that 
complements one another. Moreover, a metadata framework is characterized to specify the metadata content 
on various levels. The documentation of research data has been already solved in various institutions or 
research projects by means of metadata frameworks or metadata management systems (e.g. DIEPENBROEK et 
al., 2002; GÖTTLICHER et al., 2010; LINNE, 2013; MICHENER et al., 2011; RUMSEY & JEFFERIES, 2013b; 
STOCKHAUSE & HÖCK, 2010; TAKEDA et al., 2010; WHITE et al., 2008). 
2.3 Basic technical components  
Research data management (RDM) systems form the technical framework to collect, document, and provide 
research data. These systems aim to collect all data which are created within a research group or institution 
(RAZUM, 2011). In general, a system is a unit of integrated hardware and software components, which serves 
for a specific purpose (VOGEL et al., 2009). As stated by RAZUM (2011), a RDM system provides features to 
store and search for data, as well as to manage user access rights. Furthermore, RAZUM (2011) outlines that 
the general features of and demands on the system are in particular dependent on the basic condition and 
used data types of the research project or institution. Nevertheless, general requirements on a RDM system 
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can be identified. These include for example: the linkage of research data with associated metadata for 
documentation, version control of the data, the support of multiple file formats, linkage of the research data, 
ownership management for datasets, registration of persistent identifiers, and support of access authorization. 
These requirements need to be regarded for the establishment of the architecture of the RDM system. 
This chapter generally presents possible components of a RDM system. Initially, a short introduction will be 
provided on the client-server based system architecture (2.3.1). Subsequently, various data storage 
components (file- and database storage) will be described (2.3.2). Finally, web-technologies for the provision 
of web-interfaces (2.3.4) and an introduction to Geographic Information Systems (GIS) and web-based GIS 
(WebGIS) (2.3.5) are provided. 
2.3.1 System architectures 
Today, research data management (RDM) systems are usually based on multi-stage, distributed system 
architectures, like two-tier, three-tier or multi-tier (client-server) architectures (DIEPENBROEK & GROBE, 
2007; KRALISCH & ZANDER, 2010; LOTZ et al., 2012). Consequently, this section will give a short 
introduction to client-server based system architectures. 
In general, client-server models or architectures were developed to handle a large number of components in a 
computing environment, such as file servers, web servers, e-mail servers or database servers, as well as 
workstations, which are connected and communicate in a network. These servers can be accessed by a client 
or client machine which provides the local processing or user interface capability (ELMASRI & NAVATHE, 
2014). 
The server or server system is comprised of one or more shared computers and specific hardware and 
software. The server provides services (e.g. printing, file access, database access) to the client, which is an 
individual user’s workstation. Server and client are connected by a network (ELMASRI & NAVATHE, 2014; 
OPPEL, 2009). According to SCHILL & SPRINGER (2012), the client-server model or architecture is an 
approach to structure distributed systems. This architecture can be organised in multi-level architectures, like 
two-tier, three-tier, or multi-tier (n-tier) client-server architectures (ALONSO et al., 2004). The two-tier 
architecture is based on two layers, the client and the server. For example, an application or user-interface 
program, running on a client-workstation is making requests on a centralized server (e.g. a database server). 
Two-tier architectures have the drawback of being inflexible and less scalable (ALONSO et al., 2004). The 
three-tier architecture solves this problem by an intermediate, extra layer between the client and the server – 
the server side application layer or middle tier (ELMASRI & NAVATHE, 2014; VOGEL et al., 2011). This 
architecture is used in many web applications. The three-tier architecture has some benefits, like centralized 
application logic in the middle tier, security, improved scalability (OPPEL, 2009), as well as a definition of 
interfaces between the single layers, and replication of the data in the middle tier (SCHILL & SPRINGER, 
2012). As described by ELMASRI & NAVATHE (2014) with regard to the use of a three-tier architecture in a 
database environment, a web-interface or graphical user interface (client) sends a data request to the 
application server which accepts and forwards the query to the database server. The database server passes 
the result of the query via the application server to the client, where the data is presented or further 
processed. The three-tier architecture can be further extended to the n-tier or multi-tier (e.g. four-tier, five-
tier) architecture, as the use of web-browsers became ubiquitous. For this purpose, the application or middle 
tier is extended with multiple layers (e.g. web servers) (OPPEL, 2009). 
In the context of system architectures, the three-tier and n-tier architectures have prevailed. Likewise, 
information systems (ALONSO et al., 2004) and RDM system (DIEPENBROEK & GROBE, 2007; KRALISCH & 
ZANDER, 2010; LOTZ et al., 2012) are designed in this three-tier architecture. As described by ALONSO et al. 
(2004), SCHILL & SPRINGER (2012), and DE LANGE (2013), the following three tiers or layers are involved: 
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Presentation layer involves components which are responsible for the presentation of the 
information or data (e.g. graphical user interface, web-interface). 
Application layer (middle tier) includes components which are responsible for the application 
logistic, like data processing (e.g. application server, web server, program). 
Resource management layer (data tier) comprises the components which are responsible for the 
management and storage of data (e.g. database, file system). 
Likewise, RAZUM (2011) describes a similar three-tier architecture in the context of RDM systems. This 
structure is containing a persistence layer (storage of data, e.g. file or database based), a core layer (central 
features, e.g. metadata), and a service layer (expanding features, e.g. search, authentication). 
In terms of software architecture for applications, a related three-tier architecture pattern is used, referred as 
the Model-View-Controller (MVC) principle, described in detail by STROBEL (2004). The aim of the MVC 
model is a flexible application design to enable subsequent extensions and modifications, as well as the 
reusability of single components (ILLIK, 2007). The MVC model is used for many software applications, such 
as web-applications. In this context, the three single components perform the following duties. The controller 
is responsible for the delegation and processing of the incoming requests. The controller passes the requests 
(e.g. for a parameter) to the model. The model has access to backend storage (e.g. based on file system or 
database) and handles the requests of the controller, like committing, writing or reading of data to the 
backend storage. The controller uses the responded data of the model component and passes these data or 
information to the view component. The view component represents the result in the client in a 
corresponding format (e.g. in HTML, JSON or XML) (HEIDERICH, 2009).  
For the set-up of a system or software architecture, for example of a RDM or information system, usually 
several development steps have to be conducted (RAINER & CEGIELSKI, 2011; STAIR & REYNOLDS, 2010; 
WANG et al., 2007). According to ELMASRI & NAVATHE (2014), these steps include the subsequently phases: 
the analysis of the feasibility, the collection and analysis of the requirements, as well as design and 
implementation of the system. In addition, the acceptance of the system has to be tested and the performance 
has to be validated. Finally, the system will be released and has to be maintained. 
In the following, several potential components of client-server-based system architectures are described, 
which are of importance for this thesis. 
2.3.2 Data storage based on file systems 
As outlined in the previous section, one component of a RDM system architecture can be a file system. Thus, 
the focus of this section will be on file-based data storage. 
A file is a self-contained, fundamental organisational unit that is used to store a collection of data. It has a 
name for identification purposes and is located on a data medium (FISCHER & HOFER, 2011: 206). Files can 
be copied, deleted or renamed, and can only be read by certain methods or programs. A file system offers the 
persistent and secure storage of files. According to FISCHER & HOFER (2011), a file system is a model applied 
in an operating system for managing and storage of files on a secondary storage and further corresponding 
low-level processes. All files are summarized in directories and folders within the file system. They are 
arranged in a hierarchical structure to preserve an overview. Based on a root directory, the directories and 
folders are arranged in a branched out tree structure. A file can be accessed by specifying its name and the 
storage file path (BROY, 1998; HEUER & SIPPEL, 2004; LEVI & REMBOLD, 2003; MANDL, 2013; 
TANENBAUM, 2009). 
HEUER & SIPPEL (2004) and MANDL (2013) point out that file systems can be distinguished between local 
file systems and network file systems or file servers. Local file systems are connected to a local peripheral 
device. In general, they are found on a magnetic data medium (e.g. hard disks, tapes) or they can be put down 
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on a CD-ROM. Examples for local file systems for Windows are: the File Allocation Table (FAT-12, FAT-16 
and FAT-32) and the NT File System (NTFS). Examples for local file systems for Unix are: the Unix File 
System (UFS) or the Second and Third Extended File System (EXT2 and EXT3). 
TROPPENS (2009) and MANDL (2013) describe that the natural extensions of local file systems are network 
file systems. Users or applications are able to access data files via a network protocol that are physically stored 
on a different computer (file server). Storage systems for typical Client-/Server applications are Network 
Attached Storage (NAS) and Storage Area Networks (SAN). Furthermore, TROPPENS (2009) and MANDL 
(2013) continue that a SAN is a network that can store a huge amount of data. The infrastructure of a SAN is 
characterized by a central dedicated storage network. This operates between servers and storage resources 
used by the servers (e.g. Disk Storage). The entire memory of the SAN is centrally managed and summarized 
to virtual units, even though the data is not physically located at the same location. SANs are primarily used 
to exchange data between computers (or servers) and storage devices. An advantage of SANs is the 
virtualisation of available storage devices. Thus, the distributed data can virtually be used as an individual hard 
disk. Nowadays, SANs are frequently used as storage system in large data centres and companies. 
Furthermore, TROPPENS (2009) and MANDL (2013) point out that, in contrast to SAN, Network Attached 
Storage (NAS) is characterized by preconfigured file servers that are usually connected via Ethernet to a Local 
Area Network (LAN). The NAS can consist of one or more internal servers, includes preconfigured internal 
hard disk capacity, and usually uses a stripped-down or special operation system. NAS servers are very 
scalable and were especially developed for file sharing. They are employed to reduce the effort that is 
necessary for installation and administration of a dedicated file server. Therefore, the advantages of NAS are 
the provision of Plug & Play file systems as well as the significantly better optimization in opposite to generic 
operation systems. Disadvantages of a NAS are for example the upgrade of the path of the NAS server (e.g. a 
server cannot simply be replaced with a more powerful one). The most common NAS for Unix systems is the 
Network File System (NFS) developed by Sun Microsystems. The Common Internet File System (CIFS) is 
the corresponding NFS developed by Microsoft. Moreover, further NAS storage solutions are provided by 
several companies, like IBM (IBM, 2014), Synology (SYNOLOGY, 2014) or NetApp (NETAPP, 2014). 
According to HEUER & SIPPEL (2004), further distributed networked file systems are the Constant Data 
Availability File System (CODA, 2014) and the Andrew File System (AFS, OPENAFS (2013).  
Furthermore, in large computing clusters, for example in the area of High Performance Computing (HPC), 
parallel file systems are used by theses HPC systems like Panasas’s PanFS, Sun’s Lustre, IBM’s General 
Parallel File System (GPFS) or the Parallel virtual File System (PVFS) (ROSS, 2011). Nowadays, the 
virtualization of memory takes an important role, as well as cloud (LENK et al., 2009; MARIOS et al., 2009) 
and grid-based data storage (ASCHENBRENNER et al., 2011; LAWRENCE et al., 2009).  
In contrast to file-based data storage, data storage based on database systems enables consistent storage that 
is available by an API (Application Programming Interface) and in particular allows multi-user access. Thus, a 
central data storage with an advanced user administration is possible and redundant storage of data is avoided 
(BRINKHOFF, 2013). The next section will focus on data storage based on database systems. 
2.3.3 Data storage based on database systems 
A Database System (DBS) is basically composed of a Database Management System (DBMS), application 
programs/queries, and (several) databases (DB), as presented in a simplified design in (Figure 2-7). According 
to BRINKHOFF (2013), a database is in a simplified way a collection of related, persistent, efficient, and 
consistent stored data that represent a part of the real world. Furthermore, BRINKHOFF (2013) explains that 
the DBMS is a software package (collection of programs) which enables, for example, the definition, creation, 
uniform description, secure administration, and access to a database. Input, reading, editing or deleting of 
data into the database is provided via the DBMS. ELMASRI & NAVATHE (2014) summarize this as provided 
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features of a DBMS, which are the processes of definition, construction, manipulation, and sharing of 
databases between several applications and users. By defining a database, the data type, constraints, and 
structure of the data (to be stored in the database) are specified. Additionally, metadata are stored in form of 
a database dictionary or catalogue, which include descriptive information or the database definition. The 
construction of the database describes the data storage process on a storage medium that is controlled by the 
DBMS. A DBMS provides the connecting user- or application program interface between the database and 
the programmers and users. CONNOLLY & BEGG (2005) complement that a Data Definition Language 
(DDL) is used to define the database (e.g. specification of data types and structure). In addition, a database 
can be manipulated through a Data Manipulation Language (DML) (e.g. insert, delete, update, and retrieve 
data from a database). In addition, KEMPER & EICKLER (2009) and KLEINSCHMIDT & RANK (2005) point 
out that there are different demands, characteristic properties or requirements on a DBMS. These are data 
independence, central data management, multi-user access, data security, data integrity, redundancy-free data 
storage, access control, processing of requests, and operating system independence. SUMATHI & 
ESAKKIRAJAN (2007) provide an overview of existing DBMS vendors and their products. This includes: IBM 
(DB2, Informix Dynamic Server), Microsoft (Access, SQL Server, DesktopEdition), Open Source (MySQL, 
PostgreSQL), Oracle (Oracle DBMS, RDB), and Sybase (Adaptive Server Enterprise, Adaptive Server 
Anywhere, Watcom). Database application programs enable users or programmers to interact with the 
database (e.g. create or maintain a database) by requesting the DBMS. Nowadays online application programs 
are common (CONNOLLY & BEGG, 2005). 
 
Figure 2-7: Simplified design of a database system environment, modified after ELMASRI & NAVATHE (2014) 
DBS can be centralized and can comprise one logical database, which is managed by a single DBMS. In 
addition, Distributed DBMS (DDBMS) are available. They are characterized by managing distributed 
databases, which are physically distributed over a network of computers. Furthermore, parallel DBMS are 
available. These are designed to perform operations in parallel by running across multiple disks and 
processors with the aim to improve the performance (CONNOLLY & BEGG, 2005).  
To ensure the logical and physical data independence, it is essential to use a three-schema architecture. Its 
goal is to separate the (physical) database and the user application. The three-schema architecture of a DBMS 
according to ANSI-SPARC (American National Standards Institute/Standards Planning and Requirements 
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Committee) is characterized in three levels (ELMASRI & NAVATHE, 2014; SCHUBERT, 2007; UNTERSTEIN & 
MATTHIESSEN, 2012):  
Internal level The internal level describes the physical storage of the data in the database with the 
use of an internal schema. By means of a physical data model, the complete details of data 
storage as well as the access paths for the database are defined. In general, the data storage is 
realized as background data storage (on disk space). The internal level is managed by the DBMS. 
Conceptual level The conceptual level covers the (logical) structure of the whole database by means 
of a conceptual (logical) schema. For example, tables, entities, data types or models, user 
operations, relationships, and constraints are described by means of a representational data 
model. The so-called database schema is defined. A database administrator or programmer can 
access the conceptual level via query languages like SQL. 
External level The external level (or view level) defines the individual user-views on the database. 
This is realized by a number of external schemas. Therefore, each external schema determines 
the accessible information for the individual user (interesting parts of the database are visual and 
uninteresting parts are hided). The external schema is implemented and based on a 
representational data model. The external level can be accessed by a query language like SQL or 
via a graphical user interface (database application). 
SUMATHI & ESAKKIRAJAN (2007) note that the database schema determines the design of the database. A 
schema is a collection of objects and provides a classification of these objects in the database. Database 
schemas can be specified in physical, logical, and subschemas. They can include, for example, tables, 
functions, and other objects. SUMATHI & ESAKKIRAJAN (2007) and YEUNG & HALL (2007a) state that a 
database model (also called data model) describes the structure of a database that represents the problem 
space of the real word. It makes use of various data abstraction techniques, as well as graphical notations and 
linguistic syntax, e.g. data types, constraints, and relationships. Consequently, the conceptual description of 
the database occurs though the database model. According to SUMATHI & ESAKKIRAJAN (2007), examples 
for conceptual data models are the Entity-Relationship (ER) model, the object-orientated model, the 
functional data model, the relational model, the network model, and the hierarchical data model. 
Relational database 
From the variety of models and schemes various DBS have evolved. For example, the Relational Database 
(RDB), first introduced and described by Codd (1970), is based on the relational model. It is used as a basis 
for many commercial systems. ELMASRI & NAVATHE (2014) name the following relational DBMSs 
(RDBMS): PostgreSQL and MySQL (Open-Source) (both open source systems), Informix Dynamic Server 
and DB2 (from IBM), Sybase DBMS (Sybase), Rdb and Oracle (from Oracle), as well as Access and 
SQLServer (from Microsoft). According to CONNOLLY & BEGG (2005) and UNTERSTEIN & MATTHIESSEN 
(2012), the relational model is based on the concept of relations. Consequently, the relational database is 
represented as a collection of relations. These relations are represented in tables that store data in a 
permanent, tabular form (Figure 2-8). The tables are composed of columns and rows. The column header of 
the table is named attribute. For each attribute a range of values, the so-called domain, is specified. This defines 
the set of allowed values (e.g. boolean, char, integer, numeric, string, date). The rows of a table represent a 
data record or so-called tuple. Each tuple is a collection of related data values that is distinct. Duplicate tuples 
are not allowed within a relation. The structure of a tuple has always the same structure, because all values of a 
column have the same domain.  
Relational keys are used to uniquely identify tuples in a relation. According to CONNOLLY & BEGG (2005) 
following keys are available: 
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Superkey This key represents an attribute (or a set of attributes) that uniquely identifies a record in a 
relation. Not all included attributes in a superkey are necessary. A minimum superkey is called a 
candidate key.  
Candidate key This key specifies a minimum superkey, chosen to identify a unique tuple in a 
relation is called a primary key. 
Primary key This key is obligatory for each relation. A relationship between tuples of relations is 
represented by a foreign key.  
Foreign key This key is defined as an attribute (or set of attributes) within a relation that matches a 
cardinal key (or primary key) of another relation. 
Furthermore, CONNOLLY & BEGG (2005) and OPPEL (2009) describe that a linkage of the relations can be 
realized by various relationship types. In a one-to-one (1:1) relationship an instance of exactly one record can be 
associated with at most one record from another relation, and vice versa. The relationship is in both 
directions mandatory. In a one-to-many (1:* or 1:n) relationship an instance of one record from a first relation 
is associated with zero, one or many records from a second relation. In the reverse order any instance of the 
second relation can be associated with at most one record of the first relation. In a many-to-many (*:* or n:m) 
relationship, any record of a first relation may be associated with zero, one or many records of a second 
relation, and vice versa. The cardinality defines the maximum number of instances possible for the 
relationship. Relations, cardinality, and relationship can be represented in an Entity-Relationship (ER) model.  
 
Figure 2-8: Elements of the relational database tables Title and TitleType (simplified representation) 
The main language used to control, manipulate and define data in a relational data model is SQL (Structured 
Query Language). SQL has been standardized by the ANSI (American National Standards Institute) and ISO 
(International Organisation for Standardization) (OPPEL & SHELDON, 2009). According to SUMATHI & 
ESAKKIRAJAN (2007) three types of commands in SQL can be classified: Data Definition Language (DDL) 
commands (e.g. create, alter, drop), Data Manipulation Language (DML) commands (e.g. delete, insert, select, 
update), and Data Control Language (DCL) commands (e.g. grand, revoke). 
Object-orientated database 
Besides the relational databases also object-orientated databases have evolved. According to SUMATHI & 
ESAKKIRAJAN (2007) and OPPEL (2009), the concept of object-orientated databases dates back to the late 
1970s. This was connected with the utilization of object-orientated programming languages, like C++, Java or 
C#. Object-orientated database technologies are characterized a as combination of database technologies and 
object-orientated programming. Object-orientated concepts make use of objects that represents a real-word 
thing and is described as a logical grouping of programming logic and related data. Each object is associated 
with variables and methods. Moreover, they are organized in a class hierarchy. The concept of the object-
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orientated model was extended with the relational model. As a result, the object-relational database systems 
emerged. The first object-relational DBMS (ORDBMSs) was Informix, followed by Oracle and DB2. 
According to BRINKHOFF (2013), ORDBMS also serve as a basis for Spatial Database Systems. They are 
characterized as DBMS which support the storage and handling of spatial requests. Examples for ORDBMS 
with a spatial extension are: Oracle Spatial, Informix Spatial DataBlade and Geodetic DataBlade, as well as 
DB2 Spatial Extender.  
Database design 
The design of a database system is a part of the entire system development life cycle (SDLC), for example, of 
an information system, as described in OPPEL (2009) and CONNOLLY & BEGG (2005). The design of the 
database is a subarea of this. According to BLANSIT (2006), it is essential to accurately plan the structure of a 
database to create a useful and operating system. There are many variants of database design, for example 
characterized by TEOREY et al. (2011), ELMASRI & NAVATHE (2014), or PRÖLL et al. (2013). All approaches 
contain at least four main stages of database design. These are according to CONNOLLY & BEGG (2005), 
ELMASRI & NAVATHE (2014), and PRÖLL et al. (2013): 
Requirement analysis includes the process of collecting and analysing information about the issue 
of the real world that has to be represented with the database. 
Conceptual design comprises the process of constructing a conceptual model (e.g. using the entity-
relationship model) that describes the analysed requirements of the database. 
Logical design contains the process of developing a logical data model. The developed conceptual 
model will be implemented into a database schema (e.g. relational database model). 
Physical design describes the process of specifying the implementation of the database (e.g. internal 
storage structure, file organisation, indexing). 
One of the most popular and most widely used models for designing a database is the entity-relationship 
(ER) model (HALPIN & MORGAN, 2008). This is mainly predicted by a simplified graphical representation 
and the extensibility of the design, as well as on a safe construction (THALHEIM, 2000). According to 
FISCHER & HOFER (2011), an ER model is defined as a model to describe the principles of relationships of 
entities within and for a database. It specifies the association between the entities and denotes the number of 
conditions. Participating entities, relations, and cardinalities are represented. 
Within the logical design of a relational database, the process of normalization has an important duty. 
CONNOLLY & BEGG (2005) point out that the technique of normalization ensures the correctness of the data 
model. Relationships between the attributes are examined. It is possible to use the normalization technique at 
any stage of the database design. OPPEL (2009) argue that the process of normalization is conducted in a 
series of steps. By applying various rules, the relations are reorganized into a normal form. Complementary, 
SUMATHI & ESAKKIRAJAN (2007), TEOREY et al. (2011), and UNTERSTEIN & MATTHIESSEN (2012) describe 
the normalization process in detail. 
2.3.4 Web-based technologies and web design 
The application of web-based client-server systems in different fields, such as tourism (e.g. hotel booking 
portals), interactive media (e.g. photo or video portals) or information services (e.g. weather or map portals) 
has increased in recent years. To provide these applications, special technologies are required (CHANTELAU & 
BROTHUHN, 2010). This chapter will provide basic information about technologies and design principles of 
web-based systems. 
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Web-based technologies 
The International Network, abbreviated as Internet, is a worldwide network, where communication of the 
clients and servers (section 2.3.1) is provided by the Transmission Control Protocol/Internet Protocol 
(TCP/IP). This is the outcome of the computer network constructed in 1969 referred as the Advanced 
Research Projects Agency Net (ARPANET), which was first used by universities and research institutes after 
its release in 1972. For the allocation of a server, the Domain Name System (DNS) is used that connects a 
specific IP address (e.g. 129.128.1.2) to a domain name (e.g. www.google.de) (LEVI & REMBOLD, 2003). The 
Internet provides several services. The main services are: Electronic Mail (E-Mail; Simple Mail Transfer 
Protocol SMTP), File Transfer (File Transfer Protocol FTP), Terminal Emulation (Telnet; Telnet Protocol), 
Usenet News (Network News Transfer Protocol NNTP), and World Wide Web (WWW; Hyper Text 
Transfer Protocol HTTP; Hyper Text Transfer Protocol Secure HTTPS) (DE LANGE, 2013). The latter is a 
global information network, also well known by its short form Web established in the early 1990s (BERNERS-
LEE, 1989). A few years later, the term Web 2.0 was coined by Tim O’Reilly (O'REILLY, 2005). As stated by 
KAMAL (2002), the Web is a global collection of Websites, interconnected by the Internet. The Web uses 
HTTP or HTTPS for the communication between the web-servers and web-clients to transfer information 
(DE LANGE, 2013). In this context, a browser (e.g. Google Chrome, Microsoft Internet Explorer, Mozilla 
Firefox, Netscape Navigator, Opera, Safari), which is a client-based software application, communicates with 
the server (STROBEL, 2004). By means of a browser, a connection can be established to the server. 
Furthermore, the browser can request information from the server and display the results (e.g. webpage). The 
server is able to receive the request from the client and provide the corresponding information. For example, 
by means of the Hypertext Markup Language (HTML) a result (e.g. text, image) can be designed in form of a 
webpage and presented in a browser. Through the application of hyperlinks, a linkage can be created to other 
webpages or documents. This enables users to navigate to other webpages (BEKAVAC, 2013). The access to a 
resource (e.g. document, webpage) is carried out by a standardized, unique address or path on the Internet, 
called the Uniform Resource Locator (URL). A URL is an alphanumeric character string composed of the 
used protocol (e.g. http://), the domain name (e.g. www.google.de), and an optional file name (e.g. 
index.php) (GODBOLE & KAHATE, 2006).  
As described by OPPEL (2009), webpages can be static and dynamic. Static webpages are indicated to remain 
the same and do not change frequently. In contrast, dynamic webpages are characterized to change on the fly 
according to a particular request to the server. In general, dynamic webpages have a static and a dynamic 
portion, the latter is created on a specific request on the server. Dynamic webpages are of special interest in 
the conjunction with databases. The growing importance of databases in combination with the Web was 
already noticed by BENN & GRINGER (1998), as well as corresponding technologies for web-based 
applications with databases are described by LOESER (1998). 
On the client and the server side, several technologies and applications are necessary to create websites or 
webpages. Some applications and languages will be described subsequently. Initially, some client-based 
languages will be briefly described. In general, the markup language HTML is used as a basis to design web 
pages or user interfaces. The tag-based language enables the formatting and structuring of the documents, 
including text, images or hyperlinks. In addition, XHTML (Extensible HTML) is available, which is based on 
the Extensible Markup Language (XML). Furthermore, CSS (Cascading Style Sheets) can be applied to 
modify the layout of the website depending on the output device. The use of CSS allows the separation of 
layout and content. The programming language JavaScript (JS) facilitates the creation dynamic generated 
websites like a simple input of animated images or the evaluation of input forms (CHANTELAU & 
BROTHUHN, 2010). By means of AJAX (Asynchronous JavaScript and XML), which is a combination of 
several technologies, enables the  asynchronous transmission of data between the client (browser) and server. 
Consequently, AJAX provides the opportunity to update certain areas of a HTML document without 
updating the entire webpage (DE LANGE, 2013). For the description of animations and two-dimensional 
vector graphics, the Scalable Vector Graphics (SVG), based on the XML, can be used (THIESING & 
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KORTEMEYER, 2008). Furthermore, by means of Java applets, which is a small application written in Java, a 
webpage can be designed dynamically from the client-side (POMASKA, 2012). Finally, ActionScript is another 
object-orientated programming language, used to create web pages (KOHL, 2011). 
Likewise, server-side languages and interfaces for web applications are available. According to POMASKA 
(2012), these are programming languages, like Python, the web application framework Ruby on Rails, as well 
as the programming languages ASP (Active Server Pages), Java, Perl, and PHP (Hypertext Preprocessor). 
PHP is a server-side scripting language, which supports the use of variables, control structure, as well as 
various functions. Moreover, methods are available to connect to databases as well as to process XML. PHP 
is often used to create dynamic webpages. These are created on request of a browser which transfers the 
required parameters to the web-server. The server provides a response to the client which is composed of 
various resources. The PHP-script generates the HTML output according to the provided parameters. The 
result will be provided and presented in the browser (KANNENGIESSER & KANNENGIESSER, 2007; KOFLER 
& ÖGGL, 2010).  
Besides the implementation of self-developed web applications by means of several client- or server-based 
languages, also computer programs are available, which enable a simple creation, publishing, and modifying 
of content in websites. These Content-Management-Systems (CMS) are used for the creation and 
maintenance of websites, in the past mainly in huge companies. CMS are designed to establish websites, 
which users can modify without special knowledge of programming languages. Examples for CMS are: 
TYPO3, MODX, Joomla!, Drupal, DotNetNuke, Plone, and eZ Publish (WENZ et al., 2011). As outlined by 
POMASKA (2012), the usage of weblogs or blogs has grown in importance in recent years. For the creation of 
blog websites, several blog services and systems can be used, such as Google-Blogger or WordPress. In 
addition, social networking services like Twitter, Myspace, YouTube, Flickr, Facebook, Google+, LinkedIn or 
Instagram enable the publishing and sharing of text, images or videos. 
In addition, web technologies or applications are available to access data on a server. For example, software 
applications can be used to access PHP-files, HTML files, general data or documents located on a specific 
server. For instance, the software WinSCP (WINSCP, 2014) or FileZilla (FILEZILLA, 2014) can be used to 
upload or download files to/from a server. Both support the Secure File Transfer Protocol (SFTP). 
Web design 
The design of websites and the perception of their users have changed since the establishment of the Web in 
the 1990s POOKER (2009). For example, a study conducted by NIELSEN (1997) shows that many people 
(around 80 % of the study participants) only scan webpages. Therefore, it is necessary to implement simple 
webpages (e.g. with less text, highlighted keywords, images). In order to provide and design pleasant websites, 
it is important to follow recent standards and trends, as well as available guidelines. Subsequently, some web 
design principles will be presented.  
At first, recent guidelines and national or federal law have to be considered. In the context of web design, the 
Barrier-free Information Technology Ordinance (BITV) (BUNDESMINISTERIUM DER JUSTIZ UND 
VERBRAUCHERSCHUTZ, 2011), which was issued in the framework of the Equal Opportunities for Disabled 
People Act (BGG) (BUNDESMINISTERIUM DER JUSTIZ UND VERBRAUCHERSCHUTZ, 2002), both entered 
into force in 2002, constitutes the legal basis for barrier-free websites in Germany. With regard to the federal 
state level, North Rhine-Westphalia has issued the Barrier-free Information Technology Ordinance North 
Rhine-Westphalia (BITV NRW) (LANDESREGIERUNG NRW, 2004). These outline principles which have to 
be considered for the sustainable creation of barrier-free website. The principles are based upon the Web 
Content Accessibility Guidelines (WCAG) (W3C, 2008) of the World-Wide-Web-Consortium (W3C).  
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They include principle groups in four categories:  
Perceivability Components of user interfaces and their information must be presented to users in a 
perceivable way. 
Operability Navigation and components of user interfaces must be designed operable. 
Understandability Operations of user interfaces and their information must be presented in a 
common understandable way. 
Robustness The application and the consent of the user interface must be designed robust to ensure 
the operation and reliability for prospective technologies and modified user agents. 
In addition, the W3C provides recommendations with regard to the use of web technologies for web design 
and applications, semantic web, web architecture, XML Technology or authoring tools and usage of browsers 
(W3C, 2014).  
According to POOKER (2009) and WENZ et al. (2011) usability and accessibility are important characteristics, 
which have to be considered during the development of the web design. The usability focuses on the 
orientation and the user guidance. For example, successful user guidance is characterized by well chosen, 
significant website titles, a meaningful headline hierarchy, clearly defined representation of user navigation 
and website content, as well as explicit identification of links and their link targets. The user perception of a 
website is an important criterion for the usability of the website according to KLUG (2006). The author makes 
some suggestions to enhance the usability and to increase the goodwill of website users. Thus, the first law of 
usability is “Don’t make me think!” KLUG (2006: 10). Consequently, websites should be designed to answer 
all questions of users which they might have. Websites should contain all main things and content which the 
users would need to use the website. These features have to be easy and obvious to the users. In addition, the 
website should save the users’ steps, wherever it is possible. Furthermore, websites should provide comfort 
features like printer-friendly webpages. Finally, websites must be tested before their launch to prevent errors.  
The design or structure of a web page usually comprises several components as described by BALZERT 
(2004). A simplified view is presented in Figure 2-9.  
 
Figure 2-9: Structure of a website (BEAIRD, 2011) 
According to BEAIRD (2011), the components of a web page are: 
Container This component is the surrounding block which contains all elements of the web page. 
The width and height of the container can be static or dynamic. A dynamic container will be 
adjusted according to the browser window extent. A static container will remain at the same 
level regardless of the browser window. 
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Logo The logo component, also called identity block, should contain the logo and name of a 
company or project. This component fosters the recognition and emphasizes that the user is still 
on the same website. 
Navigation The navigation has to be easy to find and easy to operate. It is usually located on the top 
or the left side of a website and represents the structure of the web page. The purpose of the 
navigation is to guide the user through the content of the web page (POOKER, 2009). 
Content The content component is the most important part of a web page. Consequently, the main 
content has to be located in the centre. Thus, the user can quickly find the required information. 
Footer The footer component usually contains copyright and legal references, contact information 
or links to the main content of the web page. In addtion, the footer represents the end of the 
web page, if content and footer are optically separated. 
Whitespace The whitspace component refers to all areas of the webpage, which are not covered by 
text or images. White spaces are just as important as the content and are loosening the web 
page. 
2.3.5 Introduction to GIS and WebGIS 
In this section, a short overview of GIS and WebGIS as a component for RDM is presented. Geographic 
Information Systems (GIS) are a key component for the input, management, analysis, and presentation 
(IMAP-principle) of spatial data (DE LANGE, 2013). Likewise, GIS using web technology (WebGIS) are used 
in RDM for these purposes (DAMM & GÖTZE, 2009; MÄRKER & KANAEVA, 2010; MÜCKSCHEL et al., 2007; 
WILLMES et al., 2014; ZANDER et al., 2013).  
The specific term GIS was first used by Roger Tomlinson in 1962, called the father of GIS, for computer-based 
information system working with spatial data in Canada (BILL, 2010; DE LANGE, 2013). According to DE 
LANGE (2013), a Geographic Information System (GIS) consists of four structural components. These are 
hardware, software, procedures, and data. Thus, GIS are capable to “[…] capture, store, edit, manipulate, 
manage, analyse, share, and display geo-referenced data.” (PINDE & SUN, 2011: 4). 
The digital data, which models real world appearances (DE LANGE, 2013), is one key component of a GIS. 
According to BILL (2010), all data have or are related to a geographic reference. Consequently, each specific 
feature or entity can be called spatial object or geo-object (DE LANGE, 2013). Data, which can be used in a 
GIS or WebGIS, are subdivided into different groups of data types: 
Geometric data is mainly stored in two different data models, the raster- and vector data model 
(KAPPAS, 2012). A discretization of the mostly continuous appearance of a real world feature is 
used to store data in these data models. The vector data model stores every entity connected 
with a geographic coordinate, called node or vertice. These vertices can be connected to lines or 
polygons (closed lines). An efficient way in particular to store continuous data is to use a cell-
based raster model. Starting with an origin, data are stored in cells with a matrix of specific rows 
and columns. This 2D structure is easy to use for programming and according analyses 
(KAPPAS, 2012). 
Topologic data describes the adjacency and connectivity of geo-objects by a mathematical model. 
This topologic information is of interest for spatial queries and routing purposes (e.g. BAASER, 
2010). 
Attribute data are stored in tables, which are related to their spatial object by an identifier. This 
relational data model allows efficiently to add, store, and search specific spatial attributes and 
can be realized with database systems such as, Oracle or MS Access (KAPPAS, 2012). For 
extensive information object-relational and object-oriented data models are possible (section 
2.3.3).  
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The displayed map results in a GIS are generated from the data, according to the chosen and linked style for 
point, lines, polygons and raster cells, as well as according annotations (BILL, 2010). Data are one component 
of a GIS. In combination with hardware, software, and users, data forms the four main components of a GIS 
(DE LANGE, 2013). 
The spatial data are generally derived from analogue maps, remote sensing methods, surveying point data, and 
any further data which can be related to a spatial position or extent by integration through digitizing, 
scanning, and conversion (KAPPAS, 2012). According to BILL (2010) and KAPPAS (2012), each spatial dataset 
needs to be considered by its lineage, accuracy, consistency, and completeness. More information on different 
remote sensing methods, such as photogrammetry, laser scanning and radar remote sensing is given in 
LILLESAND et al. (2008), ALBERTZ (2013), and JENSEN (2014). As a further data provider, sensor networks 
can be integrated into GIS and WebGIS systems, which are already acknowledged by the OGC specifications 
Sensor Web Enablement (SWE) (BILL, 2010). These specifications contain, for instance, a schema and model 
for the sensors, the Sensor Model Language (SensorML) and corresponding services for the retrieval of 
specific observations, the Sensor Observation Service (SOS) and Web Notification Services (WNS), as well as 
Sensor Alert Services (SAS). The latter can be used, for instance, in warning systems for earthquakes, 
tsunamis or landslides (BILL, 2010). 
Overall, the importance of GIS, spatial data, and geoinformatics as a discipline, for the society in terms of 
environmental studies, disasters, and diseases, has increased by time (DE LANGE, 2013; DICKMANN & 
ZEHNER, 2001; KAPPAS, 2012). Since 1995, the period of an open geomarket has evolved and WebGIS as 
well as geoservices are getting more important (BARTELME, 2005; DE LANGE, 2013). With the release of 
Google Earth in 2005, a “geohype” (DE LANGE, 2013: 3) has started and geoinformation is now ubiquitary 
(BILL, 2010). This development is embedded in the evolution of the Internet towards the web 2.0 (DE 
LANGE, 2013), with new technical developments, such as AJAX, user generated content, and application 
programming interfaces (APIs), as well as the relocation of data, software and processing to a cloud (section 
2.3.4). 
In terms of RDM, WebGIS are used for the visualization and analysis of research data with a geographic 
extent through the web (DAMM & GÖTZE, 2009; WILLMES et al., 2012). According to PINDE & SUN (2011), 
WebGIS are defined as GIS systems that use web technology. Several synonymously used terms exist, such as 
online-GIS, Internet-GIS, web-mapping, Internet-mapping, and net-GIS (DE LANGE, 2013: 3). However, minor 
differences occur (PINDE & SUN, 2011). For instance, Internet-GIS may use any Internet service (DE LANGE, 
2013) not just the web technology of the Internet. However, these systems show a similar development as the 
Internet technology, starting with the first WebGIS in 1993 with a dynamic map viewer form the Xerox 
Corporation Palo Alto Research Center (PARC) (PINDE & SUN, 2011; PLEWE, 1997). The system was 
already capable of zooming, involved a layer selection, and converted map projections. Overall, GIS and 
WebGIS have evolved in accordance with the web technology and advances in computer and remote sensing 
technology since their early development (DE LANGE, 2013; PINDE & SUN, 2011). A web-based distribution 
of geographic information is nowadays a widely used approach (MITCHELL & EMDE, 2008). The most 
popular examples are Google Maps, Google Earth, NASA World Wind, and Microsoft Bing Maps.  
The technical components of a WebGIS are a web application server and a client (two-tier system), which can 
be a web browser, a desktop application, or a mobile application (see section 2.3.1) (DE LANGE, 2013). The 
communication relies on the HTTP specifications, where the format of the request and response can be 
based on HTML, binary images, XML (eXtensible markup language), JSON (JavaScript Object Notification), 
Simple Object Access Protocol (SOAP), Representational State Transfer (REST), or others (PINDE & SUN, 
2011). The two latter, SOAP and REST, are the most common implementations, where SOAP uses XML 
encapsulations and REST relies on the direct use of XML, JSON or other formats (PINDE & SUN, 2011). 
Additional tiers are added to this configuration, when the data is hosted at another location, or further 
services from other locations are used. The latter is possible, when the mashup approach is used, where 
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existing services from different servers are involved to generate a new application (PINDE & SUN, 2011). For 
example, the Google Maps API is often used (GOOGLE, 2014). 
Possible server software for geospatial data content is the UMN MapServer (MAPSERVER, 2014), ESRIs 
ArcGIS for Server (older Versions: ArcIMS / ArcGIS Server) (ESRI, 2014), GeoServer (GEOSERVER, 2014), 
rasdaman (RASDAMAN, 2014) and its extended version, the EarthServer (EARTHSERVER, 2014). These servers 
host (geospatial) web services, which are programming interfaces for an interoperable use in a service-
oriented architecture (SOA) (PINDE & SUN, 2011). Likewise, these services can be used in combination with 
and adjusted to the location of the user’s device. The services with content altered to the specific location of 
the user are called Location Based Services (LBS) (BAASER, 2010; PINDE & SUN, 2011). 
These geospatial web services can be distinguished by their function (PINDE & SUN, 2011): 
Map services respond to client request by images in different formats, such as PNG, JPG or TIF 
that show the selected extent and content. This is the most common type of service. The images 
can be dynamically rendered or preprocessed tiles of caches can be delivered, enhancing the 
performance. The latter is typically used for basemaps with little changes in time. Dynamic 
services are used for operational layers that change more often. Generally, the services support 
the querying of attributes and the identification of objects. 
Data services mainly allow editing of data by feature editing services, web editing and geographic 
sketching. In addition, search services exist which allow to find directly indexed data. 
Furthermore, image services are implemented to directly use raster data, such as remote sensing 
imagery or digital elevation data. These services allow, depending on their configuration, on-the-
fly processing.  
Analytical services are subdivided in geocoding services or locator services that convert street 
addresses to coordinates, network analysis services that allow routing, the calculation of service 
areas (what can be reached in 5 minutes of driving?) and finding the closest point of interest 
(POI) in terms of location based services. In addition, geometric services enable to transform 
existing datasets by tasks such as merging and splitting, and calculate data by extents or 
buffering. Geoprocessing services calculate, depending on choices of the user, new data on the 
server, for instance complex models based on spatial data.  
Metadata catalog services exist which use published metadata of the aforementioned services. 
These metadata can be queried and the particular services can be selected. 
All services can be hosted as standardized web services. Geospatial service standards are defined by the Open 
Geospatial Consortium (OGC) and the International Organisation for Standardization (ISO). This 
standardization allows establishing Spatial Data Infrastructures (SDI) on a regional, national and international 
level (PINDE & SUN, 2011). In Europe this is fostered by the Inspire Initiative (Section 2.2.2.4).  
According to the above mentioned different types of geospatial web services, common standard web services 
are defined by the OGC. The web map service (WMS) is mostly used (BILL, 2010; DE LANGE, 2013; PINDE 
& SUN, 2011). This service allows three operations, the GetCapabilities-request for an XML-based view of 
the metadata of the service, the GetMap-request for the response of a particular image of the spatial data, and 
the GetFeatureInfo that allows retrieving specific information about a selected feature, usually in the GML 
format (DE LANGE, 2013). In addition, the Web Feature Service (WFS) allows editing of features, the Web 
Coverage Service (WCS) is returning raw raster data, Web Processing Services (WPS) allow executing of 
calculations on the server and retrieve the according results, and a Catalog Service for the Web (CSW) can be 
used for sharing metadata (DE LANGE, 2013).  
All these services interact with clients. These clients can be web browsers, desktop applications, and mobile 
applications (PINDE & SUN, 2011). The web browser clients have been using static HTML or simple 
JavaScript, but nowadays rich and dynamic applications exist, based on Ajax, Flex, or Silverlight. Still, more 
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features are enabled on desktop clients, which range from very thick desktop software products, such as usual 
GIS Desktop software, like ESRI’s ArcGIS for Desktop, to specific clients developed by Java, .NET or other 
languages. The most popular desktop client working with geospatial web services is Google Earth. Mobile 
clients can also use the browser-based applications, but also native applications are possible. These are all apps 
available for iOS or Android-based devices, such as Google Maps or Google Earth mobile. As aforesaid, in 
combination with the location of the client, location-based services are possible (PINDE & SUN, 2011). 
The available possibilities allow numerous different applications. Mostly, applications of RDM are relying on 
web services with an OGC-standard served by the UMN MapServer (MÄRKER & KANAEVA, 2010; WILLMES 
et al., 2014; ZANDER et al., 2013) or GeoServer (KUNKEL et al., 2013). However, all WebGIS facilitate the 
analysis and visualization of spatial data, which is managed by a server. 
2.4 Software solutions for research data management 
This chapter gives an overview of available technical software solutions, which enable the setup of a 
repository out-of-the-box. In the literature, several studies are available that survey or compare available 
software solutions. For example, a detailed comparison between the digital library management software 
DSpace, EPrints, and Greenstone is provided by TRAMBOO et al. (2012). In addition, DOBRATZ (2007) 
provides a brief overview of the open source software DSpace, Eprints, MyCoRe, and Fedora. Further 
investigations on comparative studies of repository software tools are presented by OSI (2004), BORGHOFF 
(2005), PRUDLO (2005), and MARILL & LUCZAK (2009). 
Table 2-9 provides an overview of the most common technologies used to set up a RDM system out-of-the 
box. For each software solution, example applications are presented. Most of the listed technologies 
originated from the digital library initiatives, like DSpace, EPrints or FEDORA (Flexible Extensible Digital 
Object Repository Architecture), in contrast to, for example, CKAN (Comprehensive Knowledge Archive 
Network). In the field of geodata metadata management, portal solutions like the open source software 
GeoNetwork are very common. 
2.5 Research data management in research projects and institutions 
Available approaches and solutions in research data management (RDM) are presented in this chapter. After 
an introduction, an overview will be given of available approaches. As already outlined in section 2.1.5, 
several activities grouped in several categories are available. Initially, examples of institutional approaches of 
RDM will be presented. These comprise all activities conducted on the institutional repository, national data 
centre, and major international resources level (Figure 2-4). Subsequently, examples of RDM are provided, 
which are conducted in research projects.  
The need and importance to manage research data created by public funding is recognised by research 
instructions and authorities (section 2.1.2). This has led to a new request for proposals in this area by funding 
agencies. For example, in the UK, the Joint Information Systems Committee (JISC) has launched the digital 
infrastructure research data management programme (HODSON & MOLLOY, 2013; JISC, 2014a), covering the 
areas of research data management, research information management, and support of infrastructure for 
repositories and curation. In Germany, funding programs are, for example, available by the German Research 
Foundation (DFG) with regard to Information Infrastructures for Research Data (DFG, 2013a) and Virtual 
Research Environments (DFG, 2013b). Consequently, the number of projects and organisations providing 
data management repositories or infrastructures has increased since then. For example, in 2011 the DFG 
approved 27 projects to set up information infrastructures for research data (DFG, 2011). Within the funding 
of the large-scale, interdisciplinary, long-term research projects, so-called Collaborative Research Centres, the 
DFG supports the set-up of a service project section Information Infrastructure (INF-project) (section 2.1.2). 
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Example applications Literature 
CKAN developed by Open Knowledge Foundation http://ckan.org/ 
CKAN (2014a); 
DATA.GOV.UK (2014); 
WILLMES et al. (2014) 
CKAN (2014b) 
DSpace 
open source, developed a 
Massachusetts Institute of 
Technology (MIT) / 
Hewlett-Packard (HP) 
http://dspace.org 
DSPACE (2014b); KUBEREK 
(2013); LINNE (2013);   
WHITE et al. (2008) 
DSPACE (2014a); 
PHILLIPS et al. (2007); 
SMITH et al. (2003); 
TANSLEY et al. (2003) 
EPrints 
open source, developed 









Fedora based, developed 
by Max Planck Society 




DREYER & TSCHIDA (2009); 
JESCHKE et al. (2009) 
RAZUM et al. (2007); 





open source, initially 
developed at Cornell 




FEDORA (2014b); LAUDATIO 
(2014); WILSON et al. (2011) 
FEDORA (2014a); 
LAGOZE et al. (2005) 
GeoNetwork 
open source, is part of the 








INVENIO open source, developed at CERN 
http://invenio-
software.org/ 
CERN DOC SERVER (2014); 
INSPIRE (2014); INVENIO 
(2014b); JUSER (2014) 
INVENIO (2014a) 
MyCoRe 
open source, branch 
office at University of 
Hamburg 
www.mycore.de MYCORE (2014) 
LÜTZENKIRCHEN 
(2002);             
OELTJEN (2007, 2012) 
 
According to ENGELHARDT (2013), as of march 2013, 45 INF-projects have been requested since 2007 and 
27 of these have been funded.  
An overview of available research projects is provided for example by BALL (2009), who gives a brief 
introduction of project repositories and institutional repositories (e.g. national data centres, university 
repositories). In addition, LEONELLI et al. (2013) identify research data initiatives and data repositories with 
regard to plant sciences. In a survey conducted by HAAK MARCIAL & HEMMINGER (2010), the characteristics 
of 100 international scientific data centres or repositories are presented. 
Furthermore, several web portals offer an overview of the heterogeneous landscape of available research data 
repositories. For example, the recently established project re3data.org (REGISTRY OF RESEARCH DATA 
REPOSITORIES, 2014) provides an overview of indexed research data repositories (PAMPEL et al., 2012; 
PAMPEL et al., 2013; VIERKANT et al., 2012). Furthermore, project and institutional research data repositories 
are presented in the OpenDOAR portal (DIRECTORY OF OPEN ACCESS REPOSITORY, 2014), the ROAR 
portal (REGISTRY OF OPEN ACCESS, 2014), as well as the Databib portal (DATABIB, 2014). An overview of 
earth science data and services is provided by the NASA (NASA, 2014). 
RDM approaches in institutions 
Approaches of institutional repositories and data management initiatives are available on a national and 
international basis. Besides discipline-specific data centres, RDM is also provided in higher education. For 
example, in the field of environmental sciences, discipline-specific data centres are the ISCI World Data 
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Centers for Climate (WDC-C), Remote Sensing of the Atmosphere (WDC-RSAT), and Marine 
Environmental Sciences (WDC-MARE). In the UK, there is a multiplicity of national data centres available 
for various disciplines (COLLINS, 2011). For instance, the NERC (Natural Environment Research Council) 
funds, for example, the British Atmospheric Data Centre (BADC), the Earth Observation Data Centre 
(NEODC), the Environmental Information Data Centre (EIDC), and the National Geoscience Data Centre 
(NGDC) (NERC, 2014b).  
In the field of data management in higher education in Germany, several approaches and activities are 
available, for example at the universities of RWTH AACHEN (2014), UNIVERSITY OF BIELEFELD (2014a), 
HUMBOLDT UNIVERSITY OF BERLIN (2014), TECHNICAL UNIVERSITY OF BERLIN (2014), CHRISTIAN-
ALBRECHTS-UNIVERSITY OF KIEL (2014), UNIVERSITY OF GÖTTINGEN (2014), LEIBNIZ UNIVERSITY OF 
HANOVER (2014), UNIVERSITY OF HEIDELBERG (2014), Karlsruhe Institute of Technology (KIT, 2014), and 
UNIVERSITY OF MANNHEIM (2014). Internationally, many more activities in RDM are available, especially in 
the UK and USA. For instance, RDM services are provided at PURDUE UNIVERSITY (2014), JOHN HOPKINS 
UNIVERSITY (2014), MASSACHUSETTS INSTITUTE OF TECHNOLOGY (MIT, 2014), and MONASH 
UNIVERSITY (2014). 










DANS (EASY) Generic, Humanities 




PALAIOLOGK et al. (2012), 
SCHARNHORST et al. (2012) 
GESIS 
(Datorium) 
Social Sciences DSpace https://datorium.gesis.org WIRA-ALAM et al. (2012), LINNE (2013) 
Dryad Biosciences DSpace http://datadryad.org/ 
GREENBERG et al. (2009), 
VISION (2010), WHITE et al. 
(2008) 
Figshare Generic Cloud based http://figshare.com/ FIGSHARE (2014) 
TU Berlin 









RUMSEY & JEFFERIES 
(2013a); WILSON & 
JEFFREYS (2013);          




Generic EPrints, Three-layer metadata model e 
http://library.soton.ac.uk/res
earchdata 
BROWN & WHITE (2013); 









DIEPENBROEK & GROBE 
(2007); DIEPENBROEK et al. 









STOCKHAUSE & HÖCK 
(2010); TOUSSAINT (1999); 
TOUSSAINT ET AL. (1999) 
ZENODO Generic INVENIO http://zenodo.org/ ZENODO (2014) 
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Table 2-10 provides an exemplary overview of institutional repositories including additional information. 
Besides initiatives in higher education, national repositories are also listed, such as the Dutch Data Archiving 
and Networked Services (DANS). In addition, discipline-specific repositories are listed, like the Dryad 
repository, PANGAEA (Data Publisher for Earth & Environmental Science), and Datorium (hosted at 
GESIS-Leibniz Institute for the Social Sciences). In addition, figshare and ZENODO provide a platform to 
easily share and publish all kind of multidisciplinary research results. Further information about mentioned 
out-of-the-box software tools are available in section 2.4. 
RDM approaches in research projects 
Several RDM implementation approaches of research projects are available, discipline-specific and 
multidisciplinary. Table 2-11 provides examples of German RDM repositories for research projects and 
includes further details for each project.  









BEFdata Biodiversity Ruby on Rails, Ecological Metadata Language (EML)
http://china.befdata.biow.
uni-leipzig.de/ 
NADROWSKI et al. (2013); 
NADROWSKI et al. (2012) 
BExIS Biodiversity .NET framework, DB2 with pure XML 
http://exploratories.bgc-
jena.mpg.de/ 
HEIMANN et al. (2010a); 
HEIMANN et al. (2010b); 






Typo3, CKAN http://crc806db.uni-koeln.de 
WILLMES et al. (2012); 
WILLMES et al. (2014),  
CRC 882 VRE Social Sciences Open Atrium for Drupal, DDI metadata standard 
http://www.sfb882.uni-
bielefeld.de/de/inf/vfu FRIEDHOFF et al. (2013a, b)
FOR816dw Biodiversity 





GÖTTLICHER et al. (2010); 
LOTZ et al. (2012);     










Now: GeoNetwork, ISO 




SHUMILOV et al. (2008); 
VBA-GEOPORTAL (2014) 
RBIS Earth Sciences 
PostgreSQL database, 








KRALISCH & ZANDER 
(2010); ZANDER et al. 










MÄRKER et al. (2011); 
MÄRKER & KANAEVA 
(2010); SCHMIDT & 
MÄRKER (2010) 
TEODOOR Earth Sciences PLONE, Geoserver GeoNetwork 
http://teodoor.icg.kfa-
juelich.de/ 
KUNKEL et al. (2013); 
KUNKEL et al. (2012);  




Biodiversity Web-interface, MySQL http://www.westafricanvegetation.org 
JANßEN et al. (2011); 
SCHMIDT et al. (2012) 
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Examples include two Information Infrastructure-projects of DFG-funded Collaborative Research Centres. The 
CRC806-Database, developed in the framework of the CRC 806 ”Our Way to Europe“ and the CRC 882 
VRE (Virtual Research Environment), established in the CRC882 ”From Heterogeneities to Inequalities“. 
Furthermore, two RDM projects are presented, which are funded in the DFG funding program of Research 
Units. The RU 891 “Biodiversity-Ecosystem Functioning“ (BEF-China) handles their data in the BEFdata 
portal and the RU 816 “Biodiversity and Sustainable Management of a Megadiverse Mountain Ecosystem in 
South Ecuador“ (ger.: “Tropicalmountainforest”) in the data warehouse FOR816dw. In addition, the 
Biodiversity Exploratories Information System (BExIS) represents the RDM portal of the DFG-funded 
Priority Program “Biodiversity Exploratories“.Furthermore, the Online Data Repository (TEODOOR) of 
the TERENO (TERrestrial ENvironmental Observatories) project is presented, funded by the Helmholtz 
Association of German Research Centres. The introduced River Basin Information System (RBIS) is an 
exception. This information and data management portal is applied in various research projects, for example 
the EU-funded BRAHMATWINN-project, the BMBF-funded DINARIO project, and the BMBF-funded 
LUCCi project. The West African Vegetation Database is an outcome of the BMBF-funded BIOTA 
(Biodiversity Transect Analysis in Africa) project and the EU-funded project SUN (Sustainable Use of 
Natural Vegetation in West Africa). ROAD (ROCEEH Out of Africa Database) is a project database for the 
ROCEEH (The Role of Culture in Expansions of Early Humans) project, funded by the Heidelberg 
Academy of Sciences. Finally, the BMBF-funded GLOWA Volta Geoportal is an exception. It was updated 
from the current implementation solution to the Volta Basin Authority Geoportal on the basis of 
GeoNetwork. 
A further exception in RDM for research projects is demonstrated in the city of Kiel within the framework of 
the management of marine sciences. A joint team, the so-called “Kiel Data Management Team“ (KDMT, 
2014), was set up funded by the Helmholtz Association Centre for Ocean Research (GEOMAR), the DFG-
funded cluster of excellence “Future Ocean“, the CRC 574 and CRC 754. The aim is to establish one data 
repository which is responsible for the entire management of all data collected within the various research 
projects (SPRINGER et al., 2013).  
In the following chapters, the focus will be on the RDM approach of the DFG-funded research project 
CRC/Transregio 32 (CRC/TR32) “Patterns in Soil-Vegetation-Atmosphere Systems“. Initially, the used 
methods and components for designing and implementing the RDM system, referred to as TR32DB, will be 
described in the following chapter 3. Features supported by the TR32DB RDM system will be outlined 
(chapter 4). Finally, the used methods and results will be discussed including a comparison to previous 
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3 Designing the TR32DB architecture: data, methods, and 
components 
In order to collect, document, store, backup, share, and provide research data, which are created within the 
framework of the Collaborative Research Centre/Transregio 32 (CRC/TR32) project, a Research Data 
Management (RDM) system (section 2.1.5), the so-called CRC/TR32 project database (TR32DB), was 
designed. The TR32DB is a self-developed project database capable to support the CRC/TR32 scientists 
during the entire research life cycle (chapter 2, Figure 2-1) with appropriate features including data 
documentation (section 2.1.3), data publishing (section 2.1.6), and data sharing (section 2.1.7). For the design 
of the TR32DB architecture recent standards and principles were applied with respect to the usage of 
metadata (section 2.2), data storage and web-based technologies (section 2.3). 
This chapter will introduce the design of the TR32DB architecture with the focus on the TR32DB Version 
3.1 and the improved, updated Version 4.0. Initially, an overview will be provided about the background of 
the CRC/TR32 project and the data, created by or purchased for the project participants (3.1). Afterwards, 
the TR32DB architecture will be outlined (3.2), followed by a description of the single components. At first, 
the design and documentation of the underlying TR32DB Metadata Schema will be depicted (3.3). 
Subsequently, the methods used to implement the single technical components will be presented including 
the file-based data storage (3.4), the data storage based on a database (3.5), and the web-interface (3.6). 
3.1 The CRC/TR32 project background 
3.1.1 Project description  
The Collaborative Research Centre/Transregio 32 (CRC/TR32) “Patterns in Soil-Vegetation-Atmosphere 
Systems: Monitoring, Modelling, and Data Assimilation“ (www.tr32.de) is funded by the German Research 
Foundation (DFG). The project funding of the CRC/TR32 started in 2007. Currently, the CRC/TR32 is 
situated in the second funding phase, which is operating from 2011-2014. There are three funding phases 
scheduled, each running for four years (Phase 1: 2007-2010; Phase 2: 2011-2014; Phase 3: 2015-2018). 
The CRC/TR32 is an interdisciplinary, joint research project between the German Universities of Aachen, 
Bonn, Cologne, and the Research Centre Jülich. The involved research partners cover several scientific 
disciplines. These are for example soil and plant science, hydrology, geography, meteorology, geophysics, 
remote sensing, and mathematics. They work in different project sections on exchange processes between the 
soil, vegetation, and the adjacent atmospheric boundary layer (SVA). Their overall research goal is to yield 
improved numerical SVA models to predict CO2-, water- and energy transfer by calculating the patterns at 
the various spatial and temporal scales. The hypothesis of the CRC/TR32 covers the explicit consideration of 
structures and patterns, which lead to a common methodological framework. The project participants focus 
their study on the catchment area of the river Rur, situated in western Germany, parts of the Netherlands, 
and Belgium. The field research of the project participants is focused on three sub watersheds that represent 
the three typical land use forms of the study area (forest, arable-, and grass land) (CRC/TR32, 2012). 
The CRC/TR32 is subdivided into different project areas, the so-called clusters. The CRC/TR32 consists of 
four scientific clusters (A, B, C, D) and a central, coordination cluster (Z). The specific clusters focus their 
work on: 
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A: Characterization of flow, transport, and structure of unsaturated soils at the μm to m scale by 
non-invasive methods 
B: Combining non-invasive measurements and modelling to analyse the spatio-temporal variability of 
water and matter fluxes at the field-scale 
C: Analysing and modelling spatio-temporal variability of water and solute fluxes from micro- to 
macroscale catchments 
D: Land surface - atmosphere exchange processes with a special focus on CO2 and H2O. 
Z: Central Administration and Data Management 
The scientific clusters differ by the sub-system (Soil-Vegetation-Atmosphere) and on the spatial scale range 
(local, sub-basin, and regional/basin), on which they concentrate (Figure 3-1).  
 
Figure 3-1: Focus of CRC/TR32 project clusters, modified after CRC/TR32 (2007) 
Each cluster is split up into sub-projects (SP), for example A1, A2, B1 or C4. Currently, the DFG is funding 
24 SPs in the second funding phase. Within each SP around 1-2 PostDocs and 1-2 PhDs plus 
Master/Bachelor students are working on the research goal of the CRC/TR32.  
The CRC/TR32 participants produce a lot of different research data (section 2.1.3) as a result of the 
interdisciplinary background of the project. They work on the SVA topic with focus on various spatial scale 
ranges (laboratory, field plot, sub region, catchment region) and in various temporal scale ranges. To validate 
and also to be able to model research results, the project participants are dependent on adequate geodata of 
different scales, which were purchased within the framework of the CRC/TR32. The outcome of the project 
occurs in a huge amount of data in various file formats and file sizes. A detailed description of the 
CRC/TR32 project data will be given in the next chapter. 
3.1.2 Project data 
The TR32DB has to manage a great number of various data. These are data created within the research life 
cycle (section 2) of the CRC/TR32 by the project scientist and which are purchased from different 
institutions. These data will be described in the following chapter. 
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Scientific research data of the CRC/TR32 
The CRC/TR32 scientists produce a multiplicity of heterogeneous data as a result of the interdisciplinary 
background during the project funding term. In accordance with the structure of the CRC/TR32, they focus 
their work on the SVA sub-system, various spatial and temporal scale ranges. Therefore, the scientists carry 
out research on the soil, vegetation, and the lower atmospheric boundary layer. They additionally work in 
various spatial scales ranging from the laboratory scale (µm - m), lysimeter (m²), plot/field scale (100 m²), sub 
catchment scale (100 km²), and catchment region scale (> 1000 km²). Furthermore, the CRC/TR 32 scientist 
do measurements or modelling in temporal scales ranging from the short time to the long-term scale, for 
example: minutely, hourly, daily, weekly, monthly, yearly , or for an entire decade (CRC/TR32, 2010). 
The results from the scientists include laboratory methods, single or sensor networks, meteorological and 
hydrological monitoring, as well as airborne/spaceborne remote sensing. For example, the outcome of several 
field or flight measurement campaigns include results like wind temperature and air CO2 concentration 
(SELBACH et al., 2010), soil water content and soil moisture (KORRES et al., 2010), soil CO2 concentration 
(GRAF et al., 2011), leave characteristics and root growth (SCHICKLING et al., 2010), land use analyses 
(WALDHOFF & BARETH, 2009), and crop surface or volume models (HOFFMEISTER et al., 2008). In addition, 
some research partners produce results from laboratory measurement methods (BREEDE et al., 2011) or 
model simulations (SCHOMBURG et al., 2010; ZACHARIAS et al., 2012). Some results and measurements are 
shown in Figure 3-2. 
 
Figure 3-2: Exemplary research of the CRC/TR32: (A) measurements of soil carbon dioxide exchange processes; (B) 
modeled surface soil moisture; (C) relative surface saturation simulation; (D) simulation of lateral flow processes 
(CRC/TR32, 2014b) 
As a consequence of the various results from field measurement and airborne campaigns, the corresponding 
analyses and model simulations, all project participants create a great number of publications, pictures, 
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presentations, and reports. The format and size of the CRC/TR32 data varies due to different research 
backgrounds of the project participants. Therefore, the project participants provide different data formats, 
such, as MS Excel, ASCII, NetCDF, binary format, PDF, JPEG, TIF, or geodata formats. In addition, the 
size of a single dataset varies from only a few kilobytes to several gigabytes. 
Purchased data from organisations 
To support and cover the needs of the project participants concerning their modelling and estimation 
purposes, several data were obtained from various institutions. For instance, adequate data that are related to 
a geographic reference (section 2.3.5), also called geodata, were purchased in different scales within the 
framework of the CRC/TR32. For example, these data were ordered from the district survey and mapping 
agency of North-Rhine Westphalia (ger.: Bezirksregierung Köln), the federal agency for cartography and geodesy 
(ger.: Bundesamt für Kartographie und Geodäsie), the district agency of geology (ger.: Geologischer Dienst Nordrhein-
Westfalen), the district environmental agency of North-Rhine Westphalia (ger.: Landesumweltamt Nordrhein-
Westfalen), the European environment agency, the United States Geological Service (USGS), and National 
Aeronautics and Space Administration (NASA). In addition, data from the German weather forecast agency 
(ger.: Deutscher Wetterdienst, DWD), the Meteomedia Group, the Eifel-Rur water resources association (ger.: 
Wasserverband Eifel-Rur), and the Erft water resources association (ger.: Erftverband) were obtained. These data 
include soil, hydrological, geological, land register, elevation, topographic, geomorphological, land use, remote 
sensing, and climate data. Subsequent, some of the data will be described, which are of importance for the 
study described in this thesis.  
Cadastral map (ger.: Automatisierte Liegenschaftskarte, ALK) was purchased from the district survey 
and mapping agency of North-Rhine Westphalia for three sub-regions of the CRC/TR32 study 
area. This map contains cadastral information of the parcels and buildings. The information can 
be used to identify plot number or area of a specific plot of land (BEZIRKSREGIERUNG KÖLN, 
2014b).  
Digital landscape model (ger.: Amtliches Topographisch-Kartographisches Informationssystem or ATKIS 
Basic-DLM) was purchased from the district survey and mapping agency of North-Rhine 
Westphalia for the entire CRC/TR32 study region in 2007, provided in vector format, known 
for a high spatial accuracy and resolution that provides topographical information of prominent 
landscape features (BEZIRKSREGIERUNG KÖLN, 2014a).  
Climate data was obtained from the German weather forecast (DWD), the Meteomedia Group, Rur 
water resources association, and the Erft water resources association since 2007 yearly. These 
contain, for example climate parameters like cloud height, wind direction, temperature or the 
daily sum of sunshine duration (DWD, 2014). 
Soil map information system (ger.: Informationssystem Bodenkarte) obtained from the district agency 
of geology of North Rhine-Westphalia contains the digital, replenished, actual information of 
the according soil maps in a scale of 1:50,000. The data imply important soil parameters, such as 
soil type, field capacity, and cation exchange capacity (GEOLOGISCHER DIENST NRW, 2014). 
Digital elevation model (DEM) was purchased for the German parts of the Rur-catchment from 
the district survey and mapping agency of North-Rhine Westphalia. The official 5 m resolution 
model was filtered and combined by the Scilands Cooperation in a 10 m resolution model 
(BEZIRKSREGIERUNG KÖLN, 2014c). 
Digital Orthophotos were obtained from the district survey and mapping agency of North-Rhine 
Westphalia of the complete CRC/TR32 study area of the years 2007-2008 and 2010 
(BEZIRKSREGIERUNG KÖLN, 2014d). 
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3.2 The TR32DB architecture overview 
Within the framework of the CRC/TR32, the CRC/TR32 project database (TR32DB), was setup. The 
TR32DB is accessible online at www.tr32db.uni-koeln.de. The complete TR32DB is implemented in 
cooperation with the Regional Computing Centre of the University of Cologne (RRZK), where it is also 
hosted. The TR32DB is designed in order to ensure a centralized, sustainable storage and backup of all 
project data, which are created or purchased within the context of the CRC/TR32. This also includes the 
accurate presentation, access, and documentation of the data with detailed metadata, during the funding of 
the CRC/TR32 and beyond. For this purpose, a TR32DB RDM system was setup, which is based on a three-
tier client-server architecture (section 2.3.1), presented in a simplified scheme in Figure 3-3.  
The TR32DB three-tier architecture is organised in a data layer, application layer, and presentation layer. The 
data layer (resource management layer) included the persistent storage of the TR32DB data. A file-based data 
storage, operated by the Andrew File system (section 3.4), is provided. In addition, a further data storage, 
based on a MySQL database, is implemented (section 3.5). The designed TR32DB Metadata Schema (section 
3.3) serves as the basis for the database structure. The application layer includes the application server 
components, like a map server or web server. These communicate with the data layer and presentation layer 
and perform the processing of the requests (e.g. data access). The presentation layer includes the web-
browser based representation of the transferred information in the TR32DB web-interface including the 
internal WebGIS mapping component. The latter are described in section 3.6.  
 
Figure 3-3: Simplified TR32DB three-tier architecture 
The documentation of the data and correspondingly the management of the metadata is an essential 
component of the TR32DB. Hence, at first, the focus will be on the design and documentation of the self-
developed TR32DB Metadata Schema (section 3.3) and then the following paragraphs will describe the 
methods and design of the other main components of the TR32DB in detail.  
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3.3 The TR32DB Metadata Schema: design and documentation 
This section focuses on the design and documentation of the TR32DB Metadata Schema. After a short 
introduction, the used metadata standards and schemas will be described, as well as the creation of the 
TR32DB Metadata Schema. 
In order to describe and document all data (section 2.1.3) stored in the TR32DB with accurate, standardized 
metadata, a metadata schema or standard has to be chosen, extended or designed and finally documented. 
With regard to the interdisciplinary background of the CRC/TR32 and the amount of heterogeneous data 
created by the project participants (section 3.1), the application of one single metadata schema or standard to 
describe all types of data is not possible. Thus, a new metadata schema has to be provided to meet the 
requirements and to suit to the needs of the TR32DB data. In addition, it is important to apply a simple and 
user-friendly schema, which does not overburden the TR32DB users. Consequently, the new TR32DB 
Metadata Schema was designed and documented to support the metadata management in the TR32DB. The 
creation of the TR32DB Metadata Schema was carried out hand-in-hand with the implementation of the 
TR32DB user interface (e.g. enter, search, browse, display of metadata) and the design of the TR32DB 
database starting in 2007. This chapter outlines the process of creation. 
The first step in the design of the metadata schema (section 2.2.2) was to analyse the framework conditions 
and current status concerning the content and context that should be considered in the metadata schema. 
Initially, the CRC/TR32 project proposal provided a basis. To archive a further overview, a survey was 
conducted among the participants of the CRC/TR32 in 2007. This survey (appendix A) focused on general 
questions about the participation with a centralized data management system, the data delivery (kind, format, 
file size), and the operating system and software used. The result of this survey showed the heterogeneity of 
research data expected to be stored and documented with metadata in the TR32DB. Besides measured or 
modelled research data from different disciplinary backgrounds with focus on Soil-Vegetation-Atmosphere 
(e.g. laboratory data, field measurement data, meteorological model output, point data, or time-series-data), 
also the handling of additional information (e.g. publications, thesis, pictures, and reports) produced by the 
project participants was requested. As a result of the variety of the different data, six main data type 
categories emerged: data, basic geodata, reports, presentations, publications, and pictures. Consequently, the 
TR32DB metadata schema had to be designed according to the interdisciplinary background of the 
CRC/TR32 data, and the demands of the users.  
In a second step, it was necessary to get an overview of available metadata schemas and standards (e.g. RILEY, 
2009a) with regard to all requested data, which could be used for the purpose to describe these data. In 
addition, existing self-developed metadata schemas and metadata profiles from other research projects were 
identified and inspected (e.g. BACKES et al., 2005; GÖTTLICHER & BENDIX, 2004; HOERNES & ROWECK, 
2007; MÜCKSCHEL et al., 2005; SHUMILOV et al., 2008; TOUSSAINT, 1999). Finally, as a start, the Dublin Core 
Metadata Element Set (simple Dublin Core) (DCMI, 2012b)(section 2.2.2.1) was chosen as a basic metadata 
schema for the TR32DB describing all six data type categories. Dublin Core is a simple and widely accepted 
standard, covering all general requirements and information to describe all kind of data. In the course of the 
project duration, the simple Dublin Core was adapted with the DCMI Metadata Terms (DCMI, 2012a; 
section 2.2.2.1). Moreover, to accommodate the variety of requirements of the six chosen data type categories 
and the needs of the CRC/TR32, the base schema was further supplemented. By using a mix and match 
approach (section 2.2.2), a self-developed multi-level TR32DB Metadata Schema was developed, presented in 
Figure 3-4.  
In order to meet the demands of the project background, CRC/TR32 specific properties were added to the 
metadata schema. Subsequently, general data type specific properties were complemented, as well as 
properties according to the special metadata standard (ISO 19115:2003 and INSPIRE Implementing 
Directives). Finally, to meet the demands of the project participants concerning the registration of DOIs, the 
DataCite Metadata Schema Version 2.2 (section 2.2.2.2) was also included in the TR32DB Metadata Schema.  
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In summary, the TR32DB Metadata Schema defines three levels of detail: 
General properties are used to describe the data with the basic information. They are used to make 
the data citable and findable. For example: title, creator, or description of a dataset. 
Project specific properties are used to describe the data with properties, which focus on specific 
needs and demands of the project background and topic. For example: keywords with focus on 
the CRC/TR32, status of the membership in CRC/TR32, TR32DB identifier for the dataset. 
Data type specific properties are used to describe the data with properties, which are specific for 
each data type category. For example: publication type (e.g. article, event paper, and book 
section), lineage of dataset, and name of the instrument or modelling method used to create the 
dataset. 
 
Figure 3-4: TR32DB Metadata Schema overview 
In detail, for the creation of the single metadata properties or sub-properties of the TR32DB Metadata 
Schema, elements of the DCMI Metadata Terms (section 2.2.2.1) were combined with properties (elements) 
of the DataCite Metadata Schema Version 2.2 (DATACITE METADATA WORKING GROUP, 2011; section 
2.2.2.2), core elements of ISO19115:2003 Metadata Standard (ISO, 2003; section 2.2.2.3), as well as metadata 
elements according to the INSPIRE Implementing Directive (EUROPEAN COMMISSION, 2008) and the 
INSPIRE Metadata Implementing Rules (DRAFTING TEAM METADATA AND EUROPEAN COMMISSION 
JOINT RESEARCH CENTRE, 2010) (section 2.2.2.4). Furthermore, the new metadata properties were added 
with focus on the CRC/TR32 background as well as with regard to the data type category requirements. They 
were added on demand by the project participants (e.g. instrument property) or with regard to an accurate 
citation of the datasets (e.g. journal name, volume and issue). For example, the TR32DB property Creator, 
presented in Table 3-1 is composed of some sub-properties adopted from Dublin Core, ISO 19115:2003, 
INSPIRE Implementing Directive, DataCite Metadata Schema Version 2.2 elements, as well as an additional 
own established TR32DB property (complete mapping see appendix D.4). 
Besides an identifier, title and short definition for each TR32DB property and sub-property, obligations were 
defined. Three levels of obligations were allocated for single properties and sub-properties: mandatory (M), 
optional (O), and automatic (A). Mandatory properties must be provided, optional may be provided, and 
automatic properties are generated automatically by the TR32DB. To prevent the project participants being 
overtaxed with too much mandatory metadata properties, a minimum set of mandatory properties and sub-
properties was determined. For this, only properties and corresponding sub-properties were selected that are 
essential for the description, citation (section 2.1.6) and findability of the data.  
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In addition, the repeatability or cardinality of each property and sub-property was indicated. In the first 
instance, only single use of the properties and sub-property was supported, with the exception of the property 
keyword. This was adapted. In the latest TR32DB Metadata Schema for each property and sub-property the 
occurrence is determined (e.g. optional and repeatable (0-n) or required and repeatable (1-n)).  
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Moreover, for each property and sub-property a data value is defined (e.g. free text, date or controlled list). 
For example, date values should follow any format described in W3C Date and Time Format (W3DTF, 
2014), e.g. YYYY-MM-DD. Controlled vocabulary lists refer either to a predefined list, provided from one of 
the metadata standards, metadata schemas etc., or to a self-established controlled value list. Predefined 
controlled vocabulary lists are applied for example for the sup-properties contributorType provided by 
DataCite Metadata Schema, roleType provided by ISO 191115 and INSPIRE Implementing Directive, or 
language provided by ISO 639-2. If predefined controlled vocabulary list are available in more than one of 
the used metadata standards or schemas, then the values are mapped to each other. For example, the sub-
property titleType is mapped between elements of Dublin Core, DataCite Metadata Schema, and ISO 
19115:2003. Self-established controlled lists were prepared with the expertise of the CRC/TR32 project 
members. They were interviewed to define relevant properties and content. For example, specific controlled 
lists were set up for significant keywords that focus on the CRC/TR32 topic, measuring instruments or 
modelling methods and corresponding output parameter used by the project participants, as well as 
significant CRC/TR32 locations and regions. In addition, the controlled vocabulary lists creatorList or 
insitutionList are created and continuously updated by the TR32DB users.  
The final step was to describe the TR32DB Metadata Schema in a document. The documentation of the 
schema started at the End of 2013 and was published in April 2014. For this purpose, available examples of 
metadata schemas, application profiles, and metadata crosswalks documentation and guidelines were 
identified and inspected (e.g. DRYAD DEVELOPMENT TEAM, 2010; ENSOM & WOLTON, 2012; GIBBS, 2009; 
HAUSSTEIN et al., 2013; RICE et al., 2008; VIERKANT et al., 2012; ZENK-MÖLTGEN & HABBEL, 2012), 
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besides the used metadata schemas and standards. Since the examined examples are described very 
differently, a compromise was chosen to describe the developed TR32DB Metadata Schema. Initially, a 
general introduction to the metadata schema is provided. Afterwards, a clearly structured listing of all 
properties and sub-properties with a detailed description was established. Finally, a crosswalk to the used 
metadata standards, schemas, or implementing directives, as well as other related ontologies was described, as 
well as all available controlled vocabulary lists were presented in the appendix of the metadata schema. The 
described approaches are following the steps of metadata schema design according to MILLER (2011)(section 
2.2.2).  
3.4 File-based data storage and organisation 
The TR32DB is developed in close cooperation with the Regional Computing Centre of the University of 
Cologne (RRZK, 2014a). The RRZK provides and administrates the infrastructure for the TR32DB. 
Therefore, initially the data storage environment of the RRZK will be described following by the TR32DB 
data storage organisation and implementation. 
3.4.1 Data storage at the RRRZ 
The data storage at the Regional Computing Centre of the University of Cologne (RRZK) is organized in 
different stages (KALLE & TIGGEMANN, 2007). These stages comprise the Storage-Area-Network (SAN) 
based Disk Storage, which provides the Andrew File System on top of the SAN. Another stage is the High 
Performance Computing (HPC) System, which incorporates the Lustre and PanFS file systems The Scale out 
File Services (SoFS) is based on the NetApp file system (KALLE, 2005; RRZK, 2014b, c; WONCZAK, 2014). 
A simplified overview of the single data storage stages in the RRZK is presented in Figure 3-5. Between the 
single storage systems, staging processes can be executed.  
 
Figure 3-5: Storage implementation at RRZK, modified after KALLE (2005) and WONCZAK (2014) 
This section will focus on the Andrew File System (AFS), because it is used within the infrastructure of the 
TR32DB. The implemented AFS System at the RRZK has a SAN-based Disk-Storage (section 2.3.2) as back-
end storage (KALLE, 2005; WONCZAK, 2014). The AFS serves at the RRZK, for example, as back-end 
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storage for all web-projects including web-space hosted at the RRZK (e.g. www.uni-koeln.de, www.rrzk.uni-
koeln.de, or www.tr32db.uni-koeln.de). In addition, the AFS manages the user home directories of all 
employees and students of the University of Cologne. Furthermore, the AFS serves or has served as an 
archive storage area for research projects (RRZK, 2013a) like Arachne (ARACHNE, 2013), CEEC (CEEC, 
2014), Monasterium (MONASTERIUM, 2014), or Prometheus (KALLE & DIEKMANN, 2010; PROMETHEUS, 
2014). 
The Andrew File System (AFS) 
The AFS is a distributed networked file management system based on the TCP/IP protocol and is designed 
on the basis of a client-server architecture developed in the early 1980s. BORENSTEIN (1996) and MORRIS et 
al. (1986) emphasize that at the end of 1982 the Carnegie Mellon University (CMU) started it in cooperation 
with IBM the Andrew Project. The project is named after the two benefactors of CMU Andrew Carnegie and 
Andrew Mellon. The aim was to develop a system to support the university’s needs. For example, to provide 
a system to campus-wide easy share data (files) between the people and several departments of the University. 
LEONG (1994) provides further background information about the Andrew Project. 
By far the most successful and significant component of the Andrew Project is the AFS. According to 
HOWARD (1988), the AFS was designed as follows: a system, which is compatible with UNIX at the system 
call level, uses whole files as the basic unit for moving and storing data and finally it is implemented with 
many small relation servers. In 1984 the first version of the system was online and in 1989 it was 
commercially available. Since 2000, the source code of the AFS is publicly available for community 
development and maintenance. This was the launching of the OpenAFS open-source project. In the 
following AFS will be used instead of OpenAFS as they are synonymous (MILICCHIO & GEHRKE, 2007). 
MILICCHIO & GEHRKE (2007) and CAMPBELL (1998) point out that there are main benefits of AFS in 
comparison to other file systems like NFS. These are for example the location and system independence. The 
AFS can be accessed from various operation systems. It provides location independence and is for example 
accessible from a range of various systems like Microsoft Windows, UNIX, Linux, and MacOS X 
(OPENAFS, 2013). MILICCHIO & GEHRKE (2007) and CAMPBELL (1998) complement that another benefit is 
the high scalability. AFS can be used in small to very large environments. Furthermore, facilities for 
replication and backup are available. All data can be shared via a single worldwide namespace. Last but not 
least the centralized administration model, which is based on a distributed service, is another advantage. In 
addition, the AFS ensures an improved security model (access and group management) via an encrypted 
networked communication and Kerberos authentication service. For example the user administration is 
implemented via an Access Control List (ACL). The implementation of security aspects within AFS is 
described by SATYANARAYANAN (1989) in detail. 
A high-level overview of the AFS architecture and the components is shown in Figure 3-6. CAMPBELL (1998) 
describes the communication of the several components as follows. The desktop client computer caches all 
information from the AFS onto its local disk. The caching reduces the network traffic and the server load 
enormously. The various servers respond to requests to store and fetch data. However, the central AFS file 
namespace is the most interesting part of the AFS architecture. All desktops and users can view the seamless 
file namespace provided by the servers. The directory names and files in the namespace are visible in a single, 
consistent directory structure and related to physical data on the servers. The files are physically located on 
disks and stored in logical containers, the volumes. According to SIDEBOTHAM (1986), a volume is a 
collection of files, which format a partial sub-tree of the file system hierarchy. All files of the volume are 
located on the same server. The amount of data that can be stored in a volume is limited to a given size, 
called quota. The default quota of a volume is 5 megabytes. This can be changed by the AFS administrator 
CAMPBELL (1998) and IBM (2000). MILICCHIO & GEHRKE (2007) and CAMPBELL (1998) complements, that 
it is possible within AFS to move volumes between file servers without interrupting the services of the user. 
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Due to the connection between volumes and path names, the enlargement of any area of the namespace is 
possible. In addition, the authors explain the necessity of databases servers, for example to store information 
about permissions and volumes. The collection of all file servers and database servers, which form a single 
administrative unit, is called an AFS cell. CAMPBELL (1998) names some global publicly accessible AFS cells, 
examples are: 
 uni-hohenheim.de (University of Hohenheim) 
 desy.de (Deutsches Elektronen-Synchrotron) 
 rl.ac.uk (Rutherford Appleton Lab, England) 
 cs.arizona.edu (University of Arizona, Computer Science Dept.) 
 
Figure 3-6: AFS Architecture, modified after CAMPBELL (1998) 
The AFS cell of the RRZK is called rrz.uni-koeln.de. The corresponding shortcut is rrz. Therefore, 
the AFS file space or file path within the RRZK starts with /afs/rrz.uni-koeln.de/... or 
/afs/rrz/...  . For example a user home directory is located at /afs/rrz.uni-
koeln.de/user/alice or a web-project space at /afs/rrz.uni-koeln.de/www/tr32db (RRZK, 
2013a).  
To access a location in the AFS file space, a client requires a valid authentication credential provided by the 
database servers. In AFS, this is called a token, which is equivalent to a Kerberos ticket (MILICCHIO & 
GEHRKE, 2007). Additionally, CAMPBELL (1998) describes a token as a data object with an AFS identity and 
an expiration data. This time limitation is set by the AFS administrator. Within the AFS cell of the RRZK, the 
access to a location in the RRZK AFS file space requires a student-email account or a University account as 
authentication credentials provided by the RRZK. In consequence of a successful authentication, the user 
receives a valid token time limited to 25 hours by the RRZK AFS administrators. To receive information 






Tokens held by the Cache Manager: 
User's (AFS ID 68867) tokens for afs@rrz.uni-koeln.de [Expires Apr 1 13:07] 
   --End of list— 
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The permission to access a directory or file in AFS is arranged by using Access Control Lists (ACL). For each 
directory, AFS stores an ACL that defines users and groups and the manner they are allowed to access the 
directory and all included files. For example, when a file moves to a new directory, the ACL of the new 
directory will be applied to the files. A group can be defined by a user and include both users and machines. 
Consequently, a user belonging to a group has the same ACL permissions awarded to the group. Reversely, 
users logged in to a machine that belongs to a group take over the same permissions granted to the group. By 
default, AFS defines three system groups: (i) system:anyuser includes everyone who can access the AFS 
cell, (ii) system:authuser includes all user from the local AFS cell with a valid token and (iii) 
system:administrators includes the system administrators of the AFS cell (CAMPBELL, 1998; IBM, 
2000).  
CAMPBELL (1998), IBM (2000), and MILICCHIO & GEHRKE (2007) describe that the AFS ACL permissions 
has by default seven standard rights. These can be divided into two groups: (i) applies permission to the 
directory and (ii) provide permissions to the files included in that directory. 
The directory permissions including their abbreviated character code and description are: 
lookup(l) lists the content of the directory 
insert(i) creates new files or subdirectories’ to a directory 
delete(d) removes files or subdirectories from the directory 
administer(a) changes the directory’s ACL attributes 
The file permissions including their abbreviated character code and description are: 
read(r) reads file content and query file status 
write(w) modifies file content 
lock(k) locks files for reading 
In addition, the permissions characters can also be combined in an ACL entry. There is a shorthand notation 
for the following file permission: 
read is equivalent to rl (read, lookup) permissions 
write is equivalent to rlidwk (read, lookup, insert, delete, write, lock) permissions, all rights except a 
(administer) 
all is equivalent to rlidwka (all seven standard permissions) 
none removes all ACL permissions, leaving the user or group with no permission 
The commands to list and modify the ACL will be described in the next section in detail. 
3.4.2 TR32DB data storage: organisation and administration 
The TR32DB data storage is the physical storage of all CRC/TR32 project data (section 3.1.2) that are 
created by the project participants (e.g. measured/modelled data, publications, etc.). It is carried out in the 
already established and described AFS. This file system was chosen in cooperation with the RRZK that 
provides and administrates the AFS infrastructure. In detail, the TR32DB data storage within the AFS is 
organized in a folder system or file directory. The organisation and design of the directory structure is 
developed in close cooperation with the RRZK. Experiences gained in further RRZK AFS projects, like 
Arachne (ARACHNE, 2013) or Prometheus (KALLE & DIEKMANN, 2010), as well as background information 
about the CRC/TR32 are used to develop the present AFS directory structure. The TR32DB AFS file space 
is accessible at /afs/rrz.uni-koeln.de/project/tr32db, subdivided in subdirectories.  
  
Chapter 3: Designing the TR32DB architecture: data, methods, and components 
75 
These are: 
Data internal storage of purchased geodata, climate data, etc. 
Phase(Phase_1,Phase_2,Phase_3) sustainable storage of CRC/TR32 project data according 
to project funding phases in which they are created 
Scripts storage of AFS scripts, e.g. data moving scripts and corresponding log files 
Share storage of temporary exchange data 
Upload(Upload_1,Upload_2,Upload_3) temporary storage for uploaded CRC/TR32 project 
data (according to project funding phases in which they are created) before moving to 
corresponding sustainable Phase directory 
The focus of the next sections will be on the subdirectories that handle the CRC/TR32 project data (Phase, 
share, Upload). These subdirectories are again subdivided in a specific hierarchy that corresponds to the 
already mentioned project structure of the CRC/TR32 in clusters (A, B, C, D, Z) and project sections 
(e.g. A1, A2, B1, B2, C3, C4, etc.). All Phase folders can be extended according to the next project 
funding phase. Furthermore, the Phase and Upload contain each subdirectory for the five data types, which 
can be stored. These are: data, pictures, presentations, publications, and reports. A 
special case appears in project sections Z1, where an additional subdirectory basicGeodata is added. These 
subdirectories are again subdivided in further directories starting with 000, 001, 002, 003, etc. The 
use of numbered folders for storing project files enables the scalability of the TR32DB data storage. Each of 
these directories finally contains one subdirectory for metadata storage (Figure 3-7).  
The described file directory was set up by the AFS system administrator of the RRZK. The TR32DB default 
value for volume quota of the individual folders is set to 8 GB, as shown in Figure 3-7. As a consequence, the 
maximum size of files that can be stored in a specific folder is limited to 8 GB. This will be explained in detail 
giving three examples:  
 The maximum file size in total that can be stored to a specific data type folder per project section in 
the Upload directory is 8 GB,  
e.g. /afs/rrz/project/tr32db/Upload_1/A/A1/data.  
 The maximum storage of data files in each subdirectory of the phase’s folders,  
e.g. /afs/rrz/project/tr32db/Phase_1/A/A1/data/000 is 8 GB. 
 In the share directory, each cluster can store 10 GB,  
e.g. /afs/rrz/project/tr32db/share/A. 
Thus, in the second example, project A1 can theoretically store 8,000 GB (8 TB) of data type data in the 
Phase_1 folder. As the storing folders for each data type can be expanded from 000 to 999, the same 
amount of data can be uploaded for all other data folders as well.  
For the administration and navigation in AFS directories, CAMPBELL (1998) and MILICCHIO & GEHRKE 
(2007) name various AFS suites and commands. The AFS suite fs (file system) contains various 
subcommands to manipulate AFS files or the client view of AFS, e.g. the directory or volume properties of 
the AFS file space can be viewed or modified. For instance, the command listquota lists information 
about the volume quota of the current directory. The result represents the volume name, volume quota size, 
the amount of storage space used in the volume and the available room on the disk partition. 
 
alice@dialog5$ cd /afs/rrz/project/tr32db/share/C 
alice@dialog5$ fs listquota 
Volume Name                    Quota       Used %Used   Partition 
Hpro.tr32.sh.C              10000000     633034    6%         41% 
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Figure 3-7: TR32DB data storage structure in the AFS 
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The access to the TR32DB AFS data storage directory is managed by various AFS groups. For this purpose 
three TR32DB user group types were set up by the AFS administrators. These are: the TR32DB admin 
group, the TR32DB project group, and TR32DB project section groups. 
Admin group All TR32DB administrators are members in the admin group webuser:tr32db_a. 
This group has the all (rlidwka) permission for the entire TR32DB AFS directory. This 
enables all group members to access and modify adjustments at the TR32DB AFS directory. 
Project group All TR32DB users are members in the project group webuser:tr32db_project. 
This group is used in the upload and share directory. In the upload directory all group 
members have permission to lookup (l) the TR32DB directory up to the cluster-level e.g. 
/afs/rrz /project/tr32db/Upload_1/A/. In the share directory all group members 
are able to read (rl) all data in the entire directory, e.g. data that are stored at 
/afs/rrz/project/tr32db/share/C/C3. 
Project section group For every project section of the CRC/TR32 an AFS group was set up, e.g. 
webuser:tr32db_a1, webuser:tr32db_c3, etc. Every user of the TR32DB is allocated to 
at least one of the project section groups. The project sections groups are used in the upload 
and share directory. In the share directory, each project section group has the permission to 
write (rlidwk) data into the specific data type folder. In addition, in the upload directory, 
each project section group has the permission to read (rl) his project section folder and 
write (rlidwk) data into the specific data type folder. For example project participants 
from project section B1 are only allowed to upload their data to the directory /afs/rrz 
/project/tr32db/Upload/B/B1/data and /afs/rrz 
/project/tr32db/share/B/B1.  
Furthermore, the TR32DB web server has the permission to access some parts of the TR32DB AFS 
directory. According to RRZK (2013c), the AFS web server user is called webserver-tr32db. Within the 
phase directory, the web server has the permission to read (rl) data in the entire directory and also 
write (rlidwk) data to each metadata subdirectory (e.g. /afs/rrz 
/project/tr32db/Phase_1/B/B1/data/000/metadata). In addition, the web server has permission 
to read (rl) all data in the entire share directory.  
CAMPBELL (1998) and MILICCHIO & GEHRKE (2007) also describe fs commands to view or change the 
ACL. The subcommand setacl sets or modifies the AFS directory ACL. As shown below, the access 
permission of the TR32DB web server webserver-tr32db is set to read for the given directory. The 
command listacl lists the associated ACL of the directory. In this case, various groups and the TR32DB 
web server have different access permission to this directory. 
 
Furthermore, the pts suite is introduced by CAMPBELL (1998) and MILICCHIO & GEHRKE (2007). This suite 
manages group administration and membership. The subcommand membership lists all members of a 
group or all groups in which the user has a membership. With the subcommand adduser, a user or 
machine can be added to a given group. To delete or quit the membership of a user in a specific group, the 
alice@dialog5$ fs setacl  
/afs/rrz/project/tr32db/share/C/C3 -acl webserver -tr32db read 
alice@dialog5$ fs listacl 
Access list for . is 
Normal rights: 
  webuser:tr32db_project rl 
  webuser:tr32db_a rlidwka 
  webadministrator:wm rlidwka 
  system:administrator rlidwka 
  webserver-tr32db rl 
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removeuser subcommand has to be used. Every TR32DB user has at least a membership in one of the 
TR32DB project section groups. As already mentioned, the user accounts are provided and managed by the 
RRZK. For example, the TR32DB user alice is added to the specific TR32DB project section group 
webuser:tr32db_c3 by using the adduser subcommand. To show all current members of this group, 
the subcommand membership is used. 
 
Within the environment of the TR32DB AFS storage directory, two project data moving shell scripts are 
operating. The first data moving script for data generated in funding phase 1, which are stored in the 
Upload_1 directory, operates every night at 2 a.m. and moves data to the Phase_1 directory. The second 
data moving script moves data, which are created in funding phase 2 and consequently stored in the 
Upload_2 directory, to the Phase_2 directory. This script operates every night at 3 a.m. Since both data 
moving scripts run at night, the data-upload to the upload directory is only limited per day. To run both shell 
scripts automatically, a cron job was set up. According to CAMPBELL (1998), a cron job is a command, 
configured to run at a certain time.  
For example, the second data moving script moves the uploaded project data from the temporary Upload_1 
directory /afs/rrz/project/tr32db/Upload_1/C/C3/data to the final, corresponding, sustainable 
data storage in the Phase_1 directory /afs/rrz /project/tr32db/Phase_1/C/C3/data/001, 
compare Figure 3-8. 
 
Figure 3-8: Moving of C3 data from temporary Upload_1 directory to final Phase_1 directory 
When a moving script finds a file in the Upload subdirectory, it checks the available file space in the 
corresponding Phase subdirectories (e.g. 000, 001, 002,…), where the file might fit in. If there is no file 
with the same file name stored in this directory, then the file will be moved to a folder with enough space left. 
In case there is already a file with the same filename stored in this directory, then the file will be moved to the 
alice@dialog5$ pts adduser -user alice -group webuser:tr32db_c3 
alice@dialog5$ pts membership webuser:tr32db_c3 
Members of webuser:tr32db_c3 (id: -35077) are: 
  alice 
  bob 
  peter 
Chapter 3: Designing the TR32DB architecture: data, methods, and components 
79 
next subdirectory. In case there is no file space left in the corresponding Phase subdirectories, then the file 
will not be moved and stays in the Upload subdirectory. With a successful moving of each data file, a 
database entry is automatically generated. This contains information about the file and its provenance like: file 
name and extension, storage path, file size, data type (e.g. data, pictures, presentation, etc.), project section, 
funding phase and data upload date. Two log files document the details of the data moving process. These 
log files will be stored for two days and then transcribed.  
A Backup of the entire TR32DB AFS directory (/afs/rrz/project/tr32db) is automatically running 
every night a 10 p.m. in the environment of the RRZK on tape storage. Again, a cron job is used to automate 
the process. At the RRZK, the already established IBM Tivoli Storage Manager (TSM) Backup-Archive Client 
is used (RRZK, 2013b). 
3.5 Database-based data storage and organisation 
The core of the TR32DB system is the database. The database is the physical storage of metadata of the 
CRC/TR32 project data (section 3.3 and 4.3), as well as of administrative details regarding the TR32DB 
system. The Regional Computing Centre of the University of Cologne (RRZK) provides and administrates 
the infrastructure of the TR32DB database. Besides the TR32DB database, further databases were set up and 
are used within the TR32DB system. A workshop database was set up to support the administration of 
workshops organised in relation to the CRC/TR32 project section Z1/INF and managed by the TR32DB 
web-interface. Furthermore, a climate database was set up storing climate data purchased from the DWD. 
This database is used to query and visualise DWD data (section 4.5.1.3 and 4.5.2.3). In this section, initially 
the generally used components are described. Subsequently, the design and organisation of the main TR32DB 
database (Version 3.1 and Version 4.0) will be presented in the following subsections. 
In order to implement the database of the TR32DB system, the basic principles of database design were used, 
as already described in detail in section 2.3.3. The open-source relational database management system 
(RDBMS) MySQL (MYSQL, 2014b) was selected to set up the database of the TR32DB. The reasons for the 
selection of MySQL are the support and administration conducted by the RRZK and the great popularity of 
MySQL in combination with web applications. MySQL is a client-server system that is developed, distributed, 
and also supported by Oracle (MYSQL, 2014d). 
Generally, the Structured Query Language (SQL) is used to design, query or update the TR32DB database. 
According to FEHILY (2008), SQL is a programming language that is simple, descriptive, embedded, 
interactive, standardized, and used to modify databases, their tables or data values. In the framework of this 
thesis, several SQL statements are used for database administration and web-interface programming with 
PHP (section 3.6). Some statements of SQL are consecutively listed: 
CREATE TABLE creates a new table in the database 
ALTER TABLE modifies the structure of an existing table 
DROP TABLE removes a table (including data) from the database 
SELECT queries data in the database 
INSERT inserts a new row into a table 
UPDATE updates a value in a table 
DELETE deletes a row from a table 
These SQL statements are also used by the web-based interface phpMyAdmin and software MySQL 
Workbench that will be described in the following. 
For an easier access and administration of the DBMS MySQL, the open source web-interface phpMyAdmin 
(PHPMYADMIN, 2014) is used. phpMyAdmin is able to perform various tasks that are available via a graphical 
user interface. This includes for example the creation, modification, or removal of databases. Database tables 
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can be created, copied, deleted, renamed, or edited. In addition, columns and rows can be added to the table, 
edited, or deleted. Moreover, phpMyAdmin offers the execution of SQL statements, the export and import 
of data files (e.g. csv, xml), and many further functions (DELISLE, 2012; KOFLER & ÖGGL, 2010; REIBOLD, 
2013).  
In addition, the software MySQL Workbench (MYSQL, 2014c) from Oracle provides a graphical user 
interface to work with MySQL. The main areas of functionality supported by MySQL Workbench are: 
modelling of data, development of SQL statements, administration of server instances, and data migration 
(ORACLE, 2014). In detail, MySQL Workbench facilitates, for example, the virtual design, modelling, creation, 
and management of databases using reverse (import) and forward (export) engineering. MySQL Workbench 
applies core modelling elements like tables, primary key, and relationships via foreign keys. In addition, it 
maintains the execution and creation of SQL query statements (MCLAUGHLIN, 2010; ORACLE, 2013b). 
Within the framework of this thesis, MySQL Workbench is used to visually design, model, and generate the 
database of the TR32DB system. In addition, it was applied to create complex entity-relationship (ER) 
models (section 2.3.2) and SQL statements for the TR32DB database.  
3.5.1 Design and structure of the database Version 3.1 
The structure of the TR32DB database Version 3.1 was initially designed and developed in 2008. Until 2013, 
this database was extended with modifications due to new requirements of the TR32DB. At the beginning of 
the database design, the general requirements that have to be represented in the database were analysed. Since 
the database should store the description of the stored data in terms of metadata, appropriate metadata 
standards and schemas (section 2.2) were considered. At that time the TR32DB Metadata Schema (section 
3.3) was not yet designed. The database should also store administrative information, necessary to manage the 
entire TR32DB system (e.g. user administration). Consequently, for both requirements background 
information about the CRC/TR32 was observed. Besides the available proposal of the CRC/TR32 also 
results of the already mentioned survey (appendix A).were considered. Furthermore, general needs for the 
entire TR32DB system were contemplated. 
In a next step, the relational database management system (RDBMS) MySQL was selected. The database 
structure was designed in a relational data model using the basic principles of database design described in 
section 2.3.3. Consequently, all analysed requirements were organised in tables including attributes, values, 
and relational keys. In addition, relationships between tables were considered. A preliminary, incomplete ER 
model of the TR32DB database structure from 2008 is presented in Figure 3-9. This model already represents 
a simplified user administration and metadata storage of the various data types. This structure was further 
modified to the final database structure Version 3.1 that will be described later in this chapter. 
Finally, the database was physically designed and implemented in MySQL using the web-interface 
phpMyAdmin. This was in most instances executed by the graphical user interface. In addition, direct SQL 
commands were used to create database tables and their associated attributes. To create a database table, for 
example, the following simple SQL statement is used:  
 
CREATE TABLE `subprojects` ( 
  `spID` tinyint(4) NOT NULL, 
  `sp` tinytext NOT NULL, 
  `sp_title` text NOT NULL, 
  `sp_description` text NOT NULL, 
  PRIMARY KEY (`spID`) 
); 
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Figure 3-9: Preliminary ER model of the TR32DB database structure from 2008 
By using this SQL statement, the table sub-projects was created in the TR32DB database. The table 
contains the attributes spID, sp, sp_title, and sp_description. For each attribute in the table, a single 
data type is determined, for example tinyint, tinytext or text. Some constraints are defined for the 
attribute that assigns rules for allowed values. The attribute spID is specified as primary key for the table. To 
prevent that NULLs are being inserted into the column values, all attributes hold a NOT NULL constraint. A 
detailed use of the SQL CREATE TABLE statement will be described in the next chapter. 
The final structure of the TR32DB database Version 3.1, presented in detail in appendix C.1.1, contains 46 
tables that are classified in ten groups (Figure 3-10). Only three tables of the database are connected with a 
relationship. Moreover, to sustain changes on some of the database tables, these are mirrored in the database 
to store the modification steps, such as mdData, dataCreator or keyWords. The mirrored tables are not 
represented in the database structure. 
 
Figure 3-10: Simplified TR32DB database structure Version 3.1 (detailed structure in appendix C.1.1) 
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The TR32DB database Version 3.1 (appendix C.1.1) is organized in the following groups: 
Metadata_GeneralProperties includes all metadata of a dataset that belong to the general 
properties. The table data is the central table in the database. This table comprises besides the 
administrative details of a file (e.g. TR32DB file identifier, storage path, file upload time, 
download permission) also descriptive details (e.g. title, description, citation advice). The table 
dataCreator enables the multiple storage of dataset creator. The table keyWords contains 
the descriptive keywords of the dataset that are limited to six per dataset. 
Metadata_Publication covers the specific metadata of the data type Publication. The central 
publication table mdPublications determines all joined attributes of a publication. The 
special metadata details of a publication are stored in the three associated tables 
mdPublEventPaper, mdPublArticle, and mdPublicationBookSection. 
Metadata_Data involves all tables of the database that store metadata of datasets from the data type 
Data. The table mdData includes the general metadata. The table mdDataInstrument and 
mdDataInstrumentParamenter are used to complement the associated instruments or 
models of a dataset. 
Metadata_Geodata contains the table mdGeodata to store the specific metadata of all data from 
the data type Geodata. The table dataOrganisation enables the multiple storage of 
organisations that are corresponding to the dataset. 
Metadata_Report is used to store the specific metadata of the data type Report.  
Metadata_Picture comprehends the table mdPictures. This enables the storage of all specific 
metadata of a dataset of the data type Picture. 
Metadata_Presentation covers the table mdPresentations to store metadata of a dataset from 
the data type Presentation. 
Administration contains tables that are used to administrate the TR32DB (e.g. user administration). 
In addition, general tables are included to manage the news of the web-interface or to store the 
download count of datasets via the web-interface. 
Metadata_DOI comprises all specific metadata of a dataset with a DOI. 
ControlledVocabulayList includes a supplementary table. Some of the tables in this group have 
static values, while the number of values of other tables will be modified. They include defined 
controlled lists that are associated with a certain table. For example, the table creator is 
associated with table dataCreator via the attribute creatorID. Some tables are only used in 
connection with the TR32DB web-interface. For example, the table kwList is only used to 
represent values on the web-site, while the assumed corresponding table keyWords is not 
associated.  
The final structure of the TR32DB database Version 3.1 is the base of the web-interface Version 3.1 (section 
4.5.1). 
3.5.2 Design and structure of the database Version 4.0 
The structure of the TR32DB database Version 4.0 was designed and implemented in 2013. This database is a 
further development of the former database Version 3.1, described in the prior section. The design of the 
database was carried out hand-in-hand with the creation of the web-interface Version 4.0 and the TR32DB 
Metadata Schema (section 3.3). In addition, the database is the basis of the web-interface Version 4.0 (section 
4.5.2). 
The collection and analysis of the requirements for the design of a new database structure result from the 
experiences gained in designing the preliminary TR32DB database. In addition, the reconstruction was 
necessary, due to many implemented expansions of the previous version. Furthermore, new features and 
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functions in the TR32DB system were demanded by the users and also had to be considered. Moreover, 
modifications of the used metadata schemas (e.g. DataCite Metadata Schema Update) and an expansion with 
new metadata schemas or standards had to be included in the database structure. 
The database structure was designed in a relational ER model using MySQL Workbench. The detailed ER 
model of the database Version 4.0 is available in appendix C.1.2. Basic principles of database design (section 
2.3.3) were applied. The already existing database Version 3.1 was used as a foundation, rearranged, and 
extended with new details. Some old tables were used and modified, as well as new tables including attributes, 
values, and relational keys were created. For example, the central database table data from Version 3.1 was 
split up into the two new main tables afsData and mdMetadata. Remaining attributes of the data table 
were distributed to other tables. Furthermore, database tables of Version 3.1 describing controlled vocabulary 
lists were adapted and modified. For example, the database table TR32Topic from Version 3.1 was adapted 
to Version 4.0 by renaming the table name to listTr32Topic. The renaming ensures a consistent naming 
of the tables referring to controlled vocabulary lists. This offers an improved overview of the database 
structure and enables a simple distinction to other database tables. Available attributes were also renamed and 
supplemented with a new attribute tr32TopicVal. The Val-attribute always contains the value of the 
corresponding metadata standard or schema to ensure conformance.  
In contrast to Version 3.1, all tables of the database structure Version 4.0 are connected with relationships in 
the ER model. Figure 3-11 shows a simple example of the related tables Title and listTitleType with 
their attributes and appropriate data types. The yellow key icon represents the primary key of the table (e.g. 
dataTitle.dataID, dataTitle.sequence, listTitleType.titleTypeID). Other attributes are 
indicated by colored diamond icons. A blue diamond icon indicates attributes that have a NOT NULL 
constraint (e.g. dataTitle.dataTitle). In contrast white diamond icons mark attributes with a default value 
NULL (e.g. listTitleType.titleType). A red diamond icon represents a foreign attribute (e.g. 
dataTitle.titleTypeID). Tables with a relationship are connected with lines. Identifying relationships 
are indicated with solid lines. Identifying relationships occur, when a foreign key is part of a primary key in a 
certain table. In contrast non-identifying relationships are presented with broken lines. They appear, when a 
foreign key is not part of a primary key of the table (Figure 3-11). The cardinality of the relationship is 
indicated by numbers and a diamond shape. One-to-many cardinality is represented with a black and white 
coloured diamond shape. A one-to-one cardinality is visualized with a white diamond shape. For example, a one-
to-many relationship is presented in Figure 3-11. 
 
Figure 3-11: ER model of the related tables listTitleType and Title 
Finally, the new database structure was physically implemented in the RDBMS MySQL with forward 
engineering using an SQL script. To create the SQL script, the final ER model of the TR32DB database 
Version 4.0 was exported by using the software MySQL Workbench. The resulting script was than imported 
to MySQL via the graphical web-interface phpMyAdmin. Consecutively, the SQL statement for the creation 
of the table structure for the two tables dataTitle and listTitleType is presented.  
  













The statement CREATE TABLE creates both tables with their given name. The statement IF NOT EXISTS 
prevents the re-creation of the tables. In addition, both tables are created as InnoDB table, which enables the 
use of foreign key constraints. The default character set of the tables is set to the character encoding UTF-8.  
 
For each table several attributes with corresponding data types are defined. For example the data type 
TINYINT(3) UNSIGNED is chosen for the attribute titleTypeID in the table listTitleType. 
TINYINT is a numeric data type that requires values from 0 to 255 (unsigned). In contrast, the data type 
INTEGER, shorten to INT, enables values from 0 to 4294967295 (unsigned). VARCHAR is a string data type 
that can store a maximum of 255 values. The maximum length of the characters is defined in the bracket. For 
example, varchar(20) can store at most 20 characters. In the framework of this thesis, also the data types 
DATE and DATETIME are used to refer to temporal values. The DATE data type only specifies the date part in 
the value with the format YYYY-MM-DD (e.g. 2014-04-14). DATETIME complements the time part to 
the date part with the format YYYY-MM-DD HH:MM:SS (e.g. 2014-04-14 20:15:00). Further 
details about available data types in MySQL are described in detail at MYSQL (2014a). To prevent that 
NULLs are being inserted into the column values, some attributes hold a NOT NULL constraint like 
titleTypeID. In contrast, other attributes hold NULL as a default value. Attributes, which own the 
additional characteristic AUTO_INCREMENT will increase to the next sequence by adding a new value to the 
table. The given number indicates the next value. For example, the attribute titleTypeID in the table 
listTitleType is defined as AUTO_INCREMENT=5. The next new value inserted in the table will 
automatically receive the value 5 as titleTypeID. 
Furthermore, the relation keys are specified. The PRIMARY KEYS of the tables are listed (e.g. 
listTitleType.titleTypeID, dataTitle.dataID, dataTitle.sequence). In addition, two 
FOREIGN KEYs constraints are defined in the table dataTitle for the attributes titleTypeID and 
dataID. The attribute titleTypeID references the table listTitleType and the attribute dataID 
references the table mdMetadata. For both, the reference option NO ACTION is chosen for the update and 
CREATE TABLE IF NOT EXISTS `listTitleType` ( 
  `titleTypeID` tinyint(3) NOT NULL AUTO_INCREMENT, 
  `titleType` varchar(20) DEFAULT NULL, 
  `titleTypeDOI` varchar(20) DEFAULT NULL, 
  `titleTypeVal` varchar(20) DEFAULT NULL, 
  `titleTypeDOIVal` varchar(20) DEFAULT NULL, 
  PRIMARY KEY (`titleTypeID`), 
  UNIQUE INDEX `titleTypeVal_UNIQUE` (`titleTypeVal`), 
  UNIQUE INDEX `titleTypeDOIVal_UNIQUE` (`titleTypeDOIVal`) 
) ENGINE=InnoDB DEFAULT CHARACTER SET=utf8 AUTO_INCREMENT=5; 
CREATE TABLE IF NOT EXISTS `dataTitle` ( 
  `dataID` INT(10) UNSIGNED NOT NULL, 
  `sequence` TINYINT(3) UNSIGNED NOT NULL, 
  `titleTypeID` TINYINT(3) UNSIGNED NOT NULL, 
  `dataTitle` VARCHAR(250) NOT NULL, 
  PRIMARY KEY (`dataID`, `sequence`), 
  CONSTRAINT `fk_dataTitle_listTitleType` 
    FOREIGN KEY (`titleTypeID`) 
    REFERENCES `listTitleType` (`titleTypeID`) 
    ON DELETE NO ACTION ON UPDATE NO ACTION, 
  CONSTRAINT `fk_dataTitle_mdMetadata` 
    FOREIGN KEY (`dataID`) 
    REFERENCES `mdMetadata` (`dataID`) 
    ON DELETE NO ACTION ON UPDATE NO ACTION 
) ENGINE = InnoDB DEFAULT CHARACTER SET = utf8; 
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removing of values. In addition, indices were added to both tables. A UNIQUE INDEX is used for the values 
titleTypeVal and titleTypeDOIVal. This index ensures that the values for the attributes are distinct. 
Consequently, it is not possible to add a value that matches already existing values.  
After creating the structure of the database in MySQL, the entire content from the previous database Version 
3.1 as well as new content, for example resulting from the creation of the TR32DB Metadata Schema (section 
4.3), had to be transferred to the new structure. This was primarily executed with SQL statements via the the 
graphical web-interface phpMyAdmin. In addition, new content available as comma-separated value (csv.) 
files, was imported via the graphical web-interface phpMyAdmin. Consecutively, examples of SQL INSERT 














The statement INSERT inserts new tuples (records, rows) into the specified table, for example, the tables’ 
dataTitle and listTitleType. The selected table and corresponding attributes are indicated. By using 
the VALUES syntax, multiple tuples can be inserted. The values for the tuples have to be declared in order by 
the indicted attributes. The statement fails with an error, if the declared attributes and indicated values do not 
match. Source of errors can be for example the inconsistency between the number of values and attributes or 
discrepancy with the data types.  
The final structure of the TR32DB database Version 4.0, presented in detail in appendix C.1.2, contains 115 
tables that are classified in seventeen groups (Figure 3-12). These groups are arranged similar to the TR32DB 
Metadata Schema Structure (see 4.3). With the exception of the table news, all other tables of the database 
structure are at least connected with one other table. Moreover, to sustain changes by the TR32DB users, 
some of the database tables, such as mdMetadata, dataTitle, dataCreator are mirrored in the 
database to store the modification steps. The mirrored database tables are always label with a c_ at the 
beginning of the table such as c_mdMetadata, c_dataTitle, c_dataCreator. This ensures a 
consistent naming and separation from the other tables in the database. The mirrored tables are not 
represented in the database structure.  
Throughout the entire database, a naming convention is used for the tables and attributes. The core tables 
storing the metadata details are characterized with md, for example mdIdentification or 
mdResponsibleParty. The attribute dataID serves as primary key in the md tables and refers to the 
central database table mdMetadata. A one-to-one relationship is applied between the md tables and the 
mdMetadata table. Supplementary tables, which are related to the core md tables, begin with data, for 
example dataTitle or dataCreator. These are implemented in a one-to-many relationship and enable 
multiple entries of tuples in the table. The combination of the attribute dataID and sequence serve as a 
primary key. Tables that correspond to DOI metadata, start with DOI (e.g. DOItitle, DOIcreator). All 
DOI tables are implemented in a one-to-many relationship. They include the attributes DOIID and sequence, 
which serve as a primary key. The overall tables referencing to controlled vocabulary lists start with list, for 
example listTitleType or listCreator. Different kinds of controlled vocabulary lists are maintained. 
Permanent lists do not change their content (e.g. listIsoTopiCategory). Values in dynamic lists are 
INSERT INTO `dataTitle` (`dataID`, `sequence`, `titleTypeID`, 
`dataTitle`) VALUES 
(615, 1, 1, 'Aggregation of radar rainfall data'), 
(803, 1, 2, 'Analyzing feedbacks in forest SVA system'), 
(803, 2, 3, '1st PhD report, 2014'); 
 
INSERT INTO `listTitleType` (`titleTypeID`, `titleType`, 
`titleTypeDOI`, `titleTypeVal`, `titleTypeDOIVal`) VALUES 
(1,'Main Title','Main Title','',''), 
(2,'Alternative','Alternative','alternative','AlternativeTitle'), 
(3,'Subtitle','Subtitle','','Subtitle'), 
(4,'Translated Title','Translated Title','','TranslatedTitle'); 
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expandable (e.g. listCreator). List tables are very often related to md, data or DOI tables, where the 
list attribute is defined as foreign key (e.g. dataTitle.titleTypeID, dataCreator.creatorID, 
dataCreator.roleTypeID). Some of the list tables are related, for example the table listCreator is 
related to the tables listCreatorStatus, listCreatorScheme, and listInstitution. 
Furthermore, the main attributes of a table in the database are always entitled to the table name, for example 
listTr32Topic.tr32Topic or listTitleType.titleType. 
 
Figure 3-12: Simplified TR32DB database structure Version 4.0 (detailed structure in appendix C.1.2) 
The TR32DB database Version 4.0 is organized in the following groups, which are presented in detail in the 
(appendix C.1.2): 
Administration contains tables that are used to administrate components of the TR32DB. For 
example, the administration of the users is managed with the tables user, userSubproject, 
and userAdmin. Exemplary, the assignment of the users to a specific sub-project or the admin 
group is carried out here. General tables are included to manage the news of the web-interface 
or store the download count of datasets via the web-interface. In addition, the table 
whoIsOnline records the users of the web-interface. 
Metadata_MetadataDetails comprises tables that store the so-called metadata on metadata. The tables 
afsData, mdMetadata, and dataConformity are included. The table mdMetadata is the 
central table of this group and the entire database structure. mdMetadata involves the attribute 
dataID, which is the identifier of a dataset in the TR32DB database. dataID is the relating 
attribute to the md and data tables, where it also serves as the primary key. In addition, the 
table mdMetadata comprises details about the metadata creation date and last update date, as 
well as the visibility of the metadata on the website. The table afsData includes information 
about the storage of the data file in the AFS, for example, the storage path, file size, file name, 
and upload date. In addition, the affiliation to a sub-project, funding phase, and metadata type 
are stored. The table dataConformity is not yet used. It is already designed for future 
application to store the conformity of the datasets to used metadata standards. 
Metadata_Identification involves all metadata, which are used to identify a dataset in the TR32DB. 
The core table mdIdentification comprises attributes to store the citation advice for a 
dataset. In addition, the path to the additional describing PDF file is stored. For future use, the 
application of a graphic preview images is already considered in the table structure, but not yet 
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implemented. The tables dataTitle and dataDescription enable the storage of an 
identifying title and description. Details about an existing identifier or the relation to an 
identifier can also be specified. 
Metadata_ResponsibleParty comprehends the metadata details concerning the responsibility of 
the data. The core table mdResponsibleParty contains only the attribute publisher. In addition, 
the dataset creator, a contributor, and an organisation can be specified in the tables 
dataCreator, dataContributor, and dataOrganisation.  
Metadata_Topic contains all tables of the database that store metadata details, which describe a 
dataset with a topic or subject. The central table mdTopic includes the attributes 
tr32TopicID and isoTopicCategoryID, both related to a corresponding controlled list. In 
addition, the tables dataKw, dataGemet, dataGemetInspireSpatialDataTheme, and 
dataDDC are comprised. All facilitate multiple entries of tuples and are related to a particular 
controlled list, with the exception of table dataGemet. 
Metadata_FileDetails includes tables and corresponding attributes to describe a dataset with 
metadata related to the file details. The central table mdFileDetails comprises attributes to 
specify the language, processing status, data type, file format and appropriate version. 
Furthermore, the tables dataSize and dataDate are included, which enable multiple tuple 
entries.  
Metadata_Constraints contains only the core table mdConstraints. Here, attributes are 
specified, which enable the dataset description of access and use constraints, download 
permission and download information, as well as a licence. They are defined with the attributes 
accessCon, accessUse, licenceID, dlPermID, and dlInfo. 
Metadata_Geographic involves the single core table mdGeographic to describe a dataset with 
geographic details. Geographic coordinates of a bounding box can be stored by using the 
attributes north, east, south, and west. Moreover, the measurementLocationID 
attribute is included, which is related to the table listMeasureLocation. 
Metadata_Publication comprehends the specific metadata details of the data type publication. This 
group is an exception. Besides the main core table mdPublication, four further md tables 
are defined that describe the single requirements concerning the various publication types. The 
table mdPublication defines the attributes publicationTypeID, 
publicationStatusID, year, and review status. In addition, the table PubEventPaper 
determines attributes to describe a publication from the data type event paper. This includes 
details about the event (e.g. eventType, event name, event location), as well as information 
about the proceedings (e.g. proceedings editor, title, issue, volume). The table mdPubBook 
defines attributes to specify a publication from the data type book, for example series title, series 
editor, publishing city or book volume. The table mdPubBookSection includes attributes to 
describe a publication from the data type book section, for example book title, book editor, 
publishing city or page range. Finally, the table mdPubArticle contains attributes to define a 
publication from the data type article. The attributes article type, journal, issue, volume, and 
page range are, for example, determined. 
Metadata_Picture covers the table mdPicture to define metadata details for a dataset from the 
data type picture. For example, general attributes with regard to the technical characteristics 
include resolution, image size, recording period or image orientation. In addition, details about 
the image recording or creation are defined, like recording place and method, as well as details 
about the event (e.g. event name, type, date period). 
Metadata_Presentation is used to describe metadata of a dataset from the type of presentation. 
The table mdPresentation determines attributes like event type, presentation type, presenter, 
event name, location or event period.  
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Metadata_Report includes the table mdReport, which defines attributes to store metadata of a 
dataset from the data type report. The attributes like report type, report date, as well as the 
institution and city are specified.  
Metadata_Geodata contains attributes to describe a dataset from the data type geodata. The core 
table mdGeodata includes, for example, the attributes lineage or temporal extent period. In 
addition, further tables with attributes are specified to meet the demands of the metadata 
standards. The tables dataReferenceSystem, dataVerticalExtent, 
dataPresentationForm, dataMaintenanceInformation, dataSpaitial-
Representation, and dataSpaitialResolution are defined with corresponding 
attributes. All tables are optional and enable multiple entries. 
Metadata_Data is used to describe metadata of a dataset from the data type data. The core table 
mdData is included with attributes like temporal extent period and lineage. In addition, the 
tables dataInstrument and dataInstrumentParameter are available, both related in a 
One-To-Many relationship, which enables multiple entries of tuples. Attributes about an 
instrument or model and corresponding parameters (e.g. instrummentParameterID, 
temporalFrequency, resolutionDistance) are specified. 
Metadata_DOI comprises tables to store metadata of datasets with a DOI. The table DOI is the 
core table that is connected with the all other tables in this group. For example, the table 
DOItitle stores the title, the associated type of title and the sequence of a dataset. The 
creator(s) of the dataset and the corresponding sequence is retrained in the table DOIcreator.  
ControlledVocabularyList (specific) covers all controlled vocabulary lists, which are necessary to 
support the defined attributes in the metadata groups with focus on the specific metadata details 
(Metadata_Publication, Metadata_Picture Metadata_Presentation, 
Metadata_Report, Metadata_Geodata, and Metadata_Data). The group contains 
20 tables, for example listArticle, listPublicationType, listPresentationType, listReportType, 
listInstrument, and listInstrumentParameter. The controlled lists are related to at least one table. 
For example, the table listReportType is related to the table mdReport. The table 
listEventType is for example related to the tables mdPresentation, mdPicture, and 
mdPubEventPaper.  
ControlledVocabularyList (general) includes supplementary tables for the groups 
Administration, Metadata_DOI, as well as such groups with focus on general metadata 
descriptions like Metadata_Identification, Metadata_ResponsibleParty, 
Metadata_Topic, Metadata_FileDetails, Metadata_Constraints, 
Metadata_Geographic, and Metadata_MetadataDetails. In total, 36 tables are 
determined. Some of the tables combine values from various metadata standards and schemas, 
like table listDateType. This table supports values from Dublin Core, DataCite Metadata 
Schema, and ISO 191115. The mapping of the metadata standards described in section 3.3 and 
4.3 is implemented in a table structure. Besides the attributes that contain the metadata standard 
or scheme value (e.g. dataTypeDOI), additional attributes are defined, which include the values 
used for the visualisation on the web-site (e.g. dataTypeDOIVal).  
The TR32DB database structure Version 4.0 is maintained and supported continuously. New requirements of 
the TR32DB system will be incorporated. Consequently, the database will be consecutively updated. 
3.6 The TR32DB web-interface 
The TR32DB web-interface is the graphical user interface (GUI) of the TR32DB system, hosted and 
administrated at the Regional Computing Centre of the University of Cologne (RRZK). The web-interface is 
accessible by a web-browser at http://www.tr32db.uni-koeln.de or http://www.tr32db.de. 
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The web-interface provides a web-based access to the project data stored in the file-based data storage 
(section 3.4) and the corresponding metadata stored in the database (section 3.5). The latter can be managed 
(e.g. input, edit, search) by the web-interface. In addition, further features are provided by the web-interface, 
like web mapping applications or registration of DOIs. In this section, a brief overview will be provided 
about the methods used to create the web-interface. Initially, general recommendations and guidelines will be 
outlined. Following, a brief outline will be presented of the design and used components to set up the 
previous web-interface Version 3.1 and the current web-interface Version 4.0. Finally, applied methods will 
be briefly described for the set-up of the integrated WebGIS and the registration of TR32DB DOIs. 
In order to implement a web-interface, some general recommendations and guidelines (section 2.3.4) have to 
be followed. Initially, the Barrier-free Information Technology Ordinance North Rhine-Westphalia (BITV 
NRW) and the Web Content Accessibility Guidelines (WCAG) have to be considered with regard to the 
design and generation of the web-interface (e.g. use of standardized programming languages; design should 
be perceivable, understandable, operable, and robust). In addition, since the TR32DB web-interface is 
established in the environment of the RRZK, regulation and recommendations for the publishing of websites 
hosted at the RRZK have to be followed. This concerns rules about the barrier-free accessibility of the 
websites (e.g. layout, navigation, use of images and tables, browser technologies), general operating rules (e.g. 
liability and conformity to law), admission requirements (e.g. compliance of technical rules, obligations of 
webmaster), as well as legal advices (e.g. data protection) (RRZK, 2014d).  
Web-interface Version 3.1 and Version 4.0 
The TR32DB web-interface Version 3.1 and Version 4.0 were designed according to previous mentioned 
recommendations and rules, as well as according to usability principles and user guidance as described in 
section 2.3.4. In addition, demands and requirement of the TR32DB users were followed to create a user 
friendly GUI. The design of both web-interfaces is organized in several components, as shown in Figure 2-9 
and their colour scheme is arranged in mainly yellow and green colours according to the logo of the 
CRC/TR32 (Figure 4-6 and Figure 4-41). Both web-interfaces are individually self-developed and are 
connected to the file-based data storage (section 3.4) and the database (section 3.5). The web-interfaces are 
generated on the basis of code especially written for this purpose by using languages like HTML or PHP. In 
both cases, a Model-View-Controller (MVC) principle (section 2.3.1) was applied. To provide secure access 
and communication to the internal part of the web-interface, for both versions the Secure Sockets Layer 
(SSL) encryption protocol, described by HEIDERICH (2009), is used. Subsequently, the set-up of the two web-
interface version will be briefly described. 
The web-interface Version 3.1 was developed on basis of Smarty (SMARTY, 2014), a web template system, 
which is based on PHP. In addition, the markup language HTML, the style sheet language CSS, as well as the 
programming language JavaScript were used. PHP and HTML were used to create the dynamic webpages, as 
described in section 2.3.4. Furthermore, CSS was applied to format and style the web pages (e.g. font, font 
color, font size, tables). In addition, JavaScript was used for some special features like a calendar or an 
integrated bounding box.  
A simplified structure of the website scripts is presented in Figure 3-13. The structure is organized in a folder 
structure. The docs part contains the PHP files, organized according to special topics like doi or search. 
The corresponding template files, which are based on HTML, are located in the smarty-folder. The 
webpages are created from the PHP and template files. 
The web-interface Version 4.0 is developed with the server-side scripting language PHP, the markup language 
HTML, the style sheet language CSS, as well as the programming language JavaScript. In this context, HTML 
and PHP are used to from the web pages. The web pages are created dynamically, as described in section 
section 2.3.4. In addition, CSS is applied to format and style the web pages (e.g. font, font color, font size, 
Chapter 3: Designing the TR32DB architecture: data, methods, and components 
90 
tables lines). Furthermore, JavaScript is adopted for special functionalities such as a calendar, a map search, a 
spatial bounding box or an image gallery.  
 
Figure 3-13: Simplified part of website project structure Version 3.1 
 
Figure 3-14: Simplified part of website project structure Version 4.0 
A simplified structure of the website is presented in Figure 3-14. The website structure is organized in a well-
arranged folder structure containing four main folders, which are subdivided in sub-folders according to a 
specific topic. These enable a complete separation of website content, structure, layout, external libraries, as 
well as images included in the web-interface. The library folder lib contains all PHP class files, which are 
used to manage the website. For example, the css.wizard.php styles the metadata input wizard (Figure 
4-72 - Figure 4-59) or class.wizard.php is responsible for the checking of the single input fields. The 
template folder includes files, which provide the structure of the website. For example, the doi.php is 
responsible for the layout of the DOI data description webpage (Figure 4-54). In addition, external libraries 
are organized in the exLib-Folder, such as the mapSearch.php, which creates a map with overlaying 
markers using the Google Maps API (Figure 4-48). Finally, the images folder includes all images, which are 
displayed on the entire website like the header logo or footer logos (Figure 4-41). 
TR32DB web mapping services and WebGIS 
An important part of the TR32DB is the visualization, analysis, and supply of spatial data. Within the 
TR32DB several web mapping functionalities are used. These are the main TR32 Viewer (an integrated 
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WebGIS) (Figure 4-34 and Figure 4-86), the map search (Figure 4-48), and the bounding box map integrated 
in the metadata input form (Figure B-2) or wizard (Figure 4-64). The major TR32 Viewer and the bounding 
box map are only accessible by authorized users of the TR32DB.  
All web mapping services (section 2.3.5) are hosted by using ESRI's ArcGIS Server, Version 10.0, which is 
installed on a virtual machine in the RRZK environment. The services are implemented for the different web 
mapping applications by using the Representational State Transfer (REST)–API (PINDE & SUN, 2011). The 
map services are generally capable of dynamic drawing, but also preprocessed tiled images are used for faster 
navigation. Furthermore, query and search functions for the attributes of the data are also available. The data 
is located on the mounted hardware drive of the virtual machine and are mainly administrated by a File 
Geodatabase (FGDB). A FGDB is a collection of files (spatial or non-spatial) in a folder on a mounted 
hardware, which enables the storage, management, and request of files (ESRI, 2012). In this FGDB, the 
vector data has been imported into different thematic feature datasets. Feature datasets consist of different 
feature classes, according to their theme and type of feature (point, line, area). For instance, all data describing 
the CRC/TR32, such as the Rur catchment boundary, the sub-catchment boundary (e.g. Kall), the measuring 
sites and areas (e.g. Selhausen), are combined in the TR32 feature dataset. Furthermore, the raster data 
is managed by a raster mosaic datasets in the FGDB. The original data is stored in folders, whereas feature 
attributes, locations, extents and overviews are directly stored within the FGDB. In previous versions of the 
TR32 Viewer, the ArcGIS Server Image Extension was used in combination with ArcGIS Server 9.3. 
Table 3-2: Overview of the different types of web mapping services and data 
Web mapping 
service name 
Service type Dataset Description Tiled/tiles/amount 
ALK Map service Cadastral map for three sub-regions. Yes/194/232 MB 
ATKISBasisDLM07 Map service Digital landscape model for the entire Rur catchment of 2007 Yes/572/1.44 GB 
ClimateStations Map service 
Climate stations of German weather forecast, 
Meteomedia Group, Rur and Erft water resources
association since 2007 yearly. 
No 
ISBK50 Map service Soil map information system of North Rhine-Westphalia in a scale of 1:50,000. Yes/1808/5.88GB 
Land Use 
Information Map service 
Land use information in 15 m resolution from 
each year of 2007 to 2012, derived by the multi-
data approach involving remote sensing 
classifications (WALDHOFF et al., 2012) 
 
ScilandsDEM10m Map service Digital elevation model in 10 m resolution. Yes/630/1.52 GB 
TR32Specs Map service 
Specific project data: catchment and sub-regions 
boundaries, measuring sites, cosmic ray stations, 
climate stations of CRC/TR32, gauging stations, 
Eddy covariance stations, and radar stations. 
 
TR32webmap Image Service Basic project data, designed for the use in the mapsearch and bounding box application  
DOP0708 Image Service Digital orthophotos for the entire Rur catchment of the years 2007-2008  
DOP10 Image Service Digital orthophotos for the entire Rur catchment of the years 2010  
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All these data are stored and managed by the FGDB and are used to establish web mapping services, as well 
as image services (Table 3-2). The cartography, such as the colors of features and labeling, are adjusted in an 
ESRI ArcMap document (MXD file) and stored in a special document for the server, the map service 
definition (MSD file). These files can combine different data sources, for example from the FGDB, and each 
included dataset can be adjusted to specific needs. The ArcGIS Server uses the information in the MSD file 
to establish web mapping services, which draw images according to the request of the client and the settings 
of the map document and web mapping service. In contrast, image services can be established by the server, 
which directly rely on the chosen mosaic datasets. The latter shows additional functions that can be accessed 
by the clients (e.g. on-the-fly processing). The image services are used in this context for the delivery of the 
DOPs of 2007/2008 and 2010. These image services contain about 3,700 images with a size of ~ 287 GB. 
Overviews, which are images with a reduced resolution of a certain extent of several combined images, are 
automatically rendered and used to increase display speed. Several map services are pre-cached by the usual 
ArcGIS Online / Bing Maps / Google Maps-Schema that contains 20 different predefined scales. Tiles, each 
as PNG images with a 256 by 256 pixel size are rendered for the scales that are used by the aforementioned 
mapping services. An overview of the different types of web mapping services and the data (see also section 
3.1.2) involved is presented in Table 3-2. 
TR32DB DOI registration 
For the persistently identification of data, which are stored in the TR32DB, a DOI (section 2.1.6) can be 
applied. By means of the DOI, the data can be accurately cited, for example, in a publication. The registration 
of a DOI has to follows several stages in the workflow, as presented in Figure 3-15. They will be described 
subsequently. 
 
Figure 3-15: TR32DB DOI Registration Workflow 
Initially, in stage one, the metadata provided by the TR32DB user (DOI applicant) (section 4.5.1.3 and 
4.5.2.3) will be checked by TR32DB admin. These metadata have to be compliant to the DataCite Metadata 
Schema (section 2.2.2.2). In the context of the TR32DB, currently the DataCite Metadata Schema Version 2.2 
(DATACITE METADATA WORKING GROUP, 2011) is implemented. Supplementary to the provided metadata 
of the DOI applicant, further metadata will be added such as the DOI name. The name is comprised of the 
prefix 10.5880 and the individual suffix. The suffix is automatically generated, when the user applies for a 
TR32DB DOI (e.g. TR32DB.10). The suffix name can be modified by the TR32DB admin. For instance, for 
the application of DOI for proceedings articles of organized workshops (e.g. Kölner Geographische 
Arbeiten), the suffix is manually changed (e.g. TR32DB.KGA90.1). Besides the DOI name, furthermore the 
corresponding URL (e.g. http://www.tr32db.uni-koeln.de/search/view.php?dataID=518) is automatically 
added to the DOI metadata. In case, the metadata are complete and conform to the applied Metadata Schema 
of DataCite, they will be posted in XML format (Figure B-5) to the co-operating data centre of the 
Helmholtz Association Research Centre for Geosciences (GFZ). By using the REST (Representational State 
Transfer)-based API (application programming interface), the metadata will be stored in the DOIDB 
Metadata Store (GFZ, 2014). The DOIDB Metadata Store operates as a proxy service and is directly 
connected to the DataCite Metadata Store (DATACITE, 2014b). Consequently, by submitting metadata to the 
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DOIDB Metadata Store, the registration of the DOI is directly triggered at the DataCite Metadata Store. 
According to LUDWIG & ENKE (2013), the DOI name and the corresponding URL are finally forwarded to 
the International DOI Foundation (IDF). The registration of a TR32DB DOI is completed and the DOI is 
now resolvable. For example, the DOI TR32DB.KGA90.1 can be resolved by using the address 
http://doi.org/10.5880/TR32DB.KGA90.1 or 
http://dx.doi.org/10.5880/TR32DB.KGA90.1. 
Overall, the TR32DB is responsible for the storage of the relevant dataset and the associated metadata 
including creation, storage, accessibility, and quality assurance. In addition, the allocation of a landing page is 
recommended by DataCite and is provided for TR32DB DOIs (Figure 4-15 and Figure 4-54). According to 
DATACITE (2012), the implementation of landing webpage is best practice for all registered users. This 
landing page should contain at least one of the following specifications: (i) a full citation of the registered 
data, (ii) a statement concerning the access to the data (e.g. details about usage restriction or download link to 
data), or (iii) associated metadata of the data. 
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4 The TR32DB: a project database for the CRC/TR32 
In the previous chapters, the technical details of the CRC/TR32 Data Management System (TR32DB) 
(chapter 3) according to the state-of-art depicted in chapter 2 were presented. This chapter gives an overview 
of the functionalities of the TR32DB from the user ´s perspective. Therefore, initially, the demands and 
requirements of the TR32DB are presented in section 4.1. The general structure of the TR32DB is 
introduced (section 4.2). Subsequent, section 4.3 focuses on the TR32DB Metadata Schema. Section 4.4 
introduces the TR32DB storage and organisation of the project data. Finally, TR32DB web-interface will be 
presented in section 4.5. The web-interface Version 3.1 (section 4.5.1) and the updated, improved web-
interface Version 4.0 (section 4.5.2) are described. 
4.1 Demands and requirements of the TR32DB 
Prior to designing and implementing a scientific data management for the CRC/TR32 (section 3.1), it is 
important to know the requirements, demands, and needs of the project and the project participants. To 
archive a first overview of the CRC/TR32 project participants’ requirements and needs for a centralized data 
management system, a survey was carried out in 2007 (section 3.3). This survey focused on general questions 
about a centralized data management system, the data delivery (kind, format, file size), and the operating 
system and software used (appendix A). 
In retrospect to the last years, three main requirements and demands on the scientific data management of 
the CRC/TR32 that have emerged and need to be considered. These are: 
Amount of data The amount of data created by the project participants has to be considered. With 
regard to three scheduled funding phases, each four years, the project might operate for 
12 years. In addition, the specific structure of the project has to be considered, which is divided 
in clusters and then subdivided in several project sections. In the course of the funding time of 
12 years, approximately 60 project sections can be funded. Finally, the number of scientists 
working in the various project sections has to be considered. On average, around 1-3 PhD 
students or 1-2 Post-Docs are working in a project section per funding phase. On average, 
within 12 years of funding around 80 PhD students and 30 Post-Docs are working within the 
project and create data, as well as numerous Bachelor and Master Theses are produced. 
Nature of the data Moreover, the nature of the data has to be considered. The CRC/TR32 has the 
different research fields (SVA) and thus, an interdisciplinary scientific background. The project 
participants create and collect very heterogeneous data in different spatial and temporal scales, 
as already introduced in section 3.1.2. They conduct, for example, measurements in a temporal 
resolution of minutes, hours, days, weeks, months etc. or in a spatial scale of points, plots, the 
sub-basin or the basin scale. Most of these data is created within a spatial domain. These data 
result from various field measurements, observations, or model simulations. Besides the 
collected or created research data, research results like publications, presentations, reports, or 
pictures need to be handled. Additionally, a multitude of purchased geodata has to be managed. 
Format and size Finally, the format and size of the data varies due to the different research 
backgrounds. As a result, the project participants create and provide data in various file formats 
like MS Excel, ASCII, NetCDF, binary format, PDF, JPEG, or TIFF. The size of a single data 
file varies from a few kilobytes to several gigabytes. 
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Consequently, our CRC/TR32 Data Management System (TR32DB) was set up according to the needs and 
demands of the project data and background to handle a huge amount of very heterogeneous data. The 
design has considered recent IT developments and standards (section 3.4 and 3.5), as well as demands on 
documentation of the data with accurate metadata according to common, adequate metadata standards 
(section 3.3). The systems was developed and adjusted to requests of project participants (e.g. feedback on 
TR32DB trainings, project meetings). Identified problems and challenges in terms of empty archives, data 
publishing and sharing, as well as barriers of researchers (BORGMAN, 2012; GRIFFITHS, 2009; HARTTER et al., 
2013; NELSON, 2009) (section 2.1) were considered. In addition, experiences gained by other interdisciplinary 
research projects in the field of environmental sciences (MÜCKSCHEL et al., 2007; NAUSS et al., 2007) were 
concerned.  
Finally, the TR32DB was developed following specific DFG guidelines, already introduced in section 2.1.2, 
like the Proposals for Safeguarding Good Scientific Practice (DFG, 1998, 2013e). These recommend the archiving of 
the primary data (secure storage in a durable form) for at least ten years in the institution of their origin, when 
the data are a basis for a publication. In addition, the Guidelines Collaborative Research Centres Programme (DFG, 
2013d) (previous: Guidelines-Service-projects for information management and information infrastructure in CRC-INF 
(DFG, 2009a)) has to be considered. These describe the tasks and duties of Information Infrastructure sub-
projects (INF-projects). The main objectives are the fulfilment of the principles of good scientific practice and 
generation of synergies through the implementation of data platforms (e.g. sharing and re-use of data). For the 
creation of this data platform, existing local information facilities (e.g. university library or computing centre) 
and available tools and technologies should be used to archive and provide the created data beyond the 
funding duration. For instance, the focus of an INF-project could be on the development of a project database, 
which aims on the storage of the generated CRC data including associated metadata (DFG, 2013d). 
Subsequently, the implementation of the single components of the CRC/TR32 project database (TR32DB) 
will be described. 
4.2 The TR32DB system architecture 
As already introduced in chapter 3, the TR32DB system comprises three main components to manage the 
CRC/TR32 project data (Figure 4-1). These are a file system, a database, and a web-interface with an 
integrated web mapping application. The file system (section 3.4) is the physical storage of the CRC/TR32 
project data, which is implemented and administrated within the AFS of the RRZK. The AFS is connected to 
the database by storing the AFS file path of the datasets in a MySQL database, as well as further details like 
type of data, corresponding sub-project and phase, file name and size, and upload time (section 3.5). The 
main task of the database is the storage and management of the entire metadata, which belong to the project 
data. In addition, the MySQL database has to handle administrative data, like user details or user rights. The 
self-developed TR32DB web-interface (section 3.6), accessible online at www.tr32db.de since early 2008, is 
the connecting component between AFS and MySQL database. Management, visualisation and publication of 
all created CRC/TR32 project data and purchased data (e.g. climate data or basic geodata) via metadata are 
the main duty of the web-interface. Some processed geodata, which are used for visualization purposes in the 
WebGIS (section 3.6), are stored in a virtual machine at the RRZK in a file-based storage and file 
geodatabase. The WebGIS is implemented as an alteration of the ESRI Flex Viewer and web mapping 
services are established by the ESRI’s ArcGIS for Server technology (section 3.6). 
TR32DB users, who want to store and publish their data in the TR32DB, have to upload their data to the 
data storage (AFS) in a first step. The data will be moved by the script, presented in section 3.4.2, to the final 
position in the AFS data storage overnight. In a second step, the user has to login to the TR32DB webpage 
the next day. He will be requested to add metadata for the file he has uploaded by the metadata input wizard 
of the webpage. After a successful submission of the metadata, the data file is directly available at the web-
interface. Furthermore, webpage visitors and authorized users are able to search, request and download data 
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(depending on the download file permission). By means of the implemented internal Web-GIS, authorized 
users can visually search and explore existing geodata and their attributes. They can use a specific climate data 
tool, also implemented in the internal area of the web-interface or they can access data from the AFS share 
area by the webpage. 
 
Figure 4-1: TR32DB components 
There are some restrictions for the use of the TR32DB, which need to be considered. These are set by the 
administrator of the TR32DB for safety and technical aspects. Only authorized users (CRC/TR32 project 
participants) are allowed to store or share their project data within the TR32DB structure. The access to the 
TR32DB system is operated by user accounts of the RRZK (section 3.4.2). All employees of the University of 
Cologne receive this user account by default and accordingly all project members from other institutions have 
to apply for a user account of the RRZK (RRZK, 2013d) by the TR32DB administrators. This user account 
is by standard valid until the end of the recent project funding term of the CRC/TR32.  
A detailed overview of the main workflows of registered users and all further users are presented in Figure 
4-2 in addition to the previous described structure and workflows. To successfully submit data to the 
TR32DB registered users have to conduct two steps, as already introduced. In detail, at first, they have to 
login to the RRZK server and have to navigate to their specific storage area TR32DB storage. After copying 
the file to the server, they have to logout, and consequently finished the first step. This first step can be 
executed either for the upload of data to the data storage, as well as to store data in the share folder directory. 
To enter or edit metadata of a specific dataset the user has to access the TR32DB web-interface. After a login 
to the website, the user has to navigate to the user home, where he can select the dataset of interest, which 
should be complemented with new metadata or modified. Subsequently, the user can enter or modify the 
metadata of the chosen dataset. After checking the metadata, the user can submit and finally logout. 
Following the successful submission of the metadata, the registered user can execute an optional step and 
apply a DOI for his dataset by the web-interface. Initially, the user has to login to the web-interface, navigate 
to his user home and select the dataset of interest. Now, he has to complement the already available 
metadata, check and submit them, as well as finally log out again. All users can search for data, inspect all 
metadata and download the data, depending on the permission of the dataset. To perform this operation, 
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initially, the user has to search for the dataset by using different search options. After selecting the file of 
interest, the user can view the corresponding metadata of this dataset. Depending on the access authorization 
of the dataset, the user is able to download the dataset. The single stages will be described. 
 
Figure 4-2: TR32DB user workflow for registerd and all users 
4.3 The TR32DB Metadata Schema 
The self-developed TR32DB Metadata Schema was designed with the purpose to support the metadata 
management within the TR32DB. As explained in chapter 3.3, the schema is build up in compliance with the 
Dublin Core (DCMI, 2012a, b; section 2.2.2.1), the DataCite Metadata Schema Version 2.2 (DATACITE 
METADATA WORKING GROUP, 2011; 2.2.2.2), the ISO19115:2003 Metadata Standard (ISO, 2003; section 
2.2.2.3), as well as the INSPIRE Implementing Directive (EUROPEAN COMMISSION, 2008) and the INSPIRE 
Metadata Implementing Rules (DRAFTING TEAM METADATA AND EUROPEAN COMMISSION JOINT 
RESEARCH CENTRE, 2010; section 2.2.2.4). The entire metadata schema is described in a detailed 
documentation and published online in April 2014 (CURDT, 2014b). The TR32DB Metadata Schema 
documentation specifies initially a general introduction of the metadata schema and, subsequently, a detailed 
description of the single TR32DB metadata properties and their attributes in structured lists. Finally, an 
appendix is presented including the mapping of the TR32DB metadata properties to other metadata schemas 
and standards, as well as the presentation of controlled vocabulary lists and their attribute values associated 
with the TR32DB metadata properties. The documentation of the metadata schema serves as a guideline for 
the users of the TR32DB, as a basic concept for the metadata management in the current Web-Interface 
                                                     
 The chapter is based on CURDT, C., 2014b. TR32DB Metadata Schema for the Description of Research Data in the 
TR32DB. Collaborative Research Centre/Transregio 32, Project Section Z1/INF, Institute of Geography, University of 
Cologne, Cologne, Germany. doi: 10.5880/TR32DB.10. (appendix D) 
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(Version 4.0, section 4.5.2), and as a technical documentation of the TR32DB system. In the following, the 
TR32DB Metadata Schema will be described, based on its documentation provided in appendix D. 
The TR32DB Metadata Schema is set up on two levels, presented in Figure 4-3. The first level is the general 
level. This level includes metadata properties classified into seven categories: Identification, Responsible 
Party, Topic, File Details, Constraints, Geographic, and Metadata Details. The purpose of the general level is 
to describe all data with basic information. They are all equal for every data type. The second level is the 
specific level. This level contains the data type specific metadata properties. Currently, it is divided into six data 
type categories: Data, Geodata, Report, Picture, Presentation, and Publication. The category Publication takes 
a special position. This category is once again subdivided into the most common publication types: Article, 
Book, Book Section, and Event Paper. Event Paper can be applied to all kind of papers presented at an event 
like a conference, workshop, or project meeting. The purpose of the specific level is to describe the data with 
information, which are specific for one of the selected data types. 
 
Figure 4-3: TR32DB Metadata Schema Structure set up in a general and specific level 
Every data type category includes a certain number of properties and corresponding sub-properties. They are 
described in detail in a tabular form (e.g. Table 4-1) with the following attributes:  
Identifier (ID) defines the number of the metadata property or sub-property. Properties are 
represented with a single number. 
TR32DB property name is the label assigned to the metadata property or sub-property. All 
metadata property names start with a capital letter. All metadata sub-property names start with a 
lower case letter. Multiple words are concatenated to one single word, with each sub-word 
beginning with a capital letter. 
Definition describes the metadata property or sub-property. 
Occurrence (OCC) indicates the quantity or cardinality constrains of the metadata property or sub-
property. The following selection is available: 
0-n means metadata property or sub-property is optional and repeatable 
0-1 means metadata property or sub-property is optional, but not repeatable 
1-n means metadata property or sub-property is required and repeatable 
1    means metadata property or sub-property is required, but not repeatable 
Obligation (OB) describes the level of creation for each metadata property or sub-property. This is 
distinguished in: 
Mandatory (M) properties or sub-property must be provided 
Optional (O) properties or sub-property may be provided 
Automatic (A) properties or sub-property are automatically generated 
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Notes of a metadata property or sub-property provide information about the allowed values, 
examples, or other constraints, for example data value type (e.g. free text, date, controlled 
vocabulary), syntax encoding scheme (e.g. encoding for a date), or details on the obligation level. 
Table 4-1 provides an example of the description of the property Title and the corresponding sub-property 
titleType. Both are associated with the category Identification. The Title property is mandatory 
and is required at least one time, but can be repeated as often as required. A free text can be used for this 
property. The sub-property titleType is also mandatory, but may occur only once. This sub-property 
demands the use of a value from the associated controlled vocabulary list TitleType. 




Definition Occ OB 
Notes (allowed values, examples, other 
constraints) 
Identification 
1 Title A name given to the 
dataset. Typically a title will 
be a name by which the 
dataset is formally known.  
1-n M Free Text
Example: 
Enhanced Land Use Classification of 2012 
for the Rur catchment 
1.1 titleType The type of Title. 1 M Controlled List: TitleType 
See appendix for values and definitions. 
 
The controlled vocabulary list TitleType (Table 4-2) is presented in the appendix of the metadata schema 
documentation (appendix D.5, Table D-54). The attribute values of the controlled list are composed of 
various metadata schemas and standards. The header line of the table indicates the origin of the value name. 
For the list TitleType, values of the Dublin Core (DCMI, 2012a, b), the DataCite Metadata Schema 
Version 2.2 (DATACITE METADATA WORKING GROUP, 2011), and the ISO19115:2003 Metadata Standard 
(ISO, 2003) are specified. A mapping has been conducted of the available values. The used TR32DB value 
contains values of the just mentioned metadata schemas and standards and is extended with the own value 
mainTitle. In addition, a definition of each single TR32DB values is provided. 











1. mainTitle   Main title of the dataset. 
2. alternativeTitle alternative alternativeTitle alternateTitle Alternative title of the dataset.
3. subtitle  subtitle Subtitle of the dataset. 
4. translatedTitle  translatedTitle Translated title of the dataset.
 
In contrast, self-established controlled value list are also provided in the TR32DB Metadata Schema. They are 
created with focus on the background of the CRC/TR32 or with regard to the demands of the data type 
categories. Some of the controlled lists are marked with an asterisk *. They are continuously updated by the 
CRC/TR32 project participants. For example an excerpt from the controlled list MeasureLocationTR32 
is presented in Table 4-3 (appendix D, Table D-33).  
In addition, self-established controlled lists are provided with focus on the background of the CRC/TR32 
that are not described in the documentation of the TR32DB Metadata Schema. In general, these lists are also 
marked with an asterisk * and are also continuously updated. In contrast, these controlled lists are more 
frequently and contain a huge amount of values. Consequently, they are not described in detail in the 
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documentation of the TR32DB Metadata Schema. Instead they are available online and accessible for the 
TR32DB users. For example the controlled list InstitutionList is available at 
http://www.tr32db.de/institutionList, the list InstrumentList is available at 
http://www.tr32db.de/instrumentList, and the list keywordList is accessible at 
http://www.tr32db.de/keywordList.  
Table 4-3: Excerpt from the controlled list MeasureLocationTR32 (appendix D.5, Table D-33) 
ID Value name TR32DB Definition 
1. Wüstebach TR32 measure/model location Wüstebach located in Erkensruhr. 
2. Rollesbroich TR32 measure/model location Rollesbroich located in Kall. 
3. Merken TR32 measure/model location Merken located in Ellebach. 
4. Merzenhausen TR32 measure/model location Merzenhausen located in Ellebach. 
 
Moreover, controlled lists are provided that are predefined by a standard or organisation. For example the 
controlled list Language is available at http://www.tr32db.de/LanguageList and the controlled list 
MimeType is accessible at http://www.tr32db.de/mimeTypeList.  
In the following, the content of the single metadata property categories of the TR32DB Metadata Schema 
will be described in detail. The numbers (identifiers) indicate the corresponding entry in the TR32DB 
Metadata Schema description (appendix D.3). 
General level 
The category Identification includes metadata properties with focus on the identification of the 
described data (appendix D.3.1). This category specifies the following properties:  
1. Title (with titleType) (M) 
2. Description (with descriptionType) (M) 
3. Identifier (with identifierType) (O) 
4. Relation (with identifier, identifierType, relationType) (O) 
5. CitationAdvice (O) 
6. Additional Description (with descriptionFileName, graphicFileName) (O) 
The properties Title and Description are both mandatory. They are required at least one time, but can 
be repeated as often as demanded. They are used to describe the data with basic textual information. Further 
details can be added by using other optional properties of the Identification category. For example, by 
using the property Relation, a relationship from the described data to another resource or identifier can be 
established. This requires the declaration of the sub-properties: identifer, identiferType, and 
relationType. The identifier represents a unique value identifying the data (e.g. 10.5880/TR32DB.1, 
0454-1294). The identifierType specifies the type of identifier. Here, a value is demanded from the 
controlled list IdentifierType (e.g. DOI, ISBN). In addition, the type of relation is required. A value 
form a controlled list RelationType is requested (e.g. isVersionOf, isPartOf). By using the property 
CitationAdvice, additional information can be provided to cite the described data. Moreover, the 
described data can be optionally extended with additional information using the AdditionalDescription 
sub-property. It is possible to add an optional extra description text and graphic file name. Information about 
the described data can be added, which is not covered by other metadata properties. For example, detailed 
background information about the used measurement or modelling approach, the used method, or 
considered study site. This enables the better understanding of the described data. 
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The category Responsible Party covers metadata properties with focus on the responsibility of the data 
(appendix D.3.1). This category specifies the following properties: 
7. Creator (including CreatorPerson and CreatorOrganisation) (M) 
8. Contributor (with contributorName, contributorType, nameIdentifier, nameIdentifier-Schema) (O) 
9. Publisher (M) 
The property Creator describes the person(s) or organisation(s) that are associated with the creation of the 
data. It is mandatory and has to be used at least once and can be repeated as often as required. This property 
is subdivided into the sub-properties CreatorPerson and CreatorOrganisation. CreatorPerson is 
used by default to describe data, while the use of CreatorOrganisation is required and mandatory, when 
claiming conformance to ISO 19115 and INSPIRE. Consequently, the use of Creator-Organisation is 
currently only usable to describe data from the data type category Geodata. The property Creator requires 
the mandatory sub-properties creatorFirstName (e.g. John), creatorFamilyName (e.g. Public), and 
emailAddress (e.g. john.public@gmail.com) that enable all free text. The sub-properties 
TR32Membership and creatorRole demand a value according to the controlled vocabulary lists 
RoleType (e.g. Author, Owner, PointOfContact) and CreatorStatus (e.g. FullMember, NoMember). 
While the CreatorStatus-list is a self-established controlled value list, the RoleType-list is a predefined 
controlled vocabulary list provided by ISO 19115 and INSPIRE Implementing Directive. In addition, the 
optional identifier for the creator can be added by using the free text sub-property nameIdentifier and 
corresponding controlled-list property nameIdentifierScheme. For example, the creator can be an 
identifier with the name ‘0000 0001 1701 487X’ and the corresponding value ‘ISNI’ (International Standard 
Name Identifier). In addition, the CreatorPerson property requires the mandatory sub-property 
CreatorInstitution, describing the institution details of the data creator with the following sup-
properties universityName, instituteName, streetName, postcode, city, country, and 
website. 
The property Contributor describes a person or institution that is responsible for making contributions to 
the data and is an optional property within the category Responsible Party. It may be repeated as often 
as required. Details like contributorName (e.g. John Smith), contributorType (e.g. Distributor, 
PrincipalInvestigator), nameIdentifier (e.g. B-5321-2013), and corresponding 
nameIdentifierScheme (e.g. ResearcherID) can be added in a similar way to the just described Creator 
properties.  
Finally, the publisher of the data is requested via the property Publisher. The publisher is the organisation 
responsible for making the data available. The default value is ‘CRC/TR32 Database (TR32DB)’. In case of 
the data type category Publication, the publisher should be named according to the publishing house of 
the publication, for example ‘Elsevier Science, Amsterdam, The Netherlands’.  
The category Topic contains metadata properties with the aim to describe the data with a subject or theme 
(appendix D.3.1). This category specifies the following property: 
10. Subject (with TR32topic, TR32keyword, GEMETThesaurus, topicCategory, INSPIRETheme, and 
DDC) (M/O) 
The property Subject contains various sub-properties to describe the data with terms according to a 
specific theme topic. The sub-properties TR32topic and TR32keyword, both self-established controlled 
value lists are mandatory. The TR32topic defines a subject describing the CRC/TR32 specific topic. 
Available values are represented in the controlled list TR32Topic, for example ‘atmosphere’, ‘land use’ or 
‘remote sensing’. The controlled value list for the sub-property TR32keyword is continuously updated 
according to the requirements of the CRC/TR32 participants. Therefore, this list is an exception and 
available online at http://www.tr32db.de/keywordList. Examples include: ‘Canopy’, ‘Carbon’ or ‘Cloud 
Coverage’. In addition, optional sub-properties can be added. For example, these are subjects describing the 
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data taken from the General Multi-Lingual Environmental Thesaurus (GEMET) (EIONET, 2012a) (e.g. 
climate, crop rotation, classification) or the Dewey Decimal Classification System (DDC) (OCLC, 2014) (e.g. 
550 Earth Sciences, 630 Agriculture). Moreover, subjects taken from ISO 19115 and/or INSPIRE 
Implementing Directive can be added. The sub-property topicCategory enables to describe data 
according to a category provided by ISO 19115 and INSPIRE. This value is mandatory, when claiming 
conformance to ISO 19115 or INSPIRE. The corresponding controlled value list is called 
IsoTopicCategory. Example values are ‘GeoScientificInformation’, ‘Environment’ or 
‘ClimatologyMeterologyAtmosphere’. Likewise, the sub-property INSPIRETheme (EIONET, 2012b) is 
defined that is also mandatory if claiming conformance to INSPIRE. The corresponding controlled value list 
is called INSPIRETheme and includes values like ‘Atmospheric conditions’, ‘Land cover’ or ‘Land use’. With 
the exception of the sub-property TR32topic and topicCategory, all other subjects can be repeated as 
often as needed.  
The category File Details includes various properties with focus on the format and file details of the 
described data (appendix D.3.1). This category specifies the following properties: 
11. DataType (M) 
12. DataFormat (with dataFormatVersion) (O) 
13. DataSize (with dataSizeType) (O) 
14. Date (with dateType) (M) 
15. Lanuage (M) 
16. DataStatus (M) 
The properties DataType (e.g. Dataset, Text), Language (e.g. English), and DataStatus (e.g. Raw Data, 
Completed) are all mandatory and are required only one time. All three apply controlled lists. The property 
Date, also mandatory, but required at least one time and repeatable as often as required, is composed of the 
date-format property Date (e.g. 2014-04-04) and the controlled-list sub-property dateType (e.g. Available, 
Created, Issued). The properties DataFormat (e.g. PDF; JPEG; MS EXCEL 2007) and DataSize (15 
Pages; 10 Datasets) are both optional and may be provided as often as needed. Both include a free text and a 
corresponding controlled-list value.  
The category Constraints comprises various properties with regard to access and use constraints of the 
described data (appendix D.3.1). This category specifies the following properties: 
17. Download (with downloadPermission, downloadInformation) (M/O) 
18. Constraints (with accessAndUseConstraints, accessLimitations, licence) (O) 
The property Download is divided into the sub-properties downloadPermission and 
downloadInformation, whereby the former is mandatory and the latter is optional. Both are not 
repeatable. The sub-property downloadPermission demands a value from the associated controlled list 
DownloadPermission (e.g. OnlyTR32, Free). The chosen value determines who is able to download the 
described data. Additional details concerning the download can be provided by using the free text sub-
property downloadInformation. Further information concerning the access and use, as well as access 
limitations can be provided via the optional free text sub-properties accessAndUseConstraints (e.g. 
According to the TR32DB data policy agreement) and accessLimitations (e.g. no limitations). Both are 
not repeatable. In addition, a licence can be added by using the optional, non-repeatable sub-property 
licence. The associated controlled list License contains the available licences values such as ‘TR32DB 
Data Policy Agreement’ or ‘Creative Commons - Attribution 3.0 Unported’. 
The category Geographic comprises various properties with regard to the geographic background of the 
described data (appendix D.3.1).   
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This category specifies the following properties: 
19. MeasuringSite (with measuringRegion, measuringLocation) (M) 
20. GeographicBoundingBox (with westBoundLongitude, eastBoundLongitude, northBoundLatitude, 
southBoundLatitude) (O) 
The property MeasuringSite is used to describe the place, where the described data is measured or 
modelled or focuses on. This is subdivided into the sub-properties measuringRegion (e.g. Ellebach, 
Erkenruhr) and measuringLocation (e.g. Merken, Selhausen). Both are mandatory, required only once, 
and are associated with a corresponding controlled list. Furthermore, an optional geographic coverage can be 
declared via the property GeographicBoundingBox expressed in terms of geographic coordinates given as 
a bounding box. 
The category Metadata Details comprises various properties with focus on the creation of the metadata 
of the described data (appendix D.3.1). This category specifies the following properties: 
21. TR32DBIdentifier (with TR32DBUrl) (A) 
22. TR32MetaDataType (A) 
23. MetadataCreator (with creatorFirstName, creatorFamiliyName, academicTitle, eMailAddress, phone, 
fax, TR32subproject) (A) 
24. MetadataCreatorInstitution (with creatorFirstName, creatorFamiliyName, academic-Title, 
eMailAddress, phone, fax, TR32subproject) (A) 
25. MdCreationDate (A) 
26. MdLastUpdateDate (A) 
27. MdWebVersion (A) 
28. MdLanguage (A) 
29. FileInformation (with filename, fileExtention, fileFormat, fileSize, fileUploadTime, fileSubproject, 
fileFundingPhase) (A) 
30. Conformity (with specificationTitle, date, dateType, degree, explanation) (A) 
The properties of the category Metadata Details are all automatically created by the TR32DB System. 
Most of them appear once and are not repeatable. A unique identifier for the described data is presented with 
the property TR32DBIdentifier (e.g. 787, 632, 724). The property TR32MetaDataType demands the 
use of the corresponding controlled list TR32MetaDataType that includes the data type categories (e.g. 
data, geodata, picture, publication). Depending on this value, the data type specific metadata properties will 
be adjusted. The properties MetadataCreator and MetadataCreatorInstitution describe the 
contact details of the person responsible for creation or updating the metadata information. The creation and 
last update date of the metadata are presented in the date-format properties MdCreationDate (e.g. 2014-
04-01) and MdLastUpdateDate (e.g. 2014-04-04). The property FileInformation contains details 
about the described file like filename (e.g. Land_Use_Classification_2013), fileExtention (e.g. .zip, 
.pdf) or fileSize (e.g. text/css, image/jpeg, application/pdf). Finally, the property Conformity describes 
details about the conformity of the provided metadata to a selected specification. Available specifications are 
listed in the corresponding controlled list ConformitySpecification such as ‘DCMES’, ‘ISO 19115’ or 
‘DataCite’.  
Specific level 
Categories within the specific level contain properties of metadata according to the requirements of a specific 
file type. They will be subsequently described. 
The category Data comprises various additional properties with regard to the creation and background of the 
described data from the data type category Data.   
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This category was created to fulfil the data type requirements and specifies the following properties (appendix 
D.3.2): 
31. TemporalExtent (with startDate and endDate) (M) 
32. Lineage (O) 
33. MeasuringInstrumentModelMethod (Instrument with: instrumentName, instrument-Model, 
instrumentManufacturer, manufacturerRegisterdOffice, manufacturerWebsite; InstrumentParameter 
with: ParameterName, parameterUnit, ResolutionDistance, resolutionDistanceUnit, 
TemporalFrequency, temporalFrequencyUnit) (O) 
The property TemporalExtent is the only mandatory property within the category Data and is not 
repeatable. This property describes the time period covered by the described data and consists of the sub-
properties startDate (e.g. 2014-04-01) and endDate (e.g. 2014-04-04). Both are mandatory and have the 
date format. The property lineage may be added optionally. This free text property is not repeatable and 
should specify the process history and/or overall quality of the described data, for example details about 
validity or quality assurance. The property MeasuringInstrumentModelMethod (e.g. Temperature 
Sensor) is also optional, but repeatable as often as demanded. It should define the measuring instrument or 
modelling method used to create the described data. Besides details about the instrument or method, e.g. 
instrument name, model specification or manufacturer can be named. Furthermore, optional information 
about the output parameter (measured or modelled) may be added by using the sub-property 
InstrumentParameter. This sub-property is repeatable as often as needed and defines various sub-
properties, for example, describing the name or unit of the parameter (e.g. Temperature, °C; Total Plant 
Weight, cm).  
The category Geodata covers various additional properties with regard to the creation and background of 
the described data from the data type category Geodata (appendix D.3.3). This category was created to fulfil 
the requirements of the spatial related data and with regard to the core metadata of ISO 19115 and INSPIRE 
Directive. The following properties are specified: 
34. TemporalExtent (with startDate, endDate) (O) 
35. VerticalExtent (with minimumValue, maximumValue, referenceSystem, referenceSystemCode, 
referenceSystemName) (O) 
36. Lineage (O) 
37. Spatial Resolution (with scale, distanceNumber, distanceUnit) (O) 
38. SpatialRepresentationType (O) 
39. PresentationForm (O) 
40. ReferenceSystem (with referenceSystemCode, referenceSystemName) (O) 
41. MaintenanceInformation (with maintenanceFrequency, maintenanceNote) (O) 
42. Scope (O) 
43. InitiativeType (O) 
The entire complementing properties of the category Geodata are optional. As already described for the 
category Data, the optional properties TemporalExtent and Lineage may be defined once. 
Furthermore, information about the vertical domain of the described data can be extended. The spatial 
resolution of the described data may be provided. This may be expressed either as a scale factor or using a 
ground distance value with the corresponding unit of measurement. The used spatial reference system is 
specified in the property ReferenceSystems. This requires the sub-properties referenceSystemCode 
(e.g. 32632) and referenceSystemName (e.g. WGS 84/UTM zone 32N), both represented with a 
controlled list. The frequency of maintenance and updates of the described data and complementary notes 
may be specified with the property MaintenanceInformation. The scope of the data and the type of 
initiative under which the data was produced may be added with the support of the predefined controlled lists 
ScopeCode (e.g. dataset, series) and InitiativeType (e.g. campaign, experiment).  
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The category Report comprises various additional properties with regard to the creation, background, and 
citation of the described data from the data type category Report (appendix D.3.4). This category was 
created to fulfil the data type demands and specifies the following properties: 
44. ReportDate (M) 
45. ReportType (O) 
46. ReportCity (M) 
47. ReportInstitution (M) 
48. ReportVolume (O) 
49. NumberOfPages (O) 
50. PageRange (with startPage, endPage) (O) 
51. FurtherInformation (O) 
The category Report specifies mandatory and optional properties. Mandatory properties, required to 
accurately cite a report, are: ReportDate (e.g. 2014-04-01), ReportCity (e.g. Cologne, Gemany), and 
ReportInstitution (e.g. University of Cologne, Institute of Geography). All are not repeatable. 
Furthermore, optional properties may be added. The optional, non-repeatable property ReportType is 
related to the self-defined controlled vocabulary list ReportType, which includes for instance ‘PhDReport’, 
‘MasterThesis’ or ‘Minutes’. Moreover, the volume of the report, as well as the number of pages, and the page 
range of the report including start and end page can be added. Details about the report, not covered by other 
metadata properties, can be provided with the free text property FurtherInformation. 
The category Picture contains various additional properties with regard to the creation, background, and 
citation of the described data from the data type category Picture (appendix D.3.5). This category specifies 
the following properties: 
52. RecordDate (with startDate, endDate) (M) 
53. RecordPlace (M) 
54. RecordMethod (O) 
55. Orientation (O) 
56. Resolution (O) 
57. Size (with width, height) (O) 
58. CopyrightInformation (O)  
59. Event (with eventType, eventName, eventLocation, eventWebsite, eventPeriod (with startDate, 
endDate)) (O) 
The mandatory properties for the category Picture are RecordDate (e.g. 2014-04-01) and RecordPlace 
(e.g. Selhausen, Germany). Both are not repeatable and are required to accurately cite the described data. 
Moreover, optional properties can be provided. For example, the orientation of the picture can be added by 
using a value from the controlled list Orientation (e.g. Horizontal/Landscape), the resolution can be 
provided in dots per inch (dpi) such as ‘200’ dpi, the size can be specified for the width and heights in pixels 
(e.g. 150 x 300) and copyright information can be complemented. In addition, details about the event, where 
the picture was taken, can be indicated.  
The category Presentation includes various additional properties with regard to the creation, background, 
and citation of the described data from the data type category Presentation (appendix D.3.6). This 
category specifies the following properties: 
60. Presenter (O) 
61. PresentationDate (M) 
62. PresentationType (M) 
63. Event (with eventType, eventName, eventLocation, eventWebsite, eventPeriod (with startDate, 
endDate)) (M/O) 
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To accurately describe and cite data from the category Presentation, three mandatory properties have to 
be used. These are the not-repeatable properties PresentationDate (e.g. 2014-04-01) and 
PresentationType that require a value from the controlled list PresentationType (e.g. Keynote, 
Talk, Poster), and Event. Optional, the presenter of the presentation may be complemented, also not 
repeatable. 
The category Publication is an exception and subdivided in the sub-categories Article, Book, 
BookSection, and EventPaper. The properties of each sub-category distinguish various properties. These 
will be described below. 
The sub-category Publication-Article comprises various additional properties with regard to the 
citation of the described data from the data type category Publication (appendix D.3.7). This category 
specifies the following properties: 
64. Status (M) 
65. Review (M) 
66. Year (M) 
67. PublicationType (M) 
68. ArticleType (O) 
69. PublicationSource (with PublicationSourceWebsite) (M/O) 
70. Volume (O) 
71. Issue (O) 
72. NumberOfPages (M) 
73. PageRange (with startPage, endPage) (M) 
The sub-category Publication-Article defines seven mandatory properties that are necessary to 
accurately cite the described data, all not-repeatable. The properties Status and Review status of the 
publication require a value from the associated predefined controlled list PublicationStatus (e.g. inPrint, 
Accepted, Published) and PublicationReview (e.g. PeerReview, NoPeerReview). Furthermore, the year 
of publication has to be added, as well as the type of publication linked. The latter is linked to the 
corresponding self-predefined controlled list PublicationType (e.g. Article, Book, BookSection, 
EventPaper). The value Article must be chosen. In addition, the name of the publication source (e.g. 
journal or magazine name) has to be provided with an optional website. The number of pages and the page 
range of the article are also mandatory. The volume and issue of the publication source are optional. 
The sub-category Publication-Book includes various additional properties with regard to the citation of 
the described data from the data type category Publication (appendix D.3.7). This category specifies the 
following properties: 
74. Status (M) 
75. Review (M) 
76. Year (M) 
77. PublicationType (M) 
78. SeriesTitle (O) 
79. SeriesEditor (O) 
80. City (M) 
81. Volume (O) 
82. Edition (O) 
83. NumberOfPages (O) 
84. PageRange (with startPage, endPage) (O) 
Again, the mandatory properties Status, Review, Year, and PublicationType have to be provided. 
The mandatory value for the PublicationType is Book. Furthermore, the City property, describing the 
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location where the publisher is located, is mandatory (e.g. Cologne, Germany). In addition, the optional 
properties may be provided, for example series title and editor, as well as volume, edition, number of pages, 
and page range of the book.  
The sub-category Publication-BookSection specifies various additional properties with regard to the 
citation of the described data from the data type category Publication (appendix D.3.7). This category 
specifies the following properties: 
85. Status (M) 
86. Review (M) 
87. Year (M) 
88. PublicationType (M) 
89. BookTitle (M) 
90. BookEditor (M) 
91. City (M) 
92. SeriesTitle (O) 
93. SeriesEditor (O) 
94. Volume (O) 
95. Chapter (O) 
96. NumberOfPages (O) 
97. PageRange (with startPage, endPage) (M) 
The category Publication-BookSection specifies eight mandatory properties to accurately describe and 
cite the described data. Again, these are the properties Status, Review, Year, and PublicationType 
with the mandatory value BookSection. In addition, the provision of the title, editor, and publishing city of 
the book are mandatory, as well as the page range of the book section. Details about the series title and 
editor, volume, chapter, and number of pages may be provided optionally. The page range is mandatory.  
The sub-category Publication-EventPaper contains various additional properties with regard to the 
creation and citation of the described data from the data type category Publication (appendix D.3.7). This 
category specifies the following properties: 
98. Status (M) 
99. Review (M) 
100. Year (M) 
101. PublicationType (M) 
102. Event (with eventType, eventName, eventLocation, eventWebsite, eventPeriod (with startDate, 
endDate)) (M/O) 
103. Proceedings (ProceedingsEditor, ProceedingsTitle, ProceedingsURL, Volume, Issue) (O) 
104. NumberOfPages (O) 
105. PageRange (with startPage, endPage) (M) 
The sub-category Publication-EventPaper defines six mandatory properties. Again, the properties 
Status, Review, Year, and PublicationType (with the mandatory value EventPaper) have to be 
provided and are not-repeatable. Details about the page range of the described publication have to be 
provided. Furthermore, information about the event that is associated with the described publication has to 
be specified, for example event name, location, type or duration. If available, further optional details can be 
given like the number of pages of the publication or indications about the proceedings (e.g. editor, title, 
website, volume, issue). 
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Schema Mapping 
A mapping between the TR32DB metadata properties and elements of four metadata schemas and standards 
was conducted. This mapping was used to create the TR32DB Metadata Schema and it represents the 
interoperability to the applied metadata standards and schemas (section 3.3). The following metadata schemas 
and standards are included in the mapping: Dublin Core (DCMI, 2012a, b), DataCite Metadata Schema 
Version 2.2 (DATACITE METADATA WORKING GROUP, 2011), ISO19115:2003 Metadata Standard (ISO, 
2003), and INSPIRE Implementing Directive (EUROPEAN COMMISSION, 2008) along with the INSPIRE 
Metadata Implementing Rules (DRAFTING TEAM METADATA AND EUROPEAN COMMISSION JOINT 
RESEARCH CENTRE, 2010). In addition, further metadata schemas are considered with regard to future use of 
the TR32DB Metadata Schema. For example, various metadata properties of different ontologies are included 
like the Bibliographic Ontology (D'ARCUS & GIASSON, 2009).  
For each property of the TR32DB Metadata Schema the mapping is conducted. The entire result is presented 
in a tabular form available in the documentation of the TR32DB Metadata Schema (appendix D.3.7). The 
summary table provides an overview of the values of the applied metadata standards and schemas that match 
the single TR32DB metadata properties and sub-properties. Besides the name of the value, the identifier 
number (ID) of the respective metadata standard or schema is also specified, as well as the particular 
obligation (O.). In case of the mapping to INSPIRE, the ID is referenced to Part B of the INSPIRE 
Implementing Directive. All mandatory properties or sub-properties are highlighted in a specific colour. 
Some abbreviations are applied to in the summary table of the mapping to mark the used metadata schema or 
ontology. For example, the Dublin Core Metadata Element Set Version 2.2 is shortened to dc and the DCMI 
Metadata Terms are abbreviated with dcterms. The used ontologies are likewise abridged, for example the 
Bibliographic Ontology (bibo), the Event Ontology (event), and the Time Ontology (time). The abbreviation 
and the appropriate value are indicated. 
As an example, Table 4-4 presents the mapping of the property Title and the corresponding sub-property 
titleType, both assigned to the category Identification. The available values of the various metadata 
schemas and standards are mapped to Title and titleType. In addition, corresponding identifiers are 
specified, as well as the obligation. Finally, the mandatory properties are highlighted. 
Table 4-4: TR32DB metadata property mappingfor the property Title and the sub-property titleType. Mandatory 
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The supplementary Table 4-5 shows the mapping of the TR32DB property NumberOfPages and 
PageRange with the corresponding sub-properties startPage and endPage. Both are assigned to the 
category Publication and the sub-category Article. In this example the compliance is only achieved 
with Other Elements. For example, the TR32DB property NumberOfPages can be mapped to the 
Bibliographic Ontology element bibo:numPages.   
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4.4 The TR32DB storage and organization of data 
TR32DB users who want to store their data in the TR32DB data storage (section 3.4.2) should follow some 
pieces of advice from the TR32DB administrators. Before uploading data to the TR32DB, it is recommended 
to process and organise the files (section 2.1.3). For example, measured data can be sorted according to the 
measurement location, the used measurement instrument or the measuring time extent. The data should be 
compressed in a common standard format like .zip, .rar, or .tar.gz. Particularly, a large number of files with a 
small file size from continuous measurements or modelling should be grouped and compressed into one 
single folder, for example a daily, a weekly, or a monthly series of measurements. Furthermore, it is necessary 
to arrange the data according to the sort of data types that can be stored. These are data (e.g. created or 
collected results from measurements or modelling), pictures (e.g. single pictures or sets of pictures from field 
measurement campaigns, project meetings etc.), presentations (e.g. presentations presented at conferences, 
workshops, etc.), publications (e.g. publications created by the project participants), and reports (e.g. internal 
reports, student reports, hints and tips, transcripts, etc.). Finally, all data files should be appropriately entitled. 
Furthermore, all TR32DB users have to consider some administrative and technical restrictions of the 
TR32DB data storage. They are just allowed to upload their data in their specific sub-project subdirectory 
(e.g. A1, A2, B1, C3, C4, etc.) of the particular funding phase (Phase 1, Phase 2, Phase 3) in which the dataset 
was created. In addition, the upload of data is limited to 8 GB per data type of a project section per day, since 
the data moving script operates over night (section 3.4.2). Therefore, the maximum file size of a single dataset 
is currently approximately 7 GB. However, a maximum file size of 4 GB is recommended for single files. In 
exceptional cases, the upload of increased datasets is possible in prior consultation with the TR32DB 
administrator.  
In the following section, the upload of the project data to the TR32DB data storage will be described. In 
general, the user has to follow four steps to upload his data to the TR32DB data storage, as illustrated in 
Figure 4-4. 
 
Figure 4-4: TR32DB Data storage workflow (Step 1) 
Because of the various disciplines in the CRC/TR32, different operating systems are used by the project 
participants. Consequently, the upload of data to the TR32DB system will be exemplarily described by the 
widely used operating systems Microsoft Windows and Linux. 
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4.4.1 Data storage for Windows users 
Windows users have various possibilities to connect to the TR32DB AFS data storage (section 3.4.2) in the 
RRZK and upload their data. They can use different SSH clients to access the AFS storage. For examples 
they can use the OpenAFS Client (OPENAFS, 2013) or common SFTP or SCP software like FileZilla 
(FILEZILLA, 2014) or WinSCP (WINSCP, 2014). Below, the access to the TR32DB AFS data storage will be 
exemplary described using the WinSCP software. 
Following the TR32DB tutorial Instructions for storing data in the TR32DB using MS Windows (CURDT, 2013b) 
available via the internal TR32DB webpage, the first demand is to install the WinSCP software. The second 
step is to log on to the RRZK Server (dialog.rrz.uni-koeln.de) with the RRZK user account by 
using the SFTP protocol. After a successful login, the user can set-up his WinSCP software user interface by 
adding for example bookmarks to his frequently used directories like the directory of his specific sub-project 
subdirectory in the TR32DB AFS Upload or Share directory. The data path to this subdirectory is always 
set up in the same order that is afs/rrz/project/tr32db/Upload_<funding phase>/<cluster> 
/<project section>. For example data path directories can be added to the bookmarks like 
/afs/rrz.uni-koeln.de/project/tr32db/Upload_1/C/C3 to access the upload folder of the sub-
project C3 in phase 1 and /afs/rrz.uni-koeln.de/project/tr32db/Upload_2/C/C3 for the 
according upload folder of C3 of phase 2. Furthermore, /afs/rrz.uni-koeln.de/project/tr32db/ 
share/C/C3 has to be used to access the appropriate share folder of C3. It is important to keep in mind 
that by default users just have access permission to their sub-project subdirectory of the funding phase, in 
which they are working.  
As already introduced, the storage of data files in the TR32DB depends on the project section and data type. 
By using WinSCP, the user can simply copy and paste or drag and drop the desired file from his home 
directory (left) to the chosen TR32DB subdirectory (right). As shown in Figure 4-5, a publication is moved 
from the home directory to the data path /afs/rrz.uni-koeln.de/project/tr32db/Upload/ 
Z/Z1/.  
The data storage in the TR32DB share directory operates like the already described data upload to Upload 
directory by using copy and paste or drag and drop to a modified data path. For example a user-defined file 
can be moved from the home directory to the data path /afs/rrz.uni-koeln.de/project/tr32db/ 
share/Z/Z1. 
 
Figure 4-5: Data Upload to TR32DB AFS data storage, exemplary for a publication uploaded to project section Z1 
Chapter 4: The TR32DB: a project database for the CRC/TR32 
112 
4.4.2 Data storage for Linux users 
Correspondingly, Linux or Unix users have different options to store their data in the TR32DB AFS data 
storage. A descriptive TR32DB tutorial Instructions for storing data in the TR32DB using Linux (CURDT, 2013a) is 
available via the internal TR32DB webpage for user support. 
(i) To securely copy a file from the local home directory to the appropriate remote RRZK directory, the user 
has to use the command scp (secure copy). In general, the command has to include the file name, user 
name, server name and the remote directory, where the file should be copied. For example, if the 
user smithj wants to copy the file test.txt from his local directory to the remote directory 
/afs/rrz.uni-koeln.de/project/tr32db/Upload/B/B1/data, he would type the following 
command line into his shell:  
 
After submitting the command, the user password will be requested.  
(ii) In the second option, the user will connect with the RRZK server (dialog.rrz.uni-koeln.de) first 
by using the ssh command and then copy the file using the scp command. In general, the ssh command 
has to include the user name and server name, e.g. user@dialog.rrz.uni-koeln.de. In the given 
example, the user smithj has to indicate the ssh command first and complete it by typing 
smithj@dialog.rrz.uni-koeln.de. After submitting, the user password is required. 
 
Finally, the chosen file can be copied by using the already described scp command. 
4.5 The TR32DB web-interface 
The webpage of the TR32DB is the connecting component of the entire TR32DB data management 
structure and the user interface to access the TR32DB features. The web-interface is accessible online since 
summer 2007 at http://www.tr32db.uni-koeln.de or http://www.tr32db.de. The main task of the webpage is 
the management of data created by the CRC/TR32 participants by means of their descriptive metadata. This 
includes search, visualisation, and metadata management functionalities. Besides general available features 
accessible for every visitor of the webpage (e.g. data search via metadata), the TR32DB also provides internal 
functions (e.g. editing of metadata, a climate data section, an integrated Web-GIS or the access to the 
TR32DB Share). In addition, web-interfaces are available for administration purposes (e.g. user management) 
for the TR32DB administrators. It is essential to develop a safe and stable web-interface with regard to 
licenses of purchased data and unpublished data files of CRC/TR32 participants, as well as management, 
download or visualization of large data sets. 
Based on changing user requirements and needs, as well as developments of the Internet technology, the 
TR32DB is maintained on-going and consequential modified since the launch of the website in summer 2007. 
Therefore, this section will first focus in detail on the functionality and features of the TR32DB web-interface 
Version 3.1 and the associated administration web-interface (section 4.5.1). Subsequent, the TR32DB web-
interface Version 4.0 will be presented, which is an improved, updated Version of the prior web-interface 
enhanced with additional features and a new layout (section 4.5.2). 
smithj@agro601:~$ scp temp_profiles_2009.zip smithj@dialog.rrz.uni-
koeln.de: /afs/rrz.uni-koeln.de/project/tr32db/share/B/B1/data 
smithj@dialog.rrz.uni-koeln.de's password:  
temp_profiles_2009.zip  100% 3675KB  262.5KB/s 00:15 
smithj@agro601:~$ ssh smithj@dialog.rrz.uni-koeln.de 
smithj@dialog.rrz.uni-koeln.de's password:  
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4.5.1 Web-interface Version 3.1 
This section focuses on the design and functionality of the TR32DB web-interface Version 3.1. Initially, the 
general design will be described, following by an overview of available user and admin user applications. 
4.5.1.1 Web design 
The web-interface Version 3.1 has been available online since the spring of 2011. This version is a further 
development of the originally launched TR32DB website version of 2007. The underlying database Version 
3.1 of the website is described in section 3.5.1. The web-interface is designed and implemented according to 
previous mentioned recommendation rules, principles, and methods (section 2.3.4 and 3.6). The website has a 
simple layout colour-coordinated with the logo of the CRC/TR32, basically in green and yellow colours 
(Figure 4-6).  
Two menu bars bestride the layout of the webpage. The user is able to access general information about the 
CRC/TR32 and TR32DB on the general menu bar on the top. The data menu bar (Side menu) on 
the left side deals with the project data of the CRC/TR32 and is divided in two sections. Section B facilitates 
organisation and search for project data via various predefined search queries or a combined search form. 
Section A offers complementary features with regard to project data for registered users. The header of the 
webpage is dominated by a title of the webpage “SFB TR32 – Database” and the logos of the participating 
institutions of the CRC/TR32. The footer of the webpage is formed by a tiny map showing the locations 
of the visitors to the TR32DB webpage provided by ClustrMaps (CLUSTRMAPS, 2014). In addition, copyright 
information and the version of the webpage are provided. The main content part of the webpage is 
changing according to the chosen menu point. In the following, the single parts of the web-page will be 
described in detail. 
 
 
Figure 4-6: TR32DB web-interface start page Version 3.1 
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Startpage 
The main content part of the start page (Figure 4-6) is basically divided into 3 parts: a short introduction to 
the TR32DB, information and linkage to Workshops organized and related to the TR32DB, and a news 
section.  
Short introduction The short introduction links to the content of the About-webpage. 
Workshops This section is linked to an overview webpage of all workshops, already organized or 
currently arranged by the CRC/TR32 INF/Z1 project sections. Additional details about each 
workshop are provided. For example, materials and further information of past workshop like 
posters, poster abstracts, pictures or the workshop program is accessible for download. In 
addition, for workshops in preparation, visitors can access information about the workshop 
location, travel or accommodation information, as well as important dates or author guidelines 
for papers and poster presentation guidelines. Moreover, they are able to register for the 
workshop via the webpage. Content for the workshop webpages (e.g. poster title, abstracts) or 
the workshop registration is provided by a TR32DB-workshops-database.  
News The news section displays the latest news related to the TR32DB webpage, like update details 
for geodata, participation of the TR32DB at conferences or modification of the TR32DB 
webpage. The link view all news enable the display of the entire available news. Content for 
the news section is provided by the TR32DB database (section 3.5.1). 
General menu bar 
All website visitors are able to access general information at the general menu bar (top menu). These are: 
Home The website visitor can navigate back to the TR32DB start page 
TR32-Hompage This menu item links to the official CRC/TR32 web site located at 
http://www.tr32.uni-koeln.de. 
About This section offers general information about research data management in interdisciplinary 
research projects as well as details about the implementation of the TR32DB. 
Contact Information about the contact persons of TR32DB is provided here. 
FAQ A couple of frequently asked questions are answered in this section to support the use of the 
TR32DB. In addition, the CRC/TR data policy agreement (CRC/TR32, 2011) is accessible for 
download, a list of CRC/TR32 keywords, as well as all TR32DB tutorials are available for 
download for registered users. For example, the tutorial TR32 database (TR32DB) Web-Interface 
user guide (Version 3.1) (CURDT, 2011) is provided, which describes the range of functions of the 
web-interface. 
Imprint This section provides imprint details of the TR32DB and refer to the imprint of the 
University of Cologne at http://www.uni-koeln.de/uni/impressum/. 
Sitemap Here, a hierarchically overview and direct access is given of all webpages provided by the 
TR32DB web-interface. 
Links A list of links to related institutions and research projects is available here. 
Data menu bar 
All website visitors are able to search for CRC/TR32 project data at the data menu bar (section B). 
Predefined queries enable the search for project data in the TR32DB according to: 
Topic Search for data according to the selected CRC/TR32 topics (soil, vegetation, atmosphere, 
land use, remote sensing, topography, and other data). 
Data Type Search for data according to selected data types (data, basic geodata, reports, 
presentations, publications, and pictures) 
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Regions & Sites Search for data according to selected measurement/modelling regions and sites of 
the CRC/TR32, for example: Erkensruhr (Wüstebach), Ellebach (Merzenhausen, Selhausen, 
Merken), or Kall (Rollesbroich). 
Phases Search for data according to the funding phases, e.g. Phase 1 (2007-2010) or Phase 2 (2010-
2014). 
Clusters (Projects) Search for data according to the cluster groups and project sections of the 
CRC/TR32, for example Cluster C and associated project sections C1, C3, C4, and C6. 
DOIs Search for data that own a TR32DB DOI.  
An advanced data search form enables all visitors to join various queries with each other. These are for 
example a full-text search, the funding phase, CRC/TR32 keywords, and measurement/modelling region and 
site are available to combine. The predefined and advanced data search will be described in detail in section 
4.5.1.2. 
All registered users are able to access further features provided by the data menu bar (section A). These 
are: 
Login/Logout To access the internal features of the TR32DB, a registered user has to login to the 
web-interface. Likewise he has to logout to quit the session. 
User Home This section provides various features to administrate the project data of a certain user 
via their metadata. Besides the upload of metadata for new datasets, viewing or editing of 
metadata of already available datasets, it is also possible to apply for a DOI for a dataset (section 
4.5.1.3). 
Climate Data The climate data section provides an overview about available climate data purchased 
within the CRC/TR32 (section 3.1.2). Information about data agreements and publication 
notices, detailed descriptions, important links, as well as download of data is offered. In 
addition, the feature online query of climate data according to a climate station and 
temporal extent is available, as well as the feature draw climate diagrams according to 
climate station, climate parameter, and temporal extent. This will be described in detail in 
section 4.5.1.3. 
Share The share section lists all data that is currently stored in the TR32DB share data storage 
(section 3.34). The aim of this storage is the secure and temporary exchange of project data 
between the project sections. This will be described in detail in section 4.5.1.3. 
WebGIS This section is automatically forwarding to the integrated TR32DB WebGIS, called the 
TR32 Viewer. Purchased geodata and geodata of project participants (section 3.1.2) is visualised 
here. Further information and features of the WebGIS will be described in section 4.5.1.3. 
4.5.1.2 General web-interface features 
All users or visitors of the web-interface are able to use general web-interface features in order to explore and 
download data of the TR32DB. For this purpose certain steps have to be followed (Figure 4-7).  
 
Figure 4-7: TR32DB user workflow for data search and download using the web-interface 
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 These steps include the use of specific search functions (e.g. predefined search for data, combined search for 
data), selection of data files, exploration of data via metadata, as well as download of data depending on 
permissions. In the following, these features will be described in detail. 
Predefined search for data 
The predefined data search enables all visitors of the web-interface a fast and easy search for project data in 
the TR32DB according to determinate categories. The search for data operates via the metadata of the 
dataset. As already described in the previous section, the following predetermined categories are accessible via 
the left data menu bar: topic, data type, regions and sites, phases, clusters (projects), and DOIs. 
In the following the process to use the various predefined data search opportunities will be described in 
detail. 
Topic The predefined search for data according to the category topic is subdivided in seven sub-
categories related with the CRC/TR32 research focus. These are soil, vegetation, atmosphere, 
land use, remote sensing, topography, and other data. To search for data from a specific sub-
category, the visitor has to select a sub-category form the data menu bar. As a result he will 
receive a list of all datasets in the TR32DB, which are assigned with the chosen topic.  
DataType The predefined search for data according to the category data type is subdivided in 
the sub-categories: data, basic geodata, reports, presentation, publication, and pictures. To 
search for data from a specific data type sub-category, the website visitor has to select a sub-
category from the data menu bar. He will receive a list of all dataset in the TR32DB, which are 
assigned with the chosen data type, as a result.  
Regions and Sites The predefined search for data according to the category regions and sites 
offers a search according to the CRC/TR32 measurement or modelling locations (sites) and 
regions. To search for data in this category, first, the website visitor has to select this section 
from the data menu bar, he will receive an overview list of all available CRC/TR32 
measurement or modelling locations and regions (Figure 4-8). Now, he is able to choose his 
preferred region or site. As a result, he will receive a list of all datasets in the TR32DB, which 
are assigned with the chosen region or site. 
 
Figure 4-8: Predefined search for data according to regions and sites sub-categories 
Phases The predefined search for data according to the category phases offers a search according 
to funding phases of the CRC/TR32, when the dataset was created. To search for data in this 
category, the visitor of the website has to select this section from the data menu bar. The visitor 
will be forwarded to an overview list of all funding phases of the CRC/TR32 (Figure 4-9). In 
the next step, the preferred funding phase has to be chosen. A list of datasets assigned with the 
chosen phase will be displayed as a result.  
Chapter 4: The TR32DB: a project database for the CRC/TR32 
117 
 
Figure 4-9: Predefined search for data according to funding phases category 
Clusters (Projects) The predefined search for data according to the category clusters 
(projects) provides a search according to the cluster groups or project sections, who created 
the dataset. The website visitor will receive an overview list of all clusters and projects sections 
of the CRC/TR32 (Figure 4-10), by selecting the clusters (projects) section category from the 
data menu bar. Now, the preferred project section has to be selected. As a result, a list of 
datasets assigned with the chosen project section will be available. 
 
Figure 4-10: Predefined search for data according to clusters (projects) category 
DOIs The predefined search for data according to the category DOIs enable search for datasets, 
which own a DOI and can be cited with it. To search for data with a DOI, the category DOIs 
has to be selected from the data menu bar. As a result, a list of all datasets in the TR32DB with 
a DOI is shown (Figure 4-11). By clicking on the DOI number of a dataset, the website visitor 
will be forwarded to the overview webpage of the chosen DOI (Figure 4-15). 
  
Figure 4-11: Predefined search for data according to DOIs category 
Advanced Data Search 
The advanced data search enables visitors of the website to search for data in the TR32DB by combining 
various queries with each other. The data search operates via the metadata of a dataset. By selecting the 
search section from the data menu bar, the website visitor will be forwarded to a search form (Figure 4-12). 
Here, it is possible to choose specific values from selective lists or enter terms in input fields. For example, 
the visitor is able to use a full-text search by typing in a specific term (e.g. cloud coverage), select the 
requested data type, the corresponding funding phase, the time period (e.g. 10.05.2009-10.11.2009), when the 
dataset was created, a CRC/TR32 keyword (e.g. Sunshine Duration), the dataset creator (e.g. Jan Schween) or 
the region and site, where the dataset is geographically located (e.g. Ellebach). A list of all matching datasets 
will be displayed as a result below. 
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Figure 4-12: Advanced data search with exemplary values and search result 
Presentation of Data  
All data of the TR32DB are displayed on the web-interface by means of their metadata. The representation of 
the metadata depends on the required data category, as well as on the requested data type. In general an 
overview list of all datasets is provided as a result of a predefined or combined query. By default, 20 datasets 
are shown in the overview table per webpage. To continue to the next page, the arrow next to the page 
number has to be selected. All data assigned with the required category are displayed in a table, for example, 
according to the data topic atmosphere (Figure 4-13). The header of the table will be slightly adapted to the 
data query, e.g. type will be replaced by topic.  
The columns of the table may be sorted by selecting the underlined column name in alphabetic or numeric 
order, e.g. ID, title, or type. In addition, a selection of the funding phase, when the dataset was created is 
possible, by choosing Phase 1, Phase 2 or All Phases. By clicking on the info button, the metadata 
details of the dataset will be shown in a pop-up window. The metadata are arranged in a list according to the 
mulit-level metadata approach depending on the data type (section 3.3). First, the basic metadata details are 
displayed, followed by the specific metadata of each data type. For example, Figure 4-13 represents the 
metadata of a data type data. In this case, in addition to the basic and specific metadata, also additional 
metadata are available. By clicking on the plus symbol, additional details will be displayed. For example, 
details of the data creator, metadata creator, parameter and instrument. When there is an additional 
description file of the dataset available, a PDF download-button will be shown. All visitors are able to 
download and view the PDF by clicking on the button. Only authorized users have the permission to 
download the data file. This depends on the dataset download permission, set by the metadata creator of the 
dataset. If the download is not possible, the advice ‘download not possible’ will be displayed. Otherwise, 
authorized users have to agree to the ‘CRC/TR32 Data Policy Agreement’, for example concerning the use 
and adequate citation of the dataset, before they are able to download the dataset.  
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Figure 4-13: Two-step presentation of metadata according to the topic atmosphere. The general list in the background 
provides basic information of the dataset according to the search or predefined selection. A click on the info-button 
reveals detailed information of the chosen dataset, ordered by the multi-level metadata approach from general to specific 
attributes. The plus symbol shows further information. Additional information in a PDF-File can be viewed and the data 
can be downloaded according to rights and permissions. 
The presentation of datasets according to the category clusters (projects) forms an exception. In 
addition to the overview list of the assigned project data, it is possible to show or hide further details of the 
corresponding project section, e.g. project title, principal investigator and instruction. This content is 
provided directly by the official CRC/TR32 Joomla CMS (www.tr32.uni-koeln.de). Thus, double data 
maintenance of the project section information is avoided (Figure 4-14).  
 
Figure 4-14: Representation of data according to project section A2 
In addition, the presentation of datasets according to the category DOIs forms an exception. Each dataset 
with a DOI has a permanent, separate, unique webpage (e.g. http://www.tr32db.uni-
koeln.de/DOI/doi.php?doiID=3) that displays some associated metadata describing the identified dataset 
(Figure 4-15).  
All website visitors are able to view the metadata details. The overview webpage acts as a landing page of the 
DOI. Therefore, selected metadata details of the identified dataset like citation, DOI name, related DOI(s), 
title, abstract, resource type, contact, and publication date are displayed. Clicking on related DOI names refers 
to the landing pages of the indicated DOIs. Further details of the contact person will be presented by 
selecting the contact name. Moreover, metadata details from the TR32DB are accessible via the info-button. 
The download permission of the dataset is defined by the contact person and applicant of the corresponding 
DOI. If a download is possible, then the authorized user has to agree to the CRC/TR32 Data Policy Agreement 
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(CRC/TR32, 2011), as well as to accomplish adequate reference and citation of the dataset, when it is used in 
a publication or presentation. Otherwise, if the download is restricted to participants of the CRC/TR32, there 
will be an appropriate notification to log in to the TR32DB or to contact the TR32DB administrators. 
 
Figure 4-15: Data Description of DOI, (A) and (B) link to related identifiers webpages 
4.5.1.3 Internal web-interface features 
The internal features of the web-interface are only accessible for registered users. Part of these features is, for 
example, the metadata administration, the share area, climate data tools or the WebGIS. They will be 
described in detail now. 
Web-Interface Login and User Home 
The web-interface login enables all registered users of the TR32DB to access the internal web-interface 
features. By selecting login from the data menu bar, a log-in window will appear (Figure 4-16). 
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Figure 4-16: Log-in window of TR32DB web-interface 
The user has to enter and submit his user name and password. As already stated, the login to the TR32D 
operates by user accounts of the RRZK (section 3.4). A successful log-in will expand the data menu bar with 
the internal features (e.g. User Home) and enables the user to access them. In addition, the login menu item 
on the data menu bar will change into a logout item, as well as the name of the currently successful logged 
in user will be added. 
By selecting the menu item User Home from the data menu bar, several features to administrate the 
metadata of a dataset are provided (Figure 4-17). 
 
Figure 4-17: TR32DB web-interface User Home 
These are Upload, Own Data and apply DOI. The favoured feature is accessible by selecting the 
appropriate yellow button. The Upload feature enables a user to add metadata to an already uploaded dataset 
of the data storage (see 4.3.). By selecting the Own Data feature, a registered user will receives a list of all 
datasets he has already added metadata to. He is able to view metadata details of a dataset, as well as edit its 
metadata. By choosing the apply DOI feature, a registered user will also receive a list of all datasets he has 
already added metadata to. Again, he is able to view the metadata details. In addition, he is able to apply for a 
DOI for a specific dataset. 
Metadata administration for datasets 
The administration of metadata for each dataset is an important part of the TR32DB. Therefore, one of the 
main relevant, internal web-interface features is the submission and editing of corresponding metadata to a 
dataset. To input or edit metadata to a dataset, the registered user has to follow six steps (Figure 4-18).  
 
Figure 4-18: Web-Interface Metadata input or edit workflow 
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After a successful login to the web-interface, the registered user has to select the item User Home from 
the data menu bar and choose the Upload feature. As a result, the user will receive an overview table of all 
datasets without corresponding metadata that are stored in the TR32DB data storage, assigned to his project 
section and the appropriate funding phase (section 4.4). The overview list is sorted according to the funding 
phase and project section. Besides the internal identifier number, also file name, data type, project section and 
upload time to the data storage is shown. Before the dataset is accessible via the web-interface, the user is 
requested to deliver metadata to a specific dataset.  
 
Figure 4-19: Overview of datasets without corresponding metadata, which can be assigned with metadata by clicking on 
the corresponding edit button 
By selecting Edit for a specific dataset, the user will be forwarded to a metadata input form. This is arranged 
in a simply structured form that will be adjusted according to the chosen data type. The form is arranged 
according to the TR32DB multi-level Metadata Schema (section 4.3). Therefore, the form offers input fields 
for general properties, and specific properties depending on the data type. Apart from 
mandatory input fields, marked with an asterisk, also optional input fields are provided.  
To enter all data into the requested fields, the user has two options to complete the metadata input form. 
These are to enter all data manually to the input form or to use the feature Inserted Metadata shown in 
Figure 4-20. 
 
Figure 4-20: Metadata input by using the feature Inserted Metadata 
This feature enables the use of already inserted metadata of another data file as a template. The selection 
menu offers a list of datasets of the current logged in user, project section, and the current chosen data type 
that already owns metadata. For example, if a user is a member of the project section B1 and wants to submit 
metadata to a dataset with data type data, then the drop down list will just contain datasets of project section 
B1 from the data type data. By choosing a specific dataset form the drop down list, represented by dataset 
number and title, the input form will be filled automatically with the requested metadata. It is now possible to 
add or change corresponding metadata for the current dataset. 
After the successful input of all metadata to the input forms, the user has again two options to continue. By 
choosing the reset button, all data in the input form will be deleted. By selecting the submit button, the 
metadata in the input forms will be checked. In case, a false value is submitted or a required field is missing, 
an error will occur. The error message will specify the value that has to be changed. After successful 
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examination of all input fields, the metadata will be posted to the database and the dataset with the according 
metadata will be accessible online as described in the previous section. 
The following sections will describe various, available metadata input forms in detail. All metadata input 
forms, for example Figure 4-21, are subdivided into three columns. The first column names the input field 
title, the second column provides the input field, and the third column offers a complementary descriptive 
explanation and help. To avoid faulty entries and to enable a user-friendly, simplified metadata input, four 
types of input fields are provided. These are: 
Text box The text box offers a single-line input field that a user can enter text. 
Text area The text area or multiline text box enables a user to add multiple lines of text with 
automatic word wrapping. The multi-line text box offers a scroll function that enables to handle 
a large amount of text more easily. 
Select menu The select menu creates a drop-down list that enables a user to select a value from a 
list. 
Calendar The calendar input field offers the input of a date by using a pop-up calendar that will 
appear by clicking in the corresponding input field. By choosing the appropriate date, this will 
be inserted into the input field in a pre-defined order. 
The metadata input form for general properties enables the input of general metadata attributes (Figure 4-21 and 
Figure B-1) according to the TR32DB Metadata Schema (section 4.3). This input form is the same for every 
data type with the exception of the data type geodata (Figure 4-21). The dataset can be described with various 
details by entering information in a text box or text area, as well as by using the calendar field or choosing a 
value form a select menu. In the following, the general metadata properties that can be added to a dataset are 
described. The statement in the square brackets [ ] describes the input field type. The asterisk in brackets (*) 
marks mandatory input fields. Corresponding example values are represented with single quotation marks ‘ ’. 
In case of combined input fields the example values are merged with a vertical bar |.  
 
Figure 4-21: Exemplary metadata input form General Properties (partial view). The complete general properties 
for all types of data are shown in Figure B-1 
Title [text box](*) Main title of the dataset has to be inserted. 
Description [text area](*) A corresponding abstract, describing the dataset, has to be added. 
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Creator-person name [select menu](*) Details of the creator-person (first name, family name, and 
e-mail-address) can be chosen from the drop down list. If the creator-person is not available in 
the drop-down list, the value add new creator has to be selected. Through this, a new input 
field will appear to enter the details of the new creator-person (name, family name, e-mail). By 
using the insert button and agreeing to the corresponding security request, the values will be 
submitted to the TR32DB database, pre-selected in the drop down list, and also available in the 
next drop down list. By selecting the add creator button, another creator-person will be 
added. Respectively, a creator can be removed by using the appropriate delete creator 
button. 
Creator-person role [select menu](*) An appropriate creator-person role has to be selected from 
the drop-down menu for each creator-person. For example, values like owner, distributor, or 
point of contact can be chosen to clarify the creator role. 
Creator-institution [select menu](*) Details of the appropriate institution have to be added to 
each chosen creator from the drop-down list. If the creator-institution is not available in the 
drop-down list, the value add new institution has to be selected. Through this, a new 
input field will appear to enter the details of the new creator-institution (institute name, 
university name, website). By using the insert button and agreeing to the corresponding 
security request, the values will be submitted to the TR32DB database, pre-selected in the drop 
down list, and will also be available in the next drop down list. 
Contributor [text box] Details of the dataset contributor can be added. The dataset contributor is a 
person and/or institution responsible for making contributions to a dataset.  
Publisher [text box] Details about the organisation responsible for making the dataset available can 
be inserted. By default, the denoted term for publisher is ‘University of Cologne, Institute of 
Geography, TR32DB’. This can be changed by the metadata editor. In particular, this has to be 
changed for the data type publication to the publishing house in charge. 
Citation advice [text area] An advice to cite the dataset can be inserted into the citation advice text 
area field. 
Identifier [text box][select menu] An corresponding identifier (if already available) for the dataset 
can be added by using the add identifier button. Here, the identifier name has to be 
entered to the text box and additionally the identifier type has to be selected from the drop-
down list, e.g. ‘10.5880/TR32DB.3’|‘DOI’. By selecting the add identifier button, it is 
possible to insert another identifier to the dataset. Respectively, the identifier can be removed by 
using the appropriate delete identifier button. 
Relation [select menu][select menu] A reference to a relation dataset in the TR32DB can be 
added by using the add relation button. Two drop-down lists will appear. The first list 
contains a list of datasets, represented by the ID and title of the dataset, appropriate to the 
project section of the registered user. The second select menu includes a list of the relation 
types. To enter a relation, the related dataset has to be chosen from the first drop-down list and 
the appropriate relation type has to be chosen, e.g. ‘[237] radar data’|‘is version of’. By selecting 
the add relation button again, it is possible to insert another related dataset. Respectively, 
the relation can be removed by using the appropriate delete last relation button. 
Creation date [calendar](*) The creation date of the dataset has to be chosen from the calendar, 
appearing by clicking into the calendar field. 
Publication date [calendar](*) The publication date of the dataset has to be chosen from the 
calendar, which appears by clicking into the calendar field. By default the value of the calendar is 
set to the current date. 
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File size [text box][select menu] The amount of data included in the dataset has to be specified. 
For this purpose, a data unit has to be chosen from the drop-down list and supplemented with 
the corresponding value, for example ‘5’|‘pages’ or ‘10’|‘datasets’. 
Dataset type [select menu](*) The type of data has to be selected from the drop-down list. The 
recommended and default setting for the data type data is the value ‘dataset’. The value ‘dataset 
collection’ is recommended for a dataset series. Moreover, the value ‘text’ can be used for the 
data type publications and reports, as well as the value ‘image’ for the data type pictures. 
Format [select menu][text box](*) To add the format and version of the dataset, a format has to 
be selected from the drop-down list and can be complemented with the format version, for 
example ‘MS Excel’|‘2007’, or ‘ASCII’|‘ ’. If the format of the dataset is not listed in select 
menu, value add new format has to be chosen. Though this, a new input field will appear to 
enter the new format to the list and an optional format version. 
MIME type [select menu][select menu] The MIME (Multipurpose Internet Mail Extensions) 
Media Type is composed of two parts: the content type and the subtype. To add the format of 
the dataset corresponding MIME type, first, a content type has to be selected from the first 
drop-down list. The second select menu will automatically adjust according to the appropriate 
subtypes. Again, a value has to be selected from this list. As a result, the following values can be 
selected: ‘application’|‘zip’,‘image’|‘jpg’, or ‘text’|‘xml’. 
Dataset language [select menu](*) The primary language of the dataset has to be added. A 
language can be chosen from the drop-down list. The preselected value is English. 
TR32-topic [select menu](*) A CRC/TR32 specific topic has to be chosen from the drop-down 
list, e.g. ‘atmosphere’, ‘soil’, ‘land use’, or ‘remote sensing’. 
TR32 keywords [select menu](*) At least one keyword has to be selected from the CRC/TR32 
specific keyword drop-down list to describe the dataset. A maximum of six keywords can be 
chosen. By selecting the keywords from the drop-down list, they will be added to the closest text 
area. 
GEMET thesaurus [select menu][text box](*) To describe the dataset with keywords according 
to the GEMET thesaurus, a value has to be selected from the drop-down list. To receive a 
selective list, a term has to be entered into the input field. As a result, a drop-down list will be 
displayed containing all keywords of the GEMET Thesaurus that contain the entered term. 
After choosing a keyword from the selective list, this will be added to the text box field by using 
the add keyword button. Again, at least one keyword has to be selected and a maximum of six 
keywords is possible.  
Status [select menu](*) The processing status of the data has to be specified by choosing a value 
from the drop-down list, for example ‘completed’. 
Permission [select menu](*) The download permission has to be added to the dataset. For this 
purpose, a value has to be selected from the drop-down list, for example ‘onlyTR32’. 
Subsequent to the general properties, data type specific properties have to be added. The metadata 
input form for specific properties enables the input of specific metadata attributes depending on the data type 
according to the TR32DB Metadata Schema (section 4.3). Information can be entered by using again input 
fields like text boxes, text areas, calendar fields, or select menus. In the following, the specific metadata 
properties that can be added to a dataset are described depending on the various data types.  
The specific properties for the data type data are (Figure 4-22): 
Measurement/model region [select menu](*) The measurement region or modelling domain of 
the dataset has to be added by selecting a value from the select menu, e.g. Germany, NRW, rur 
catchment, Ellebach or Kall. 
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Measurement/model location [select menu](*) The location, where the dataset was measured or 
the extent of the modelling has to be specified. For example, values like measuring location like 
Merken, Merzenhausen or Kall can be chosen from the drop-down list. 
Temporal extent (begin/end) [calendar](*) The time period covered by the content of the 
dataset has to be added. By clicking on the calendar-button, a single calendar will open, where 
the appropriate start or end date can be chosen. To enter a date including time to the dataset, 
the clock-button has to be clicked on. The appropriate date and time can be chosen and will be 
added. 
Instrument details [select menu][text box] To insert an associated measuring instrument or 
modelling method to a dataset, the add instrument button has to be chosen. A drop-down 
list will appear, offering a list of measurement instruments and modelling methods that can be 
chosen, e.g. ‘Air Temperature/Humidity Sensor (HygroClip)’. If the corresponding instrument 
is not available in the list, the value add new instrument has to be selected. Through this, a 
new input field will appear to enter the details of the new instrument and describing information 
about it, e.g. equipment group or method name, model name, manufacturer, registered office 
and its website. By clicking on the insert-button, the new instrument will be added to the list 
and will be automatically preselected after the reload of the webpage. By selecting the add 
instrument button again, it is possible to insert another instrument. Respectively, the 
instrument can be removed by using the appropriate delete instrument button. 
Instrument resolution distance [text box][select menu] A resolution distance can be added to 
the instrument by entering a distance to the text box and selecting a unit of length from the 
drop-down list, e.g. ‘2’|‘cm’.  
Instrument temporal frequency [text box][select menu] The temporal frequency of the 
measurement or modelling can be declared by entering the value for the frequency to the text 
box and closing the appropriate unit from the select menu, e.g. ‘5’|‘Hz’. 
Instrument parameter [select menu][select menu] To add the measured or modelled output 
parameter, the add parameter button has to be chosen. Through this, two select menus will 
be available. First, the parameter has to be selected from the first drop-down list, e.g. ‘Cloud 
Cover’, and then the corresponding parameter unit can be chosen from the second drop-down 
list, e.g. ‘%’. If the requested parameter or unit is not available, the value add new 
parameter or add new unit has to be chosen from the select menu. An input field will 
appear to enter the missing parameter and/or unit. By clicking on the insert-button, the new 
parameter and/or unit will be added to the list and will be automatically preselected after the 
reload of the webpage. By selecting the add parameter button again, it is possible to add 
another parameter. Respectively, the parameter can be removed by using the appropriate 
delete parameter button. 
Additional description By choosing the search button, an additional description can be added to 
describe the dataset in more detail. This file has to be in PDF-format with a maximum file size 
of 5MB. 
Additional Metadata according to INSPIRE directive can be added for the data type data, as also partially 
shown in Figure 4-22. These are: 
INSPIRE topic category [select menu] A topic category value can be chosen from the drop-
down list according to the INSPIRE directive or ISO 19115, e.g. 
‘climatologyMeterologyAthmosphere’. 
Geographic bounding box [text box][map] The extent of the dataset in geographic space can be 
added to the dataset. The coordinate values in decimal degree for the north bound latitude, west 
bound longitude, east bound longitude, and south bound latitude can be entered into the text 
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box. Moreover, a map window is provided that enable the automatic input of the coordinates of 
the chosen geographic extent. The map extent can be changed by moving and zooming. 
Lineage [text area] A description of the process history and/or overall quality and validity of the 
dataset can be entered to the lineage text area. 
 
Figure 4-22: Exemplary metadata input form for Specific Properties for data type data (partial view), the 
complete input form is presented in Figure B-2 
The specific properties for the data type report are: 
Report date [calendar](*) The date of the report has to be added. By clicking on the calendar-
button, a single calendar will open, where the appropriate start or end date can be chosen. To 
enter a date including time to the dataset, the clock-button has to be clicked on. The appropriate 
date and time can be chosen and will be added. By default the value of the calendar is set to the 
current date. 
Report type [select menu] The type of report can be added by selecting a value from the drop-
down list. For example, values like ‘book review’, ‘conference review’, ‘minutes’ or ‘PHD report’ 
can be chosen. 
The specific properties for the data type presentation are: 
Presenter [text box] A presenter of presentation can be entered to the presenter text box. 
Presentation date [calendar](*) The date of the presentation has to be added. By clicking on the 
calendar-button, a single calendar will open, where the appropriate start or end date can be 
chosen. To enter a date including time to the dataset, the clock-button has to be clicked on. The 
appropriate date and time can be chosen and will be added. By default the value of the calendar 
is set to the current date. 
Presentation type [select menu] The type of presentation can be chosen from the select menu. 
For example, values like ‘talk’, ‘poster’, ‘keynote’, or ‘other’ can be chosen. 
Presentation event [select menu] The event type can be selected from the drop-down list. For 
example, values like ‘conference’, ‘workshop’, ‘project meeting’, ‘meeting’, ‘cross group meeting’, 
or ‘other’ can be chosen. 
Event title [text box] The title of the event can be entered to the event title text box, e.g. ‘European 
Geosciences Union General Assembly 2010’. 
Location [text box] The location, where the event took place, has to be entered into the texbox, e.g. 
‘Vienna, Austria’. 
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Event period (begin/end) [calendar][calendar] The event period, when the event took place has 
to be entered. By clicking into the input field, a single calendar will open, where the appropriate 
start or end date can be chosen. 
The specific properties for the data type picture are: 
Record date (begin/end) [calendar](*) The record date of the picture, including beginning and 
ending, has to be added. By clicking on the calendar-button, a single calendar will open, where 
the appropriate beginning and/or end date can be chosen. To enter a date including time to the 
dataset, the clock-button has to be clicked on. The appropriate date and time can be chosen and 
will be added. By default the value of the calendar is set to the current date 
Location [text box](*) The location, where the event took place, has to be entered into the texbox, 
e.g. ‘Selhausen, Germany’. 
Region [select menu] The region, where the event took place, can be entered to the texbox, e.g. 
‘Ellebach, Germany’. 
Event [text box] The event, where the picture was taken, can be entered into the text box, e.g. 
‘Laser Scanning Measurements May 2012’ 
Orientation [select menu] The orientation of the picture can be added by selecting a value from 
the drop-down list. For example, the values ‘vertical/portrait’ or ‘horizontal/landscape’ can be 
chosen. 
Resolution [text box] The resolution of the picture can be entered in dots per inch (dpi) to the text 
box, e.g. ‘200’. 
Size [text box][text box] The size of the picture (horizontal x vertical) can be entered, e.g. ‘1680’ x 
’1050’. 
Camera [text box] The model or the camera can be entered into the text box, e.g. ‘Olympus E-620’. 
Copyright information [text area] Information about the copyright of the picture can be entered 
into the text box, e.g. ‘Copyright 2012 CRC/TR32. All rights reserved.’. 
Additional description By choosing the search button, an additional description can be added to 
describe the dataset in more detail. This file has to be in PDF-format with a maximum file size 
of 5MB. 
The metadata input form for the specific properties for the data type publication is an exception. 
This input form is divided into two parts. The first part offers input fields to describe general publication 
properties. The second part of the input form facilitates specific input fields with focus on the publication 
type. The input form will be adapted depending on the chosen publication type. Figure 4-23 provides an 
overview of the general specific publication properties and the specific properties of the publication type 
book section.  
The specific properties for the data type publication will be subsequently described in detail. The 
general specific properties for the data type publication are: 
Year [text box](*) The year, when the publication was published, has to be entered into the 
textbox, e.g. ‘2008’. 
Status [select menu](*) The status of the publication has to be added by selecting a value from the 
drop-down list. For example, values like ‘in print’, ‘in review’, ‘published’, ‘submitted’ or 
‘unpublished’ can be chosen. 
Review [select menu](*) The information about the review status of the publication has to be 
selected from the select menu, e.g. ‘yes’ or ‘no’. 
Type [select menu](*) The type of publication has to be chosen from the drop-down list. For 
example, values like ‘article’, ‘book section’ or ‘event paper’ are available. The subsequent input 
form will be adjusted according to the selection made. 
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Figure 4-23: Exemplary metadata input form for Specific Properties of publication type book section 
The specific properties of the publication type article are: 
Article type [select menu](*) The type of article has to be added by selecting a value from the 
select menu. For example, values like ‘journal’, ‘magazine’, ‘newspaper’ or ‘electronic’ can be 
chosen. 
Publication source [text box](*) The name of the publication source has to be entered to the text 
box, e.g. ‘International Journal of Digital Curation’. 
Publication source URL [text box] The corresponding website of the publication source can be 
entered into the text box, e.g. ‘http://www.ijdc.net’. 
Publication place [text box] The appropriate place of publication can be added to the text box, e.g. 
‘Bath, UK’. 
Volume [text box] The volume of the publication source can be entered into the text box, e.g. ‘7’. 
Issue [text box] The issue of the publication source can be added to the text box, e.g. ‘2’. 
Pages [text box] The number of pages of the publication can be added to the text box, e.g. ‘13’. 
Page range [text box] The range of page of the publication can be inserted into the text box, e.g. 
‘68-80’. 
The specific properties of the publication type book section are: 
Book title [text box] The title of the book can be entered into the text box, e.g. ‘Proceedings of the 
Data Management Workshop’. 
Place published [text box] The place of publication can be added, e.g. ‘Cologne, Germany’. 
Book editor [text box] The editor of the book can be inserted into the text box, e.g. ‘Curdt, C., 
Bareth, G.’. 
Chapter [text box] The book chapter of the publication can be added, e.g. ‘5’. 
Pages [text box] The number of pages of the publication can be entered into the text box, e.g. ‘6’. 
Page Range [text box] The range of pages of the publication can be inserted, e.g. ‘131-136’. 
Series Title [text box] The title of the book series can be added, e.g. ‘Kölner Geographische 
Arbeiten’. 
Series volume [text box] The volume of the book series can be entered, e.g. ‘90’. 
The specific properties of the publication type event paper are: 
Event Type [select menu](*) The type of event has to be added by selecting a value from the 
select menu. For example, values like ‘conference’, ‘workshop’ or ‘other’ have to be chosen. 
Event Name [text box](*) The name of the event, where the paper was presented, hast be entered 
to the text box, e.g. ‘XXI. ISPRS Congress’. 
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Event Place [text box](*) The place, where the event took place, has to be inserted, e.g. ‘Beijing, 
China’. 
URL of Event [text box] The corresponding website of the event can be added, e.g. 
‘http://www.isprs.org/congresses/beijing2008/’. 
Date of Event (begin/end)[ calendar][ calendar] The time period covered by the event can be 
added. By clicking on the calendar-button, a single calendar will open, where the appropriate 
start or end date can be chosen. To enter a date including time to the dataset, the clock-button 
has to be clicked on. The appropriate date and time can be chosen and will be added. 
Editor [text box] The editor of the event proceedings can be entered, e.g. ‘Chen, J.’. 
Proceedings Title [text box] The title of the event proceedings can be added, e.g. ‘International 
Archives of the Photogrammetry, Remote Sensing and Spatial Information Science’. 
Volume [text box] The volume of the event proceedings can be added to the text box, e.g. 
‘XXXVII’. 
Issue [text box] The issue of the proceedings can be inserted into the text box, e.g. ‘Commission V, 
Part B4’. 
Pages [text box] The number of pages of the publication in the proceedings can be added to the 
text box, e.g. ‘6’. 
Page Range [text box] The range of page of the publication can be inserted into the text box, e.g. 
‘131-136’. 
After a successful input of metadata for a dataset, the metadata creator has the option to edit these. For this 
purpose, the user has to navigate to the User Home and select the feature Own Data. As a result, the user 
will receive an overview table. This table lists all datasets with metadata that have been inserted by the user 
(Figure 4-24). 
 
Figure 4-24: Overview of datasets with corresponding metadata of current user (partial view) 
 
Figure 4-25: Modification of metadata from the data type publication (partial view) 
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The listing can be sorted according to the dataset identifier number, the data title, the chosen topic, the data 
type, and date of metadata entry. By choosing the info button of a specific dataset, the metadata details of 
this dataset are presented in a pop-up-window, as already described in a previous section 4.5.1.2. To modify 
the metadata of a specific dataset, the edit button has to be chosen. The user will be forwarded to the 
metadata input form. In contrast to the metadata entry as described previously, all input fields and choice 
boxes are already completed with the available metadata of the chosen dataset (Figure 4-25). The user is now 
able to change the metadata and resubmit them again. The user is able to repeat the procedure as much as he 
wishes. The modification of the metadata is immediately visible on the website. All changes of the metadata 
are sustained as a precaution in the database. 
DOI Application 
TR32DB users are able to apply a TR32DB Digital Object Identifier (DOI) (section 2.1.6) for their dataset, 
when they have successfully completed the upload and adding of metadata for a dataset (step one and two of 
the workflow as shown in Figure 4-4). The application of a DOI is only permitted for datasets, which do not 
have a DOI yet. To apply for a DOI for a dataset, the registered user has to follow six general steps (Figure 
4-26). 
 
Figure 4-26: DOI application workflow (optional step) 
At first, the user has to log in to the web-interface. He has to navigate to the User Home and select the 
feature Apply DOI. The appropriate button is not available, in case a DOI has already been applied. By 
choosing the Apply DOI button, the user will be forwarded to an overview table. This table lists all datasets 
of the user, which are associated with metadata inserted by the user. Again, this list can be sorted, for example 
according to the identifier number or dataset title. Details of this dataset are likewise presented in a pop-up-
window by selecting the info button, as already described in detail. To apply a DOI for a specific dataset, 
the apply DOI button has to be chosen (Figure 4-27).  
 
Figure 4-27: Overview of datasets with metadata of current user to apply a DOI (partial view) 
The user will be forwarded to a DOI application overview website. Some guidelines and conditions have to 
be considered in the context of the DOI application process. The user has to accept particular conditions to 
continue the application, presented in Figure 4-28. For example, the DOI applicant is pledged to control the 
quality of the dataset. In addition, the TR32DB system is in authority to provide the infrastructure for the 
sustainable storage of the data and guarantee the long-term accessibility of the DOI. Both, DOI applicant and 
TR32DB system are responsible for the quality control of the descriptive metadata. 
The metadata input form for the DOI application is shown exemplary as an excerpt in Figure 4-28. The 
entire DOI application input form is presented in Figure B-4. Existing metadata of the specific dataset are 
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already completed in the input form. The DOI metadata input form is a reduced entry form, in comparison 
with the previous described general metadata input. The input form is arranged according to the requirements 
of the STD-DOI Metadata Schema (KLUMP, 2009). For example, general metadata details are included like 
title, description, creator or contributor. All mandatory input fields are marked with an asterisk. Incorrect 
values in an input fields cause error notifications and have to be adjusted. After the user has successfully 
completed the metadata input form, in a next step, the data have to be posted to the TR32DB database by 
using the submit button. All following steps to receive a DOI are executed by the TR32DB administrator 
and will be described in the section 4.5.1.4. 
 
Figure 4-28: Exemplary DOI application form (partial view), the complete form is shown in Figure B-4 
Temporary Share 
By selecting the menu item Share from the data menu bar the user will receive the Temporary Share 
website (Figure 4-29). On this website, the user is able to access all data that is currently stored in the 
corresponding temporary TR32DB data storage share directory (section 3.34). Initially, general information 
about the temporary share is described. Subsequently, the procedure to store and exchange data is listed. In 
the bottom part of the website a listing of all current research projects of the CRC/TR32 is listed. By clicking 
on one of the project sections names, the content of the particular share folders will be listed. The listing 
includes the title of folders created in the respective sub-project directory and the appropriate files included in 
this folder. They files are represented by their name and file size. To download a file, the download button 
has to be selected. For example, Figure 4-29 shows all data that are currently stored in the temporary share 
folder of project section B1. In this folder, a subfolder Graf was created, in which some files were stored. By 
selecting the download button below the file ruebe_bellartz_5mStation_CR3000_Slow.txt, the 
data will be downloaded.  
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Figure 4-29: Web-interface presenting temporary share 
Climate Data Section 
The climate data section will be displayed by selecting the menu item Climate Data from the data menu 
bar. This website gives an overview of all available climate data, which was purchased in the framework of the 
CRC/TR32 (section 3.1.2). Climate data was purchased from the German Weather Service (DWD), the 
network of the Meteomedia Group, the Eifel-Rur Water Resources Association, and the Erft Water 
Resources Association. Initially, the overview website (Figure B-6) provides general information, like the data 
agreement with the different organisations and publication notices for download. Furthermore, detailed 
descriptions of the climate data is given for download, for example data format description or code tables. 
The section data sets lists all data organised by various institutions and provides download links for the 
single data sets. All data from the DWD will be provided for download on a sub-webpage via links. In 
addition, an online query of climate data purchased from the DWD is available via the Climate Data overview 
website. Two features are available: query climate station data and draw climate diagrams. 
Both will be described consecutively. 
The feature query climate station data enables an easy and quick search for climate data purchased 
from the DWD according to a climate station and a chosen temporal extent (Figure 4-30). To execute a 
search for data, at least one or multiple climate data stations have to be selected from the selective list (e.g. 
Aachen, Aachen-Merzbrück). In addition, a period of time has to be chosen (e.g. 01.01.2009-01.01.2009). 
Both values have to be chosen carefully to receive a reasonable result. Finally, the submit button has to be 
selected to execute the search.  
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Figure 4-30: Search for DWD data by using the feature query climate station data 
The query will be posted to the climate data database, described in detail in section 3.5.1. The result of the 
query will be presented in a table, as shown in Figure 4-31. In addition, the result can be exported as text file 
by using the Export Data link. By selecting the link Abbreviations, a PDF-file with abbreviations to 
the climate data will open. 
 
Figure 4-31: Search result of feature query climate station data 
The feature draw climate diagram enables the query of DWD data and the representation of the result 
in a chart (Figure 4-32). Initially, at least one or multiple climate data stations have to be selected from the 
selective list (e.g. Aachen, Aachen-Merzbrück). In addition, the climate parameter has to be chosen from the 
drop down list (e.g. temperature) and the period of time (e.g. 01.01.2009-01.02.2009). The query will be 
executed by selecting the submit button.  
 
Figure 4-32: Search for DWD data by using the feature query climate station data 
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The query will be posted to the climate data database, which is described in detail in section 3.5. The result of 
the query is represented in a curve chart, as shown in Figure 4-32. The chosen parameter will be presented on 
the vertical axis including the appropriate unit (e.g. temperature in °C). The horizontal axis represents the 
chosen time period (e.g. 01.01.2009-01.02.2009). The selected climate data stations (e.g. Aachen, Alzey, 
Arnsberg-Neheim, Ahaus) are represented in the legend and allocated with various colours. By selecting 
single values on the curve of a climate station, the corresponding accurate value will be displayed. 
 
Figure 4-33: Chart result of using the feature query climate station data 
WebGIS Version 2 
By selecting the menu item WebGIS from the data menu bar, the user will automatically be forwarded to the 
TR32 Viewer, a WebGIS (Figure 4-34). The TR32 Viewer was implemented by using the ArcGIS Viewer for 
Flex, described in section 3.6. Flex provides a pleasant and fast visualization of data. The main task of the 
TR32 Viewer is the visualisation of some purchased basic geodata and a few provided geodata of project 
participants (e.g. land use data). Moreover, several measurement stations of the CRC/TR32 are visualised, as 
well as the DWD stations. The WebGIS is only accessible for authorized TR32DB users, due to access and 
license restrictions concerning the purchased geodata issued by the responsible organisations. 
For example, Figure 4-34 represents the land use classification of the Rur catchment (Waldhoff, 2012; 
Waldhoff & Bareth, 2009) and the digital landscape model. In addition, the climate station Broichtal is visible 
with corresponding properties. Furthermore, the overview map, the DWD Stations listing, and the Table of 
Contents is visible. 
In general, the TR32 Viewer has a main menu bar containing the four items map (globe symbol), 
navigation (compass symbol), tools (cube symbol), and help (question mark symbol). By moving over 
one particular symbol, the corresponding features (widgets) are displayed and can be selected. The chosen 
feature will be displayed (e.g. Overview Map, Table of Contents). In addition, the north arrow and general 
navigation tools are available (e.g. map zoom slider, scale bar, scroll and close sidebar). The main features of 
the TR32 Viewer are subsequently described, according to their affiliation to a feature group: 
Map Zoom Slider This tool is displayed on the left site of the map. It enables the zoom in and out 
by either clicking on the chart or by holding the triangle and drag it up and down. The current 
scale will be displayed by clicking on the triangle. Furthermore, zoom in and out is provided by 
using the mouse wheel. 
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Scale Bar This feature is displayed on the bottom left side of the map. The scale of the map is 
presented in kilometres/meters or respectively in miles/feet. 
Scroll and Close Bar This menu bar is located on the right hand site of the map. It enables scrolling 
up and down the sidebar located at the right hand site using the up and down arrows. By using 
the two right-facing arrows, the sidebar will be closed. 
Table of Contents (Map) The Table of Contents displays all available layers. The user is able 
to switch on the various layers (e.g. land use data, regional soil type map, digital landscape 
model, digital cadastral map, digital orthophotos, CRC/TR32 boundaries and sites). In addition, 
the user is able to change the transparency of each single layer on the fly.  
Overview Map (Map) This widget adds an overview map to the map. The current spatial extent of 
the map is displayed as a red rectangle. By moving the red extent rectangle in the overview map, 
the user can navigate on the map. 
 
Figure 4-34: The TR32 Viewer Version 2 
Bookmarks (Map) The Bookmarks widget displays a collection of predefined map view extents 
(e.g. from measurement site of the CRC/TR32). The user is able to create and add new 
bookmarks by choosing the function Add Bookmarks. 
Print (Map) To print the visible map display the Print widget has to be used. A title and subtitle 
for the document can be added. 
Zoom In (Navigation) To zoom in at a defined map extent, this feature can be used. First, the 
Zoom In button has to be chosen and then the part of interest on the map has to be selected. 
Zoom Out (Navigation) By selecting the Zoom Out feature, the user can zoom out to a defined 
map extent. First, the zoom our button has to be chosen and then a part on the map has to be 
selected.  
Full Extent (Navigation) The map will be reset to the initial zoom state and default map area by 
selecting the full extent button. 
Re-Center Map (Navigation) By choosing the Re-Center Map feature, the view window of the 
map can be adjusted by panning. Click and hold on the map and then move the mouse to the 
preferred map extent. 
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Mouse Coordinates (Navigation) By choosing this widget, the latitude and longitude of the 
current place of the pointer mouse on the map will be displayed. The coordinates will 
dynamically change by moving the pointer mouse on the map. 
Locate (Tools) The Locate widget enables the user to search for a location according to an 
address or by longitude and latitude.  
DWD Stations (Tools) To display the available DWD stations on the map, the DWD Stations 
tool can be used. A list of all DWD stations will be displayed in the widget window. By clicking 
on a DWD station on the list, the map display zooms to this location. By moving over the 
DWD station with the pointer mouse, details of the station will be displayed in a pop-up 
window (e.g. station name, measuring period, parameters, measurement gaps). To search for a 
specific station in the list, the user can use the filter function and enter the particular station 
name. As a result, the user will receive a list of matching DWD stations. 
Draw (Tools) This widget enables the user to highlight or comment on important locations on the 
map. The user is able to draw shapes (e.g. point, line, freehand line, polygon, freehand polygon, 
text) in various colours and sizes. 
Identify (Tools) To identify a feature on the map, the Identify feature can be used. By clicking 
on the map, all attributes of a layer will be displayed. 
Help (Help) The Help feature will forward the user to a detailed online help, describing all features 
of the TR32 Viewer . 
Home (Help) The user will be forwarded to the website of the TR32DB by selecting the Home 
function (CURDT, 2009). 
About (Help) The About widget provides information about the TR32 Viewer (e.g. development 
version and team). 
4.5.1.4 Administrative web-interface features 
The TR32DB Admin-Tool Website provides several features to administrate the TR32DB system Version 
3.1. This website is only accessible for the administrators of the TR32DB. The operations of the Admin-Tool 
are available via a side-menu. The main operations of the Admin-Tool will be consecutively described in 
detail, as well as other features. 
User Management 
The administration of the users of the TR32DB system is managed by the TR32DB Admin-Tool. By 
selecting User Admin from the side menu, several operations can be chosen: insert new user, view 
user, insert new subproject, view subprojects, and select user and subprojects. 
To set up a new user account for the TR32DB, the operation insert new user has to be selected. An 
input form will be displayed (Figure 4-35). Contact details about the user have to be entered like the user 
name, provided by the RRZK (section 3.4.2), first name, last name, email address or the respective institution. 
To add a new institution to the selective list, the function add new institution has to be selected from 
the institution selective list. An input from will appear to enter the details of the institution. In addition, 
optional details can be added. The affiliation to a sub-project has to be completed by choosing the project 
section and the funding phase from the selective list. Multiple entries are possible. Depending on the selected 
affiliation to a sub-project and funding phase, the user will be able to edit metadata for a dataset or download 
datasets from the TR32DB (section 4.5.1.3). By using the submit button, the data provided to the input 
fields will be entered to the database tables user and userSP (section 3.5.1).  
In addition, all users of the TR32DB are listed in an overview table, by using the function view user. 
Contact details of a single user can be modified by selecting the edit operation from the overview list. The 
feature insert new subproject enables the input of a new sub-project to the database. The entire list 
of sub-projects is visible by selecting view subprojects and can be modified by choosing the edit 
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button. Finally, the select user and subprojects operation enables a combined search for user 
details. For example, a user can be selected according to the funding phase and/or the sub-project. In 
addition, the affiliation of a user to a funding phase or sub-project can be queried. 
 
Figure 4-35: User Administration using the TR32DB Admin-Tool 
News Management 
The news section, displayed on the start page or the TR32DB web-interface is managemed by the TR32DB 
Admin-Tool. The content of the news is accessed from the associated database table news (section 3.5.1). 
Differtent operations are available from the news administration: view all, new entry, and manage 
news. By selecting the view all feature, an overview of the TR32DB news is provided, which can display 
current news, older news, and all news. The operation new entry enables the input of a new 
news statements to the database. Attributes like the news date, content text or content-links will be posted to 
the database by selecting the insert button. Finally, the operation manage news can be chosen (Figure 
4-36). This feature is responsible for the representation of the news on the startpage of the TR32DB web-
interface. All data that own the status active are visible on the start page of the website. In contrast, data 
that holds the status disable is initially not displayed. Disabled news will only be represented on the 
startpage of the TR32DB website, when the the operation view all news is used. 
 
Figure 4-36: News Administration using the TR32DB Admin-Tool 
Chapter 4: The TR32DB: a project database for the CRC/TR32 
139 
DOI Administration 
The administration of applied TR32DB DOIs (section 4.5.1.3) is managed by the TR32DB Admin-Tool. By 
selecting DOI Admin from the side menu, an overview of all DOIs created by the TR32DB is displayed 
(Figure 4-37). This table lists the following details for each dataset with applied DOI: internal TR32DB DOI 
identifier, user applying the DOI, the DOI identifier name, the TR32DB data identifier number, title of the 
dataset, and status of submission to DataCite. The table can be sorted according to the user, DOI identifier, 
TR32DB data identifier, title or submit status. The content of the table is accessed from the associated 
database table DOI (section 3.5.1). 
 
Figure 4-37: DOI Administration: Overview List 
To apply a DOI for a dataset at DataCite, the submit Now link has to be used in the DOI overview table. 
The admin user will be forwarded to a website displaying the metadata of the chosen dataset in XML format. 
The XML structure is automatically generated by accessing the appropriate database tables in the 
Metadata_DOI group (section 3.5.1). A section of the XML structure is displayed in Figure 4-37. The 
complete XML structure of this example is presented in Figure B-5. The XML structure is conform to the 
XML schema of the DataCite Metadata Schema Version 2.2 (section 2.2.2.2). The content of the XML 
structure was provided to the database by a user applying the DOI (section 4.5.1.3), as well as automatically 
by the TR32DB system (e.g. DOI identifier or publisher). 
 
Figure 4-38: Overview of Metadata in XML Format according to DataCite Metadata Schema V 2.2, the complete XML 
file is presented in Figure B-5 
By using the download XML link on the overview page, the displayed xml file can be downloaded. It is now 
the task of the admin user to check the accurateness of the provided metadata details. If the XML content is 
correct, the DOI can be applied. For this purpose, the link DOI registration and metadata 
upload at the bottom of the XML overview page has to be used. The XML file, as well as the DOI identifier 
name and the corresponding URL of the DOI are submitted to the DOIDB Metadata Store at the GFZ 
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Potsdam (GFZ, 2014) using the DOIDB API (section 3.6). A server error will be presented, in case the 
submitted details are incorrect. The DOIDB operates as a proxy service, which is connected to the MetaData 
Store of DataCite (DATACITE, 2014b). By submitting metadata to the DOIDB Metadata Store, a live 
registration of the DOI is triggered at DataCite. The registration of a DOI is consequently completed. 
Metadata Administration for datasets from Data Type Geodata 
The administration of data from the data type geodata is provided by the TR32DB Admin-Tool and divided 
into the menu options Geodata Input and Geodata View. Both will be described consecutively. 
By selecting the menu option Geodata Input, an input form for the data type geodata is provided. 
Basically, this input form is set up like the one for the data type data, described in detail in section 4.5.1.3. 
This is arranged according to the multi-level TR32DB Metadata Schema (section 4.3) into two parts: 
general properties and specific properties. The input form for geodata enables the input of 
general, data specific, and geodata specific properties, whereas the latter both are allocated 
to specific properties. As presented in Figure 4-36, all required input fields are marked by an asterisk. 
Again, two options are available to enter the metadata into the input form. The manual input and the feature 
Inserted Metadata. Likewise, the input form is subdivided into three columns: the title of the input field, 
the metadata input field itself, and a complementary, descriptive help statement. Again, the introduced four 
types of input fields are provided: text box, text area, select menu, and calendar, all described in detail in 
section 4.5.1.3. 
 
Figure 4-39: Part of metadata input form for geodata and Inserted Metadata function 
In contrast, to the usual, already described General Properties metadata input form (section 4.5.1.3), 
the one for geodata is extended with subsequently described properties: 
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user [select menu](*) A corresponding, responsible user for the metadata input has to be selected 
from the drop-down list. 
dataset name [text box](*) The exact file name of the dataset has to be inserted. 
extension[text box](*) The file extension of the dataset has to be added. 
creator-organisation [select menu](*) Details of the creator-organisation have to be chosen from 
the selective list. If the creator-organisation is not available in the drop-down list, the value add 
new organisation has to be selected. Through this, new input fields will appear, into which 
the new creator-organisation can be entered. For example, attributes like organisation name, 
department, street, post code, city, URL, contact email, phone, fax, and contact person can be 
added. By using an insert button, the values will be submitted to the TR32DB database. 
creator-organisation role [select menu](*) An appropriate creator-organisation role has to be 
chosen from the selective list for each added creator-organisation.  
Subsequent to the general properties, the data specific properties have to be added. In addition to 
the already described properties measurement/model region and location and temporal extent (section 
4.5.1.3), the following properties are included: 
spatial resolution-scale [text box] The equivalent scale of the data can be entered, for example 
1:’1000’. 
spatial resolution-distance [text box][select menu] A spatial resolution distance can be added by 
inserting a resolution distance to the text box and selecting a unit of length from the drop-down 
list, e.g. ‘50’|‘m’. 
measurement/model frequency [text box][select menu] A frequency of measurement or 
modelling can be included. A frequency value has to be entered into the text box and an 
appropriate unit has to be chosen from the selective list, e.g. ‘10’|‘minutes’. 
Finally, the geodata specific properties may be declared. Besides the already explained properties 
INSPIRE topic category, geographic bounding box, and linage (section 4.5.1.3), the subsequent properties are 
also available: 
reference system identifier [text box] Details about the vertical coordinate reference system may 
be added. This text box request the identifying EPSG code of the reference system, e.g. ‘32632’. 
reference system name [text box] The corresponding name of the reference system can be 
declared, e.g. ‘WGS 84/UTM Zone 32N’. 
representation [select menu] The representation form of the dataset can be selected from the 
drop-down list, e.g. ‘vector data’, ‘raster/imagey’. 
All data provided in the input forms will be checked after using the submit button. In case, an invalid value 
was entered to an input form, an error message will be displayed. This message will specify the invalid value. 
After successful correction of the inserted data, the metadata of the entire fields will be posted to the 
database. The metadata details of the dataset are on-the-fly online available. 
By selecting the menu option Geodata View, an overview table for all data from data type geodata is 
provided. This table lists the following details for each geodata dataset: the TR32DB data identifier, the file 
name, the associated TR32 topic, the metadata creator, the upload date of metadata, and the title of the 
dataset. The info button of a specific dataset shows all available metadata of the selected dataset in a pop-
up-window. By selecting the edit button, the admin user will be able to modify the metadata of a geodata 
dataset. The admin user will be directly forwarded to a metadata edit input form. This is equal to the geodata 
metadata input form. The incorrect metadata can be modified. Moreover, missing details can be completed. 
By using the submit button, the data will be uploaded to the database, after successful validation. 
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Other features 
More features are available on the administration website and accessible via the side menu, besides links to 
the Admin-Tool Home, the TR32DB Website and the TR32 official website. Additional features will be 
described subsequently. 
Data View This feature enables the listing of all data stored in the TR32DB. The displayed data can 
be filtered to view all data, data without metadata, and data without metadata, stored in the 
TR32DB. The listing can be sorted according to the Identifier, the dataset title, the data type, 
the metadata creator, the sub-project, and the data upload to the data storage. In addition, by 
using the info button, the entire metadata of a dataset can be viewed. 
Instrument Admin This section enables the administration of the controlled list instruments, 
instrument parameter, and instrument parameter unit. For each controlled list, 
an overview list is provided, as well as an insert and edit input form. For example, a detailed 
listing of the controlled list instruments is provided including the attributes instrument identifier, 
instrument equipment, model name, manufacturer, registered office, and a corresponding URL. 
By choosing the edit button for a single instrument, the attributes of this instrument can be 
modified (Figure 4-40). By using the function insert new instrument, an input form will 
be displayed, into which the attributes of the instrument can be entered. By using the submit 
button, the data will be directly posted to the database. 
 
Figure 4-40: Modifying attributes of an instrument 
Keyword Admin This section enables the administration of CRC/TR32 keyword list. New 
keywords can be inserted into the list by using the insert new keyword option. An input 
form will be provided, into which the keyword name and a description of the keyword can be 
entered. The data will be posted to the database by using the submit button. An edit function 
is available to modify existing keywords. In addition, an overview list of all keywords is provided 
and can be sorted according to the keyword identifier, keyword name or description. 
Dl- Counter This section lists all details, which are collected by downloading a dataset from the 
TR32DB. These are the user Identifier, the data identifier, the file path of the dataset including 
file name, and the download time. The information is accessed from the associated database 
table dlcounter (section 3.5.1) 
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4.5.2 Web-interface Version 4.0 
This section gives an overview over the design and functionality of the TR32DB web-interface Version 4.0. 
Initially, the general organisation will be presented, followed by an overview of available user and admin user 
features. 
4.5.2.1 Web design 
The TR32DB web-interface Version 4.0 is available online since the autumn of 2013. This version is an 
extended, updated version of the prior described Version 3.1 (section 4.5.1). In general, the main functionality 
of the prior version was adopted, modernized, and extended with new features, as well as with a new layout. 
The underlying database Version 4.0 of the web-interface is described in detail in section 3.5.1. The web-
interface Version 4.0 is designed and implemented, just as the prior version according to previous mentioned 
recommendation rules, principles, and methods (section 2.3.4 and 3.6). The website has a simple layout 
colour-coordinated with the CRC/TR32 logo presented in green and yellow colours (Figure 4-41). 
 
Figure 4-41: TR32DB web-interface start page Version 4.0 
The structure of the web-interface is based upon the prior Version 3.1. Again, two main menu bars bestride 
the layout. The general menu bar on the top enables access to general information about the TR32DB 
and CRC/TR32. The data menu bar (Side Menu) on the left side deals with the administration of and 
access to the CRC/TR32 project data. Again, this menu bar is divided into two sections. Section B offers 
search and access to project data. Section A facilitates further features for internal users and admin users. The 
header is dominated by the web-interface title and the CRC/TR32 logo. The footer was rearranged. Now, 
it contains the logos of the main participating institutions of the CRC/TR32. In addition, contact details are 
provided. The content was also redesigned in comparison with the Version 3.1. This part will be change 
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according to the selected menu feature. Consecutively, the individual parts will be described with focus on the 
improved features. 
Startpage 
The content of the start page was rearranged and extended by new sections. The start page is now divided 
into six parts. They will be subsequently described. 
Welcome introduction A short introduction to the TR32DB is given in this section. 
Workshops This section lists all workshops, organized by the CRC/TR32 project section Z1/INF. 
The content of this section was adopted from the prior web-interface Version 3.1 and is 
describe in section 4.5.1.1.  
News This section lists the latest news related to the TR32DB, as already described in detail in 
section 4.5.1.1. 
Advanced search The full-text search section was added with the recent web-interface Version 4.0. 
The search enables a text search for data within metadata properties title and description of a 
dataset. 
Recently uploaded data The most recent five datasets uploaded to the TR32DB are listed in this 
section. They are represented by a symbol, indicating the type of data, and the title of the 
dataset. By clicking on the dataset title, the user will be forwarded to the entire metadata of the 
dataset. 
TR32DB visitors This sections displays a tiny map, provided by ClustrMaps (CLUSTRMAPS, 2014), 
which includes the location of the visitors of the TR32DB, as already described in detail in 
section 4.5.1.1. 
General menu bar 
The general menu bar (top menu) provides general information about the TR32DB and CRC/TR32 for 
website visitors. The menu structure of the previous web-interface was streamlined. The existing eight menu 
tabs were reduced and combined to five new menu tabs. These are: 
Home To navigate to the TR32DB start page, the home tab can be used. 
CRC/TR32 Home By using this tab, the user will be forwarded to the official CRC/TR32 website 
(http://www.tr32.uni-koeln.de). 
About Details are provided about the background of the TR32DB as well as a shot overview of 
design and functionalities. The about section of the previous Version 3.1 was adapted and 
updated with new information.  
FAQ Information is provided to solve basic questions and problems. This section was adapted from 
the prior Version 3.1, modified, and updated with new details. For example, the access to 
available lists is provides used with the metadata input form, for example a list of all available 
creators, CRC/TR32 keywords, institutions, instruments and instrument parameter. In addition, 
the CRC/TR32 Data Policy Agreement (CRC/TR32, 2011) is available for download. Furthermore, 
tutorials are provided for download to support the use of the TR32DB. For example, a user 
guide for the web-interface Version 4.0 is available (CURDT, 2013c). 
Contact/Imprint Contact and imprint information is provided in this section. The sections 
contact and imprint from the previous Version 3.1 were combined, adapted, and updated. 
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Data menu bar 
The data menu bar (side menu) is mostly adopted form the prior Version 3.1, updated, and extended. 
Consequently, part B of the side menu bar facilitates search for project data. Three types of project data 
search are available via the data menu bar: 
Predefined search (browse by) Search for data according to topic, data type, measurement/ 
modelling region, funding phase, cluster (project section), and DOI.  
Advanced Search Search for data by means of a combined, advanced data search form, described in 
detail in section 4.5.2.2. 
Map Search Search for data by means of a map, described in detail in section section 4.5.2.2. 
The first two search types were transferred from the data menu bar of Version 3.1, described in detail in 
section 4.5.1.2, reorganised and partially renamed. The map search menu item was newly implemented in 
Version 4.0. 
Part A of the side menu bar facilitates further features to access internal project data, as well as to manage 
data and administrate TR32DB details depending on the user status. This part of the menu is only visible 
after login to the TR32DB. The menu bar will be expanded automatically after login. The following menu 
elements are available.  
Login/Logout User access to internal features of the TR32DB by login. Likewise, the logout quits 
the access. 
Admin Home Administration and management of TR32DB features and content (e.g. user 
administration, DOI administration). Only administrator users have access. 
User Home Management of project data of a logged in user (e.g. metadata input and edit, DOI 
application).  
Climate Data Information and access to climate data purchased within the CRC/TR32.  
Share Provision and access to temporary stored data in the TR232DB share storage. 
WebGIS Access to TR32 Viewer, which visualises most of the purchased basic geodata. 
All menu elements were adopted from the previous Version 3.1, described in detail in section 4.5.1.2, except 
for the element Admin Home. This element was newly implemented in Version 4.0. All features provided by 
the menu items will be described in detail in section 4.5.2.3 and section 4.5.2.4. 
4.5.2.2 General web-interface features 
All users or visitors of the web-interface Version 4.0 are able to access and use general web-interface features 
in order to explore and download data of the TR32DB. For this purpose certain steps have to be followed 
(Figure 4-42). These steps involve the use of specific search functions for data (e.g. predefined search, 
advanced search, map search), selection of data files, exploration of requested data via metadata, as well as 
download of data depending on permissions. The basic functionality was adopted from web-interface 
Version 3.1 (section 4.5.1.2), modified and updated. Subsequently, the general features will be described. 
 
Figure 4-42: TR32DB user workflow for data search and download using the web-interface 
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Predefined search for data 
The predefined search for data enables all visitors of the web-interface an easy and immediate search for 
project data according to the chosen category. The search is executed via the metadata of a dataset. As already 
mentioned in a previous section, the access to the various search queries is accessible through the data 
menu bar. A predefined search is available for the categories: topic, data type, regions (sites), phases, 
clusters (projects), and DOIs. The general search query is described in detail in section 4.5.1.2. Therefore, the 
description of the various predefined search options will be short and focused on the modification. 
Browse by Topic By selecting the predefined search for data according to a CRC/TR topic (e.g. 
soil, vegetation, atmosphere), a list of all datasets, assigned with the selected topic is presented 
(Figure 4-49). 
Browse by Type By choosing the predefined search for data according to a data type (e.g. data, 
reports, publication), a list of all datasets, assigned with the chosen data type will be displayed. 
Browse by Region By applying the predefined search for data with focus on a CRC/TR32 
predefined region or site, initially a listing of all available regions and sites will be presented 
(Figure 4-43). After selecting a preferred region or site, the result of the query will list all 
assigned datasets. 
 
Figure 4-43: Predefined data search for regions and sites of the CRC/TR32 (partial view) 
Browse by Phase By selecting the predefined search for data according to the funding phase of the 
CRC/TR32, initially an overview of the available funding sites is presented (Figure 4-44). After 
choosing a funding phase, a list of assigned datasets will be displayed. 
 
Figure 4-44: Predefined data search according to funding phases 
Browse by Cluster By choosing the predefined search for data with focus on the cluster or project 
section, at first an overview of all CRC/TR32 clusters is presented with corresponding project 
sections (Figure 4-45). By selecting a project section, the user will receive a list of all data 
referring to the query.  
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Figure 4-45: Predefined data search according to a cluster or project section (partial view) 
Browse by DOI By selecting the predefined search for data with an DOI, an overview of all data 
with a TR32DB DOI will be displayed (Figure 4-46). The user will be forwarded to the 
overview webpage of the DOI, by choosing the DOI name, for example 
10.5880/TR32DB.KGA90.10. The metadata overview will be described later in this chapter. 
 
Figure 4-46: Predefined data search according to DOI (partial view) 
Advanced search for data 
The advanced data search enables a visitor of the web-interface to search for data by combining different 
request with each other. This search is also executed via the metadata of datasets. The combined, advanced 
data search of the prior Version 3.1, described in detail in section 4.5.1.2, was mostly adopted, updated, and 
extended with new query options and a new layout. By selecting the menu item data search, the user will 
receive an input form (Figure 4-47).  
 
Figure 4-47: Advanced data search with exemplary values 
This enables mainly selective lists, except one text box. Further information about a selective list or text box 
is shown by moving or clicking on the “ i “-symbol. The user is able to enter terms into the text box or select 
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values from the drop-down lists. By using the submit button, the query will be executed and the user will 
receive a result. All queries in the search form will be combined with AND. Consequently, the visitor will 
only receive a result that matches all chosen values. For example, the web-interface visitor can enter a specific 
term to the full text search (e.g. land user classification). In addition, a data type can be chosen (e.g. data), a 
TR32 Topic (e.g. Land Use), the creator of the data (e.g. Guido Waldhoff), as well as the measurement or 
modelling region or site (e.g. Rur Catchment). 
Map search for data 
The map search enables the search for project data by means of a map. This feature was newly implemented 
in the web-interface Version 4.0. The feature is available by selecting the Map Search item on the data 
menu bar. As a result, the web-interface visitor will receive a website including a map (Figure 4-48). In 
addition, some general information is given above the map describing the functionality of the map and its 
symbols. The representation of the map can be selected (e.g. base map, terrain map, satellite map with and 
without labelling) by choosing Map or Satellite. Furthermore, TR32DB Web Map Services are 
complemented to the map and presented depending on the zoom level (e.g. Rur catchment and sub-
catchment boundaries, measurement stations, and boundaries of study sites). The visitor can pan and zoom 
to the area of interest by using the zoom slider, pan wheel, zoom tools or by using the mouse wheel. By 
selecting Zoom to Area, the map will zoom to the start extend.  
A red marker pin represents a dataset with geographic coordinates. Consequently, datasets of the TR32DB 
without geographic coordinates will not be displayed. The location of the red pins represent the calculated 
centre point of given bounding box coordinates. Depending on the zoom-level, these maker pins will be 
clustered to yellow, blue or red circles. The corresponding number in the circles represents the included 
number of marker pins. The visitor has to zoom-in or selecting a cluster to devolve the circle. Red marker 
pins that are located nearby or have the same coordinates will fan out into a circle representing all included 
pins by clicking on a certain pin. To receive further information about a red marker pin, the visitor has to 
click on the pin. The TR32DB identifier, dataset title, data type, and TR32 topic of the selected dataset will be 
represented. To access the entire metadata detail of a dataset, the visitor has to click on the corresponding 
dataset title. 
 
Figure 4-48: Map search for datasets in TR32DB at Selhausen area, Germany 
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Presentation of data 
Data stored in the TR32DB is represented on the web-interface by means of their metadata. The 
representation of the metadata on the website was totally rearranged in the web-interface Version 4.0. 
Subsequently, the new presentation of datasets will be described. 
The result of a predefined search or combined query is always displayed in an overview list of datasets that 
match the request. The design of all outputs websites of search results is identical, except from the query 
Browse by DOI. The default search result has always the same structure in the content, as presented in 
Figure 4-49. The properties will subsequently be described in details. 
Title The title defines the content of the search result. The headline and the corresponding 
description text will be modified according to the query (e.g. Search Result: All Data from Topic 
- Remote Sensing, Search Result: All data from Data Type - Publication).  
Sorting All datasets available in the listing can be sorted in order by: the TR32DB internal dataset 
identifier, the data type, the creator surname, the TR32 Topic, and the last upload date of 
metadata. By clicking on the symbols ∨ or ∧, the single dataset will be sorted. By default, the 
listing is sorted downwards in order by the TR32DB dataset identifier.  
Filter All datasets available in the listing can be filtered according to the funding phase, in which they 
were created. For example, datasets can be listed for all funding phases, phase 1, and phase 2. By 
selecting the desired phase, the output list will be changed. 
 
Figure 4-49: Presentation of search results according to the topic remote sensing 
View The number of displayed datasets in the listing can be changed (e.g. 5, 10, 15, 20, 50, 100). The 
default number of datasets listed is five. By selecting a desire value number, the list of the 
datasets will be changed. 
Navigation To navigate through the search result list, two options are available. To navigate to the 
next page of the dataset listing, the page navigation has to be used. By clicking on the desired 
page number, the dataset listing will change. To navigate from the bottom of the website to its 
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top, the horizontal navigation has to be used. By clicking on the top ∧ symbol, the top of the 
website will be displayed. 
Dataset Output All datasets related to a certain query are listed in the search result list. Each dataset 
is represented in a green box. This box provides an overview of the dataset and is divided into a 
header and content part. The header includes the TR32DB identifier and the title of the dataset. 
The content contains the corresponding keyword(s), the dataset creator(s), the last upload date 
of the metadata details, the data type of the dataset, as well as the TR32 topic. In addition, a 
logo is displayed representing the associated data type. 
Dataset Features There are several features available for each dataset in the overview listing 
depending on the access rights and the availability of the underlying file (Figure 4-50). The 
features are: View Metadata, Additional File, and Download Data. The full available 
metadata of a dataset will be displayed by selecting the dataset title or relevant logo, as well as by 
choosing the view metadata button (A). If an additional descriptive PDF file is available, this 
can be downloaded by selecting the PDF symbol (feature Additional File) (B). To 
download the underlying file of the dataset, the floppy disk symbol has to be chosen (feature 
Download Data). The download of the file is available, depending on the download 
permission of the dataset. An appropriate note about the download will be displayed by moving 
the mouse pointer over the floppy disk symbol (D).  
 
Figure 4-50: Presentation of Dataset Features; (A) view metadata of dataset, (B) download additional PDF file, (C) view 
additional PDF file, and (D) additionally information with download information for dataset 
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By downloading a dataset from the TR32DB, the user will receive a download advice (Figure 4-51) that has to 
accept before the actual download window will pop up. The user is able to save or open the dataset. The 
download of a PDF is available without download advice information. 
 
Figure 4-51: Download advice has to be accepted before downloading of dataset 
The download of the data file and the descriptive PDF will be logged automatically in the TR32DB database. 
Available download details like the TR32DB data identifier (e.g. 547), TR32DB user identifier, the IP address 
(Internet Protocol address), the storage path of the data in the TR32DB data storage including file name (e.g. 
/afs/rrz.uni-koeln.de/project/tr32db/Phase_2/C/C3/pictures/000/Fotos_2011.zip), as well as the 
download time will be saved (e.g. 2014-04-01 15:15:22). 
The metadata view of each dataset (Figure 4-53) can be viewed by all visitors of the website. Each metadata 
view website has its own persistent, identifying URL (uniform resource locator), for example 
http://www.tr32db.uni-koeln.de/data.php?dataID=547. All URLs are set up in the same 
structure. Merely, the TR32DB dataset identifier (dataID) at the end of the URL will be modified. The 
metadata view is structured thematically in a listing, arranged according to the TR32DB Metadata Schema 
(section 4.3) displaying all available metadata details of a dataset.  
Initially, the header of the metadata view displays the TR32DB data identifier and the name of the title of the 
dataset (e.g. [547] Enhanced land use classification 2013 of the CRC/TR32 measurement region 
Selhausen/Merken).  
Afterwards, the available features of the dataset will be presented. These depend on the user rights and the 
availability of the dataset file. Currently, a maximum of four features is available (Figure 4-52). These are: 
Download Data This feature enables the download of a dataset file, depending on availability and 
access rights as described previous. 
Additional File This feature enables the download of an additional, descriptive file in PDF format 
(if available) as described previous. 
Edit Data This feature enables the modification of metadata and is only available for the creator of 
the metadata (section 4.5.2.3). 
Apply DOI This feature enables the application of a TR32DB and is only available for the creator of 
the metadata (section 4.5.2.3). 
 
Figure 4-52: Maximum metadata features of a dataset available at the metadata view 
Subsequently, a citation advice is provided for all datasets. This is automatically created by means of the 
available metadata of a dataset. The citation advice is modified according to the data type. In case of 
publication, the citation advice is adjusted according to the publication type. Basically, the structure of the 
citation advice is currently following the reference style of Elsevier (e.g. ELSEVIER, 2014). The reference style 
for datasets from the data type data follows the recommended format of DataCite (DATACITE METADATA 
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WORKING GROUP, 2011) and was adjusted for the requirements of the TR32DB. The citation advice can be 
adapted to any other reference style.  
Consecutively, the metadata of the dataset are shown. They are thematically structured into several sections 
arranged according to the metadata categories introduced in the TR32DB Metadata Schema (section 4.3). At 
first, the general metadata categories are shown. They are extended to the specific metadata categories 
depending on the data type. In general, all available metadata properties and sub-properties are displayed. The 
sub-property (e.g. titleType) value is always shown in front of the property (e.g. title) value. Multiple 
uses of properties are sequently presented. Some of the metadata details are linked to further information. In 
the following, a short overview will be given about each single section. 
Identification This section represents available metadata related to the metadata category 
Identification. This are, for example, details about the dataset title and corresponding title 
type, description and associated description type or identifier and appropriate identifier type. An 
identifier with the identifier type value DOI or URL will be linked to a corresponding website 
(A), as shown in Figure 4-53. 
Responsible Party This section displays all available metadata of the metadata category 
Responsible Party. These are, for example, metadata about the creator of the dataset as 
well as the publisher. In case of data type geodata, the creator organisation and creator person 
are shown. The creator value is always linked to an associated TR32DB website representing the 
details of the creator (B), as shown in Figure 4-53. 
Topic This section shows all available metadata details of the metadata category Topic. These are 
for example TR32 topic, TR32 keywords or topic category. All subjects that can be chosen a 
number of times, are grouped and presented among subject(s) including their sub-property 
name, for example CRC/TR32 Keywords, Gemet Thesaurus or DCC. All values of these 
subjects are displayed successively. 
File Details This section lists all available metadata details of the metadata category File 
Details. For example the file name, file size, and corresponding dates are displayed. The 
mime type will be automatically presented, depending on the extension of the file. 
Constraints This section displays all available details form the metadata category Constraints. 
For example, the download permission, access and use constraints, and the chosen licence is 
presented. The licence value is linked to the corresponding content (C), as shown in Figure 4-53. 
Geographic This section represents all metadata information of the dataset, which is related to the 
metadata category Geographic. For example, the measurement or modelling region and site 
can be listed, as well as the bounding box coordinates. In case bounding box coordinates are 
allocated, a map will be displayed showing the centre point of the bounding box on the map 
with a red marker pin. The image no map data is presented, when geographic coordinates are 
unavailable. 
Specific Information This section lists the data type specific metadata and will be adjusted 
according to the data type of the dataset. Metadata of the category Data describe, for example, 
the temporal extent of the data and the lineage. Metadata details of the category Geodata 
include, for example, a reference system, spatial representation or spatial resolution. Metadata of 
the category Report contain for example the report date, type, city or institution. Metadata 
details of the category Picture display, for example, the record place, image orientation, file 
size or resolution, and recording extent. Metadata of the category Presentation describe the 
presenter, presentation date and type, as well as details about the corresponding event. The 
metadata of the category Publication are dependent on the publication type. For example, 
details about the publication and review status, publication year, publication type, publication 
source, series editor, series title, proceedings title and editor, event details, volume, issue or page 
range can be displayed.  
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Figure 4-53: Exemplary metadata view for Data Type Data with linking to (A) the identifier of the dataset, (B) the 
contact details of the creator, (C) the choosen licence, and (D) the contact details of the metadata creator 
Chapter 4: The TR32DB: a project database for the CRC/TR32 
154 
Metadata Details This section displays all metadata details available for the dataset of the metadata 
category Metadata Details. For example, the creator of the metadata, the metadata creation 
date, as well as last upload of metadata, metadata language and version is presented. The 
metadata creator is always linked to an associated TR32DB web-interface (D), as presented in 
Figure 4-53. 
Finally, at the bottom of the metadata view, the available features of the dataset are presented again, as 
already previously described in this section. 
The data description of a single DOI (Figure 4-54) can be seen by all visitors of the TR32DB web-interface. 
It serves as a landing page for the DOI and will be displayed after resolving the DOI. The website provides 
an view of a single dataset. The general structure of the website was adapted from the web-interface Version 
3.1, extended and updated with new metadata details and layout. Each DOI description website has its own, 
persistent, unique URL (e.g. http://www.tr32db.uni-koeln.de/DOI/doi.php?doiID=48). The URLs of the 
DOIs are all set up in the same structure. Only the DOI identifier (doiID) value changes at the end of the 
URL.  
The data description view is always set up in the same structure and lists all available metadata associated with 
the selected TR32DB DOI. Initially, the title gives an advice about the described dataset including the DOI 
name (e.g. Data Description of DOI 10.5880/TR32DB.8). At first, the citation of the dataset is presented 
following the recommended format of DataCite (DATACITE METADATA WORKING GROUP, 2011). 
Subsequently, metadata details of the dataset are presented, for example, title, description, contributor or 
subject. All available metadata properties and corresponding sub-properties are listed, for example, the values 
of the property title and the corresponding value of the sub-property titleType. The sub-property is 
always presented in from of the property (e.g. Main Title|Enhanced land use classification 2013 of the 
CRC/TR32 measurement region Selhausen/Merken). Multiple uses of properties are presented in the 
following. Some metadata details are linked to complementary information. For example, the related identifier 
with the identifier value URL or DOI is always linked to the associated website (A and B), as shown in Figure 
4-54. The value of the licence is also always linked to the corresponding describing content of the licence (C), 
as presented in Figure 4-54.  
Finally, further information is provided past the listing of the metadata details. Contact details of the DOI 
applicant are provided. The value of the contact is always linked to an associated TR32 website that 
represents the details of the creator (D), as shown in Figure 4-54. These typically include the creator’s name 
and membership in a CRC/TR32 project section, the associated institution and address information, as well 
as the mailing address and telephone number. Moreover, a link is provided to the entire metadata detail of the 
TR32DB (E). By selecting the view metadata link, the user will be forwarded to the appropriate TR32DB 
website (Figure 4-54). Moreover, the dataset can be downloaded, depending on the chosen download 
permission during the DOI application and the access authority of the user or visitor of the TR32DB. In 
case, the download is only permitted for registered TR32DB users, a note will be displayed with appropriate, 
explanatory references and contact information (Figure 4-54). If a download of the dataset is possible, a 
download link is provided. By selecting this link, the user will receive a download notice (Figure 4-51). By 
accepting the conditions, the actual download window will pop up and enable the user to save or open the 
dataset. By accessing the download window, the download will be logged automatically in the TR32DB 
database. Available download details like the TR32DB data identifier, TR32DB user identifier, the IP address 
(Internet Protocol address), the storage path of the data in the TR32DB data storage including file name, and 
the download time will be saved. 
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Figure 4-54: Data Description of DOIwith linking to (A) the first related resource of the dataset, (B) the second related 
resource of the dataset, (C) the chosen licence, (D) the contact details of the metadata creator, and (E) the TR32DB 
metadata view 
4.5.2.3 Internal web-interface features 
The internal features of the web-interface Version 4.0 are only accessible for registered users. The 
administration of metadata, the application of DOIs, the access to the temporary share and climate data, as 
well as the WebGIS belongs to the internal features. The basic functionality was adopted from web-interface 
Version 3.1 (section 4.5.1.3), modified and updated with new layout and features. They will be described 
subsequently. 
Web-interface login and user home 
The access to the internal web-interface features is only provided for registered users of the TR32DB. To 
login to the web-interface, the user has to select the login item on the data menu bar. A log-in window 
will appear (Figure 4-16). The user has to enrol, as already described in detail in section 4.5.1.3. After a 
successful login, the data menu bar will be expanded with the internal features, as shown in Figure 4-41 
and described in section 4.5.2.1. The name of the successfully logged in, current user will be displayed. 
By accessing the menu item User Home from the data menu bar, the user will be forwarded to his User 
Home (Figure 4-55), where he is able to use different internal features. A descriptive text provides support. 
Two main functions are provided. These are Data Administration and DOI Administration both 
containing two features each. The Data Administration contains features to manage the metadata of the 
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datasets by using the features Insert Metadata and View Own Metadata. The DOI 
Administration includes features to apply and manage the datasets with TR32DB DOIs by using the 
features Apply DOI and View own DOI. All features will be described in detail in the next section. 
 
Figure 4-55: TR32DB User Home of Web-Interface Version 4.0 
Metadata administration for datasets 
One of the main important tasks of the TR32DB is the administration of metadata. The general 
administration of the metadata was adapted from Version 3.1, modified, updated, and extended. As already 
described in detail section 4.5.1.3, the administration of metadata has to follow six general steps (Figure 4-56). 
 
Figure 4-56: Workflow of metadata input and edit (step 2) 
After a successful login to the web-interface and navigation to the User Home, the user has to select the 
feature Insert Metadata, to enter metadata for a file that has already been stored in the TR32DB data 
storage (section4.4). The user is forwarded to a website, which gives an overview of all datasets in the 
TR32DB without corresponding metadata of sub-projects related to the user currently logged in. The datasets 
are organised according to the funding phase and project section into several listings. For each dataset, there 
are the following details presented in the listing: the TR32DB internal identifier, the name of the file, the time 
of upload to final data storage, and the data type. To publish and make a dataset visible at the web-interface, 
metadata have to be added.  
To add metadata for a dataset, the user has to select the insert button of the required dataset. The user will 
be forwarded to the next website that displays an input wizard for the metadata (Figure 4-58). In addition, 
already available metadata details of the chosen dataset are displayed above the wizard. These include the 
TR32DB dataset identifier (e.g. 847), the file name (e.g. LU2010_Selhausen_enhanced.zip), the data type (e.g. 
data), the upload time of the file to the TR32DB final data storage (e.g. 2013-09-12 03:00:03), and the file size 
in kilobyte (e.g. 945 kB). 
The input wizard is adapted to the different types of data stored in the TR32DB and is arranged according to 
the TR32DB Metadata Schema (section 4.3). As presented in Figure 4-58 to Figure 4-72, the input wizard is 
divided into eight tabs. These are: a Template tab, six tabs to describe general metadata properties 
(Identification, Responsible Party, Topic, File Details, Constraints, 
Geographic), as well as a Specific tab to enter specific properties depending on the selected data type. 
The user is able to navigate through the single tabs by using the <previous and next> buttons, as well as 
by clicking on the single tab names. The metadata input in the single tabs is implemented by using four input 
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field types: text box, text area, selective menu, and calendar. All are described in details in section 4.5.1.3. 
Mandatory input fields are marked with an asterisk (*). Selective lists are always mandatory, if they are used in 
combination with another selective list, text box, text area or calendar. Further information and comments 
about a single input fields or selective lists is available by moving the mouse pointer over the “ i ”-symbol. 
Moreover, examples values are presented. By clicking on the “ i ”-symbol, the info window will remain. By 
selecting the “ x ” symbol in the window, it will be closed. Subsequently, the single tabs of the wizard will be 
described in more detail. Example values for input fields are represented with single quotation marks ‘ ’. In 
case of combined input fields the example values are merged with a vertical bar |. 
 
Figure 4-57: Overview of metadata without metadata of sub-projects related to the current user 
The tab Template (Figure 4-58) enables the user to re-use available metadata of another dataset. This 
feature was adapted from the web-interface Version 3.1 (section 4.5.1.3), modified and updated. The template 
feature facilitates and accelerates the metadata input of similar datasets, like time series of measurements with 
the same instrument and parameter. To use a template of an existing dataset, a dataset has to be chosen from 
the selective list. This listing contains all datasets, which own corresponding metadata that was provided by 
the current user for the chosen data type. The datasets are represented in a listing by their dataset name and 
their corresponding TR32DB identifier in order by the name of the dataset. For example, all datasets from 
the type data of the user currently logged in are presented in case the user is providing metadata for a new 
data dataset (e.g. [547] Enhanced land use classification 2013 of the CRC/TR32 measurement region 
Selhausen/Merken). By selecting a dataset from the drop-down list, the dataset overview metadata will be 
displayed. The user is able to access the entire metadata of the dataset by using the view metadata feature. 
After accepting the choice of the template, the available metadata of the dataset will automatically fill the 
input fields of the wizard. Metadata that was inserted into the input fields in the several tabs before executing 
the template feature will be overwritten. The user is now able to continue the metadata input. Inserted 
metadata can be completed, modified or added by the user. In case no template is used, all metadata have to 
be inserted manually into the input forms. 
 
Figure 4-58: Metadata input wizard tab Template 
The tab Identification (Figure 4-59) enables the user to enter metadata details in order to identify the 
dataset. For example, the user has to specify a name or title for the dataset and choose a corresponding title 
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type (e.g. Enhanced land use classification 2013 of the CRC/TR32 measurement region 
Selhausen/Merken|Main Title). Multiple entries of a title are offered by using the add button.  
 
Figure 4-59: Metadata input wizard tab Identification with exemplary values 
A short description of the dataset has to be inserted with a corresponding description type (e.g. This data set 
contains the enhanced land use classification of 2013 for the measurement region Selhausen/Merken of the 
study area of the CRC/Transregio 32|Abstract). If an identifier like a DOI or ISBN is already available for 
the dataset then this can be added (e.g. 10.5880/TR32DB.8|DOI). Moreover, a reference from the described 
dataset to a related resource can be specified by inserting the name of an identifier, and selecting the identifier 
type and type of relation to the related resource (e.g. 10.5880/TR32DB.6|DOI|isVersionOf). Finally, an 
optional advice to cite the dataset can be complemented (e.g. Lussem, Ulrike; Waldhoff, Guido (2013): 
Enhanced land use classification 2013 of the CRC/TR32 measurement region Selhausen/Merken. 
CRC/TR32 Database (TR32DB). DOI: 10.5880/TR32DB.8). Multiple inputs of values are enabled for the 
properties title, description, identifier, and relation. 
The tab Responsible Party (Figure 4-60) facilitates the user to add metadata details describing the 
responsibility of the dataset. The creator(s) of the dataset and his creator role have to be specified. The 
creator can be defined as the main researcher involved in producing the dataset, a person responsible for the 
content of the resource, respectively the author of a publication. The creator(s) have to be entered in the 
correct order to ensure the correct citation of the dataset. At least one creator has to be specified. A creator 
and the corresponding creator role can be selected from a drop-down list (e.g. Guido Waldhoff|Point Of 
Contact). In case, the desired creator is not available in the listing, a new creator can be added by using the 
new button (Figure 4-60). An input form will be displayed with the required information (e.g. first name, 
surname, e-Mail, TR32 membership, institution) to add a new creator to the list. By using the insert 
button, the entered details will be checked. In case, all required details are provided and the creator is not yet 
available in the listing, then the creator details will be submitted to the database and respectively to the creator 
listing. An institution can be added to the institution listing in a similar manner by selecting add new 
institution from the institution listing. Again, an input form will be expanded and allows the entry of 
institution details, like university name, institution name, corresponding address and website. Furthermore, a 
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dataset contributor with a corresponding contributor role may be added in the tab Responsible Party. A 
contributor is a person or institution, which is responsible for making a contribution to the dataset in 
supplement to the creator(s). A contributor’s name can be entered to the text box and a corresponding 
contributor type has to be selected from the selective list (e.g. CRC/Transregio 32, Sub-Project 
Z1/INF|Producer, German Research Foundation (DFG)|Funder). Finally, a publisher has to be specified, 
which is described as the responsible organisation or person for making the data available. By default, the 
mandatory publisher property will be displayed at the tab Responsible Party with the default value 
‘CRC/TR32 Database (TR32DB)’. Only in case of data type publication and report the publisher input 
field is not listed in this tab. It is relocated to the tab Specific. Multiple inputs of values are enabled for 
the properties creator and contributor. 
 
Figure 4-60: Metadata input wizard tab Responsible Party with exemplary values 
The tab Topic (Figure 4-61) enables the user to add metadata details to describe the dataset with various 
subjects. The user has to select a CRC/TR32 topic from the selective list (e.g. Remote Sensing, Land Use, 
Vegetation). In addition, the user has to choose at least one TR32 keyword, which focuses on the CRC/TR32 
research topic, from the selective list (e.g. Land Cover Mapping, Land Use). Moreover, keywords describing 
the dataset according to the GEMET Thesaurus can be chosen from a drop down list (e.g. land use, land use 
classification). A selective list will be displayed, after entering a correct term into the text box. Finally, a value 
from the topic category (according to ISO 19115 and INSPIRE directive) listing can be selected (e.g. 
geoscientificInformation) as well as value from the DDC (Dewey Decimal Classification System) drop-down 
list (e.g. 550 Earth Sciences, 633 Field & plantation crops). Multiple inputs of values are enabled for the 
properties TR32 keyword, Gemet-Thesaurus, and DCC.  
The tab File Details (Figure 4-62) enables the user to enter information about the file or format details 
of the dataset. A data type has to be selected from the selective list. For example, the value dataset can be 
chosen for data from the data type data. The value text can be selected for a publication. In addition, the 
storage format and corresponding version of the dataset can be inserted. The format can be selected from the 
drop-down list (e.g. MS Excel) and the associated version (e.g. 2010) has to be entered into the text box. In 
case, the file format is not available in the listing, then a new value has to be added by using the new button. 
An input form will be displayed to enter the format name (e.g. PNG), the corresponding category (e.g. image) 
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and an optional description (e.g. Portable network graphics). Furthermore, the size of the data can be added 
by inserting the amount of data and selecting the corresponding data size type (e.g. 5|Datasets, 8|Pages). 
Consecutively, at least one date, referring to the dataset, has to be added with an appropriate date type. A date 
has to be inserted by using the calendar, appearing by clicking into the calendar field (e.g. 2014-04-01). By 
default, the value of the calendar is set to the current date. The data type has to be selected from the drop-
down list (e.g. Created, Date Accepted). Finally, the primary language of the dataset (e.g. English, German) 
and the processing status of the dataset (e.g. Completed, In Process, Raw Data) has to be selected from the 
appropriate drop-down list. Multiple inputs of values are enabled for the properties size and date. 
 
Figure 4-61: Metadata input wizard tab Topic with exemplary values 
 
Figure 4-62: Metadata input wizard tab File Details with exemplary values 
The tab Constraints (Figure 4-63) enables the user to enter details concerning access and user of the 
dataset. Initially, a download permission has to be selected from the drop-down list (e.g. Free, Only own sub-
project, Only TR32). Depending on the chosen download permission, the access to the dataset will be 
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restricted for visitors of the TR32DB web-interface. Additional details about the download of the dataset can 
be provided in a text box. Furthermore, conditions that apply to access and use of the dataset can be 
specified. In case, none of the conditions apply, the value ‘no conditions apply’ should be used. The value 
‘conditions unknown’ should be used, when the conditions are unknown. In addition, limitations on public 
access of the dataset can be added and corresponding reasons. If there are no limitations on the dataset, the 
value ‘no limitations’ should be used. Finally, a licence can be applied for the dataset by selecting a licence 
name from the drop-down list. Currently, licenses are available from Creative Commons (CREATIVE 
COMMONS, 2014), Open Data Commons (OPEN DATA COMMONS, 2014), as well as the CRC/TR32 Data 
Policy Agreement (CRC/TR32, 2011) (e.g. TR32DB Data Policy Agreement, Creative Commons-Attribution 3.0 
Unported). 
 
Figure 4-63: Metadata input wizard tab Constraints with exemplary values 
The tab Geographic (Figure 4-64) enables the user to complement the metadata of the dataset with 
geographic details. Initially, a measuring or modelling region or location has to be selected from the drop-
down list to describe the place or spatial region where the dataset was measured, modelled, or collected or 
focused on (e.g. Rur Catchment, Merken, Ellebach). In addition, a geographic coverage of the dataset can be 
added. This is expressed in terms of geographic coordinates given as a bounding box. By enabling the choice 
box, a map will be displayed. By default, the area of the Rur catchment is shown. Depending on the zoom 
level, further details like the shape of the study sites (e.g. in Selhausen or Wüstebach) will be visible. In 
addition, four text boxes are available above the map that represent the coordinates of the north bound 
latitude, south bound latitude, east bound longitude, and west bound longitude of the map. The coordinates 
in the bounding boxes will be modified automatically by panning or zooming of the map. The dataset will be 
displayed and searchable via the Map Search feature from the data menu bar, if the user has enabled 
the choice box.  
After successful completion of the general metadata properties, the specific metadata properties can be added 
into the Specific tab. This tab will be adapted depending on the data type. The current type of data is 
displayed in the metadata details displayed above the wizard, as well as in brackets in the Specific tab. 
Subsequently, the single Specific tabs will be described in more detail. 
The tab Specific (Data) (Figure 4-65) enables the user to add specific metadata details with focus on the 
data type data. Initially, the user has to insert the period of time covered by the dataset (e.g. measurement or 
modelling period). This includes a start and end date. One day events have the same start and end date. By
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Figure 4-64: Metadata input wizard tab Geographic with exemplary values 
 
Figure 4-65: Metadata input wizard tab Specific (Data) with exemplary values 
clicking on the calendar field, a calendar appears on which the time and date can be selected (e.g. 2009-01-01 
19:57 - 2009-12-27 19:57). A statement on the processing history or the overall quality of the dataset can be 
inserted to the lineage text area. This could also include details about the quality assurance or validity of the 
dataset, legal validity or details about versioning of the dataset. Finally, the measuring instrument or modelling 
method can be described, which was used to create or is included in the current dataset. To add an 
instrument to the dataset, the add button next to the instrument has to be used. A drop-down list appears 
with available measurement instruments and modelling methods. The user can now select an instrument from 
the list (e.g. Ecohydrological model (DANUBIA)). If the desired instrument is not yet available in the listing, 
the new button next to the instrument has to be used. An input form will expand to enter metadata details of 
the desired instrument or model (e.g. instrument name, instrument model, manufacturer, registered office, 
and manufacturer website). By using the insert button, the instrument will be available in the listing. 
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Furthermore, a measured or modelled output parameter can be added to the instrument by using the add 
button next to parameter. A drop-down list with currently available parameters will be displayed as well as a 
selective list with corresponding parameter units. The user is able to choose a parameter and the appropriate 
unit (e.g. Leaf Area Index|m²/m²). In addition, the measured or modelled resolution distance including the 
corresponding unit (e.g. 150|m) and the temporal frequency with corresponding unit (e.g. 1|day/s) can be 
added. In case, the desired parameter and unit is not available in the listing, then both can be supplemented 
using the same method as already described for the instrument. Multiple inputs of values are enabled for the 
properties instrument and parameter. 
The tab Specific (Report) (Figure 4-66) enables the user to enter specific metadata details with focus 
on the data type report. Some mandatory properties have to be inserted, which are required for the 
accurate citation of the dataset. A date of report (e.g. 2013-08-28) has to be entered using the calendar field. A 
type of report (e.g. PhD Report, TR32 Fellow Report, Bachelor Thesis) has to be selected from the drop-
down list. In addition, the corresponding city and country where the report was created (e.g. Bonn, Germany) 
and the appropriate institution (e.g. Meteorological Institute, University of Bonn) has to be entered, as well as 
the publisher. The default value for publisher is ‘CRC/TR32 Database (TR32DB)’. Furthermore, optional 
properties can be added. Besides the volume of the report, also the number of pages (e.g. 8) and the page 
range (e.g. 1 – 8) can be inserted. Finally, further additional information about the report can be provided in a 
text area (e.g. TR32 Student Report Phase II). 
 
Figure 4-66: Metadata input wizard tab Specific (Report) with exemplary values 
The tab Specific (Presentation) (Figure 4-67) enables the user to define specific details with focus 
on the data type presentation. Some mandatory properties have to be specified. They are required to 
appropriately cite the dataset. The presenter of the presentation may be defined (e.g. Constanze Curdt). 
Furthermore, the specification of presentation date (e.g. 2009-06-17) by using the calendar field function is 
mandatory, as well as the selection of the presentation type (e.g. Poster, Talk, Keynote) from the drop-down 
list. Supplementary information can be provided with regard to the event and where the presentation was 
presented. The event name (e.g. GSDI 11 World Conference), the event location (e.g. Rotterdam, The 
Netherlands), as well as the duration of the event (e.g. 2009-06-15 – 2009-06-19) are mandatory. In addition, 
optional detail like the event type can be selected from the drop-down list (e.g. Conference, Workshop, 
Project Meeting) and the event website can be provided by a text box (e.g. 
http://www.gsdi.org/gsdiconf/gsdi11/). 
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Figure 4-67: Metadata input wizard tab Specific (Presentation) with exemplary values 
The tab Specific (Picture) (Figure 4-68) enables the user to describe the dataset from the data type 
picture with specific metadata details. Two mandatory properties are specified. The user has to enter 
details about the recording or creation period of the image. This includes a beginning and end date (e.g. 2011-
04-18 – 2011-08-01). In addition, the recording place, where the picture was taken or that is displayed in the 
image (e.g. Merzenhausen, Germany) has to be specified. Furthermore, optional metadata details can be 
provided. Some details can be inserted using text boxes. For example, the recording method can be described 
by specifying the make and model name of a camera or a used software (e.g. Pentax Optio W30), the 
resolution of the picture in dots per inch (e.g. 300), the picture or image size (e.g. 3072 x 2304), as well as 
information about the copyright (e.g. Copyright 2011 TR32. All rights reserved.). The orientation of the 
picture can be chosen from the drop-down list (e.g. Horizontal/Landscape, Vertical/Portrait). Finally, 
information about the event, where the image or picture was taken, can be provided. This includes the type of 
event (e.g. Field Campaign, Project Meeting), which can be selected from a drop-down list. Furthermore, 
other details can be inserted via text boxes, like the name of the event (e.g. CRC/TR32 Field Measurement 
Campaign), the location (e.g. Merzenhausen, Germany), the event website (e.g. http://tr32.uni-
koeln.de/index.php/monitoring), and the duration of the event (e.g. 2011-04-18 – 2011-04-18). 
The tab Specific (Publication) enables the user to add specific metadata details with focus on the 
data type publication. This tab is an exception and is subdivided in two parts. The first section provides 
the input of general metadata details. The status of the publication has to be selected from the drop-down list 
(e.g. Published, Accepted, Forthcoming), as well as the review status of the publication (e.g. no, yes). In 
addition, the year of publication has to be provided. Finally, the type of publication hast to be chosen from 
the selective list. Depending on the selected publication type (e.g. Article, Book, Book Section, Event Paper), 
the subsequent, second part of the metadata input form will be adjusted. Consecutively, the metadata input 
forms for the various publication types will be described. 
The tab Specific (Publication)-Article (Figure 4-69) gives an overview of the input form of 
specific metadata details for publication type article. All metadata details that are required for the accurate 
citation of an article are mandatory. Consequently, the user has to insert the name of the publication source, 
for example the name of journal or magazine (e.g. International Journal of Digital Curation). The publishing 
house has to be supplemented with optional city and country details (e.g. UKOLN). Finally, the page range of 
the article has to be specified (e.g. 68 – 80). In addition, optional metadata details can be added. For example, 
the type of article (e.g. Journal, Magazine, Newspaper), the number of pages covered by the article (e.g. 13), 
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the website of the publication source or journal (e.g. http://ijdc.net), as well as if available, the corresponding 
volume (e.g. 2) and issue (e.g. 7) can be provided. 
 
Figure 4-68: Metadata input wizard tab Specific (Picture) with exemplary values 
 
Figure 4-69: Metadata input wizard tab Specific (Publication)-Article with exemplary values 
The tab Specific (Publication)-Book (Figure 4-70) provides an overview of the metadata details that 
can be added by the user for the publication type book. Again, mandatory metadata details, required for the 
complete citation of a book have to be provided. This include the name of the publishing house (e.g. Elsevier 
Science, University of Cologne, Institute of Geography) and the corresponding city and country, where the 
publisher is located, separated by a comma (e.g. Amsterdam, The Netherlands, Cologne, Germany). In 
addition, optional metadata details can be complemented. These include the title of the book series (e.g. 
Kölner Geographische Arbeiten) and the associated editor of the series (e.g. G. Bareth, H. Besler, B. Braun, 
…). Furthermore, the volume (e.g. 90) and edition (e.g. 1) of the book can be inserted, as well as the number 
of pages (e.g. 154) and the page range of the book (e.g. 1 – 154). All metadata details have to be inserted into 
a text box. 
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Figure 4-70: Metadata input wizard tab Specific (Publication)-Book with exemplary values 
The tab Specific (Publication)-Book Section (Figure 4-71) offers on overview of metadata 
details, which can be specified by a user for the publication type Book Section. To accurately cite a book 
section, some metadata details have to be provided by the user. Mandatory properties are: the title of the 
book (e.g. Proceedings of the Data Management Workshop), the editors of the book separated by comma 
(e.g. Curdt, C., Bareth, G.), as well as the publishing house (e.g. Elsevier Science, University of Cologne, 
Institute of Geography) and the corresponding city and country, where the publisher is located, separated by 
a comma (e.g. Amsterdam, The Netherlands, Cologne, Germany. Furthermore, the range of the pages has to 
be defined (e.g. 27 – 33).  
 
Figure 4-71: Metadata input wizard tab Specific (Publication)-Book Section with exemplary values 
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In addition, optional metadata properties can be offered by the user. These include the title of the series (e.g. 
Kölner Geographische Arbeiten), the corresponding editor of the series (e.g. G. Bareth, H. Besler, B. Braun, 
…), the volume of the book (e.g. 90), as well as an available chapter number of the book sections and the 
number of pages (e.g. 7). All metadata properties are provided by the user in a text box.  
The tab Specific (Publication) (Figure 4-72) gives an overview of the metadata details, which can be 
provided by the user for the publication type Event Paper. Some details have to be provided to ensure that 
the publication can be cited accurately. The metadata input form for event paper is subdivided in two parts. 
The first part focuses on the metadata details of the corresponding event.  
 
Figure 4-72: Metadata input wizard tab Specific (Publication)-Event Paper with exemplary values 
The user has to provide the name of the event, where the paper was presented (e.g. XXII ISPRS Congress), 
and the corresponding location of the event, including the city and country, separated by a comma (e.g. 
Melbourne, Australia). Moreover, the duration of the event has to be provided including a start and end date 
by using the calendar fields (e.g. 2012-08-25 – 2012-09-01). Besides the mandatory event metadata, also 
optional metadata can be complemented. These are the website of the event (e.g. http//www.isprs2012.org) 
and the type of the event, which can be chosen from a selective list (e.g. Conference, Workshop, Project 
Meeting). The second part of the metadata input form facilitates the supplement of information about the 
available proceedings. The user can provide the editor(s) (e.g. Shortis, M., Wagner, W., Hyyppä, J.), the title 
(e.g. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences), and the 
website of the proceedings (e.g. http://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net). In 
addition, information about the publishing house, volume (e.g. 1 – 7), issue, and the number of pages (e.g. 6) 
can be inserted into a text box. Finally, the range of pages (e.g. 7 – 12) of the paper is mandatory and has to 
be complemented in a text box. 
Finally, after providing all required metadata details to the several wizard tabs and input fields, the user can 
complete the metadata input process by using the submit button. By submitting the dataset, the metadata 
input fields will be checked for completeness. In case, the submission was successful, the user will be 
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forwarded to the metadata overview webpage of the appropriate dataset. Otherwise, by submission of an 
incomplete or invalid input form, an error message will be displayed above the metadata wizard, as shown in 
Figure 4-73. In addition, all required mandatory input fields, which have to be completed, are highlighted in 
red.  
 
Figure 4-73: Metadata wizard error message 
A successful submission of the data also executes the automatic storage of metadata on the metadata (section 
4.3 and 6D.3.1). This includes, for example, the storage of the web-interface version number used to upload 
the metadata details (e.g. Version 4.0) and the metadata language (e.g. English). In addition, the metadata 
creator and the date of the metadata creation and last update will be stored automatically.  
After a successful submission of the metadata for a dataset, the creator of the metadata is able to modify 
these metadata. For this purpose, the user has to navigate to the metadata overview of the desired dataset and 
use the feature Edit Metadata. There are several options to access this feature. By navigating to the User 
Home, and selecting the function View Own Metadata, the user will receive an overview list of his 
datasets with corresponding metadata, which are similarly designed like in Figure 4-75. He is now able to 
select the desired dataset. In addition, the user can also use the various search features of the web-interface 
(section 4.5.2.2) to search for his desired dataset and access the features of the dataset via the metadata 
overview. By accessing the Edit Metadata feature (Figure 4-53), the user will be forwarded to the 
metadata input wizard, as previously described. In contrast to the metadata entry, the wizard will be 
completed with all available metadata of the dataset. The user is now able to modify, complement or delete 
metadata properties of the dataset. By re-submitting the dataset, the user will be forwarded to the updated 
metadata overview of the dataset. The user is able to repeat the modification of the dataset as often as he 
likes. By submitting the metadata to the database, all changes, made to the metadata, will be sustained as a 
precaution in the database. In addition, a successful submission of the metadata also updates some metadata 
details on metadata automatically. For example, the web-interface version number will be updated (e.g. 
Version 4.0), as well as the date of the metadata’s last update will be modified. 
DOI application 
The application of a TR32DB DOI is available for datasets in the TR32DB, which have been successfully 
uploaded and described with metadata. The application of a DOI is only available for the metadata creator of 
the dataset or a person in charge of it. The general application process of a DOI was adapted from Version 
3.1, modified, updated, and extended according to the requirements of the DataCite Metadata Schema 
Version 2.2 (section 2.2.2.2). As already described in detail section 4.5.1.3, the application of a TR32DB DOI 
has to follow six general steps (Figure 4-74). They will be described subsequently.  
 
Figure 4-74: DOI application workflow 
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At first, the user has to navigate to the metadata overview of his desired dataset to access the dataset feature 
Apply DOI. Again, the user can search for his dataset in the TR32DB by using different search functions. In 
addition, the user can navigate to the User Home and access the Apply DOI function. The user will receive 
an overview listing of all datasets in the TR32DB without a DOI, of which the user currently logged in is the 
metadata creator (Figure 4-75). This list can be sorted as described in detail in section 4.5.2.2  
 
Figure 4-75: Overview of dataset without DOI of a current user  
In addition, further information about the process of DOI application is provided. By selecting the desired 
dataset from the list, the user will initially receive the metadata overview and can select the feature Apply 
DOI. The user will be directly forwarded to a pre-filled metadata application wizard (Figure 4-76 to Figure 
4-81) that already contains all available metadata of the dataset. The user is able to review, modify, and delete 
the available metadata in the metadata input fields. The DOI input wizard is designed in a similar structure 
and contains similar metadata properties like the general metadata input wizard described in the previous 
section. The DOI metadata input wizard is simplified and reduced to the metadata properties required by the 
DataCite Metadata Schema Version 2.2 (section 2.2.2.2). Besides metadata properties, also the obligation of 
the metadata properties was adjusted as well as some labelling of the metadata property names. The single 
wizard tabs will be described subsequently.  
Initially, some general conditions and guidelines have to be accepted in the tab Conditions (Figure 4-76) 
to enable the DOI application with regard to the data applicant and TR32DB staff responsibility. This 
includes, for example, the responsibility of the data and metadata quality, administration, and provision.  
 
Figure 4-76: DOI application wizard tab Conditions 
The second tab Identification (Figure 4-77) enables the specification of metadata details to identify the 
dataset. This was reduced to the mandatory property title and associated title type (e.g. CRC-TR32 Study Area 
Map|Main Title). In addition, optional metadata details can be provided. For example, a description and 
appropriate description type (e.g. Map of CRC-TR32 study area including sub-regions and major 
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measurement sites …|Abstract) and an alternate identifier with appropriate identifier type (e.g. 978-3-16-
148410-0|ISSN) can be specified. Finally, a related identifier (respectively to relation in metadata wizard) may 
be supplemented, containing the name of the identifier, identifier type, and appropriate relation type (e.g. 
10.5880/TR32DB.8|DOI|Is New Version Of). Multiple inputs of values are possible for all metadata 
properties in this tab. 
 
Figure 4-77: DOI application wizard tab Identification 
The third tab Responsible Party (Figure 4-78) enables the provision of metadata details related to the 
responsibility of the dataset. The mandatory properties creator (e.g. Hoffmeister, Dirk) has to be selected 
from the drop-down list or created using the new button, if the desired creator is not available in the listing. 
In addition, the publisher of the dataset has to be entered into the text box. The default value for the 
publisher is ‘CRC/TR32 Database (TR32DB)’. Furthermore, an optional contributor with associated 
contributor type can be provided (e.g. German Research Foundation|Funder). Again, multiple inputs of 
values are possible for the properties creator and contributor. 
 
Figure 4-78: DOI application wizard tab Responsible Party 
The fourth tab Topic (Figure 4-79) enables the description of the dataset with optional subjects. They can be 
selected from various drop-down lists. The following listings are available: the CRC/TR32 keyword list (e.g. 
Catchment, Climate Station, EC), the Gemet-Thesaurus list (e.g. map, catchment area), the ISO/INSPIRE 
topic category list (e.g. GeoScientificInformation), and the DDC list (e.g. 550 Earth sciences). For the 
properties CRC/TR32 keyword, Gemet-Thesaurus and DDC multiple inputs of values are enabled. 
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Figure 4-79: DOI application wizard tab Topic 
The sixth tab File Details (Figure 4-80) enables the specification of metadata details related to the file 
details and format of the dataset. All metadata properties are optional. A resource type (respectively data type 
in metadata wizard) can be selected form the drop-down list (e.g. Image) and can be complemented with a 
value (e.g. Map) in a text box. In addition, the amount of data and the corresponding data size type can be 
provided using a text box and a selective list (e.g. 1|Datasets, 4038|Kilobytes). A relevant date related to the 
dataset can be added including date type (e.g. 2010-09-06|Created). Finally, the primary language of the 
dataset can be selected from a drop-down list (e.g. English). Multiple inputs of values are enabled for the 
properties size and date. 
 
Figure 4-80: DOI application wizard tab File Details 
The tab Constraints (Figure 4-81) enables the provision of metadata details related to constraints of the 
dataset. Initially, the download permission of the dataset has to be selected from the drop-down list (e.g. Only 
TR32, Free). Recommended values for datasets with a DOI is ‘Free’. Furthermore, an optional license value 
can be selected from the drop-down list (e.g. TR32DB - Data policy agreement).  
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Figure 4-81: DOI application wizard tab Constraints 
Finally, after completing all required metadata details in the metadata wizard, the user can finish the DOI 
application process by using the submit button. The provided metadata in the input will be checked for 
completeness. Incomplete or invalid details in the metadata wizard will execute an error message (Figure 
4-73). All invalid input fields and selective lists will be highlighted in red (Figure 4-73) and have to be 
completed to successfully finish the DOI application. A successful application of the dataset will forward the 
user to the data metadata overview description of the applied DOI (Figure 4-54).  
In addition, a successful submission of the metadata executes the automatic storage of metadata details. This 
includes, for example, the required metadata property publication year, the optional property format of the 
dataset represented as MIME type, as well as the applicant of the DOI. The DOI name will be assigned 
automatically (e.g. 10.5880/TR32DB.8) and can be manually modified later. Furthermore, the TR32DB 
admin will be informed about the application of a new DOI by an automatically generated email. 
Finally, the user can view all datasets with a TR32DB DOI by using the function View Own DOI. This 
function is available by navigating to the User Home (previous section). An overview will be provided of all 
datasets stored in the TR32DB, of which the current user logged in has applied a TR32DB DOI. The 
overview is designed in a similar listing like Figure 4-75. Single datasets can be selected, sorted, and filtered, as 
well as the metadata overview can be accessed.  
Temporary share 
A temporary exchange of project data is provided by the TR32DB Share, already described in detail in section 
4.5.1.3. The general structure and operating mode of the share sections was adopted from Version 3.1, 
modified, and adjusted to the new web-interface layout. To access the share, the user has to select the Share 
item from the data menu bar and will be forwarded to the overview website of the temporary share 
(Figure 4-82). This contains general information about the share and provides the download access to all data 
currently stored in the TR32DB data storage share directory (section 3.34).  
 
Figure 4-82: Access to project stored in the TR32DB data storage share directory 
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To download a dataset from the share, the user has to select the download button of the desired file. A 
download window will pop up, which enables the storage and download of the data. By accessing the 
download button, the download will be logged automatically in the database. Download details like the 
TR32DB user identifier, the IP address (Internet Protocol address), the storage path of the data in the 
TR32DB data storage including file details, and the download time will be saved.  
Climate data section 
The climate data section, as already described in detail in section 4.5.1.3 provides an overview of all available 
climate data from various institutions, which are available for CRC/TR 32 participants. The general structure 
and operating mode of the climate data section was adopted from Version 3.1. Just the layout of the entire 
features of the web-interface was adjusted and modified to the new layout of the web-interface Version 4.0 to 
access the climate data section, the user has to select the Climate Data menu item form the data menu 
bar. The user will be forwarded to the overview website of the climate data section (Figure 4-83). General 
information about the data is provided as well as download links to the purchased climate data. 
 
Figure 4-83: Climate data section overview (partical view) 
In addition, the operating mode of the climate data features query climate stations data and 
query climate charts provided for purchased DWD data were adopted form Version 3.1 and 
modified to fit the new layout of the web-interface (Figure 4-84 to Figure 4-85). For example, the layout of 
the feature query climate station data (Figure 4-84) was adapted to the other input forms of the 
web-interface Version 4.0, for example the combined search for data (section 4.5.2.2), the metadata input 
wizard (section 4.5.2.3) or the DOI metadata input wizard (section 4.5.2.3). 
 
Figure 4-84: Climate data query with exemplary values 
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In addition, the structure and operating mode of the output website displaying the result of the feature 
query climate station data was adopted. The layout of the website was modified and adapted to the 
new layout (Figure 4-85).  
 
Figure 4-85: Climate data query result with exemplary values 
WebGIS Version 3 
The WebGIS can be accessed by authorized TR32DB users form the data menu bar. By accessing the 
WebGIS item from the menu bar, the user will be forwarded to the TR32 Viewer (Figure 4-86: The TR32 
Viewer Version 3Figure 4-86). The current version of the TR32 Viewer is using the latest Version 3.6 of 
ESRI’s ArcGIS Viewer for Flex (section 3.6). The WebGIS Version 2, described in detail in section 4.5.1.3, 
was updated, further developed, and adjusted with new features. The WebGIS Version 3 still enables the 
visualization of basic geodata purchased from various institutions, as well as data provided by project 
CRC/TR32 participants (e.g. land use data). In addition, the representation of DWD data was extended.  
 
Figure 4-86: The TR32 Viewer Version 3 
An example of the current WebGIS is presented in Figure 4-86, presenting the land use classification of the 
cur catchment from 2012 (LUSSEM & WALDHOFF, 2013) and the digital landscape model in the background. 
In addition, the climate stations are visible on the map, several measurement stations and sites, as well as 
various boundaries of the Rur catchment and sub-catchment. For the climate station Aachen (WEWA), a 
corresponding curve chart is represented of the parameter temperature from 2009-06-14 to 2009-06-21. The 
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presented parameter and the time extent are presented in the DWD Stations menu. In addition, the overview 
map is displayed in the background in the bottom right corner, the table of contents with layer features is 
displayed in the top, and a corresponding legend of current active layer symbols of the table of contents is 
visible.  
The TR32 Viewer is presented color coordinated with the CRC/TR32 logo and TR32DB web-interface. The 
header controller of the TR32 Viewer represents the logo of the CRC/TR32, the application title, the widget 
tray, as well as a search feature and an about link. The about link provides information about the TR32 
Viewer Version and the development team in a pop-up-window. The search provides the address search 
and the representation of the result on the map. Subsequently, the general navigation features and menu bar 
features (widget tray) will be described. 
The mouse wheel enables zooming in and out of the map. In addition, the navigation on the map is provided 
by several navigation features. They will be described subsequently: 
Zoom Slider The map zoom slider (Figure 4-86), presented on the left side of the map, enables 
zooming in and out. By holding and dragging up and down the circle, as well as by clicking on 
the plus or minus symbol, the scale will be changed. By clicking and holding the circle, the 
current scale will be displayed. 
Pan Wheel The navigation pan wheel tool (Figure 4-86) enables the panning of the map to the right, 
left, up, and down by clicking on the appropriate arrow. By clicking on the globe in the center of 
the pan wheel, the map will be reset to the initial zoom state. The arrows below the pan wheel 
enable the zoom to previous and next extent. 
Zoom Tools The navigation zoom tool (Figure 4-86) enables three features. The pan feature enables 
the moving of the map by clicking, holding on the map and subsequently moving the map to 
the desired map extent. In addition, the zoom in and out is enabled by clicking on the plus and 
minus symbol. 
Scale The current scale of the map (Figure 4-86)is displayed at the bottom on the left side of the 
map in kilometers/meters and in miles/feet respectively. 
Scroll and Close Sidebar This toll enables the movement of the single sidebar boxes and is located 
on the right side. They can be moved up and down, as well as closed by clicking on the 
appropriate triangle. 
Overview Map The overview map (Figure 4-86) is located at the bottom right corner and can be 
expanded and minimized by using the appropriate arrow. The coherence between the current 
spatial extent displayed on the map (red rectangle) and the entire map is shown. By moving the 
red rectangle on the overview map, the map display will be moved to the desired extent. 
The menu bar features (widget tray) are described subsequently: 
Table of Contents The table of contents (Figure 4-86) lists all available layers. Different features are 
available for the layers. The visibility of the layer on the map can be changed by modifying the 
activity of the layer checkbox. By using the Zoom To feature, the map will navigate to the 
favored layer. The transparency of each layer can be changed by selecting the transparency 
feature of a layer. By moving the dot on the transparency slider to the favored percentage, the 
transparency of the layer will be modified. In addition, the location of the layer in the table of 
contents can be moved up and down in the listing. Finally, to receive further information about 
a layer, the Description feature can be used. By selecting this tool, the user will be forwarded 
to the associated metadata overview website of the TR32DB.  
Bookmarks This tool displays a list of predefined map view extents. By selecting a bookmark, the 
map will show the bookmarked place in the chosen zoom level. The user is able to add new 
bookmarks, as well as delete unnecessary bookmarks. 
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Print This tool enables the printing of current map extent. A title and subtitle can be added for the 
output document.  
DWD Stations The climate stations tool (Figure 4-86) enables initially the presentation of all DWD 
stations on the map. Different features are available. By moving with the mouse pointer over a 
climate station on the map, the corresponding details of the station will be displayed (e.g. station 
name, parameter, measurement time extent and gaps). Climate stations can be filtered by name. 
A result list will be displayed. By selecting a climate station from the list, the map extent moves 
to the favored climate station. In addition, a chart tool enables the drawing of a curve chart 
according to a chosen parameter and time extent. By clicking on a climate station, a 
corresponding chart will be displayed presenting the result. 
Identify The identify tool enables the identification of layer characteristics. By clicking on the map, 
the attributes of each single visible layer in the table of contents will be displayed in a result list. 
Mouse Coordinates This tool provides the latitude and longitude coordinates in of the current 
position of the mouse pointer. 
Legend The legend (Figure 4-86) displays the used map symbols of the currently visible layers and 
an explanatory text. This dynamic legend will be updated automatically if the visibility of a layer 
changes. 
Help The help feature provides a detailed description of all features and symbols used in the 
WebGIS (CURDT, 2014a). 
Address Search This feature provides an address search. As a result, the map will zoom to the 
favored search location. 
About Information about the TR32 Viewer like development team and used Version of ArcGIS 
Viewer for Flex are provided.  
4.5.2.4 Administrative web-interface features 
The administrative web-interface Version 4.0 is partially still in development and implementation phase. 
Consequently, only some functions are currently executable. The main task of the administrative web-
interface is the management and maintenance of the TR32DB. The basic principles of the administrative 
web-interface were adapted from Version 3.1 (section 4.5.1.4). In contrast to the previous TR32DB Admin 
Tool of Version 3.1, the administrative features of Version 4.0 are directly incorporated in the internal 
general menu bar of the web-interface (Figure 4-87). The menu item Admin Home is only visible and 
accessible for users with administrative rights for the TR32DB. Three main feature groups are provided: 
General Administration Administration and maintenance of general properties of the TR32DB 
including: user and news administration, as well as provision of information about current 
visitors of the web-interface. 
Data Administration Administration and maintenance of data related properties of the TR32DB 
including: application of TR32DB DOIs, presentation of download details, administration of 
TR32DB data and geodata. 
List Administration Administration and maintenance of selective lists used within the TR32DB 
(e.g. institution, instrument, keyword, location, and sub-project). 
 
Figure 4-87: Incorporated Admin Home of the web-interface Version 4.0 
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Subsequently, the individual feature groups will be described. 
General administration 
The General Administration feature group includes three features, which will be described 
consecutively. 
Insert/Edit User The administration of TR32DB users is managed by the Insert/Edit User 
features. A new TR32BD user can be set up with corresponding details, as already described in 
section 4.5.1.4. In addition, the details of a user can be modified by using the edit operation 
(Figure 4-88). User details can be modified like the RRZK user account, first name, family 
name, email-address, address data, as well as the membership in a CRC/TR32 project section 
and the corresponding funding phase. 
Insert/Edit News This feature will administrate the news section displayed on the start page of the 
TR32DB. The general structure and operating mode of the previous from Version 3.1 will be 
adopted, modified, and adjusted to the new web-interface layout. This feature will be 
incorporated in the admin area soon. 
View Who-is-online This feature gives an overview of current visitors of the web-interface. This 
feature will be incorporated in the admin area soon. 
 
Figure 4-88: Modification of exemplary TR32DB user details 
Data administration 
The Data Administration feature group includes four features, which will be described consecutively. 
View/Apply DOI The application of DOIs will enable a TR32DB administrator to manage the 
application of TR32DB DOIs, as already described in detail in section 4.5.1.4. The general 
structure and operating mode of the DOI application will be adopted from Version 3.1, 
modified, and adjusted to the new web-interface layout. This feature will be incorporated in the 
admin area soon. 
View dl-counter This feature will enable the listing of all available details collected by the 
downloading a dataset from the web-interface. For example, available user details, the TR32DB 
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data identifier, downloaded file name and storage path, as well as the Internet Protocol address 
(IP address) of the user and the download date and time. All details will be accessed from the 
database table dlcounter (section 3.5.2). This feature will be incorporated in the admin area 
soon. 
Insert/Edit Data This feature enables the administration of all TR32DB data provided by the 
TR32DB users. For example, all data stored in the TR32DB will be listed. The administrator 
user will be able to modify existing and insert new metadata for dataset. This feature will be 
incorporated in the admin area soon. 
Insert/Edit Geodata The administration of data form the type geodata will be possible with this 
feature. The general idea of this section was adopted from Version 3.1 (section 4.5.1.4). The 
implementation of the geodata administration was set up likewise to features provided in the 
User Home for the input and viewing metadata of dataset, described in detail in section 4.5.2.3. 
The feature Insert Metadata enables the entry of metadata for data from the data type 
Geodata. The admin user will be forwarded to a metadata input wizard (Figure 4-89) that is 
arranged according to the general metadata input wizard described in detail in section 4.5.2.3. 
The wizard comprises the general metadata input tabs Template, Identification, 
Responsible Party, Topic, File Details, Constraints, Geographic, and is 
extended with a Specific tab referring to Geodata. The metadata input form is arranged 
according to the described metadata properties for the data type Geodata in the TR32DB 
Metadata Schema (section 4.3). Generals input fields are used in the wizard: text box, text area, 
select menu, and calendar. 
 
Figure 4-89: Metadata input wizard tab Specific (Geodata) with exemplary values 
The tab Specific (Geodata) (Figure 4-89) enables the administrator user to add specific metadata details 
with focus on the data type geodata. All metadata input fields are optional. Initially, the period of time 
covered by the content of the dataset (e.g. recording date of data, creation period of data) can be inserted. 
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This includes a start and end date, e.g. ‘2010-01-01’- ‘2010-12-31’, which can be entered using a calendar field. 
A vertical extent can be added for the dataset. This includes an optional lowest and highest vertical extent in 
the dataset (e.g. 500 – 1000), as well as a corresponding vertical coordinate reference system. The later can be 
selected from a selective menu, for example ‘DHHN92 height (5783)’. Consecutively, a statement can be 
provided in the lineage text area about the processing history or the overall quality of the dataset. For 
example, details about the quality assurance or validity of the dataset, legal validity, as well as details about 
versioning of the dataset can be described. The spatial resolution of the dataset can be added by adding a 
scale factor or ground distance. The scale can be added by expressing the scale dominator, for example 1: 
‘5000’. The ground distance can be provided by expressing the distance value of the ground distance and 
selecting a corresponding measure unit of the ground distance (e.g. 20|cm). Subsequently, a spatial 
representation type can be selected from the drop-down menu (e.g. grid), which describes the method used to 
spatially represent geographic details in the dataset. A form of presentation can be chosen form the select 
menu, e.g. ‘documentDigital’, describing the mode in which the dataset is represented. In addition, the used 
spatial reference system in the dataset can be added by selecting a value form the drop-down list (e.g. 
ETRS89 / UTM zone 32N (25832)). Information about the maintenance of the dataset can be provided, 
describing the scope and frequency of dataset update. A value representing the frequency of maintenance and 
update can be selected (e.g. annualy, weekly). Furthermore, complementing notes on the maintenance can be 
added. Finally, a scope, for example ‘dataset’, can be chosen to describe the information class covered by the 
specified resource. The initiative type can be selected from the drop-down list (e.g. experiment, campaign, 
study), describing the framework in which the dataset was created. Multiple inputs of values are enabled for 
the properties vertical extent, spatial resolution, spatial representation type, 
presentation form, reference system, and maintenance information. 
List administration 
The List Administration feature group includes five features, which will be described consecutively. 
Insert/Edit Institution The administration of the controlled list institution referenced to the 
database table listInstitution (section 3.5.2) will be provided. The administrator user will 
be able to insert new institutions and modify existing institution. This new feature will be 
incorporated in the admin area soon. 
Insert/Edit Instrument The administration of the controlled lists instrument, parameter, and 
parameter unit will be possible. They are referenced to the database tables’ listInstrument, 
listInstrumentParameter, listInstrumentParameterUnit (section 3.5.2). The 
general idea of this section was adopted from Version 3.1 (section 4.5.1.4), expanded, and 
updated. The feature will be available soon. 
Insert/Edit Keyword The administration of the CRC/TR32 keyword list will be available. The 
database table listKw (section 3.5.2) will modifiable by using this feature. The general concept 
of was adopted from Version 3.1, modified, and extended (section 4.5.1.4). The described 
feature will be available soon. 
Insert/Edit Location The administration of available values in the controlled list location will be 
facilitated. The database table listMeasureLocation (section 3.5.2) is the corresponding 
table. This new feature for location administration will be forthcoming soon. 
Insert/Edit Subproject The administration of project sections details includes the input of new 
sub-projects with corresponding details, as well as the modification of available details. This 
feature will be provided soon and is based on a general idea from Version 3.1 (section 4.5.1.4), 
will be adjusted, and updated. 
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4.5.2.5 Links to the official TR32 web-interface 
The TR32DB web-interface Version 4.0 and the official TR32 web-interface (http://tr32.uni-koeln.de/) have 
increased the amount of links since the launch of the new official TR32 web-interface in March 2014. This 
will be subsequently described using the examples of two applications. 
The presentation of TR32 Publications at the TR32 web-site (CRC/TR32, 2014a) is automatically generated 
by accessing metadata details of the TR32DB (Figure 4-90).  
 
Figure 4-90: Presentation at TR32 web-interface of TR32 publication references, which are stored in TR32DB 
 
Figure 4-91: Presentation at TR32 web-interface of project sections with linkage to TR32DB. Exemplary of project 
section Z1: (A) linking to publications and (B) all data, which are stored in the TR32DB. For project section Z1, a 
further linking to the TR32DB in provided (C) 
All publications stored in the TR32DB are presented by their reference sorted according to the publication 
year (e.g. 2014, 2013), TR32DB publication type (e.g. article, book section), and the family name of the first 
author. Basically, the structure of the citation advice is currently following the reference style of Elsevier (e.g. 
ELSEVIER, 2014). This can be modified according to the requirements of the CRC/TR32. By selecting a 
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project section at the left site of the website, the visitor will be forwarded to the TR32DB. A search query will 
be displayed showing all publications of the selected project section. For example, by selecting project Z1 in 
the TR32 website, the result on the TR32DB website will present all Publication(s) of Project Section Z1 
(Figure 4-91). 
The overview of a project section at the TR32 web-interface will display general information about the 
project and members as well as link to the corresponding publications and project data of the selected 
project. For example, Figure 4-91 presents the linkage of the project section Z1 to their corresponding 
publications stored in the TR32DB as well as all project data stored in the TR32DB. Since Z1 is the project 
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5 Discussion 
Research data management (RDM) comprises all relevant processes and measures which ensure that research 
data, created in the context of a research project or institution, are well-organised, preserved, backed up, 
documented, accessible, and re-usable (CORTI et al., 2014; ENKE & FRITZSCH, 2013). The management of 
the research data should ideally take place directly during the entire research data life cycle of a research 
project (section 1), instead of an archiving or management of the collected data at the end of the project or 
research process (WEICHSELGARTNER et al., 2011). The importance of sharing and managing, which is a part 
of the research data life cycle, as well as the open access to research, data is mandated by national and global 
research funders, policy makers, and initiatives (section 2.1.2). For this purpose, RDM systems or repositories 
form the technical basis to archive research data, enrich them with further details (e.g. documentation with 
metadata), and, finally, provide them for (re-) use (RAZUM, 2011). 
In order to manage all data, created within the framework of the CRC/TR32, the RDM system TR32DB was 
designed and implemented according to predefined demands and requirements (section 4.1). This was 
described in detail in the previous chapters. This section will discuss the system. Initially, a critical evaluation 
of the TR32DB is provided (section 5.1). Subsequently, a comparison of several RDM systems with the 
TR32DB approach is presented in section 5.2. Finally, the transferability of the TR32DB approach to another 
interdisciplinary research project is described (section 5.3). 
5.1 Evaluation of the TR32DB 
The TR32DB is a project database or RDM system which is developed to collect, document, store, backup, 
and provide all data created in the research life cycle of the CRC/TR32. The TR32DB was designed to cover 
all demands and requirements of the CRC/TR32 (e.g. heterogeneous data from different research disciplines 
with different file size) and of the DFG (e.g. cooperation with a computing centre, storage of data for at least 
10 years) (section 4.1). In addition, demands on the metadata specifications (section 4.1), as well as general 
challenges of RDM with a technical, socio-cultural, and ethical nature (section 2.1.1) have to be considered. 
The TR32DB enables the accurate description of all data with accurate metadata, supports a variety of data 
formats, facilitates sharing of data, provides the registration of DOIs, and visualizes geodata in a WebGIS. 
This also corresponds to the general statement of RAZUM (2011) that RDM systems have to be designed 
according to arising requirements which result from the field of application and the data that have to be 
managed. In addition, general demands have to be considered, like the linkage of data and metadata, variety 
of data formats, registration of data identifiers, access management, as well as demands of the funding 
organisation. Corresponding features should be implemented to meet the demands (RAZUM, 2011).  
For the technical implementation of the TR32DB system, a self-designed system was set up, using a mixed 
form of several components organized in a three-tier architecture (client-server) (section 3.2). Besides the 
design of a self-developed metadata schema (section 3.3 and 4.3), a file-based data storage was set up (section 
3.4 and 4.4) for storing the data, as well as a database-based data storage for managing the corresponding 
metadata and the user management (section 3.5). Finally, a web-based graphical user interface (section 3.6 and 
4.5) was developed to enable browsing, searching, as well as downloading of the data according to the given 
access rights. Likewise, in other interdisciplinary research projects also self-designed systems are established 
for RDM which are based on a client-server architecture (LOTZ et al., 2012; NADROWSKI et al., 2013; 
ZANDER et al., 2013). In addition, RAZUM (2011) determines that in the practical use of RDM systems, 
usually mixed forms occur. For example, file-based storage (e.g. provided by a digital object repository) is 
used in combination with relational databases, while the database stores the metadata and the data files are 
stored in the file system.  
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As described in section 2.4, several out-of-the-box software solutions are available to set up a RDM system. 
Usually, these solutions are applied by institutional repositories like the Dryad Digital Repository, Datorium 
(GESIS), DataShare (University of Edinburg), DataBank (University of Oxford) or ePrints Soton (University 
of Southampton) (section 2.5). Furthermore, it is possible to combine existing RDM solutions with self-
developed components. For instance, WILLMES et al. (2013) present an approach to combine various 
components including the out-of-the-box RDM software tool CKAN (CKAN, 2014b). As stated by CORTI et al. 
(2014), some software solutions, like the open source repository software DSpace or Fedora, are used by 
single collaborative institutions. However, the implementation of these systems demands significant 
maintenance and set-up costs. Moreover, CORTI et al. (2014) determine that such repositories are more 
suitable for research data storage after the end of a research project. Consequently, the use of such a solution 
was not adequate for the TR32DB, since the system has to operate during the project term. 
The demand and requirements on a RDM system change in the course of the project. Consequently, the 
RDM system has to be adapted according to the needs (MÜCKSCHEL et al., 2005). Hence, also the TR32DB 
had to be modified in the last years. Initially, the next section will focus on the evaluation and comparison of 
the previous TR32DB Version 3.1 and the current Version 4.0. Subsequently, the established main 
components of the TR32DB will be discussed.  
5.1.1 TR32DB Version 3.1 versus TR32DB Version 4.0 
It is an experience of many interdisciplinary projects that in the course of the project a modification of the 
RDM system is required, depending on altered demands and requirements arising from the project or funding 
organisation, as well as technical developments (MÜCKSCHEL et al., 2005). Consequently, MÜCKSCHEL et al. 
(2007) determine that it is only feasible to implement a prototype of the RDM system on the basis of the 
present, existing requirements at the beginning of a long-term research project. This prototype will be further 
developed and adjusted with the specifications of the user and project demands during the project duration. 
In terms of the implementation of the TR32DB, the same experiences were gained. Initially, the TR32DB 
was set-up in 2008, further developed, and complemented with new features up to now. Thus, this section 
provides a comparative overview about main system components and features of the TR32DB Version 3.1 
and the further developed TR32DB Version 4.0, described in detail in the previous sections. An outline of 
the main characteristics of both system versions is presented in Table 5-1. 
A significant change from Version 3.1 to Version 4.0 was conducted in terms of the metadata schema. 
Version 3.1 did only support compliance to basic properties of Dublin Core and DataCite, as well as support 
of a few necessary elements of ISO 19115 and INSPIRE. In contrast, the complete metadata schema was 
updated and extended in Version 4.0, as well as documented in detail (section 4.3). In the context of the data 
storage, no changes were made. With the significant changes of the metadata schema, consequently also 
modifications and adjustments of the database had to be conducted (section 3.5). The historically grown 
database structure of Version 3.1 was replaced and reorganized in a simple, extendable structure including 
linkage of the database tables with foreign keys. Moreover, the labelling of the database tables was revised and 
optimized. With regard to the web-interface, some changes were conducted (section 4.5). The programming 
of the web-interface Version 3.1 was based on the Smarty PHP Template Engine. Since the introduction to 
Smarty for new TR32DB admins was very time-consuming, in the course of the web-site update and 
redesign, a solution was chosen for Version 4.0 with common web programming, markup, script, and query 
languages. Besides the layout change from Version 3.1 to Version 4.0, some features were also updated and 
complemented. For example, a map search was supplemented on the basis of the Google Maps API. Another 
major modification was conducted with regard to the representation of the research result and the 
presentation of the metadata. While the metadata details of a single dataset in Version 3.1 were illustrated in a 
pop-up-window, in Version 4.0 metadata of a single dataset are presented in an additional webpage with a 
well-arranged metadata view, an optional map, and a permanent URL. In Version 4.0 associated features of a 
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dataset are directly available on the metadata webpage as well as accessible at the user home. Only the latter 
was supported in the Version 3.1. Another significant change from Version 3.1 to Version 4.0 is the metadata 
input. This was based on a long listing form in Version 3.1 and was rearranged to an intuitive, easy-to use, 
user-friendly metadata input wizard in the new version. An input wizard was also implemented for the DOI 
application. Moreover, features in the WebGIS were added and updated from Version 3.1 to Version 4.0. 
Finally, another relevant change was conducted with regard to the TR32DB administration area, which was 
located on a separate website in Version 3.1 and integrated in the TR32DB web-interface in Version 4.0. 
Thus, the TR32DB was updated due to many expansions in the previous versions, caused by new demands 
and requirements of the CRC/TR32, as well as modifications of technical nature (e.g. metadata standard 
enhancements) (section 4.1). Having discussed the main changes between the two versions, the main 
components of the system will subsequently be discussed. 
Table 5-1: Main characteristics of TR32DB Version 3.1 versus Version 4.0 
 TR32DB Version 3.1 TR32DB Version 4.0 
Metadata Schema 
- Support of Dublin Core, DataCite 
Version 2.0, elements of ISO 19115 & 
INSPIRE 
- Compliant with Dublin Core, DataCite Version 
2.2, ISO 19115, INSPIRE 
- Metadata Schema is documented 
Data Storage 
- Andrew File System 
- Organized folder structure  
- Andrew File System 
- Organized folder structure 
Database 
- 46 tables, without foreign keys 
- Historically grown structure 
- 115 tables, related with foreign keys 
- Simple, extendable structure 
- Grouping of tables (md, data, list-tables) 
Web-Interface 
- Based on Smarty PHP Template Engine 
and common web programming and 
markup languages (e.g. PHP, HTML, CSS) 
- Search for data (predefined and advanced) 
 
 
- Presentation of data in a result table with 
basic metadata information of a dataset 
- Metadata view in pop-up window 
 
- Access to dataset features only through 
user home 
- Metadata input/edit in a list form 
- DOI application in a list form 
- WebGIS 2 with basic features 
- Admin interface accessible via a separate 
website 
- Usage of common web programming and 
markup languages (e.g. PHP, HTML, CSS) 
 
- Search for data (predefined and complemented 
advanced search) 
- Map Search 
- Presentation of data in a result table with basic 
metadata information of datasets 
- Metadata view on a single website with an 
optional map, and a permanent URL 
- Access to dataset features through user home 
and metadata overview website 
- Metadata input/edit in a wizard form 
- DOI application in a wizard form 
- WebGIS 3 with extended features 
- Admin interface integrated in the main website 
 
5.1.2 Discussion of the TR32DB components 
In the previous section, the differences between the TR32DB Version 3.1 and Version 4.0 were discussed. 
This section will now focus on the evaluation of the single TR32DB components of Version 4.0. After a 
short overview of the main advantages and disadvantages of the single components, they will all be discussed 
in detail. At first, the TR32DB Metadata Schema will be described. Afterwards, the focus will be on the data 
storage based on a file system, followed by a discussion of the database. Finally, the web-interface will be 
evaluated.  
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Initially, a short overview is provided with regard to the main advantages and disadvantages of the single 
TR32DB components (Table 5-2). They will be discussed in detail. 
Table 5-2: Main advantages and disadvantages of the single TR32DB components 
 Advantages  Disadvantages 
Metadata Schema 
- Conformity to Dublin Core, DataCite Version 
2.2, ISO 19115 core, INSPIRE 
- Multi-level approach, simplified to general and 
specific metadata  
- Support of mandatory, optional, and automatic 
metadata properties 
- Design according to project specific demands 
- Appropriate metadata for different data type 
- Application of controlled vocabulary lists 
- Easily extendable with new metadata properties 
(e.g. new data type, controlled list or values) 
- Complexity 
- Need for Metadata unclear to new users 
Data Storage 
- Hosted and administrated in RRZK 
- File-based data storage in AFS 
- Organized folder structure, which is sustainable, 
scalable, secure, backed up 
- RRZK user account is mandatory to access AFS 
for data storage 
- Application of a further software (e.g. WinSCP) 
to upload data  
- Metadata input at the earliest possible one day 
after data upload 
Database 
- Hosted and administrated in RRZK 
- MySQL is common in combination with web-
interfaces 
- Simple, extendable database structure 
- Metadata storage and web-interface 
administration details 
- Only metadata storage, no storage of real data 
possible 
Web-Interface 
- Hosted and administrated in RRZK 
- Self-developed web-interface with common 
web programming, markup, and script 
languages (e.g. PHP, HTML, CSS, JavaScript) 
- Short training period for website programming 
and independent of software updates and 
security vulnerability 
- Individually adaptable according to demand 
- Support of common RDM system features: 
data search, metadata view, data download, 
permission management 
- User-friendly metadata input in a wizard form 
inclusive template feature, additional 
description with PDF 
- Simple DOI application via wizard form 
including prefilled available metadata 
- Integrated WebGIS 
- Not as stylish as a CMS 
- No quick integration of out-of-the-box features 
like in a CMS 
- No upload of data by web-interface 
- Metadata input for associated datasets at the 
earliest possible one day after data upload 
TR32DB Metadata Schema 
The documentation of research data is an essential duty in the context of RDM. To ensure that the research 
data can be (re-)used and interpreted, the data has to be well documented (WEICHSELGARTNER et al., 2011). 
Consequently, sufficient information in form of metadata has to be provided, which also supports the 
analysis of the data irrespective of the data producer (BÜTTNER et al., 2011). As stated by RAJABIFARD et al. 
(2009), metadata are essential for data with a spatial reference. They provide the user with information about 
its accuracy, purpose, actuality, or quality. Moreover, HARVEY (2011) highlights that it is much cheaper to 
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provide accurate metadata of the data immediately. The subsequent improvement of incomplete metadata 
afterwards is much more expensive. Consequently, a well-designed metadata schema is essential. 
In the context of the TR32DB RDM system, a self-developed metadata schema was designed. Likewise, other 
interdisciplinary research projects or institutions, which store cross-disciplinary research data, have also 
created a metadata schema (GREENBERG et al., 2009; LINNE, 2013; TAKEDA et al., 2010). A detailed 
documentation of the TR32DB Metadata Schema (appendix D) provides supplementary notes about the 
included single metadata properties and sub-properties. The style of the documentation follows recent 
metadata schema documentations introduced by VIERKANT et al. (2012), DATACITE METADATA WORKING 
GROUP (2013) or HAUSSTEIN et al. (2013). 
The purpose of the TR32DB Metadata Schema is to describe all research data stored in the TR32DB with 
accurate and interoperable metadata according to the demands and background of the CRC/TR32. All data 
stored in the TR32DB, are assigned to different data types (e.g. data, publications, reports). Thus, the 
TR32DB Metadata Schema is designed in a multi-level approach (section 3.3 and 4.3) and covers (i) general 
metadata properties (e.g. title, creator, description) to describe all data with basic information, (ii) metadata 
properties with focus on the CRC/TR32 project background (e.g. specific keywords or topic), as well as (iii) 
specific metadata properties according to the chosen TR32DB data types (e.g. publication articles can be 
described with their corresponding journal name, issue, and volume). A multi-level metadata approach, for 
instance, also supported by the institutional repository of the University of Southampton. Their developed 
metadata model supports the three levels: core metadata, discipline metadata, and project metadata (TAKEDA 
et al., 2010).  
This TR32DB metadata approach combines metadata properties or elements of different approved metadata 
schemas and standards, like the DCMI Metadata Terms (chosen as a basis), the DataCite Metadata Schema, 
as well as core elements of ISO19115:2003 Metadata Standard and INSPIRE. As stated by BACA (2008: 72), 
“[…] there is no ‘one-size-fits-all’ metadata schema […]” available. Furthermore, SIMONS & RICHARDSON 
(2013) determine that in a particular RDM system or data repository which supports cross-disciplinary 
research data have to support a multiplicity of metadata standards and schemas to cover all different data 
types. In addition, due to a great variety of research data, it is not possible to apply a single metadata schema 
for all types of data. Consequently, it is necessary to modify existing metadata schemas and standards 
according to the specific needs (QIN et al., 2012). Prominent examples, which support and combine multiple 
metadata schemas, include the Dryad Metadata Application Profile (DRYAD DEVELOPMENT TEAM, 2010; 
GREENBERG et al., 2009; WHITE et al., 2008) and the Datorium metadata schema (LINNE, 2013; WIRA-
ALAM et al., 2012). Both also apply the Dublin Core as a basis for their metadata profile or schema, similar to 
the TR32DB Metadata Schema.  
Moreover, the TR32DB Metadata Schema comprises optional, mandatory, and automatically generated 
metadata properties. The support of optional and mandatory metadata properties is often used in metadata 
schemas, for example the DataCite Metadata Schema (DATACITE METADATA WORKING GROUP, 2011) or 
ISO 19115:2003 (ISO, 2003). Automatically generated properties are not very often documented in metadata 
schemas, but, for example, the Dryad Metadata Application Profile (DRYAD DEVELOPMENT TEAM, 2010; 
GREENBERG et al., 2009; WHITE et al., 2008) includes automatic and semi-automatic metadata properties. In 
the TR32DB Metadata Schema only metadata properties which are of major importance and requested for an 
accurate description or citation of the data are mandatory. This should reduce the overburdening of the 
TR32DB users. The previously described, multi-level approach has the advantage that the majority of the 
metadata properties are the same for all data types and only some properties have to be complemented 
according to the specific data type. Furthermore, both general and specific metadata properties can easily be 
extended with new metadata properties according to the demands of the single data types or the CRC/TR32 
project participants. Likewise, it is very simple to add a new data type to the TR32DB Metadata Schema, such 
as data services or additional publication types. In this case, only a new specific data type has to be added to 
the schema. In contrast, the Dryad Metadata Application Profile consists of modules. The single modules 
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describe the metadata properties of the supported data types (e.g. publication, data package, data file) 
(DRYAD DEVELOPMENT TEAM, 2010). 
The TR32DB Metadata Schema supports self-established controlled vocabulary lists. Some are based on 
supported metadata schemas (e.g. DataCite, ISO 19115:2003) and are mandatory for the conformity to a 
specific metadata schema. In addition, self-created controlled vocabulary lists are set up, according to the 
needs and demands of the CRC/TR32 and data types. Self-established controlled lists (e.g. supplementation 
of new measure locations or keywords) can easily be complemented, when required. In addition, the 
application of controlled lists has the advantage to avoid spelling mistakes as well as the unification of 
provided values. The selection of predefined values is also much easier and comfortable for the user, instead 
of inventing new values. For instance, controlled vocabulary lists are available in the DataCite Metadata 
Schema (DATACITE METADATA WORKING GROUP, 2011, 2013), Re3Data Metadata Schema (VIERKANT et 
al., 2013) or ISO 19115:2003 (ISO, 2003). 
The TR32DB Metadata Schema also provides a mapping of the different metadata schemas (appendix D.4). 
This enables the linkage to the used metadata standards and provides interoperability. For example, the 
integrated mapping to the DataCite Metadata Schema facilitates the simple application of DOIs for a dataset. 
In addition, it is possible to complement further metadata schemas to the TR32DB Metadata Schema, which 
could be of interest to the CRC/TR32. Metadata mappings are also provided by other metadata schemas. For 
example, a mapping of Datorium metadata elements is described by WIRA-ALAM et al. (2012). 
During the course of the project, the TR32DB Metadata Schema was adjusted according to the demands and 
requirements of the project, as well as further developments of applied metadata schemas or standards, for 
example the DataCite Metadata Schema was updated in 2011 and 2013 (DATACITE METADATA WORKING 
GROUP, 2011, 2013). It is also an experience of other research projects that a defined metadata schema has to 
be modified, improved, expanded or adapted in the course of the project according to changing requirements 
of the project members or project data (DRYAD DEVELOPMENT TEAM, 2010; GREENBERG et al., 2009; 
MÜCKSCHEL et al., 2004; MÜCKSCHEL et al., 2007). Overall, the TR32DB Metadata Schema allows a user-
friendly, data type specific, interoperable, easily expandable metadata description of all data stored in the 
TR32DB RDM system. 
TR32DB data storage based on file system 
The sustainable storage and backup of research data is one important component of a RDM system. 
According to RAZUM (2011), a file-based data storage is mainly used for long-term archiving, in contrast to a 
database-based approach, which supports interactive processing of the data. In the framework of the 
TR32DB system, a file-based data storage was set up in cooperation and also hosted at the Regional 
Computing Centre of the University of Cologne. The collaboration with a computing center or library is 
recommended by the DFG (DFG, 2013d). Likewise, WEICHSELGARTNER et al. (2011) determines with 
regard to research data that the data storage in a data or computing center offers significant advantages, such 
as a possible larger amount of data can be managed in contrast to a local server.  
The TR32DB uses the Andrew File System (AFS) (section 3.4), hosted and administrated by the RRZK, 
which is used as a data storage for all TR32DB data. The AFS has already served as an archive storage area 
for several other research projects in the RRZK (RRZK, 2013a). For example, the AFS is used in the 
CRC806-Database RDM system as the file-system, also hosted at the RRZK (WILLMES et al., 2014). With the 
experiences gained in the previous projects in the AFS, a comprehensive folder structure was set up in 
cooperation with the RRZK according to the demands of the CRC/TR32. This structure enables the storage 
and backup of all data formats and supports single file sizes up to 8 GB, which is the limit of one folder 
defined as a default value by the implementation of the folder structure. The storage of large, singles files (few 
kilobytes to several gigabytes) is a demand of the CRC/TR32 (section 4.1). Furthermore, this well-engineered 
storage structure provides an organisation of the data and can also enable the access to the data by a manual 
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recursive search. Furthermore, the data is accessible by a web-interface. Moreover, the folder structure is 
highly scalable and enables an easy administration by Access Control Lists (ACL). As stated by RAZUM 
(2011), the main advantages of a file-based RDM system is the support of a number of file formats, the 
scalability, and security. These benefits are also highlighted by CAMPBELL (1998) and MILICCHIO & GEHRKE 
(2007). In addition, the TR32DB file-based storage structure is worldwide accessible by various operation 
systems, like Microsoft Windows or Linux, also described by MILICCHIO & GEHRKE (2007) and CAMPBELL 
(1998).  
The TR32DB folder structure provides a temporary data storage of the data files (Upload-folder) and a final 
data storage (Phase-folder). This separation of the folders prevents an erasure of the data, which is only 
permitted to the TR32DB administrator. The application of a script to move the data from the temporary 
upload-folder to the final data storage folder enables a structured, consistent filling of the single sub-folders 
(e.g. 000, 001). Moreover, an automatic generated linkage to the TR32DB database is created. 
Nevertheless, the application of the AFS has also disadvantages. To access and upload the TR32DB 
structure, a user account of the RRZK is necessary. Consequently, all CRC/TR32 participants who are not 
employed at the University of Cologne have to apply for a RRZK University of Cologne account. As 
described in section 5.3, this can be avoided by integrating the user management into an existing 
infrastructure and restricting the file upload limit. Furthermore, another disadvantage of the introduced 
TR32DB data storage is the temporal postponement of the data upload. The input of corresponding 
metadata is possible one day after the data upload at the earliest, due to the moving of the data files from the 
temporal to the final data storage. Furthermore, Microsoft Windows users have to use an additional 
application which supports the Secure File Transfer Protocol (SFTP), like FileZilla or WinSCP (section 4.4), 
to upload their data to the TR32DB data storage. As described in section 5.3, this can be avoided by 
integrating the file upload into the web-interface, which causes a restriction of an upload file size of 50 MB 
(PHP restriction of RRZK server). 
Overall, the designed TR32DB file-based data storage structure could have also be implemented in another 
file system (section 3.4) which offers similar characteristics, like scalability, cross-platform access, backup, and 
administration of access authorization. However, the AFS is for the TR32DB approach the preferable 
solution that is provided by the RRZK. 
TR32DB data storage based on database 
The core component of the TR32DB is the database (section 3.5). The main duty of the database is the 
storage of the metadata associated to the data files, as well as the handling of the administrative details of the 
TR32DB system. For this purpose, a database was set up in the relational database management system 
(RDBMS) MySQL, which is hosted at and administrated by the RRZK. The application of relational 
databases to store metadata is often used in RDM systems in combination with file systems or digital object 
repositories (RAZUM, 2011). In addition, the use of MySQL in combination with web-applications is very 
popular. As stated in the MySQL Whitepaper published by Oracle (ORACLE, 2013c), MySQL is optimized 
and designed for web applications in contrast to other relational databases. Consequently, it is used very 
frequently in web-based applications. For example, MySQL is deployed by web-sites with the most traffic in 
the Internet, such as Facebook, Google, Twitter, Wikipedia, and YouTube (ORACLE, 2013a). According to 
VASWANI (2010) and DUBOIS (2013) MySQL, as an open source software offers many unique characteristics, 
like speediness, scalability, simple and easy usability, support of SQL, multi-threading, security, full 
connectivity via Internet, and platform portability. 
So far, the TR32DB database only manages the metadata of the associate data stored in the AFS, and 
administrative details. Except for some climate data purchased by the DWD, which are stored in a climate 
database based on MySQL (section 3.5), no real data are stored in the TR32DB database. In contrast, other 
RDM systems store their data in database systems, like PostgreSQL or Sybase (DIEPENBROEK & GROBE, 
Chapter 5: Discussion 
190 
2007; KUNKEL et al., 2013; ZANDER et al., 2013). This is also very common in biodiversity (KATTGE et al., 
2011; LOTZ et al., 2012; NADROWSKI et al., 2013). Overall, the designed TR32DB database structure could 
have also been implemented in another RDBMS like PostgreSQL or DB2.  
TR32DB web-interface 
The access to a RDM system is nowadays mostly realized by a web-based graphical user interface (LINNE, 
2013; LOTZ et al., 2012; MÄRKER et al., 2011; NADROWSKI et al., 2013; WILLMES et al., 2014; ZANDER et al., 
2013). In the context of the TR32DB, a user-friendly web-based graphical user interface was implemented 
accessible since 2008 at http://www.tr32db.uni-koeln.de or http://www.tr32db.de, and since then 
continuously adjusted and expanded with new features. The web-interface is connected to the file-based data 
storage (section 3.4 and 4.4) and the database (section 3.5). The latter is responsible for the majority of 
dynamic generated website content (e.g. view of metadata details, news), as well as the management of 
administrative details (e.g. user information and their allocation to a project section). Subsequently, the 
technical implementation, the web design, as well as the features of the web-interface Version 4.0 (section 
4.5.2) will be discussed. 
The TR32DB web-interface Version 4.0 is individually self-developed by means of common languages, like 
PHP, HTML, CSS, as well JavaScript (section 3.6). This ensures a short training period for new TR32DB 
administrators, instead of a long training period, which is often necessary for websites that are based on 
common comprehensive CMS systems, like Typo3 or Joomla!. In addition, since the self-developed web-site 
is based on a code especially written for a specific purpose, a suitable adaptability according to new specific 
demands is feasible. In addition, a self-developed website is independent of software updates or security 
vulnerability, which often affects common CMS systems (e.g. HEISE, 2014). In contrast, it is not possible to 
quickly use predefined, out-of-the-box features or components, such as a calendar or image gallery. 
Furthermore, self-developed websites provide very often less functionality and are not as stylish as CMS-
based websites. 
The layout of the TR32DB web-interface is set-up in several components, as described by BEAIRD (2011) 
(section 3.6.). The static container includes the identify block with CRC/TR32 logo and website title on each 
page to facilitate the identification of the single webpages. The simple designed navigation on the top and left 
side ensures the guidance of the users with regard to specific details, like contact information or background 
information. The content is located in the center. The footer at the bottom of the webpage includes contact 
details and logos of CRC/TR32 member institutions and DFG. Finally, also the whitespace component is 
considered to loosen the different containers of the webpage. The colour scheme of the website is arranged 
in mainly yellow and green colours according to the CRC/TR32 logo. 
Recommendations in terms of barrier-free access to the website, as well as usability and accessibility (section 
3.6), were also considered while designing and developing the web-interface. For example, the TR32DB web-
interface supports a significant title, meaningful headlines organized in a hierarchy, as well as external links on 
the website are marked with an appropriate hint. The web-interface was designed and implemented according 
to the target group. The input forms were arranged in a user-friendly and appealing manner. This follows the 
recommendations of POOKER (2009). Furthermore, suggestion of KLUG (2006) were incorporated, like the 
“Save me steps wherever you can.” (KLUG, 2006:166) rule or the set-up of Frequently Asked Questions 
(FAQs). In addition, further guidance to use the web-interface is provided by a comprehensive web-interface 
tutorial (CURDT, 2013c). Many hints including examples are represented by an “ i ”-symbol, in particular for 
the input of metadata in the wizard.  
The TR32DB web-interface provides several features. Some will subsequently be discussed. General features, 
available to all visitors of the TR32DB, include the search for data. Different search options are available. For 
instance, the search according to predefined search (e.g. Figure 4-43) queries (e.g. search for all data of the 
type publication). This search provides an easy and quick overview of all available data of the selected 
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specific category. In addition, an advanced search (Figure 4-47) enables the combination of various search 
categories such as title, creator, and data type. This search provides a more qualified and limited search 
results. This kind of search is very common and often used by other websites. Furthermore, a search for data 
on a map (Figure 4-48) is offered for all datasets which own geographic coordinates in their metadata details. 
This search is based on the Google Maps API, which is very common and consequently also user-friendly. So 
far, the data are only located by their centre coordinates. This will be adjusted in the future by a bounding 
box. Similar approaches for map-based data search are provided by the CRC806-Database system (WILLMES 
et al., 2014) and the BrahmaRBIS system (ZANDER et al., 2011).  
In addition, all visitors of the TR32DB web-interface are able to view the result of the search, as well as sort 
and filter it. All search results, with the exception of the DOI-section, will display a list of datasets. For each 
dataset, main details, like the title or author are presented, as well as a logo to easily identify the data type. 
Moreover, the main features of the dataset can be accessed immediately. This corresponds to KLUG (2006) in 
terms of save steps. These features include the access to the metadata view, the download of the data (when 
access permitted), and the download of the additional descriptive PDF. By downloading data from the 
TR32DB, the CRC/TR32 Project Database: Data Policy Agreement (CRC/TR32, 2011) has to be 
considered, as well as an optional further selected licence (e.g. Creative Commons Licence). As a negative 
aspect, it should be mentioned that currently datasets can only be assigned to one project section. By 
searching for data according to a specific project section, they will accordingly be only presented in one 
category, although the dataset might be generated in a collaborative work of two project sections. This 
disadvantage is known and will be solved in the next TR32DB system update. 
The presentation of the metadata view is accessible to every visitor of the TR32DB. The specific webpages 
have a persistent URL for each dataset. This enables the citation of the data, as well as easy linking to this 
webpage (e.g. when referring to a certain dataset in an e-mail). The webpage of each metadata view is 
dynamically generated and arranged in a printer-friendly view. By designing this metadata view page, several 
solutions of other RDM systems were observed (e.g. Dryad, PANGAEA). Initially, the overview page 
provides the available features of the dataset according to the permission of the web-interface visitor or 
authorized user. Currently, a maximum of four features (Figure 4-50) are available: download data, download 
additional file (PDF), edit metadata, and apply DOI. These features can be directly accessed. Subsequently, an 
automatically generated citation advice will be displayed depending on the data type to simplify the citation of 
a dataset. This feature is very common for RDM web-interfaces (e.g. zenodo portal, Dryad). The metadata 
view is arranged according to the TR32DB Metadata Schema (section 4.3) and displays all metadata of the 
selected dataset. By means of hyperlinks it is possible to link to related datasets of the TR32DB. In addition, a 
linkage to related external identifiers is supported. For example, a dataset can be related to a publication by 
providing the identifier (e.g. 10.1117/12.813171), the type of identifier (e.g. DOI), and the type of relation 
(e.g. cites). By using the hyperlink in the metadata view, the user will be linked directly to the corresponding 
webpage. Furthermore, other linkages are available, for example to the creator and metadata creator details 
overview webpage. The metadata view page of DOIs, so-called landing page, is arranged according to a 
similar principle, but with another layout as well as associated to the metadata of the respective DOI, 
following the recommendations of DATACITE (2012). 
All authorized TR32DB users can also use internal features (4.5.2.3). These will be presented in the left menu 
bar after login only. Some main features are grouped in the user home (Figure 4-17), like the initial 
metadata input for a specific dataset. As stated by FOULONNEAU & RILEY (2008), metadata input user 
interfaces have to be well-designed to streamline the process of metadata creation. Since there is no overall 
design, the interface should be designed according to the specific needs. Furthermore, the authors suggest the 
usage of radio buttons, drop-down lists for controlled vocabulary lists, automatic completion of value fields, 
as well as tabbing between input fields. Finally, FOULONNEAU & RILEY (2008) suggest the creation of an 
easy and error-free metadata input solution. This also corresponds to the findings of CALLAHAN et al. (1996). 
He outlines that metadata creation interfaces need to be easy to use, should support selective lists and 
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templates with the aim to minimize the effort and time for the user. Moreover, the solution should be flexible 
to changes, according to changing requirements. Consequently, a user-friendly input of the metadata in a 
comprehensive wizard (Figure 4-58 - Figure 4-73) was designed according to the TR32DB Metadata Schema 
following some of the previous mentioned suggestions. This wizard enables the metadata input grouped in 
several tabs (e.g. identification, topic). Depending on the data type, the last tab will be modified to the specific 
input fields. This has the advantage that the user always sees the same input form and only one tab will 
change. The general design of the wizard is aligned to other metadata wizard, such as the INSPIRE Metadata 
Editor (EUROPEAN COMMISION, 2014b). The wizard supports the use of drop down list for controlled 
vocabulary lists, as well as text fields, text area, calendar fields and a map feature, supporting the provision of 
geographic coordinates. The application of drop down lists is reasonable for short controlled vocabulary lists. 
Since some controlled lists, such as the list of creators or institutions, are growing with the amount of data in 
the TR32DB, another solutions has to be implemented (e.g. automatic completion of value fields).  
Furthermore, the wizard provides single and multiple entries of data values according to the metadata profile. 
To prevent the users from being overburdened with many input fields, only some input fields are mandatory, 
marked with an asterisk. Further metadata can be provided to optional fields. In addition, were possible, 
some metadata will be also automatically generated by the system (e.g. metadata upload date). Assistance to 
the single input fields is provided by the corresponding “ i ”-symbol. Furthermore, the suggested template 
feature was implemented, which supports the re-use of previous submitted metadata according to a specific 
data type. Overall, as stated by CALLAHAN et al. (1996), it is a key challenge to motivate users to document 
their data, since the documentation is otherwise left undone. Consequently, the creation of a user-friendly 
metadata user interface is essential. 
The input of metadata for the application of TR32DB DOIs (Figure 4-76 - Figure 4-81) follows the same 
approach as the previously described general input of metadata. The input form was adapted according to the 
DataCite Metadata Schema (DATACITE METADATA WORKING GROUP, 2011). To design the application 
process user-friendly, the input form will be prefilled with already available metadata of the specific dataset. 
This can be modified and complemented. The application of a DOI is restricted to the metadata creator of 
the dataset. 
The Share feature (Figure 4-82) enables a simple and easy temporary exchange of data, for example of 
previous research results. Furthermore, the climate data section (Figure 4-83 - Figure 4-85) provides also an 
easy access to data, purchased from several organisations, like the German Weather forecast service. In 
addition, visualisation, for a first simple overview of measured weather data is provided. Similar features are 
also provided in other RDM systems, like the TEODOOR system (KUNKEL et al., 2013).  
Furthermore, the TR32DB Viewer (Figure 4-86) allows an easy and fast access to the most important 
purchased geodata of the whole project. For instance, users can easily search for the land use of a certain area 
and a certain time, as the integrated land use data is displayed and can be queried. In this case, an open access, 
based on standards from the Open Geospatial Consortium (OGC), is prohibited to most of the services, as 
the data itself is restricted due to license issues. An access can be granted for services, which are established 
on own data analysis or measurements, such as the land use data. This allows the easy integration of the data 
by other users.  
The integrated admin area (Figure 4-85) provides some features to support the administration of the 
TR32DB. For example, the administration of TR32DB user details and their affiliation to project section can 
be executed. In addition, the metadata entry of geodata is available by a metadata wizard. Further features are 
still in development.  
The TR32DB web-interface is linked to the official TR32 web-interface (Figure 4-88 and Figure 4-89). 
Publications, which are stored in the TR32DB, will be automatically displayed in the publication list of the 
TR32 web-interface. This has the advantage that every TR32DB user can administrate his publications, as 
well as a redundant storage of this information is avoided. A similar approach is used in the CRC806-database 
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system, which also has a link to their official project webpage. Furthermore, another link is provided from the 
project sections in the TR32 web-interface to their data and publications stored in the TR32DB.  
5.1.3 Acceptance of the TR32DB 
It is well documented in literature that most scientists agree to share their data (MARX, 2012; NELSON, 2009), 
as well as that sharing of data varies in the various disciplines and communities. For instance, data sharing is 
very common in astronomy, oceanography, or genetics (REICHMAN et al., 2011; VAN NOORDEN, 2013). In 
addition, reasons for declining data sharing are well known, like lack of time or experience, technical and 
social problems, standards or loss of data (GRIFFITHS, 2009; NELSON, 2009; TENOPIR et al., 2011). In 
addition, sharing of unpublished or not fully completed data is declined (REICHMAN et al., 2011). 
Furthermore, challenges and problems are identified by MÜCKSCHEL et al. (2007) with regard to the RDM 
system. This includes the lack of acceptance of a RDM system on the side of the users, as well as a low level 
of motivation to use it. This also concerns to the documentation of data, which is disregarded by the 
researchers (WEICHSELGARTNER et al., 2011) (section 2.1). 
Similar experiences were gained in the last years in the context of data sharing, data exchange, data disposal, 
and data documentation by means of the TR32DB. Currently (as of May 19, 2014) ~350 GB of data is stored 
in the AFS data storage and 773 metadata records (datasets with a complete metadata description) are stored 
in the MySQL database. 
The intensity of the handling of data using the TR32DB varies in the different CRC/TR32 project sections 
and disciplines. Some scientists and projects use the TR32DB very continuously, while others do avoid it. 
The common use of the TR32DB is well-tracked by some features, like a download counter or who-is-online 
feature, which operate in the background of the system. Exemplary, the usage of the provided land use data 
(WALDHOFF et al., 2012) according to the single project sections is presented in Figure 5-1. Only project 
sections, which have downloaded the data, are presented. It is clearly visible that the demand of the data 
varies significantly in the different project sections and disciplines, since not all project sections require the 
data for their research questions. Consequently, some projects sections generally do not need to use the data. 
 
Figure 5-1: Download statistic of the land use data, stored in the TR32DB according to project sections 
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Furthermore, the additional benefit of a DOI for a dataset, which is cited in a publication, is in evidence by 
the example of SEIBERT et al. (2011). This dataset is cited in FIENER et al. (2011) as supplement material to 
the publication (section 2.1.6). In contrast to other datasets, this dataset has been downloaded many times 
since 2011 from international, interested parties. The total download as of May 19, 2014 is 62 times. 
5.2 The TR32DB versus selected RDM systems 
This chapter gives a comparative overview of the main system components and features of several selected 
RDM systems that manage different types of research data, already described with general details in section 
2.5. An outline is presented in Table 5-3 and Table 5-4. The selected RDM systems are institutional or 
project-related systems and focus on various disciplines. With the exception of the BExIS system, all other 
RDM systems are accessible online or in case of the RBIS system usable with a guest login. 
An analysis of the selected RDM systems shows that most of them are in-house developments combining 
several available components. They are all developed with regard to the specific discipline and requirements 
of the particular research project or focus of the institution. Particularly, RDM systems have to be designed 
and consider the project demands (BÜTTNER et al., 2011; LOTZ et al., 2012; MÜCKSCHEL et al., 2007). 
Correspondingly, the TR32DB is also designed with regard to the CRC/TR32 demands and framework 
requirements of the DFG (section 4.1). In case of the institutional repositories Datorium and Dryad, the 
common out-of-the-box repository software DSpace (section 2.4) is used. In addition, the CRC806-Database 
uses the relatively newly established repository software CKAN (section 2.4) in combination with further 
components. 
All considered RDM systems are accessible by a web-interface. To establish the web-interface, several 
solutions (section 2.3.4) are used by the RDM systems. Besides established content management systems 
(CMS), such as Plone or TYPO3, also different web application frameworks are implemented, like the .NET-
framework or Ruby on Rails. In addition, RDM web-interfaces are established by combining common web 
programming, mark-up, scripting, and query languages, like PHP, HTML, CSS, JavaScript or SQL (section 
2.3.4). All of these are used for the programming of the TR32DB. In addition, the majority of the selected 
RDM systems incorporate a WebGIS or web mapping application (section 2.3.5) using various 
implementations. For instance, the PANAGEA system supports a web mapping application established by 
the Google Maps API to visualize the location of a specific dataset. A similar approach is used in the 
TR32DB to visualize the location of a specific dataset, as shown in Figure 4-53. Furthermore, several RDM 
systems have integrated WebGIS components. For example, the CRC806-Database (WILLMES et al., 2014) 
and RBIS system (ZANDER et al., 2013) provide a full established WebGIS with several features implemented 
by the UMN MapServer. In addition, the TEODOOR, BExIS, and FOR816dw system use the GeoServer to 
support WebGIS functionalities. Likewise, the TR32DB uses ESRI’s ArcGIS for Server and the Flex Viewer 
web application to provide a WebGIS for the users of the TR32DB (section 4.5.1.3 and 4.5.2.3).  
For the storage of the data, several solutions are implemented by the various considered projects. File-based 
data storage in combination with a database (e.g. MySQL, PostgreSQL) is, for example, supported by the 
CRC806-DB, Datorium, as well as the TR32DB. The project RDM systems BEFdata, BExIS, and 
FOR816dw, all related to biodiversity data, as well as the TEODOOR system and RBIS system support the 
storage of the project data in a database, like PostgreSQL, DB2 with pure XML or MySQL. Project data, 
created and stored in these RDM systems, are all characterized to be homogeneous, which enables the 
implementation of a database. For instance, the BEFdata system supports the upload and storage of data 
through a formatted Microsoft Excel Workbook which stores the metadata and the raw data in single sheets 
(NADROWSKI et al., 2013). Consequently, the application of a database is not feasible for research projects 
with very heterogeneous research data. Furthermore, some RDM systems, like the BExIS and FOR816dw, 
both implemented in a follow-up project, are influenced and benefit from experiences gained in previous 
RDM projects, which applied a file-based data storage approach (LOTZ et al., 2012; NAUSS et al., 2007; 
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STIETENROTH et al., 2005). With regard to the cooperation with a computing centre or established data 
centre, several options are available for the different project-related RDM systems. For example, the data 
storage of the TR32DB and CRC806-Database is established and backed-up in the environment of the 
RRZK (section 3.4), as well as the FOR816dw stores and back-ups their data in a central infrastructure of the 
University of Marburg (LOTZ et al., 2012). With regard to the type of data that are stored in the different 
RDM systems, various approaches are chosen. For instance, the RBIS system supports time series data, 
geodata, simulation models, and documents (KRALISCH et al., 2009). The CRC806-Database incorporates 
data, services, literature, presentations, multimedia, and external repository resources. The BEFdata systems 
and the For816dw maintain data and publications. According to the other systems, the TR32DB uses a 
similar, extended selection of data types including data, basic geodata, reports, presentations, publications, 
and pictures (section 3.4).  
In terms of supported metadata schemas, several solutions are provided by the considered RDM systems. 
The BExIS system uses an own metadata schema, only related to the project. All other systems support and 
use approved metadata standards and schemas related to the specific research area. For instance, the 
Ecological Metadata Language (EML) is supported by BEFdata and FOR816dw. Repositories related to 
geoscientific data use the metadata standard ISO 19115 (section 2.2.2.3) or are established in compliance with 
INSPIRE (section 2.2.2.4), like the CRC806-Database, RBIS, TEODOOR, PANGAEA or the TR32DB. In 
addition, some repositories combine and support a combination of several metadata standards. All systems 
use the metadata standard Dublin Core (section 2.2.2.1) as a basis and extend this with other metadata 
standards. For instance, Dryad combines Dublin Core with elements of Darwin Core, and the bibliographic 
Ontology (section 2.2.2.5) (DRYAD DEVELOPMENT TEAM, 2010). Likewise, the TR32DB Metadata Schema 
(section 3.3) was designed and implemented combining the Dublin Core, ISO 19115, INSPIRE, and 
DataCite Metadata Schema.  
Nearly all considered RDM repositories support basic features, like search for data, access for their metadata, 
and download of the data according to particular user and data permissions (e.g. download of data only for 
project members). Moreover, unique, permanent identifiers are provided for the datasets (e.g. URL, URN or 
DOI). Some repositories, like the FOR816dw and the TR32DB support DOIs for datasets in addition to the 
unique identifier for special dataset (e.g. section 4.5.2.3). Finally, some RDM systems have approved a data 
policy for the handling of the data in the particular system such as the TEODOOR portal (TERENO, 2014), 
the FOR816dw (RU816, 2007), and PANGAEA (GROBE, 2005). The CRC/TR32 has also adopted a 
TR32DB data policy agreement in 2011 (CRC/TR32, 2011).  
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Table 5-3: Selection of project and institutional RDM system with topic and features 
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Table 5-4: Selection of project and institutional RDM system with topic and features 
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5.3 Transferability of the TR32DB approach 
In the previous sections, the TR32DB approach was discussed in detail in comparison to other RDM system 
solutions and the single components of the TR32DB were discussed. This section will focus on a feasibility 
study on the transferability of the designed and implemented TR32DB approach to other interdisciplinary 
research projects.  
The transferability of a self-developed, project-related RDM system was already successfully conducted in 
other projects. The River Basin Information System (RBIS) (section 2.5), a web-based platform for data 
management and sharing of environmental data, has been successfully implemented for several national and 
European funded research projects. For instance, the BrahmaRBIS and the DanubeRBIS platform are based 
on the RBIS system, which were set-up within the European Commission funded BRAHMATWINN-
project. Likewise, the RBIS was used as a basis for the OBIS-platform of the BMBF-funded “The Future 
Okavango” project and the VuGiaThuBonRBIS portal of the BMBF-funded LUCCI project (ZANDER et al., 
2011). In addition, the BEFdata open source web platform (section 2.5) is successfully implemented for the 
DFG-funded BEF-China project and the FunDivEUROPE project funded by the European Commission 
(NADROWSKI et al., 2013). Furthermore, the Biodiversity-Exploratories Information System (BExIS) is 
applied in the DFG-funded Biodiversity Exploratories project (HEIMANN et al., 2010a), where it was 
originally developed and is used in the DFG-funded Jena Experiment project (JENA EXPERIMENT, 2014). 
Moreover, BExIS will be implemented in the DFG-funded CRC990 EFForTS (EFFORTS, 2014). In 
particular, in terms of RDM in CRCs, the DFG demands the re-use of existing technologies and tools (DFG, 
2013d). 
To successfully set-up or transfer a RDM system or repository for a research project, continuous adjustments 
have to be made, depending on the changing requirements arising from the research projects, technical 
developments and altered standards, as well as changing demands of the funding organisations (JENSEN et al., 
2011; LUDWIG, 2012; MÜCKSCHEL et al., 2005). In order to successfully transmit the TR32DB approach to 
another research project, several adjustments of the single system components have to be conducted, to set-
up a RDM system according to the demands and requirements of the specific project. In the following, the 
transmission of the TR32DB approach will be exemplary presented by the implementation of a project 
database for the DFG-funded Research Unit 1501 “Resilience, Collapse and Reorganisation in Social 
Ecological Systems of Africa’s Savannahs” (RCR, 2014). In the context of this project, the established RCR-
Database, accessible online since mid-2012 at http://www.fg1501db.uni-koeln.de, was set-up with the basic 
features of the TR32DB approach. 
The RCR is an interdisciplinary joint research project of the German Universities of Bonn and Cologne, 
funded since 2010 (currently funded until 2016). The scientists involved work in the field of soil sciences, 
ethnology, crop and grassland sciences, ecology anthropology, economics, geography, and history. They 
conduct research on the resilience, collapse, and reorganization in complex coupled social-ecological systems 
(SES) in Africa. The focus of this research is on selected study sites, located in South Africa (e.g. Kuruman, 
Thaba Nchu Region) and Kenya (e.g. Lake Naivasha, Lake Baringo, Laikipia Plateau). As a result of their 
research, the RCR scientists create a lot of different heterogeneous research data, with small file size. For 
example, these data are acquired during field campaigns, by numerical simulations or empirical analysis, or 
questionnaires (e.g. GREINER & SAKDAPOLRAK, 2013; KECK & SAKDAPOLRAK, 2013; NAUMANN, 2014). 
Most of the created data are related to a spatial domain. In addition, the scientists present their research 
results. Consequently, they create publications, presentations, as well as images or maps which are related to 
the RCR. All these data should be managed by a RDM system. Moreover, requirements of the DFG (section 
2.1.2) have to be considered. For instance, the principles of the Good Scientific Practise (DFG, 1998, 2013e), as 
well as the recommendations and guidelines provided in the Proposal Preparation Instructions-Project Proposals 
(DFG, 2013c, 2014b), which provide instructions for handling of data created in Research Units, have to be 
considered for the realisation of the RCR-Database, as similarly described for the TR32DB (section 4.1). 
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The RCR-Database was set-up in order to support the sharing and re-use of the collected research data of the 
scientists as well as to archive and backup these data during the project funding and beyond. The project 
database was set up according to the demand of the project participants as well as according to the demands 
of the DFG.  
Initially, the TR32DB Metadata Schema (section 3.3 and 4.3) had to be adjusted and reduced according to the 
demands and characteristics of the RCR. Since the TR32DB Metadata Schema has been designed in a multi-
level approach and supports general, data type specific as well as project specific metadata details, only some 
minor changes had to be conducted with regard to the project specific metadata properties. The metadata 
properties associated to the general level (appendix D), which describe the basic, ubiquitous 
information (e.g. title, description or creator of a dataset) could be fully applied. Only some associated 
CRC/TR32 specific controlled vocabulary lists, had to be adapted according to the RCR-needs. The 
controlled vocabulary lists MeasureLocationTR32 (Table D-33), MeasureRegionTR32 (Table D-34), 
TR32Subproject (Table D-56), TR32Topic (Table D-57), and WebsiteVersion (Table D-58) had to 
be adjusted according to the RCR research focus. For example, the measurement region was modified to the 
RCR study areas (e.g. Kenya, South Africa) and the topics were accordingly adjusted (social, bio-physical, 
cultural, coupling, other). The metadata properties of the data type category Data (appendix D.3.2) were 
reduced to the RCR-demands. Consequently, only the metadata properties TemporalExtent (appendix 
D.3.2, ID 31) and the property Lineage (appendix D.3.2, ID 32) were applied. The metadata category 
Geodata (appendix D.3.3) was not implemented in the RCR-Database. Moreover, in terms of the 
specific level of the TR32DB Metadata Schema, the complete metadata properties and controlled 
vocabulary lists of the data categories Picture (appendix D.3.5), Presentation (appendix D.3.6), 
Publication (appendix D.3.7), and Report (appendix D.3.4) were completely adopted.  
In the next step, the file-based data storage structure in the AFS (section 3.4, Figure 3-7) had to modified to 
the project structure of the RCR, which is like the CRC/TR32 subdivided in clusters and sub-projects. In 
contrast to the TR32DB data storage, the single data type folders (e.g. data, picture, publication) were 
combined to one single data type folder. For instance, all data uploaded to project section Z2, are stored in 
the temporary folder directory /afs/rrz/project/fg1501db/Upload_1/Z/Z2/data. Moreover, the 
script, which moves the data from the temporary data storage to the final data storage, had to be adjusted. 
This script operates over night and and moves the data from to the corresponding folder in the final data 
storage, for example, /afs/rrz/project/fg1501db/Phase_1/Z/Z2/data/000. In contrast to the 
TR32DB moving script, this script updates the storage path of the file in the database, when the file is 
moved. In addition, the database-based storage (section 3.5), was implemented according to the RCR 
demands and the modified metadata schema of the RCR. 
In a last step, the web-interface for the RCR-Database (Figure 5-2, Figure 5-3) was designed and realized 
according to the RCR demands and the modified RCR metadata schema. The structure of the RCR web-
interface is designed in a similar structure as the TR32DB web-interface (e.g. Figure 4-41). The header and 
footer of the website were adjusted. Again, two menu bars dominate the website, one general menu bar (top 
menu) and one data menu bar (side menu A and B). Both menu bars were modified to the requirements of 
the RCR. For example, the menu items topic and cluster were adjusted. In terms of the web-interface 
features, two main changes were performed. The menu bars provide the same features just as the TR32DB 
menu bars. For instance, the search for data is also provided according a predefined search by topic or type, 
as well as by an advanced search and a map search, as described in detail in section 4.5.2.2 for the TR32DB 
web-interface Version 4.0.  
There are two main differences between the TR32DB and the RCR-Database. The first is related to the 
management of the users. In contrast to the TR32DB user management, which is performed by RRZK 
university accounts (e.g. section 3.4.2, 4.2, 4.5.1.3), the RCR-Database user management is connected to the 
user management of the official RCR-website (RCR, 2014). This web-site, based on a Joomla CMS, had 
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already been implemented, when the RCR-Database was set-up. Thus, a double user administration was 
avoided. Consequently, the users just need one account for the two RCR websites. The second main 
difference between the TR32DB and RCR-Database is the upload of the data to the data storage. Since the 
RCR scientists only create and provide data files with a small file size (< 50 MB), the upload of the data is 
directly possible by the web-interface. Consequently, the upload of the data file to the AFS data storage was 
implemented as a first step for the data provision. In addition, the user has to provide the associated project 
section (e.g. B2, C3) and data type (e.g. data, report, publication). As a second step, the user will be directly 
forwarded to a metadata input wizard, which is arranged according to the metadata input wizard of the 
TR32DB (Figure 4-58 to Figure 4-72) in a simplified design, presented in Figure 5-2. Depending on the 
selected data type of the data upload, the metadata input wizard will be adjusted in the final, specific tab. 
 
Figure 5-2: RCR-Database metadata input 
The RCR-Database wizard enables the input of general and data type specific metadata. In contrast to the 
TR32DB metadata wizard, the RCR metadata wizard is simplified and limited in terms of multiple entries for 
some metadata properties, like title, description or date. In addition, the provision of complementing 
property types, like title type, description type or date type, is reduced to the minimal demand of the 
supported metadata standards. The RCR wizard supports error detection for missing or invalid metadata 
values, like the TR32DB wizard. Incorrect input fields will be highlighted in red, as shown in Figure 4-73 for 
the TR32DB wizard. 
Finally, after a successful provision of the metadata, the user will be forwarded to the metadata overview 
webpage of the dataset, presented in Figure 5-3. This overview is also arranged according to the metadata 
wizard tabs, but in a simplified layout, in contrast to the TR32DB metadata overview of Version 4.0 (Figure 
4-53). 
Overall, the TR32DB approach was successfully transferred to another interdisciplinary research project. The 
RCR-Database was set-up, partly simplified, and extended successfully with new features according to the 
demands of the RCR participants and project background. By applying the TR32DB approach to the RCR, 
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time and personal resources could be reduced in contrast to the implementation of a complete new RDM 
system. Consequently, the developed TR32DB approach can be also easily adapted to the demands of other 
interdisciplinary research projects in the future. The features of the TR32DB can be limited, simplified, as 
well as the extension with new features is possible. 
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6 Conclusion and perspectives 
As previously stated in this thesis, the importance of research data management (RDM) and the establishment 
of corresponding RDM infrastructures and systems within a research project or institution is demanded by 
many policy makers (DFG, 2014b; EUROPEAN COMMISSION, 2007a; HOCHSCHULREKTORENKONFERENZ, 
2014; NATIONAL SCIENCE FOUNDATION, 2011b), journals (AGU, 2013; PLOS, 2014) or other 
organisations. The management of research data concerns particularly publicly financed data and has 
consequently led to the demand of data management plans, which have to be provided with the application 
of the grant (DFG, 2014b; NATIONAL SCIENCE FOUNDATION, 2011b; NERC, 2014a; WELLCOME TRUST, 
2014). In addition, challenges of RDM are identified with a technical, socio-cultural, and ethical nature 
(GRIFFITHS, 2009; HARTTER et al., 2013; NELSON, 2009; TENOPIR et al., 2011). So far, RDM has been 
strongly influenced and organized by single disciplines due to different demands on technology, archiving, 
and metadata. The increasing requirements on crosslinking with researchers in other disciplines demands the 
evolution of specialists to set up service infrastructures for RDM and interfaces for the entire research 
process (BÜTTNER et al., 2011a). With regard to interdisciplinary, long-term research projects, like the 
CRC/TR32, INF-projects assume this task. KLAR & ENKE (2013) state that INF-projects are an appropriate 
measure to improve the data management in the group domain (section 2.1.4). Furthermore, they outline that 
INF-projects should focus on the context of the respective project to achieve and make the research results 
accessible for future re-use. In this context, data documentation is essential. As outlined by 
WEICHSELGARTNER et al. (2011), there is currently a theoretical trend to already document the data within 
the creation process of the data or research life cycle (section 1). Correspondingly, data should be already 
archived and published within the conception and execution phase of the project.  
With regard to the TR32DB, the aim is to collect, document, store, backup, share, provide, and publish the 
data, created by the CRC/TR32 scientists during the project term. To achieve this goal and the already 
mentioned general challenges of RDM (section 2.1), several solution approaches were conducted. Initially, the 
TR32DB system was developed in consultation with the project participants and set-up as user-friendly as 
possible. Though, not all recommendations and demands of the scientists could be considered within the 
development of the system. Most suggestions for modification were proposed on the TR32DB data 
management trainings, which introduced the features and handling of the system. They were conducted at 
irregular intervals upon demand of the CRC/TR32 participants over the last years. The provision of guidance 
as well as the provision of comprehensive TR32DB tutorials is consequently the second approach to solve 
the general challenges of RDM. To increase the motivation of RDM in the CRC/TR32, further TR32DB 
training sessions are planned. In addition, further general information about RDM will be provided by the 
web-interface. This should include advice to file formats, licensing, data publishing, data sharing or data 
protection, as well as hints to available online courses to practice the handling of data. A well-designed 
example is the online portal MANTRA (EDINA, 2014), developed at the University of Edinburgh. 
As stated by WINKLER-NEES (2011), the acceptance of a system is also affected by the functionalities and 
reliability, as well as the quality and available services. Consequently, the TR32DB will be enhanced further 
with regard to technical developments and demands of the CRC/TR32 participants. This also corresponds to 
HICKS et al. (2007) who determines that digital repositories or RDM systems have developed from simple 
collections with simple metadata schemas to complex infrastructures with complex metadata structures to 
accommodate all demands on the systems.  
Further developments of the TR32DB will comprise, for example, the enhancement of the TR32DB 
Metadata Schema with regard to map this to an XML structure. The aim is to store all metadata records also 
in an XML structure in case, the MySQL database will not be accessible in the future. In addition, the import 
and export of metadata will be possible, as well as an approach to automatically generated metadata. 
Furthermore, statistical analysis of the use of single datasets in the TR32DB will be taken into account. 
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Finally, the biggest task for the future is (for an optionally third funding phase of the CRC/TR32), the 
setting-up of a so-called “TR32DB-Box”, which will be hosted in the RRZK environment. The aim is that 
the TR32DB can operate in the RRZK with little or no maintenance to ensure the availability of all 
CRC/TR32 project data beyond the funding of the project, as demanded in the Good Scientific Practice of the 
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A Appendix: Results of the survey 
 
Figure A-1: How much time is available for data preparation and maintenance? 
 
 
Figure A-2: Do you support the development of a project database in the Internet that is password protected?  
 
 






Figure A-4: Which web browser do you use? 
 
 
Figure A-5: Should additional data (e.g. publications, dissertations, reports, …) be stored in the project database? 
 
 









B Appendix: TR32DB web-interface Version 3.1 
 




















Figure B-5: Example XML Code for DOI registration 





  <identifier identifierType="DOI">10.5880/TR32DB.9</identifier> 
  <creators> 
    <creator> 
      <creatorName>Lussem, Ulrike</creatorName> 
    </creator> 
    <creator> 
      <creatorName>Waldhoff, Guido</creatorName> 
    </creator> 
  </creators> 
  <titles> 
    <title>Land use classification 2012 of the Rur Catchment</title> 
  </titles> 
  <publisher>CRC/TR32 Database (TR32DB)</publisher> 
  <publicationYear>2013</publicationYear> 
  <subjects> 
    <subject>Agriculture</subject> 
    <subject>ATKIS</subject> 
    <subject>Land Cover</subject> 
    <subject>Land Use</subject> 
    <subject>Remote Sensing</subject> 
  <contributors> 
    <contributor contributorType="ContactPerson"> 
      <contributorName>Waldhoff, Guido</contributorName> 
    </contributor> 
    <contributor contributorType="Producer"> 
      <contributorName>CRC/Transregio 32, Sub-Project Z1/INF</contributorName> 
    </contributor> 
    <contributor contributorType="Funder"> 
      <contributorName>German Research Foundation (DFG)</contributorName> 
    </contributor> 
    <contributor contributorType="HostingInstitution"> 
      <contributorName>Regional Computing Centre Cologne</contributorName> 
    </contributor> 
  </contributors> 
  <dates> 
    <date dateType="Created">2013-12-23</date> 
  </dates> 
  <language>eng</language> 
  <resourceType resourceTypeGeneral="Dataset"></resourceType> 
  <sizes> 
    <size>1 Datasets</size> 
  </sizes> 
  <formats> 
    <format>application/zip</format> 
  </formats> 
  <version></version> 
  <rights>TR32DB Data policy agreement</rights> 
  <descriptions> 
    <description descriptionType="Abstract">This data set contains the land use 
classification of 2012 for the study area of the CRC/TR 32: "Patterns in Soil-
Vegetation-Atmosphere Systems", which corresponds to the Rur-catchment. The 
classification is provided in GeoTIFF and in ASCII format.  
Spatial resolution: 15 m; Projection: WGS84, UTM Zone 32N.</description> 










C Appendix: Database structure 
C.1.1 Database structure Version 3.1 
 
Overview of the database structure Version 3.1 
 
Figure C-1: Overview of database structure Version 3.1 
 
Detailed structure 
The detailed structure of the TR32DB Database Version 3.1 is presented on the following pages. The 




















C.1.2 Database structure Version 4.0 
 
Overview of the database structure Version 4.0 
 
Figure C-2: Overview of database structure Version 4.0 
 
Detailed structure 
The detailed structure of the TR32DB Database Version 4.0 is presented on the following pages. The 






























































D Appendix: TR32DB Metadata Schema 
 
TR32DB Metadata Schema 






Collaborative Research Centre/Transregio 32, Project Section Z1/INF 







D.1 Introduction  
D.1.1 The TR32DB 
Managing and archiving research data in a well-organised framework is an essential task in every 
interdisciplinary, long-term research project. All data created or collected within the project funding has to be 
stored and backed up including accurate description with metadata. In DFG-funded Collaborative Research 
Centres (CRC) is a project section Information Infrastructure (so-called INF-project) responsible to set up a 
systematically research data management (RDM) system. The focus of the RDM system should be on long-
term usage to manage all relevant research data created within the context of the project. This should fulfil 
the obligations of the Good Scientific Practice to archive the data for at least ten years and also support synergies 
and communication between the researchers. 
Within the framework of the CRC/Transregio 32 “Patterns in Soil-Vegetation-Atmosphere-Systems: 
Monitoring, Modeling and Data Assimilation” (CRC/TR32, www.tr32.de), a web-based RDM system, a so-
called project database, was implemented by the INF-project section to handle all relevant research data. The 
CRC/TR32-Database (TR32DB, www.tr32db.uni-koeln.de) is operating since early 2008 and is physically 
located at the Regional Computing Centre of the University of Cologne (RRZK). Secure, sustainable archive 
and back up is provided within this environment. The developed metadata management system (MMS) is the 
central element of the system. It was designed, realized, and implemented according to the needs of the 
interdisciplinary project background, the demands of the stored data types, and to recent metadata standards. 
The present TR32DB Metadata Schema provides the basis for the MMS. 
D.1.2 The TR32D Metadata Schema 
The TR32DB Metadata Schema is a structured list of metadata properties chosen to describe all data in the 
TR32DB with accurate metadata properties and thus to improve their searchability. The entire data provided 
to the TR32DB can be described with a number of descriptive metadata properties (e.g. creator, title, abstract, 
keywords, etc.) and administrative or technical properties (e.g. file format, file type, rights statement, etc.). 
The stored data are organized in six main data type categories: Data, Geodata, Report, Picture, 
Presentation, and Publication. 
The TR32DB Metadata Schema is set up in two levels (Figure D-1) to describe the various types of data 
collected by the CRC/TR32 participants. The first level is the general level. This level includes metadata 
properties classified in seven categories: Identification, Responsible Party, Topic, File Details, Constraints, 
Geographic, and automatic generated Metadata Details. The second level is the specific level and contains 
the data type specific metadata properties. Currently, six data types are included: Data, Geodata, Report, 
Picture, Presentation, and Publication. Publication takes a special position and is once again 
subdivided into the sub-categories: Article, Book, Book Section, and Event Paper. 
The TR32DB Metadata Schema comprises a defined number of metadata properties. Some of these 
properties are part of the core set and consequently mandatory. In addition, optional metadata properties are 
provided as well as automatically generated. All metadata properties are described in detail including the 
TR32DB property name, a definition, the maximum occurrence, the obligation, as well as supplementary 
notes with regard to allowed values, examples or other constraints. 
The TR32DB Metadata Schema is designed in compliance with Dublin Core1 and DataCite2. It is expanded 
with metadata elements from ISO 191153, INSPIRE4, various properties appropriate to the stored data types, 
as well as specific properties related to the CRC/TR32 project background. 
                                                     
1 Dublin Core Metadata Initiative; http://dublincore.org/documents/dcmi-terms/ 
2 DataCite Metadata Schema, Version 2.2, http://schema.datacite.org/meta/kernel-2.2/doc/DataCite-MetadataKernel_v2.2.pdf 





Figure D-1: TR32DB Metadata Schema Structure 
D.2 Overview of TR32DB Metadata Schema Properties 
An overview of the metadata properties of the TR32DB Metadata Schema is presented in this section. They 
will be described in detail in the following section. The metadata properties are allocated in three levels of 
obligation: Mandatory (M) properties must be provided, Optional (O) properties may be provided, and 
Automatic (A) properties are automatically generated by the TR32DB. 
The following tables provide a short form of the metadata properties assorted according to the obligation 
level. Table D-1 lists all properties with the obligation mandatory (M). These properties must be supplied for 
a dataset. All properties with the obligation level optional (O) are listed in Table D-1. These may be supplied 
for a dataset. Table D-1 and Table D-2 are both structured with regard to the general and data type specific 
metadata properties. All properties listed in Table 3 are automatically generated. 
  
                                                                                                                                                                           
4 INSPIRE Implementing Directive; http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:326:0012:0030:EN:PDF 
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Table D-1: TR32DB Mandatory Properties 
ID Property 
 GENERAL 
1 Title (with type) 
2 Description (with type) 
3 Date (with type) 
7 
Creator (Creator-Person with role, name, emailAddress, TR32Membership; CreatorInstitution with 
universityName, instituteName, streetName, postcode, city, country, website; Creator-Organisation with 
organisationRole, organisationName ,organisationDepartment, streetName, postcode, city, country, website, 
contactPerson, eMailAddress, phone) 
9 Publisher 




17 Download (with DownloadPermission) 
19 MeasuringSite (with measuringRegion, measuringLocation) 
 DATA 
31 TemporalExtent (with startDate, endDate) 
 GEODATA 






































101 Event (with eventName, eventLocation, eventPeriod) 




Table D-2: TR32DB Optional Properties 
ID Property 
 GENERAL 
3 Identifier (with identifierType) 
4 Relation (with Identifier, identifierType, relationType) 
5 CitationAdvice 
6 AdditionDescription (descriptionFileName, graphicFileName) 
8 Contributor (with contributorName, contributorType, nameIdentifier, nameIdentifierSchema) 
10 Subject (with GemetThesaurus, TopicCategory, InspireTheme, DDC) 
12 DataFormat (with dataFormatVersion) 
13 DataSize (with dataSizeType) 
18 Constraints (with AccessAndUseConstraints, AccessLimitations) 




MeasuringInstrumentModelMethod (Instrument with instrumentName, instrumentModel, 
instrumentManufacturer, manufacturerRegisterdOffice, manufacturerWebsite; InstrumentParameter with 
ParameterName, parameterUnit, ResolutionDistance, resolutionDistanceUnit, TemporalFrequency, 
temporalFrequencyUnit) 
 GEODATA 
35 VerticalExtent (with minimumValue, maximumValue, ReferenceSystem, referenceSystemCode, referenceSystemName) 
36 Lineage 
37 Spatial Resolution (with scale, distanceNumber, distanceUnit) 
38 SpatialRepresentationType 
39 PresentationForm 
40 ReferenceSystem (with referenceSystemCode, referenceSystemName) 













57 Size (with width, height) 
58 CopyrightInformation 



























102 Proceedings (ProceedingsEditor, ProceedingsTitle, ProceedingsURL, Volume, Issue) 
103 NumberOfPages 
Table D-3: TR32DB Automatic Generated Properties 
ID Property 
 METADATA DETAILS (METADATA ON METADATA) 
21 TR32DBIdentifier (with TR32DBUrl) 
22 TR32MetaDataType 
23 MetadataCreator (with creatorFirstName, creatorFamiliyName, academicTitle, eMailAddress, phone, fax, TR32subproject) 





29 fileInformation (with filename, fileExtention, fileFormat, fileSize, fileUploadTime, fileSubproject, fileFundingPhase) 
30 Conformity (with specificationTitle, date, dateType, degree, explanation) 
D.3 TR32DB Metadata Properties 
The following tables provide a detailed description of all mandatory, optional and automatic generated 
TR32DB metadata properties with corresponding sub-properties. They are clearly arranged as illustrated in 
Figure 1. First of all, the general metadata properties are described in details, following by the data type 
specific metadata properties. 
Each property is described with the following information: 
 the identifier (ID) number of the metadata property 
 the definition describes the metadata property 
 the occurrence (OCC) indicates the quantity/cardinality constrains of the property: 
0-n = metadata property is optional and repeatable 
0-1 = metadata property is optional, but not repeatable 
1-n = metadata property is required and repeatable 
1     = metadata property is required, but not repeatable 
 the level of obligation (OB) for each metadata property is distinguished in: 
Mandatory (M) properties must be provided. 
Optional (O) properties may be provided. 
Automatic (A) properties are automatically generated. 
 the notes of a metadata property provide information about the allowed values, example, or other 
constraints, e.g. data value type (free text, date, controlled vocabularies), syntax encoding schema (e.g. 
encoding for a date) 
Throughout the entire document, a naming convention has been used for the properties and sub-properties 
as follows. All properties begin with a capital letter (e.g. Title, Description, Identifier …). All sub-properties 
begin with a lower case letter (e.g. titleType, descriptionType, identifierType, …). 
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D.3.1 TR32DB General Metadata Properties 




Definition Occ OB 




A name given to the dataset. 
Typically a title will be a name by 





Enhanced Land Use Classification of 
2008 for the Rur catchment 
1.1 titleType The type of Title. 1 M 
Controlled List:  
Table D-54: TitleType 
See appendix for values and 
definitions. 
2 Description 
A textual description of the 
content of the dataset including 
additional information.  
1-n M Free Text 
2.1 descriptionType The type of Description. 1 M 
Controlled List:  
Table D-23: DescriptionType 
See appendix for values and 
definitions. 
3 Identifier 
A uniquely value (string or 
number) identifying the dataset. 
Any alphanumeric string which is 





3.1 identiferType The name of the Identifier type. 0-1 O/M 
If Identifier is used, then identiferType 
is mandatory. 
Controlled List:  
Table D-27: IdentifierType 
See appendix for values and 
definitions. 
4 Relation 
Relation represents the relationship 
between the described dataset and 
another resource or identifier that 
is related to the described dataset 
in some way.  
0-n O  
4.1 identifier 
A uniquely value (string or 
number) identifying the dataset. 
Any alphanumeric string which is 
unique within its domain of issue. 
0-1 O/M 
If relationType and identifierType is 






4.2 identifierType The name of the identifier type. 0-1 O/M 
If relationType and identifier is used, 
then identiferType is mandatory. 
Controlled List:  
Table D-27: IdentifierType 
See appendix for values and 
definitions. 
4.3 relationType The type of the Relation. 0-1 O/M 
If identifierType and identifer is used, 
then relationType is mandatory. 
Controlled List:  
Table D 45: RelationType 
See appendix for values and 
definitions. 
5 CitationAdvice An advice to cite the dataset. 0-1 O 
Free Text 
Example: 
Waldhoff, Guido (2012): Enhanced 
Land Use Classification of 2008 for the 
Rur catchment. DOI: 
10.5880/TR32DB.1 
6 AdditionalDescription 
Additional information describing 
the dataset.    
6.1 descriptionFileN The name of a text file that 0-1 O Only text files in PDF format are 
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ame provides additional descriptive 
information about the dataset. For 
example detailed explanations can 
be given about the 
measured/modelled parameters, 
site details, or instrument or model 
method. 






The name of a graphic that 
provides an illustration of the 
dataset (should include a legend for 
the graphic). 
0-1 O 
Only graphic files in JPG or PNG 
format are permitted with a maximal 






The person(s) and/or 
organisation(s) associated with the 
dataset. They can be involved in 
producing the dataset, responsible 
for establishment, management, 
maintenance and distribution of 
the resource.  By default 
CreatorPerson should be used for 
research data created within the 
CRC/TR32. 
  
CreatorOrganisation is currently only 
applicable for TR32MetaDataType 
GEODATA. 
If claiming conformance to INSPIRE 
and ISO 19115, CreatorOrganisation 
should be used instead of 
CreatorPerson. 
7.1 CreatorPerson 
The main researcher(s) involved in 
producing the dataset (person 
responsible for content of the 
resource) or author(s) of the 






7.1.1 creatorRole The role of the Creator. 1 M 
Controlled List:  
Table D 48: RoleType 
See appendix for values and 
definitions. 









The unique identifier of an 
individual, according to various 
schemes. Any alphanumeric string 




The format is dependent upon the 
identifier scheme. 
7.1.4.1 nameIdentifierScheme 




If nameIdentifer is used, then 
nameIdentifierScheme is mandatory. 
Controlled List:  
Table D-18: CreatorScheme 
See appendix for values and 
definitions. 





The status of the membership in 
the CRC/TR32. 1 M 
Controlled List:  
Table D-19: CreatorStatus 
See appendix for values and 
definitions. 
7.1.7 CreatorInstitution 
The corresponding institution of 





7.1.7.1 universityName The name of the university or organisation. 1 M 
Free Text 
Example: 
University of Cologne 




Institute of Geography 
7.1.7.3 streetName 
The name of the postal street and 
house number as part of the 






















The status of the membership in 
the CRC/TR32. 1 M 
Controlled List:  
Table D-28: InstitutionStatus 
See appendix for values and 
definitions. 
7.2 CreatorOrganisation 
The organisation responsible for 
the establishment, management, 
maintenance and distribution of 
the resource. 
0-1 O/M 
Mandatory if claiming conformance to 
INSPIRE and ISO 19115. Therefore, 
Creator-Organisation should be used 
instead of Creator-Person. Currently 






7.2.1 organisationRole The role of the organisation. 1 M 
Mandatory if claiming conformance to 
INSPIRE and ISO 19115. 
Controlled List:  
Table D 48: RoleType 
See appendix for values and 
definitions. 
7.2.2 organisationName The name of the organisation. 1 M 
Mandatory if claiming conformance to 





The responsible department of the 
organisation. 0-1 O 
Free Text 
Example: 
Abteilung 07 - GEObasis.nrw 
7.2.4 streetName 
The name of the postal street and 
house number as part of the 




Muffendorfer Str. 19-21 

















A name of the responsible contact 
person working at the organisation 
in order by person surname, given 









The e-mail address at which the 
organisation or an individual 
person may be contacted. 
1 M 
Mandatory if claiming conformance to 





Telephone numbers at which the 
organisation or an individual 






The person and/or institution 
responsible for making 
contributions to the dataset 
content, responsible for collecting, 
managing or distributing the data 
(in addition to creator). 
0-n O  
8.1 contributorName The name of the contributor. 0-1 O 
Free Text 
Example: 
Person: John Doe 
Institution: University of Cologne, 
Institute of Geography 
8.2 contributorType The type of contributor. 0-1 O/M 
If Contributor is used, then 
contributorType is mandatory. 
Controlled List:  
Table D 17: ContributorType 
See appendix for values and 
definitions. 
8.3 nameIdentifier 
The unique identifier of an 
individual, according to various 
schemes. Any alphanumeric string 




The format is dependent upon the 
identifier scheme. 
8.3.1 nameIdentifierScheme 




If nameIdentifer is used, then 
nameIdentifierScheme is mandatory. 
Controlled List:  
Table D-18: CreatorScheme 
See appendix for values and 
definitions. 
9 Publisher 
The organization responsible for 
making the dataset available. In 
case of publications this is the 
publishing house of the 
publication. 
1 M 








The topic of the dataset. Typically, 
the subject will be represented 
using keywords, key phrases, or 
classification codes. 
   
10.1 TR32topic A subject describing the CRC/TR32 specific topic. 1 M 
Controlled List:  
Table D-57: TR32Topic 
See appendix for values and 
definitions. 
10.2 TR32keyword 
Keywords describing the subject of 
the dataset with focus on the 






 10.3 GEMETThesaurus 
Keywords describing the dataset 
taken from the General Multi-







10.3.1 subjectScheme The name and/or information about the used subject. 0-1 
O/
M 
If GemetThesaurus is used, then 
subjectScheme is mandatory. 
Mandatory value: GEMET - Concepts 
Controlled List:  
Table D-52: SubjectScheme 





Topic category describing the 
dataset taken from the INSPIRE 
directive (Infrastructure for Spatial 
Information in Europe) and ISO 
19115. 
0-1 O/M 
Mandatory if claiming conformance to 
INSPIRE and ISO 19115 
Controlled List:  






Subject describing the dataset 
according to the GEMET 
INSPIRE Spatial Data Themes. 
0-n O/M 
Conditional: Mandatory if claiming 
conformance to INSPIRE 
Controlled List:  




10.5.1 subjectScheme The name and/or information about the used subject. 0-1 
O/
M 
If INSPIRETheme is used, then 
subjectScheme is mandatory. 
Mandatory value: GEMET – INSPIRE 
themes 
Controlled List:  
Table D-52: SubjectScheme 
See appendix for values and 
definitions. 
10.6 DDC 
Category describing the dataset 
taken from the Dewey Decimal 
Classification System (DDC). 
0-n O Controlled List: Available at http://dewey.info/ 
10.6.1 subjectScheme The name and/or information about the used subject. 0-1 
O/
M 
If DDC is used, then subjectScheme is 
mandatory. Mandatory value: DDC 
Controlled List:  
Table D-52: SubjectScheme 
See appendix for values and 
definitions. 
File Details 
11 DataType The nature or genre of the dataset. 1 M 
Recommended and default setting for 
datasets is [dataset]. [Dataset 
collection] is recommended for dataset 
series. 
Controlled List:  
Table D-21: DataType 
See appendix for values and 
definitions. 
12 DataFormat 
The format of the dataset. The 
format consists of the format name 
and a corresponding category. 
0-1 O/M 
If dataFormatVersion is used, then 
DataFormat is mandatory. 












13.1 dataSizeType The corresponding data size type. 0-1 O/M 
Controlled List:  
Table D-50: SizeType 
See appendix for values and 
definitions. 
14 Date A date that refers or is relevant to the dataset.  1-n M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2012-10-17 
14.1 dateType The type of Date. 1 M Controlled List:  
                                                     
5 http://www.w3.org/TR/NOTE-datetime  
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Table D-22: DateType 
See appendix for values and 
definitions. 
15 Language The language of the dataset. 1 M 
Language code according to ISO 639-
26. 
Controlled List:  





16 DataStatus The status of the dataset. 1 M 
Controlled List:  
Table D-20: DataStatus 
See appendix for values and 
definitions. 
Constraints 
17 Download Information about the file download.    
17.1 downloadPermission 
The download permission of the 
dataset. 1 M 
Controlled List:  




for values and definitions. 
17.2 downloadInformation 
Additional information about the 
download of the dataset. 0-1 O Free Text 
18 Constraints Information about the constraints for using the dataset.    
18.1 accessAndUseConstraints 
The conditions applying to access 
and use of the dataset. 0-1 O 
The value [conditions unknown] is 
recommended, if the conditions are 
unknown. If no conditions apply, the 
value [no conditions apply] is 
recommended. 
Free Text 
18.2 accessLimitations The limitations and reasons (on public access) of the dataset. 0-1 O 
Free Text 
The value [no limitations] is 




18.3 licence The licence applying to the dataset. 0-1 O 
Controlled List:  
Table D-31: Licence 




The place or spatial region, where 
the dataset was measured, 
modelled, collected or about which 
the dataset is focused on. 
   
19.1 measuringRegion The region of the measurement or model domain of the dataset. 1 M 
Controlled List:  
Table D-34: MeasureRegionTR32 
See appendix for values and 
definitions. 
19.2 measuringLocation 
The location of the measurement 
or model domain of the dataset. 1 M 
Controlled List:  
Table D-33: MeasureLocationTR32 
See appendix for values and 
definitions. 
20 GeographicBoundingBox 
The geographic coverage of the 
dataset expressed in terms of 
geographic coordinates given as a 
bounding box. 
0-1  Free Text  
20.1 westBoundLongitude 
Western-most coordinate of the 
limit of the dataset extent, 0-1 O 
Free Text 
Example: 








Eastern-most coordinate of the 
limit of the dataset extent, 







Northern-most coordinate of the 
limit of the dataset extent, 







Southern-most coordinate of the 
limit of the dataset extent, 






Metadata Details (automatic generation) 
21 TR32DBIdentifier 
Unique identifier of the dataset 





Unique identifier of the dataset 








The data type of the dataset that 
defines the corresponding 
metadata extension.  
1 A 
Controlled List:  
Table D-55: TR32MetaDataType 
See appendix for values and 
definitions. 
23 MetadataCreator Party responsible for creation and updating the metadata information. 1 A  
23.1 creatorFirstName 
The first name of the Metadata 





The family name of the Metadata 




















23.7 TR32subproject The corresponding TR32 project section of the Metadata Creator. 1-n A 
Controlled List:  
Table D-56: TR32Subproject* 
See appendix for values and 
definitions. 
24 MetadataCreatorInstitution 
The corresponding institution of 
the Metadata Creator. 1 A  
24.1 universityName The name of the university or organisation. 1 A 
Free Text 
Example: 
University of Cologne 
24.2 instituteName The name of the institute. 1 A 
Free Text 
Example: 
Institute of Geography 






















25 MdCreationDate The date that the metadata was created. 1 A 
YYYY-MM-TT or any other format 




The date that the metadata was last 
updated. 1 A 
YYYY-MM-TT or any other format 
described in W3DTF5 
Example: 
2012-10-17 




28 MdLanguage The language used for documenting metadata. 1 A 
Language code according to ISO 639-
26. 
Controlled List:  




29 FileInformation Automatic generated information about the uploaded file. 1 A  








29.3 fileFormat The technical format of the uploaded file using MIME type. 1 A 
Controlled List:  
Available at http://www.tr32db.de/ 
mimeTypeList 




29.5 fileUploadTime The date that the file was updated to the TR32DB data storage. 1 A 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2012-10-17 
29.6 fileSubproject The TR32 project section, where the file was created. 1 A 
Controlled List:  
Table D-56: TR32Subproject* 
See appendix for values and 
definitions. 
29.7 fileFundingPhase The TR32 project funding phase, when the file was created. 1 A 
Controlled List:  
Table D-37: Phase 
See appendix for values and 
definitions. 
30 Conformity 
Information about the outcome of 
evaluating the obtained value (or 
set of values) against a specified 
acceptable conformance quality 
level. 
0-n A  
30.1 specificationTitle 
The specification describes the 
citation of product specification or 
user requirement against which 
data is being evaluated. 
1 A 
Free Text 
Controlled List:  
Table D-16: 
ConformitySpecification 
See appendix for values and 
definitions. 
30.2 date The reference date of the 1 A YYYY-MM-TT or any other format 
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specification. described in W3DTF5  
Example: 
2010-04-26 
30.3 dateType The reference date type. 1 A 
Controlled List:  
Table D-22: DateType 
See appendix for values and 
definitions. 
30.3 degree The degree describes the indication of the conformance result. 1 A 
Controlled List:  
Table D-15: ConformityDegree 
See appendix for values and 
definitions. 
30.3 explanation 
The explanation describes 
information of the meaning of 




Only mandatory items are included. 
D.3.2 TR32DB specific Data Metadata 




Definition Occ OB 




The time period covered by the 
content of the dataset including 
start and end date. In case of one 
day period startDate and endDate 
are the same date. 
1 M  
31.1 startDate The start date of the time period. 1 M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
31.2 endDate The end date of the time period. 1 M 
For one day period, startDate is 
equivalent to endDate 
YYYY-MM-TT or any other format 




A statement on process history 
and/or overall quality of the 
dataset. Where appropriate, it may 
include a statement about the 
validity and quality assurance of 
the dataset, information about the 
version (if multiple versions exist), 
or the legal validity. 





The measuring instrument or 
modeling method used to create or 
included in the described dataset 
and corresponding measured or 
modelled output parameter.   
0-n O  
33.1 Instrument 
Details of the measuring 
instrument or modeling method 
used to create or included in the 
described dataset.  
0-n O 
Controlled List: 


















The manufacturer of the 







The location of the registered 
office of the measuring instrument 






The website of the registered 






Details of the measured or 
modelled output parameter 
included in the described dataset. 
0-n O  
33.2.1 ParameterName The name of the measured or modelled output parameter. 0-1 O 
Controlled List: 
Available at http://www.tr32db.de/ 
parameterList* 
33.2.2 parameterUnit 
The corresponding unit of the 
measured or modelled output 
parameter. 
0-1 O/M 
If ParameterName is used, then 
parameterUnit is mandatory. 
Controlled List: 
Available at http://www.tr32db.de/ 
parameterUnitList 
33.2.3 ResolutionDistance 
The resolution distance of the 





The corresponding unit of the 
resolution distance. 0-1 
O/
M 
If ResolutionDistance is used, then 
resolutionDistanceUnit is mandatory. 
Controlled List:  
Table D-47: 
ResolutionDistanceUnit 
See appendix for values and 
definitions. 
33.2.5 TemporalFrequency 
The frequency of measurement or 





The corresponding unit of the 
temporal frequency. 0-1 
O/
M 
If TemporalFrequency is used, then 
temporalFrequency-Unit is mandatory. 
Controlled List:  
Table D-53: 
TemporalFrequencyUnit 
See appendix for values and 
definitions. 
D.3.3 TR32DB specific Geodata Metadata 




Definition Occ OB 




The time period covered by the 
content of the dataset including 
start and end date. In case of one 
day period startDate and endDate 
are the same date. 
0-1 O  
34.1 startDate The start date of the time period. 0-1 O 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
34.2 endDate The end date of the time period. 0-1 O 
For one day period, startDate is 
equivalent to endDate 
YYYY-MM-TT or any other format 





35 VerticalExtent The vertical domain of the dataset. 0-n O  









Information about the vertical 
coordinate reference system (CRS) 
to which the maximum and 
minimum elevation values are 
measured. The CRS identification 
includes unit of measure.  
0-1 O/M 
If minimumValue or maximumValue is 
used, then referenceSystem is 
mandatory. 
35.3.1 referenceSystemCode 
The identifier of the reference 
system represented as EPSG code. 





If referenceSystemCode is used, then 
ReferenceSystem-Name is mandatory. 
Controlled List:  
Table D-43: ReferenceSystem 
See appendix for values and 
definitions. 
35.3.2 referenceSystemName The name of the reference system. 0-1 
O/
M 
If referenceSystemName is used, then 
referenceSystem-Code is mandatory. 
Controlled List:  
Table D-43: ReferenceSystem 
See appendix for values and 
definitions. 
36 Lineage 
A statement on process history 
and/or overall quality of the 
dataset. Where appropriate it may 
include a statement whether the 
dataset has been validated or 
quality assured, whether it is the 
official version (if multiple versions 
exist), and whether it has legal 
validity. 
0-1 O Free Text 
37 Spatial Resolution 
The factor which provides a 
general understanding of the 
density of spatial data in the 
dataset. The level of detail 
expressed as a scale factor or a 
ground distance (consisting of the 
number and a unit of measure) 
0-n O  
37.1 scale 
The level of detail expressed as the 
scale of a comparable hardcopy 
map or chart typically expressing 






The number expressing the 







The corresponding unit of measure 
of the distance value of the ground 
distance. 
0-1 O/M 
If distanceNumber is used, then 
distanceUnit is mandatory. 
Controlled List:  
Table D-35: MeasureUnit 
See appendix for values and 
definitions. 
38 SpatialRepresentationType 
The spatial representation type 
describes the method used to 
spatially represent geographic 
information in the dataset. 
0-n O Controlled List: See appendix for values and definitions. 
39 PresentationForm 
The presentation form describes 
the mode in which the resource is 
represented. 
0-n O 
Controlled List:  
Table D-38: PresentationForm 
See appendix for values and 
definitions. 
40 ReferenceSystem Description of the spatial reference systems used in the dataset. 0-n O  
40.1 referenceSystemCode 
The identifier of the reference 
system represented as EPSG code. 0-1 
O/
M 
If referenceSystemCode is used, then 
referenceSystem-Name is mandatory. 
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Controlled List: Table D-43: 
ReferenceSystem 
See appendix for values and 
definitions. 
40.2 referenceSystemName The name of the reference system. 0-1 
O/
M 
If referenceSystemName is used, then 
referenceSystem-Code is mandatory. 
Controlled List:  
Table D-43: ReferenceSystem 
See appendix for values and 
definitions. 
41 MaintenanceInformation 
Information about the scope and 
frequency of updating of the 
dataset. 
0-n O  
41.1 maintenanceFrequency 
The maintenance and update 
frequency represents the frequency 
with which changes and additions 
are made to the resource after the 
initial resource is completed. 
0-1 O 
Controlled List:  
Table D-32: 
MaintenanceFrequencyUnit 
See appendix for values and 
definitions. 
41.2 maintenanceNote 
The maintenance note describes 
information regarding specific 
requirements for maintaining the 
resource. 
0-1 O Free Text 
42 Scope 
The scope describes the class of 
information covered by the 
resource. 
0-1 O 
Controlled List:  
Table D-49: ScopeCode 
See appendix for values and 
definitions. 
43 InitiativeType 
The initiative type describes the 
type of initiative under which the 
aggregate dataset was produced. 
0-1 O 
Controlled List:  
Table D-29: InitiativeType 
See appendix for values and 
definitions. 
D.3.4 TR32DB specific Report Metadata 




Definition Occ OB 
Notes (allowed values, examples, 
other constraints) 
Report 
44 ReportDate The date of the report. 1 M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
45 ReportType The type of report. 1 M 
Controlled List:  
Table D-46: ReportType 
See appendix for values and 
definitions. 
46 ReportCity 
The corresponding city and 






47 ReportInstitution The corresponding institution, where the report was created. 1 M 
Free Text 
Example: 
Insitute of Geography, University of 
Cologne, Germany 




49 NumberOfPages The number of pages of the report. 0-1 O 




50 PageRange The page range of the report. 0-1 O  
50.1 startPage The start page of the report. 0-1 O/M 
If startPage is used, then endPage is 







50.2 endPage The end page of the report. 0-1 O/M 
If endPage is used, then startPage is 






Additional information about the 
report. 0-1 O Free Text 
D.3.5 TR32DB specific Picture Metadata 




Definition Occ OB 




The recording date of the picture 
including start and end date. In 
case of one day recording startDate 
and endDate are the same date. 
1 M  
52.1 startDate The start date of the time period. 1 M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
52.2 endDate The end date of the time period. 1 M 
For one day events, startDate is 
equivalent to endDate 
YYYY-MM-TT or any other format 




The place, where the picture or 





Selhausen CRC/TR32 test field 
54 RecordMethod 
Details about the recording 
method that created the picture. 
For instance, the make and model 





Canon EOS 5D 
Adobe Photoshop CS4 
55 Orientation The orientation of the picture. 0-1 O 
Controlled List:  
Table D-36: Orientation 
See appendix for values and 
definitions. 




57 Size The size of the picture or image (horizontal and vertical) in pixels. 0-1 O  
57.1 width The width of the picture in pixels (horizontal or x dimension). 0-1 
O/
M 





57.2 height The height of the picture in pixels (vertical or y dimension). 0-1 
O/
M 






Information about the copyright of 
the picture. 0-1 O 
Free Text 
Example: 




59 Event Details about the event, where the picture or image was taken. 0-1 O  
59.1 eventType The type of event. 0-1 O 
Controlled List:  
Table D-25: EventType 
See appendix for values and 
definitions. 
59.2 eventName The name of the event. 0-1 O 
Free Text 
Example: 
CRC/TR32 Field Measurement 
Campaign 
59.3 eventLocation 
The location of the event including 
the city and the country separated 
by a comma, where the picture or 











The duration of the event. In case 
of one day events startDate and 
endDate are the same date. 
0-1 O  
59.5.1 startDate The start date of the event. 0-1 O 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
59.5.2 endDate The end date of the event. 0-1 M/O 
If startDate is used, then endDate is 
mandatory. For one day events, 
startDate is equivalent to endDate. 
YYYY-MM-TT or any other format 




D.3.6 TR32DB specific Presentation Metadata 




Definition Occ OB 
Notes (allowed values, examples, 
other constraints) 
Presentation 




61 PresentationDate The date, when the presentation was given. 1 M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
62 PresentationType The type of presentation. 1 M 
Controlled List:  
Table D-39: PresentationType 
See appendix for values and 
definitions. 
63 Event Details about the event, where the dataset was presented. 1 M  
63.1 eventType The type of event. 0-1 O 
Controlled List:  
Table D-25: EventType 
See appendix for values and 
definitions. 
63.2 eventName The name of the event. 1 M 
Free Text 
Example: 
European Geosciences Union General 
Assembly 2013 





by a comma. Vienna, Austria 





The duration of the event. In case 
of one day events startDate and 
endDate are the same date. 
1 M  
63.5.1 startDate The start date of the event. 1 M 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-01 
63.5.2 endDate The end date of the event. 1 M 
For one day events, startDate is 
equivalent to endDate. 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2013-07-10 
D.3.7 TR32DB specific Publication Metadata 




Definition Occ OB 
Notes (allowed values, examples, 
other constraints) 
Article 
64 Status The status of the article. 1 M 
Controlled List:  
Table D 41: PublicationStatus 
See appendix for values and 
definitions. 
65 Review The review status of the article. 1 M 
Controlled List:  
Table D-40: PublicationReview 
See appendix for values and 
definitions. 




67 PublicationType The type of publication.  1 M 
Mandatory value: article 
Controlled List:  
Table D-42: PublicationType 
See appendix for values and 
definitions. 
68 ArticleType The type of article.  0-1 O 
Controlled List:  
Table D-14: ArticleType 
See appendix for values and 
definitions. 
69 PublicationSource 
The name of the publication 







The website of the publication 




70 Volume The volume of the publication source. 0-1 
O/
M 




71 Issue The issue of the publication source. 0-1 O/M 




72 NumberOfPages The number of pages of the article. 0-1 O 




73 PageRange The page range of the article. 1 M  
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73.1 startPage The start page of the article. 1 M 




73.2 endPage The end page of the article. 1 M 





74 Status The status of the book. 1 M 
Controlled List:  
Table D 41: PublicationStatus 
See appendix for values and definitions. 
75 Review The review status of the book. 1 M 
Controlled List:  
Table D-40: PublicationReview 
See appendix for values and definitions. 




77 PublicationType The type of publication.  1 M 
Mandatory value: book 
Controlled List:  
Table D-42: PublicationType 
See appendix for values and definitions. 
78 SeriesTitle The series title of the book. 0-1 O/M 
Mandatory, if SeriesTitle is available. 
Free Text 
Example: 
Kölner Geographisches Arbeiten 
79 SeriesEditor The series editor of book. 0-1 O/M 
Mandatory, if SeriesEditor is available. 
Free Text 
Example: 
Bareth, G., Braun, B., .Schneider, K. 




81 Volume The volume of the book. 0-1 O/M 








83 NumberOfPages The number of pages of the book. 0-1 O 




84 PageRange The page range of the book. 1 O  
84.1 startPage The start page of the book. 0-1 O/M 
If startPage is used, then endPage is 





84.2 endPage The end page of the book. 0-1 O/M 
If endPage is used, then startPage is 






85 Status The status of the publication. 1 M 
Controlled List:  
Table D 41: PublicationStatus 
See appendix for values and definitions. 
86 Review The review status of the publication. 1 M 
Controlled List:  
Table D-40: PublicationReview 
See appendix for values and definitions. 






88 PublicationType The type of publication.  1 M 
Mandatory value: book 
Controlled List:  
Table D-42: PublicationType 
See appendix for values and definitions. 
89 BookTitle The title of the book 1 M 
Free Text 
Example: 
Proceedings of the Data Management 
Workshop 
90 BookEditor The editor of the book. 1 M 
Free Text 
Example: 
Curdt, C. and Bareth, G. 
91 City 
The city and county separated by a 






92 SeriesTitle The title of the book series. 0-1 O 
Free Text 
Example: 
Kölner Geographisches Arbeiten 
93 SeriesEditor The editor of book series. 0-1 O 
Free Text 
Example: 
G. Bareth, H. Besler, B. Braun, E. 
Brunotte 








96 NumberOfPages The number of pages of the book section. 0-1 O 




97 PageRange The page range of the book section. 1 M  
97.1 startPage The start page of the book section. 1 M 




97.2 endPage The end page of the book section. 1 M 





98 Status The status of the publication. 1 M 
Controlled List:  
Table D 41: PublicationStatus 
See appendix for values and definitions. 
99 Review The review status of the publication. 1 M 
Controlled List:  
Table D-40: PublicationReview 
See appendix for values and definitions. 




101 PublicationType The type of publication.  1 M 
Mandatory value: eventPaper 
Controlled List:  
Table D-42: PublicationType 
See appendix for values and definitions. 
102 Event Details about the event, where the dataset was presented. 1 M  
102.1 eventType The type of event. 0-1 O 
Controlled List:  
Table D-25: EventType 
See appendix for values and definitions. 
101.2 eventName The name of the event. 1 M 
Free Text 
Example: 
ISPRS Workshop Laserscanning 2009 
102.3 eventLocation 
The location of the event including 
the city and the country separated 










The duration of the event. In case 
of one day events startDate and 
endDate are the same date. 
1 M  
102.5.
1 startDate The start date of the event. 1 M 
YYYY-MM-TT or any other format 




2 endDate The end date of the event. 1 M 
For one day events, startDate is 
equivalent to endDate. 
YYYY-MM-TT or any other format 
described in W3DTF5  
Example: 
2009-07-10 
103 Proceedings Information about the proceedings of the event.    
103.1 ProceedingsEditor The editor of the proceedings. 0-1 O 
Free Text 
Example: 
Bretar, F., Pierrot-Deseilligny, M., and 
Vosselman, G. 
103.2 ProceedingsTitle The title of the proceedings. 0-1 O 
Free Text 
Example: 
ISPRS Workshop Laserscanning 2009 
103.3 ProceedingsURL The website of the proceedings. 0-1 O Free Text 
103.4 Volume The volume of the publication source. 0-1 
O/
M 




103.5 Issue The issue of the publication source. 0-1 O/M 




104 NumberOfPages The number of pages of the event paper. 0-1 O 




105 PageRange The page range of the event paper. 1 M  
105.1 startPage The start page of the event paper in the proceedings. 1 M 




105.2 endPage  The end page of the event paper in the proceedings. 1 M 








D.4 TR32DB Metadata Schema Mapping 
D.4.1 Overview 
This section gives an overview of mappings between the metadata properties of the TR32DB Metadata 
Schema and elements of four metadata schemas and standards. Mandatory elements or properties of the used 
metadata standard are highlighted (section D.4.2). The mapping was on one hand used to create this metadata 
schema and on the other hand represents the interoperability to the used schemas and standards. The 
following metadata schemas and standards are applied (Table D-11): 
Table D-11: Metadata Schemes and Standards for Mapping 
Schema Full Title Web Access Address 
DataCite 
DataCite Metadata Schema for 
the Publication and Citation of 





Dublin Core Metadata 
Element Set, Version 1.1 http://dublincore.org/documents/dces/ 








INSPIRE Implementing Rules 
for Metadata, Version 1.2 
http://inspire.jrc.ec.europa.eu/documents/Metadata/INSPIRE_MD_IR_an
d_ISO_v1_2_20100616.pdf 
ISO ISO 19115:2003 Geographic information – Metadata http://www.iso.org/iso/catalogue_detail.htm?csnumber=26020 
For each property of the metadata schema and standard, the identifier number (ID) and the particular 
obligation (O.) is specified. The identifier number of INSPIRE reverences to Part B of the INSPIRE 
Implementing Directive. In addition, further metadata schemes are considered with regard to further use of 
the TR32DB Metadata Schema and presented in Other Elements. The following table (Table D-12) 
provides an overview of the used abbreviations represented in the mapping. 
Table D-12: Abbreviation applied for the Mapping 
Abbreviation Full Title Web Access Address 
bibo The Bibliographic Ontology http://bibliontology.com/ 
dc Dublin Core Element Set, Version 1.1 http://dublincore.org/documents/dces/ 
dcterms DCMI Metadata Terms http://dublincore.org/documents/dcmi-terms/ 
event The Event Ontology http://purl.org/NET/c4dm/event.owl# 
tl The Timeline Ontology http://motools.sourceforge.net/timeline/timeline.html 
time Time Ontology in OWL http://www.w3.org/TR/owl-time/; http://www.w3.org/2006/time# 
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D.4.2 TR32DB Metadata Schema Mapping 








1 Title dc.title dcterms:title 360 CI_Citation.title M 1.1 Resource title M 3 Title M  
1.1 TitleType dcterms.alternative 361 CI_Citation.alternateTitle O    3.1 TitleType C  
2 Description dc.description dcterms.description 25 
MD_Identification.abstr










3 Date dc.date dcterms.date 
362/ 




















Date of publication, 





4 Identifier dc.identifier dcterms.identifier 365 CI_Citation.Identifier O 1.5 
Unique resource 
identifier Code M 11 AlternateIdentifier O  












5 Relation            
5.1 identifier dc.identifier dcterms.identifier       12 RelatedIdentifier O  






























6 CitationAdvice dcterms.bibliographicCitation           
7 AdditionalDescription            
7.1 descriptionFileName            
7.2 graphicFileName  49 MD_BrowseGraphic.fileName M        
Responsible Party 
8 Creator            
8.1 Creator-Person dc.creator dcterms.creator       2 Creator M bibo:authorList 
8.1.1 creatorRole  379 CL_ResponsibleParty.role O 9.2 Responsible party role M     
8.1.2 creatorFirstName dc.creator dcterms.creator 375 
CI_ResponsibleParty.in





dividualName  M    2.1 CreatorName M  
8.1.4 nameIdentifier        2.2 nameIdentifier C  









8.1.5 emailAddress  386 CI_Address.electronicMailAddress O 9.1 Responsible party M     
8.1.6 TR32Membership            
8.1.7 CreatorInstitution        2.1 CreatorName M  
8.1.7.1 universityName  376 CI_ResponsibleParty.organisationName M    2.1 CreatorName M  




8.1.7.3 streetName  381 CI_Address.deliveryPoint O        
8.1.7.4 postCode  384 CI_Address.postalCode O        
8.1.7.5 city  382 CI_Address.city O        
8.1.7.6 country  385 CI_Address.country O        
8.1.7.7 website  390 CI_Contact.onlineResource O        
8.1.7.8 TR32Membership            
8.2 Creator-Organisation 
dc.creator 
dcterms.creator           
8.2.1 OrganisationRole  379 CL_ResponsibleParty.role O 9.2 Responsible party role M     
8.2.2 OrganisationName  376 
CI_ResponsibleParty.or
ganisationName M    2.1 CreatorName M  
8.2.3 OrganisationDepartment  376 
CI_ResponsibleParty.or
ganisationName M    2.1 CreatorName M  
8.2.4 streetName  381 CI_Address.deliveryPoint O        
8.2.5 postCode  384 CI_Address.postalCode O        
8.2.6 city  382 CI_Address.city O        
8.2.7 country  385 CI_Address.country O        
8.2.8 website  390 CI_Contact.onlineResource O        
8.2.9 contactPerson  375 CI_ResponsibleParty.individualName  M        
8.2.10 eMailAddress  386 CI_Address.electronicMailAddress O 9.1 Responsible party M     
8.2.11 phone            
9 Contributor dc.contributor dcterms.contributor       7 Contributor O 
bibo:contribut
or 










9.3 nameIdentifier        2.2 nameIdentifier O  









10 Publisher dc.publisher 376/ CI_ResponsibleParty.or O 9.1 Responsible party M 4 Publisher M  
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dcterms.publisher 379 ganisationName 
CI_ResponsibleParty.rol
e (=publisher) 
9.2 Responsible party role 
(=publisher) 
Topic 
11 Subject dc.subject dcterms.subject       6 Subject O  
11.1 TR32topic dc.subject dcterms.subject 53 
MD_Keywords.keywor
d M 3.1 Keyword value M 6 Subject O  
11.2 TR32keyword dc.subject dcterms.subject 53 
MD_Keywords.keywor
d M 3.1 Keyword value M 6 Subject O  
11.3 GemetThesaurus dc.subject dcterms.subject 53 
MD_Keywords.keywor
d M 3.1 Keyword value M 6 Subject O  
11.3.1 subjectScheme  55 MD_Keywords.ThesaurusName C 3.2 
Originating controlled 
vocabulary M 6.1 subjectScheme O  
11.4 topicCategory dc.subject dcterms.subject 41 
MD_DataIdentification.
topicCategory C 2.1 Topic category M 6 Subject O  
11.5 INSPIRETheme dc.subject dcterms.subject 53 
MD_Keywords.keywor
d M 3.1 Keyword value M 6 Subject O  
11.5.1 subjectScheme  55 MD_Keywords.ThesaurusName C 3.2 
Originating controlled 
vocabulary M 6.1 subjectScheme O  
11.6 DDC dc.subject dcterms.subject 53 
MD_Keywords.keywor
d M 3.1 Keyword value M 6 Subject O  
11.6.1 subjectScheme dcterms.ddc 55 MD_Keywords.ThesaurusName C 3.2 
Originating controlled 
vocabulary M 6.1 subjectScheme O  
File Details 
12 DataType dc.type dcterms.type 6 
MD_Metadata.hierarchy









13 DataSize dc.format dcterms.extent 276 
MD_DigitialTransferOp









O    13 Size O  





286 MD_Format.version M        
15 Language dc.language dcterms.language 39 
MD_DataIdentification.
language M 2.2.7 Resource language C 9 Language O  
16 DataStatus            
Constraints 










      16 Rights O  





68 MD_Constraints.useLimitation O 8.1 
Condition applying to 





therConstraints C 8.2 
Limitations on public 
access M 16 Rights O  
18.3 Licence dc.rights dcterms.license       16 Rights O cc:license 
Geographic Information 
19 MeasuringSite dc.coverage dcterms.location           
19.1 measuringRegion dc.coverage dcterms.location           
19.2 measuringLocation 
dc.coverage 














M 4.1 Geographic bounding box 
M









M 4.1 Geographic bounding box 
M









M 4.1 Geographic bounding box 
M









M 4.1 Geographic bounding box 
M
/C     
Metadata on Metadata (automatic generation) 
21 tr32dbIdentifier dc.identifier dcterms.identifer 2 
MD_Metadata.fileIdenti
fer O        
21.1 tr32dbUrl  397 CI_OnlineResource.linkage M 1.4 Resource locator M     
22 TR32MetaDataType            
23 MetadataCreator            
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23.1 creatorFirstName  8 MD_Metadata.contact M 10.1 Metadata point of contact M     
23.2 creatorFamiliyName  8 MD_Metadata.contact M        
23.3 academicTitle            
23.4 eMailAddress  386 CI_Address.electronicMailAddress O 10.1 Metadata point of contact M     
23.5 phone  408 CI_Telephone.voice O        
23.6 fax  409 CI_Telephone.facsimile O        
23.7 TR32subproject            
24 MetadataCreatorInstitution            
24.1 universityName  376 CI_ResponsibleParty.organisationName C        
24.2 instituteName  376 CI_ResponsibleParty.organisationName C        
24.3 streetName  381 CI_Address.deliveryPoint O        
24.4 postCode  384 CI_Address.postalCode O        
24.5 city  382 CI_Address.city O        
24.6 country  385 CI_Address.country O        
24.7 website            
25 mdCreationDate dc.date dcterms.date 9 
MD_Metadata.dateStam
p M 10.2 Metadata date M     
26 mdLastUpdateDate 
dc.date 
dcterms.modified           
27 mdWebVersion            
28 mdLanguage dc.Language dcterms.language 3 MD_Metadata.language C 10.3 Metadata Language M     
29 fileInformation            
29.1 fileName            
29.2 fileExtention dcterms.mediaType           
29.3 fileFormat dc.format dcterms.fileFormat       14 Format O  
29.4 fileSize dc.format dcterms.extent 276 
MD_DigitialTransferOp
tions.transferSize O    13 Size O  
29.5 fileUploadTime dc.date dcterms.modified           
29.6 fileSubproject            
29.7 fileFundingPhase            
30 Conformity dcterms.conformsTo 128 DQ_Result         
30.1 specificationTitle  130 DQ_ConformanceResult.specification M 7.1 Specification M     










394 CI_Date.dateType M 7.1 Specification Code M     
30.3 degree  132 DQ_ConformanceResult.pass M 7.2 Degree M     
30.3 Explanation  131 DQ_ConformanceResult.explanation M 7.1 Explanation      
Data 
31 TemporalExtent dc.coverage dcterms.termporal 350 EX_TemporalExtent         
31.1 startDate dc.date dcterms.date 351 
EX_TemporalExtent.ex
tent M 5.1 Temporal extent C     
31.2 endDate dc.date dcterms.date 351 
EX_TemporalExtent.ex
tent M 5.1 Temporal extent C     
32 Lineage dc.source dcterms.provenence 83 LI_Lineage.statement C 6.1 Lineage M     
33 MeasuringModellingInstrument dc.source           
33.1 instrumentName            
33.1.2 instrumentModel            
33.1.2 instrumentManufac-turer            
33.1.3 manufacturerRegisterdOffice            
33.1.4 manufacturerWebsite            
33.1.5 InstrumentParameter            
33.2 ParameterName            
33.2.1 parameterUnit            
33.2.2 ResolutionDistance            
33.2.3 resolutionDistanceUnit            
33.2.4 TemporalFrequency            
33.2.5 temporalFrequencyUnit            
Geodata 
34 TemporalExtent dc.coverage dcterms.extent 350 EX_TemporalExtent         
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34.1 startDate dc.date dcterms.date 351 
EX_TemporalExtent.ex
tent M 5.1 Temporal extent C     
34.2 endDate dc.date dcterms.date 351 
EX_TemporalExtent.ex
tent M 5.1 Temporal extent C     
35 VerticalExtent dc.coverage dcterms.coverage 354 EX_VerticalExtent         




M        




M        
35.3 ReferenceSystem  358 EX_VerticalExtent.verticalCRS 
C/
M        
35.3.1 referenceSystemCode            
35.3.2 referenceSystemName            
36 Lineage dc.source dcterms.provenence 83 LI_Lineage.statement C 6.1 Lineage M     
37 Spatial Resolution  59 MD_Resolution C 6.2 Spatial resolution M     
37.1 scale  60 MD_Resolution.equivalentScale C 6.2 Equivalent scale M     
37.2 distanceNumber  61 MD_Resolution.distance C 6.2 Ground sample distance M     







O        
39 PresentationForm  368 
CI_Citation.presentatio
nForm O        
40 ReferenceSystem  186 MD_ReferenceSystem         





M        
40.2 referenceSystemName  196 
RS_ReferenceSystem.na
me M        
41 MaintenanceInforma-tion dcterms.frequency 142 
MD_MaintenanceInfor
mation         





M        





42 Scope dc.type dcterms.type 6 
MD_Metadata.hierarchy
Level C 1.3 ResourceType M     
43 InitiativeType  66.5 MD_AggregateInformation.initiativeType C        
Report 
44 ReportDate dc.date dcterms.date           
45 ReportType           bibo:report 
46 ReportCity dcterms.location          event:place 
47 ReportInstitution            
48 ReportVolume           bibo:volume 
49 NumberOfPages           bibo:numPages 
50 PageRange           bibo:pages 
50.1 startPage           bibo:pageStart 
50.2 endPage           bibo:pageEnd 
51 FurtherInformation            
Picture 
52 RecordDate dc.date           
52.1 startDate dc.date           
52.2 endDate dc.date           
53 RecordPlace dcterms.location           
54 RecordMethod            
55 Orientation            
56 Resolution            
57 Size dcterms.sizeOrDuration           
57.1 width dcterms.sizeOrDuration           
57.2 height dcterms.sizeOrDuration           
58 CopyrightInformation dc.rights           
59 Event           bibo:event 




59.2 EventName dc.title dcterms.title          bibo:event 
59.3 EventLocation dc.coverage dcterms.location          event:place 
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59.4 EventWebsite dc.date dcterms.periodOfTime          bibo:website 
59.5 EventPeriod dc.date dcterms.periodOfTime          
event:time 
tl:interval 
59.5.1 startDate dc.date dcterms.periodOfTime          tl:beginsAt 
59.5.2 endDate dc.date dcterms.periodOfTime          tl:endsAt 
Presentation 
60 Presenter           bibo:presents 
61 PresentationDate dc.date dcterms.date           
62 PresentationType           bibo:slideshow 
63 Event           bibo:event 








63.3 EventLocation dc.coverage dcterms.location          event.place 




63.5 EventPeriod dc.date dcterms.periodOfTime          
event:time 
tlinterval 
63.5.1 startDate dc.date dcterms.periodOfTime          tl:beginsAt 
63.5.2 endDate dc.date dcterms.periodOfTime          tl:endsAt 
Publication 
Article 
64 Status           bibo:status 
65 Review           bibo:status 
66 Year dc.date dcterms.issued           
67 PublicationType dcterms.bibliographicResource          bibo:Article 
68 ArticleType           bibo:journal bibo:magazine 
69 PublicationSource 
dc.title 
dcterns.title          bibo:journal 




70 Volume           bibo:volume 
71 Issue           bibo:issue 
72 NumberOfPages           bibo:numPages 
73 PageRange           bibo:pages 
73.1 startPage           bibo:pageStart 
73.2 endPage           bibo:pageEnd 
Book 
74 Status           bibo:status 
75 Review           bibo:status 
76 Year dc.date dcterms.issued           
77 PublicationType dcterms.bibliographicResource          bibo:book 
78 SeriesTitle dc.title dcterms.title           
79 SeriesEditor           bibo:editorList 
80 City dcterms.location          event:place 
81 Volume           bibo:volume 
82 Edition           bibo:edition 
83 NumberOfPages           bibo:numPages 
84 PageRange           bibo:pages 
84.1 startPage           bibo:pageStart 
84.2 endPage           bibo:pageEnd 
BookSection 
85 Status           bibo:status 
86 Review           bibo:status 
87 Year dc.date dcterms.issued           
88 PublicationType dcterms.bibliographicResource          
bibo:BookSecti
on 
89 BookTitle dc.title dcterms.title           
90 BookEditor           bibo:editorList 
91 City           event:place 
92 SeriesTitle dc.title dcterms.title           
93 SeriesEditor           bibo:editorList 
94 Volume           bibo:volume 
95 Chapter           bibo:chapter 
96 NumberOfPages           bibo:numPages 
97 PageRange           bibo:pages 
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97.1 startPage           bibo:pageStart 
97.2 endPage           bibo:pageEnd 
EventPaper 
98 Status           bibo:status 
99 Review           bibo:status 
100 Year dc.date dcterms.issued           
101 PublicationType dcterms.bibliographicResource          
bibo:Proceedin
gs 
102 Event            




102.2 EventName dc.title dcterms.title          
bibo:conferenc
e 
102.3 EventLocation dc.coverage dcterms.location          event:place 




102.5 EventPeriod dc.date dcterms.periodOfTime          
event:time 
tl:interval 
102.5.1 startDate dc.date dcterms.periodOfTime          tl:beginsAt 
102.5.2 endDate dc.date dcterms.periodOfTime          tl:endsAt 
103 Proceedings           bibo:reproducedIn 
103.1 ProceedingsEditor           bibo:editor 
103.2 ProceedingsTitle           bibo:proceedings 
103.3 ProceedingsURL           bibo:proceedings 
103.4 Volume           bibo:volume 
103.5 Issue           bibo:issue 
104 NumberOfPages           bibo:numPages 
105 PageRange           bibo:pages 
105.1 startPage           bibo:pageStart 





D.5 Controlled lists and attribute values 
An overview of the controlled lists and attribute values of the TR32DB Metadata Schema are presented in 
this section. The content of the lists and values is composed of various standards and schemas (see section 
6D.1.2) used to design this TR32DB Metadata Schema, as well as own supplements. The origin of the value 
names and definition is indicated in the header line of the particular tables. Controlled lists with an asterisk * 
will continuously updated according to the CRC/TR32 project participants requirements. In the following 
sections, the controlled lists and attribute values will be described in detail. 
Table D-14: ArticleType 
ID Value name TR32DB Definition 
1. Journal Journal article 
2. Magazine Magazine article 
3. Newspaper Newspaper article 
4. Electronic Electronic article 
Table D-15: ConformityDegree 
ID 
Value name TR32DB 
(ISO, INSPIRE) 
Definition 
1. conformant The dataset is fully conformant with the cited specification. (true) 
2. notConformant The dataset does not conform to the cited specification. (false) 
3. notEvaluated Conformance has not been evaluated. 
Table D-16: ConformitySpecification 
ID Value name TR32DB Definition 
1. DCMES Dublin Core Metadata Element Set, Version 1.1, http://dublincore.org/documents/dces/  
2. DCMI Metadata Terms Dublin Core Metadata Initiative Metadata Terms http://dublincore.org/documents/dcmi-terms/  
3. ISO 19115 ISO 19115:2003 Geographic information – Metadata; Core Metadata Elements 
4. INSPIRE 
EU INSPIRE Directive, Metadata Implementing Rules Technical Guidelines, 
http://inspire.jrc.ec.europa.eu/documents/Metadata/INSPIRE_MD_IR_and_ISO
_v1_2_20100616.pdf 





Table D-17: ContributorType 
ID 
Value name TR32DB 
(DataCite) 
Definition 
1. ContactPerson Person with knowledge of how to access, troubleshoot, or otherwise field issues related to the resource. 
2. DataCollector Person/institution responsible for finding, gathering/collecting data under the guidelines of the author(s) or Principal Investigator (PI). 
3. DataManager Person (or organization with a staff of data managers, such as a data centre) responsible for maintaining the finished resource. 
4. Distributor Institution tasked with responsibility to generate/disseminate copies of the resource in either electronic or print form.  
5. Editor A person who oversees the details related to the publication format of the resource. 
6. Funder Institution that provided financial support for the development of the resource. 
7. HostingInstitution Typically, the organization allowing the resource to be available on the Internet through the provision of its hardware/software/operating support. 
8. Producer Typically a person or organization responsible for the artistry and form of a media product. 
9. ProjectLeader Person officially designated as head of project team or sub-project team instrumental in the work necessary to development of the resource. 
10. ProjectMember Person on the membership list of a designated project/project team. 
11. RelatedPerson A person without a specifically defined role in the development of the resource, but who is someone the author wishes to recognize. 
12. Researcher 
A person involved in analysing data or the results of an experiment or formal study. 
May indicate an intern or assistant to one of the authors who helped with research 
but who was not so “key” as to be listed as an author. 
13. RightsHolder Person or institution owning or managing property rights, including intellectual property rights over the resource. 
14. Sponsor Person or organization that issued a contract or under the auspices of which a work has been written, printed, published, developed, etc. 
15. Supervisor Designated administrator over one or more groups/teams working to produce a resource or over one or more steps of a development process. 
16. WorkPackageLeader 
A Work Package is a recognized data product, not all of which is included in 
publication. The package, instead, may include notes, discarded documents, etc. The 
Work Package Leader is responsible for ensuring the comprehensive contents, 
versioning, and availability of the Work Package during the development of the 
resource. 
Table D-18: CreatorScheme 
ID Value name TR32DB Definition 
1. ISNI International Standard Name Identifier scheme (http://www.isni.org/). 
2. ORCID Open Researcher and Contributor Identifier (http://about.orcid.org/). 
3. OpenID 
OpenID is an open standard that describes how users can be authenticated in a 
decentralized manner, eliminating the need for centralized registration services 
(http://openid.net). 
4. ResearcherID ResearcherID is an identifying system for scientific authors created and owned by Thomson Reuters (http://www.researcherid.com). 
5. VIAF 
The Virtual International Authority File is an international authority file created by 
merging the national authority files of several national libraries and operated by the 




Table D-19: CreatorStatus 
ID Value name TR32DB Definition 
1. CreatorIsNoMember Creator is no member of CRC/TR32. 
2. CreatorIsFullMember Creator is full member of CRC/TR32. 
3. CreatorWasMember Creator is former member of CRC/TR32. 
4. CreatorIsCorrespondingMember Creator is corresponding member of CRC/TR32. 
5. CreatorIsAssociateMember Creator is associate member of CRC/TR32. 
Table D-20: DataStatus 
ID Value name TR32DB Definition 
1. Completed Completed dataset. 
2. inProcess Data in process. 
3. RawData Raw data. 











1. Collection Collection series An aggregation of resources. A collection is described as a group; its parts may also be separately described. 
2. Dataset Dataset dataset  
Data encoded in a defined structure. Examples include lists, 
tables, and databases. A dataset may be useful for direct 
machine processing. 
3. Event Event  
A non-persistent, time-based occurrence. Metadata for an 
event provides descriptive information that is the basis for 
discovery of the purpose, location, duration, and 
responsible agents associated with an event. Examples 
include an exhibition, webcast, conference, workshop, open 
day, performance, battle, trial, wedding, tea party, and 
conflagration. 
4. MovingImage Audiovisual  
A series of visual representations imparting an impression 
of motion when shown in succession. Examples include 
animations, movies, television programs, videos, zoetrope’s, 
or visual output from a simulation. Instances of the type 
Moving Image must also be describable as instances of the 
broader type Image. 
5. Image Image dataset 
A visual representation other than text. Examples include 
images and photographs of physical objects, paintings, 
prints, drawings, other images and graphics, animations and 
moving pictures, film, diagrams, maps, musical notation. 





A resource requiring interaction from the user to be 
understood, executed, or experienced. Examples include 
forms on Webpages, applets, multimedia learning objects, 
chat services, or virtual reality environments. 
7. PhysicalObject PhysicalObject  
An inanimate, three-dimensional object or substance. Note 
that digital representations of, or surrogates for, these 
objects should use Image, Text or one of the other types. 
8. Service Service service 
A system that provides one or more functions. Examples 
include a photocopying service, a banking service, an 
authentication service, interlibrary loans, a Z39.50 or Web 
server. 
9. Software Software  
A computer program in source or compiled form. 
Examples include a C source file, MS-Windows .exe 
executable, or Perl script. 
10. Sound Sound  
A resource primarily intended to be heard. Examples 
include a music playback file format, an audio compact disc, 
and recorded speech or sounds. 
11. Text Text  A resource consisting primarily of words for reading. Examples include books, letters, dissertations, poems, 
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newspapers, articles, archives of mailing lists. Note that 
facsimiles or images of texts are still of the genre Text. 
12. StillImage Image  
A static visual representation. Examples include paintings, 
drawings, graphic designs, plans and maps. Recommended 
best practice is to assign the type Text to images of textual 
materials. Instances of the type StillImage must also be 
describable as instances of the broader type Image. 
13  Model  An abstraction of the real thing, i.e. some generalisation and interpretation. A symbolic representation. 











1. Created Created creation 
This property refers to a description of the date or range of 
the creation of a dataset. According to the one-to-one 
principle this has to be the creation date of the dataset being 
described and not the creation date of any other dataset 
from which the described dataset derives (e.g. a former 
version or a superior dataset). So a dataset is created only 
once, every other date of creation belongs to another dataset 
that has to be described on its own. 
2. Issued Issued publication 
This property refers to a description of the date of the 
formal issuance resp. publication of a dataset. A dataset is 
issued only once, every other issuance belongs to another 
dataset that has to be described on its own. If the issuance 
of a dataset is not formal the property "available" should be 
used. 
3. Available Available  
This property refers to a description of the date a dataset did 
become or will become available. A dataset becomes 
available only once, every other availability belongs to 
another dataset that has to be described on its own. If the 
availability of a dataset starts with the formal issuance resp. 
publication use "issued". 
4. Modified Updated revision 
This property refers to a description of the date a dataset 
was changed. You may record every date a dataset was 
modified by repeating this property or record only one date 
(this should be the last one). 
5. Valid Valid  
This property refers to a description of the date or range a 
dataset is, was or will be valid. This property should be used 
if a dataset is only valid resp. relevant until a particular date. 
6. DateCopyrighted Copyrighted  
This property refers to a description of the date or range of 
the copyright of the dataset. 
7. DateSubmitted Submitted  
This property refers to a description of the date a dataset 
was submitted (e.g. a thesis at a university department, an 
article at the editorial board of a journal, etc.). 
8. DateAccepted Accepted  
This property refers to a description of the date a dataset 
was accepted (e.g. a thesis by a university department, an 
article by the editorial board of a journal, etc.). 
Table D-23: DescriptionType 
ID 





1. Abstract Abstract Abstract describing the resource. 
2.  SeriesInformation Series Information describes a dataset that is part of a series.  
3. TableOfContents TableOfContents Table of Contents of a resource. 





Table D-24: DownloadPermission 
ID Value name TR32DB Definition 
1. Free Download is possible for everybody. 
2. OnlyOwnSubproject Download of a data is only possible for registered users of the same CRC/TR32 project section. 
3. OnlyTR32 Download of a data is only possible for members of the CRC/TR32 who are registered users of the TR32DB. 
Table D-25: EventType 
ID Value name TR32DB Definition 
1. Other Other event type 
2. Conference Conference 
3. CrossGroupMeeting CRC/TR32 Cross group meeting 
4. ProjectMeeting Project meeting 
5. Workshop Workshop 
6. FieldCampaign Field Measurement Campaign 
Table D-26: InspireTheme 
ID 
Value name TR32DB 
(ISO, INSPIRE) 
Definition 
1. Addresses Location of properties based on address identifiers, usually by road name, house number, postal code. 
2. Administrative units 
Units of administration, dividing areas where Member States have and/or exercise 
jurisdictional rights, for local, regional and national governance, separated by 
administrative boundaries. 
3. Agricultural and aquaculture facilities 
Farming equipment and production facilities (including irrigation systems, 




ulation zones and reporting 
units 
Areas managed, regulated or used for reporting at international, European, national, 
regional and local levels. Includes dumping sites, restricted areas around drinking 
water sources, nitrate-vulnerable zones, regulated fairways at sea or large inland 
waters, areas for the dumping of waste, noise restriction zones, prospecting and 
mining permit areas, river basin districts, relevant reporting units and coastal zone 
management areas. 
5. Atmospheric conditions Physical conditions in the atmosphere. Includes spatial data based on measurements, on models or on a combination thereof and includes measurement locations. 
6. Bio-geographical regions Areas of relatively homogeneous ecological conditions with common characteristics. 
7. Buildings Geographical location of buildings. 
8. Cadastral parcels Areas defined by cadastral registers or equivalent. 
9. Coordinate reference systems 
Systems for uniquely referencing spatial information in space as a set of coordinates 
(x, y, z) and/or latitude and longitude and height, based on a geodetic horizontal and 
vertical datum. 
10. Elevation Digital elevation models for land, ice and ocean surface. Includes terrestrial elevation, bathymetry and shoreline. 
11. Energy resources Energy resources including hydrocarbons, hydropower, bio-energy, solar, wind, etc., where relevant including depth/height information on the extent of the resource. 
12. Environmental monitoring facilities 
Location and operation of environmental monitoring facilities includes observation 
and measurement of emissions, of the state of environmental media and of other 
ecosystem parameters (biodiversity, ecological conditions of vegetation, etc.) by or 
on behalf of public authorities. 
13. Geographical grid systems Harmonised multi-resolution grid with a common point of origin and standardised location and size of grid cells. 
14. Geographical names Names of areas, regions, localities, cities, suburbs, towns or settlements, or any geographical or topographical feature of public or historical interest. 
15. Geology Geology characterised according to composition and structure. Includes bedrock, aquifers and geomorphology. 
16. Habitats and biotopes 
Geographical areas characterised by specific ecological conditions, processes, 
structure, and (life support) functions that physically support the organisms that live 
there. Includes terrestrial and aquatic areas distinguished by geographical, abiotic and 
biotic features, whether entirely natural or semi-natural. 
17. Human health and safety Geographical distribution of dominance of pathologies (allergies, cancers, respiratory diseases, etc.), information indicating the effect on health (biomarkers, decline of 
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fertility, epidemics) or well-being of humans (fatigue, stress, etc.) linked directly (air 
pollution, chemicals, depletion of the ozone layer, noise, etc.) or indirectly (food, 
genetically modified organisms, etc.) to the quality of the environment. 
18. Hydrography 
Hydrographic elements, including marine areas and all other water bodies and items 
related to them, including river basins and sub-basins. Where appropriate, according 
to the definitions set out in Directive 2000/60/EC of the European Parliament and 
of the Council of 23 October 2000 establishing a framework for Community action 
in the field of water policy (2) and in the form of networks. 
19. Land cover Physical and biological cover of the earth s surface including artificial surfaces, agricultural areas, forests, (semi-)natural areas, wetlands, water bodies. 
20. Land use 
Territory characterised according to its current and future planned functional 
dimension or socio-economic purpose (e.g. residential, industrial, commercial, 
agricultural, forestry, recreational). 
21. Meteorological geographical features 
Weather conditions and their measurements; precipitation, temperature, 
evapotranspiration, wind speed and direction. 
22. Mineral resources Mineral resources including metal ores, industrial minerals, etc., where relevant including depth/height information on the extent of the resource. 
23. Natural risk zones 
Vulnerable areas characterised according to natural hazards (all atmospheric, 
hydrologic, seismic, volcanic and wildfire phenomena that, because of their location, 
severity, and frequency, have the potential to seriously affect society), e.g. floods, 
landslides and subsidence, avalanches, forest fires, earthquakes, volcanic eruptions. 
24. Oceanographic geographical features Physical conditions of oceans (currents, salinity, wave heights, etc.). 
25. Orthoimagery Geo-referenced image data of the Earth’s surface, from either satellite or airborne sensors. 
26. Population distribution - demography 
Geographical distribution of people, including population characteristics and activity 
levels, aggregated by grid, region, administrative unit or other analytical unit. 
27. Production and industrial facilities 
Industrial production sites, including installations covered by Council Directive 
96/61/EC of 24 September 1996 concerning integrated pollution prevention and 
control (1) and water abstraction facilities, mining, storage sites. 
28. Protected sites Area designated or managed within a framework of international, Community and Member States legislation to achieve specific conservation objectives. 
29. Sea regions Physical conditions of seas and saline water bodies divided into regions and sub-regions with common characteristics. 
30. Soil 
Soils and subsoil characterised according to depth, texture, structure and content of 
particles and organic material, stoniness, erosion, where appropriate mean slope and 
anticipated water storage capacity. 
31. Species distribution Geographical distribution of occurrence of animal and plant species aggregated by grid, region, administrative unit or other analytical unit. 
32. Statistical units Units for dissemination or use of statistical information. 
33. Transport networks 
Road, rail, air and water transport networks and related infrastructure. Includes links 
between different networks. Also includes the trans-European transport network as 
defined in Decision No 1692/96/EC of the European Parliament and of the 
Council of 23 July 1996 on Community Guidelines for the development of the trans-
European transport network (1) and future revisions of that Decision. 
34. Utility and governmental services 
Includes utility facilities such as sewage, waste management, energy supply and water 
supply, administrative and social governmental services such as public 
administrations, civil protection sites, schools and hospitals. 









1. ARK ARK The ARK (Archival Resource Key) naming scheme is designed to facilitate the high-quality and persistent identification of information objects [ARK].  
2. DOI DOI The Digital Object Identifier (DOI) is a persistent identifier of intellectual property entities. [http://www.doi.org/] 
3.  EAN13 The EAN-13 barcode (originally European Article Number, now renamed International Article Number) is a 13 digit barcoding standard.  
4.  EISSN Electronic International Standard Serial Number [http://www.issn.org/] 
5. Handle Handle 
The Handle System (HANDLE) is a comprehensive system for assigning, 
managing, and resolving persistent identifiers, known as "handles," for digital 
objects and other resources on the Internet. [http://www.handle.net/] 
6. ISBN ISBN An International Standard Book Number (ISBN) identifies an edition of a 
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monographic work and is defined by the standard NISO/ANSI/ISO 2108:1992. 
7. ISSN ISSN The International Standard Serial Number (ISSN) is an eight-digit number which identifies periodical publications, including electronic serials. [http://www.issn.org/]
8.  ISTC International Standard Text Code [http://www.istc-international.org/html/] 
9.  LISSN Linking International Standard Serial Number [http://www.issn.org/] 
10.  LSID Life Science Identifier [http://www.ipni.org/lsids.html 
11. PURL PURL 
A PURL is a Persistent Uniform Resource Locator. Functionally, a PURL is a URL. 
However, instead of pointing directly to the location of an Internet resource, a 
PURL points to an intermediate resolution service. Because PURLs conform to the 
URI specification, they can be used unmodified in DC metadata. [http://purl.org/] 
12.  UPC Universal Product Code 
13. URL URL Uniform Resource Locator 
14. URN URN Uniform Resource Name 
15. SICI  Serial Item and Contribution Identifier 
Table D-28: InstitutionStatus 
ID Value name TR32DB Definition 
1. InstitutionIsFullMember Institution is full member of CRC/TR32. 
 InstitutionIsNoMember Institution is no member of CRC/TR32. 
2. InstitutionWasMember Institution is former member of CRC/TR32. 
3. InstitutionIsAssociateMember Institution is associate member of CRC/TR32. 
4. InstitutionIsCorrespondingMember Institution is corresponding member of CRC/TR32. 
Table D-29: InitiativeType 
ID 
Value name TR32DB 
(ISO) 
Definition 
1. campaign Series of organized planned actions. 
2. collection Accumulation of datasets assembled for a specific purpose. 
3. dataDictionary Element and entity definitions. 
4. exercise Specific performance of a function or group of functions. 
5. experiment Process designed to find if something is effective or valid. 
6. investigation Search or systematic inquiry. 
7. mission Specific operation of a data collection system. 
8. sensor Device or piece of equipment which detects or records. 
9. operation Action that is part of a series of actions. 
10. platform Vehicle or other support base that holds a sensor. 
11. process Method of doing something involving a number of steps. 
12. program Specific planned activity. 
13. project Organized undertaking, research, or development. 
14. sciencePaper Document based on an experiment or research. 
15. study Examination or investigation. 
16. task Piece of work. 
17. trial Process of testing to discover or demonstrate something. 





Table D-30: IsoTopicCategory 
ID 
Value name TR32DB 
(ISO, INSPIRE) 
Definition 
1. farming rearing of animals and/or cultivation of plants; Examples: agriculture, irrigation, aquaculture, plantations, herding, pests and diseases affecting crops and livestock  
2. biota flora and/or fauna in natural environment; Examples: wildlife, vegetation, biological sciences, ecology, wilderness, sea life, wetlands, habitat, biological resources  
3. boundaries 
legal land descriptions; Examples: political and administrative boundaries, 
governmental units, marine boundaries, voting districts, school districts, international 
boundaries  
4. climatologyMeteorologyAtmosphere 
processes and phenomena of the atmosphere; Examples: cloud cover, weather, 
climate, atmospheric conditions, climate change, precipitation  
5. economy 
economic activities, conditions, and employment; Examples: production, labor, 
revenue, business, commerce, industry, tourism and ecotourism, forestry, fisheries, 
commercial or subsistence hunting, exploration and exploitation of resources such as 
minerals, oil and gas  
6. elevation height above or below sea level; Examples: altitude, bathymetry, digital elevation models, slope, derived products, DEMs, TINs  
7. environment 
environmental resources, protection and conservation; Examples: environmental 
pollution, waste storage and treatment, environmental impact assessment, 
monitoring environmental risk, nature reserves, landscape, water quality, air quality, 
environmental modelling  
8. geoscientificInformation 
information pertaining to earth sciences; Examples: geophysical features and 
processes, geology, minerals, sciences dealing with the composition, structure and 
origin of the earth’s rocks, risks of earthquakes, volcanic activity, landslides, gravity 
information, soils, permafrost, hydrogeology, groundwater, erosion  
9. health 
health, health services, human ecology, and safety; Examples: disease and illness, 
factors affecting health, hygiene, substance abuse, mental and physical health, health 
services, health care providers, public health  
10. imageryBaseMapsEarthCover 
base maps; Examples: land/earth cover, topographic maps, imagery, unclassified 
images, annotations, digital ortho imagery  
11. intelligenceMilitary military bases, structures, activities; Examples: barracks, training grounds, military transportation, information collection  
12. inlandWaters 
inland water features, drainage systems and characteristics; Examples: rivers and 
glaciers, slat lakes, water utilization plans, dams, currents, floods and flood hazards, 
water quality, hydrographic charts, watersheds, wetlands, hydrography  
13. location positional information and services; Examples: addresses, geodetic networks, geodetic control points, postal zones and services, place names, geographic names  
14. oceans 
features and characteristics of salt water bodies (excluding inland waters) 
Examples: tides, tidal waves, coastal information, reefs, maritime, outer continental 
shelf submerged lands, shoreline  
15. planningCadastre 
information used for appropriate actions for future use of the land; Examples: land 
use maps, zoning maps, cadastral surveys, land ownership, parcels, easements, tax 
maps, federal land ownership status, public land conveyance records  
16. society 
characteristics of society and culture; Examples: settlements, housing, anthropology, 
archaeology, education, traditional beliefs, manners and customs, demographic data, 
tourism, recreational areas and activities, parks, recreational trails, historical sites, 
cultural resources, social impact assessments, crime and justice, law enforcement, 
census information, immigration, ethnicity  
17. structure 
man-made construction; Examples: buildings, museums, churches, factories, 
housing, monuments, shops, towers, building footprints, architectural and structural 
plans  
18. transportation 
means and aids for conveying persons and/or goods; Examples: roads, 
airports/airstrips, shipping routes, tunnels nautical charts, vehicle or vessel location, 
aeronautical charts, railways  
19. utilitiesCommunication 
energy, water and waste systems and communications infrastructure and services; 
Examples: hydroelectricity, geothermal, solar and nuclear sources of energy, water 
purification and distribution, sewage collection and disposal, electricity and gas 





Table D-31: Licence 
ID Value name TR32DB Definition 
1. 
Creative Commons - 
Attribution 3.0 Unported 
[CC BY] 
This license lets others distribute, remix, tweak, and build upon your work, even 
commercially, as long as they credit you for the original creation. This is the most 
accommodating of licenses offered. Recommended for maximum dissemination and 
use of licensed materials. [http://creativecommons.org/licenses/by/3.0/ 
2. 
Creative Commons - 
Attribution-NoDerivs 3.0 
Unported [CC BY-ND] 
This license allows for redistribution, commercial and non-commercial, as long as it 
is passed along unchanged and in whole, with credit to you. 
[http://creativecommons.org/licenses/by-nd/3.0/ 
3. 
Creative Commons - 
Attribution-NonCommercial 
3.0 Unported [CC BY-NC] 
This license lets others remix, tweak, and build upon your work non-commercially, 
and although their new works must also acknowledge you and be non-commercial, 
they don’t have to license their derivative works on the same terms. 
[http://creativecommons.org/licenses/by-nc/3.0/ 
4. 
Creative Commons - 
Attribution-
NonCommercial-NoDerivs 
3.0 Unported  
[CC BY-NC-ND]  
This license is the most restrictive of our six main licenses, only allowing others to 
download your works and share them with others as long as they credit you, but they 
can’t change them in any way or use them commercially. 
[http://creativecommons.org/licenses/by-nc-nd/3.0/ 
5. 
Creative Commons - 
Attribution-
NonCommercial-ShareAlike 
3.0 Unported  
[CC BY-NC-SA]  
This license lets others remix, tweak, and build upon your work non-commercially, as 
long as they credit you and license their new creations under the identical terms. 
[http://creativecommons.org/licenses/by-nc-sa/3.0/ 
6. 
Creative Commons - 
Attribution-ShareAlike 3.0 
Unported [CC BY-SA 3.0] 
This license lets others remix, tweak, and build upon your work even for commercial 
purposes, as long as they credit you and license their new creations under the 
identical terms. This license is often compared to “copyleft” free and open source 
software licenses. All new works based on yours will carry the same license, so any 
derivatives will also allow commercial use. This is the license used by Wikipedia, and 
is recommended for materials that would benefit from incorporating content from 
Wikipedia and similarly licensed projects.  
[http://creativecommons.org/licenses/by-sa/3.0/] 
7. 
Open Data Commons - 
Open Database License 
[ODC-ODbL] 
Attribution Share-Alike for data/databases 
[http://opendatacommons.org/licenses/odbl/summary/] 
8. 
Open Data Commons - 
Public Domain Dedication 
and License [PDDL] 
Public Domain for data/databases 
[http://opendatacommons.org/licenses/pddl/summary/] 
9. 
Open Data Commons - 
Attribution License  
[ODC-By] 
Attribution for data/databases 
[http://opendatacommons.org/licenses/by/summary/] 
10. TR32DB Data policy agreement 
Data Policy Agreement of the CRC/TR32 Project Database 
[http://www.tr32db.uni-koeln.de/datapolicy/] 
11. 
Creative Commons - 
Attribution 3.0 Unported 
[CC BY] 
This license lets others distribute, remix, tweak, and build upon your work, even 
commercially, as long as they credit you for the original creation. This is the most 
accommodating of licenses offered. Recommended for maximum dissemination and 
use of licensed materials. [http://creativecommons.org/licenses/by/3.0/] 
12. 
Creative Commons - 
Attribution-NoDerivs 3.0 
Unported [CC BY-ND] 
This license allows for redistribution, commercial and non-commercial, as long as it 
is passed along unchanged and in whole, with credit to you. 
[http://creativecommons.org/licenses/by-nd/3.0/] 
13. 
Creative Commons - 
Attribution-NonCommercial 
3.0 Unported [CC BY-NC] 
This license lets others remix, tweak, and build upon your work non-commercially, 
and although their new works must also acknowledge you and be non-commercial, 
they don’t have to license their derivative works on the same terms. 
[http://creativecommons.org/licenses/by-nc/3.0/] 
14. 
Creative Commons - 
Attribution-NonCommercial 
-NoDerivs 3.0 Unported 
[CC BY-NC-ND]  
This license is the most restrictive of our six main licenses, only allowing others to 
download your works and share them with others as long as they credit you, but they 
can’t change them in any way or use them commercially. 
[http://creativecommons.org/licenses/by-nc-nd/3.0/] 
15. 
Creative Commons - 
Attribution-NonCommercial 
-ShareAlike 3.0 Unported 
[CC BY-NC-SA]  
This license lets others remix, tweak, and build upon your work non-commercially, as 
long as they credit you and license their new creations under the identical terms. 
[http://creativecommons.org/licenses/by-nc-sa/3.0/ 
16. 
Creative Commons - 
Attribution-ShareAlike 3.0 
Unported [CC BY-SA 3.0] 
This license lets others remix, tweak, and build upon your work even for commercial 
purposes, as long as they credit you and license their new creations under the 
identical terms. This license is often compared to “copyleft” free and open source 
software licenses. All new works based on yours will carry the same license, so any 
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derivatives will also allow commercial use. This is the license used by Wikipedia, and 
is recommended for materials that would benefit from incorporating content from 
Wikipedia and similarly licensed projects. [http://creativecommons.org/licenses/by-
sa/3.0/] 
Table D-32: MaintenanceFrequencyUnit 
ID 
Value name TR32DB 
(ISO) 
Definition 
1. continual Data is repeatedly and frequently updated. 
2. daily Data is updated each day. 
3. weekly Data is updated on a weekly basis. 
4. fortnightly Data is updated every two weeks. 
5. monthly Data is updated each month. 
6. quarterly Data is updated every three months. 
7. biannually Data is updated twice each year. 
8. annually Data is updated every year. 
9. asNeeded Data is updated as deemed necessary. 
10. irregular Data is updated in intervals that are uneven in duration. 
11. notPlanned There are no plans to update the data. 
12. unknown Frequency of maintenance for the data is not known. 
Table D-33: MeasureLocationTR32* 
ID Value name TR32DB Definition 
1. Wüstebach TR32 measure/model location Wüstebach located in Erkensruhr. 
2. Rollesbroich TR32 measure/model location Rollesbroich located in Kall. 
3. Merken TR32 measure/model location Merken located in Ellebach. 
4. Merzenhausen TR32 measure/model location Merzenhausen located in Ellebach. 
5. Other Other measure location, not listed. 
6. None No measure/model location available. 
7. Laboratory TR32 measure/model location located in the laboratory. 
8. Krauthausen TR32 measure/model location Krauthausen located in Ellebach. 
9. Jülich (reserach centre) TR32 measure/model location Research Centre Jülich located in Ellebach. 
10. Ruraue TR32 measure/model location Ruraue located in Ellebach. 
11. Selhausen TR32 measure/model location Selhausen located in Ellebach. 
Table D-34: MeasureRegionTR32* 
ID Value name TR32DB Definition 
1. Belgium TR32 measure/model region located in Belgium. 
2. C4ModellingArea TR32 measure/model region covering the C4 Modelling Area. 
3. Ellebach TR32 measure/model region located in the sub-catchment Ellebach. 
4. Erkensruhr TR32 measure/model region located in the sub-catchment Erkensruhr. 
5. Germany TR32 measure/model region located in Germany. 
6. Kall TR32 measure/model region located in the sub-catchment Kall. 
7. Laboratory TR32 measure/model region located in the laboratory. 
8. None No TR32 measure/model region available. 
9. North Rhine-Westphalia TR32 measure/model region located in North Rhine Westphalia. 
10. Other Other TR32 measure/model region not listed. 
11. Rhineland-Palatinate TR32 measure/model region located in Rhineland-Palatinate. 
12. RurCatchment TR32 measure/model region located in the catchment of river Rur. 
13. TheNetherlands TR32 measure/model region located in The Netherlands. 
Table D-35: MeasureUnit 
ID 
Value name TR32DB 
(ISO) 
Definition 
1. mm millimetres 
2. cm centimetres 
3. m meters 
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Table D-36: Orientation 
ID Value name TR32DB Definition 
1. Horizontal/Landscape Horizontal/landscape image orientation. 
2. Vertical/Portrait Vertical/portrait image orientation. 
3. Other Other image orientation. 
Table D-37: Phase* 
ID Value name TR32DB Definition 
1. 1 CRC/TR32 funding phase 1 (2007-2010). 
2. 2 CRC/TR32 funding phase 2 (2011-2014). 
Table D-38: PresentationForm 
ID 
Value name TR32DB 
(ISO) 
Definition 
1. documentDigital Digital representation of a primarily textual item (can contain illustrations also). 
2. documentHardcopy Representation of a primarily textual item (can contain illustrations also) on paper, photographic material, or other media. 
3. imageDigital 
Likeness of natural or man-made features, objects, and activities acquired through 
the sensing of visual or any other segment of the electromagnetic spectrum by 
sensors, such as thermal infrared, and high resolution radar and stored in digital 
format. 
4. imageHardcopy 
Likeness of natural or man-made features, objects, and activities acquired through 
the sensing of visual or any other segment of the electromagnetic spectrum by 
sensors, such as thermal infrared, and high resolution radar and reproduced on 
paper, photographic material, or other media for use directly by the human user. 
5. mapDigital Map represented in raster or vector form. 
6. mapHardcopy Map printed on paper, photographic material, or other media for use directly by the human user. 
7. modelDigital Multi-dimensional digital representation of a feature, process, etc. 
8. modelHardcopy 3-dimensional, physical model. 
9. profileDigital Vertical cross-section in digital form. 
10. profileHardcopy Vertical cross-section printed on paper, etc. 
11. tableDigital Digital representation of facts or figures systematically displayed, especially in columns. 
12. tableHardcopy Representation of facts or figures systematically displayed, especially in columns, printed on papers, photographic material, or other media. 
13. videoDigital Digital video recording. 
14. videoHardcopy Video recording on film. 
Table D-39: PresentationType 
ID Value name TR32DB Definition 
1. Keynote Type of presentation is keynote. 
2. Poster Type of presentation is poster. 
3. Talk Type of presentation is talk. 
4. other Type of presentation is other. 




Value name (bibo) Definition 
1. PeerReview peerReviewed A review of the publication was conducted.  









Value name (bibo) Definition 
1. InPrint  Document is in print. 
2. InReview  Document is currently in review process. 
3. Published published Document is published. 
4. Submitted  Document is submitted to journal. 
5. Unpublished unpublished Document is unpublished. 
6. Accepted accepted Document is accepted for publication after peer reviewing. 
7. Draft draft Document is drafted. 
8. Forthcoming forthcoming Document to be published. 
9. Legal legal Legal document. 
10. NonPeerReviewed nonPeerReviewed A document that is not peer reviewed. 
11. PeerReviewed peerReviewed 
The process by which articles are chosen to be included in a 
refereed journal. An editorial board consisting of experts in 
the same field as the author review the article and decide if it 
is authoritative enough for publication. 
12. Rejected rejected Rejected for publication after peer reviewing. 
Table D-42: PublicationType 
ID Value name TR32DB Definition 
1. Article Type of publication is article. 
2. Book Type of publication is book. 
3. BookSection Type of publication is book section or chapter. 
4. EventPaper Type of publication is event paper (conference paper). 
Table D-43: ReferenceSystem 
ID Value name TR32DB Definition incl. ReferenceSystemType 
1. 32632 WGS 84 / UTM zone 32N (World Geodetic System 1984 / UTM zone 32N); Projected CRS 
2. 31466 DHDN / 3-degree Gauss-Kruger zone 2 (Deutsches Hauptdreiecksnetz / 3-degree Gauss-Kruger zone 2); Projected CRS 
3. 28992 Amersfoort / RD New (Amersfoort / RD New); Projected CRS 
4. 4326 WGS 84 (World Geodetic System 1984); Geodetic CRS 
5. 4258 ETRS89 (European Terrestrial Reference System 1989); Geodetic CRS 
6. 25832 ETRS89 / UTM zone 32N (European Terrestrial Reference System 1989 / UTM zone 32N) 
7. 32631 WGS 84 / UTM zone 31N (World Geodetic System 1984 / UTM zone 31N); Projected CRS 
8. 5783 DHHN92 height (Deutsches Haupthoehennetz 1992); Vertical CRS 
9. 5621 EVRF2007 (European Vertical Reference Frame 2007); Vertical CRS 
10. 31467 DHDN / 3-degree Gauss-Krüger zone 3 (Deutsches Hauptdreiecksnetz / 3-degree Gauss-Krüger zone 2); Projected CRS 
Table D-44: ReferenceSystemType 
ID Value name TR32DB Definition 
1. Projected CRS Projected coordinate reference system. 
2. Geodetic CRS Geodetic coordinate reference system (geographic 2D). 
3. Geodetic CRS Geodetic coordinate reference system (geographic 3D). 
4. Geodetic CRS Geodetic coordinate reference system (geocentric). 
5. Vertical CRS Vertical coordinate reference system. 
6. Engineering CRS Engineering coordinate reference system. 













1. IsReferencedBy IsCitedBy 
This property describes the relationship between a resource and another resource 
that points to the described resource by citation, acknowledgement, etc (e.g. the 
described resource is a book cited in an article, or a play pointed to in an interview, 
etc.). For the reciprocal statement use references. 
Indicates that the related resource includes the described resource in a citation. 
2. References Cites 
This property describes the relationship between the described resource and another 
resource that is cited, referenced, or otherwise pointed to by the described resource 
(e.g. the described resource is an article citing a book, or an interview pointing to a 
play). For the reciprocal statement use isReferencedBy. 
Indicates that the described resource includes the related resource in a citation. 
3.  IsSupplementTo Indicated that the described resource is a supplement to the related resource. 
4.  IsSupplementedBy Indicated that the related resource is a supplement to the described resource. 
5.  IsContinuedBy 
Indicates that the described resource is continued by the work of the related 
resource. 
6.  Continues Indicates that the related resource is a continuation of the work of the described resource. 
7. IsVersionOf  
This property describes the relationship between the described resource and another 
resource that is a former version, edition or adaptation of the described resource 
(e.g. the described resource is the revision of a book, or another recording of a song, 
etc.). Another version implies changes in the content of a resource. For resources 
with different formats use isFormatOf. For the reciprocal statement use hasVersion. 
8. IsPartOf  
This property describes the relationship between the described resource and another 
resource of which the described resource is a physical or logical part (e.g. a painting 
as part of a collection, an article as part of a journal, etc.). The described resource is 
like a "child" in a hierarchical or "parent/child" relationship. For the reciprocal 
statement use hasPart. 
9. HasPart  
This property describes the relationship between the described resource and another 
resource which is a physical or logical part of the described resource (e.g. the 
described resource is a collection of paintings, or a journal with different articles, 
etc.). The described resource is like the "parent" in a hierarchical or "parent/child" 
relationship. For the reciprocal statement use isPartOf.  
10.  IsDocumentedBy 
Indicates that the related resource is a documentation about/explaining the 
described resource. 
11.  Documents Indicates that the described resource is a documentation about/explaining the related resource. 
12.  IsCompiledBy 
Indicates that the related resource is used to compile or create the described 
resource. 
13.  Compiles Indicates that the related resource is the result of a compile or creation event using the described resource. 
14.  IsVariantFormOf 
Indicates that the described resource is a variant of different form of related 
resource, e.g. calculated or calibrated form of different packaging. 
15.  IsOriginalFormOf Indicates that the described resource is the original form of the related resource. 
16.  IsPreviousVersionOf Indicates that the described resource is a previous edition of the related resource. 
17. HasVersion  
This property describes the relationship between the described property and another 
property that is a later version, edition or adaptation of the described resource (e.g. 
the described resource is the older version of a revised book, or of a song, etc.). 
Another version implies changes in the content of a resource. For resources with 
different formats use hasFormat. For the reciprocal statement use isVersionOf.  
18. IsFormatOf  
This property describes the relationship between the described resource and another 
resource that is a former version of the described resource with the same intellectual 
content but presented in another format (e.g. the described resource is the microfilm 
version of a printed book or the pdf version of a doc document). For intellectual 
changes between resources use isVersonOf. For the reciprocal statement use 
hasFormat.  
19. HasFormat  
This property describes the relationship between the described resource and another 
resource that is a later version of the described resource with the same intellectual 
content but presented in another format (e.g. the described resource is a printed 
book that is also available as a microfilm, or a doc document that is also available as 
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pdf). For intellectual changes between resources use hasVersion. For the reciprocal 
statement use isFormatOf. 
20. Replaces  
This property describes the relationship between the described resource and another 
resource that has been supplanted, displaced or superseded by the described 
resource. It is used for the valid version in chain of versions (e.g. the described 
resource is the last draft of a contract, or the current version of guidelines). For the 
reciprocal statement use isReplacedBy.  
21. IsReplacedBy  
This property describes the relationship between the described resource and another 
resource, that supplants, displaces or supersedes the described resource. It is used, 
when in chain of versions only one version is valid (e.g. the described resource is one 
of the former drafts of a contract, or a former version of guidelines). For the 
reciprocal statement use replaces. 
22. Requires  
This property describes the relationship between the described resource and another 
resource supporting the function, delivery or coherence of the content of the 
described resource (e.g. the described resource is an application that can be used 
only with a particular software, or hardware). For the reciprocal statement use 
isRequiredBy. 
23. IsRequiredBy  
The described resource is necessary for the function, delivery or coherence of the 
content of the resource the property references to (e.g. the described resource is a 
software or hardware necessary to use a particular application). For the reciprocal 
statement use requires. 
24. ConformsTo  
This property describes the relationship between a resource and an established 
standard, to which the described resource conforms (e.g. a metadata record that 
conforms to the RDA standard, or a pipe that conforms to ISO 3183, etc.). 
Table D-46: ReportType 
ID Value name TR32DB Definition 
1. Booklet Report type is booklet. 
2. BookReview Report type is book review. 
3. ConferenceReview Report type is conference review. 
4. Glossary Report type is glossary. 
5. Minutes Report type is minutes. 
6. OnlineTutorial Report type is online tutorial. 
7. Other Report type is other. 
8. PhDReport Report type is PhD report. 
9. Policy Report type is guideline. 
10. Guideline Report type is guideline. 
11. Presentation Report type is presentation. 
12. DiplomaThesis Report type is an unpublished/unpublished Diploma thesis. 
13. MasterThesis Report type is an unpublished/unpublished Master’s thesis. 
14. BachelorThesis Report type is an unpublished/unpublished Bachelor’s thesis. 
15. PhDThesis Report type is an unpublished/unpublished PhDs thesis. 
16. WorkshopReview Report type is workshop review. 
Table D-47: ResolutionDistanceUnit 
ID Value name TR32DB Definition 
1. µm Micrometres 
2. mm Millimetres 
3. cm Centimetres 
4. dm Decimetres 
5. m Metres 
6. km Kilometres 





Table D-48: RoleType 
ID 
Value name TR32DB 
(ISO, INSPIRE) 
Definition 
1. ResourceProvider Party that supplies the resource. 
2. Custodian Party that accepts accountability and responsibility for the data and ensures appropriate care and maintenance of the resource. 
3. Owner Party that owns the resource. 
4. User Party who uses the resource. 
5. Distributor Party who distributes the resource. 
6. Originator Party who created the resource. 
7. PointOfContact Party who can be contacted for acquiring knowledge about or acquisition of the resource. 
8. PrincipalInvestigator Key party responsible for gathering information and conducting research. 
9. Processor Party who has processed the data in a manner such that the resource has been modified. 
10. Publisher Party who published the resource. 
11. Author Party who authored the resource. 








1. attribute Dataset Information applies to the attribute class. 
2. attributeType Dataset Information applies to the characteristic of a feature. 
3. collectionHardware Dataset Information applies to the collection hardware class. 
4. collectionSession Event Information applies to the collection session. 
5. dataset Dataset Applies to the dataset. 
6. series Collection Applies to the series. 
7. nonGeographicDataset Dataset Information applies to non-geographic data. 
8. dimensionGroup Dataset Information applies to a dimension group. 
9. featureInformation Dataset Applies to a feature. 
10. featureType Dataset Information applies to a feature type. 
11. propertyType Dataset Information applies to a property type. 
12. fieldSession Dataset Information applies to a field session. 
13. software Software Information applies to a computer program or routine. 
14. service Service 
Information applies to a capability which a service provider entity makes available 
to a service user entity through a set of interfaces that define a behaviour, such as a 
use case. 
15. model Dataset Information applies to a copy or imitation of an existing or hypothetical object. 
16. tile Dataset Information applies to a tile, a spatial subset of geographic data. 
Table D-50: SizeType 
ID Value name TR32DB Definition 
1. DataPoints The amount of data points within a dataset. 
2. Datasets The amount of datasets contained in a dataset. 
3. Experiments The mount of experiments described or contained in the dataset. 
4. Numbers The amount of numbers describing the dataset. 
5. Pages The amount of pages contained in the dataset. 





Table D-51: SpatialRepresentationType 
ID 
Value name TR32DB 
(ISO) 
Definition 
1. vector Vector data is used to represent geographic data 
2. grid Grid / raster data is used to represent geographic data 
3. textTable Textual or tabular data is used to represent geographic data 
4. tin Triangulated irregular network 
5. stereoModel Three-dimensional view formed by the intersecting homologous rays of an overlapping pair of images 
6. video Scene from a video recording 
Table D-52: SubjectScheme 
ID Value name TR32DB Definition 
1. GEMET - Concepts 
Title: GEMET - Concepts, version 3.1 
publication date: 2012-07-20 
URL: http://www.eionet.europa.eu/gemet/alphabetic?langcode=en 
KeywordTypeCode: theme 
2. GEMET - INSPIRE themes 
Title: GEMET - INSPIRE themes, version 1.0 




Dewey Decimal Classification 
URL: http://dewey.info/ 
KeywordTypeCode: theme 
Table D-53: TemporalFrequencyUnit 
ID Value name TR32DB Definition 
1. day/s Measure frequency per day/s. 
2. hour/s Measure frequency per hour/s. 
3. Hz Measure frequency per hertz. 
4. MHz Measure frequency per megahertz. 
5. minute/s Measure frequency per minute/s. 
6. month/s Measure frequency per month/s. 
7. other Other frequency, not listed. 
8. second/s Measure frequency per second/s. 
9. week/s Measure frequency per week/s. 
10. year/s Measure frequency per year/s. 











1. mainTitle    Main title of the dataset. 
2. alternativeTitle alternative alternativeTitle alternateTitle Alternative title of the dataset. 
3. subtitle  subtitle  Subtitle of the dataset. 
4. translatedTitle  translatedTitle  Translated title of the dataset. 
Table D-55: TR32MetaDataType 
ID Value name TR32DB Definition 
1. data Data type data. 
2. geodata Data type geodata. 
3. picture Data type picture. 
4. presentation Data type presentation. 
5. publication Data type publication. 
6. report Data type report. 







1. A1 Pore structure, moisture, and water transport in soil by NMR 
2. A2 Characterization of flow and transport properties of unsaturated soils using non-invasive methods and numerical modeling at the µm to dm scale 
3. A3 Inverse modeling of soil hydraulic property patterns from non-invasive electrical measurements 
4. A4 Multiphase flow simulations coupled to NMR and SIP signatures in reconstructed natural porous media using Lattice Boltzmann methods 
5. B1 Characterizing spatio-temporal patterns of water and C-fluxes at field-scale 
6. B3 Spatial and temporal patterns of soil carbon pools - a MIR-spectroscopic approach 
7. B4 Upscaling of local C02, water and heat fluxes to the field scale from observed spatio-temporal patterns using an integrative 3-D mechanistic process model 
8. B5 Modeling the spatio-temporal variability of crop and cropping system processes under heterogeneous field conditions 
9. B6 Soil moisture content estimation by inverting surface and horizontal borehole GPR data 
10. C1 Spatio-temporal variability of catchment properties and their effect on water, solute, and CO2 fluxes from the micro to the mesoscale 
11. C2 Analysis of temporal and spatial structures of soil moisture by integrating remote sensing and process based modeling 
12. C3 Scale–consistent two-way coupling of land-surface and atmospheric models 
13. C4 Process-based modeling of regional water and energy fluxes taking into account multi-sensor and multi-scale observation patterns 
14. C6 Process-based modeling of regional water and energy fluxes taking into account multi-sensor and multi-scale observation patterns 
15. D1 Modeling of time-space patterns of energy and mass fluxes over heterogeneous land surfaces with special consideration of CO2 and H2O 
16. D2 Experimental study of spatio-temporal structures in atmosphere-land surface energy, water and CO2 exchange 
17. D3 CO2 and water flux estimation by fourdimensional variational assimilation of in situ & RS data 
18. D5 A high-resolution multi-scale space-time precipitation model from direct measurements & RS 
19. D6 Large-Eddy Simulation of Atmosphere and Land Interactions over Heterogeneous Surfaces 
20. D7 Influence of subsurface hydrodynamics on the lower atmosphere at the catchment scale 
21. D8 High resolution parallel simulation of variably saturated flow with adaptive mesh refinement 
22. Z1/INF Project Database and Data Management 
23. Z2 SFB/TR32 Central Services, Administration and Coordination 
24. Z3 Measurement Support and Data Processing 
25. Z4 Model Development and Maintenance Services 
26. Z5-IRTG Integrated Research Training Group (IRTG) 





1. atmosphere Data related to the topic atmosphere. 
2. land use  Data related to the topic land use. 
3. other Other topic, not listed. 
4. remote sensing  Data related to the topic remote sensing. 
5. soil  Data related to the topic soil. 
6. topography Data related to the topic topography. 
7. vegetation Data related to the topic vegetation. 





1. V25 Website and Metadata Version 2.5 
2. V26 Website and Metadata Version 2.6 
3. V30 Website and Metadata Version 3.0 
4. V31 Website and Metadata Version 3.1 
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