Abstract -In this paper, particle swarm optimization algorithm in a continuous search space is implemented to generate a set of DNA words. A single swarm with 20 particles is used to find the best solution (gbest). Here, each particle has a number of sub-particles which is referred as the number of sequences to be designed. Overall, the particle which has the optimum fitness value is considered as the best solution. Fitness value of a particle is computed from the average value of all the applied objective functions. The solution obtained from this algorithm is found to be better as compared with other approaches. Furthermore, it has a fast convergence towards the optimum fitness value.
INTRODUCTION
According to Adleman [1] , who pioneered a research work on molecular computing to solve Hamiltonian path problem in 1994, the achievement of molecular computing highly relies on the DNA strands used during its in vitro experiments. This motivated and contributed to a wide range of idea in designing DNA sequences. However, the designed oligonucleotides ought to minimize several design criteria or objectives concurrently. Therefore, DNA words designing is a complex multi-objective constrained optimization assignment. In 1995, Eberhart and Kennedy [2] , [3] introduced a well known optimization technique called particle swarm optimization (PSO). The technique was inspired by the nature concepts of bird flocking and fish schooling. PSO is a great optimization approach. In this paper, an enhanced continuous particle swarm optimization (CPSO) algorithm is proposed for generating the DNA sequences. 
II. DESIGN REQUIREMENTS
Some combinatorial constraints act as the main role in designing a good series of DNA molecules for molecular computation. The designed sequences should be as unique as possible, thermodynamically stable, non-self hybridized, non-cross hybridized with others and have good chemical properties. In this research, four objective functions and two constraints are being considered. The objective functions are H-measure, similarity, hairpin and continuity, while the two constraints are melting temperature and GC-content. A good set of designed DNA oligonucleotides must optimize all the aforementioned functions simultaneously. H-measure calculates the possible number of hybridizing molecules among all the designed sequences in an anti-parallel direction. Similarity calculates the number of identical molecules between other sequences in a parallel direction. Hairpin computes the possibility of self hybridization of a DNA string. Continuity calculates the occurrence of similar molecules in a strand as it weakens the strands stability. The calculations of the objective functions are in accordance with Shin et al. [4] and several parameter values, as exhibited in Table I Melting temperature is the temperature at which half of a double stranded DNA starts to break into its single stranded form. In this paper, parameters from unified SantaLucia [5] nearest neighbor model are used. The computation for melting temperature is as in (1), (1) where ΔH and ΔS are the enthalpy and entropy changes during annealing reactions. C T and Na + represent DNA strand concentrations and sodium concentrations. The Boltzmann constant, R is 1.987 cal/mol °C. The strand concentrations for self complementary strands are 10 nMol and 10/4 nMol for non-self complementary strands. Meanwhile, the sodium concentrations for self complementary strands are 1 Mol and 1/20 Mol for nonself complementary strands. GC-content is a percentage calculation of the number of molecules C or G present in a string. The calculation of GC-content is shown in (2), (2) where X A , X G , X C and X T are the total number of molecules A, G, C and T respectively present in a DNA strand.
III. A METHODOLOGICAL OVERVIEW OF CPSO ALGORITHM APPLIED IN DNA WORDS DESIGNING
In this research, a multi-objective CPSO algorithm is implemented into a single swarm optimization approach for designing a library of DNA sequences. A set of seven DNA sequences are produced utilizing a swarm consisting of 20 particles. Each particle has seven subparticles that represents the designed DNA strands. A detail flow chart of the CPSO algorithm is depicted in Fig. 1 . From the flow chart, the CPSO algorithm can be summarized as follows:
At this phase, the pbest and gbest fitness values are initialized. The velocities and positions of all sub-particles in each particle are also been initialized. In order for the sub-particles to be motionless, the velocities are fixed to zero. The positions of sub-particles are in random continuous values. The position values vary within a range of 0 to 4 L -1, where L is the length of each sequence.
• Step 2 (Fitness calculations) At each iteration, the fitness values for all particles are computed. The fitness values for each particle, f DNA are the average values of all objective functions for every DNA strings in a particle. It is calculated using a weighted sum method as shown in (3),
where f i are the total objective functions of all sequences in a particle for each i ∈ {H-measure, similarity, hairpin, continuity}, ω i are weights for each f i and N is the number of designed sequences.
In this case, the values of weights are fixed as one for all the aforementioned functions. The fitness computations are subjected to melting temperature and GC-content constraints.
• Step 3 (Updating pbest and gbest)
Comparisons and updating are made between the newly obtained fitness values and the earlier pbest and gbest values to find the optimized solution. The pbest values are the minimum fitness values for every particle. It is only been updated when a particle has reached a lower fitness value than its previous pbest value. Meanwhile, the gbest value is the minimum value among all pbest values in a swarm. When there is a better pbest value compared to the earlier gbest value, it will be updated as the new gbest fitness value of the swarm.
• Step 4 (Stopping condition) At this stage, the algorithm checked if the stopping conditions are achieved. The stopping criterion for this algorithm is the maximum number of iterations. The algorithm stopped if the maximum number of iterations is reached otherwise it continued updating velocities and positions of all sub-particles in every particle.
• Step 5 (Updating velocity and position)
In this algorithm, the velocities are been updated primarily followed by the positions updating for each subparticles. This is in contrast to the updating manner proposed by Khalid et al. [6] . In [6] , all the positions are updated and then pursued by the velocities updating.
The velocities and positions of all sub-particles are updated based on (4) and (5). The inertia weight, ω decreases linearly between ω max and ω min using (6) .
where, V ij k + 1 and X ij k are the velocity and position of jth sub-particle of the ith particle at kth iteration respectively. r 1 and r 2 are random numbers between the interval [0, 1]. c 1 , c 2 are the acceleration coefficients. ω max and ω min are maximum and minimum inertia weight values respectively. Current iteration and maximum number of iterations are represented by k and k max respectively. The time step, Δt is usually set to be one.
The continuous values of positions of each subparticle are converted into a series of binary data that is twice the length of required sequences. The series are then encoded as DNA words by representing DNA letters "A", "C", "G" and "T" as "00", "01", "10" and "11" respectively. Later, the fitness values are calculated for each particle using the encoded DNA strands. The procedures continued until the stopping criterion is satisfied. The PSO parameter values used in the algorithm are shown in Table II.   TABLE II. PSO
PARAMETER VALUES APPLIED IN CPSO ALGORITHM

Parameters Values
Maximum inertia weight, ωmax 0.9
Minimum inertia weight, ωmin 0.4
Cognitive coefficient, c1
Random values: r1, r2
IV. RESULTS AND DISCUSSIONS
The CPSO algorithm is executed until it reached a maximum number of 1000 iterations. The designed oligonucleotides are constrained within a range of 30 -80 percent of GC-content and 30 -80 degree Celsius of melting temperature. A set of seven DNA oligonucleotides obtained from this algorithm is shown in Table III . The convergence curve of CPSO algorithm is depicted in Fig. 2 . Meanwhile, the convergence curve obtained from a previous continuous PSO [6] algorithm is shown in Fig. 3 . By comparing both convergence patterns illustrated in Fig. 2 and Fig. 3 , it is observed that CPSO algorithm converges much faster than the PSO [6] algorithm. However no further comparisons could be made with the results obtained by Khalid et al. [6] due to inadequate results showed in it. Table IV portrays the DNA words obtained from the CPSO algorithm in comparison with other approaches such as genetic algorithm (GA) by Deaton et al. [7] , NACST/Seq by Shin et al. [4] and multi-objective PSO (MOPSO) by Zhou et al. [8] . Also, a graphical comparison is illustrated in Fig.  4 based on the results indicated in Table IV . The DNA library attained using CPSO algorithm has the lowest values of H-measure and similarity as well as a slightly higher values of continuity and hairpin compared with the other three methods. Nevertheless, it has achieved an overall smallest total fitness level among all. Hence, the proposed CPSO algorithm is proven to be more reliable, performs better optimization of DNA words and most importantly has rapid convergence property. 
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Figure 4. A graphical comparison of fitness levels for DNA words achieved by GA, NACST/Seq, MOPSO and CPSO algorithms.
V. CONCLUSIONS
In this paper, it has been shown that the DNA library generated using the CPSO algorithm has successfully optimized the four objective functions that has been defined simultaneously. From the results obtained, the CPSO algorithm also shows that it performs better as compared to other previous approaches. Further research will be conducted for this DNA words based design by adopting a discrete search space into PSO algorithm.
