Estimation of the bivariate survival function from censored data is considered. The product integral representation of univariate survival functions (Aalen and Johansen (1978)) is generalized to the bivariate case and used to determine identifiability of the survival function of the partially observed data. A bivariate analogue of the KaplanMeier (1958) estimate is introduced and its almost sure consistency is studied. Extensions to the general multivariate case are sketched.
1. Introduction. Survival and reliability studies often involve observations on paired individuals subject to censoring. Let T = (T1, T2) be a pair of nonnegative random variables (rv). The variables T1 and T2 are thought of as survival or failure times and may represent lifetimes of manried couples, times from initiation of a treatment until first response in two successive courses of a treatment in the same patient, etc. Under bivariate right censoring, the observable variables are given by Y = (Y1, Y2) and 8 = (81' 82), where Yi = min(Ti, Z) and Bi = I(Ti = Yi). Here Z = (Z1, Z2) is a pair of fixed or random censoring times thought to represent times to withdrawals from the study. We refer to Clayton (1978) , Hanley and Parnes (1983) , Campbell (1981) and Clayton and Cuzick (1985) for examples of this type of censoring mechanism.
Two problems are addressed in this paper. Firstly, we discuss conditions which ensure identifiability of the underlying joint survival function of the partially observable failure times. In the univariate case Aalen and Johansen (1978) and Gill and Johansen (1987) show that the survival function can be expressed as a product integral of the cumulative hazard function. A similar representation is available in the bivariate case for a suitably defined bivariate cumulative hazard function. The latter is a vector function representing cumulative hazards corresponding to "single" and "double" failures. Under the assumption of independence of the failure and censoring times, the bivariate cumulative hazard and the associated bivariate survival function can be easily expressed in terms of the joint distribution function of the observable variables.
Further, we consider estimation of the survival function of the censored failure times. Our estimation procedure rests on the natural "substitution principle", i.e. the estimate is based on the sample counterpart of the product integral. We refer to it as a bivariate Kaplan-Meier estimate. The name seems to be justified since apart from its product integral form, the marginals are given by the univariate Kaplan-Meier (1958) estimates and in the absence of censoring, the estimator reduces to the usual empirical survival function. The almost sure consistency of the bivariate Kaplan-Meier estimate is established.
The relevance of identifiability questions in inference problems related to competing risks models has been raised by many authors, see Tsiatis (1975) and Peterson (1975) for instance. In the context of estimation of the bivariate survival function from censored data, this problem was considered by Langberg and Shaked (1982) . The authors suggested looking at P(T1 > s, T2 > t) = A(s,t) B(t) where A(s,t) = P(T1 > s I T2> t) and B(t) = P(T2> t), and applying the product integral representation of univariate survival functions to the terms A and B separately.
Properties of the corresponding estimator of the survival function were developed by Campbell and Foldes (1982) , Campbell (1982) , Horvath (1983) , Burke (1984) , Lo and Wang (1986) and Horvith and Yandell (1986) , among others. The estimator suffers from various drawbacks, in particular it is not a proper survival function since it is not monotone in each of its coordinates, it does not reduce to the usual empirical survival function in the case of uncensored data and is dependent on the selected path and ordering of the components. Ruymgaart (1987) considered estimation of the related cumulative hazard function. Tsai et al. (1986) suggested an estimation procedure which involves estimation of conditional survival functions using Beran's (1981) Campbell (1981) , Hanley and Parnes (1983) and Mufnoz (1980) studied nonparametric MLE estimation using Efron's (1967) self-consistency algorithm and EM algorithm of Dempster, Laird and Rubin (1977) . The 
where Ac is the continuous component of A, the product is taken over the discontinuity points of F and A (Au) = A (u) -A (u-) denotes the size of the jump at time u. This is the well known representation of univariate survival functions, we refer to Peterson (1977) , Gill (1980) , Beran (1981) and Wellner (1985) for its derivations. Aalen and Johansen (1978) and Gill and Johansen (1987) show that (2.1) can be written as a product integral While various proofs of (2.1) seem to be available, the following simple argument will be useful in the sequel. For t e [0, t] such that F(C) >0, we have F(t) = exp(A(t)), where A(t) = log F(t). By the Jordan decomposition of functions of bounded variation, Specifically, Ad (t)= -XAd (Au) = X log( F(u) / F(u-)) u5t Ust -l; log (1 -A (Au)) where the sum is taken over the discontinuity points of F, and
Bivariate survival times. Let T = (T1, T2) be a pair of nonnegative rv's defined on a probability space (Q, F, P) and let F(s,t) = P(T1 > s, T2 > t) be the corresponding joint survival function. 
h-+o h 2 Thus kll (s,t) represents the instantaneous rate of a "double failure" at point (s,t), given that. the individuals were alive at times T1 = s-and T2 = t-. Further Xlo (s,t) represents the rate of a "single failure" at time s given that the first individual was alive at time T1 = s-and the second survived beyond time T2 = t. The meaning of 01 (s,t) is analogous.
We next give the representation of the bivariate survival function F(s,t) in terms of the bivariate hazard function A (s,t). Set A(s,t) = log F(s,t). Then for
We exploit the Jordan decomposition of A(s,t). For (s,t) e [0,t1] x[0,t2], F(11,t2)>0, the function A(s,t) = logF(s,t) is a function of bounded variation in the sense of Vitali -5 -and Hardy and Krause. We refer to Hildebrandt (1963, Ch. 3) and Clarkson and Adams (1933) 
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explicit form of this decomposition. The following identities
Consider the purely discrete part first. By (2.2), we have
Further, using (2.2) again 
and after some algebra
Substitution of these expressions into the right-hand side of (2.7) and a little algebra gives an alternative proof of Proposition 2.1.
2.3. Extensions to the multivariate case. We consider now the general multivariate case. Since the notation is cumbersome, we merely sketch the main points.
Let T = (T1,--, TO) be a nonnegative rv defined on some probability space (Q,F, P) and let F(tl, * * . , tk) = P(T1 > ,t . * * , Tk> tk) be the corresponding survival function. We define first the k-variate cumulative hazard function. Roughly speaking, this is the collection of 2k-1 functions representing the instantaneous risk of all possible "q-tuple failures", q = l...k of components ml, ... , mq at times tM * ,tlq given that they were alive at times tml -, * * * , t, -and that the remaining components survived beyond times tm, me (l,...,k)-(ml,,.. , mqn . More precisely, let J be the collection of all zero-one sequences (j) = (i,,* *Jik) such that Iji*O. By a k-variate cumulative hazard function we mean a triangular arTay A (t1l, * I tk) =-Aq(j)(t1,... , tk): q=l,...,k, (j)eJ, Yjm=q) consisting of k rows with k elements in the q-th row, q= l,...,k. For (j) e J such that ;jm =q and ji, =...= jiq = 1, the function Aqoj) is defined by AqO() *-stJl dtji-tjl+1s t* * *,j-1,) dtji, tji+1,)..tk) 3. Estimation of the bivariate survival function from censored data. We assume now that the data are censored and consider the identifiability question first. The failure times T= (T1, T2) and censoring times Z= (Z1, Z2) are defined on a common probability space (Q, F, P) and the respective joint survival functions are denoted by F(s,t) and G(s,t). The observable rv's are given by Y = (Y1, Y2) and 6= (81) 62), where Yi = min(Ti, Zi) and 8i = I(Ti = Yi), i = 1,2.
By Proposition 2.1, the identifiability of F(s,t) will follow if we can show that the bivariate hazard function A (s,t) can be expressed in terms of the joint distribution function of Y and 6. Set H(s,t) = P(Y1 > s, Y2 > t), K1 (s,t) = P(Y1 > s, Y2 > t,61 = 1, 82 = 1), K2 (s,t)= P(Y1 > s, Y2 > t, 61 = 1) and K3 (s,t) = P(Y1 > s, Y2 > t,62 = 1). Assume A. T = (T1, T2) and Z = (Z1, Z2) are independent.
Assumption A is sufficient to ensure identifiability of F on the support of H. Indeed, for (s,t) such that H(s,t) > 0, we have H(s,t) = G(s,t) F(s,t), K1 (ds, dt) = G(s-, t-) F(ds, dt), K2 (ds, t) = G(s-, t) F(ds, t) and K3 (s, dt) = G(s, t-) F(s, dt) so that
Suppose now that Yi = (Yli, Y2i), 8i= (81i, 62i), i= l,...,n is an iid sample, each (Yi,g i) having the same distribution as (Y, 6). To estimate the survival function F of the partially observable survival times, define H(s,t) = n-1 £I(Yli> s, Y2i>t) K1 (s,t) = n-1 I(Y1H>s,Y2i>t,61i= l62i= 1) K2(s,t) = n711I(Y1i>s,Y2i>t,81i=1) K3 (s,t) = n 1XI(Y1i> s,Y2i>t, 82i= 1).
Further, let A (s,t) = (Alo (s,t), AO0 (s,t), All (s,t)) be an estimator of the bivariate cumu- The marginals of F (s, t) are given by the univariate Kaplan-Meier estimates. In the absence of censoring F (s, t) reduces to the -usual empirical survival function. This can be verified by noting that the empirical survival function is purely discrete and by carrying the same calculation as in (2.3). A referee pointed out that in the presence of censoring F (s, t) may fail to be monotone. As an example consider points (Yli, Y2i, lig, 52i) , i = 1, * * * , 4 given by (.51, .02, 1, 1), (.68, .68, 1, 1) (.11, .62, 1, 0) (.24, .24, 0, 0 (u, v>EE3 . Here the sums extend over u <tl, v -c2 such that (u,v) E E4. Furthermore, L1(Au, Av) = All(Au,Av)/{(1-Alo(Au,v-))(1-Aol(u-,Av))} L2(Au,Av) = Alo(Au,v-)Aol (u-,Av)/ ((1 -Alo (Au, v-)) (1-Aol (u-,Av))I}.
The terms L1 and L2 are defined by replacing All, Al0 and AO0 by their sample counterparts in L1 and L2. Here all the sums are taken over 0 < u < 1, 0 < v < C2 such that (u,v) e E4. Lemma 4.3 implies that this bound converges almost surely to zero. Acknowledgement. I thank Richard Gill and the referees for their comments.
