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Razmerje tveganj in razmerje obetov
Povzetek
Razmerje tveganj in razmerje obetov sta dve meri, ki ju pogosto srecˇujemo v medi-
cini, ko zˇelimo ovrednotiti vpliv dejavnika izpostavljenosti na binarni izid. V delu
diplomskega seminarja obe meri definiram, predstavim njune lastnosti in se nato po-
svetim ocenjevanju. Cˇe nadzor nad vplivom motecˇih dejavnikov pri samem procesu
vzorcˇenja ni mogocˇ, kar se skoraj gotovo zgodi pri opazovalnih raziskavah, moramo
njihov ucˇinek uposˇtevati v statisticˇni analizi. To navadno storimo z uporabo re-
gresijskih modelov in posledicˇno se v jedru dela osredotocˇim na osnovno teorijo po-
splosˇenih linearnih modelov, ki je potrebna za ocenjevanje obeh mer. Ko ocenjujemo
razmerje obetov, je izbira logisticˇnega modela samoumevna. Zˇal pa za ocenjevanje
razmerja tveganj nimamo modela, ki bi imel tako lepe matematicˇne lastnosti, kot
jih ima logisticˇni model za razmerje obetov. A vendar, ker je razmerje tveganj tista
mera, ki jo v praksi zˇelimo oceniti, je bilo v zadnjih desetletjih veliko truda vlozˇenega
v iskanje najustreznejˇsega pristopa za ocenjevanje te mere. Dva najbolj uporabljena
pristopa za ocenjevanje sta log-binomska regresija in Poissonova regresija. V drugem
delu diplomskega dela prvi model na kratko omenim, vecˇjo pozornost pa namenim
slednjemu.
Risk ratio and odds ratio
Abstract
Risk ratio and odds ratio are two measures that are often encountered in medicine
when we are evaluating the impact of an exposure factor on binary outcome. This
thesis contains definitions, properties and methods for estimating both measures.
If control over the influence of confounding factors is not possible in the sampling
process itself, which almost certainly happens in observational research, their effect
must be taken into account in the statistical analysis. This is usually done using
regression models, and consequently, in the core of the work, I concentrate on the
basic theory of generalized linear models, which is necessary for estimating both
measures. When estimating odds ratio, the choice of a logistic model is self-evident.
Unfortunately, there is no model for estimating risk ratio that is as mathematically
perfect as logistic model is for estimating odds ratio. However, since risk ratio is
usually the parameter of primary interest, a lot of effort has been invested in finding
the most appropriate approach to estimating it. The two most common approaches
to estimating risk ratio are log-binomial regression and Poisson regression. In the
second part of this thesis the former model is briefly mentioned, while the latter is
described in greater detail.
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logisticˇna regresija, Poissonova regresija
Keywords: risk ratio, odds ratio, generalized linear models, logistic regression,
Poisson regression
1. Uvod
Pogosto se v medicini izvajajo raziskave, s katerimi skusˇamo oceniti, kako izposta-
vljenost dejavniku tveganja vpliva na binarni izid. Izid oziroma preucˇevan dogodek
torej lahko predstavimo z binarno spremenljivko: osebek prezˇivi ali ne prezˇivi, ima
ali nima prekomerne telesne tezˇe, zdravljenje je uspesˇno ali ne. Za kvantifikacijo mocˇi
povezave med izpostavljenostjo in izidom uporabljamo razlicˇne mere mocˇi ucˇinka.
1.1. Razmerje tveganj in razmerje obetov
1.1.1. Razmerje tveganj
Velikokrat je mera, ki jo v medicinskih raziskavah skusˇamo oceniti, razmerje tve-
ganj. Pri pojasnjevanju vpliva izpostavljenosti dejavniku tveganja na izid med sabo
primerjamo verjetnosti izpostavljene in neizpostavljene skupine, da se preucˇevan do-
godek zgodi. Za ti verjetnosti se uporablja izraz tveganje, cˇeprav uporaba termina
ni omejena le na sˇkodljive izide. Razmerje tveganj je kolicˇnik teh dveh tveganj. Nje-
gova vrednost nam poda informacijo, ali dejavnik tveganja povecˇuje ali zmanjˇsuje
tveganje ter kako mocˇan je vpliv izpostavljenosti.
Zapisano v matematicˇnem jeziku, dejavnik tveganja predstavimo z Bernoullijevo
spremenljivko X, kjer dodelimo vrednost 1 izpostavljeni in 0 neizpostavljeni sku-
pini. Podobno modeliramo izid z Bernoullijevo spremenljivko Y . Zanima nas po-
gojna verjetnost Y v odvisnosti od X.
Y |X ∼ Ber(π(X))
Tedaj tveganje posamezne skupine razumemo kot verjetnost uspesˇnega izida, kjer
je:
- tveganje izpostavljene skupine: π1 ··= π(1) = P (Y = 1|X = 1),
- tveganje neizpostavljene skupine: π0 ··= π(0) = P (Y = 1|X = 0).
Razmerje tveganj je definirano kot
RR ··= π1
π0
,
kjer oznaka RR predstavlja kratico za risk ratio, kar je anglesˇki prevod razmerja
tveganj.
Interpretacija vrednosti je:
- RR > 1: izpostavljenost povecˇuje tveganje,
- RR < 1: izpostavljenost znizˇuje tveganje,
- RR = 1: izpostavljenost nima vpliva na tveganje.
1.1.2. Razmerje obetov
Druga mera mocˇi ucˇinka, ki se prav tako pogosto pojavlja, je razmerje obetov.
Gre za podoben koncept, kot je razmerje tveganj, le da imamo namesto s tveganji
opravka z obeti.
Obet dogodka je definiran kot kolicˇnik verjetnosti dogodka in verjetnosti naspro-
tnega dogodka. Obeta skupin iz prejˇsnjega odstavka sta:
- obet izpostavljene skupine: Ω1 ··= π1/(1− π1),
- obet neizpostavljene skupine: Ω0 ··= π0/(1− π0).
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Razmerje obetov je definirano kot
OR ··= Ω1
Ω0
,
kjer oznaka OR prestavlja kratico za odds ratio, kar je anglesˇki izraz za razmerje
obetov.
Sama interpretacija vrednosti razmerja obetov sledi na enak nacˇin kot pri razmerju
tveganj.
1.1.3. Zveza med razmerjema
Izmed obeh razmerij je za prakticˇne namene uporabna predvsem vrednost razmerja
tveganj. Razlog za to je njen transparenten in intuitiven pomen. Na primer, poda-
tek RR = 3 pomeni, da ima skupina, ki je izpostavljena dejavniku tveganja, trikrat
vecˇje tveganje kot neizpostavljena skupina. Po drugi strani pa razmerje obetov nima
tako jasne interpretacije. Seveda vrednost vecˇja od ena (recimo OR = 4) nakazuje
na to, da izpostavljenost povecˇuje tveganje. A ta vrednost kot razmerje dveh obetov
in ne tveganj nam ne daje intuitivne predstave o tem, kako mocˇno izpostavljenost
vpliva na tveganje. Posledicˇno razmerje obetov ni parameter primarnega zanimanja.
Kljub temu pa je v nekaterih primerih dober priblizˇek razmerju tveganj in, kot bo
predstavljeno v naslednjem podpoglavju, je pri raziskavah primerov in kontrol tudi
edini parameter, ki ga lahko ocenjujemo iz podatkov.
Zveza med razmerjema je naslednja
OR =
Ω1
Ω0
=
π1/(1− π1)
π0/(1− π0) = RR
1− π1
1− π0 .
Ni tezˇko opaziti, da je v primeru, ko sta tveganji obeh skupin zanemarljivi, tj.
π1 ≈ 0%, π0 ≈ 0%, razmerje obetov priblizˇno enako razmerju tveganj.
OR = RR
1− π1
1− π0 ≈ RR
1
1
= RR
V splosˇnem pa ta priblizˇek ne velja in razmerje obetov, vzeto kot priblizˇek razmerja
tveganj, lahko mocˇno preceni vpliv izpostavljenosti na izid. Velja:
- ko je RR > 1: OR > RR,
- ko je RR < 1: OR < RR.
1.2. Opazovalne raziskave
Obe opisani razmerji sta pomembni v statisticˇni analizi podatkov, pridobljenih iz
raziskav v medicini. Znaten delezˇ teh predstavljajo opazovalne raziskave, kjer so
izvajalci postavljeni v vlogo opazovalca. To pomeni, da ne posegajo v naravni tok
dogodkov z intervencijo (vpliv na izpostavljenost ali izid), temvecˇ le sledijo temu,
kar se zgodi. Poznamo dva primarna tipa opazovalnih raziskav. To so kohortne
raziskave in raziskave primerov in kontrol.
1.2.1. Kohortne raziskave
Pri kohortnih raziskavah opazujemo dve skupini, imenovani kohorti. Osebki, ki
sodelujejo v raziskavi, so dodeljeni v eno ali drugo kohorto glede na prisotnost izpo-
stavljenosti. Obe skupini se nato spremlja neko dolocˇeno obdobje in ugotavlja, pri
katerih posameznikih se je preucˇevan dogodek zgodil.
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Tabela 1. Kontingencˇna tabela za preprost primer kohortne raziskave
Y = 1 Y = 0
x = 1 n11 n10
x = 0 n01 n00
Vsak osebek v raziskavi dolocˇa en par vrednosti (x, y) glede na prisotnost izposta-
vljenosti in izid. Ob zakljucˇku raziskave presˇtejemo sˇtevilo pojavljanj vsake izmed
sˇtirih mozˇnih vrednosti meritev (x, y) in njihove frekvence, oznacˇene z nij za i = 0, 1;
j = 0, 1; lahko predstavimo v kontingencˇni tabeli 2× 2.
V kohortnih raziskavah osebki niso izbrani popolnoma nakljucˇno, temvecˇ je vzorcˇenje
izvedeno glede na prisotnost izpostavljenosti. V tabeli je izpostavljenost oznacˇena z
malim x, kar nakazuje, da kot spremenljivka ni slucˇajna, temvecˇ je v naprej izbrana
in fiksna. Iz podatkov kohortnih raziskav lahko ocenimo tveganje oziroma verjetnost
uspesˇnega izida Y v odvisnosti od izpostavljenosti in s tem tudi razmerje tveganj in
razmerje obetov.
πˆi =
ni1
ni1 + ni0
; i = 0, 1
RˆR =
πˆ1
πˆ0
=
n11/(n11 + n10)
n01/(n01 + n00)
Ωˆi =
πˆi
1− πˆi =
ni1/(ni1 + ni0)
ni0/(ni1 + ni0)
=
ni1
ni0
; i = 0, 1
OˆR =
Ωˆ1
Ωˆ0
=
n11/n10
n01/n00
=
n11n00
n01n10
1.2.2. Raziskave primerov in kontrol
Kohortne raziskave in raziskave primerov in kontrol se razlikujejo v vkljucˇitvenem
kriteriju. Pri prvih osebke dodelimo v skupino glede na izpostavljenost, pri slednjih
glede na izid. Tu lezˇi tudi mocˇ takih raziskav. Namrecˇ pri kohortnih raziskavah je po-
trebno v primeru redkega pojava vkljucˇiti v raziskavo ogromno sˇtevilo udelezˇencev,
da dobimo statisticˇno zadostno sˇtevilo osebkov, pri katerih se preucˇevan dogodek
zgodi. Po drugi strani pa se pri raziskavah primerov in kontrol v samem zacˇetku
izbere skupino primerov, v kateri je zadostno sˇtevilo osebkov, pri katerih je bil redek
pojav zˇe opazˇen. Za primerjavo se nato oblikuje sˇe cˇim bolj merodajna kontrolna
skupina, lahko podobne velikosti, kjer ta pojav ni prisoten. Ko sta skupini izbrani,
sledi retrospektivno pridobivanje podatkov. To pomeni, da za osebke v raziskavi
zbiramo informacije iz preteklosti o izpostavljenosti dejavnikom tveganja. Gre to-
rej za retrospektivni tip raziskave, medtem ko so kohortne raziskave prospektivnega
tipa − osebke se preucˇuje skozi cˇas.
Tabela 2. Kontingencˇna tabela za preprost primer raziskave prime-
rov in kontrol
y = 1 y = 0
X = 1 n11 n10
X = 0 n01 n00
Vecˇinoma iz podatkov raziskav primerov in kontrol ne moremo oceniti tveganj in
obetov. To je rezultat nacˇina zbiranja informacij, saj tipicˇno velikosti skupin nista
proporcionalni glede na pravi delezˇ izida v populaciji. Na primer, v raziskavi imamo
700 ljudi z rakom na cˇrevesju in 700 ljudi brez, torej je razmerje primerov in kontrol
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1 : 1. Po drugi strani pa je pravo razmerje populacije zagotovo krepko drugacˇno, za
namene tega zgleda si lahko mislimo 1 : 1000. Posledicˇno je ocenjevanje tveganj in
obetov ter hkrati razmerja tveganj nesmiselno.
Lahko pa ocenimo pogojne verjetnosti v drugo smer, torej verjetnosti za pogojno
porazdelitev izpostavljenosti glede na preucˇevan izid. Sˇe vecˇ, da se oceniti tudi raz-
merje obetov.
V razdelku 1.1.2 je bilo razmerje obetov definirano z verjetnostmi pogojne porazde-
litve Y |X
OR =
Ω1
Ω0
=
π1/(1− π1)
π0/(1− π0) =
P (Y = 1|X = 1)/P (Y = 0|X = 1)
P (Y = 1|X = 0)/P (Y = 0|X = 0) .
Iz zgornje formule pa lahko dokaj preprosto z uporabo Bayesovega pravila dobimo
zapis razmerja obetov z verjetnostmi pogojne porazdelitve X|Y
OR =
P (X = 1|Y = 1)/P (X = 0|Y = 1)
P (X = 1|Y = 0)/P (X = 0|Y = 0) =
δ1/(1− δ1)
δ0/(1− δ0) ,
kjer je δj ··= P (X = 1|Y = j) za j = 0, 1.
Tako lahko s frekvencami iz kontingencˇne tabele raziskave primerov in kontrol oce-
nimo razmerje obetov
OˆR =
δˆ1/(1− δˆ1)
δˆ0/(1− δˆ0)
=
n11
n11+n01
/ n01
n11+n01
n10
n10+n00
/ n00
n10+n00
=
n11/n01
n10/n00
=
n11n00
n01n10
,
kar je enaka formula, kot cˇe bi imeli kontingecˇno tabelo s podatki kohortne raziskave.
Razmerje obetov se tako lahko ocenjuje in v kohortnih raziskavah in v raziskavah
primerov in kontrol. V obeh primerih vzorcˇno razmerje obetov ocenjuje isti para-
meter.
Kljucˇno pa je naslednje. Raziskave primerov in kontrol se pretezˇno uporabljajo za
preucˇevanje redkih pojavov in bolezni. Cˇeprav iz podatkov teh raziskav ne mo-
remo direktno oceniti razmerja tveganj, lahko za priblizˇek vzamemo oceno razmerja
obetov, saj sta razmerji v primeru redkih pojavov priblizˇno enaki.
1.2.3. Primerjava raziskav
V hierarhiji merodajnosti sklepov iz medicinskih raziskav so rezultati analize kohor-
tnih raziskav pozicionirani viˇsje kot rezultati raziskav primerov in kontrol. Namrecˇ,
nacˇin izvedbe kohortne raziskave omogocˇa dober vpogled v vzrocˇno-posledicˇno zvezo
med izpostavljenostjo in izidom. Hkrati so raziskave primerov in kontrol pogosto
izpostavljene pristranskosti vzorcˇenja − zaradi retrospektivnega zbiranja informacij
lahko prihaja do subjektivnih ocen s strani osebkov o njihovi izpostavljenosti v pre-
teklosti. Dodatno je problem, ki se lahko pojavi, tudi ta, da kontrolna skupina ni
izbrana reprezentativno, torej ni izbrana iz populacije, iz katere prihajajo primeri.
Posledicˇno so sklepi, ki jih dobimo iz rezultatov raziskav primerov in kontrol, nava-
dno manj zanesljivi.
Po drugi strani pa so tovrstne raziskave hitro izvedljive ter poceni in se uporabljajo
kot predhodnik za postavljanje hipotez, ki se jih kasneje preveri z drugimi razi-
skavami. Predvsem pa so najvecˇkrat edini ucˇinkovit nacˇin preucˇevanja pojavov in
bolezni, ki se redko pojavljajo, oziroma takih, ki potrebujejo dolgo cˇasa za razvoj.
Nasprotno so v takih situacijah kohortne raziskave popolnoma neucˇinkovite oziroma
zahteva njihova izvedba ogromno sredstev in cˇasa.
7
1.3. Vpliv motecˇih dejavnikov
Razlog za omembno teh dveh raziskav v diplomskem delu je ta, da je zaradi opa-
zovalne narave pri sami izvedbi prakticˇno nemogocˇe nadzorovati prisotnost drugih,
motecˇih dejavnikov. To so spremenljivke, ki vplivajo na izpostavljenost in/ali izid in
z neuposˇtevanjem njigovega ucˇinka lahko povzrocˇimo, da so sklepi o povezavi med
izpostavljenostjo in izidom popacˇeni.
Na primer, zanima nas vpliv prekomernega uzˇivanja alkohola na umrljivost. Re-
cimo, da smo izvedli raziskavo, kjer smo med sabo primerjali dve skupini. Prva
je vsebovala alkoholike, druga pa ljudi, ki redko ali nikoli ne uzˇivajo alkohola. Na
podlagi stopnje umrljivosti pri obeh skupinah bi nato ocenili razmerje tveganj (ali
razmerje obetov v primeru raziskave primerov in kontrol) in tako bi dobili oceno,
kako mocˇno povecˇana uporaba alkohola vpliva na tveganje. Taksˇna analiza pa je
najverjetneje prevecˇ poenostavljena in nasˇa ocena je lahko dalecˇ od prave. Namrecˇ
realnost je veliko bolj kompleksna in v raziskavi so bili prisotni sˇe drugi dejavniki,
ki tudi vplivajo na stopnjo umrljivosti in v katerih se skupini lahko pomembno
razlikujeta. Dva omembe vredna dejavnika sta na primer kajenje in zdravo prehra-
njevanje. Lahko da je v skupini osebkov, ki redkeje ali nikoli ne uzˇivajo alkohola,
manj kadilcev in vecˇ ljudi, ki se zdravo prehranjujejo. S tem ko ta dva dejavnika
izpustimo iz analize in vsako razliko v umrljivosti skupin pripiˇsemo le uporabi alko-
hola, lahko pridemo do popolnoma popacˇenih rezultatov, ki ne odrazˇajo realnosti.
(Primer, povzet iz spleta na naslovu https://www.students4bestevidence.net/
a-beginners-guide-to-confounding/, [ogled 24. 7. 2019].)
Zato je potrebno pri opazovalnih raziskavah uposˇtevati vpliv motecˇih dejavnikov v
postopku statisticˇne analize pridobljenih podatkov. To je mozˇno z uporabo metode
razslojevanja (metoda Cochran-Mantel-Haenszel). Vendar pa je ta pristop nepri-
meren, ko je motecˇih spremenljivk veliko, sploh cˇe je katera izmed njih zvezna.
Drug, precej bolj splosˇen nacˇin, ki se mu posvetim v nadaljevanju, pa je uporaba
regresijskih modelov.
2. Regresija
Namen regresijske analize je oceniti povezavo med spremenljivkami na podlagi prido-
bljenih meritev. Natancˇneje, zanima nas, kako sprememba ene ali vecˇih pojasnjeval-
nih spremenljivk vpliva na pricˇakovano vrednost odvisne spremenljivke. Navadno v
modelu obravnavamo pojasnjevalne spremenljivke kot znane vrednosti meritev in ne
kot slucˇajne spremenljivke. Odvisna spremenljivka je tista, ki je v modelu slucˇajna.
V osnovnem modelu linearne regresije predpostavljamo, da obstaja linearna zveza
med pojasnjevalnimi in odvisno spremenljivko na nacˇin
Y ≈ β0 + β1X1 + ...+ βpXp.
Na podlagi n meritev je zveza v statisticˇnemu modelu zapisana kot
Yi = β0 + β1xi1 + ...+ βpxip + ϵi, i = 1, 2, ..., n,
kjer ϵ predstavlja vpliv preostalih spremenljivk na Y , ki v modelu niso zajete. Ena
izmed klasicˇnih predpostavk osnovnega modela je, da so ϵi n. e. p. ∼ N(0, σ2). Sledi
E(Yi) = µi = β0 + β1xi1 + ...+ βpxip in Yi ∼ N(µi, σ2).
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Cˇeprav je ta model v praksi pogosto uporabljen, ni najbolj smiselna izbira za mode-
liranje vseh vrst odvisnih spremenljivk in njihovih zvez s pojasnjevalnimi spremen-
ljivkami. Pogosto se da zvezo bolje opisati znotraj razreda posplosˇenih linearnih
modelov.
3. Posplosˇeni linearni modeli
Leta 1972 sta John Nelder in Robert Wedderburn v cˇlanku Generalized Linear
Models predstavila zacˇetno formalizacijo razreda modelov, ki sta jih pomenovala
posplosˇeni linearni modeli (GLM). Gre pravzaprav za nadgradnjo klasicˇnih normal-
nih modelov s tremi glavnimi razsˇiritvami:
(1) odvisna spremenljivka lahko pripada eksponentni druzˇini porazdelitev (vanjo
sodi tudi normalna porazdelitev),
(2) zveza med pojasnjevalnimi in odvisno spremenljivko ni nujno linearna,
(3) varianca odvisne spremenljivk je lahko funkcija pricˇakovane vrednosti (v
osnovnem modelu linearne regresije je konstantna na vseh enotah − ho-
moskedasticˇnost).
V nadaljevanju bom predstavil osnovno teorijo posplosˇenih linearnih modelov z na-
menom, da ob zakljucˇku to povezˇem s svojim ciljem ocenjevanja razmerja obetov in
tveganj.
Posplosˇeni linearni model sestavljajo trije deli:
(1) Slucˇajna komponenta, ki identificira porazdelitev odvisne spremenljivke.
(2) Sistematicˇna komponenta, η = Xβ. Element matrike X na ij-tem mestu,
xij, predstavlja vrednost j-te pojasnjevalne spremenljivke pri i-tem opazˇanju.
Navadno v modelu predpostavljamo, da je X znana in fiksna. β je vektor
regresijskih koeficientov.⎡⎢⎢⎣
η1
η2
...
ηn
⎤⎥⎥⎦ =
⎡⎢⎢⎣
1 x11 . . . x1p
1 x21 . . . x2p
...
...
. . .
...
1 xn1 . . . xnp
⎤⎥⎥⎦
⎡⎢⎢⎣
β0
β1
...
βp
⎤⎥⎥⎦
(3) Vezna funkcija g(·), ki povezˇe E(Yi) = µi z ηi na nacˇin: g(µi) = ηi.
3.1. Slucˇajna komponenta GLM
Pri posplosˇenih linearnih modelih predpostavljamo, da so Y1, Y2, ..., Yn neodvisne
in imajo gostoto (ali verjetnostno funkcijo v primeru diskretne porazdelitve) oblike
fi(yi; θi, φ) = exp[
yiθi − b(θi)
a(φ)
+ c(yi, φ)]. (3.1)
Pravimo, da slucˇajna spremenljivka, katere gostoto je mogocˇe napisati na tak nacˇin,
pripada eksponentni druzˇini porazdelitev. Gre za sˇirok razred porazdelitev, v kate-
rega sodijo sˇtevilne znane porazdelitve, kot so normalna, Bernoullijeva, Poissonova,
gamma ...
θi imenujemo naravni, φ pa disperzijski parameter. Prvi je povezan s pricˇakovano
vrednostjo, drugi pa z varianco spremenljivke. Oblika funkcij a(·), b(·) in c(·) je
odvisna od vrste porazdelitve.
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V GLM lahko torej i-ti cˇlen logaritma verjetja li = li(θi, φ; yi) = log fi(yi; θi, φ)
zapiˇsemo v obliki
li =
yiθi − b(θi)
a(φ)
+ c(yi, φ).
V nadaljevanju bomo potrebovali naslednji izrek.
Izrek 1. Naj bo Y slucˇajna spremenljivka, porazdeljena z gostoto f(y; θ, φ). Naj bo
l = l(θ, φ; y) = log f(y; θ, φ). Cˇe so izpolnjeni regularnostni pogoji, tako da smemo
zamenjati vrstni red integriranja in odvajanja gostote f(y; θ, φ), velja (l obravnavamo
kot slucˇajno spremenljivko)
E(
∂l
∂θ
) = 0 in var(
∂l
∂θ
) = E[(
∂l
∂θ
)2] = −E( ∂
2l
∂θ2
). (3.2)
Dokaz
E(
∂l
∂θ
) =
∫
∂log f(y; θ, φ)
∂θ
f(y; θ, φ)dy =
∫ ∂
∂θ
f(y; θ, φ)
f(y; θ, φ)
f(y; θ, φ)dy =
=
∫
∂
∂θ
f(y; θ, φ)dy =
∂
∂θ
∫
f(y; θ, φ)dy =
∂
∂θ
1 = 0
E(
∂2l
∂θ2
) =
∫
{
∂2
∂θ2
f(y; θ, φ)
f(y; θ, φ)
− [ ∂
∂θ
log f(y; θ, φ)]2} f(y; θ, φ)dy =
=
∂2
∂θ2
∫
f(y; θ, φ)dy − E[( ∂l
∂θ
)2] = 0− E[( ∂l
∂θ
)2] = −var( ∂l
∂θ
)

Izkazˇe se, da je za eksponentno druzˇino regularnostnim pogojem zadosˇcˇeno in ve-
lja (3.2) (Pawitan, 2001, stran 216). Nadalje lahko izpeljemo genericˇni formuli za
pricˇakovano vrednost in varianco slucˇajne spremenljivke, ki pripada eksponentni
druzˇini. Ker je 0 = E( ∂li
∂θi
) = E[Yi−b
′(θi)
a(φ)
], kjer b′(θi) ··= ∂∂θi b(θi), velja
E(Yi) = µi = b
′(θi). (3.3)
Podobno, ker b
′′(θi)
a(φ)
= −E(∂2li
∂θ2i
) = E[( ∂li
∂θi
)2] = E{[Yi−b′(θi)
a(φ)
]2} = var(Yi)
a(φ)2
, velja
var(Yi) = b
′′(θi)a(φ). (3.4)
Naj bo V (µi) = V (b
′(θi)) ··= b′′(θi) in Vi = Vi(µi, φ) ··= V (µi)a(φ). Sledi
var(Yi) = V (µi)a(φ) = Vi. (3.5)
V eksponentni druzˇini je zveza med pricˇakovano vrednostjo in varianco karakterizi-
rana z obliko funkcije b(·). V (·) imenujemo variancˇna funkcija.
3.1.1. Naravni parameter, pricˇakovana vrednost in varianca za binomsko in Poisso-
novo porazdelitev
Poissonova in binomska porazdelitev pripadata enoparametricˇni eksponentni druzˇini,
kjer je a(φ) = 1 (parameter n pri binomski obravnavamo kot znano konstantno,
drugacˇe ta porazdelitev ne sodi v eksponentno druzˇino).
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a) Naj bo Yi ∼ Bin(ni, πi). Velja
li = log[
(
ni
yi
)
πyii (1− πi)ni−yi ] =
= yilog (
πi
1− πi ) + nilog (1− πi) + log
(
ni
yi
)
=
yiθi − b(θi)
a(φ)
+ c(yi, φ),
kjer je θi = logit πi ··= log ( πi1−πi ) naravni parameter. Velja sˇe a(φ) = 1, b(θi) =
−nilog (1−πi) = nilog (1+ eθi) in c(yi, φ) = log
(
ni
yi
)
. Po (3.3) in (3.4) dobimo znani
enacˇbi binomske porazdelitve
E(Yi) = b
′(θi) =
∂
∂θi
nilog (1 + e
θi) = ni
eθi
1 + eθi
= nilogit
−1(θi) = niπi,
var(Yi) = b
′′(θi)a(φ) =
∂2
∂θ2i
nilog (1 + e
θi) = ni
eθi
(1 + eθi)2
=
= ni
eθi
1 + eθi
(1− e
θi
1 + eθi
) = niπi(1− πi).
b) Naj bo Yi ∼ Pois(λi). Velja
li = log (
e−λiλyii
yi!
) = yilog λi − λi − log yi! = yiθi − b(θi)
a(φ)
+ c(yi, φ).
kjer je θi = log λi naravni parameter. Velja sˇe a(φ) = 1, b(θi) = λi = e
θi in
c(yi, φ) = −log yi!. Po (3.3) in (3.4) dobimo znani enacˇbi Poissonove porazdelitve
E(Yi) = b
′(θi) =
∂
∂θi
eθi = eθi = λi,
var(Yi) = b
′′(θi)a(φ) =
∂2
∂θ2i
eθi = eθi = λi.
3.2. Sistematicˇna komponentna GLM
Naj bodo xi1, ... , xip opazˇene vrednosti pojasnjevalnih spremenljivk pri i-ti meri-
tvi. Sistematicˇna komponenta GLM povezˇe parameter ηi z opazovanimi vrednostmi
na nacˇin
ηi =
p∑
j=0
βjxij i = 1, ..., n oz. krajˇse η =Xβ.
3.3. Vezna funkcija
Pri posplosˇenih linearnih modelih je ηi povezan z µi = E(Yi) preko vezne funkcije
g(·), torej
g(µi) = ηi =
p∑
j=0
βjxij.
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Cˇe za g(·) velja g(µi) = θi = ηi, g(·) pravimo naravna vezna funkcija. Dobimo
direktno zvezo med naravnim parametrom in linearno kombinacijo pojasnjevalnih
spremenljivk
θi =
p∑
j=0
βjxij.
Model GLM za binomsko spremenljivko z naravno vezno funkcijo je torej g(µi) =
log( πi
1−πi ) =
∑p
j=0 βjxij, za Poissonovo pa g(µi) = log λi =
∑p
j=0 βjxij.
4. Ocenjevanje parametrov
Namen regresije je analizirati povezavo med odvisno spremenljivko in eno ali vecˇ
pojasnjevalnimi spremenljivkami. Parametri, ki nas zanimajo, so regresijski koe-
ficienti. Cilj je dolocˇiti obmocˇje prostora parametrov, ki je najbolj verjetno glede
na dane podatke. Zˇelimo podati tocˇkovne ocene in njihovo natancˇnost z intervali
zaupanja.
4.1. Enacˇbe verjetja
Regresijske koeficiente ocenjujemo z metodo najvecˇjega verjetja.
Naj bo li = li(β) = log fi(yi;β). Pri n neodvisnih meritvah je formula logaritma
verjetja naslednja
l =
n∑
i=1
li =
n∑
i=1
[
yiθi − b(θi)
a(φ)
+ c(yi, φ)].
Da poiˇscˇemo maksimum, logaritem verjetja parcialno odvajamo po β0, ..., βp in iz-
enacˇimo z 0.
Sj = Sj(β) ··= ∂l
∂βj
=
n∑
i=1
∂li
∂βj
, j = 0, ..., p
Gradient S = [S1, S2, ..., Sp]
⊤ imenujemo vektor zbira. V nadaljevanju bo ta kolicˇina
obravnavana pri fiksnih vrednostih y1, ..., yn ali pa kot slucˇajen vektor. Nacˇin inter-
pretacije bo razviden iz konteksta.
Z uporabo verizˇnega pravila izpeljemo
∂li
∂βj
=
∂li
∂θi
∂θi
∂µi
∂µi
∂ηi
∂ηi
∂βj
=
(yi − µi)xij
Vi
∂µi
∂ηi
,
saj velja
∂li
∂θi
=
∂
∂θi
[
yiθi − b(θi)
a(φ)
+ c(yi, φ)] =
yi − b′(θi)
a(φ)
=
yi − µi
a(φ)
,
∂µi
∂θi
=
∂
∂θi
b′(θi) = b′′(θi) =
Vi
a(φ)
⇒ ∂θi
∂µi
=
a(φ)
Vi
,
∂ηi
∂βj
=
∂
∂βj
p∑
k=0
βkxik = xij.
Tako lahko zapiˇsemo
Sj =
n∑
i=1
(yi − µi)xij
Vi
∂µi
∂ηi
, j = 0, ..., p, (4.1)
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kjer je Vi = V (µi)a(φ) = var(Yi) po (3.5). Enacˇbe verjetja v modelih GLM dobimo
tako, da parcialne odvode izenacˇimo z 0. Cenilke najvecˇjega verjetja βˆ0, βˆ1, ..., βˆp
so resˇitve teh enacˇb (v enacˇbah nastopajo implicitno preko µi = g
−1(
∑p
j=0 βjxij)).
Izbira vezne funkcije vpliva na obliko enacˇb.
Sj(βˆ) = 0, j = 0, ..., p
Za naravno vezno funkcijo je ηi = θi in velja
∂µi
∂ηi
=
∂µi
∂θi
=
∂b′(θi)
∂θi
= b′′(θi) =
Vi
a(φ)
, (4.2)
s cˇimer se vsota naprej poenostavi
Sj =
n∑
i=1
(yi − µi)xij
a(φ)
, j = 0, ..., p.
4.1.1. Enacˇbe verjetja v binomskem in Poissonovem modelu
a) Naj bo Yi ∼ Bin(ni, πi), i = 1, ..., n. Za naravno vezno funkcijo logit je oblika
enacˇb verjetja (a(φ) = 1)
n∑
i=1
(yi − niπˆi)xij = 0, j = 0, ..., p.
b) Naj bo Yi ∼ Pois(λi), i = 1, ..., n. Za naravno vezno funkcijo log je oblika enacˇb
verjetja (a(φ) = 1)
n∑
i=1
(yi − λˆi)xij = 0, j = 0, ..., p.
4.2. Asimptotske lastnosti
4.2.1. Kovariancˇna matrika vektorja zbira
Ker je E(Yi) = µi, je po (4.1) E(Sj) = 0. Kovariancˇna matrika S ima elemente
cov(Sj, Sk) = E(SjSk) = E{[
n∑
i=1
(Yi − µi)xij
Vi
∂µi
∂ηi
][
n∑
l=1
(Yl − µl)xlk
Vl
∂µl
∂ηl
]}.
Po privzetku so Yi neodvisni, torej je E[(Yi−µi)(Yl−µl)] = 0 za i ̸= l, iz cˇesar sledi
cov(Sj, Sk) =
n∑
i=1
E[(Yi − µi)2]xijxik
V 2i
(
∂µi
∂ηi
)2 =
n∑
i=1
xijxik
Vi
(
∂µi
∂ηi
)2,
ker E[(Yi − µi)2] = var(Yi) = Vi. Krajˇse v matricˇni obliki zapiˇsemo
cov(S) = E(SS⊤) =X⊤WX,
kjer je W matrika utezˇi − diagonalna matrika z elementi Wi ··= V −1i (∂µi∂ηi )2.
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4.2.2. Fisherjeva matrika informacije
Podobno kot prve parcialne odvode logaritma verjetja dobimo formule za druge
odvode z verizˇnim pravilom
∂2l
∂βj∂βk
=
n∑
i=1
(
∂2θi
∂η2i
)
yi − µi
a(φ)
xijxik −
n∑
i=1
xijxik
Vi
(
∂µi
∂ηi
)2.
Izjemoma je v primeru naravne vezne funkcije leva vsota enaka 0 (∂
2θi
∂η2i
= ∂
2θi
∂θ2i
=
0). Sicer to v splosˇnem ne velja, je pa prva vsota za velike vrednosti n navadno
zanemarljiva v primerjavi z drugo, saj ima pricˇakovano vrednost 0. Tako lahko
za velike n matriko drugih parcialnih odvodov aproksimiramo z njeno pricˇakovano
vrednostjo. Matriki I(β) z elementi
Ijk ··= −E( ∂
2l
∂βj∂βk
) =
n∑
i=1
xijxik
Vi
(
∂µi
∂ηi
)2
pravimo Fisherjeva matrika informacije. Velja rezultat izreka 1.
Ijk = −E( ∂
2l
∂βj∂βk
) = E[(
∂l
∂βj
)(
∂l
∂βk
)] = E(SjSk) (4.3)
in tako
I(β) = cov[S(β)].
4.2.3. Porazdelitev cenilke najvecˇjega verjetja (CNV) regresijskih koeficientov
Pri metodi najvecˇjega verjetja navadno ne moremo podati eksaktne inference za
vzorce koncˇnih velikosti, pacˇ pa statisticˇno sklepanje temelji na aproksimativni po-
razdelitvi CNV, ki je osnovana na asimptoticˇni teoriji velikih vzorcev. V splosˇnem,
cˇe so izpolnjeni blagi regularnostni pogoji, veljajo naslednji trije rezultati:
(1) Naj bo β0 prava vrednost parametrov, s katerim so nasˇi podatki generirani.
Cenilka regresijskih koeficientov po metodi najvecˇjega verjetja je dosledna.
βˆ
P→ β0
(2) Vektor zbira je vsaj za velike vzorce porazdeljen priblizˇno normalno
S(β0) ∼ N(0,I(β0)),
kjer je aproksimacija v porazdelitvi, pricˇakovana vrednost in varianca pa sta
eksaktni.
(3) Cenilka najvecˇjega verjetja regresijskih koeficientov je vsaj za velike vzorce
porazdeljena priblizˇno normalno
βˆ ∼ N(β0,I−1(β0)),
tu sta tudi pricˇakovana vrednost in varianca aproksimativni.
Asimptotske rezultate skupaj z regularnostnimi pogoji za GLM sta izpeljala Fa-
hrmeir in Kaufmann (1985). V delu predstavim le idejo dokaza za asimptotsko
kovariancˇno matriko cenilke regresijskih koeficientov.
Naj bo H Hessejeva matrika drugih odvodov logaritma verjetja Hjk ··= ∂2l∂βj∂βk .
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Tipicˇno S(βˆ) razvijemo v Taylorjevo vrsto okoli β0 in aproksimiramo s prvima
dvema cˇlenoma
S(βˆ) ≈ S(β0) +H(β0)(βˆ − β0).
V splosˇnem velja, da se z vecˇanjem velikosti vzorca ta aproksimacija izboljˇsuje.
βˆ je cenilka najvecˇjega verjetja. To pomeni, da maksimizira logaritem verjetja in je
S(βˆ) = 0. Uporabimo sˇe aproksimacijo, omenjeno v razdelku 4.2.2, H ≈ E(H) =
−I in dobimo
βˆ − β0 ≈ −H−1(β0)S(β0) ≈ I−1(β0)S(β0). (4.4)
Ker je I konstantna in E(S) = 0, dobimo, vsaj asimptotsko, E(βˆ − β0) = 0 in
E(βˆ) = β0. Tedaj po definiciji cov(·) in (4.4) sledi
cov(βˆ) ≈ E(I−1SS⊤I−1) = I−1E(SS⊤)I−1 = I−1(β0) =X⊤W (β0)X.
Normalnost prihaja preko verzije CLI za neodvisne, a ne nujno enako porazdeljene,
slucˇajne spremenljivke, saj je vektor zbira vsota neodvisnih spremenljivk (Lee, Nel-
der in Pawitan, 2017, stran 74).
4.2.4. Ocena kovariancˇne matrike
Ker je v praksi β0 neznan, kovariancˇno matriko ocenimo z I−1(βˆ).
cˆov(βˆ) = I−1(βˆ) = [X⊤W (βˆ)X]−1
Sledi SˆE(βˆk) =
√
[I−1(βˆ)]k+1,k+1.
a) Diagonalni elementi Wi = V
−1
i (
∂µi
∂ηi
)2 so v binomskem modelu z naravno ve-
zno funkcijo logit, kjer ∂µi
∂ηi
= Vi = var(Yi) po (4.2), Wi = var(Yi) = niπi(1 − πi).
Pri oceni kovariancˇne matrike parametre πi zamenjamo z ocenami πˆi.
cˆov(βˆ) = {X⊤diag[niπˆi(1− πˆi)]X}−1
b) Diagonalni elementi Wi = V
−1
i (
∂µi
∂ηi
)2 so v Poissonovem modelu z naravno vezno
funkcijo log, kjer ∂µi
∂ηi
= Vi = var(Yi) po (4.2), Wi = var(Yi) = λi. Pri oceni
kovariancˇne matrike parametre λi zamenjamo z ocenami λˆi.
cˆov(βˆ) = [X⊤diag(λˆi)X]−1
4.3. Intervali zaupanja
Asimptotski interval zaupanja za regresijski koeficient, denimo βk, tvorimo na pod-
lagi asimptotske porazdelitve βˆk. Ker ima βˆ asimptotsko vecˇrazsezˇno normalno
porazdelitev, je βˆk asimptotsko porazdeljena
βˆk ∼ N(βk, [I−1(β)]k+1,k+1)
ali ekvivalentno z uporabo Slutskyjevega izreka zaradi doslednosti βˆ
βˆk ∼ N(βk, [I−1(βˆ)]k+1,k+1).
Pri stopnji znacˇilnosti α je splosˇna formula za asimptotski (1−α)% interval zaupanja
za βk v modelih GLM
IZ = βˆk ± z1−α/2SˆE(βˆk) = βˆk ± z1−α/2
√
[I−1(βˆ)]k+1,k+1.
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4.4. Waldov test
Eden izmed mozˇnih pristopov k testiranju statisticˇne znacˇilnosti regresijskih koe-
ficientov je uporaba Waldovega testa, ki temelji na asimptotski normalnosti βˆ. Za
k-ti koeficient testiramo hipotezo H0 : βk = 0 proti HA : βk ̸= 0. Uporabimo z-test
s testno statistiko
Z =
βˆk
SˆE(βˆk)
=
βˆk√
[I−1(βˆ)]k+1,k+1
.
4.5. Iterativna metoda za iskanje CNV in kovariancˇne matrike
4.5.1. Newthonov-Raphsonov algoritem
Newthonov-Raphsonov algoritem je iterativni postopek za iskanje nicˇel funkcije,
f(x) = 0. Ideja postopka je naslednja:
(1) Izberemo zacˇetni priblizˇek x1 v blizˇini nicˇle funkcije.
(2) f(x) lineariziramo okoli trenutnega priblizˇka in desno stran izenacˇimo z 0.
f(x) ≈ f(x1) + f ′(x1)(x− x1) = 0
Resˇitev linearne enacˇbe predstavlja naslednji priblizˇek za nicˇlo.
x2 = x1 − f(x1)
f ′(x1)
(3) Drugi korak ponavljamo, dokler postopek ne skonvergira (to se zgodi, cˇe je
f(·) dovolj ”lepa” in/ali je zacˇetni priblizˇek dovolj dobro izbran).
Zgornji postopek lahko prevedemo na optimizacijski problem pri modelih GLM, tj.
S(βˆ) = 0. Kot zˇe prej S lineariziramo okoli zacˇetnega priblizˇka in desno stran
enacˇbe izenacˇimo z 0.
S(β) ≈ S(β(1)) +H(β(1))(β − β(1)) = 0,
kjer je H Hessejeva matrika drugih odvodov logaritma verjetja. Na m-tem koraku
resˇujemo enacˇbo
β(m+1) = β(m) −H−1(β(m))S(β(m)).
Postopek obicˇajno hitro skonvergira proti CNV parametra β.
4.5.2. Fisherjeva zbirna metoda
Alternativno lahko H aproksimiramo z njeno pricˇakovano vrednostjo E(H) = −I.
Ta algoritem se imenuje Fisherjeva zbirna metoda in ima pravzaprav enake kon-
vergencˇne lastnosti kot Newtonov-Rhapsonov algoritem, le da je racˇunsko manj
zahteven.
β(m+1) = β(m) + I−1(β(m))S(β(m))
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1. korak 2. korak
3. korak 4. korak
Slika 1. Graficˇni prikaz Newthon-Raphsonovega algortima
Za naravno vezno funkcijo sta postopka ekvivalentna (razdelek 4.2.2). Ocena asimp-
totske kovariancˇne matrike I−1(βˆ) je izracˇunana kot stranski produkt algoritma na
tistem koraku, kjer ta konvergira. Z uporabo oznak kot prej
S =X⊤W
∂η
∂µ
(y − µ) in I =X⊤WX
lahko zapiˇsemo (nadpisano (m) oznacˇuje, da je funkcija ovrednotena pri m-tem
priblizˇku za βˆ, tj. β(m))
β(m+1) = β(m) + (X⊤W (m)X)−1X⊤W (m)
∂η(m)
∂µ(m)
(y − µ(m)) =
= (X⊤W (m)X)−1X⊤W (m)[Xβ(m) +
∂η(m)
∂µ(m)
(y − µ(m))] =
= (X⊤W (m)X)−1X⊤W (m)z(m),
kjer z(m) ··=Xβ(m) + (y − µ(m)) ∂η(m)∂µ(m) = η(m) + (y − µ(m)) ∂η
(m)
∂µ(m)
imenujemo lokalna
odvisna spremenljivka. Cˇe zgornji zapis preuredimo
(X⊤W (m)X)β(m+1) =X⊤W (m)z(m),
dobimo enak sistem normalnih enacˇb kot pri obicˇajnem linearnem modelu z uporabo
metode utezˇenih najmanjˇsih kvadratov, kjer je z(m) odvisna spremenljivka, W (m)
pa matrika utezˇi. Razlika je le v tem, da je za modele GLM postopek potrebno resˇiti
iterativno, saj sta z in W odvisna od trenutne ocene za β. Postopek imenujemo
iterativni utezˇeni najmanjˇsi kvadrati in poteka na naslednji nacˇin:
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(1) Izberemo zacˇetni priblizˇek za µˆ. To so kar opazˇene vrednosti odvisne spre-
menljivke, y1, y2, ..., yn, s tem da je potrebno izvesti manjˇse modifikacije glede
na izbiro vezne funkcije (zacˇetna vrednost 0 ne pride v posˇtev, ko imamo iz-
brano vezno funkcijo log, saj log 0 ni definirano).
(2) Izracˇunamo nov priblizˇek za ηˆ, tj. η(m) na m-tem koraku.
(3) Preko η(m) izracˇunamo W (m) in z(m).
(4) Regresiramo z(m) naX z utezˇmiW (m), da dobimo novo oceno β(m+1). S tem
lahko izracˇunamo novo vrednost linearnega prediktorja η(m+1) = Xβ(m+1).
Ponavljamo od drugega koraka naprej, dokler postopek ne skonvergira.
5. Razmerje obetov
5.1. Logisticˇna regresija
Model GLM, ki se v praksi najpogosteje uporablja za binarno odvisno spremenljivko,
je logisticˇni model. V tem modelu predpostavljamo, da je odvisna spremenljivka po-
razdeljena Bernoullijevo in da je pricˇakovana vrednost odvisne spremenljivke pove-
zana z linearno kombinacijo pojasnjevalnih spremenljivk preko vezne funkcije logit.
Logisticˇni model zapiˇsemo
log
π(x)
1− π(x) = β0 + β1x1 + ...+ βpxp,
kjer π(x) predstavlja pricˇakovano vrednost odvisne spremenljivke pri danih vredno-
stih pojasnjevalnih spremenljivk x = (x1, x2, ..., xp).
5.1.1. Interpretacija regresijskih koeficientov
Pomen regresijskih koeficientov pri logisticˇni regresiji lahko brez sˇkode za splosˇnost
ponazorimo na modelu z le eno pojasnjevalno spremenljivko, ki zavzame vrednost 0
ali 1.
log
π(x)
1− π(x) = β0 + β1x
Kot v zacˇetnem poglavju oznacˇimo πi = π(i) = P (Y = 1|x = i) za i = 0, 1. Za
razlicˇni vrednosti x sta enacˇbi v modelu naslednji:
log (
π0
1− π0 ) = β0,
log (
π1
1− π1 ) = β0 + β1.
Cˇe prvo enacˇbo odsˇtejemo od druge, dobimo
β1 = log (
π1
1− π1 )− log (
π0
1− π0 ) = log (
π1/1− π1
π0/1− π0 ),
kar je natanko logaritem razmerja obetov. Sledi OR = eβ1 .
V splosˇnem velja, da za pojasnjevalno spremenljivko xk, βk predstavlja logaritem
razmerja obetov dveh skupin, ki se razlikujeta v xk za 1, pri enakih vrednostih
drugih pojasnjevalnih spremenljivk. S tem smo statisticˇno uposˇtevali vpliv drugih
spremenljivk v modelu in ga izlocˇili od ucˇinka dejavnika interesa, v tem primeru
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xk, na izid. Tedaj e
βk bolj natancˇno pravimo prilagojeno razmerje obetov − to je
vrednost razmerja obetov, ki bi jo pricˇakovali, cˇe bi primerjali dve skupini, ki se
razlikujeta v xk za 1, cˇe bi vedeli, da so druge spremenljivke fiksne za obe skupini.
5.2. Intervali zaupanja
Z aplikacijo teorije, podane v 3. in 4. poglavju, lahko dolocˇimo tocˇkovno in interval-
sko oceno za razmerje obetov. Za xk predstavlja oceno logaritma razmerja obetov
vrednost βˆk, tj. (k + 1)-ti element vektorja βˆ, ki je resˇitev enacˇb verjetja, ki jo do-
bimo z iterativno metodo utezˇenih najmanjˇsih kvadratov. Pri stopnji znacˇilnosti α
je asimptotski (1− α)% interval zaupanja
IZ =ˆlog ORk ± z1−α/2SˆE(ˆlog ORk) = βˆk ± z1−α/2
√
[I−1(βˆ)]k+1,k+1,
kjer je I(βˆ) =X⊤diag[πˆi(1− πˆi)]X in
πˆi = g
−1(
p∑
j=0
βˆjxij) =
exp(
∑p
j=0 βˆjxij)
1 + exp(
∑p
j=0 βˆjxij)
.
Tedaj je ocena razmerja obetov OˆRk = e
βˆk . Podobno dobimo interval zaupanja za
ORk, in sicer e
IZ. Ta interval ni simetricˇen.
6. Razmerje tveganj
Izbira modela, ki bi za rezultat ponudil razmerje tveganj, ni tako preprosta. Razlicˇni
avtorji so razvili razlicˇne nacˇine ocenjevanja razmerja tveganj, vsak ima svoje pred-
nosti in pomanjkljivosti. V nadaljevanju sta predstavljena dva najpogosteje upo-
rabljena pristopa. Prvi, ki se ponudi dokaj naravno in ga omenimo le na kratko,
je log-binomska regresija. Vecˇ pozornosti pa je namenjeno Poissonovem modelu z
robustno varianco. Zadnji razdelek tega poglavja pa vsebuje sˇe kratek povzetek o
ugotovitvah in sklepih razlicˇnih avtorjev, ki so s simulacijami preverjali obnasˇanje
obeh modelov v razlicˇnih situacijah.
6.1. Log-binomska regresija
Pri log-binomskem modelu zvezo med pricˇakovano vrednostjo binarne odvisne spre-
menljivke in pojasnjevalnimi spremenljivkami modeliramo z logaritemsko vezno
funkcijo namesto z naravno vezno funkcijo logit.
log π(x) = β0 + β1x1 + ...+ βpxp
S spremembo vezne funkcije se spremeni interpretacija regresijskih koeficientov. Kot
v razdelku 5.1.1 to ponazorimo s preprostim modelom z eno, dihotomo, pojasnje-
valno spremenljivko.
log π(x) = β0 + β1x
Za razlicˇni vrednosti x sta enacˇbi v modelu naslednji:
log π0 = β0,
log π1 = β0 + β1.
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Cˇe prvo enacˇbo odsˇtejemo od druge, dobimo
β1 = log π1 − log π0 = log π1
π0
,
kjer sedaj β1 predstavlja logaritem razmerja tveganj. V splosˇnem torej pri log-bi-
nomskem modelu regresijske koeficiente interpretiramo kot logaritme razmerja tve-
ganj.
6.1.1. Tezˇave z nekonvergenco
Menjava vezne funkcije pa prihaja pod dolocˇeno ceno. Za Bernoullijevo Y je pro-
stor parametrov mnozˇica tistih β, za katere pricˇakovana vrednost E(Y ) = π lezˇi na
intervalu [0, 1]. Pri logisticˇnem modelu lahko komponente β zavzamejo vrednosti
na celotni realni osi. Tako algoritem za iskanje CNV navadno ne skonvergira le,
cˇe imamo v podatkih za katero od pojasnjevalnih spremenljivk prisotno le eno vre-
dnost odvisne spremenljivke (0 ali 1). Po drugi strani pa imamo pri log-binomskem
modelu omejitev β0 + β1x1 + ... + βpxp ≤ 0, namrecˇ desna stran mora biti manjˇsa
ali enaka 0, da bodo napovedane vrednosti za π lezˇale na [0, 1]. Ta omejitev pa
lahko povzrocˇi tezˇave. Ko maksimum funkcije verjetja lezˇi na robu prostora para-
metrov, se lahko zgodi, da algoritem ne skonvergira, saj odvod logaritma verjetja
v tej tocˇki ni nujno 0 (v modelih GLM iˇscˇemo CNV tako, da resˇimo sistem enacˇb
verjetja S(βˆ) = 0). Najvecˇja tezˇava log-binomske regresije pa je ta, da algoritmi,
uporabljeni v standardnih statisticˇnih programih, kot so R, SPSS, STATA in SAS,
lahko ne skonvergirajo, cˇeprav maksimum obstaja in je znotraj prostora parametrov
(Williamson, Eliasziw in Flick, 2013). Kadar je pogostost pojava izida visoka in
model vsebuje veliko pojasnjevalnih spremenljivk, sˇe posebno, cˇe je katera od njih
zvezna, se to rado zgodi. Razlicˇni pristopi so uporabljeni za spoprijemanje s temi
tezˇavami (reparametrizacija modela (Williamson, Eliasziw in Flick, 2013), metoda
COPY (Deddens, Petersen in Lei, 2002) ...). V splosˇnem je potrebno v primeru
nekonvergence model podrobno preucˇiti in premisliti, ali bi aplikacija katerega od
znanih pristopov pomagala, da se tezˇave znebimo.
6.2. Poissonova regresija z robustno varianco
V praksi regresijski model izberemo na podlagi predhodnih znanj, prepricˇanj in
dokazov. Model GLM specificiramo tako, da izberemo pojasnjevalne spremenljivke
ter dolocˇimo vse cˇlene, ki jih bo model vseboval. Nadalje izberemo vezno funkcijo in
porazdelitev odvisne spremenljivke v eksponentni druzˇini. S to izbiro smo v modelu
hkrati dolocˇili, kaksˇne bodo enacˇbe verjetja, kovariancˇna matrika ... Skratka celoten
postopek ocenjevanja in statisticˇnega sklepanja temelji na nasˇi izbiri modela.
Teorija, podana v 3. in 4. poglavju, je osnovana na predpostavki, da je odvisna
spremenljivka res porazdeljena tako, kot predpostavimo v izbranem modelu, ki mu
recˇemo delovni model. Seveda se pojavi vprasˇanje, kaj se zgodi, ko to ne drzˇi. V
nadaljevanju se posvetimo primeru, ko za binarno odvisno spremenljivko izberemo
Poissonov delovni model. Cilj je oceniti razmerje tveganj s Poissonovo regresijo.
Motivacija v ozadju je naslednja:
• v primeru pogostega izida je razmerje obetov (rezultat logisticˇne regresije)
slab priblizˇek za razmerje tveganj,
• tezˇave s konvergenco algoritmov v log-binomskem modelu.
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Poudariti je treba, da so v praksi nasˇe predpostavke pogosto bolj ali manj napacˇne.
Iz tega razloga je pomembno, da je analiza parametrov robustna in cˇim bolj odporna
na napacˇno specifikacijo modela. Zato so rezultati v naslednjem delu prenosljivi v
sˇirsˇi kontekst, kot je ta v delu, kjer je prikazano, kako je mogocˇe s Poissonovo
regresijo modelirati binarne podatke.
6.2.1. Poissonova regresija
Poissonova regresija, kot zˇe ime implicira, se uporablja za modeliranje ucˇinka poja-
snjevalnih spremenljivk na odvisno spremenljivko, ki naj bi bila porazdeljena Pois-
sonovo. Model z naravno vezno funkcijo logaritma ima obliko
log µ(x) = β0 + β1x1 + ...+ βpxp.
Funkcija pricˇakovane vrednosti v Poissonovem modelu je enaka kot v log-binomskem.
Zato tudi tu za binarno odvisno spremenljivko vrednosti koeficientov predstavljajo
logaritem razmerja tveganj. Da pa prikazˇemo razlog za uporabo Poissonovega mo-
dela, se vrnimo na primer log-binomske regresije in enacˇb verjetja v tem modelu.
Imamo
Sj =
n∑
i=1
(yi − µi)xij
Vi
∂µi
∂ηi
=
n∑
i=1
(yi − µi)xij
1− µi , j = 0, ..., p
in enacˇbe verjetja so
n∑
i=1
(yi − µˆi)xij
1− µˆi = 0, j = 0, ..., p,
kjer Vi = µi(1− µi) in ∂µi∂ηi = ∂e
ηi
∂ηi
= eηi = µi. V enacˇbah verjetja je del, ki povzrocˇa
tezˇave z nekonvergenco, imenovalec v cˇlenih vsote (Carter, Lipsitz in Tilley, 2005).
Namrecˇ, za cˇlene, kjer je napovedana vrednost blizu 1, je vrednost imenovalca blizu
0 in tako se ulomek priblizˇuje ∞.
Po drugi strani pa ima vektor zbira v Poissonovem modelu elemente oblike
Sj =
n∑
i=1
(yi − µi)xij
Vi
∂µi
∂ηi
=
n∑
i=1
(yi − µi)xij, j = 0, ..., p
in enacˇbe verjetja so
n∑
i=1
(yi − µˆi)xij = 0, j = 0, ..., p, (6.1)
kjer je spet ∂µi
∂ηi
= ∂e
ηi
∂ηi
= eηi = µi, varianca v modelu pa je Vi = µi. Zaradi drugacˇne
zveze med pricˇakovano vrednostjo in varianco je v Poissonovem modelu imenova-
lec v cˇlenih vsote enak 1. Poleg tega pa lahko, enako kot pri logisticˇni regresiji,
komponente β zavzamejo vrednosti na celotni realni osi, saj dopustne vrednosti
pricˇakovane vrednosti Poissonove spremenljivke lezˇijo na celotni pozitivni realni osi.
Tako maksimum Poissonove funkcije verjetja navadno lezˇi znotraj prostora parame-
trov (razen ko imamo v podatkih za katero od pojasnjevalnih spremenljivk prisotno
le eno vrednost odvisne spremenljivke). Zato standardni algoritmi v statisticˇnih
programih nimajo tezˇav z iskanjem resˇitve enacˇb (6.1).
Vendar pa se je potrebno zavedati, da za binarno spremenljivko enacˇbe (6.1) niso
enacˇbe verjetja, ki jih dobimo iz Bernoullijevega verjetja. Zato ne moremo uporabiti
rezultatov 4. poglavja o lastnostih CNV na cenilki, ki jo dobimo kot resˇitev enacˇb
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Poissonovega verjetja (6.1), cˇe je odvisna spremenljivka porazdeljena Bernoullijevo.
Lastnosti te cenilke so predstavljene v nadaljevanju.
6.2.2. Kvaziverjetje
Cˇeprav je metoda najvecˇjega verjetja izjemno pomembna v statisticˇnem ocenje-
vanju, v praksi obstaja ogromno primerov, kjer popolna specifikacija porazdelitve
nasˇih opazˇanj ni mogocˇa ali pa je prevecˇ kompleksna. V takem primeru lahko nasˇo
pozornost usmerimo le na ocenjevanje parametrov zanimanja. Naslednji odstavek
je povzet iz knjige In all likelihood (Pawitan, 2001, stran 387).
Delovni model je lahko specificiran na enem izmed dveh nivojev:
- Nivo verjetja. Verjetje obravnavamo kot ciljno funkcijo na podlagi katere
ocenjujemo parametre in primerjamo modele.
- Nivo enacˇb zbira. Dolocˇimo sistem enacˇb, ki ga resˇimo, da dobimo oceno.
Ta pristop se imenuje pristop enacˇb ocenjevanja ali M-ocenjevanje.
Tako za M-ocenjevanje ne potrebujemo specificirati celotno verjetnostno strukturo
opazˇanj, ampak le del, ki ga potrebujemo za ocenjevanje parametrov zanimanja.
Torej v primerjavi z metodo verjetja je ta pristop splosˇnejˇsi in se ga da uporabiti na
sˇirsˇem naboru problemov v praksi. Seveda pa je z omejenim modeliranjem omejen
tudi nabor pristopov pri statisticˇnem sklepanju (na primer, ne moremo uporabiti
testa razmerja verjetij, saj verjetje sploh ni dolocˇeno).
Ena najpomembnejˇsih uporab M-ocenjevanja je povezana z modeli GLM, kjer nas
zanima ocenjevanje regresijskih koeficientov. Namesto da popolnoma specificiramo
porazdelitev odvisne spremenljivke, predpostavljamo le, da velja
E(Yi) = µi(β) = g
−1(
p∑
j=0
βjxij) in var(Yi) = V (µi)a(φ) = Vi (6.2)
za znani funkciji µi(·) in V (·) regresijskega vektorja parametrov β. Zatem ocenju-
jemo β tako, da resˇimo sistem enacˇb ocenjevanja kvaziverjetja.
Kvaziverjetje je prvi definiral Wedderburn (1974). Za n neodvisnih opazˇanj defi-
niramo i-ti cˇlen kvaziverjetja, tj. qi = qi(µi; yi), kot funkcijo, ki zadosˇcˇa naslednji
enakosti
∂qi
∂µi
=
yi − µi
Vi
in kvaziverjetje (uporablja se tudi termin logaritem kvaziverjetja zaradi podobnosti
z logaritmom verjetja) je q =
∑n
i=1 qi (kot zˇe pri logaritmu verjetja in vektorju zbira
kvaziverjetje obravnavamo kot fiksno ali slucˇajno, spet bo to razvidno iz konteksta).
Da ocenimo β, kot pri metodi najvecˇjega verjetja, kvaziverjetje parcialno odvajamo
po regresijskih koeficientih
Sj =
∂q
∂βj
=
n∑
i=1
(yi − µi)xij
Vi
∂µi
∂ηi
, j = 0, ..., p. (6.3)
Odvode izenacˇimo z 0 in tako dobimo sistem enacˇb ocenjevanja. Resˇitev sistema je
nasˇa cenilka za β.
Kvaziverjetje ima podobne lastnosti kot logaritem verjetja, in sicer
E(
∂q
∂βj
) = 0 in Ijk = E[( ∂q
∂βj
)(
∂q
∂βk
)] = −E( ∂
2q
∂βjβk
) =
n∑
i=1
xijxik
Vi
(
∂µi
∂ηi
)2. (6.4)
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To sledi na enak nacˇin kot v 4. poglavju, saj so nasˇe enacˇbe ocenjevanja enake
enacˇbam verjetja, ki jih dobimo za eksponentno druzˇino v modelih GLM. Cenilka
po metodi kvaziverjetja ima podobne asimptotske lastnosti kot CNV (lahko je sicer
manj ucˇinkovita). Celotna teorija 4. poglavja je prenosljiva na kvaziverjetje, kar
pomeni, da je resˇitev enacˇb ocenjevanja, tj. βˆ, dosledna (Chen, Hu in Ying, 1999),
asimptotsko normalna in njena asimptotska kovariancˇna matrika je enaka inverzu
matrike informacije (6.4) (McCullagh, 1983). Hkrati je algoritem za iskanje cenilke
enak zˇe opisani iterativni metodi utezˇenih najmanjˇsih kvadratov.
Bistveno sporocˇilo tega razdelka je naslednje. Vse dokler z izbranim GLM mode-
lom pravilno modeliramo pricˇakovano vrednost in varianco odvisne spremenljivke
(6.2), je cenilka, ki jo dobimo kot resˇitev enacˇb ocenjevanja v delovnem modelu,
dosledna, asimptotsko normalna in njena asimptotska kovariancˇna matrika je enaka
inverzu matrike informacije. Dodatno, cˇe izbran model GLM pravilno modelira
celotno porazdelitev odvisne spremenljivke (recimo, odvisna spremenljivka je poraz-
deljena Poissonovo in mi izberemo Poissonov delovni model), tedaj je nasˇa cenilka
sˇe ucˇinkovita (dobljena cenilka je cenilka po metodi najvecˇjega verjetja – ima asimp-
totsko najmanjˇso varianco) (Lee, Nelder in Pawitan, 2006, stran 71).
6.2.3. Posledice uporabe Poissonovega modela
Glavni razlog za izbiro Poissonovega delovnega modela pri ocenjevanju razmerja
tveganj je, da se s tem izognemo tezˇavam s konvergenco, ki jih srecˇujemo pri log-bi-
nomskem modelu. Resˇitev enacˇb (6.1) lahko dovolj preprosto dobimo z izvedbo
Poissonove regresije, kar nam omogocˇa vsak programski paket za modele GLM v
standardnih statisticˇnih programih. Potrebno pa je nameniti pozornost dvema po-
sledicama uporabe Poissonovega modela na binarnih podatkih.
Prva je ta, da je v Poissonovem modelu pricˇakovana vrednost odvisne spremenljivke
omejena na celotno pozitivno realno os. Tako se pogosto dogaja, predvsem kadar
imamo pogost izid binarne spremenljivke, da bodo nekatere od napovedanih vre-
dnosti za µi vecˇje od 1. Kljub temu da je to z vidika verjetnosti nesmiselno, to
pomankljivost lahko zanemarimo (o tem so si mnenja razlicˇna, nekaj o tem sˇe v za-
dnjem delu tega poglavja), saj nasˇ cilj ni napovedovati µi, temvecˇ oceniti regresijske
koeficiente (logaritme razmerja tveganj).
Druga posledica, ki zahteva vecˇjo pozornost, pa je naslednja. Z izbiro Poissonovega
delovnega modela, gledano v smislu kvaziverjetja na nivoju enacˇb zbira, predposta-
vljamo
E(Yi) = µi(β) = exp(
p∑
j=0
βjxij) in var(Yi) = µi. (6.5)
Kot je bilo omenjeno v razdelku o kvaziverjetju, ima cenilka po metodi kvaziverjetja
podobne asimptotske lastnosti kot CNV. Vendar pa to drzˇi pod pogojem, da sta
pricˇakovana vrednost in varianca pravilno specificirani. To ni tako, cˇe Poissonov
model apliciramo na binarni spremenljivki, saj varianca v (6.5) ni varianca Bernoul-
lijeve spremenljivke, kjer je var(Yi) = µi(1− µi). Vprasˇanje je torej: kako to vpliva
na lastnosti cenilke?
Doslednost cenilke po metodi kvaziverjetja je odvisna le od pravilne specifikacije
funkcije pricˇakovane vrednosti. Vse dokler je E(Yi) = µi(β) in imamo E(S) = 0,
je nasˇa cenilka, ki predstavlja resˇitev enacˇb ocenjevanja (6.1), dosledna ne glede
na pravilnost predpostavke o varianci (Pawitan, 2001, stran 393) (Liang in Zeger,
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1986). Torej, cˇe je log-binomski model pravilen (tj. logaritemska vezna funkcija in
sistematicˇni del modela GLM), bo nasˇa cenilka, ki jo dobimo po metodi kvaziverje-
tja s Poissonovim delovnim modelom, dosledna.
Tezˇava, ki se pojavi, ko uporabimo Poissonov delovni model za binarno odvisno spre-
menljivko, je ta, da nasˇe intervalske ocene za regresijske koeficiente niso dosledne.
Cˇe bi uporabili enako metodologijo kot pri poglavju logisticˇne regresije, bi dobili
asimptotski (1− α)% interval zaupanja za logaritem razmerja tveganj dveh skupin,
ki se v xk razlikujeta za 1, pri fiksnih vrednostih drugih spremenljivk,
IZ =ˆlog RR± z1−α/2SˆE(ˆlog RR) = βˆk ± z1−α/2
√
[I−1(βˆ)]k+1,k+1,
kjer je I(βˆ) =X⊤diag(µˆi)X in
µˆi = g
−1(
p∑
j=0
βˆjxij) = exp(
p∑
j=0
βˆjxij).
6.2.4. Robustna kovariancˇna matrika
Dana formula asimptotskega intervala zaupanja izhaja iz asimptoske teorije (razde-
lek 4.2.4) in pricˇakovali bi, da se z vecˇanjem vzorca zanesljivost intervala povecˇuje (s
tem je miˇsljeno, da se verjetnost pokritja (1−α)% intervalskega obmocˇja z vecˇanjem
vzorca priblizˇuje vrednosti (1−α)). To nacˇeloma drzˇi, kadar je porazdelitev odvisne
spremenljivke v delovnem modelu pravilno specificirana (oz. kadar sta pricˇakovana
vrednost in varianca pravilno specificirani). V splosˇnem pa asimptotska veljavnost
tega intervala odpove, cˇe je predpostavka o varianci zgresˇena, saj I−1(βˆ) ni dosledna
cenilka kovariancˇne matrike βˆ. Na konkretnem primeru ocenjevanja razmerja tve-
ganj z uporabo Poissonovega delovnega modela so nasˇe intervalske ocene presˇiroke.
Tezˇava je v tem, da rezultat (6.4)
−E( ∂
2q
∂βj∂βk
) = E[(
∂q
∂βj
)(
∂q
∂βk
)] oz. I = E(SS⊤) = cov(S)
ne velja, kadar var(Yi) ̸= V (µi)a(φ) = Vi(β, φ) = Vi, kjer je Vi varianca v delovnem
modelu. Tedaj elementi Fisherjeve in kovariancˇne matrike S med seboj niso enaki.
Ijk = −E( ∂
2q
∂βj∂βk
) =
N∑
i=1
xijxik
Vi
(
∂µi
∂ηi
)2
cov(Sj, Sk) = E[(
∂qi
∂βj
)(
∂qi
∂βk
)] =
N∑
i=1
E[(Yi − µi)2]xijxik
V 2i
(
∂µi
∂ηi
)2 =
=
N∑
i=1
var(Yi)xijxik
V 2i
(
∂µi
∂ηi
)2
Zapisano v matricˇni obliki
I =X⊤WX,
cov(S) =X⊤WΣWX,
kjer jeW kot prej z elementiWi = V
−1
i (
∂µi
∂ηi
)2, Σ pa je prav tako diagonalna matrika
z elementi Σi ··= var(Yi)( ∂ηi∂µi )2.
Z uposˇtevanjem zgornjega dejstva je v primeru napacˇno predpostavljene zveze med
pricˇakovano vrednostjo in varianco v delovnem modelu rezultat iz razdelka 4.2.3
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rahlo drugacˇen. Naj bo J ··= E(SS⊤) = cov(S). Cenilka kvaziverjetja regresijskih
koeficientov je vsaj za velike vzorce porazdeljena priblizˇno normalno
βˆ ∼ N(β0,I−1(β0)J (β0)I−1(β0)),
kjer je formula kovariancˇne matrike izpeljana na enak nacˇin kot v 4.2.3.
cov(βˆ) ≈ E(I−1SS⊤I−1) = I−1E(SS⊤)I−1 = I−1JI−1 =
= (X⊤WX)−1(X⊤WΣWX)(X⊤WX)−1
Imenujemo jo robustna kovariancˇna matrika, ker je asimptotsko veljavna, tudi ka-
dar je predpostavka o varianci zgresˇena. Hkrati pa I vcˇasih pravimo tudi naivna
kovariancˇna matrika, ker je pravilna le v primeru pravilno specificiranega modela.
Tedaj je J = I in rezultat v tem poglavju je enak kot v 4.2.3.
6.2.5. Ocena kovariancˇne matrike
Kot zˇe v razdelku 4.2.3 kovariancˇno matriko ocenimo pri βˆ.
cˆov(βˆ) = I−1(βˆ)J (βˆ)I−1(βˆ)
Sledi SˆE(βˆk) =
√
[I−1(βˆ)J (βˆ)I−1(βˆ)]k+1,k+1.
Ker je Σi = var(Yi)(
∂ηi
∂µi
)2 in je var(Yi) neznana, matriko Σ v praksi ocenjujemo z
diagonalno matriko z elementi (yi − µi)2( ∂ηi∂µi )2 (Lee, Nelder in Pawitan, 2006, stran
75).
V konkretnem primeru Poissonovega delovnega modela na binarnih podatkih imamo
I(βˆ) =X⊤diag(µˆi)X,
J (βˆ) =X⊤diag(µˆi)diag[(yi − µˆi)2( 1
µˆi
)2]diag(µˆi)X,
kjer je
µˆi = g
−1(
p∑
j=0
βˆjxij) = exp(
p∑
j=0
βˆjxij).
6.2.6. Intervali zaupanja in testne statistike
Pri stopnji znacˇilnosti α je torej ustrezen asimptotski (1−α)% interval zaupanja za
βk
IZ = βˆk ± z1−α/2SˆE(βˆk) = βˆk ± z1−α/2
√
[I−1(βˆ)J (βˆ)I−1(βˆ)]k+1,k+1.
Za skupini, ki se v xk razlikujeta za 1 pri fiksnih vrednostih drugih spremenljivk, je
interval zaupanja za logaritem razmerja tveganj
IZ =ˆlog RR± z1−α/2SˆE(ˆlog RR) = βˆk ± z1−α/2
√
[I−1(βˆ)J (βˆ)I−1(βˆ)]k+1,k+1.
Ocena razmerja tveganj je RˆR = eβˆk in interval zaupanja za RR je eIZ. Ta interval
ni simetricˇen.
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Statisticˇno znacˇilnost regresijskih koeficientov lahko preverjamo z Waldovim testom.
Testna statistika je
Z =
βˆk
SˆE(βˆk)
=
βˆk√
[I−1(βˆ)J (βˆ)I−1(βˆ)]k+1,k+1
.
6.3. Log-binomska regresija ali Poissonova regresija z robustno varianco?
Nekateri avtorji izrazˇajo dvome o uporabi Poissonove regresije za ocenjevanje raz-
merja tveganj. Namrecˇ ocena, ki jo dobimo s Poissonovo regresijo na binarnih
podatkih, ni ocena po metodi najvecˇjega verjetja. Kot posebno tezˇavo omenjajo,
da lahko napovedane vrednosti pricˇakovane vrednosti odvisne spremenljivke padejo
ven iz dovoljenega obmocˇja, kar je nezadovoljivo (Petersen in Deddens, 2008) (Willi-
amson, Eliasziw in Flick 2013). Veliko raziskav je bilo narejenih s ciljem primerjave
delovanja obeh modelov v simulacijah. Petersen in Deddens (2018) sta v simulacijah
spreminjala sˇtevilo in tip pojasnjevalnih spremenljivk v modelu, podatki pa so bili
vedno generirani z logaritemsko vezno funkcijo. Rezultati njihovih simulacij so bili,
da so ocene log-binomskega modela, razen za zelo visoka tveganja, rahlo manj pri-
stranske kot ocene Poissonovega modela z robustno varianco. Hkrati so rahlo manjˇse
tudi standarne napake. Chen, Qian, Shi in Franklin (2018) so simulacije razsˇirili na
primer napacˇne specifikacije vezne funkcije (logit, probit) in sistematicˇnega dela. V
primeru napacˇne specifikacije modela je bila relativna pristranskost log-binomskega
modela negativna (bolj kot je bil model napacˇno izbran, vecˇje je bilo odstopanje),
medtem ko so bile vrednosti v Poissonovem modelu v vseh primerih zanemarljive.
Standardne napake obeh modelov so bile vedno primerljive. V povzetku cˇlanka
komentirajo, da je Poissonova regresija z robustno varianco primernejˇsa izbira za
ocenjevanje razmerja tveganj zaradi slabega obnasˇanja log-binomske regresije v pri-
meru napacˇne specifikacije modela.
V strokovni literaturi si tako mnenja o tem, kateri model je primernejˇsi, niso enotna.
7. Simulacija
V prejˇsnjih poglavjih so bile predstavljene asimptotske lastnosti cenilk po metodi
najvecˇjega verjetja in kvaziverjetja. Ker imamo v praksi omejen nabor podatkov,
je namen tega poglavja s preprosto simulacijo raziskati, ali podani rezultati vsaj
priblizˇno drzˇijo na koncˇnih vzorcih. Cˇe to ni tako, nam za prakticˇne namene asip-
totska teorija bolj malo koristi. Glavna prednost ocenjevanja na podatkih, dobljenih
s simulacijami, je, da poznamo prave vrednosti parametrov, ki jih ocenjujemo in to
nam omogocˇa boljˇsi vpogled v kakovost nasˇega postopka ocenjevanja. Model, ki je
bil uporabljen v simulaciji za generiranje podatkov, je naslednji
log π(x) = β0 + β1x,
kjer x predstavlja dano meritev Bernoullijeve X, kjer P (X = 1) = 0, 4; π(x) pa
verjetnost binarnega izida pri dani meritvi x, P (Y = 1|x) = π(x). Cilj simulacije je
bil:
• primerjati robustno in naivno varianco z empiricˇno v Poissonovem delovnem
modelu za binarno odvisno spremenljivko,
• preucˇiti obnasˇanje cenilke na velikih vzorcih (doslednost, normalnost, nepri-
stranskost),
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• primerjati rezultate Poissonove regresije z rezultati logisticˇne.
Sam postopek pa je bil naslednji:
(1) Nakljucˇno je bilo izbranih n vrednosti pojasnjevalne spremenljivke glede na
njeno porazdelitev. n predstavlja velikost vzorca, ogledali si bomo rezultate
za vzorec velikosti 100 in 500.
(2) Za vsako enoto je bila izracˇunana pricˇakovana vrednost odvisne spremen-
ljivke πi glede na vrednost xi po formuli
E(Yi) = πi = e
β0+β1xi .
(3) Za vsako enoto je bila glede na verjetnost uspesˇnega izida πi izbrana vrednost
Bernoullijeve odvisne spremenljivke yi.
(4) Na danih podatkih se je izvedla Poissonova in logisticˇna regresija, shranjene
so bile ocene za β1.
(5) 3. in 4. korak sta bila nato ponovljena 1000x.
Poleg vzorcˇnega povprecˇja so bile uporabljene naslednje kolicˇine:
• teoreticˇna naivna varianca
var(βˆ1) = [I−1(β)]2,2, kjer je I(β) =X⊤diag(πi)X,
• teoreticˇna robustna varianca
var(βˆ1) = [I−1(β)J (β)I−1(β)]2,2, kjer je J (β) =X⊤diag[πi(1− πi)]X,
• empiricˇna varianca (za 1000 ponovitev)
vˆar(βˆ1) =
1
1000− 1
1000∑
i=1
(βˆ1i − βˆ1)2,
• pristranskost (za 1000 ponovitev)
B(βˆ1) =
1
1000
1000∑
i=1
(βˆ1i − β1).
a) Vrednosti regresijskih parametrov v prvem delu simulacij sta bili β0 = −1, 6
in β1 = 1, 1. Z oznakami kot v zacˇetnem poglavju o razmerju tveganj sta tveganji
(verjetnosti uspesˇnega izida) za izpostavljeno in neizpostavljeno skupino
π1 = e
β0+β1 = e−1,6+1,1 = 0, 607 in π0 = eβ0 = e−1,6 = 0, 202
in razmerje tveganj lahko dobimo kot kolicˇnik tveganj ali pa antilogaritmiramo β1,
torej imamo RR = e1,1 = 3, 00. Za dano izbiro modela lahko govorimo o pogostem
izidu.
Ugotovitve: V tabeli 3 so podane vrednosti za empiricˇno, naivno in robustno vari-
anco cenilke βˆ1 v Poissonovem modelu. Zˇe na vzorcu velikosti n = 100 je razlika
med naivno in empiricˇno v primerjavi z razliko med robustno in empiricˇno velika.
To odstopanje je sˇe mocˇnejˇse, cˇe si pogledamo desno stran tabele, kjer so podani
rezultati za vzorec velikosti n = 500. Varianca se sicer z vecˇanjem vzorca zmanjˇsuje,
zanesljivost pa ne. Cˇe bi tvorili interval zaupanja z naivno varianco, bi tako dobili
preveliko verjetnost pokritja, ker I−1(β) ni prava formula asimptotske kovariancˇne
matrike βˆ. Po drugi strani pa sta vrednosti empiricˇne in robustne variance primer-
ljivi zˇe na vzorcu velikosti n = 100, medtem ko sta za n = 500 njuni vrednosti
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Tabela 3. Varianca cenilke βˆ1 v Poissonovem modelu
n = 100
varianca βˆ1 vrednost
naivna 0, 123
empiricˇna 0, 0890
robustna 0, 0793
n = 500
varianca βˆ1 vrednost
naivna 0, 0247
empiricˇna 0, 0168
robustna 0, 0162
enaki do vkljucˇno tretje decimalke. To se sklada s teorijo 6. poglavja o robustni
kovariancˇni matriki.
Tabela 4. Pristranskost Poissonovega modela
velikost vzorca B(βˆ1)
n = 100 0, 0197
n = 500 0, 00255
Tabela 4 podaja rezultate za pristranskost cenilke βˆ1 v Poissonovem modelu. Za
vzorec velikosti n = 100 je vrednost skoraj 10x vecˇja v primerjavi z dobljeno vre-
dnostjo, ko smo n povecˇali na 500. Tudi ta rezultat se v povezavi z manjˇso varianco
na vecˇjem vzorcu (tabela 3) sklada s teorijo. Namrecˇ cenilka βˆ1 je dosledna, kar
pomeni, da se morata njena varianca in pristranskost s povecˇevanjem vzorca pri-
blizˇevati 0.
Tabela 5. Povprecˇna vrednost βˆ1 za regresijski koeficient β1 = 1, 1
n = 100
model βˆ1
Poissonov 1, 12
logisticˇni 1, 84
n = 500
model βˆ1
Poissonov 1, 10
logisticˇni 1, 82
Povprecˇne vrednosti v logisticˇnem in Poissonovem modelu za ocene βˆ1 1000 meritev
pa so zbrane v tabeli 5. Razlog za primerjavo ocenjenih vrednosti je ta, da se lo-
gisticˇni model pogosto uporablja za ocenjevanje razmerja tveganj, tako da se oceni
razmerje obetov, ki se ga nato vzame kot priblizˇek razmerju tveganj. V povprecˇju
smo za vzorec velikosti n = 500 dobili oceno logaritma razmerja tveganj z vredno-
stjo 1,1; medtem ko je bila povprecˇna ocena logaritma razmerja obetov 1,82. Cˇe
vzamemo ti povprecˇji kot nasˇi oceni regresije ene realizacije, dobimo z antilogarit-
miranjem teh vrednosti RˆR = e1,1 = 3, 00 in OˆR = e1,82 = 6, 30. Torej, cˇe bi v tem
primeru napacˇno podali oceno za razmerje obetov kot oceno za razmerje tveganj,
bi s tem mocˇno precenili razmerje tveganj. Tezˇava ni v logisticˇnem modelu samem,
temvecˇ v tem, da sta si meri, ki jih obravnavamo v delu, lahko krepko razlicˇni, kadar
obravnavamo pogost izid (dejansko razmerje obetov, izracˇunano s tveganji, je OR
= 6,10).
Za zakljucˇek tega dela simulacije sta podana sˇe histograma ocenjenih vrednosti βˆ1
za n = 100 in 500 v Poissonovem modelu. Viˇsina in razporeditev stolpcev namigu-
jeta, da je nasˇa cenilka porazdeljena priblizˇno normalno. Kot dodatek so dodane sˇe
normalne krivulje, centrirane okoli povprecˇne vrednosti ocene, z vzorcˇno, naivno in
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Slika 2. Histogram ocenjenih vrednosti βˆ1 v Poissonovem modelu za
vzorec velikosti n = 100
Slika 3. Histogram ocenjenih vrednosti βˆ1 v Poissonovem modelu za
vzorec velikosti n = 500
robustno varianco. Primerjava histogramov nam kazˇe tudi na to, da se z vecˇanjem
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vzorca ocenjene vrednosti gostijo okoli prave vrednost (doslednost).
b) V drugem delu simulacije je bila regresijska konstanta zmanjˇsana na β0 = −3, 5;
sicer pa je model za generiranje podatkov ostal nespremenjen (β1 = 1, 1; RR = 3).
Tudi sam postopek simulacije je identicˇen prejˇsnjemu. Tveganji v modelu sta
π1 = e
β0+β1 = e−1,6+1,1 = 0, 0907 in π0 = eβ0 = e−1,6 = 0, 0302.
Tu je bil namen preveriti, ali sta v primeru redkega izida, kjer lahko gledamo na Pois-
sonovo porazdelitev kot aproksimacijo Bernoullijeve (imamo var(Y ) = π(1−π) ≈ π),
vrednosti naivne in robustne cenilke primerljivi. Hkrati sta v dani situaciji tveganji
dovolj nizki, da lahko obravnavamo razmerje obetov kot priblizˇek razmerju tveganj
(OR = 3, 20). Zato so tudi tu predstavljeni rezultati logisticˇne regresije.
Ugotovitve (rezultati so podani za n = 500 – gre za redek izid in potrebujemo
zadostno sˇtevilo pojavov uspesˇnega izida na vzorcu): V primerjavi z rezultati pri
Tabela 6. Varianca cenilke βˆ1 v Poissonovem modelu
varianca βˆ1 vrednost
naivna 0, 165
empiricˇna 0, 174
robustna 0, 156
pogostem izidu na enaki velikosti vzorca so ocene za varianco v tabeli 6 znantno
vecˇje, za priblizˇno 10x. Razlog za to je, da diagonalna matrika W vsebuje vecˇje
sˇtevilo vrednosti blizu 0. To se prenese na manjˇse vrednosti elementov matrike
I(β) =X⊤diag(µi)X in na vecˇje vrednosti elementov njenega inverza oziroma ko-
variancˇne matrike. Argument za robustno verzijo sledi na enak nacˇin. Glede cenilk
pa je razvidno s tabele, da sta si njuni vrednosti blizu, s tem da je naivna ocena
blizˇje empiricˇni.
Tabela 7. Povprecˇna vrednost βˆ1 za regresijski koeficient β1 = 1, 1
model βˆ1
Poissonov 1, 15
logisticˇni 1, 15
V tabeli 7 sta podani sˇe povprecˇni oceni za β1 Poissonovega in logisticˇnega modela.
V povprecˇju sta obe regresiji vrnili enako tocˇkovno oceno za β1, cˇeprav modela oce-
njujeta drug parameter (imamo razlicˇni vezni funkciji). To nakazuje na veljavnost
nacˇina dela v praksi, kjer se za redke pojave ocene za logaritem razmerja obetov
porocˇajo kot ocene/priblizˇki za logaritem razmerja tveganj.
8. Primer Titanik
Glavni namen tega diplomskega dela je bil predstaviti, na kaksˇne nacˇine lahko v
praksi ocenjujemo razmerje tveganj z dodatnim poudarkom na situacije, v katerih
30
imamo na populaciji pogost izid. Delo zato zakljucˇimo z analizo na realnih podat-
kih, kjer primerjamo rezultate razlicˇnih pristopov, ki so bili predstavljeni.
Podatkovni vir je bil pridobljen na naslovu http://jse.amstat.org/v3n3/
/datasets.dawson.html, [ogled 31. 7. 2019]). Vsebuje podatke o sˇtevilu prezˇivelih
in umrlih v nesrecˇi, ki se je pripetila 14. aprila 1912, ko je ladja Titanik usodno
trcˇila v ledeno goro. Pridobljeni podatki so predstavljeni v spodnji tabeli.
Tabela 8. Podatki o potnikih na ladji Titanik
sˇtevilo potnikov sˇtevilo umrlih
ekonomski
razred mosˇki zˇenske mosˇki zˇenske
I 180 145 118 4
II 179 106 154 13
III 510 196 422 106
neznan 862 23 670 3
V danem primeru je odvisna spremenljivka status prezˇivetja (1, cˇe je oseba umrla v
nesrecˇi, sicer 0), pojasnjevalni spremenljivki pa sta spol (x; 1 za mosˇke, 0 za zˇenske)
in ekonomski razred (potniki so bili razvrsˇcˇeni v tri kategorije, glede na kakovost
nastanitve na ladji). Ekonomski razred je kategoricˇna spremenljivka, njeno vrednost
v modelu predstavimo s tremi binarnimi spremenljivkami z2 (1 za osebo v drugem
ekonomskem razredu, sicer 0), z3 (1 za osebo v tretjem ekonomskem razredu, sicer
0) in z4 (1 za osebo, katere ekonomski razred je neznan, sicer 0). Cˇe je oseba v
prvem razredu, so vrednosti vseh treh spremenljivk enake 0.
Zanimal nas je vpliv spola na prezˇivetje v nesrecˇi, ekonomski razred pa je pred-
stavljal motecˇo spremenljivko. Cilj je bil oceniti prilagojeno razmerje tveganj oz.
obetov med spoloma in primerjati dobljene rezultate. Na danih podatkih sta bili
izvedeni Poissonova in logisticˇna regresija, medtem ko za log-binomski model algori-
tem ocenjevanja v programskem jeziku R ni skonvergiral (R v tem primeru zahteva,
da uporabnik poda zacˇetne vrednosti parametrov). Oba modela sta imela enako
strukturo sistematicˇnega dela
g(π) = β0 + β1x+ β2z2 + β3z3 + β4z4
Rezultati:
Slika 4. Rezultati Poissonove regresije z naivno varianco
Za vse tri primere, to so Poissonov model z robustno in naivno varianco ter logisticˇni
model, so bili vsi regresijski koeficienti statisticˇno mocˇno znacˇilni. Sklepamo lahko,
da sta tako spol kot tudi razvrstitev v ekonomskem razredu vplivala na mozˇnost
prezˇivetja. V Poissonovem modelu je tocˇkovna ocena za razmerje tveganj med spo-
loma RˆR = 2, 81 (ocena za logaritem razmerja tveganj med spoloma se nahaja v
stolpcu Estimate, vrstica spol: log RˆR = 1, 03). Kar pomeni, da je bilo v povprecˇju
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skoraj 3x verjetneje, da umre mosˇki kakor zˇenska, ki prihaja iz enakega ekonom-
skega razreda. 95-odstotna intervalska ocena razmerja tveganj z naivno varianco je
IZ = [2, 33; 3, 40], z robustno pa IZ = [2, 43; 3, 26]. Cˇe podana teorija drzˇi, bi moral
biti naivni interval presˇirok.
Slika 5. Rezultati Poissonove regresije z robustno varianco
Vrednost tocˇkovne ocene za razmerje obetov med spoloma je OˆR = 11, 1 (log
OˆR = 2, 42) in ta ocena je priblizˇno 4x vecˇja od ocene za razmerje tveganj. 95-
odstotna intervalska ocena razmerja obetov je IZ = [8, 57; 14, 8]. S tabele 8 je razvi-
dno, da imamo na nasˇem vzorcu (populaciji) opravka s pogostim pojavom in veliko
razliko v tveganju med spoloma. Tako je razlika v ocenjenih vrednosti razmerja
tveganj in obetov pricˇakovana. Na danem naboru podatkov torej logisticˇni model
ni prava izbira, cˇe je nasˇ namen ocenjevati razmerje tveganj.
Slika 6. Rezultati logisticˇne regresije
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Slovar strokovnih izrazov
risk ratio razmerje tveganj
odds ratio razmerje obetov
risk factor dejavnik izpostavljenosti
outcome izid
exposed group izpostavljena skupina
measure of effect mera mocˇi ucˇinka
kohort study kohortna raziskava
case-control study raziskava primerov in kontrol
confounding vpliv motecˇih spremenljivk
rare disease redka bolezen
link function vezna funkcija
score vector vektor zbira
fitted values napovedane vrednosti
adjusted dependent variate lokalna odvisna spremenljivka
Fisher scoring algorithm Fisherjeva zbirna metoda
iterative reweighted least squares method iterativna metoda utezˇenih naj-
manjˇsih kvadratov
adjusted odds/risk ratio prilagojeno razmerje obetov/tveganj
robust estimator robustna cenilka
working model delovni model
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