Temporal Convolutional Memory Networks for Remaining Useful Life
  Estimation of Industrial Machinery by Jayasinghe, Lahiru et al.
ar
X
iv
:1
81
0.
05
64
4v
2 
 [c
s.L
G]
  1
0 D
ec
 20
18
Temporal Convolutional Memory Networks for
Remaining Useful Life Estimation of Industrial
Machinery
Lahiru Jayasinghe∗, Tharaka Samarasinghe†, Chau Yuen∗, Jenny Chen Ni Low§, Shuzhi Sam Ge‡
SUTD-MIT International Design Centre, Singapore University of Technology and Design, Singapore.∗
Department of Electronic and Telecommunication Engineering, University of Moratuwa, Sri Lanka.†
Department of Electrical and Electronic Engineering, University of Melbourne, Australia.†
Keysight Technologies, Singapore.§
Department of Electrical and Computer Engineering, National University of Singapore, Singapore.‡
Email: {aruna jayasinghe, yuenchau}@sutd.edu.sg∗, tharakas@uom.lk†, jenny-cn low@keysight.com§, samge@nus.edu.sg‡
Abstract—Accurately estimating the remaining useful life
(RUL) of industrial machinery is beneficial in many real-world
applications. Estimation techniques have mainly utilized linear
models or neural network based approaches with a focus on
short term time dependencies. This paper, introduces a system
model that incorporates temporal convolutions with both long
term and short term time dependencies. The proposed network
learns salient features and complex temporal variations in sensor
values, and predicts the RUL. A data augmentation method is
used for increased accuracy. The proposed method is compared
with several state-of-the-art algorithms on publicly available
datasets. It demonstrates promising results, with superior results
for datasets obtained from complex environments.
Index Terms—deep learning, convolutional neural networks,
long short-term memory, remaining useful life estimation
I. INTRODUCTION
Accurate RUL estimation is crucial in prognostics and
health management of industrial machinery such as aeroplanes,
heavy vehicles and turbines. A system that predicts failures
beforehand enables owners in making informed maintenance
decisions, in advance, to prevent permanent damages. This
leads to a significant reduction in operational and mainte-
nance costs. Hence, RUL estimation is considered vital in
industry operational research. Approaches for RUL estimation
are mainly two-fold, and can be categorized as model-based
or data-driven approaches [1]. The Model-based approaches
need a physical failure model to estimate the RUL, which in
most practical scenarios, is difficult to produce. This limitation
has promoted data-driven approaches for RUL estimation.
This paper, focuses on the implementation of a data-driven
approach to estimate the RUL of industrial machinery.
The literature on RUL estimation includes sliding win-
dow approaches [2], hidden Markov model (HMM) based
approaches [3] and recurrent neural network (RNN) based
approaches [4]. The sliding window approach in [2] only
considers the relations within the sliding window, and hence,
only short term time dependencies are captured. In HMM
This work was supported in part by Keysight Technologies, International
Design Center, and NSFC 61750110529.
based approaches, where the hidden states only depend on the
previous state, modeling long time dependencies leads to high
computational complexity and storage requirements. On the
other hand, RNNs are capable of learning time dependencies
more than HMMs, but face the vanishing gradient problem
when used to capture long-term time dependencies [5].
Recently, convolutional neural networks (CNN) and long
short-term memory (LSTM) networks have emerged as effi-
cient methods in many pattern recognition application domains
such as computer vision [6], [7], surveillance [8], [9], and
medicine [10]. Since the RUL estimation problem is closely
related to pattern recognition, similar techniques can be ap-
plied to solve the RUL estimation problem as well [11]. To
this end, authors in [12] have proposed a 2D convolutional
approach by using sliding windows for RUL estimation, and
[1] has proposed LSTM networks for RUL estimation. When
comparing the two, even though LSTM networks are capable
of building long term time dependencies, its feature extraction
capabilities are marginally lower than CNN [13]. However,
CNN and LSTM networks both possess unique abilities to
learn features from data, and hence, we have utilized both
techniques for RUL estimation in this paper.
Depending on the kernel size, 2D convolutions consider
values from several sensors simultaneously when extracting
features. This sometimes induces noise in the result. In con-
trast, 1D convolutions only occur in the temporal dimension
of the given sensor, and they extract features without any
interference from the other sensor values [13]. Therefore, we
have used 1D temporal convolutions to learn features relevant
to time dependencies of sensor values. The extracted features
from the convolutions are then fed to a stacked LSTM network
to learn the long short-term time dependencies. The paper also
proposes an augmentation algorithm for the training stage to
enhance the performance of the estimation. Paper validates
and benchmarks the proposed system architecture with several
state-of-the-art algorithms, using publicly available datasets.
The results are promising for all datasets. However, the
specialty is that the architecture provides superior results for
TABLE I: C-MAPSS Data Set [14]
Dataset FD001 FD002 FD003 FD004
Training trajectories 100 260 100 249
Testing trajectories 100 259 100 248
Operating conditions 1 6 1 6
Fault conditions 1 1 2 2
datasets obtained from complex environments, and this can be
highlighted as the main contribution of the paper.
The rest of the paper is organized as follows. Section II
sets up the problem formulation and Section III incrementally
describes the whole system architecture. Section IV presents
the results of the paper, and Section V concludes the paper.
II. PROBLEM FORMULATION
Consider a system with N components (e.g. engines). M
sensors are installed on each component. The usual setting
is to utilize vibration and temperature sensors to collect
information about the machine’s behaviour. The data from
the n-th component throughout its useful lifetime produces
a multivariate time series Xn ∈ R
Tn×M , where Tn denotes
the total number of time steps of component n throughout
its lifetime. Xn is also known as the training trajectory of
the n-th component. Xtn ∈ R
M denotes the t-th time step of
Xn, where t ∈ {1, ..., Tn}, and it is a vector of M sensor
values. Hence, the training set is given by X = {Xtn|n =
1, . . . , N ; t = 1, . . . , Tn}.
The RUL estimation is done based on test data. Test data is
from a similar environment with K components. K may not
be necessarily equal to N . The test data of the k-th component
produces another multivariate time series Zk ∈ R
Lk×M ,
where Lk denotes the total number of time steps related to
component k in the test data. Zk is also known as the test
trajectory of the k-th component. The test set is given by
Z = {Ztk|k = 1, . . . ,K; t = 1, . . . , Lk}. Obviously, the test
set will not consist all the time steps up to the failure point,
that is, Lk will generally be smaller compared to the number
of time steps taken for the failure of component k, which we
denote by L¯k. We focus on estimating the RUL of component
k, which is given by L¯k −Lk, by utilizing time steps from 1
to Lk, that are included in the test set.
A. Datasets
Publicly available NASA Commercial Modular Aero-
Propulsion System Simulation dataset (C-MAPSS) [14] is
chosen for the benchmarking purposes, as it has been widely
used in the literature. As given in Table I, C-MAPSS simulated
dataset consists of 4 sub-datasets, with different operating and
fault conditions, leading to complex relations with sensors.
As shown in Table I, different sub-datasets (FD001, FD002,
etc.) contain different number of training, and testing tra-
jectories. The complexity of sub-datasets will increase with
the number of operating conditions and fault conditions [15].
Hence, FD002 and FD004 sub-datasets are considered to be
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Fig. 1: Piece-wise linear RUL target function.
the complex datasets. In every sub-dataset, training trajectories
are concatenated along the temporal axis, and same applies for
the testing trajectories as well. In general, these concatenated
trajectories are included in a l-by-26 matrix, where l denotes
the total length after concatenation of the trajectories.
In this l-by-26 matrix, the first column represents the engine
ID, second column represents the operational cycle number,
third to fifth columns represent the three operating settings that
have a substantial effect on the engine performance [16], and
the last 21 columns represent the sensor values, i.e., M = 21.
More information about the sensors are available in [17]. The
actual RUL values are provided to the dataset separately for
verification purposes.
B. Performance Evaluation
In order to measure the performance of the RUL estimation,
we use the Scoring Function and the Root Mean Square Error
(RMSE). To this end, the error in estimating the RUL of the
n-th component is given by
En = RULEstimated −RULTrue. (1)
It is not hard to see that En can be both positive and negative.
However, E being positive will be more harmful, since the
machine will fail before the estimated time. Therefore, a
scoring function that penalizes positive En value is used, and
is given by
S =
{∑N
i=1(e
−
Ei
13 ) Ei < 0∑N
i=1(e
−
Ei
10 ) Ei ≥ 0
. (2)
A main drawback of this scoring function is its sensitivity
to outliers. Since there is no error normalization and it follows
an exponential curve, one single outlier can drastically change
the score value. Therefore, we also use RMSE, which is given
by
RMSE =
√√√√ 1
N
N∑
i=1
E2i . (3)
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Fig. 2: The proposed system architecture for RUL estimation
for C-MAPSS dataset.
C. RUL Target Function
In this paper, we use the piecewise linear degradation
model [1] depicted in Fig. 1 as the target function in the
estimation process. The degradation of the system typically
starts after a certain degree of usage, and hence, we con-
sider this model to be more suited compared to the linear
degradation model [18]. The target function also has an upper
bound for the maximum RUL, which avoids over estimations.
Let Rn ∈ R
Tn×1 represent the generated RUL values for
component n ∈ {1, . . . , N} by utilizing the target function
and the training trajectory Xn. Similar to the notations defined
earlier, Rtn ∈ R denotes the RUL value of component n
at the t-th time step. The RUL values for all N training
components (or trajectories) can be represented using the set
R = {Rtn|n = 1, ..., N ; t = 1, ..., Tn}. These RUL values act
as the labels for the supervise training in the proposed system
architecture.
III. SYSTEM ARCHITECTURE
The proposed system architecture consists of data prepro-
cessing, data augmentation and a deep regression model for
RUL estimation. As shown in Fig. 2, both testing, and training
data are normalized, but only the training data are augmented
before feeding into the regression model. Stacked temporal
convolution layers and LSTM layers, which are connected
with each other using fully connected layers, have created the
regression model for the proposed system architecture.
A. Data Normalization
According to the literature [1], data points can be clustered
based on their respective operating conditions and normaliza-
tion can be done based on those clusters. However, only FD002
and FD004 have six operating conditions, whereas FD001
and FD003 have only one operating condition, thus we have
omitted the clustering. Alternatively, individual sensor values
are normalized, and the value of the i-th sensor is normalized
as
x˜i =
xi − µi
σi
, (4)
where µi and σi denote the mean value and the standard
deviation of the i-th sensor value, respectively.
Algorithm 1: Data Augmentation
Input: Training data set,
X = {Xtn|n = 1, ..., N ; t = 1, ..., Tn}
Input: Training RUL value set,
R = {Rtn|n = 1, ..., N ; t = 1, ..., Tn}
Input: Augmentation size, λ ∈ Z+
Output: Augmented, training dataset X ′ and its RUL
value set R′.
X ′ = X , R′ = R;
for each component n = 1, ..., N do
for each time step t = 1 to Tn do
if Rtn < R
t−1
n then
for i = 1 to λ do
ti = DiscreteUniformRND(t, Tn)
Xn,i = {X
1
n, ..., X
ti
n }
Rn,i = {R
1
n, ..., R
ti
n }
end
Break;
end
end
X ′ = X ′
⋃λ
i=1 Xn,i , R
′ = R′
⋃λ
i=1Rn,i
end
Result: X ′, R′
B. Data Augmentation
In this paper, a data augmentation algorithm is proposed
to enhance the RUL estimation performance. Fig. 3a rep-
resents the target function of a complete training trajectory
(before augmentation). In the augmentation algorithm, we have
utilized the complete training trajectory to generate partial
training trajectories, as illustrated in Fig. 3b. According to the
example in Fig. 3b, we have generated three partial training
trajectories using the complete training trajectory in Fig. 3a.
Each partial training trajectory is obtained by truncating the
complete training trajectory at a random point along the
linear degradation. Note that partial trajectories have a closer
resemblance to test data, as they are truncated earlier to
the failure point. It is well known that supervise algorithms
perform well for patterns they have encountered previously in
the training phase, and hence, this augmentation leads to better
learning, and increases the accuracy of the estimation. Fig. 4
represents target functions of a part of the training dataset
after data augmentation, and this training dataset is used for
learning.
These ideas are formally presented through Algorithm 1.
We have the training set X , training RUL value set obtained
from the target function R, and an integer λ as inputs, where
λ denotes the number of partial trajectories to be generated
through data augmentation. For each training trajectory, the
algorithm searches for the time step t, where the RUL value
starts to decrease. This is done to capture the starting time
step of the linear degradation. If such a time step exists for
component n ∈ {1, . . . , N}, then a random integer is drawn
between t and Tn from a discrete uniform distribution, which
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Fig. 3: Demonstrating the behaviour of the augmentation
algorithm by using target functions from FD002 dataset.
is represented as DiscreteUniformRND(t, Tn) in the al-
gorithm. λ random integers are generated for each training
trajectory. If the i-th random integer for the n-th component
is ti, then sequences related to time steps 1 to ti from Xn and
Rn are selected as the partial training trajectories, i.e., Xn,i and
Rn,i, respectively. Then, these sets are added to the original
training dataset X and the RUL value setR. Since this process
is carried out λ times for each component n, the cardinality of
the training set and the RUL value set will increase by λ+ 1
times, compared to its original size.
C. Temporal Convolutional Layer
The temporal convolutional layer consists of 1D-
convolution and 1D-max-pooling. With regards to temporal
convolution, let d(l−1) and d(l) be the input and the output
of the l-th layer, respectively. Input to the l-th layer is the
output of the (l − 1)-th layer. Since there are several feature
maps for a layer, we denote the j-th feature map of layer l
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Fig. 4: Part of augmented training dataset.
as d
(l)
j , and this can be computed by
d
(l)
j = f
(∑
i
d
(l−1)
i ∗ ~w
(l)
i,j + b
(l)
j
)
, (5)
where ∗ denotes the convolution operator, ~w
(l)
i,j , and b
(l)
j
represent the 1-D weight kernel and the bias of the j-th
feature map of the l-th layer, respectively, and f is a non-
linear activation function. Often, it would be a rectified linear
unit activation (ReLu).
The sub-sampling or pooling works as a progressive mech-
anism to reduce the spatial size of the feature representations.
This increases computational efficiency and reduces parame-
ters that control over-fitting of neurones. Max-pooling is the
most accepted operation of sub-sampling in CNN. This can
operate independently from the convolutional operation. The
1D-max-pooling is given by
d
(l)
ji
= max
(
d
(l)
ji
nbh
)
, (6)
where d
(l)
ji
denotes the i-th element of feature map d
(l)
j , d
(l)
ji
nbh
denotes the set of values in the 1D-neighbourhood of d
(l)
ji
. The
neighbourhood size is defined by the 1D-pooling size.
D. Long Short-Term Memory Layer
For a given input sequence Xn =
(
X1n, ..., X
T
n
)
, a re-
current neural network (RNN) generates an output of Yn =(
Y 1n , ..., Y
T
n
)
using the hidden vector sequence of ht =(
h1, ..., hT
)
. This is done by iterating the following equation
from t = 1 to t = T :
ht = f
(
WxhX
t
n +Whhh
t−1 + bh
)
, (7)
Y tn = Whyh
t + by, (8)
where Wxh, Whh and Why denote transformation matrices of
the input and hidden vector, and bh, by are the bias vectors.
Although this RNN combine the temporal variations in the out-
put, it lacks memory connectivities. Therefore, memory gates
are introduced into the RNN cells, and they are known as long
TABLE II: Layer Details of the System Architecture
(channels = 24, sequence length = 100)
Layer 1
1D-convolution filters=18, kernel size=2, strides=1,padding=same, activation=ReLu
1D-max-pooling pool size=2, strides=2, padding=same
Layer2
1D-convolution filters=36, kernel size=2, strides=1,padding=same, activation=ReLu
1D-max-pooling pool size=2, strides=2, padding=same
Layer3
1D-convolution filters=72, kernel size=2, strides=1,padding=same, activation=ReLu
1D-max-pooling pool size=2, strides=2, padding=same
Layer4
fully-connected layer size=sequence length*channels, activation=ReLu
dropout dropout probability = 0.2
Layer5
LSTM units = channels*3
dropout-wrapper dropout probability = 0.2
Layer6
LSTM units = channels*3
dropout-wrapper dropout probability = 0.2
Layer7
fully-connected layer size=50, activation=ReLu
dropout dropout probability = 0.2
Layer8 fully-connected layer size=1 (output layer)
short-term memory networks (LSTM) [19]. The calculation of
ht for the LSTM networks follows from
it = σ
(
WixX
t
n +Wihh
t−1 +Wicc
t−1 + bi
)
, (9)
f t = σ
(
WfxX
t
n +Wfhh
t−1 +Wfcc
t−1 + bf
)
, (10)
ct = f tct−1 + it tanh
(
WcxX
t
n +Wchh
t−1 + bc
)
, (11)
ot = σ
(
WoxX
t
n +Wohh
t−1 +Wocc
t + bo
)
, (12)
ht = ot tanh
(
ct
)
, (13)
where σ is the logistic sigmoid function, and i, f, o and
c denote the input gate, forget gate, output gate and cell
activation vectors, respectively. The transformation weights
Wix,Wih,Wic,Wfx,Wfh,Wfc,Wcx,Wch,Wox,Woh,Woc,
and bias values bi, bf , bc, bo are computed during the training
process. The input gate it, output gate ot, and forget gate f t
control the information flow within the LSTM network. Since
there are several gates, this network is capable of keeping
selective memory compared to an RNN. An array of LSTM
is known as an LSTM layer.
E. Temporal Convolutional Memory Networks
The proposed architecture is implemented by combining
temporal convolutional layers with LSTM layers through a
fully-connected layer. Let d
flat
j , where j ∈ {1, ..., Q}, be the
j-th flattened feature map of the last temporal convolution
layer. The set of flattened feature maps in the last layer can
be represented as Dflat = {dflatj |j = 1, ..., Q}. This flattened
layer passes through a fully-connected neural network as
follows:
hfc = f
(
WfcD
flat + bfc
)
, (14)
where hfc denotes the output of the fully-connected layer, and
Wfc and bfc denote the transformation weights and bias of the
fully-connected layer.
Proposed system architecture consists of three temporal
convolutional layers. Out of them, the first layer consist of
TABLE III: Performances Analysis of the Augmentation Al-
gorithm for the System Architecture.
Performance Gain =
(
1− IncludingAugmentation
ExcludingAugmentation
)
× 100%
Dataset FD001 FD002 FD003 FD004
Evaluation Score RMSE Score RMSE Score RMSE Score RMSE
Excluding
Augmentation
1.67
×104
31.60
3.55
×104
31.06
1.18
×104
38.25
5.91
×104
36.85
Including
Augmentation
2.41
×103
29.55
4.19
×103
21.03
3.44
×103
27.11
7.96
×103
23.57
Performance
Gain
85.56 6.48 88.19 40.76 70.84 29.12 86.53 36.03
TABLE IV: Evaluation and Benchmarking Results
Dataset FD001 FD002 FD003 FD004
Evaluation Score RMSE Score RMSE Score RMSE Score RMSE
MLP [1] 1.80 ×104 37.56 7.80 ×106 80.03 1.74 ×104 37.39 5.62 ×106 77.37
SVR [1] 1.38 ×103 20.96 5.90 ×105 42.00 1.60 ×103 21.05 3.71 ×105 45.35
RVR [1] 1.50 ×103 23.80 1.74 ×104 31.30 1.43 ×103 22.37 2.65 ×104 34.34
CNN [1] 1.29 ×103 18.45 1.36 ×104 30.29 1.60 ×103 19.82 5.55 ×103 29.16
LSTM [1] 3.38 ×102 16.14 4.45 ×103 24.49 8.52 ×102 16.18 5.55 ×103 28.17
Proposed
Architecture
1.22 ×103 23.57 3.10 ×103 20.45 1.30 ×103 21.17 4.00 ×103 21.03
18 filters, the second layer consists of 36 filters, and the
final convolution layer consist of 72 filters. As shown in
the Table. II, every convolution layer is followed by a 1D-
max-pooling layer, and size two kernels are used in every
convolution and pooling operation. A fully-connected layer
with drop-out regularization has been introduced to connect
the temporal convolutional layer to the LSTM layers. As
described in Subsection II-A, data contains 3 operating settings
and 21 sensor readings. Hence, the number of channels in
the input equals to 24, and the sequence length equals to
100. Therefore, the input to the first temporal convolutional
layer can be represented as {Xtn|t = ti, ..., ti + 100}, where
ti is the end time step of the previous input of the first
temporal convolutional layer. The LSTM layer size has been
decided empirically. The final fully-connected layers work as
regression layers to estimate the RUL values.
IV. RESULTS AND DISCUSSION
We have performed extensive experiments to evaluate the
proposed system architecture. This section discusses the per-
formance of the augmentation algorithm, the impact of the
CNN and LSTM on RUL estimation, and the RUL evaluation
and benchmarking results.
a) Augmentation: We trained our model, including and
excluding the augmentation step for the same number of
training iterations, with the same hyper-parameters. As shown
in Table III, the augmentation improved the performance
drastically, specially in FD002 and FD004.
b) Impact of CNN and LSTM: Then we compared the
proposed model with a scenario where the LSTM layers were
omitted, and then with a scenario where the temporal convolu-
tion layers were omitted, while keeping the hyper-parameters
the same. As shown in Fig. 5, the system architecture with both
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(a) System architecture without LSTM layers
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(b) System architecture without temporal convolu-
tions
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(c) Proposed system architecture
Fig. 5: Results illustrating the effect of LSTM layers and temporal convolution layers in the proposed system architecture
temporal convolutions and LSTM follows the target function
much accurately.
c) Evaluation Results: Past studies have shown that the
estimated accuracies of FD002 and FD004 sub-datasets are
low compared to FD001 and FD003, see Table. IV. Even
though the FD002 and FD004 datasets have six operating
conditions and the complex relations among sensors, the pro-
posed system architecture achieved the lowest RMSE values
and score values by surpassing these issues. Since we treated
all sub-datasets equally without clustering as explained in
Subsection III-A, RMSE values for all datasets are nearly
equal. The reason behind score values being different is
that they follow an exponential curve as given in (2). This
observation implies that the proposed system architecture is
capable of achieving better results, and is more robust to
dataset complexities.
V. CONCLUSIONS AND FUTURE WORK
This paper has presented a novel system architecture to
estimate the RUL of an industrial machine. The proposed
method outperforms previous studies specially in cases where
the datasets are obtained from complex environments. The per-
formance of the proposed system architecture mainly depends
on the combination of temporal convolution layers and LSTM
layers with data augmentation. Open areas to examine include
on-line learning of data, and the performance of newer deep
architectures on RUL estimation. Potential future work also
include improving the performances on FD001 and FD003
datasets, and evaluating the performance on other publicly
available datasets, for further improvements.
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