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In this article, we study the following second-order system of ordinary differential
equations with dissipation
u′′ + cu′ + dAu+ kHu = Pt; u ∈ n; t ∈ ;
where c, d, and k are positive constants, Hx n → n is a locally Lipschitz function,
and Px R→ n is a continuous and bounded function. A is a n× n matrix whose
eigenvalues are positive. Under these conditions, we prove that for some values of
c, d, and k this system has a bounded solution which is exponentially asymptotically
stable. Moreover; if Pt is almost periodic, then this bounded solution is also almost
periodic. These results are applied to the spatial discretization of very well-known
second-order partial differential equations. © 1999 Academic Press
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1. INTRODUCTION
The following second-order system of differential equations in n has
been studied by Alonso and Ortega in [2],
u′′ + cu′ +Au+ ∇Gu = Pt; u ∈ n; t ∈ ; (1.1)
where c > 0 is a constant, A is a n× n symmetric semidefinite positive con-
stant matrix, P is a continuous function and bounded, and G ∈ C2n.
They were interested in the existence of a bounded solution of (1.1) which
is exponentially asymptotically stable. For the sake of convenience, we for-
mulate here the main result of that work.
*This research was partially supported by CDCHT-ULA.
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Theorem 1.1. Let λ1A ≥ 0 be the smallest eigenvalue of the matrix A
and assume that there exist non-negative constants a and b such that
aIn ≤ D2Gξ ≤ bIn; ∀ξ ∈ n; (1.2)
with a+ λ1A > 0 and
b < a+ c2 + 2c
q
a+ λ1A:
Then (1.1) has a unique bounded solution which is exponential asymptotically
stable.
Moreover; if Pt is τ-periodic, then such a solution is also τ-periodic.
For the proof of Theorem 1.1 they used the method of guiding func-
tions and a quadratic Lyapunov function. That result can be applied to a
spatial discretization of the following very well-known partial differential
equations:
Example 1.1. The Sine–Gordon equation with Dirichlet boundary con-
ditions
Utt + cUt − dUxx + k sinU = pt; x; 0 < x < L; t ∈ ;
Ut; 0 = Ut; L = 0; t ∈ ;
(1.3)
where c, d, and k are positive constants, px  × 0; L →  is continuous
and bounded.
For each N ∈  the spatial discretization of this equation is given by
u′′i + cu′i + dδ−22ui − ui+1 − ui−1
+ k sinui = pit; 1 ≤ i ≤ N; t ∈ ;
u0 = uN+1 = 0:
(1.4)
This discrete version of the equation (1.3) can be studied for several rea-
sons. First, they represent a simple scheme that might be used to simulate
Eq. (1.3) numerically. Second, the partial differential equations are usually
derived as continuous approximations of discrete systems. Another reason,
could be purely mathematical. This system can be written in the vector form
(1.1), where A is the following matrix
dδ−2
0BBBBBB@
2 −1 0 · · · 0
−1 2 −1 · · · 0
:::
: : :
: : :
: : :
:::
0 · · · −1 2 −1
0 · · · 0 −1 2
1CCCCCCA; (1.5)
δ = L/N + 1 and Gξ = −kPNi=1 cos ξi.
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Example 1.2. The suspension bridge model was proposed by Choi, Jen,
and McKenna and Glover, Lazer, and McKenna (see, [3, 4]).
Utt + cUt + dUxxxx + kU+ = pt; x; 0 < x < L; t ∈ ;
Ut; 0 = Ut; L = Uxxt; 0 = Uxxt; L = 0; t ∈ ;
(1.6)
where c, d, and k are positive constants, px  × 0; L →  is continuous
and bounded.
Also, the discrete version of the equation (1.6) can be written in the
vector form (1.1), where A is the following matrix
dδ−4
0BBBBBBBBBBB@
5 −4 1
−4 6 −1 1
1 −4 6 −4 1
:::
:::
:::
:::
:::
1 −4 6 −4 1
1 −4 6 −4
1 −4 5
1CCCCCCCCCCCA
; (1.7)
with δ = L/N + 1 and Gξ = k/2PNi=1ξi2.
In this article, we study the following second-order system of differential
equations in n,
u′′ + cu′ + dAu+ kHu = Pt; u ∈ n; t ∈ ; (1.8)
where c, d, and k are positive constants, Hx n→ n is simply a locally Lip-
schitz function, and P ∈ Cbyn, the space of continuous and bounded
functions. A is a n× n matrix whose eigenvalues are positive. Here we have
replaced the function ∇G ∈ C1yn by the locally Lipschitz function H
and dropped the hypothesis (1.2) of Theorem 1.1.
Of course, the discrete versions of the partial differential equations (1.3)
and (1.6) can be written in the form of our system (1.8), where the matrix
A is given, respectively, by (1.5) and (1.7), which have simple and positive
eigenvalues.
Under these conditions, we prove that there exist k > 0, d > 0, and c > 0
such that the equation (1.8) has one and only one bounded solution ut
which is exponentially asymptotically stable. Moreover, is Pt is almost
periodic, then such a solution is also almost periodic (see Theorems 3.1,
3.2, and Lemma 3.1 in Section 3).
Our method is very simple, we just rewrite the equation (1.8) as a first-
order system of ordinary differential equations and find the exponential
bounds for the solutions of the linear part of this system. Next, we use the
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variation constant formula and some ideas from [7, 8] to find a formula
for the bounded solutions of (1.8). From this formula we can prove the
exponential stability easily. Finally, our method can be apply in the case
that the equation (1.8) is an abstract second-order differential equation in
a Hilbert space H with A being an unbounded operator with the following
properties:
A is a self-adjoint operator with the spectrum σA consisting of isolated
eigenvalues 0 < λ1 < λ2 < · · · < λn →∞, each one with finite multiplicity
γj equal to the dimension of the corresponding eigenspace, and
(a) there exists a complete orthonormal set φj;k of eigenvector
of A,
(b) for all x ∈ DA we have
Ax =
∞X
j=1
λj
γjX
k=1
x;φj; kφj;k =
∞X
j=1
λjEjx;
where ·; · is the inner product in H and
Ejx =
γjX
k=1
x;φj; kφj;k:
So, Ej is a family of complete orthogonal projections in H and x =P∞
j=1 Ejx, x ∈ H
(c) −A generates an analytic semigroup e−At given by
e−Atx =
∞X
j=1
e−λjtEjx:
2. PRELIMINARY RESULTS
Before we prove the main theorems of this work, we prove some pre-
liminary results to be used in the next section. The equation (1.8) can be
written as a first-order system of ordinary differential equations in the space
W = n × n as
w′ + Aw + kHw = Pt; w ∈ W; t ∈ ; (2.1)
where v = u′ and
w =

u
v

; Hw =

0
Hu

;
Pt =

0
Pt

and A =

0 −I
dA cI

:
(2.2)
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In this section, we study the linear part of the equation (2.1):
w′ + Aw = 0; w ∈ W; t ∈ : (2.3)
From now on, we suppose that each eigenvalue of the matrix A is posi-
tive and has multiplicity γj equal to the dimension of the corresponding
eigenspace. Therefore, if 0 < λ1 < λ2 < · · ·λl are the eigenvalues of A, we
have
(a) there exists a complete orthonormal set φj;k of eigenvector of
A in n
(b) for all x ∈ n we have
Ax =
lX
j=1
λj
γjX
k=1
x;φj; kφj;k =
lX
j=1
λjEjx; (2.4)
where ·; · is the inner product in n and
Ejx =
γjX
k=1
x;φj;kφj;k: (2.5)
So, Ej is a family of complete orthogonal projections in Rn and x =Pl
j=1 Ejx, x ∈ n
(c) the exponential matrix e−At is given by
e−At =
lX
j=1
e−λjtEj: (2.6)
Theorem 2.1. Suppose that c 6= 2
q
dλj , j = 1; 2; : : : ; l. Then the expo-
nential matrix e−At of the matrix −A given by (2.2) can be written as
e−Atw =
lX
j=1

eρ1jtQ1jw + eρ2jtQ2jw
}
; w ∈ W; t ∈ ; (2.7)
where
ρj =
−c+
q
c2 − 4dλj
2
; j = 1; 2; : : : ; l; (2.8)
and Qijx i = 1; 2lj=1 is a complete orthogonal system of projections in W .
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Proof. Define the following complete orthogonal system of projections
in W :
Eˆj =

Ej 0
0 Ej

; j = 1; 2; : : : ; l: (2.9)
Then, if we project the equation (2.3) on the space RanEˆj (the range of
Eˆj), we obtain the following family of systems
Sj

u′ − v = 0
v′ + cv + dλju = 0
; j = 1; 2; : : : ; l:
Therefore, the solution wt of the system (2.3) passing through the point
w0 at t = 0 is given by
wt = e−Atw0 =
lX
j=1
Eˆjwt =
lX
j=1
wjt; (2.10)
where wjt is the solution of the system Sj such that wj0 = Eˆjw0 =
Eˆjw0.
On the other hand, the system Sj can be written as
y ′ = Bjy; y ∈ RanEˆj; j = 1; 2; : : : ; l;
where
Bj =

0 1
−dλj −c

:
Hence,
wjt = eBjtwj0 = eBjt Eˆjw0; j = 1; 2; : : : ; l:
Clearly that the eigenvalues of the matrix Bj are given by
ρj =
−c+
q
c2 − 4dλj
2
; j = 1; 2; : : : ; l:
Since c 6= 2
q
dλj , j = 1; 2; : : : ; l, then the ρij are simple roots for
i = 1; 2. Thus, there exist a complete system of orthogonal projections
Pij2i=1 in 2 such that
eBjt = eρ1jtP1j + eρ2jtP2j; j = 1; 2; : : : ; l:
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Moreover, we can compute these projections
P1j =
1q
c2 − 4dλj
Bj − ρ2jI2;
P2j =
−1q
c2 − 4dλj
Bj − ρ1jI2:
Therefore, from (2.10) we get that the solution wt of the linear equation
(2.3) is given by
wt= e−Atw0=
lX
j=1

eρ1jtP1jEˆjw0+ eρ2jtP2jEˆjw0
}
; w0 ∈ W; t ∈ :
Then, putting Qij = PijEˆj we obtain the result.
Remark 2.1. We have abused the notation in the proof of Theorem 2.1,
by considering 2 × 2 matrix B = bij2×2 as an operator acting in n × n;
what we really mean is
Bˆ =

b11In b12In
b21In b22In

:
Corollary 2.1. The spectrum σ−A of the matrix −A is given by
σ−A =
(−c+qc2 − 4dλj
2
; j = 1; 2; : : : ; l
)
:
Corollary 2.2. Under the hypothesis of Theorem 2.1 we have that
e−At ≤ e−βt; t ≥ 0; (2.11)
where
0 > −β = −βc; d = max
(
Reρj = Re
 −c+qc2 − 4dλj
2
!
x
j = 1; 2; : : : ; l; i = 1; 2
)
:
Proof. From the formula (2.7) we get that
e−Atw2 =
lX
j=1

e2Reρ1jtQ1jw2 + e2Reρ2jtQ2jw2
}
≤
lX
j=1
e−2βt
Q1jw2 + Q2jw2}
= e−2βtw2; w ∈ W; t ≥ 0:
Therefore, e−At ≤ e−βt , t ≥ 0.
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3. MAIN RESULTS
In this section we prove the main theorems of this paper, under the
hypotheses of Theorem 2.1 (c 6= 2
q
dλj ; j = 1; 2; : : : ; l).
The solution of (2.1) passing through the point w0 at time t = t0 is given
by the variation constants formula
wt= e−At−t0w0+
Z t
t0
e−At−s
−kHws+Ps}ds; t ∈ : (3.1)
We consider Wb = Cb;W  the space of bounded and continuous func-
tions defined in  taking values in W = n × n. Wb is a Banach space
with supreme norm
wb = supwtW x t ∈ ; w ∈ Wb:
A ball of radio ρ > 0 and center zero in this space is given by
Bbρ =

w ∈ Wbx wtb ≤ ρ; t ∈ 
}
:
Lemma 3.1. Let w be in Wb. Then, w is a solution of (2.1) if and only if
w is given by
wt =
Z t
−∞
e−At−s
−kHws + Ps}ds; t ∈ : (3.2)
Proof. Suppose that w is a solution of (2.1). Then, from the variation
constant formula (3.1) and the uniqueness of the solution of (2.1) we get
that
wt = e−At−t0wt0 +
Z t
t0
e−At−s
−kHws + Ps}ds; t ≥ t0:
(3.3)
On the other hand, from (2.11) we obtain that
e−At−t0wt0 ≤ e−βt−t0wt0; t ≥ t0;
and since wt ≤M , t ∈ , we get the following estimate
e−At−t0wt0 ≤Me−βt−t0; t ≥ t0;
which implies that
lim
t0→−∞
e−At−t0wt0 = 0:
Therefore, passing to the limit in (3.3) when t0 goes to −∞ we conclude
that
wt =
Z t
−∞
e−At−s
−kHws + Ps}ds; t ∈ :
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Suppose that w is a solution of the integral equation (3.2). Then
wt =
Z 0
−∞
e−At−s
−kHws + Ps}ds
+
Z t
0
e−At−s
−kHws + Ps}ds:
On the other hand, we have that∥∥∥∥Z 0−∞ e−At−s−kHws + Psds
∥∥∥∥
≤
Z 0
−∞
e−βt−skRw + Lpds =
kRw + Lp
β
;
where Rw and Lp are constants such that
Hws ≤ Rw; Ps ≤ Lp; s ∈ :
Hence, the following improper integral is well defined
w0 =
Z 0
−∞
e−At−s
−kHws + Ps}ds;
and
wt = e−At−sw0 +
Z t
0
e−At−s
−kHws + Ps}ds:
This concludes the proof of the lemma.
Theorem 3.1. For ρ > 0 and k > 0 there exist d; c > 0 such that the
equation (2.1) has one and only one solution w· which belongs to the ball
Bbρ. Moreover, this bounded solution is exponentially asymptotically stable.
Proof. For the existence of such a solution, we prove that the following
operator has a unique fixed point in the ball Bbρ, T x Bbρ→ Bbρ:
Twt =
Z t
−∞
e−At−s
−kHws + Ps}ds; t ∈ : (3.4)
Consider R = supw∈Bρ Hw and L = sups∈ Ps and put M = kR+
L. Then, for all w ∈ Bbρ we get
Twt ≤
Z t
−∞
Me−βt−s ds = M
β
:
From Corollary 2.2, we can choose c and d such that
M
βc; d =
kR+ L
βc; d ≤ ρ; (3.5)
then Tw ∈ Bbρ, w ∈ Bbρ.
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Now, we prove that T is a contraction mapping. In fact, for w1, w2 ∈ Bbρ
we have that
Tw1t − Tw2t ≤
Z t
−∞
e−βt−skLρw1s −w2sds;
where Lρ is the Lipschitz constant of H in the ball
B2ρ = w ∈ W x w ≤ 2ρ:
So,
Tw1 − Tw2b ≤
kLρ
β
w1 −w2b:
Hence; if we choose c and d such that
kLρ
βc; d < 1; (3.6)
then, T is a contraction mapping. Therefore, T has a unique fixed point wb
in Bbρ, i.e.,
wbt = Twbt =
Z t
−∞
e−At−s
−kHwbs + Ps}ds; t ∈ ;
and from Lemma 3.1 wbt is the solution of the equation (2.1).
To prove that wbt is exponentially asymptotically stable, we consider
any other solution wt of the equation (2.1) such that w0 −wb0 < ρ2 .
Then, w0 < 2ρ. As long as wt remains less than 2ρ we get the
following estimate:
wt −wbt ≤
∥∥∥∥e−Atw0 −wb0
+
Z t
0
e−At−s

kHws − kHwbs
}
ds
∥∥∥∥
≤ e−βtw0 −wb0
+
Z t
0
e−βt−skLρws −wbsds:
Then,
eβtwt −wbt ≤ w0 −wb0 +
Z t
0
eβskLρws −wbsds:
Hence, applying the Gronwall’s inequality we obtain
wt −wbt ≤ ekLρ−βtw0 −wb0; 0 ≤ t ≤ t1:
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From (3.6) we get that kLρ − β < 0 and therefore
wt −wbt ≤ w0 −wb0 <
ρ
2
; 0 ≤ t ≤ t1:
If wt < 2ρ on 0; t1 with t1 had been the minimal time with this prop-
erty, then either t1 = ∞ or wt1 = 2ρ. But the second case contradicts
this computation, therefore the solution wt remains in the ball B2ρ of
center zero and radio ρ in W for t ≥ 0.
Hence,
wt −wbt ≤ ekLρ−βtw0 −wb0; t ≥ 0:
This concludes the proof of the theorem.
Remark 3.1. The discrete version (1.4) of the partial differential equa-
tion (1.3) can be interpreted as a model for the motion of a system of n
linearly coupled pendulums with linear damping and external forces act-
ing on the system; where c is the coefficient of friction and k refers to the
length of the pendulums. In the same way, in the equation (1.6) k repre-
sents the spring constant of the restoring force due to the cables. In these
examples, we can say more about the bounded solutions. In fact, we prove
that this bounded solution is global and exponentially asymptotically stable
in large.
Theorem 3.2. Consider a function H such that H0 = 0 and
HU1 −HU2 ≤ LU1 −U2; U1;U2 ∈ n: (3.7)
Suppose ρ > 0 big enough such that
0 < Lp = sup
s∈
Ps < βc; d − kLρ: (3.8)
Then the equation (2.1) has one and only one solution wbt which belongs
to the ball Bbρ in Wb.
Moreover, this bounded solution is the only bounded solution of the equa-
tion (2.1) and is exponentially stable in the large.
Proof. For the existence of such solution, we prove that the following
operator has a unique fixed point in the ball Bbρ, T x Bbρ→ Bbρ:
Twt =
Z t
−∞
e−At−s
−kHws + Ps}ds; t ∈ :
In fact, for w ∈ Bbρ we have
Twt ≤
Z t
−∞
e−βt−skws + Lp ≤
kLρ+ Lp
β
:
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The condition (3.8) implies that
kLρ+ Lp < βρ ⇐⇒
kLρ+ Lp
β
< ρ:
Therefore, Tw ∈ Bbρ for all w ∈ Bbρ.
Now, we see that T is a contraction mapping. In fact, for all w1; w2 ∈ Bbρ
we have that
Tw1t − Tw2t ≤
Z t
−∞
e−βt−skLw1s −w2sds
≤ kL
β
w1 −w2b; t ∈ :
Hence,
Tw1 − Tw2b ≤
kL
β
Tw1 −w2b; w1; w2 ∈ Bbρ:
The condition (3.8) implies that
0 < β− kL ⇐⇒ kL < β ⇐⇒ kL
β
< 1:
Therefore, T has a unique fixed point wb in Bbρ,
wbt = Twbt =
Z t
−∞
e−At−s−kHwbs + Psds; t ∈ ;
From Lemma 3.1, wb is a bounded solution of the equation (2.1). Since con-
dition (3.8) holds for any ρ > 0 big enough independent of kL < βc; d,
then wb is the unique bounded solution of the equation (2.1).
To prove that wbt is exponentially stable in the large, we consider any
other solution wt of (2.1) and consider the following estimate
wt −wbt ≤
∥∥∥∥e−Atw0 −wb0
+
Z t
0
e−At−skHws − kHwbsds
∥∥∥∥
≤ e−βtw0 −wb0
+
Z t
0
e−βt−skLws −wbsds:
Then,
eβtwt −wbt ≤ w0 −wb0 +
Z t
0
eβskLws −wbsds:
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Hence, applying the Gronwall’s inequality we obtain
wt −wbt ≤ ekLρ−βtw0 −wb0; t ≥ 0:
From (3.8) we get that kL − β < 0 and therefore wbt is exponentially
stable in the large.
Corollary 3.1. The bounded solution wb·; P given by Theorem 3.2 de-
pends continuously on P ∈ Cb;n.
Proof. Let P1; P2 ∈ Cb;n and wb·; P1; wb·; P2 be the bounded
functions given by Theorem 3.2. Then
wb·; P1 −wb·; P2 =
Z t
−∞
e−At−skHwbs; P2 − Hwbs; P1ds
+
Z t
−∞
e−At−skP1s − P1sds:
Therefore,
wb·; P1 −wb·; P2b ≤
kL
β
wb·; P1 −wb·; P2b
+ 1
β
P1 − P2b:
Hence,
wb·; P1 −wb·; P2b ≤
1
β− kLP1 − P2b:
We conclude this work with the following lemma about almost periodicity
of the bounded solutions of the equation (2.1).
Lemma 3.2. If Pt is almost periodic, then the unique bounded solution
of the system (2.1) given by Theorems 3.1 and 3.2 is also almost periodic.
Proof. To prove this lemma, we use Theorema 1 in the Appendix of [5]
which said that. A function f ∈ CyN is almost periodic (a.p) if and only
if the Hull Hf  of f is compact in the topology of uniform convergence.
Where Hf  is the closure of the set of translates of f under the topology
of uniform convergence
Hf  = fτx τ ∈ ; fτt = f t + τ; t ∈ :
Since the limit of a uniformly convergent sequence of a.p. functions is a.p.,
then the set Aρ of a.p. functions in the ball Bbρ is closed, where ρ is given
by Theorem 3.1 or 3.2.
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Claim. The contraction mapping T given in Theorems 3.1 and 3.2 leaves
Aρ invariant. In fact; if w ∈ Aρ, then f t = −kHwt + Pt is also an
a.p. function. Now, consider the function
Ft = Twt =
Z t
−∞
e−At−s−kHws + Psds
=
Z t
−∞
e−At−sf sds; t ∈ :
Then, it is enough to establish that HF is compact in the topology of
uniform convergence. Let Fτk be any sequence in HF. Since f is a.p.
we can select from fτk a Cauchy subsequence fτkj , and we have that
Fτkj
t = Ft + τkj  =
Z t+τkj
−∞
e
−At+τkj−sf sds
=
Z t
−∞
e−At−sf s + τkj ds:
Hence,
Fτkj t − Fτki t ≤
Z t
−∞
e−At+−s f s + τkj  − f s + τkids
≤ fτkj − fτki b
Z t
−∞
e−βt−s ds = 1
β
fτkj − fτki b:
Therefore, Fτkj  is a Cauchy sequence. So, HF is compact in the topol-
ogy of uniform convergence, F is a.p. and TAρ ⊂ Aρ.
Now, the unique fixed point of T in the ball Bbρ lies in Aρ. Hence, the
unique bounded solution wbt of the equation (2.1) given in Theorems 3.1
and 3.2 is also almost periodic.
Although the following corollary follows from the fact that every periodic
function is a.p., we give here a direct proof.
Corollary 3.2. If Pt is periodic, then the unique bounded solution of
the system (2.1) given by Theorems 3.1 and 3.2 is also periodic.
Proof. Suppose P is periodic of period τ and let wb be the unique so-
lution of (2.1) in the ball Bbρ. Then, wt = wbt + τ is also a solution
of the equation (2.1) lying in the ball Bbρ, and by the uniqueness of the
fixed point of the contraction mapping T in this ball, we conclude that
wbt = wbt + τ, t ∈ .
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