Abstract We describe here some tests we made in the SAMPL5 communal event of 'Semi-Explicit Assembly' (SEA), a recent method for computing solvation free energies. We combined the prospective tests of SAMPL5 with followup retrospective calculations, to improve two technical aspects of the field variant of SEA. First, SEA uses an approximate analytical surface around the solute on which a water potential is computed. We have improved and simplified the mathematical model of that surface. Second, some of the solutes in SAMPL5 were large enough to need a way to treat solvating waters interacting with 'buried atoms', i.e. interior atoms of the solute. We improved SEA with a buried-atom correction. We also compare SEA to Thermodynamic Integration molecular dynamics simulations, so that we can sort out force field errors.
Introduction
We have recently developed a computational solvation model called Semi-Explicit Assembly (SEA) [1] [2] [3] . It parses a solvation free energy calculation into: (1) a presimulation step in which the solvation of a collection of model spheres is simulated by MD in an explicit model of water, then (2) a runtime step that assembles the appropriate model spheres using a 'regional additivity' relationship. Thus, SEA free energies are both fast to compute (at runtime), and yet give physical accuracies that about the same as much slower force field (FF) MD simulations for the same water model. SEA has been shown to accurately predict the solvation free energy of small molecules in water and electrolyte solutions [3] [4] [5] . In previous SAMPL competitions SEA showed an accuracy in blind predictions of the solvation free energy of small solutes in water comparable to MD simulations (RMS error of 1.6 and 1.5 kcal/mol respectively) while being about 5 orders of magnitude faster [6] [7] [8] [9] [10] .
SAMPL5 provided new challenges. First, rather than air-water partitioning of relatively small molecules, SAMPL5 sought the distribution coefficient values (log D) between water and cyclohexane (CYH) of 53 different drug-like compounds. In order to maintain this level of performance and accurately estimate log D values for these molecules, the various techniques need to accurately predict the solvation free energy of the compounds in both solvents. Second, the compounds of SAMPL5 are larger on average than those in previous SAMPL experiments, Here, we made two types of tests. First, we tested the existing SEA in SAMPL5 in its canonical prospective (i.e. blind-test) mode. Again, we find SEA to give comparable results with molecular dynamics modeling, but much faster. Second, after SAMPL5 ended, we studied the successes and failures, and refined the SEA-tables, treated multiple solute and solvent representations (Fig. 1) , and developed a more systematic treatment of the large-molecule corrections. In short, SAMPL5 has been of great value to us for improving this solvation model.
Theory
Here, we give a general description of SEA. Then, we describe our approach to handling non-surface atoms in the solute molecules.
SEA estimates the solvation free energy of a molecule using a series of additive terms pulled from pre-computed free energy contours. Each additive term describes how the solvent interacts with a small region of the solute. As common in many approaches, the process of solvation of a solute from vacuum to bulk solvent is described as a two step process. First a dummy molecule, with appropriate Lennard-Jones (LJ) r and parameters but no charges, is grown in the bulk solution from vacuum. Second, the partial charges of the atoms are turned on while the molecule is surrounded by bulk solvent. The non-polar (NP) solvation free energy of a molecule is the reversible work associated with the first step, while the polar (P) solvation free energy of a molecule is the reversible work associated with the second step. The sum of the two is the (total) solvation free energy of a molecule [11] [12] [13] [14] [15] [16] [17] [18] . In SEA the solvation free energy of a molecule (DG) is calculated as a sum of additive terms,
On the right side of Eq. 1 the first term represents the NP contribution to the solvation free energy of the solute, and the second term is the P contribution. The NP solvation free energy is calculated as a sum of atom-wise contributions. The contribution of each atom is proportional to its solvation free energy when packed in its molecular environment, treated as that of an isolated atom with local environment perturbed LJ parameters (DG NP i ðr; Þ). The LJ parameters used come from a LJ function fit to the collective LJ interaction field about the atom of interest. This contribution is weighted according to the ratio of the exposed solvent accessible surface (SAS) when the atom is part of the molecule (A i ) and when it is isolated (A 0 i ). The term
is interpolated from the NP free energy contour and can be thought of as a surface tension for solvent at that particular region on the surface of the molecule [1, 2] .
The second term of Eq. 1 represents the P solvation free energy of a solute. The interaction between charges is long range in nature, making it difficult to define a purely localenvironment per atom contribution to the P solvation free energy. Still the P solvation free energy can be computed as a sum of semi-local contributions. Each region is defined as a segment of the SAS with a given curvature (C, which is equal to 1/R where R is the SAS radius) that experiences a given electric field (E) generated by all the atoms of the solute. The contribution of each region is proportional to the solvation free energy of a charged sphere that creates a SAS with the same curvature and electric field as the molecular region (DG P j ðC; EÞ). As before we need to weight this contribution with an area term that describes the size of the SAS of the region (A j ) compared to the one of the isolated test sphere (A 0 j ) [3] . Fig. 1 SEA can predict the partition coefficient of a molecule in two solvents SEA accurately estimates the solvation free energy of a molecule combining pre-computed free energy terms. Each one describes how the solvent interacts with a small region of the solute. The pre-computation is computationally expensive, but it needs to be done only once for a given solute at a given state point. At run-time SEA is fast since it only needs to assemble pre-computed data. Different solvent react differently to the presence of the solute: different look-up tables need to be built for different solvent. With SEA it is in principle possible to compute the solvation free energy of any molecule in any solvent. From these it is possible to evaluate the partition coefficient of a molecule in any pair of solvents It is important to note that, since charges attract water molecules, the SAS of the NP dummy molecule and of the P molecule are different. They need to be computed separately. Also the P-SAS curvature and electric field are not strictly independent of one another, so the P-SAS needs to be converged upon following an iterative process.
What makes SEA a particularly fast method to compute the solvation free energy is the possibility to pre-compute the NP and P solvation free energies for a set of ideal spheres with systematically varied LJ parameters and charges (see ''SEA contour determination'' section for grid details). This expensive computation needs to be done only once for a given solvent at a given state point. At run-time it is then possible to combine this information, stored in look-up tables or as nonlinear-fit functions, to estimate the solvation free energy of the solute in a fraction of the time [4, 5] .
Because of the size of the solute molecules of the SAMPL5 competition, we developed a new way to deal with the contribution of buried-atoms to the NP solvation free energy of a molecule. Why we need to do this is illustrated in the 2D cartoon of Fig. 2 . Both molecules in the figure have the same surface area and displace the same volume of water. If we consider only the contributions of the surface atoms, the two molecules will have the same NP solvation free energy, since in both cases only the gray atoms are on the surface of the molecules. To distinguish between molecules A and B it is necessary to consider a term that accounts for the (attractive) van der Waals interaction between the red atom of the solute B and the solvent. In other words we need to account for the conditional solvation free energy of the red atom [16, 19, 20] . It should be noted that support for such occluded volume elements was considered in the original NP SEA term, though as the water boundary is close to the solute and the previously investigated solutes tended to be mostly solvent exposed, so such buried contributions were typically negligible [1] . In SAMPL5 both the cyclohexane boundary is further out and the target solute molecules are larger on average than those previously considered, meaning that buried contributions are increasingly important for such solvation calculations.
The contribution of a buried-atom to the NP solvation free energy of a small molecule primarily depends on two factors: (1) the atom LJ parameters and (2) the chemical nature of the solvent. In molecules with buried-atoms, like the ones commonly seen in the SAMPL5 set, an atom is most likely buried by atoms it has a chemical link with (i.e. the central carbon of a neopentane molecule). We set such contribution (DG NP;ba ) to be equal to
where DG NP CYH is an estimate of the NP solvation free energy of cyclohexane in the solvent, V i is the volume of the void buried-atom cavity, and V CYH is the molecular volume of CYH. The assumptions on which this simple correction relies holds for small/medium size molecules with few buried-atoms, like the ones of SAMPL5. These assumptions probably do not hold when dealing with larger molecules with more packed 3D structures, like folded proteins. For such cases, this simple correction will likely need to be substituted with a more general treatment. Note that in the P solvation free energy, buried atoms are already fully accounted for via the contribution of their partial charges to the electric field at the SAS.
Computational methods
The SEA contours we used in this work are based on four different solvent model. For water we alternately use TIP3P and H2O-DC [21, 22] . For CYH we use a dielectrically corrected united atom version (CYH-DC) and an all atom version based on the GAFF using AM1-BCC partial Fig. 2 The 'buried-atom problem.' Some solute molecules are big enough to require more than just treating in the nonpolar term: a how solvent waters interact with surface atoms (gray). b The red sphere shows a buried atom, with which solvating waters will also interact. Here, we give a buried-atom correction charges (CYH-AA) [23, 24] . For a discussion about characteristics and differences of these solvent FF we refer to a related study in this issue by Paranahewage et al. [25] . We compare results from these options in the retrospective analyses. The prospective SAMPL5 submissions used the default TIP3P water solvent contours and a CYH P contour built by scaling the TIP3P nonlinear fit function to a roughly 15% of its full magnitude. This value was chosen in an attempt to have the existing function pass through a limited set of sphere free energy calculations in CYH-DC solvent. For the retrospective analyses, new nonlinear fit functions for the P contour were extracted from an extensive set of sphere calculations in each of the 4 solvents as described below.
SEA contour determination
In order to build the SEA look-up tables for these solvent models, we must pre-compute the solvation free energies for a set of uncharged and charged spheres. For the uncharged spheres, free energy calculations were performed on spheres with r values of 0.6 Å to 7.0 Å with a 0.8 Å step interval and values of 0.015625, 0.0625, 0.25, and 1.0 kcal/mol. This is a set of 36 calculations in each solvent and is thus a subset of the original NP free energy contour calculated for TIP3P [1] . These subset contours were smooth and quite similar in curvature to the more detailed TIP3P NP contour, so more detailed NP contours were constructed for each solvent by linearly scaling the TIP3P NP contour points such that the total contour smoothly passed through the 36 points. Similarly, the NP solvent distance (R) files for constructing the SAS boundaries were built from these 36 spheres by using the first peak of the g(r) between the solute and the center of geometry of the solvent molecules in solvated sphere calculations.
For the charged spheres, free energy calculations were performed on spheres with sizes spanning r 2.0 Å to 7.0 Å with a 0.2 Å step interval and an value of 0.125 kcal/mol. The sphere charges values spanned -2.0 to 2.0 in steps of 0.1. Thus, 1040 sphere charging free energy calculations were performed in each solvent. Nonlinear fits to the field SEA P contour function were performed in Mathematica 10 [26] to develop new P free energy functions [3] . The data set used here for each solvent is significantly more extensive than in the original field SEA work, providing an opportunity to potentially simplify the P contour function. To this end, for positively and negatively charged spheres we performed both single function uniform nonlinear fits and nine function piece-wise nonlinear fits spanning select charge value ranges as performed in the original field SEA study [3] . We found that for both the uniform and piecewise fits, we were able to simplify the P contour function to
for the positively charged sphere solutes and
for the negatively charged sphere solutes, often with the B value being 0. As stated previously, E is the electric field and C is the curvature at a given SAS point. The B and A n values are simply nonlinear fit parameters. Note that these functions are not truly necessary as one could simply interpolate over the P free energy points. The benefit of using equations 3 and 4 is computational performance.
Thermodynamic integration calculations
The free energies associated with the solvation of the test spheres were computed using thermodynamic integration (TI). were used, and soft core potentials where employed [27] . Each P TI calculation used 6 k steps evenly distributed from 0.0 to 1.0. The simulations were performed using version 5.0.4 of the GROMACS package [28] [29] [30] [31] [32] . The temperature was held constant at 298.15 K with Langevin dynamics [33] with an inverse friction coefficient of 2 ps, and the pressure was set to 1 atm using the ParrinelloRahman barostat [34] . Following 300 ps of equilibration, each TI window was sampled for 5 ns using a 2 fs timestep for integrating the equations of motion with the leap-frog algorithm. Lennard-Jones interaction where computed using a shifted cutoff at 1.2 nm, and energy and pressure long-range dispersion corrections were applied. Interaction between charges where computed using PME [35] with 0.12 grid spacing and a real space cut-off of 1.2 nm.
Buried-atom correction
Considering that the correction of the NP solvation free energy associated with the presence of buried-atoms highlighted in of Eq. 2 is going to be a fraction of the NP solvation free energy of a molecule; we decided to apply this correction only to CYH solvation. During SAMPL we used an estimate of the experimental value of the solvation free energy of CYH in CYH (-4 kcal/mol) and an experimental value of its volume (0.1724 nm 3 ) [36] . Retrospectively we used the NP solvation free energy of CYH in CYH as calculated using TI and the appropriate FF. In these cases the solvation free energy are equal to -5.30 kcal/mol for CYH-DC and to -4.57 kcal/mol for CYH-AA. The molecular volumes are 0.185 nm 3 and 0.1875 nm 3 respectively. Those value were obtained using TI calculation similar to the one of the test spheres. In each case, the buried-atom volume was calculated by subtracting the volume of the solvent accessible atoms from the total volume of the solute, with both of these volumes calculated numerically using the double cubic lattice method [37] .
SEA solvation free energy calculations
The FF used to represent the 53 SAMPL solute are GAFF and a scaled version of GAFF (GAFF-scaled) where atomic charges were scaled 20% and sigma values were linearly scaled with changes in atom charge magnitudes in order to compensate for the change in solute volume. SEA is agnostic with respect to the FF used to describe the solute. Therefore we often comment the results of the two different solute FF together. We would therefore refer to the ''106 SAMPL molecules'' meaning the 53 SAMPL solute described according to the two different FF. SEA predictions were calculated on solute centroid structures obtained by clustering the fully coupled state trajectories of Paranahewage et al. [25] .
The NP solvation free energies predicted by SEA were the average of 10 independent calculations on each solute molecule, where the P solvation free energies were averaged over 50 independent calculations. Each independent calculation used a different randomized dot surface. These molecular dot surfaces are composed of non-overlapping atomic dot surfaces, each with approximately 180 dots at a distance r w from the atom center, where r w is the radius of first hydration shell interpolated from the model sphere pre-computations. Inaccessible points due to neighboring atoms were culled out [1] . Additionally the position of the P SAS was iteratively refined 3 times each calculation [3] . log P was calculated using the following equation
where DG is the solvation free energy of the solute in the labeled solvent, lnð10Þ converts from base e to base 10 logarithm, k B is the Boltzmann constant, and T is the temperature (i.e. 300 K). No specific considerations of the tautomeric, protonation, or dimerization states of the solute molecules beyond those provided by the organizers were considered, so the estimated log P values were reported as log D values in experimental comparisons, though we refer to them as log P when comparing between calculations.
Results and discussion
The results below include both prospective and retrospective analyses. The prospective SEA results were those submitted to the SAMPL5 experiment using a preliminary set of free energy contours and an initial estimate of the buried-atom correction. The retrospective SEA results involve both analysis on how the newly introduced corrections affect the quality of our prediction and explorations for further improvement. Since the quality of SEA predictions of experimental equilibria is strongly correlated with the ability of the FF to properly describe solvation process, most of the retrospective comparisons are between SEA and explicit solvent TI calculations in an effort to identify potential improvements in the employed techniques.
SAMPL5 submission shows that the chosen FF matters greatly for accurate predictions
The SEA SAMPL5 submissions mark it as a middle performer of the participants in comparisons with experiment. With our expected better submission showing a mean signed error (MSE), root mean square error (RMSE) and average unsigned error (AUE) of 3.04, 4.9, and 3.8 log D units for the complete set of 53 molecules, it sits almost exactly in the middle of complete submissions for the RMSE and AUE metrics, being approximately 1.5 and 1 log D units off of the best performing technique. As the computational cost for making specific predictions is quite minimal with SEA, this is an encouraging outcome. Considering the individual molecule predictions, it becomes clear why the SEA GAFF-scaled submission was a significant improvement over the GAFF submission. The scatter-plot on the left side of Fig. 3 shows the correlation between the results obtained with SEA and TI using the two different FF options. While the orange points are balanced such that they are clustered near log P ¼ 0, the blue points are skewed to favor positive log P values in the upper right quadrant, indicating that both SEA and TI favor solvation in the cyclohexane phase. This is further supported by the comparisons of SEA predictions for all 53 SAMPL5 molecules with experiment shown on the right side of Fig. 3 . The predictions with GAFF (blue bars) are systematically shifted to positive values while the GAFFscaled predictions are more evenly balanced, in better agreement with the experimental line. This indicates how critical the solute and solvent FF choices are if one expects to obtain accurate predictions with a generalized physical model like SEA. The GAFF-scaled were introduced in an effort to provide a better condensed-phase depiction of a solute than standard GAFF with AM1-BCC partial charges, and the GAFF-scaled FF results significantly outperform GAFF in these SEA calculations. However, this outcome is highly influenced by the approximate treatment of the cyclohexane phase in these predictions, and it appears that the approximate cyclohexane phase used here is slightly too polar and overly stabilizes all solutes. Figure 4 shows how the P and NP components of the submitted SEA results compare against the more computationally expensive TI calculations based on the same FF combinations. The first row of graphs shows the comparison between NP solvation free energy of the 53 SAMPL5 molecules. The second row shows the same comparison for the P component. The first column of graphs is relative to calculation in water, the second is relative to calculations in cyclohexane (CYH-DC for TI and the approximate CYH-DC for SEA). Orange points are relative to calculations carried using GAFF and AM1-BCC to represent the solute molecule, while the blue points represent calculation using the scaled version of GAFF discussed in ''Computational methods'' section. In all the graphs the vertical axis is relative to the solvation free energy value predicted by SEA and the horizontal one is relative to the TI calculation. As the blue and orange points are similarly well correlated, the observed agreement between SEA and TI appears line indicate where the SEA method differs from its underlying force field model. Shaded areas in the graphs represent an uncertainty of 0:61 log P units. This value comes from propagating a solvation free energy error of k B T in Eq. 5. We compared two force fields for the solute: GAFF (blue), and GAFF-scaled (orange) with experimental data (purple line). Force field-wise GAFF-scaled is better than GAFF, which favors the cyclohexane phase too strongly Fig. 4 Comparing polar and nonpolar terms in water and cyclohexane, for SEA versus the TI simulations. The calculations are reported for two different solute force fields: GAFF (blue dots) and GAFF-scaled (orange dots). Shaded areas represent an uncertainty of k B T ¼ 0:6 kcal mol À1 in the determination of the solvation free energy. We note that our average statistical error is about 0.3 kcal mol À1 , but physically an error of k B T is more sensible. The errors (deviations from the diagonal line) are independent of the force field, and SEA shows reasonable agreement with TI. Note the differences in scales for the NP and P terms in the different solvents independent of the FF-solvent combination used. This supports the assertion that SEA is agnostic with respect to the FF used to describe the solute. The agreement between SEA and TI prediction is reasonable in the four graphs. The NP SEA calculation in water show a systematically lower slope. This could potentially be corrected by including the buried atoms effect in the hydration calculation. The differences between P calculations are mostly due to the quality of the table used to compute the P contribution to the solvation free energy with SEA. As the SEA P calculations report lower free energies than TI, it appears that the approximate CYH-DC contour is too polar to properly describe charging in the explicit CYH-DC environment. Additionally, a diagonal separation between the GAFF and GAFF-scaled results in the water P calculations highlights the fact that the default GAFF FF is less polarized than the GAFF-scaled FF, and this combination of too polar CYH and low polarity solute lead GAFF to perform poorly in this set of calculations. We discuss more about these points in the next section.
More accurate contours and explicit buried-atom corrections improve the predictive accuracy of SEA To test the possible points of improvement for SEA predictions discussed above, we decided to craft an explicit TI based treatment for the buried-atom volume correction as well as highly detailed P contours for all solvents of interest. These are retrospective analyses and are used to indicate the potential of the SEA solvation technique given more fully developed pre-computations, as well as identify possible strategies for future improvements.
Cyclohexane is a larger and more nonpolar solvent than water. In order to describe such a solvent with the SEA approach, we needed to reconsider how the solvent molecules arrange and pack around the solute in the first solvation shell. There are two primary options: we can consider the first solvation shell as described (1) by the position of the center of mass of neighboring solvent molecules or (2) by the position of the closest heavy atom of the neighboring solvent (see the picture of Fig. 5 ). The ''closest atom'' choice would place an emphasis on the solute since it defines the cavity where the solute resides and would be somewhat like a solvent excluded surface (SES) in contrast to the SAS normally utilized in SEA. The ''COM choice'' puts the more consideration on possible orientational states of the surrounding solvent, and it is consistent with the process already used in forming the water SAS. Additionally, use of the COM is consistent with coarse-graining processes where relevant states are united into an averaged representation of a solvent molecule, a process related to that done here. In Fig. 5 we can see how the two choices affect the prediction of the NP solvation free energy for 106 SAMPL5 solute points of comparison. Using the COM solvent boundary is noticeably more well correlated with TI calculations.
A consideration that became important in this SAMPL competition was the treatment of buried-atoms. Of the 53 solute molecules, only 15 do not have buried-atoms. In ''Theory'' section we highlighted a simple correction that estimates the effect that buried-atoms have on the solvation free energy of a molecule. The effect of such correction is presented in the two plots of Fig. 6 . Both plots consider the NP component of solvation in cyclohexane, just using an CYH-AA or CYH-DC as the explicit model. Including this correction does improve the SEA correlation with TI in the case of the CYH-DC solvent. The correction shifts the points in the right direction for CYH-AA solvent, but it seems to overestimate the contribution of buried atoms to the solvation free energy. The correction applied is a volume contribution to the solvation free energy equal to a volume contribution of solvation CYH in CYH. As mentioned in ''Computational methods'' section, during SAMPL we used an experimental estimate of this free energy contribution and the experimental density of CYH. An alternative is to use the NP solvation free energy of CYH in CYH obtained from simulation using the same solvent FF parameters. Figure 6 shows how these two specific options alter the correlations, with the light blue points using the experimentally based correction and the dark blue dots using the term derived from explicit simulations. This more consistent description of the CYH NP solvation free energy improves the prediction accuracy, in particular for the CYH-DC model. CYH-AA seems to be somewhat over-corrected. In both cases, this correction is somewhat empirical, and it would be better to have a more general accounting of complex buried-atom effects on the NP solvation term. We are currently working on a more rigorous treatment of the contribution of buried-atoms that give a properly weighted accounting based on how deep an atom is buried in the molecule.
For the SAMPL competition we did not introduce any algorithmic changes in the way the P solvation free energy is calculated. However, for each new solvent, a new P free energy contour and water boundary table needs to be precomputed. Our prospective effort used an estimated table for CYH. Retrospectively we decided to investigate the possible benefit from using a more systematically and rigorously detailed set of fits for the solvents.
SEA ability to effectively predict the P solvation free energy of a solute is linked to the quality of the fit function that describes how the solvation free energy of a soluteregion changes with the electric field and the curvature of the SAS. During SAMPL5 we followed the approach described in Li et al. [3] to build the P functions for H2O-DC, and the two CHY models. Retrospectively we decided to investigate if we could improve our approach function. To do so we developed a new set of calculations of solvation free energy that covers more uniformly the curvature-electric field space of the probes. Thanks to that we were able to proceed to a more systematic fitting using Eqs. 3 and 4. In particular we were able to obtain single fitting functions that were covering the whole curvaturecharge space. Also the new fit predict no contribution to the P solvation free energy coming from molecular-region where the electric field is equal to 0. This allowed us to remove smoothing functions employed to enforce that. In Fig. 7 is shown a comparison between the approach used in SAMPL5 (blue) and this new ''cleaner'' one (orange). The result are bench-marked versus TI calculation results.
Following this new approach to deriving P solvation tables we can decrease the computational load, obtain more rigorous fit, and at the same time maintain a good accuracy of the prediction. Figure 8 highlights the effect that the introduced improvement have on the SEA predictions. The orange dots represent SEA calculation performed as we did in SAMPL5, the red ones represent SEA calculation computed retrospectively both with the field surface and the TI volume correction. TI predictions are also reported in blue. The gray line represents perfect agreement between the predictions and experimental results. The dashed lines divide the graphs in the four quadrant. Points laying in the first and third quadrant agree at least qualitatively on the Improvement from the buried-atom correction for NP solvation. When the effect of buried atoms is ignored (oragane points) the NP solvation free energy calculated using SEA tends to be underestimated (i.e. the solute is less soluble) compared to TI calculations. This effect is more evident in CYH-DC solvent. When the effect of buried atom is considered the points shifts in the right direction (blue and light blue points; see text for details). The applied correction (highlighted in Eq. 2) is quite approximate and this causes to be overestimated for CYH-AA propensity of a solute for one solvent or the other. Points in the other quadrants are ''false positive/negative'' predictions. It is important to notice that an error of k B T in the estimates of the difference in solvation free energy of a solute in the two solvents propagates in Eq. 5 into an error of 0.61 log unit in the prediction of the partition coefficient. We can see how the red points are less scattered and more in agreement with experimental results. The SEA results are slightly more scattered than TI as they are performed on single clustered conformations of the solutes, but they fall within the same prediction envelope as explicit solvent calculations for the selected solute and solvent FF. Total retrospective prediction RMSE, MSE, and AUE improved of about 1 log unit for every force field/solvent combination. These results are a significant improvement over the original SAMPL5 submissions, bringing them in line with explicit solvent log D predictions.
Conclusion
We describe here our tests and improvements of the field variant of a computational model of solvation free energies called SEA. SEA is a method that mimics explicit solvent by first pre-simulating a set of component spheres in a given explicit solvent model. In our case, that explicit model is TIP3P. Then at runtime, Field SEA uses very fast additivity relations to compute the free energy of solvation Fig. 7 Polar solvation free energy calculated using SEA and TI for two different solvents for 106 comparison point for the SAMPL5 solutes. SEA value are reported on the vertical axes and TI values are reported on the horizontal ones. Each SEA calculation was performed using a uniform single function fit (orange) or a piece-wise multiple function fit (blue) polar table. It is clear that the more complicated piece-wise fit is not necessary to accurately describe the P solvation free energy of a solute in water or CYH Fig. 8 Comparing SEA, TI, and experiments. On the left we show a comparison of log P SEA prediction against TI calculations. Yellow dots represent SAMPL submission and red ones represent the improved version of SEA. We can note how the predictions have been shifted upward. On the right we show the comparison of the same data with respect to experimental values. We also show in blue the results of the TI calculations. With the latest version of SEA tables and volume correction we see improvements of 1:4 log P units in RMSE, 2:1 log P unit in AUE and 1:1 log P unit in MSE of an arbitrary solute. We use the GAFF force field and a variant of it we call GAFF-scaled. We tested SEA prospectively (in the blind SAMPL5 event) and then made improvements retrospectively (after the event). We reach three conclusions here. First, we describe a simpler and better polynomial function that represents the field surface used by SEA. Second, the solute molecules in SAMPL5 are bigger and more complex than the solutes in SAMPL3 and SAMPL4. We found that a simple way to handle buried atoms improves predictions relative to the earlier version of Field SEA. And, third, as we have found before in both retrospective tests and in the prospective tests of SAMPL3 and SAMPL4 [3] [4] [5] . SEA gives predictions of comparable accuracy to the underlying force field and explicit-solvent model from which it is derived. The advantage is that SEA is much faster. The additivity relations that give SEA its much greater speed seem to hold also with big molecules like the ones of SAMPL5. The primary current sources of error are likely, as discussed above, the quality of the free energy contours used and the approximate correction of the effect that the buried atoms have on the nonpolar solvation free energy. Also it is important to keep in mind that the quality of the force fields and of the explicit solvent models impacts strongly the ability of SEA to accurately reproduce experimental data, and improved molecular mechanics representations of explicit solutes and environments should result in improved predictive accuracy.
