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Abstract
Biomimetics can be expressed as biologically inspired mechanical devices. The term
of itself is derived from bios, meaning life, and mimesis, meaning to imitate. This thesis
deals with biomimetic approaches for controlling nonholonomic mobile robot. It obtains
three techniques of such biomimetic approaches. They include adaptive actor-critic algo-
rithms, feedforward and feedback techniques. The adaptive actor-critic algorithm is em-
phasized on a multi-step method of simulated experience through the predictive model. It
provides m-predicted state; particularly, we investigate a learning method where the only
measurement at time k is available so that it can providem-step discounted rewards through
the predictive model. The weights of actor and critic in the present approach are updated
every sampling time. This concept is similar to the predictive control in the field of con-
ventional control theory. The second method of biomimetic approaches is an NN-based
feedforward technique, in which it is designed as a man-machine interface that is called a
neurointerface. Such a method is useful to help a non-expert operator for handling difficult
tasks. It changes the operational space through an NN, allowing the human operator to
interact with the process through less-specialized commands. A word of neurointerface is
chosen to emphasize the use of NN for the solution of interface problem. In the simulation
the NN-based inverse model shows good results on mapping techniques. The last method is
a feedback compensator of neurointerface. In order to reduce the effect of mapping errors,
or the effect of external and internal disturbances, the feedback compensator is proposed. A
PD controller or an adaptive fuzzy compensator is implemented together with the feedfor-
ward NN in a parallel manner. It is shown that good results are obtained in an application
of controlling a nonholonomic mobile robot with two independent driving wheels.
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Chapter 1
Introduction
1.1 What is Biomimetics ?
Biomimesis is to mimic life, i.e., to imitate biological systems. Biomimetics can be ex-
pressed as biologically inspired mechanical devices. The term of itself is derived from bios,
meaning life, and mimesis, meaning to imitate. This new science represents the studies and
imitation of nature’s methods, designs and processes. Some applications of biomimetic
robots can be found in [1]–[5]. While some nature’s basic configurations and designs can
be copied, there are many ideas from nature to serve as inspiration using human capabili-
ties. For that reason the concept of biomimetics is adopted in our work. The biologically
inspired control technologies and their applications to nonholonomic robots are discussed
in this thesis.
The subject matter of biomimetics is known by several names—bionics, biognosis,
etc. Basically it is the concept of taking ideas from nature and implementing them in an-
other technology such as engineering, design, computing, etc. The concept is very old (the
Chinese wanted to make artificial silk three thousand years ago; Daedalus’ wings was one
of the early designed failures) but the implementation is gathering momentum only recently
because the science base can cope with the advanced techniques and our civilization is in
ever increasing need of sympathetic technology.
In this thesis, we describe two subjects based on biologically inspired techniques to
control the robot. Such biomimetic control can be mentioned as follow: the first subject is
reinforcement learning (RL), and it had been studying in many cases and fields. In particu-
larly, we describe a temporal difference (TD) learning with adaptive actor-critic algorithms
with a predictive model. The second subject is a special interface of man-machine inter-
face; here we call it neurointerface.
1.2 Biomimetic Robots and Biomimetic Perception
In this section we here overview biomimetic robots and biomimetic perception.
1
2 1. INTRODUCTION
1.2.1 Biomimetic robots
In the realization of a biomimetic robot, some characteristics and constraints appear in
its mechanism and mechanical structure, by mimicking human and animal configurations
as the body. In general, nonholonomic systems are subject to some nonholonomic con-
straints and the corresponding control is called nonholonomic control. In particular, a case
where any generalized coordinates more than the numbers of control inputs are controlled
is called underactuated control [25]. For underactuated manipulators and nonholonomic
mobile robots, a switching control method was proposed so that multiple partly stable non-
linear controllers are timely used to control the total system, under the framework of tem-
poral combinatorial optimization problem according to the number of coordinates and the
number of actuators. A combinatorial optimized sequence is acquired in an offline manner
for partly stable controllers by GA [26], [27]. Online rule or mapping for such a sequence
is also constructed as NN and/or fuzzy reasoning [28]. Moreover, a method for switching
the same nonlinear controllers as used in [26]–[28] is being explored by dividing energy
region into several fuzzy regions [29], whose energy are defined by using the tracking error
and its rate.
On the other hand, a chaos control method was proposed in [30] for systems that
produce a chaotic behavior, by applying an open-loop control and a closed-loop control,
which just constructs a fuzzy convex attraction region composed of n + 1 rules based on
a fuzzy modeling method about equilibrium points. Here, n denotes the dimension of the
state-space. The conventional horizontal-bar robot cannot be simply controlled by any con-
ventional control methods, because no actuated joints exist at the grasping points between
the bar and hands, so that its dynamics becomes nonholonomic from the dynamical view-
point of robots. For a rings robot [31], [32], [33] which yields more complex unsteadiness
of grasping points, analysis and control have been performed for 2-link, 3-link and its three-
dimensional model to acquire human (i.e., gymnast) skill as fuzzy rules and to apply it for
making any coaching systems.
1.2.2 Biomimetic perception: perception control (expectation learning)
We define biomimetic perception as a perception method mimicking the principle and
mechanism of animal perception such as human being etc.
Randl¿v and Alstr¿m [35] have already defined a perception control method, intro-
ducing a kind of perception system that is based on an expectation learning. This method
creates memory of the information (a location, magnitude, etc.) on what was seen (or
measured) in the past by available sensors, as a kind of memory history. When a part of
information was suddenly interrupted among sensor information (due to a failure and hin-
drance), it is the approach of performing the following control and action, as if the missing
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information does not exist, by replacing the missing measured value with the expected vec-
tor obtained at present. In their method, the size of a perception matrix is set by the number
of finite memories and the number of sensor elements. An expectation vector is constructed
as the weighted sum of the matrix, where the update of the matrix is taken by regarding the
irradiative vector, generated by multiplying the expectation vector by any confidence fac-
tor, as the latest element. This method was applied to the problem of the so-called partially
observable Markov decision process (POMDP) and it was shown that a surprising improve-
ment of the search ability could be obtained [36]. Note however that this method can not
generate an expectation vector which reflects a nonlinear behavior of the perceptive history.
Therefore, a method to generate a perceptive history more nonlinearly was also presented
by applying a multi-layered neural network NN [37]. Thus, the perception control can be
applied for several problems such as sensor failures, observation interruptions caused by
any moving objects, aliasing of states, etc.
1.3 Biomimetic Control
Let us define biomimetic control as a control method that mimics animal learning and
behavior such as human being etc.
Why biomimetic control? To answer this question we first preliminarily must ex-
plain the engineering and the nature or biology. There is a duality between them which is
based on minimum use of energy. This is because animals and plants, in order to survive in
competition with each other, have evolved ways of living and reproducing using the least
amount of resource. This involves efficiency both in metabolism and optimal apportion-
ment of energy between the various functions of life. A similar situation can be obtained
with engineering, where cost is usually the most significant parameter. It seems likely, then,
that ideas from biology, suitably interpreted and implemented, could improve the energy
efficiency of our engineering at many levels.
In addition to implementing such concept, here the biomimetic control based on the
biological inspired such as smartness or intelligent control (and systems and structures) has
been around for a number of years. However, the role of biomimetic control is to mimic
the best features of this intelligent control.
An intelligent biomimetic control interacts with its environment, responding to change
in various ways or conditions. Intelligence can be a simple response which follows on di-
rectly and inevitably from the stimulus; or the outcome of an if-then construction in which
a decision is made based on balancing the information from two or more inputs; or the
ability to learn, which is probably the smartest thing of all, because learning can lead to a
4 1. INTRODUCTION
patterned model of the world (the brain is “stored environment”) allowing informed pre-
diction. It can be argued that the successful organism is the one which knows what is going
to happen next and that prescience is more important than smartness, or at least subsumes
it.
1.3.1 Actor-critic algorithm
In many engineering problems, such as a process control utilizing model-predictive algo-
rithms, it is required that at any given time the process outputs should be predicted for
many time-steps into the future without assuming the availability of output measurements.
Additionally, in robotics and more recently in artificial intelligence applications, multi-step
prediction is required for any decision making. Learning in a multi-step prediction is gen-
erally difficult to develop because of the lack of actual measurements.
The references [6] and [7] have already studied on multi-step prediction by using
TD methods in the frame of RL. Despite of the fact that a considerable attention has been
devoted to multi-step prediction over many years, so far there have been few practical
successes in terms of solving complex real-world problems, such as robotic control, voice
control, etc.
In this thesis, we present a multi-step prediction (or simulated experience) learning
by using TD method. The present method tries to solve a kind of nonlinear predictive
control problem in the framework of an adaptive actor-critic approach. For that purpose,
we introduce a kinematic model of nonholonomic mobile robot to predict multi-step ahead
states, i.e., to generate multi-step simulated experiences, and apply the model to construct
a model-based actor.
Study on model predictive control (MPC) is a wide popular control technique that
can be applied starting from several model structures [8], [9]. We propose an adaptive
actor-critic algorithm with multi-step predictions through a predictive model. Unlike the
conventional multi-step methods discussed above in [6] [7], we here describe a new method
to estimate m discounted predictive rewards by using a simple predictive model. After tak-
ing one measurement of the state, we can obtain discounted predictive rewards by using the
associated predicted state. The weights of actor and critic in the conventional approach are
updated every m-steps, whereas those in the present approach are updated every sampling
time. This concept is similar to the predictive control in the field of conventional control
theory. The performance of the present method is demonstrated through making several
predictions with different step in a trajectory tracking control problem for a nonholonomic
mobile robot.
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1.3.2 Neurointerface
The basic idea behind the topic of neurointerface, is coming from a fact that in many
tasks, productivity and liability condition require a considerable degree of skill from human
operators. In order to overcome lack of skill, a special man-machine interface that is called
neurointerface has been proposed. The neurointerface is to change the operational space
through a neural network (NN), allowing the human operator to interact with the process
through less-specialized commands.
A neurointerface composed by an NN, has been already proposed by Widrow and
Lamego [11] [10], which is called WL-neurointerface. Such a method was already explored
by Izumi et al [12] to be very similar to internal model control (IMC) approach [73] and
it can also be regarded as one method of the so-called two-degrees-of-freedom design for
robust control. This method is composed mainly of three parts: the first is an inverse system
realized by an NN to generate a feedforward control input according to a reference value
or the output of a reference model, the second is a direct model to extract any disturbances
due to the change of initial state, mapping errors of NN, etc., and the third is a feedback
mechanism (i.e., filter) to cancel the disturbances.
According to the concept of a virtual master-slave method, a feedforward NN as
studied in [23], [38]–[40] has been chosen as a part of a neurointerface for controlling a
nonholonomic mobile robot. It is assumed that there exists an inverse dynamics for the
master robot that can be represented by a steering model for the robot and the transforma-
tion from the generalized coordinate of the slave robot to the coordinate of the master robot.
Simulation results for a case where the dynamical and kinematic parameters except for the
offset distance of steering axis, d, are all unknown, are shown to be effective in Syam et al.
[41].
It is worthy to note that the inverse system acquired by NN will yield a modeling
error between it and the ideal model-based inverse system obtained from a known mas-
ter robot, because a finite amount of output error is normally used to terminate the training
process. Therefore, to suppress the effect of such modeling errors, changes of initial config-
urations (initial disturbances), and unexpected disturbances for test cases, it needs further
any feedback compensator, as required in WL-neurointerface and IMC approaches.
We therefore further propose a neurointerface with a PD feedback controller to re-
duce the effect of mapping error when constructing a feedforward controller through an
inverse dynamical model of the virtual master robot [42]. However it should be noted that
such a PD controller is effective for a fixed or slowly time-varying environment such as
a case where there are no sudden changes of mass of the robot. We finally consider a
case when the mass of the robot will be changed drastically as a disturbance, by using an
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adaptive fuzzy compensator [53]–[55].
1.4 Objectives
The objectives of this thesis can be stated as,
1. Some specialized frameworks of biomimetic control are shown for solving the prob-
lems of controlling the motion of nonholonomic mobile robots. Such frameworks are
considered for the control of trajectory tracking problem.
2. A new adaptive algorithm of actor-critic method with multi-step simulated experience
through a predictive model is shown in this thesis. This algorithm tries to solve a kind
of nonlinear predictive control problems. We here describe a new method to estimate
m discounted predictive rewards to construct utility function or reward function
3. To show how a biomimetic control approach can be applied to the design of man-
machine interface for a practical problem, we are going to apply an inverse modeling
technique to the design of such interface by using NNs.
4. We show a concept of man-machine interfaces, which is called neurointerface, by
applying a virtual master-slave robot system. We propose a systematic approach to
acquire an inverse dynamical model for nonholonomic robot systems.
5. Finally, we construct the neurointerface by embedding feedforward NN, PD feedback
control or fuzzy control to handle a case where there exits a mapping error of NN, or
a case when the mass of the robot will be changed drastically, as a disturbance.
1.5 Thesis Organization
This thesis is organized as follows:
Chapter 2 describes a model for nonholonomic mobile robots. Dynamical equation
of mobile robots is also available in this chapter. Particularly, the robot has two driving
wheels at the rear corner and one passive supporting wheels at the front. The detail of this
robot will be described in this chapter.
Chapter 3 describes a multi-step method of actor-critic algorithm. In this chapter,
we consider an adaptive control using such an actor-critic algorithm and its application to
nonholonomic mobile robot. We describe the architecture of adaptive multi-step actor-critic
algorithm in detail.
Chapter 4 describes neurointerfaces. Here a feedforward controller with model in-
formation and NN is described. The NN structure is constructed by applying an inverse
dynamical equation of a master robot. The design architecture and its implementation are
shown in this chapter.
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Chapter 5 describes some architectures of feedback compensators. First we are con-
cerned with designing a PD feedback controller to reduce a mapping error of NN. We
design two structures of PD feedback controller: first is a velocity output case and the other
is an acceleration output case. Then adaptive fuzzy compensators are designed to adapt
rapidly changed mass of the slave robot.
Chapter 6 discusses the biomimetic control and its application to nonholonomic mo-
bile robots, from the viewpoints of actor-critic algorithm, the design of neurointerface, and
its feedback compensator. Finally, the last section of this chapter describes conclusions of
this thesis.
Chapter 2
Nonholonomic Mobile Robot
Many kinematics model and dynamics model describing the motion of various vehicle
configurations have been proposed, see for instance [56]–[61]. In this chapter a kinematics
and a dynamic description of a nonholonomic mobile robot are given. The mobile robot
has two driving wheels at the rear corner and one passive supporting wheels at the front.
Two DC motors independently drive the two rear wheels.
2.1 Model of Nonholonomic Mobile Robot
We consider the class of nonholonomic mobile robot system having n-dimensional con-
figuration space, with general coordinates (x1; ¢ ¢ ¢ ; xn) and subject to p constraints can be
described by [62]
M(q)Äq + V m(q; _q) _q + F ( _q) +G(q) + ¿ d
= B(q)¿ ¡AT (q)¸ (2.1)
where M(q) 2 <n£n is a symmetric, positive definite inertia matrix, V m(q; _q) 2 <n£n is
the centrifugal and Coriolis matrix, F ( _q) 2 <n denotes the surface friction, G(q) 2 <n
is the gravitational vector, ¿ d 2 <n denotes bounded unknown disturbances including un-
structured and unmodeled dynamics, B(q) 2 <n£r is the input transformation matrix,
¿ 2 <r is the input torque vector, A(q) 2 <p£n is the matrix associated with the con-
straints, and ¸ 2 <p is the vector of constraint forces.
We consider that all kinematic equality constraints are independent of time, and can
be expressed as follows:
A(q) _q = 0: (2.2)
Let S(q) be a full rank matrix (n ¡ p) formed by a set of smooth and linearly
independent vector fields spanning the null space of A(q), that is,
ST (q)AT (q) = 0: (2.3)
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Figure 2.1: Model of nonholonomic mobile robot
According to (2.2) and (2.3), it is possible to find auxiliary vector time function
v(t) 2 <n¡p such that, for all t
_q = S(q)v(t): (2.4)
The mobile robot shown in Fig. 2.1 is a typical example of a nonholonomic mechanical
system. It consists of a vehicle with two driving wheels mounted on the same axis, a front
free wheel. The motion orientation µ is achieved by independent actuators, for example, dc
motors providing the necessary torques to the rear wheels.
The position of the robot in an inertial Cartesian frame fO;X; Y g is completely spec-
ified by the vector where (xc; yc) are the coordinates of the center of mass of the vehicle,
and is the orientation of the basis fC;Xc; Ycg with respect to the inertial basis.
The nonholonomic constraint implies that the robot can only move in the direction
normal to the axis of driving wheels, that is, the mobile base satisfies the conditions of pure
rolling and non slipping [63],
_yc cos µ ¡ _xc sin µ ¡ d _µ = 0: (2.5)
It is easy to verify that S(q) is given by
S(q) =
264 cos µ ¡d sin µsin µ d cos µ
0 1
375 : (2.6)
The kinematic equations of motion (2.4) of C in terms of its linear velocity v and
angular velocity ! are
v =
"
v
!
#
=
"
v1
v2
#
(2.7)
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264 _xc_yc
_µ
375 =
264 cos µ ¡d sin µsin µ d cos µ
0 1
375" v1
v2
#
(2.8)
where jv1j · Vmax and jv2j · Wmax. Vmax and Wmax are the maximum linear and angular
velocities of the mobile robots. System (2.8) is generally called the steering system of the
vehicle.
2.2 Construction Example
The Lagrange formalism is used to derive the dynamic equation of the mobile robot. In this
case G(q) = 0, because the trajectory of the mobile base is constrained to the horizontal
plane, that is, since the system cannot change its vertical position, its potential energy U
remains constant. If the robot consists of ni bodies (or links), the kinetic energy K is given
by [64]
ki =
1
2
miv
T
civci +
1
2
!Ti Ii!i (2.9)
K =
niX
i=1
ki
K =
1
2
_qTM(q) _q (2.10)
where mi is the mass of ith body, vci is the linear velocity vector of ith body at the center of
mass, !i is the angular velocity vector of ith body, and Ii is the inertia tensor at the center
of mass.
For the dynamical equations of the robot base in Fig. 2.1, we naturally have n =
3; r = 2, and p = 1, so that it follows that
M(q) =
264 m 0 md sin µ0 m ¡md cos µ
md sin µ ¡md cos µ I
375 (2.11)
V m(q; _q) =
264 0 0 md _µ cos µ0 0 md _µ sin µ
0 0 0
375 ; ¿ d = " ¿dr
¿dl
#
F ( _q) =
264 fxfy
fµ
375 ; G(q) = 0; ¿ = " ¿r
¿l
#
(2.12)
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B(q) =
1
r
264 cos µ cos µsin µ sin µ
R ¡R
375 ; AT (q) =
264¡ sin µcos µ
¡d
375 (2.13)
¸ = ¡m( _xc cos µ + _yc sin µ) _µ: (2.14)
Here m denotes the mass of the robot, d is an offset distance of the center of mass from the
point P, I is the inertia moment of the robot around a vertical axis through the point P, 2R
denotes the tread of the robot, and r denotes the radius of wheel.
2.3 Structural Properties of a Mobile Platform
The system (2.1) is now transformed into a more appropriate representation for control
purposes. Differentiating (2.4), substituting this result in (2.1), and then multiplying by
ST , we can eliminate the constraint matrix AT (q)¸. The complete equations of motion of
the nonholonomic mobile robot are given by
_q = Sv (2.15)
STMS _v + ST (M _S + VmS)v + F + ¿ d = S
TB¿ (2.16)
where v(t) 2 <n¡p is a velocity vector. By appropriate definitions we can rewrite (2.16) as
follows [12]:
"
m 0
0 I ¡md2
#"
_v
Äµ
#
+ ¿ d =
1
r
"
1 1
R ¡R
#"
¿r
¿l
#
: (2.17)
Chapter 3
Actor-Critic Algorithm with
Multi-Step Simulated Experience
3.1 Introduction
Reinforcement learning (RL) methods [43] had been applied to acquire a control system
for many fields, such as robotics, image processing, development of voice controller, etc.,
as learning without any teacher. Moreover, it is also well known that the main advantage
of the RL is that no model of the process is required for the adaptation of the controller.
Mahadevan [44] presented a detail study of average reward RL, i.e., an undiscounted opti-
mality framework that is more appropriate for cyclical tasks than the much better studied
discounted framework. Wyatt [45] and Martin [47] worked for constructing controller of
robots manipulator using RL. It examined how robot learns from past experience, where
Q-learning was used to manipulate the robots.
Among the RL methods, the adaptive actor-critic method that builds an RL system by
using fuzzy reasoning and/or neural network (NN) attracts control researchers’ attention re-
cently [46]–[52]. The advantage of a conventional actor-critic algorithm is that it can learn
the optimal probability of selecting various actions and it requires minimal computation in
order to select an action [43]. Usually, an actor-critic algorithm is based on estimated value
functions—function of states or of state-action pairs that estimate how good it is for the
agent or actor to be in a given state [43]. Actor has to select a good action or policy with
respect to the value-function generated from the critic part.
However, it is difficult to understand what a common basic formulation is, because
each adaptive actor-critic algorithm has the form which differs little by little. That is, the
problem of actor-critic algorithm is the formation approach to the value-function of the
critic part or evaluation part. Barto [46] devised a method for predicting the value-function
with action independence, but without any model. A nonlinear estimator to map a value-
function was used, where the critic tried to map a state from time k to k + 1 without using
any dynamic (or recurrent) NN. This type of estimator has been used by many researchers
[46] [48] [50] [52], and applied for balancing-pole environments. They work used a single
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value-function generated by an actual experience at time k or two value-functions generated
by actual experiences at times k and k + 1.
On the other hand, Prokohorov et al. [70][71], Kandadai and Tien [49], Doya [51]
and Watanabe [65] discussed a method that uses a model, such as dynamical model for
the control object, or artificial model constructed by NNs. Watanabe [65] proposed a uni-
fied design method for adaptive actor-critic learning system by considering that the value-
function Vk (or cost to go) is an estimator based on prediction theory, in which the model
of a process is utilized.
In fact in many engineering problems, such as a process control utilizing model-
predictive algorithms, it is required that at any given time the process outputs should be
predicted for many time-steps for the future without the availability of output measure-
ments. Additionally, in robotics and more recently in artificial intelligence applications,
multi-step prediction is required for any decision making. Learning in a multi-step predic-
tion is generally difficult to develop because of the lack of actual measurements.
However, references [6] and [7] have already studied on multi-step prediction by
using temporal difference (TD) methods in the RL frame work. Despite of the fact that a
considerable attention has been devoted to multi-step prediction over many years, so far
there have been few practical successes in terms of solving complex real world problem,
such as robotic control, voice control, etc.
This chapter presents a multi-step prediction (or simulated experience) learning by
using TD method. The present method tries to solve a kind of nonlinear predictive con-
trol problem by the framework of an adaptive actor-critic approach. For that purpose, we
introduce a kinematic model of nonholonomic mobile robot to predict multi-step ahead
states, i.e., to generate multi-step simulated experiences, and apply the model to construct
a model-based actor (MBA). Actor-critic methods are based on TD methods that have a sep-
arate memory structure to explicitly represent the policy independent of the value function.
Such methods aim at combining the strong points of actor-only and critic-only methods.
The critic uses an approximate architecture and simulation to learn a value function, which
is then used to update the actor’s policy parameters in a direction of performance improve-
ment. These methods, as long as they are gradient-based, may have desirable convergence
properties, whereas the convergence of critic-only methods is guaranteed in very limited
settings.
Only one-step-ahead prediction has been used to construct a new adaptive actor-critic
algorithm using a predictive model. There were two interesting learning methods of one-
step-ahead prediction methods: one is learning from actual experience and the other is
learning from prediction (or simulated experience) [65]. In the case of learning from actual
experience of one-step-ahead prediction [66], both actual and simulated experiences have
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been used to construct a new adaptive actor-critic algorithm, under the assumption that the
kinematic model for a robot concerned is available as a simple predictive model. As a
result, the input of one value-function was the actual experience at time k + 1, whereas
the input of the other value-function was the simulated experience at time k + 2 through
the predictive model, whose inputs were the actual experience and predictive action at time
k + 1.
Thus, it was clarified that how to construct the value functions by applying actual and
simulated experiences, and consequently it was proved that both value-functions could be
realized as a pure static mapping, according to the fact that both value-functions could be
reduced to nonlinear current estimators [67], which can be easily constructed by using any
artificial neural networks (NNs) with sigmoidal function or radial basis function (RBF).
Furthermore, the kinematic model was also used to construct MBA in the framework of
adaptive actor-critic approach. Viewing this type of MBA as a network whose connection
weights are composed of the elements of feedback gain matrix, the TD learning could
also be applied to update the weights of the actor. A learning method from simulated
experience where the only measurement at time k was available to update an adaptive
actor-critic algorithm [68, 69], has been also integrated, whereas the former algorithm in
[66] considered the case where two measurements at times k and k + 1 were available to
update the adaptive actor-critic algorithm. Since the assumption that a predictive model
was available allowed us to use simulated experiences at any time step, the present value-
functions could all be based on simulated experiences generated from the predictive model.
That is, it was not necessary to wait for collecting the next measurement to update the actor-
critic networks, so that a relatively fast learning was expected, compared with the previous
approach [66].
Note, however, that in one-step-ahead prediction approach the critic is limited to
obtain rewards for updating the actor. Therefore, we are naturally choosing multi-step pre-
diction or learning to solve such a problem. The main idea behind conventional m-step
approach [6] is to use a better estimate for predicted discounted sum when updating the
critic and controller. When a control action is evaluated after several time steps, more im-
mediate reinforcements are expected to be received, which yield a better estimate of the
criterion or value-function. In such a method, we usually follow the current policy, keeping
the parameters unchanged, and store the immediate reinforcement. After m samplings, we
have to evaluate the modified control action by estimating the discounted sum from the
stored reinforcements; observing more time steps improves the estimate. We use the dif-
ference between the predicted and observed criterion to adapt the critic and the controller.
In this chapter, we thus propose an adaptive actor-critic algorithm with multi-step
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predictions through a predictive model. Unlike the conventional multi-step methods dis-
cussed above, we here describe a new method to estimate m discounted predictive rewards
by using a simple predictive model. After taking one measurement of the state, we can
obtain discounted predictive rewards by using the associated predicted state. The weights
of actor and critic in the conventional approach are updated every m-steps, whereas those
in the present approach are updated every sampling time. This concept is similar to the pre-
dictive control in the field of conventional control theory. The performance of the present
method is demonstrated through making several predictions with different step in a trajec-
tory tracking control problem for a nonholonomic mobile robot.
In the following, we first explain the kinematic model and the controller as an MBA in
Section 3.2. In Section 3.3, learning algorithms for the actor and MBA are derived, under
the assumption that the measurement at time k and the predictive model for multi-step
prediction are available. A simple algorithmic example with m = 2 is given in Section 3.4.
Simulation results and discussion are given in Section 3.5 to demonstrate the effectiveness
of the proposed method. A brief summary is presented in Section 3.6.
3.2 Kinematic Model and Controller
It is here assumed that a kinematic model of any nonholonomic mobile robot is available
to provide a simulated experience (i.e., predicted state) to any value-function in the critic
and to design a kinematic based controller for the actor.
Letting the generalized coordinate vector be x(t) 4=
[x1(t); ¢ ¢ ¢ ; xn(t)]T , the associated desired coordinate vector be xd, and the manipulated
velocity based on the resolved velocity control law be u(t), we have
_x(t) = J(x)u(t) (3.1)
u(t) = Jy(x)( _xd(t) +K[xd(t)¡ x(t)]) (3.2)
where u(t) = [u1(t); ¢ ¢ ¢ ; ur(t)]T and K is a diagonal, positive-definite matrix given by
K
4
= diag(K1; ¢ ¢ ¢ ; Kn). Here, J(x) 4= J(x(t)) denotes the Jacobian matrix and Jy(x) is
the pseudo-inverse matrix given by
Jy(x) =
£
JT (x)J(x)
¤¡1
JT (x) (3.3)
because generally n > r in any nonholonomic robots.
16 3. ACTOR-CRITIC ALGORITHM WITH MULTI-STEP SIMULATED EXPERIENCE

+	

	




+

+
−
+
−

+
−


+
−

 +

+
+
+
−




 +
++
+
−
++
+
+
−
+
++

 +
+
Σ γ−
+ε
−γ− 
− 



	 +
+	
+	
+
+

 +

 +
+
+
γ−
Figure 3.1: Proposed adaptive actor-critic method with multi-step prediction learning
3.2.1 Discrete-time model
By using Euler difference relation with sampling width ¢t, Eq. (3.1) in discrete-time can
be rewritten as
xk+1 ¡ xk
¢t
= J(xk)uk: (3.4)
If xk and uk are given, then the one-step ahead predicted state x^k+1 is given by
x^k+1 = xk +¢tJ(xk)uk: (3.5)
3.2.2 Discrete-time controller
By directly using of Euler difference of Eq. (3.2), we have the following discrete time
controller
uk = J
y(xk)
½·
xdk+1 ¡ xdk
¢t
¸
+Kek
¾
(3.6)
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Figure 3.2: Structure of RBFNN consisting of three layers
where ek
4
= xdk ¡ xk. Substituting this equation into Eq. (3.4) gives
ek+1 + [¢tK ¡ I]ek = 0: (3.7)
From this relation, it is found that j¢tKi¡ 1j < 1 assures the convergence of this discrete-
time error equation, where it should be noted that Ki is of discrete-time.
It should be noted that this controller can be regarded as a network whose inputs are
xk;xdk, and xdk+1, and output is uk, so that the feedback gains K1; ¢ ¢ ¢ ; Kn can also be
viewed as the connection weights.
3.3 Learning Algorithms
In this section we consider to derive an adaptive actor-critic algorithm with multi step
simulated experience.
Let the value-function Vk+m+1
4
= V (e^k+m+1) be constructed by using a radial basis
function neural network (RBFNN) as shown in Fig. 3.2 such that
Vk+m+1 =
lX
i=1
wiy
i
k+m+1
= wTyk+m+1 (3.8)
where
e^k+m+1
4
= xdk+m+1 ¡ x^k+m+1;
w
4
= [w1; ¢ ¢ ¢ ; wl]T ; (3.9)
yk+m+1
4
= [y1k+m+1; ¢ ¢ ¢ ; ylk+m+1]T :
Here, l is the number of hidden units and wi denotes the weights between the hidden units
and the output units. For a typical RBF, a Gaussian function is used as a unit in the hidden
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layer, so that yik+m+1 is given by
yik+m+1 = f
·ke^k+m+1 ¡ aik2
b2i
¸
; f(z) = e¡z (3.10)
where ai denotes the mean vector of e^k+m+1 and bi is the standard deviation of the i-th
hidden unit.
The critic network is assumed to be composed of the RBFNN to obtain a static map-
ping between the input and output at time k + 1 (or k + m + 1), whereas it should be
composed of a recurrent RBFNN to obtain a dynamic mapping, if Vk+1
4
= V (ek+1;uk) and
Vk+m+1
4
= V (ek+m+1;uk+m+1) as defined in the most of the existing literature.
As shown in Fig. 3.1, the multi-step recursions of the critic network and MBA try to
minimize the following squared error measure over time:
C =
1
2
1X
k=0
²2k+1 (3.11)
²k+1
4
= Vk+1 ¡ ¹Uk+m ¡ °mVk+m+1 (3.12)
where ²k+1 is TD error and the m discounted utility function ¹Uk+m is given by
¹Uk+m
4
=
m¡1X
t=0
°tUk+t+1 (3.13)
where ° is a discount factor for the infinite horizon problem (0 < ° < 1).
The utility function (or reward function) is designed to give punishment and reward
to the model based controller. Optimization of energy consumption of the robot is one
method for composing the utility function. Another method is a squared Euclidean norm
of the state tracking error, i.e.,
Uk+i = ke^k+ik2; e^k+i 4= xdk+i ¡ x^k+i; i = 1; ¢ ¢ ¢m:
This method will be applied in our system. Proportional gains, weight vector and RBF
parameters (mean value and deviations) are updated to improve the systems performance.
Figures 3.3 and 3.4 show the conventional multi-step method in RL studied in [6] and
the present method, respectively. Observe from these figures that our method updates the
critic and actor for every sampling instant, whereas the conventional method updates them
for m-samplings though it takes the measurement and action for every sampling instant.
3.3.1 Learning in critic
The task of the critic is to produce a value-function shown in Fig. 3.2, consisting of a
function of states and/or actions. The critic plays the role of an adaptive critic element [46]
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Figure 3.3: Conventional multi-step method in reinforcement learning [6], where a block with A
denotes the actor and a block with C is the critic
and constantly estimates the value-function with different input states. Since the present
critic was assumed to be constructed by the RBFNN [68, 69], the incremental value of the
critic connection weights or parameters can be obtained by
¢w = ¡®@C
@w
= ¡® @C
@²k+1
@²k+1
@Vk+m+1
@Vk+m+1
@w
= ¡®²k+1(¡°m)@Vk+m+1
@w
= ®°²k+1
@Vk+m+1
@w
(3.14)
where w denotes any scalar adaptable weight or parameter of the critic, ® is a positive
learning rate, and ®°
4
= ®°m.
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Figure 3.4: Proposed multi-step method with simulated experiences, where a block with M de-
notes the model
Similarly, the incremental value of the mean vector ai can be calculated by
¢ai = ¡®a @C
@ai
(3.15)
= ¡®a @C
@²k+1
@²k+1
@ai
= ¡®a @C
@²k+1
²k+1
@Vk+m+1
@Vk+m+1
@ai
= ®°a²k+1
@Vk+m+1
@ai
(3.16)
where ®a
4
= diag(®a1; ¢ ¢ ¢ ; ®an) > 0 denotes the learning rate in matrix form and ®°a 4=
°®a ´ diag(°®a1; ¢ ¢ ¢ ; °®an). Noting that
@Vk+m+1
@ai
=
@Vk+m+1
@yik+m+1
@yik+m+1
@ai
= wi
£¡yik+m+1¤µ¡2 [e^k+m+1 ¡ ai]b2i
¶
= 2
wiy
i
k+m+1
b2i
[e^k+m+1 ¡ ai] (3.17)
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it is finally obtained that
¢ai = 2®°a²k+1
wiy
i
k+m+1
b2i
[e^k+m+1 ¡ ai] : (3.18)
Furthermore, the incremental value of the standard deviation bi is described by
¢bi = ¡®b@C
@bi
(3.19)
= ¡®b @C
@²k+1
@²k+1
@bi
= ¡®b @C
@²k+1
@²k+1
@Vk+m+1
@Vk+m+1
@bi
= ®°b²k+1
@Vk+m+1
@bi
(3.20)
where ®b denotes the learning rate and ®°b
4
= °®b.
Since it is easy to find that
@Vk+m+1
@bi
=
@Vk+m+1
@yik+m+1
@yik+m+1
@bi
= wiy
i
k+m+1
2ke^k+m+1 ¡ aik2
b3i
(3.21)
we finally obtain
¢bi =
2®°b²k+1wiy
i
k+m+1ke^k+m+1 ¡ aik2
b3i
: (3.22)
It is worth to note that the present critic network can also be interpreted as a nonlinear
current estimator consisting of a purely static mapping NN to produce the value function
Vk+1 (or Vk+m+1), because the input-output instants of the RBFNN are the same [69].
3.3.2 Learning in MBA
The MBA is constructed by a resolved velocity control network. Assume that the gains
Ki of the resolved velocity controller can be regarded as the weights of MBA. The MBA
produces the linear velocity and angular velocity of the robot as action inputs. Therefore,
we have to transform their velocities to the torques for controlling the left and the right
wheels. Then, the weights, i.e., gains, are updated by propagating the TD error back to
the model down to the MBA. That is, by propagating @Vk+m+1=@e^k+m+1 back through the
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model down to the actor as suggested in Prokhov and Wunch [71], it follows that
¢Ki = ¡´ @C
@Ki
= ¡´ @C
@²k+1
@²k+1
@Ki
= ¡´ @C
@²k+1
@²k+1
@Vk+m+1
@Vk+m+1
@Ki
= ´°²k+1
@Vk+m+1
@Ki
(3.23)
where ´ denotes a small positive learning and ´°
4
= ´°m. Furthermore, it is found that
@Vk+m+1
@Ki
=
µ
@Vk+m+1
@e^k+m+1
¶T µ
e^k+m+1
@x^k+m+1
¶T
x^k+m+1
@Ki
= ¡
µ
@Vk+m+1
@e^k+m+1
¶T
@x^k+m+1
@Ki
(3.24)
because of @e^k+m+1=@x^k+m+1 = ¡I . Here, @x^k+m+1=@Ki can be obtained by the follow-
ing recursive relation:
@x^k+j+1
@Ki
=
µ
@x^k+j+1
@x^k+j
¶T
@x^k+j
@Ki
+
µ
@x^k+j+1
@uk+j
¶T
@uk+j
@Ki
(3.25)
for j = 0; 1; :::;m. For the initial conditions at j = 0,
@x^k
@Ki
= 0;
@x^k+1
@uk
= ¢tJT (xk)
@uk
@Ki
= Jyi (xk)e
i
k
where eik denotes the ith element of the ek and J
y
i (xk) is the ith column vector of Jy(xk).
For j ¸ 1, it follows that
@x^k+j+1
@x^k+j
= I +¢t
@ [J(xk+j)uk+j]
@x^k+j
(3.26)
@x^k+j+1
@uk+j
= ¢tJT (x^k+j) (3.27)
@uk+j
@Ki
= Jyi (x^k+j)e^
i
k+j (3.28)
where e^ik+j denotes the ith element of e^k+j and @x^k+j=@Ki is given as the result of the
former recursion.
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Table 3.1: Average position errors ex and ey with m = 1 to m = 4
m Episodes ´ 1N
PN
i=1 jeixj 1N
PN
i=1 jeiyj
1 15 0.01 0.5285 1.5090
2 8 0.01 0.5039 0.9851
3 6 0.01 0.4787 0.9409
4 5 0.01 0.4746 0.9232
3.4 An Algorithmic Example of Multi-Step Learning
As an example of the multi-step simulated experiences proposed here, we show the case of
m = 2 for the application of the proposed algorithm. At the time k, the TD error is defined
by
²k+1 = Vk+1 ¡ Uk+1 ¡ °Uk+2 ¡ °2Vk+3: (3.29)
In the critic part, Eq. (3.14) is reduced to
¢w = ®°²k+1
@Vk+3
@w
: (3.30)
Then, for the MBA part, from Eqs. (3.23) and (3.24), we have
¢Ki = ¡´°²k+1
µ
@Vk+3
@e^k+3
¶T
@x^k+3
@Ki
: (3.31)
Here, it is found, from Eq. (3.25), that @xk+3=@Ki is given by
@x^k+1
@Ki
=
µ
@x^k+1
@uk
¶T
@uk
@Ki
@x^k+2
@Ki
=
µ
@x^k+2
@x^k+1
¶T
@x^k+1
@Ki
+
µ
@x^k+2
@uk+1
¶T
@uk+1
@Ki
@x^k+3
@Ki
=
µ
@x^k+3
@x^k+2
¶T
@x^k+2
@Ki
+
µ
@x^k+3
@uk+2
¶T
@uk+2
@Ki
:
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3.5 Simulation Results
3.5.1 Results
We implement the multi-step prediction of actor-critic method that is presented in Sec-
tions 3.2 and 3.3. It was assumed that the vehicle parameters were as follows [72]:
I = 10 [kgm2]; m = 200 [kg]
R = 0:3 [m]; r = 0:1 [m]:
The reference trajectory was a straight line trajectory shown in Fig. 3.5 with initial coor-
dinates (0; 0) [m]. The initial configuration of the robot was (2; 0) [m] with the azimuth
0 [deg] and the initial controller gains were chosen as K = diag (5; 5; 5). The controlled
object was simulated for 60 [s] with sampling width ¢t = 0:02 [s].
For updating gain elements K1; K2 and K3 in the MBA, we selected ´ = 0:01 for
m = 1 to m = 4 and we used a discount factor ° = 0.9. For the critic, we applied 12 hidden
units in the RBFNN and the learning rate ® = 0.001 for all parameters and weights. Note
that the initial values of connection weights were set by using uniform random number.
After numerous simulation studies, we obtained learning performance for each m-
step prediction as shown in Table 3.1, where the episode means one trial for the same
trajectory, and ekx = xdk ¡ xk and eky = ydk ¡ yk denote the position errors for x- and
y-coordinates, respectively. It is found from Table 1 that for m = 1 to m = 4 the average
results of jekxj and jekyj distribute from 0:4746 to 0:5285 and from 0:9232 to 1:5090, re-
spectively. Note that each average value was calculated from the first trial to the final one
successively, i.e., N stands for 3000 times of each required number of episodes.
It is also easy to understand that the number of episodes reduces from 15 to 5, as m
varies 1 to 4. Thus, it is concluded that the multi-step prediction is less time-consuming
than the single-step prediction.
Figure 3.5 shows an example of the trajectory-tracking control response of the mobile
robot, where the fifth trial simulation with m = 4 is depicted. Observe that the robot
moved quickly, from the actual starting point (2; 0) to the reference starting point (0; 0),
to minimize the error, because there was a large initial error. Figures 3.6 and 3.7 show the
corresponding error histories for the x- and y-coordinates. These figures sampled the first,
third and fifth trial simulations. Figures 3.8 and 3.9 also show the detailed errors of x- and
y-coordinates at the final trial.
3.6 Summary
An adaptive actor-critic algorithm with multi-step prediction has been presented. The
present method was motivated from a previous work, i.e., a single-step ahead prediction
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Figure 3.5: Tracking trajectory response with 4-step predicted state
(simulated experience) approach. The model used for generating a predictive state was a
nonlinear model; here, we applied a kinematic model of robots. The learning algorithm
was based on the conventional gradient descent in the framework of TD method, in which
an approximation was introduced so that all predicted errors at time k + m with m ¸ 1
were just the inputs to the utility functions, except for the actual error at time k. The critics
were constructed by RBFNNs. In such NNs, all parameters, i.e., the mean vector, standard
deviation and the weights between the hidden and output units were optimized by propa-
gating the TD error to each element. The present actor based on the kinematic model was
also optimized by the similar way used in the learning of critic. The detailed algorithm
was developed in the tracking control problem of nonholonomic mobile robots. The effec-
tiveness of the algorithm was illustrated by simulating a tracking control problem for the
coordinates and azimuth of the robot.
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Figure 3.6: Error history of multi-step prediction method with m = 4 for x-position
0 20 40 60
–4
–2
0
Time [s]
Y–
di
re
ct
io
na
l e
rro
r [m
]
1st trial
3rd trial
5th trial
Figure 3.7: Error history of multi-step prediction method with m = 4 for y-position
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Figure 3.8: Tracking error of 5th trial for x-coordinate with m = 4
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Figure 3.9: Tracking error of 5th trial for y-coordinate with m = 4
Chapter 4
Neurointerface
4.1 Introduction
A neurointerface may be thought as a form of inverse of the nonlinear plant to be controlled
where the desired plant response can be realized by driving the plant with an inverse con-
troller whose input consists of simple command signals applied by a human operator. Thus,
unskilled operator using a neurointerface can reproduce the action of an experienced oper-
ator. In this method, a neurointerface is constructed to map the inverse system in Widrow
and Lamego [10] for the closed-loop of a final controlled objective (or robot) by using a
specialized learning mechanism, as a guideline of the neurointerface design. It should be
noted, however, that a stable and reliable inverse system cannot be trained by directly using
an NN, if the controlled objective has an unstable zero dynamics. In such a situation, a nat-
ural question arises that how to determine a suitable NN structure, even if an approximate
mapping is constructed by NN techniques [73].
Generally speaking, there are three key factors for specifying an NN [22]:
² The net topology: Topology factors include feedforward type network or feedback
type network, the number of layers, and the number of nodes in each layer.
² The type of nodes (neurons): Different nonlinearities realized by analog circuits or
more complex mathematical operations realized by digital circuitries can be consid-
ered. The type of neurons also determines the time feature of the network operation,
i.e., the nodes are operated continuously or at discrete amounts of time.
² The weights specification: There are two cases, i.e., predetermined weights and
adapted weights. Adaptation or learning is the main feature of artificial NNs. The
ability to adapt and continue learning is essential for an area such as pattern recogni-
tion.
Classification of NN then can be made on the basis of the above three factors. Consider-
ing the topological structure, there are two classes of NNs. The first is feedforward NNs
28
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Figure 4.1: Robot operation by an expert with conventional master-slave method
and the second is feedback NNs. A class of artificial NNs called perceptrons [16], and
[17] introduced by Rosenblatt has the feedforward structure. The networks introduced by
Hopfield [13]–[15] are the example of NNs with feedback structure.
In this chapter, we consider a master robot that plays the similar role to the neu-
rointerface, in which we regard it as a virtual robot that can simply generate the manipu-
lated variables based on a user reference command to control a slave robot. However, it
is assumed that both robots have the same dimensions for an actual reference trajectory
(through any transformation) and the manipulated variables, respectively, while allowing
the existence of differences in structure. Thus, introducing the concept of virtual master-
slave system would give us a high degree-of-freedom in the selectivity of the approach for
controlling the virtual master robot as a neurointerface, so that a designer can easily obtain
various guidelines for constructing a model-based or NN-based mapping.
For example, if the data for controlling a virtual master robot can be directly utilized
from an expert, it is possible to implement an NN mapping by the generalization learning
architecture. If a simplified model of the virtual master robot, which has no unstable zero
dynamics and is stable, can be utilized, then a model-based interface can be easily devel-
oped by applying the inverse model and a neurointerface can be also easily constructed by
mapping the input-output data of the inverse system. Here, the present neurointerface is
constructed by using a feedforward NN. In the past, many works have been described by
applying any training procedure and any design techniques to construct several NNs [78]–
[85]. In this chapter we construct the inverse system by using feedforward NNs and train it
by generalized learning architecture [42].
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Figure 4.2: Robot operation by a beginner with conventional master-slave method
4.2 What is Virtual Master-Slave System?
For a conventional master-slave system, an expert can easily deal with the master robot to
control the slave robot (see Fig. 4.1), because he has experience to operate the master in
advance. However, if a beginner tries to do the same operation, then it is not easy for him
to operate the master robot to obtain a desired motion of the slave robot, due to a lack of
experience (see also Fig. 4.2).
In this research, let us consider a master robot to play the similar role to the neu-
rointerface studied by Widrow and Lamego, where we regard it as a virtual robot that can
simply give the manipulated variables based on a user reference command to control a slave
robot. Here, it is assume that both robots have the same dimensions for an actual reference
trajectory and the manipulated variables, respectively, while allowing the existence of dif-
ferences in structure. From this point of view, the selectivity of the approach for controlling
the virtual master robot as a neurointerface would be increased, so that a designer will be
able to obtain various guidelines for constructing a model-based or NN-based mapping.
If the data for controlling a virtual master robot is available directly from an expert,
it is possible to implement an NN mapping by applying the generalization learning ar-
chitecture. If a simplified model of the virtual master robot, which has no unstable zero
dynamics and is stable, can be utilized, then a model-based interface can be easily devel-
oped by applying the inverse model and a neurointerface can be also easily constructed by
mapping the input-output data of the inverse system. Moreover, this approach may also
give the guideline of one realization approach to “manager-performer”, which is called a
next generation of a master slave.
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4.3 Design of Feedforward Controller with Model Information
In the following, we mainly explain how to develop a model-based interface by using the
concept of “virtual master-slave system,” through the control problem of nonholonomic
two-wheeled robots.
Consider the dynamical model for a general nonholonomic two-wheeled robot given
by
Äq(t) = fM( _q(t); q(t); ¿ (t)) (4.1)
where q(t) 4= [x(t) y(t) µ(t)]T denotes the generalized coordinate vector, in which let
the center of gravity of the robot be (x; y) and the azimuth of the robot be µ. Moreover,
fM 2 <3 and ¿ 4= [¿r(t) ¿l(t)]T 2 <2, where ¿r and ¿l are the driving torques of the right
and left wheels, respectively. It is well-known that this inverse dynamical system cannot
be solved uniquely, so that we further consider the so-called steering model, which is given
by
_v(t) = fS(¿ (t)) (4.2)
where v(t) 4= [v(t) _µ(t)]T and fS 2 <2, where v(t) is the translational velocity of the
robot. The inverse of this model is known to be solved uniquely.
In what follows, assume that the model (4.1) represents the slave robot to be con-
trolled, whereas it is assumed that the model (4.2) represents a master robot to control the
slave robot in Eq. (4.1).
4.3.1 Forward difference approximation
In general, we can solve the inverse model of the above equation such as
¿ (t) = gM( _v(t)) (4.3)
where gM 2 <2 is a unique vector-valued inverse function of fM . In order to discretely
give v(t) at any time t, we consider a forward difference model approximation for _v(t). As
a result, the above equation can be reduced as
¿ (t) = gM([v(t+ 1)¡ v(t)]=¢t) (4.4)
where ¢t is the sampling width. Given the master’s reference velocity vectors vr(t) and
vr(t+ 1) at times t and t+ 1, we can obtain the desired input torque vector ¿ r(t) at time t
using the above relation.
On the other hand, we have to be aware of the kinematic relation given by
_q(t) = J(µ(t))v(t); J(µ(t)) =
264cos(µ) ¡d sin(µ)sin(µ) d cos(µ)
0 1
375 (4.5)
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Figure 4.3: Robot operation by a virtual master-slave method with an inverse model
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Figure 4.4: Construction of an interface using master-slave concept
because the slave robot has its desired reference as qr(t). Therefore, the master’s references
vr(t) and vr(t+ 1) can be generated by
vr(t) = J
+(µr(t))
·
qr(t+ 1)¡ qr(t)
¢t
¸
(4.6)
vr(t+ 1) = J
+(µr(t+ 1))
·
qr(t+ 2)¡ qr(t+ 1)
¢t
¸
: (4.7)
Thus, given the desired references qr(t); qr(t + 1); qr(t + 2), we can discretely generate
¿ (t) by using Eqs. (4.4) to (4.7). This concept is shown in Fig. 4.3, where its detail block
diagram can be found in Fig. 4.4.
4.3.2 Consideration to torque compensation due to friction term
As can be seen from Eq. (4.4), if vr(t) is constant, then the desired torque ¿ r(t) will be zero
in the sequel. However, in practice, there exist some disturbances such as floor frictions
etc. Therefore, we include a small disturbance torque ¿ d(t) to avoid a zero input torque
such as
¿ r(t) = gM([vr(t+ 1)¡ vr(t)]=¢t; ¿ d): (4.8)
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Figure 4.5: Inverse system of virtual master robot with forward difference
Figure 4.5 depicts the computational block diagram for the inverse system of a virtual
master robot with forward difference, which is here called a “model-based interface with
forward difference” to control a slave robot as the final controlled objective.
4.3.3 Backward difference approximation
The inverse model based on a forward difference needs the predictive references qr(t +
1) and qr(t + 2) to generate the torque ¿ (t) at time t. When applying this feedforward
controller as a feedback controller at time t in the case of initial disturbance canceling, we
will not be able to obtain the actual predictive outputs q(t+1) and q(t+2) to generate the
corresponding errors e(t+ 1) 4= qr(t+ 1)¡ q(t+ 1) and e(t+ 2).
Therefore, we next consider a backward difference model approximation for _v(t) in
Eq. (4.3), which is given by
¿ (t) = gM([v(t)¡ v(t¡ 1)]=¢t): (4.9)
Given the reference velocity vectors vr(t) and vr(t¡ 1) at times t and t¡ 1, we can obtain
the desired input torque vector ¿ r(t) at time t using the above relation.
From the kinematic relation, we also obtain vr(t) and vr(t¡ 1) generated by
vr(t) = J
+(µr(t))
·
qr(t)¡ qr(t¡ 1)
¢t
¸
(4.10)
vr(t¡ 1) = J+(µr(t¡ 1))
·
qr(t¡ 1)¡ qr(t¡ 2)
¢t
¸
: (4.11)
Figure 4.6 shows the computational block diagram for the inverse system of a virtual
master robot with backward difference, which is here called a “model-based interface with
backward difference” to control a slave robot.
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Figure 4.6: Inverse system of virtual master robot with backward difference
4.4 Design of Feedforward Controller with NN
In this section we describe a method of feedforward controller with NNs. A feedforward
NN has been applied in many cases of engineering like pattern recognition, signal process-
ing and vibration control problem [18]. It can be an approach to function approximation
[21]. As with most approximation methods, they require the estimation of certain parame-
ters which are defined by the problem to be solved. In NN terminology, finding those pa-
rameters are called training problem, and the algorithms for finding them are called training
algorithm.
The training problem for feedforward neural networks is a nonlinear parameter es-
timation that can be solved by a variety of optimization techniques. Much of the litera-
ture on NNs has focused on variants of gradient descent. The training of NNs using such
techniques is known to be a slow process with more sophisticated techniques not always
performing significantly better [20].
Back to the problem of virtual master-slave system discussed in the previous sec-
tion, we can easily obtain the robot operation by a virtual master-slave method with NN,
regarding the master robot as a virtual robot with NN. We here simply give the following
two-types of NN mapping.
4.4.1 Inverse system of virtual master robot with coordinate transformation and NN
In the first inverse system of virtual master robot, the part associated with the coordinate
transformation from slave to master is constructed by using the conventional kinematic
relations, so that the inverse function of Eq. (4.2) is simply replaced by an NN, as shown in
Fig. 4.7.
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Figure 4.7: Inverse system of virtual master robot with coordinate transformation and NN
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Figure 4.8: Inverse system of virtual master robot with NN
4.4.2 Inverse system of virtual master robot with only NN
In the second one of virtual master robot, the part associated with the coordinate transfor-
mation from slave to master is included in the total NN as shown in Fig. 4.8, so that the NN
has qr(t); qr(t¡ 1); qr(t¡ 2) as the direct inputs.
4.4.3 Learning algorithm
The training of the inverse dynamical model for the master robot is assumed to be imple-
mented off-line. In addition, assume that constant disturbance or friction input torques are
applied to the training process. Of course, such known torques are used as additional inputs
to the inverse mapping due to NN. As shown in Fig. 4.9, the input torques to the steering
model are compared with the NN outputs and the difference errors are to be minimized by
adjusting the weights of the NN in the framework of a generalized learning architecture
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Figure 4.9: Training for an NN-based inverse mapping of virtual master robot using generalized
learning architecture
[75].
Consider a general multi-layered NN with n inputs, m hidden outputs and l outputs,
as shown in Fig. 4.10, where all units are assumed to be linear, x1; ¢ ¢ ¢ ; xn denotes the input
signals, o1; ¢ ¢ ¢ ; om are the hidden output signals, and ¿1; ¢ ¢ ¢ ; ¿l are the output signals.
Here, to train the NN, we consider the minimization of a squared output error such
as
C =
1
2
lX
k=1
e2k(t); ek(t) = ¿kt(t)¡ ¿k(t) (4.12)
where ¿kt denotes the teaching signal for the kth output.
It is further assumed that the weights wij between the input and hidden layers are un-
known, and the weights sjk between the hidden and output layers are known, fixed values.
Also, it is easy to find that
¿k(t) =
mX
j=1
sjkoj; oj =
nX
i=1
wijxi:
Then, the gradient of the cost function C with respect to the weights wij to be learned
is derived as
@C
@wij
=
lX
k=1
@C
@ek
@ek
@wij
=
lX
k=1
ek
@ek
@wij
:
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Figure 4.10: Three-layered neural network, where all units are assumed to be linear
On the other hand, we can find that
@ek
@wij
=
@ek
@¿k
@¿k
@wij
= ¡ @¿k
@wij
= ¡@¿k
@oj
@oj
@wij
= ¡sjkxi:
Therefore, the incremental value of learning weights can be defined as
¢wij(t+ 1) = ¡´ @C
@wij
= ´xi
lX
k=1
sjkek
or
wij(t+ 1) = wij(t) + ´xi
lX
k=1
sjkek (4.13)
where ´ denotes the small learning rate. If we want to accelerate the above algorithm, the
following modification is also recommendable:
wij(t+ 1) = wij(t) + ´xi
lX
k=1
sjkek + ®¢wij(t) (4.14)
where ® denotes the momentum (or accelerate) factor such as 0 · ® < 1. Note also
that the above learning algorithm for each weight can be readily derived by conventional
backpropagation algorithm [75] with all linear units [76].
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Figure 4.11: NN-based inverse mapping of virtual master robot with its dynamical structure,
where all the physical parameters are assumed to be unknown except for d
4.5 Construction Examples
4.5.1 Structure I
From Eqs. (4.3) and (2.17), we have the following model-based interface given by
¿ (t)= r
"
1 1
R ¡R
#¡1("
m 0
0 I ¡md2
#
_v(t) + ¿ d
)
=
"
r
2
r
2R
r
2
¡ r
2R
#"
m _v(t) + ¿1d
(I ¡md2)Äµ(t) + ¿2d
#
=
"
1
2
mr _v(t) + 1
2
r¿1d +
r
2R
(I ¡md2)Äµ(t) + r
2R
¿2d
1
2
mr _v(t) + 1
2
r¿1d ¡ r2R(I ¡md2)Äµ(t)¡ r2R¿2d
#
: (4.15)
Replacing the coordinate vector _v(t) = [v(t) _µ(t)]T in the above equation by its reference
vector _vr(t) and applying a backward difference model approximation for the reference
vector _vr(t), we can obtain the desired torque vector ¿ r = [¿rr ¿lr]T through an NN
structure depicted in Fig. 4.11.
Note here that wi; i = 1; : : : ; 6 are weights, to be learned, between the input and
hidden units, where their ideal values are as follows: w1 = 0:5r; w2 = 0:5r=R, w3 =
0:5mr=¢t; w4 = 0:5r(I ¡md2)=(R¢t), w5 = w3, and w6 = w4. Here, weights between
the first and third hidden units and the second output unit should be ¡1; all others are to be
1.
For example, under the physical parameter settings as shown in Table 1, if we regard
the desired operational data by an expert as those from the inverse for the steering model in
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Table 4.1: Physical parameters for the robot
m [kg] I [kgm2] R [m] r [m] d [m]
10 5 0.5 0.05 0.2
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Figure 4.12: NN-based inverse mapping of virtual master robot, only parameters m and I are
unknown
Eq. (2.17), we should obtain the weights close to w1 = 0:025; w2 = 0:05, w3 = 12:5; w4 =
11:5.
4.5.2 Sructure II
From the first equality of Eq. (4.15), we can also realize an NN-based inverse mapping of
virtual master robot with its dynamical structure, as shown in Fig. 4.12, where only the
physical parameters m and I are assumed to be unknown.
Note here that wi; i = 1; : : : ; 4 are weights between the input and hidden units, and
to be learned, where their ideal values are as follows: w1 = m=¢t; w2 = (I ¡md2)=¢t,
w3 = w1, and w4 = w2. Here, other weights should be fixed as suggested in the figure.
This NN can also be trained to obtain an inverse mapping of virtual master robot
using generalized learning architecture in Fig. 4.9. If the same conditions as used above will
be applied for this case, then the resultant weights should have to be w1 = 500; w2 = 230,
because this NN structure has fixed, relatively small weights between the hidden and output
layers.
4.6 Simulation Results for Structure I
We conducted the training of NN to obtain an inverse mapping of the virtual master robot
and after that implemented the neurointerface as shown in Fig. 4.1 to control the actual
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Table 4.2: Learned connection weights
w1 w2 w3; w5 w4; w6
Ideal 0:025 0:05 12:5 11:5
Case 1 0:238 0:802 12:497 11:476
Case 2 0:606 0:382 12:492 11:489
(slave) robot, where the physical parameters used for the robot are tabulated in Table 4.1.
The steering model of Eq. (2.17) and the slave model given in Eq. (2.1) were all
simulated by using a simple Euler’s method, under the condition of the sampling width
¢t = 0:02 [s].
When training the NN, known friction inputs as disturbance torques were supplied
to the NN, where f¿1d; ¿2dg = f0:005; 0:005g[Nm] for all simulations. Note also that the
initial values of connection weights wi; i = 1; ¢ ¢ ¢ ; 4 were set by using uniform random
numbers.
4.6.1 First case: deterministic torques
For the first case, we collected the input-output data from the steering model with determin-
istic input torques, as the training data for the NN. That is, it was assumed that the torque
inputs were generated by using the following trigonometric functions:
¿r = sin(t)
¿l = cos(t)
for 0 < t · 10 [s].
Effect of learning rate, ´
We selected several values of learning rate, 0:001 · ´ · 0:1 and fixed ® = 0:01. The
training algorithm converged from 30 trials to 200 trials, depending on the selected learning
rate as shown in Fig. 4.15. Of course, the larger learning rate ´ can reduce the number of
trials, but there are no guarantees to solve the stable convergence problem. On the contrary,
a very small learning rate will be computationally expensive.
Effect of trials for updating the connection weights
It was not easy to choose a suitable learning rate, which influenced on the updating of the
connection weights. For example, the learning process of the connection weights can be
found from Fig. 4.22 and Table 4.2 with ´ = 0:1, where their results were of the 200 trials.
For some typical trials, the error history (in norm) of torque command input vector to be
supplied to the slave robot can be found in Figs. 4.13 and 4.14.
4.6. SIMULATION RESULTS FOR STRUCTURE I 41
The sinusoidal-torque command inputs applied to the slave robot can be found in
Fig. 4.19. The associated trajectory result of the slave robot is also shown in Fig. 4.24,
where the RMS errors were x = 0:0020 [m], y = 0:0164 [m] and µ = 0:0118 [rad].
4.6.2 Second case: random torques
For the second case, we similarly collected the input-output data from the steering model
with random input torques, as the training data for the NN. It was assumed that the torque
inputs were generated by using the following trigonometric functions plus random inputs:
¿r = sin(t) + ¹r
¿l = cos(t) + ¹l
for 0 < t · 10 [s], where ¹r and ¹l are Gaussian random numbers with zero-mean and
standard deviation of 0:1.
Effect of learning rate, ´
Like the previous simulation, several learning rates were applied to this case under ® =
0:01, as shown in Fig. 4.16. It was converged at about 30 trials with ´ = 0:1 for the larger
´ and it needed more than 200 trials with ´ = 0:001 for the smaller ´. These plots are quite
similar to those in the first case.
Effect of trials for updating the connection weights
For some typical trials, the error history (in norm) of torque command input vector can be
found in Figs. 4.21 and 4.22.
Finally, we used the NN that has been trained by using random torque inputs, as
shown in Fig. 4.20, to generate the torque command input to the slave robot. The corre-
sponding trajectory result of the slave robot can be found in Fig. 4.26, where the RMS
errors were x = 0:0013 [m], y = 0:0075 [m] and µ = 0:0214 [rad]. It is found that the
trained NN in this case has a better response to the reference trajectory, compared to the
first case.
4.6.3 Test reference
We further tested the present method when provided an untrained reference as shown in
Figs. 4.27 and 4.28, in which xr = 5 cos(µr), yr = 5 sin(µr) and µr = 0:5t2. A constant ac-
celeration of 0.2 [m/s2] and a time-varying azimuth were assumed for a circular trajectory.
Two trained neurointerfaces showed slight deviations in Cartesian coordinates, though the
ideal model-based interface gave a satisfactory result. Therefore, it is found that we further
need an additional feedback mechanism to suppress such deviations in practice.
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Figure 4.13: Norm error history of the right-torque with momentum factor ® = 0:01 (first case)
Table 4.3: Connection weights learned for Structure II
w1; w3 w2; w4
Ideal 500 230
´ = 0:1, ® = 0:1 495:02 229:72
4.7 Simulation Results for Structure II
As shown in the structure II, we selected several values of learning rate 0:001 · ´ · 0:1
and fixed ® = 0:1. The training algorithm converged after 2 £ 104 trials as shown in
Fig. 4.29. Figure 4.30 also shows the learning history of connection weights for ´ = 0:1,
where the corresponding learned connection weights are also tabulated in Table 4.3. For
some typical trials, the error history (in norm) of right-torque command input can be found
in Fig. 4.31.
4.8 Summary
We have described a method for designing a neurointerface to control nonholonomic robots
by applying the concept of a virtual master-slave system, in which the master robot is
assumed to be able to simply generate the manipulated variables based on a user reference
command to control a slave robot.
The present neurointerface was composed of two parts: one is a coordinate trans-
formation using a pseudoinverse of the kinematic relation between the virtual master and
slave robots and the other is a multi-layered NN to generate an inverse dynamical model of
the virtual master robot. In particular, for the structure of the NN, we could easily design it
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Figure 4.14: Norm error history of the left-torque with momentum factor ® = 0:01 (first case)
by applying the information on the structure of a dynamical model for the master robot.
The effectiveness of the proposed method was shown through a simple simulation
for solving a trajectory tracking control problem of a nonholonomic mobile robot with
two-independent driving wheels.
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Figure 4.18: History of RMS torque-error with ® = 0:1 (second case)
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Figure 4.21: Norm error history of the right-torque with momentum factor ® = 0:01 (second
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Figure 4.24: Learning history of connection weights for ´ = 0:1 and ® = 0:01 (first case)
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     
 





 
 
 
1w
2w
Trial
Co
n
n
ec
tio
n
 
w
ei
gh
ts
Figure 4.30: Learning history of connection weights for ´ = 0:1 and ® = 0:1 (Structure II)
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Chapter 5
Feedback Compensators
5.1 Introduction
In Chapter 4, we have already proposed a method for constructing a feedforward part in the
framework of neurointerface for a nonholonomic mobile robot by applying a concept of
virtual master-slave systems. It was there assumed that there exists an inverse dynamics for
a master robot that can be represented by a steering model and that the transformation from
the generalized coordinates of a slave robot to the coordinates of a master robot is known.
Simulation results for a case, where the dynamical and kinematic parameters except for the
offset distance of steering axis d are all unknown, have been already performed.
It is worth for noting that the inverse system acquired by NN will yield a modeling
error between it and the ideal model-based inverse system obtained from a known master
robot, because a finite amount of output errors is normally used to terminate the training
process. Therefore, to suppress the effect of such modeling errors, changes of initial config-
urations (initial disturbances), and unexpected disturbances for test cases, we further have
to introduce any feedback controller, as used in IMC or WL-neurointerface. We first here
investigate a case of introducing a PD controller as a simple feedback compensation, as
shown in Fig. 5.1. The effectiveness of a PD type feedback mechanism is demonstrated by
simulations.
On the other hand, fuzzy control is model-free approach, so that it does not require a
mathematical model of the system under the control, whereas the most conventional control
techniques require either an analytical or an experimental model. Thus, fuzzy controllers
are supposed to work in situations where there are large uncertainties or unknown variations
in plant parameters and structures. Any fuzzy control is also potentially powerful approach
that can capture human experience and expertise in controlling complex processes, thereby
circumventing many of the shortcomings of hard-algorithmic control. Applying fuzzy logic
to mechatronics can be found in [106]–[109]. From this point of view, we next investigate
a case where the system can track the desired position for both set-point and dynamic
53
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Figure 5.1: A neurointerface with a PD feedback controller
tracking in the presence of uncertainties such as changing payload, various friction and
unknown disturbances. We naturally combine NNs with fuzzy compensator for such a
situation. In the sequel, we show drastic changing payload with condition until 50% up
from the nominal mass.
5.2 PD Feedback Controller
5.2.1 Velocity output case
For the first type, the velocity input in the slave level is assumed to be generated by using a
standard PD control law.
If the position error is defined as e(t) 4= qr(t)¡ q(t), then the velocity input _qPD is
constructed by
_qPD(t) = Kpe(t) +Kd _e(t) (5.1)
where positive-definite gain matrices are assumed to be Kp = diag(k1p; k2p; k3p) and Kd =
diag(k1d; k2d; k3d).
The above velocity input in the slave level can be easily transformed into one in the
master level such as
vPD(t) = J
+(µr(t)) _qPD(t): (5.2)
Furthermore, the final torque ¿PD(t) can be obtained by the following transformation:
¿PD(t) = TI _vPD(t) (5.3)
where it is assumed that _vPD(t) = [vPD(t) ¡ vPD(t ¡ 1)]=¢t and TI is a formal torque
transformation matrix whose diagonal element represents any fictitious moment of inertia
or mass, e.g., TI = diag(1; 1) for the simplicity.
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Figure 5.2: Neurointerface with a PD feedback controller for generating velocity input (velocity
output case)
Finally, the total torque ¿ (t) from the virtual master robot can be formulated as
¿ (t) = ¿ r(t) + ¿PD(t) (5.4)
where ¿ r(t) is a torque generated by the feedforward controller.
Figure 5.2 shows the block diagram of the proposed neurointerface with a PD feed-
back compensator to suppress the effect of the mapping error etc. in the NN-based feedfor-
ward controller.
5.2.2 Acceleration output case
For the second type, the acceleration input in the slave level is assumed to be generated by
using a standard PD control law. Then, the acceleration input ÄqPD is constructed by
ÄqPD(t) = Kpe(t) +Kd _e(t): (5.5)
This input in the slave level can be transformed into one in the master level such as
_vPD(t) = J
+(µr(t))[ÄqPD(t)¡ _J(µr(t))vPD(t)] (5.6)
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Figure 5.3: Another PD feedback controller for generating input (acceleration input case)
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Figure 5.4: Trajectory for the PD feedback controller (NN with Structure II)
because of _qPD(t) = J(µr(t))vPD(t) from Eq. (5.2) and it is assumed that vPD(t) in Eq.
(5.6) is generated by vPD(t) = [¢t=(1 ¡ z¡1)] _vPD(t). Thus, the final torque ¿PD(t) can
be obtained by the same relation as Eq. (5.3). Figure 5.3 shows the block diagram of an-
other PD feedback compensator that can be used together with the NN-based feedforward
controller.
5.2.3 Simulation result
We conducted the training of NN to obtain an inverse mapping of the virtual master robot
and after that implemented the neurointerface as shown in Fig. 5.2 in the case of feedback
control method for controlling the actual (slave) robot, where the physical parameters used
for the robot are tabulated in Table 4.1. The steering model of Eq. (4.2) and the slave model
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Figure 5.5: Trajectory for the PD feedback controller (NN with Structure II)
given in Izumi et al. [12] were all simulated by using a simple Euler’s method, under the
condition of the sampling width ¢t = 0:02 [s]. The detailed simulation conditions can be
found in previous chapter.
We further tested for other untrained reference by applying the present approach,
where the type I PD-based feedback controller was applied under the condition of kip = 20
and kid = 100 for i = 1; 2; 3. The resultant test trajectories are shown in Figs. 5.4–5.6.
It is found from this figure that as expected, a simple use of the NN-based feedfor-
ward controller only has some output deviations in Cartesian coordinate, whereas adding
a PD feedback compensator (type I) gives a better response. In fact, observe that the NN-
based inverse controller in the Structure II (see Chapter 4) has relatively smaller deviation
than that in the Structure I (see Chapter 4). This reason seems to come from a fact that the
Structure II adapts to only two unknown parameters, i.e., m and I , whereas the Structure I
has to adapt to all unknown parameters except for the offset parameter d. It should be
noted, however, that the latter structure was time-consuming computationally for training
the data. For a reference, we show that the RMS errors, after applying a PD feedback con-
trol (type I), were x = 1:2£ 10¡3 [m], y = 1:2£ 10¡2 [m] and µ = 9:6£ 10¡4 [rad]. for
Structure I, whereas x = 2:3 £ 10¡3 [m], y = 3:1 £ 10¡3 [m] and µ = 1:15 £ 10¡5 [rad]
for Structure II.
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Figure 5.6: Trajectory for the slave robot with inverse NN Structure I, II and PD feedback com-
pensator
5.2.4 Summary
By applying the concept of the virtual master-slave system, we have described a design
method for constructing an NN-based feedforward controller in the framework of neuroin-
terface for a nonholonomic mobile robot, in which it was assumed that the dynamical and
kinematic parameters except for the offset distance of the center of mass from the middle
point of the axle d are all unknown. Since there was a practical mapping error of NN, a
PD-based feedback compensator was further added to the neurointerface to suppress the
output deviations. The effectiveness of the proposed method was shown through a sim-
ple simulation by solving a trajectory tracking control problem of a nonholonomic mobile
robot with two-independent driving wheels.
One interesting future work is to check whether the inverse dynamical structure of
Fig. 5.2 can be trained in the framework of the feedback error learning method, by di-
rectly using the output data of the slave robot. Other problem opened is to investigate some
flexible feedback compensation approaches, such as fuzzy reasoning approaches etc., be-
cause the conventional PD-based compensator is simple to implement, but not so powerful
against any deviations in the output caused by the changes of the robot’s mass or against
any external disturbances.
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Figure 5.7: A neurointerface with an adaptive fuzzy compensator
5.3 Adaptive Fuzzy Compensators
We have chosen a kind of fuzzy inference system because it is popular computing frame-
work based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning.
It has been successfully applied in fields such as automatic control, data classification, de-
cision analysis, expert system and computer systems. Because of its multi-disciplinary
nature, the fuzzy inference system is known by a number of names, such as fuzzy-rule-
based system, fuzzy expert system, fuzzy model, fuzzy associated memory, fuzzy logic
controller and simply fuzzy system.
The basic structure of the fuzzy inference system consists of three conceptual com-
ponents, a rule base, which contains a selection of fuzzy rules, a database or dictionary,
which defines the membership functions used in the fuzzy rules, and a reasoning mech-
anism, which performs the inference procedure upon the rules and a given condition to
derive a reasonable output or conclusion.
In this thesis, we have already proposed a neurointerface with a PD feedback con-
troller as shown in Fig. 5.2 to reduce the effect of mapping error when constructing a
feedforward controller through an inverse dynamical model of the virtual master robot.
However it should be noted that such a PD controller is effective for a fixed or slowly
time-varying environment such as a case where there are no sudden changes of mass of
the robot. In this section, we further consider a case when the mass of the robot will be
changed drastically, as a disturbance. In particular, we here introduce an adaptive fuzzy
compensator as shown in Fig. 5.7 or 5.8.
5.3.1 Feedforward plus PD controller plus adaptive fuzzy controller
Here the neurointerface is concretely designed not only by using feedforward NNs and PD
feedback controller, but also we put additional fuzzy compensator, as shown in Fig. 5.8. By
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Figure 5.8: A neurointerface with a PD feedback controller and an adaptive fuzzy compensator
using previous method, NN and PD feedback controller only, it was found that the robot
can not cover the drastic change of payload of the robot. In that view, we try to put an
important additional fuzzy compensator to the controller.
5.3.2 Feedforward plus adaptive fuzzy controller
In this section we explain feedforward NNs with fuzzy controller. Such controller has been
powerful to reduce unstructured uncertainties. The scheme architecture of this method
can be shown in Fig. 5.8. The set point is an input of feedforward NN in which it is
inverse system based on dynamical equation of the robot. The training of feedforward NN
is offline, and then it is implemented in the real time. The third block is an additional
adaptive fuzzy compensator. This compensator can be implemented online.
5.3.3 Learning algorithms
Since fuzzy control is a model-free approach it may provide a possible solution to robotic
control, which deals with high nonlinearity, high coupling, and unmodeled uncertainties.
Fuzzy control has been applied to real control system[105], although conventional fuzzy
systems present some inconvenience in design, such as finding exact membership function,
deciding rule of consequent part. In this thesis we are using simplified fuzzy reasoning.
For n input variables (e1; :::; en) and p output variables (¿F1; :::; ¿Fp), we consider
a simplified fuzzy reasoning, which can be interpreted as a special case of the Sugeno’s
fuzzy reasoning [77]. In fact, this reasoning method coincides with a case when a function
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in the conclusion becomes a constant wfij , or a case when the width of the fuzzy set in
the conclusion of the min-max-centroidal method becomes an infinitesimal value, that is, a
singleton. Therefore, any i-th control (i.e., compensator) rule can be written by
Ri : If e1 = Ai1 and ::: and en = Ain
then ¿F1 = wfi1 and ::: and ¿Fp = wfip (5.7)
where Ri denotes the i-th control rule, Aij the fuzzy set (or fuzzy variable) in the antecedent
associated with the j-th input variable at the i-th control rule, and wfij denotes a constant
associated with the j-th variable in the conclusion at the i-th control rule. Applying n
confidences ¹Ai1(e1); :::; ¹Ain(en), the confidence in the antecedent hi is defined by
hi = ¹Ai1(e1) ¢ ¹Ai2(e2)::: ¢ ¹Ain(en) (5.8)
where “¢” is the algebraic product. If the fuzzy set Aij(ej) is adopted as a Gaussian like
membership function, it follows that
¹Aij(ej) = expfln(0:5)(ej ¡ cij)2w2dijg: (5.9)
Here, cij denotes the center value (e.g. the mean value) associated with the membership
function for the j-th input data at the i-th rule, and wdij denotes the reciprocal value of the
deviation from the center cij to which the Gaussian function of the j-th input data at the
i-th rule has value 0.5.
Then, the j-th output can be calculated as the following weighted mean of wfij with
respect to the weight hi:
¿ ¤Fj =
PNr
i=1 hiwfijPNr
i=1 hi
; j = 1; :::; p (5.10)
where Nr denotes the total number of control rules; if the number of membership functions
(i.e., the number of labels) in the antecedent is `, then in general Nr = `n.
5.3.4 Learning of conseqent part, wfij
In this section, we derive the learning algorithm for the consequent part. Therefore, we
adopt the minimization of squared output error such as
C =
1
2
3X
k=1
e2k(t) (5.11)
where ek(t) = qrk(t)¡ qk(t).
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The update algorithm of weights wfij can be expressed as
wfij(t+ 1) = wfij(t)¡ ´f @C
@wfij(t)
(5.12)
where ´f > 0 denotes the small learning rate. The gradient of the cost function C with
respect to the weights wfij to be learned is derived as
@C
@wfij(t)
=
3X
k=1
@C
@ek(t)
@ek(t)
@wfij(t)
(5.13)
=
3X
k=1
ek(t)
@ek(t)
@qk(t)
@qk(t)
@wfij(t)
(5.14)
= ¡
3X
k=1
ek(t)
@qk(t)
@wfij(t)
(5.15)
where,
@qk(t)
@wfij(t)
=
@qk(t)
@¿j(t)
@¿j(t)
@¿ ¤Fj(t)
@¿ ¤Fj(t)
@wfij(t)
(5.16)
Since ¿j(t) = ¿ ¤Fj(t) + ¿PDj(t) + ¿rj(t) and from the fact of (5.10), we have
@qk(t)
@wfij(t)
=
@qk(t)
@¿j(t)
hiPNr
i=1 hi
: (5.17)
Therefore, the final update equation of learning wfij can be written as
wfij(t+ 1) = wfij(t) + ´f
3X
k=1
ek(t)
@qk(t)
@¿j(t)
hiPNr
i=1 hi
: (5.18)
5.3.5 Learning of antecedent part: Case of cij(t)
The update algorithm of center parameter cij can be expressed by
cij(t+ 1) = cij(t)¡ ´c @C
@cij(t)
(5.19)
where ´c > 0 denotes the small learning rate. The gradient of the cost function C with
respect to the parameters cij to be learned is derived as
@C
@cij(t)
=
3X
k=1
@C
@ek(t)
@ek(t)
@cij(t)
(5.20)
=
3X
k=1
ek(t)
@ek(t)
@qk(t)
@qk(t)
@cij(t)
(5.21)
= ¡
3X
k=1
ek(t)
@qk(t)
@cij(t)
(5.22)
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where
@qk(t)
@cij(t)
=
@qk(t)
@¿j(t)
@¿j(t)
@¿ ¤Fj(t)
@¿ ¤Fj(t)
@hi(t)
@hi(t)
@¹Aij(ej)
@¹Aij(ej)
@cij(t)
: (5.23)
Since
@¿j(t)
@¿ ¤Fj(t)
= 1 (5.24)
@¿ ¤Fj(t)
@hi(t)
=
wfijPNr
i=1 hi
¡
PNr
i=1 hiwfij³PNr
i=1 hi
´2 (5.25)
@hi(t)
@¹Aij(ej)
=
nY
j=1;i6=j
¹ij(ej) (5.26)
@¹Aij(ej)
@cij(t)
= (¡2 ln(0:5)(ej ¡ cij)w2dij)
£ expfln(0:5)(ej ¡ cij)2w2dijg (5.27)
we have
@qk(t)
@cij(t)
=
@qk(t)
@¿j(t)
fc(wfij; ej; cij; wdij) (5.28)
in which
fc(wfij; ej; cij; wdij) =
£
(¡2 ln(0:5)(ej ¡ cij)w2dij)
£ expfln(0:5)(ej ¡ cij)2w2dijg
¤
£
264 wfijPNr
i=1 hi
¡
PNr
i=1 hiwfij³PNr
i=1 hi
´2
375 nY
j=1;i6=j
¹ij(ej): (5.29)
Finally, the update equation of center parameter cij can be reduced to
cij(t+ 1) = cij(t) + ´c
3X
k=1
ek(t)
@qk(t)
@¿j(t)
fc(wfij; ej; cij; wdij): (5.30)
5.3.6 Learning of antecedent part: Case of wdij(t)
Here, we further derive the learning algorithm of reciprocal value wdij of the deviation for
a Gaussian function. The update algorithm of parameter wdij can be expressed as
wdij(t+ 1) = wdij(t)¡ ´d @C
@wdij(t)
(5.31)
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where ´d > 0 denotes the small learning rate. Here, it follows that
@C
@wdij(t)
=
3X
k=1
@C
@ek(t)
@ek(t)
@wdij(t)
(5.32)
=
3X
k=1
ek(t)
@ek(t)
@qk(t)
@qk(t)
@wdij(t)
(5.33)
= ¡
3X
k=1
ek(t)
@qk(t)
@wdij(t)
(5.34)
where
@qk(t)
@wdij(t)
=
@qk(t)
@¿j(t)
@¿j(t)
@¿ ¤Fj(t)
@¿ ¤Fj(t)
@hi(t)
@hi(t)
@¹Aij(ej)
@¹Aij(ej)
@wdij(t)
: (5.35)
Since
@¹Aij(ej)
@wdij(t)
= (2 ln(0:5)(ej ¡ cij)2wdij)
£ expfln(0:5)(ej ¡ cij)2w2dijg (5.36)
we have
@qk(t)
@wdij(t)
=
@qk(t)
@¿j(t)
fwd(wfij; ej; cij; wdij) (5.37)
in which
fwd(wfij; ej; cij; wdij) =
£
(2 ln(0:5)(ej ¡ cij)2wdij)
£ expfln(0:5)(ej ¡ cij)2w2dijg
¤
£
264 wfijPNr
i=1 hi
¡
PNr
i=1 hiwij³PNr
i=1 hi
´2
375 nY
j=1;i6=j
¹ij(ej): (5.38)
Finally, the update equation of the reciprocal parameter wdij can be obtained by
wdij(t+ 1) = wdij(t) + ´d
3X
k=1
ek(t)
@qk(t)
@¿j(t)
fwd(wfij; ej; cij; wdij): (5.39)
5.3.7 An approximate evaluation of output Jacobian with respect to input torque
For the simplicity of the problem, let us consider the case of d ' 0. Then, it is easily found,
from the dynamical model of the slave robot, that
M¡1 =
264
1
m
0 0
0 1
m
0
0 0 1
I
375 ; M¡1B(q) =
264
1
mr
cos µ 1
mr
cos µ
1
mr
sin µ 1
mr
sin µ
1
Ir
R ¡ 1
Ir
R
375 : (5.40)
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Table 5.1: Mass changes for each simulation case
Case number mass m [kg]
Case 1 10
Case 2 11
Case 3 12
Case 4 13
Case 5 14
Case 6 15
Therefore, the evaluation of @Äq=@¿i(t) is equivalent to
@M¡1B(q)¿ (t)
@¿1(t)
=
264
cos µ
mr
sin µ
mr
R
Ir
375 ; @M¡1B(q)¿ (t)
@¿2(t)
=
264
cos µ
mr
sin µ
mr
¡ R
Ir
375 : (5.41)
Now, using an approximation of _q = [q(t) ¡ q(t ¡ 1)]=¢t and noting that the evaluation
of @q(t)=@¿j(t) is equivalent to @(¢t)2M¡1B(q)¿ (t)=@¿j(t), we have
@q(t)
@¿1(t)
=
264 (¢t)2 cos µ(¢t)2 sin µ
(¢t)2RmIR
375 ; @q(t)
@¿2(t)
=
264 (¢t)2 cos µ(¢t)2 sin µ
¡(¢t)2RmIR
375 : (5.42)
Note here that for example, in the learning of the parameter wfij , a new learning rate should
be interpreted as ´f=mr
4
= ´0f and the ratio of mass to the moment of inertia RmI
4
= m=I
and the tread 2R are assumed to be known, if the above approximated evaluation of the
output Jacobian with respect to the input torque is used in the online learning.
5.4 Simulation Results
Here, we simulate the neurointerface scheme presented in the previous two sections to
control a nonholonomic mobile robot and compare their performances in solving a tra-
jectory tracking problem. For this purpose, the following three control approaches have
been implemented: 1) Method I: an NN-based feedforward controller, 2) Method II: an
NN-based feedforward controller and a PD controller, and 3) Method III: an NN-based
feedforward controller, a PD controller and an adaptive fuzzy compensator. The vehicle
physical parameters used for the robot are tabulated in Table 4.1 and the sampling width
of simulation is ¢t = 0:02 [s]. During the simulation, small disturbance torques that
avoid zero input torques were supplied to the NN-based feedforward controller, such as
f¿1d; ¿2dg = f0:005; 0:005g[Nm] for all simulations.
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Table 5.2: Learned connection weights (´ = 0:1)
w1 w2 w3; w5 w4; w6
Ideal 0:025 0:05 12:5 11:5
® = 0:1 0:920 1:062 12:487 11:468
We simulated six cases of simulations as shown in Table 5.1, where the mass of the
mobile robot was changed for each case of simulations. For example, case 1 denotes the
nominal mass of the robot, case 2 is for the mass changed up to 10% from the nominal
mass, and case 6 is for the mass changed up to 50% from the nominal mass.
5.4.1 Method I
We conducted the training of NN to obtain an inverse mapping of the virtual master robot
and then implemented the neurointerface for controlling the actual (slave) robot as shown
in Fig. 4.7. The steering model of Eq. (2.17) and the slave model given in Eq. (2.1) were
all simulated by using a simple Euler’s method.
We collected the input-output data from the steering model with deterministic input
torques, as the training data for the NN. It was assumed that the torque inputs were gener-
ated by using the following trigonometric functions, a deterministic case, the detail of this
functions can be found in Section 4.5.1.
In this training process, we considered a case where the dynamical and kinematic
parameters except for the offset distance d were all unknown. Note that the initial values
of connecting weights wi were set by using uniform random numbers.
From the above assumption, in this case, we can obtain the desired feedforward
torque vector ¿ r = [¿rr ¿lr]T through the NN structure depicted in Fig. 4.11, if the coordi-
nate reference vector vr(t) = [vr(t) _µr(t)]T and their one-delayed vector are given. Note
here that wi; i = 1; : : : ; 6 are weights between the input and hidden units, and weights
are to be learned, where their ideal values are as follows: w1 = 0:5r; w2 = 0:5r=R,
w3 = 0:5mr=¢t; w4 = 0:5r(I ¡ md2)=(R¢t), w5 = w3, and w6 = w4. Here, weights
between the first and third hidden units and the second output unit should be ¡1; all others
are to be 1.
This NN with all linear units can be trained to obtain an inverse mapping of virtual
master robot using generalized learning architecture, as shown in Fig. 4.9, in which the
training data set of f¿ t(t);vt(t)g are assumed to be collected in advance from an expert
operation of the master robot.
We selected several values of learning rate, 0:001 · ´ · 0:1 and fixed ® = 0:1. The
training algorithm converged from 30 trials to 200 trials, depending on the selected learning
rate as shown in Figs. 4.15 and 4.16. Of course, the larger learning rate ´ can reduce the
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number of trials, but there is no guarantee to solve the stable convergence problem. On the
contrary, a very small learning rate will be computationally expensive. One example for
the learned weights is tabulated in Table 5.2.
Figures 5.9 shows a test trajectory tracking of nonholonomic mobile robot, under
the condition that the NN-based feedforward controller was trained for the master robot
with nominal mass, m = 10, but the actual (slave) robot has received an external distur-
bance caused by drastically making the mass vary from the nominal mass to a 50% in-
creased mass. It is seen from this figure that the actual robot could not follow the reference
trajectory; there was a significant error of the robot position deviated from the reference
trajectory.
The time histories of x- and y- positions and azimuth errors are shown in Fig. 5.10,
5.11, and 5.12 respectively, the resultant RMS error can be found in Figs. 5.13–5.15, and
the historical control inputs used here can be found in Fig. 5.16. Since this Method I is
concerned only with obtaining a feedforward control input through an inverse system, if
the actual robot receives any disturbance like a change of mass then this controller can not
produce an adequate input torque to suppress the effect of the disturbance.
5.4.2 Method II
For the second method, we tried to add a PD controller for reducing the disturbance error
of the mobile robot. The control system used in this method is shown in Fig. 5.1, where the
PD feedback controller in type I as depicted in Fig. 5.2 was implemented actually. Here,
we have chosen kip = 10 and kid = 25 for i = 1; 2; 3, as the proportional and differential
gains respectively. For the same situation as considered in Method I, the trajectory tracking
of the robot can be found in Fig. 5.17. Observe that this robot can not fully reduce the
position and azimuth errors of the robot, but its control performance is better than the first
method (see also Figs. 5.10, 5.11, 5.12 ) . This fact can also be confirmed from Figs.
5.13–5.15. The control input used in this method can be found in Fig. 5.18.
5.4.3 Method III
This method can be interpreted as an extended version of Method II. That is, we added an
adaptive fuzzy compensator for constructing this control system as shown in Fig. 5.8.
We here used the simplified fuzzy reasoning where the consequent part was constant
value wfij , to construct the adaptive fuzzy compensator. Three input variables were x-
position error ex, y-position error ey and azimuth error eµ, and two output variables were
the compensated torques ¿fr and ¿fl for the right and left torques, respectively. Then, the
total number of rules was used set to 54 rules, if each input variable has three membership
functions. The learning parameter in the fuzzy compensator was only in the consequent
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Table 5.3: RMS errors for each case simulation
RMS Error
Method I Method II Method III
Case 1 (nominal) 1:9754 0:2538 0:1618
Case 2 2:2373 0:4185 0:1656
Case 3 2:9994 0:8140 0:2058
Case 4 3:8153 1:2232 0:2319
Case 5 4:5737 1:6228 0:3319
Case 6 5:2561 2:0072 0:4306
part, wfij . That is, we only learned the consequent part, wfij in an online manner. There-
fore, all parameters in the antecedent part, i.e., the center value cij and the reciprocal value
of deviation wdij , were assumed to be unchanged during the online compensation.
The trajectory tracking of the robot using the third method can be found in the
Fig. 5.19 and the corresponding torque history can be found in Fig. 5.20. See Figs. 5.10,
5.11, 5.12 for the resultant errors of the robot positions and orientation, and Figs. 5.13–5.15
for RMS errors. From these figures, it is seen that as expected, the third method is superior
to other two methods.
5.4.4 Summary
Each case of simulations was conducted by using three methods of neurointerfaces pre-
sented in this chapter. The RMS errors were tabulated in Table 5.3.
The first method is an NN-based feedforward control. This method tried to generate
the control input according to the concept of inverse control system, as if there are no
any disturbances in controlling the actual (slave) robot. If some additional disturbances
were included in the actual robot, then it was found that the controller could not cover the
position and azimuth errors of the robot in the trajectory tracking problem. The controller
was mapped as an inverse of the dynamical model of a virtual master robot with unknown
parameters, but they were assumed to be nominal. Note also that the NN-based controller
was trained offline. Therefore, this method should be used under an ideal environment
without any disturbance, or together with any feedback controller in the framework of two-
degrees-of-freedom design for robust control.
In the second method, the NN controller that has been obtained in the first method and
a PD feedback controller were combined each other. As is well known, the PD controller
has a shortcoming in selecting gain factors. We retained the same gains for all simulation
cases to explore the performance range of the PD controller with fixed gains. It is seen
that the contribution of the PD controller can be found in Figs. 5.13 and 5.14. Thus, the
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Figure 5.9: Trajectory for the mass change of 50% from the nominal value (Method I)
second method is effective for suppressing a relatively small effect due to the mapping
error of NN-based feedforward controller or the tolerable change of mass of the robot as
an external disturbance, as shown in Table 5.3.
The third method was composed of the NN-based feedforward controller, the PD
feedback controller and an adaptive fuzzy compensator. This method could cover the dras-
tic change of mass of the actual robot. Thus, as can be found from Table 5.3, this method
could suppress the position and azimuth errors for all cases considered here by adding an
adaptive fuzzy compensator.
5.5 Conclusions
By applying the concept of the virtual master-slave system, we have described a design
method for constructing an NN-based feedforward controller in the framework of neuroin-
terface for a nonholonomic mobile robot, in which it was assumed that the dynamical and
kinematic parameters except for the offset distance d are all unknown. Since there was
a practical mapping error, a PD compensator was added to the neurointerface to suppress
the output deviations, according to the concept of two-degrees-of-freedom design method.
However it should be noted that such a PD controller is effective for a fixed or slowly
time-varying environment such as a case where there are no sudden changes of mass of the
robot.
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Figure 5.10: Error histories of x-position for the mass change of 50 % from the nominal value
To cope with such problems, we further proposed a flexible feedback compensation
approach, an adaptive fuzzy compensator based on a simplified fuzzy reasoning. The ef-
fectiveness of the proposed method was shown through several simulations by solving a
trajectory tracking control problem of a nonholonomic mobile robot with two-independent
driving wheels.
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Figure 5.11: Error histories of y-position for the mass change of 50 % from the nominal value
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Figure 5.12: Error histories of µ-azimuth for the mass change of 50 % from the nominal value
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Figure 5.13: RMS error histories for the nominal mass value of the slave robot
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Figure 5.14: RMS error histories for the mass change of 30 % from the nominal mass value
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Figure 5.15: RMS error histories for the mass change of 50% from the nominal mass value
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Figure 5.16: Input torque of Method I for the mass change of 50% from the nominal mass value
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Figure 5.17: Trajectory for the mass change of 50% from the nominal value (Method II)
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Figure 5.18: Input torque of Method II for the mass change of 50% from the nominal mass value
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Figure 5.19: Trajectory for the mass change of 50% from the nominal value (Method III)
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Figure 5.20: Input torque of Method III for the mass change of 50% from the nominal mass value
Chapter 6
Discussion and Conclusions
6.1 Discussion
This chapter discusses the results of the proposed biomimetic approaches used for control-
ling nonholonomic mobile robots. The first section addresses the actor-critic method with
multi-step simulated experience. The second section discusses the design of neurointer-
face as a man-machine interface through feedforward NNs. And the last section discusses
feedback mechanisms required for the present neurointerface.
6.1.1 Actor-critic algorithm
In Chapter 3, a new algorithm was presented for an adaptive actor-critic method with multi-
step simulated experience. In our previous works, only one-step-ahead prediction has been
used to construct a new adaptive actor-critic algorithm using a predictive model. There were
two interesting learning methods of one-step-ahead prediction methods: one is learning
from actual experience and the other is learning from prediction (or simulated experience)
[65]. In the case of learning from actual experience of one-step-ahead prediction [66],
both actual and simulated experiences have been used to construct a new adaptive actor-
critic algorithm, under the assumption that the kinematic model for a robot concerned is
available as a simple predictive model. As a result, the input of one value-function was
the actual experience at time k + 1, whereas the input of the other value-function was the
simulated experience at time k + 2 through the predictive model, whose inputs were the
actual experience and predictive action at time k + 1.
In this thesis, it was clarified that how to construct the value functions by applying
actual and simulated experiences, and consequently it was proved that both value-functions
could be realized as a pure static mapping, according to the fact that both value-functions
could be reduced to nonlinear current estimators [67], which can be easily constructed by
using any artificial neural networks (NNs) with sigmoidal function or radial basis function
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(RBF). Furthermore, the kinematic model was also used to construct MBA in the frame-
work of adaptive actor-critic approach. Viewing this type of MBA as a network whose
connecting weights are composed of the elements of feedback gain matrix, the TD learning
could also be applied to update the weights of the actor.
Note, however, that in one-step-ahead prediction approach, the critic is limited to
obtain rewards for updating the actor. Therefore, we are naturally choosing multi-step pre-
diction or learning to solve such a problem. The main idea behind conventional m-step
approach [6] is to use a better estimate for predicted discounted sum when updating the
critic and controller. When a control action is evaluated after several time steps, more im-
mediate reinforcements are expected to be received, which yield a better estimate of the
criterion or value-function. In such a method, we usually follow the current policy, keeping
the parameters unchanged, and store the immediate reinforcement. After m samplings, we
have to evaluate the modified control action by estimating the discounted sum from the
stored reinforcements; observing many time steps improves the estimate. We use the dif-
ference between the predicted and observed criterion to adapt the critic and the controller.
In this thesis, we already proposed an adaptive actor-critic algorithm with multi-
step predictions through a predictive model. Unlike the conventional multi-step methods
discussed above, we here described a new method to estimate m discounted predictive
rewards by using a simple predictive model. After taking one measurement of the state,
we can obtain discounted predictive rewards by using the associated predicted state. The
weights of actor and critic in the conventional approach are updated in every m-steps,
whereas those in the present approach are updated in every sampling time. This concept is
similar to the predictive control in the field of conventional control theory. The performance
of the present method was demonstrated through making several predictions with different
step in a trajectory tracking control problem for a nonholonomic mobile robot.
6.1.2 Design of neurointerface
In Chapter 4, we already described how to construct a neurointerface with feedforward
NNs, by applying the concept of the virtual master-slave method. That NN has been chosen
as a part of the neurointerface for controlling nonholonomic mobile robot. This method can
be found on [41]. It was assumed that there exists an inverse dynamics for a master robot
that can be represented by a steering model and that the transformation from the generalized
coordinates of a slave robot to the coordinates of a master robot was known as shown in Fig.
4.1. Simulation results for a case, where the dynamical and kinematic parameters except
for the offset distance d are all unknown, have been shown to be effective for controlling a
nonholonomic mobile robot in Syam et al. [41].
It is worth for noting that the inverse system acquired by NN will yield a modeling
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error between it and the ideal model-based inverse system obtained from a known master
robot, because a finite amount of output errors is normally used to terminate the training
process. Therefore, to suppress the effect of such modeling errors, changes of initial con-
figurations (initial disturbances), and unexpected disturbances for test cases, it was pointed
out that any feedback compensator is further required.
6.1.3 Feedback compensator
In Chapter 4, it was found that there were some output deviations due to mapping errors
of NN. Note also that in general there exist changes of initial disturbances and unexpected
disturbances.
In Chapter 5, we have proposed a neurointerface with a PD feedback controller as
shown in Fig. 5.1 to reduce the effect of mapping error, when constructing a feedforward
controller through an inverse dynamical model of the virtual master robot. However it
should be noted that such a PD controller was effective for a fixed or slowly time-varying
environment such as a case where there are no sudden changes of mass of the robot. But
in the case where the robot has to undergo a drastic mass change, an adaptive fuzzy com-
pensator was shown to be superior to a PD controller. Note here that we have chosen a
simplified fuzzy reasoning to construct such a compensator.
6.1.4 Future works
The author believes that this thesis has produced significant contributions in the study of
biomimetic control methods for nonholonomic mobile robot. In the future, the experimen-
tal works of these control method should be verified for practical nonholonomic mobile
robot, e.g., for a well-known commercial robot, Khepera and a prototype robot made by
ourselves.
6.2 Conclusions
This thesis has described some biomimetic approaches for controlling nonholonomic mo-
bile robots. They were an actor-critic algorithm with multi-step simulated experience and
man-machine interfaces or neurointerfaces.
The results of this thesis can be summarized as follow:
1. We have shown in a specialized framework, some biomimetic control methods for
solving the problems of controlling the motion of nonholonomic robots. The frame-
work was considered only for trajectory tracking control.
2. We implemented a new adaptive algorithm of the actor-critic method with multi-step
simulated experience through the predictive model. The simple model was kinematic
model of the robot. This algorithm was capable of solving a nonlinear predictive
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control problem, as in the conventional predictive control. The m-steps predictive
problem was solved to obtain the m predicted states, where we called them simulated
experiences.
3. We have shown that NNs can be applied to design a man-machine interface (i.e., neu-
rointerface) for real-time problems. We emphasized the use of NN for the solution of
man-machine interface problem. We applied an inverse modeling technique to design
such an interface for complex dynamic systems by using an NN, whose structure was
based on a dynamical equation of the robot, i.e., a steering model.
4. We described a feedback controller required for compensating the neurointerface.
The feedback compensator is effective for a case when the output was deviated by
internal or external disturbances. We proposed an NN-based feedforward controller
and a PD compensator for constructing a robust neurointerface. It was shown that
good results were obtained in some simulations.
5. We further constructed a neurointerface with a feedforward NN and an adaptive fuzzy
compensator. This method was considered for unknown disturbances such as drastic
changes of the robot mass.
Appendix A
Notations
The following mathematical notations are used:
² all vectors are column unless otherwise stated, so the dot product x ¢ y is equal to
xTy;
² x(i) is the ith element of vector x;
² vector derivatives: for vectors x (of size n £ 1) and y (of size m £ 1), the quantity
@x=@y is a matrix of size n£m:
@x
@y
=
2666664
dx(1)
dy(1)
¢ ¢ ¢ dx(1)
dy(m)
.
.
.
.
.
.
.
.
.
dx(n)
dy(1)
¢ ¢ ¢ dx(n)
dy(m)
3777775 (A.1)
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Appendix B
Basic Concept of Fuzzy System
This section provides the summary of the basic concepts to the study of fuzzy sets. See
also the original reference [110].
B.1 Fuzzy Sets
A classical set is a set with a crisp boundary. For example, a classical set A can be expressed
as
A = fxjx > 5g (B.1)
where there is a clear, unambiguous boundary point 5 such that if x is greater than this
number, then x belongs to the set A, otherwise x does not belong to this set. In contrast to
a classical set, a fuzzy set, as the name implies, is a set without a crisp boundary. Namely,
the transition from “belonging to a set” to “not belonging to a set” is gradual, and this
smooth transition is characterized by membership functions that give fuzzy sets flexibility
in modeling commonly used linguistic expressions, such as “the water is hot” or “the tem-
perature is high”. Fuzzy sets play an important role in human thinking, particularly in the
domains of pattern recognition, communication of information, and abstraction. Note that
the fuzziness does not come from the randomness of the constituent members of the sets,
but from the uncertain and imprecise nature of abstract thoughts and concepts.
Definition 1: Fuzzy sets and membership functions.
If X is a collection of objects denoted generically by x, then a fuzzy set A in X is defined
as a set of ordered pairs:
A = f(x; ¹A(x))jx 2 Xg (B.2)
where ¹A(x) is called the membership function of x in A. The ¹A maps each element of
X to a continuous membership value between 0 and 1.
Obviously the definition of a fuzzy set is a simple extension of the definition of a
classical set in which the characteristic function is permitted to have continuous values
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between 0 and 1. If the value of the membership function ¹A(x) is restricted to either 0 and
1, then A is reduced to classical set and ¹A(x) is the characteristic function of A.
Usually X is referred to as the universe of discourse (or support set), or simply the
universe, and it may contain either discrete objects or continuous values.
Definition 2: Containment or subset
Fuzzy set A is contained in fuzzy set B (or, equivalently, A is a subset of B, or A is smaller
than or equal to B) if and only if ¹A(x) · ¹B(x) for all x. In symbols,
A µ B () ¹A(x) · ¹B(x): (B.3)
Definition 3: Union (disjunction)
The union of two fuzzy sets A and B is a fuzzy sets C, written as C = A [ B or C =
A OR B, where its ¹ is related to those of A and B by
¹C(x) = max(¹A(x); ¹B(x)) = ¹A(x) _ ¹B(x): (B.4)
Definition 4: Intersection (conjunction)
The intersection of two fuzzy sets A and B is a fuzzy set C, written as C = A \ B or
C = A AND B, whose ¹ is related to those of A and B by
¹C(x) = min(¹A(x); ¹B(x)) = ¹A(x) ^ ¹B(x): (B.5)
Definition 5: Complement (negation)
The complement of fuzzy set A, denoted by ¹A(:A;NOTA), is defined as
¹ ¹A(x) = 1¡ ¹A(x): (B.6)
Definition 6: Trapezoidal of ¹’s
A trapezoidal ¹ is specified by four parameters fa; b; c; dg as follows:
trapezoid (x; a; b; c; d) = max
µ
min
µ
x¡ a
b¡ a ; 1;
d¡ x
d¡ c
¶¶
: (B.7)
Definition 7: Triangular ¹’s
A triangular ¹ is specified by three parameters fa; b; cg, which determine the x coordinates
of three corners:
triangular (x; a; b; c) = max
µ
min
µ
x¡ a
b¡ a ;
c¡ x
c¡ b
¶
; 0
¶
: (B.8)
Definition 8: Gaussian ¹’s (see Fig. B.1)
A Gaussian ¹ is specified by two parameters f¾; cg:
gaussian(x;¾; c) = exp
(
¡
µ
x¡ c
¾
¶2)
: (B.9)
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Figure B.1: Gaussian membership function ¹ on continuous x
Definition 9: Generalized bell ¹’s
A generalized bell ¹ is specified by three parameters fa; b; cg
bell(x; a; b; c) =
1
1 + jx¡c
a
j2b : (B.10)
Definition 10: Sigmoidal ¹’s
A sigmoidal ¹ is defined by
sigmoid(x; a; c) =
1
1 + exp[¡a(c¡ x)] : (B.11)
B.2 Fuzzy If-Then Rules
A fuzzy if-then rule assumes to have the form
if x is A then y is B (B.12)
where A and B are linguistic values defined by fuzzy sets on universes of discourse X and
Y , respectively. Often “x is A” is called the antecedent or premise while “y is B” is called
the consequence or conclusion.
First, we formalize what is meant by the expression “if x is A then y is B”, which is
sometimes abbreviated as A! B. In essence, the expression describes a relation between
two variables x and y; this suggests that a fuzzy if-then rule be defined as a binary fuzzy
relation R on the product space X £ Y . Note that a binary fuzzy relation R is an extension
of the classical Cartesian product, where each element (x; y) 2 X £ Y is associated with
a membership grade denoted by ¹R(x; y).
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Figure B.2: Derivation of y = b from x = a and y = f(x)
In general, there are two ways to interpret the fuzzy rule A ! B. If we interpret
A! B as A coupled with B, then
R = A! B = A£B =
Z
X£Y
¹A(x)~¤¹B(y)=(x; y) (B.13)
where ~¤ is a fuzzy AND (or more generally, T -norm) operator and A ! B used again to
represent the fuzzy relation R. On the other hand, if A ! B is interpreted as A entails B,
then it can be written as four different formulas:
² Material implication:R = A! B = :A [B
² Proportional calculus:R = A! B = :A [ (A \B)
² Extended proportional calculus: R = A! B = (:A \ :B) [B
² Generalization of modus ponens: ¹R(x; y) = supfcj¹A(x)~¤c · ¹B(y) and 0 · c ·
1g, where R = A! B and ~¤ is a T -norm operator.
B.3 Fuzzy Reasoning
Fuzzy reasoning (also known as approximate reasoning) is an inference procedure used to
derive conclusions from a set of fuzzy if-then rules and one or more conditions.
The compositional rule of inference is a generalization of the following familiar no-
tion. Suppose that we have a curve y = f(x) that regulates the relation between x and
y. When we are given x = a, then from y = f(x) we can infer that y = b = f(a); see
Figure B.2 (a). A generalization of the above process would allow a to be an interval and
f(x) to be an interval-valued function, as shown in Figure B.2 (b). To find the resulting
interval y = b corresponding to the interval x = a, we first construct a cylinder extension
of a (that is, extend the domain of a from X to X £Y ) and then find its intersection I with
the interval-valued curve. The projection of I onto the y-axis yields the interval y = b.
Going one step further in the generalization, it assumes that A is a fuzzy set of X
and F is a fuzzy relation on X £ Y . To find the resulting fuzzy set B, again, we construct
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a cylinder extension c(A) with base A (that is, we expand the domain of A from X to
X £ Y to obtain c(A)). The intersection of c(A) and F forms the analog of the region of
intersection I in Figure B.2 (b). By projecting c(A) \ F onto the y-axis, we infer y as a
fuzzy set B on the y-axis.
Specifically, let ¹A; ¹c(A); ¹B and ¹F be the membership functions of A, c(A), B,
and F , respectively, where ¹c(A) is related to ¹A through
¹c(A)(x; y) = ¹A(x): (B.14)
Then
¹c(A)\F (x; y) = min[¹c(A)(x; y); ¹F (x; y)]
= min[¹A(x); ¹F (x; y)]: (B.15)
By projecting c(A) \ F onto the y-axis, we have
¹B(y) = max
x
min[¹A(x); ¹F (x; y)]
= _x[¹A(x) ^ ¹F (x; y)]: (B.16)
This formula is referred to as max-min composition and B is represented as
B = A ± F (B.17)
where ± denotes the composition operator.
B.4 Fuzzy Inference Systems
The fuzzy inference system is a popular computing framework based on the concepts of
fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. It has been successfully applied
in fields such as automatic control, data classification, decision analysis, expert systems
and computer vision. Because of its multi-disciplinary nature, the fuzzy inference system
is known by a number of names, such as fuzzy-rule-based system, fuzzy expert system,
fuzzy model, fuzzy associated memory, fuzzy logic controller, and simply fuzzy system.
The basic structure of a fuzzy inference system consists of three conceptual com-
ponents: a rule base, which contains a selection of fuzzy rules, a database or dictionary,
which defines the membership functions used in the fuzzy rules, and a reasoning mech-
anism, which performs the inference procedure upon the rules and a given condition to
derive a reasonable output or conclusion.
We first introduce three types of fuzzy inference systems that have been widely em-
ployed in various applications. The differences between these three fuzzy inference sys-
tems lie in the consequents of their fuzzy rules, and thus their aggregation and defuzzifica-
tion procedures differ accordingly. Then we introduce three ways of partitioning the input
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Figure B.3: The Mamdani fuzzy inference system using min and max for fuzzy “AND” and “OR”
operators, respectively
space for any type of fuzzy inference system.
B.4.1 Mamdani fuzzy model
The Mamdani fuzzy model was proposed as the very first attempt to control a steam engine
and boiler combination by a set of linguistic control rules obtained from the experienced
human operators. Figure B.3 is an illustration of how a two-rule fuzzy inference system
of the Mamdani type derives the overall output z when subjected to two crisp inputs x and
y. Defuzzification refers to the way that a crisp value is extracted from a fuzzy set as a
representative value. The most frequently used defuzzification strategy is the centroid of
area, which is defined as
zCOA =
R
Z
¹C0(z)zdzR
Z
¹C0(z)dz
(B.18)
where ¹C0(z) is the aggregated output ¹. This formula is reminiscent of the calculation
of expected values in probability distributions. Generally speaking, these defuzzification
methods are computation intensive and there is no rigorous way to analyze them except
through experiment based studies.
B.4.2 Sugeno fuzzy model
The Sugeno fuzzy model (also known as the TSK fuzzy model) was proposed by Takagi,
Sugeno, and Kang, in an effort to develop a systematic approach to generating fuzzy rules
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from a given input-output data set. A typical fuzzy rule in a Sugeno fuzzy model has the
form
if x is A and y is B then z = f(x; y) (B.19)
where A and B are fuzzy sets in the antecedent, while z = f(x; y) is a crisp function in the
consequent. Usually f(x; y) is a polynomial in the input variables x and y, but it can be any
function as long as it can appropriately describe the output of the system within the fuzzy
region specified by the antecedent of the rule. When f(x; y) is a first-order polynomial, the
resulting fuzzy inference system is called a first-order Sugeno fuzzy model. When f is a
constant, we then have a zero-order Sugeno fuzzy model, which can be viewed either as a
special case of the Mamdani fuzzy inference systems, in which each rule’s consequent is
specified by a fuzzy singleton, or a special case of the Tsukamoto fuzzy model, in which
each rule’s consequent is specified by a ¹ of a step function crossing at the constant.
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