Abstract. The reaction-diffusion systems which are based on an isothermal autocatalytic chemical reaction involving both an autocatalytic step of the (m + 1)th order (A + mB → (m + 1)B) and a decay step of the same order (B → C) have very rich and interesting dynamics. Previous studies in the literature indicate that traveling waves play a key role in understanding these interesting dynamical phenomena. However, there is a lack of rigorous proof of the existence of traveling waves to this system. Here we generalize this isothermal autocatalytic chemical reaction model and provide a rigorous proof of the existence of traveling waves for the resulting reaction-diffusion system which also includes the systems arising from epidemiology and the microbial growth in a flow reactor.
where d 1 > 0, d 2 > 0, K ≥ 0, and m ≥ 1 are constants, and f (u) is a smooth function to be specified later. The system (1.1) has been proposed to describe wave propagation in a simple isothermal chemical reaction model with the same order for autocatalysis and decay. It has also been considered as a simple model for the spread of infectious diseases (see Kermack and McKendric [22] and Bailey [3] ) and introduced to discuss a microbial growth for the nutrient in a flow reactor (see Kennedy and Aris [21] and Ballyk et al. [4] ). We will detail them below.
We are first concerned with the isothermal autocatalytic chemical reaction. Generally speaking, chemical reacting systems always involve many elementary reaction steps. As a first step to understand the effect of these elementary reaction steps on the chemical reacting systems, we assume that only the reactant A and the autocatalyst B are involved in the overall reaction, and the reaction scheme is represented by A + mB → (m + 1)B with rate k 1 uv m (autocatalytic step).
(1.2)
Here u and v denote the concentration of the reactant A and autocatalyst B, respectively, the k 1 is the rate constant of the autocatalysis, and m is the order of the autocatalysis.
In general, the reaction order m in realistic models is determined empirically, and so m is not necessarily an integer (see Kay et al. [20] ). Here we require that m ≥ 1. Mathematically, we can apply the mass-action law to (1.2) to obtain the system (1.1) with f (u) = k 1 u and K = 0. The cubic autocatalytic reaction (the autocatalytic step (1.2) with m = 2) has been successfully applied to model many realistic systems, for example, the iodate-arsenous acid reaction in the arsenous acid excess case (see Saul and Showalter [31] ), and the hydroxylamine-nitrate reaction proposed by Gowland and Stedman [10] . Moreover, the cubic autocatalytic reaction forms a fundamental step in the almost isothermal flames in the carbon-sulphide-oxygen reaction presented by Voronkov and Semenov [33] . Experimental evidence shows that wavefront propagation can be observed in the chemical system for which the autocatalytic step (1.2) with m = 1 or 2 forms a fundamental step (see Zaikin and Zhabotinskii [34] ). Precisely, if the reactant A initially distributes uniformly in the whole space, and a quantity of the autocatalyst, B, is added locally into this system, then A and B will react in this initial zone. This will lead to the concentration gradients, and then the advancing wave front of the reactant A (or the autocatalyst B) is thus generated and will propagate out from this initial zone. Mathematically, Billingham, Merkin, and Needham [25, 5, 6, 28] have applied the numerical and asymptotical analysis to the system (1.1) with f (u) = k 1 u and K = 0 to confirm such a phenomenon of wave front propagation. We note that the rigorous proof of the existence of traveling wave front solutions to the system (1.1) with f (u) = k 1 u and K = 0 is given by Qi [30] and Chen and Qi [8] (see also Marion [24] and Ai and Huang [2] for the general reaction term f ).
On the other hand, the analysis by Billingham, Merkin, and Needham [25, 5, 6, 28] shows that no matter how small the amount of the autocatalyst B is introduced locally into the system (1.1) with f (u) = k 1 u and K = 0, traveling waves are always generated. This particular feature seems to be contrary to the fact that in many chemical systems, the initial input of an autocatalyst into the system must be above a threshold concentration for the initialization of traveling waves. To overcome this controversy on the absence of the threshold concentration in the system (1.1) with f (u) = k 1 u and K = 0, Gray [11] has suggested that the autocatalyst cannot be indefinitely stable; instead, it should undergo subsequent change. Along this line, Merkin and Needham [26, 27, 29] have assumed that the autocatalyst B decays to the inert product C at a rate of order m,
Then by applying the mass-action law to (1.2)-(1.3), it yields the system (1.1) with f (u) = k 1 u and K = k 2 > 0. This modified version of the system (1.1) has been analyzed by Merkin and Needham [26, 27, 29] , and their asymptotical analysis indicates the existence of the threshold concentration of the autocatalyst B for the generation of traveling waves. We remark that unlike the case with f (u) = k 1 u and K = 0, the wave profile for the reactant A is of front type and the one for the autocatalyst B is of pulse type due to the decay. Therefore the system (1.1) with f (u) = k 1 u and K = k 2 > 0 seems to be more consistent with experimental observations (see Zaikin and Zhabotinskii [34] ).
For more detail about this model, we refer the reader to Kay et al. [20] . Next, we note that the system (1.1) can arise in the context of the spread of infectious diseases. Specifically, if m = 1 and f (u) = βu, then the system (1.1) is a classical diffusive epidemic model of Kermack-McKendric [22, 3] , which describes the interaction between the susceptible individual u and the infected individual v. Here positive constants β and K denote the contact rate and the removal rate, respectively. Note that if the removal rate K = 0, it would imply that the infected species would remain indefinitely infective. Hence it is reasonable to assume that the removal rate K is positive in this case. Finally, the system (1.1) with m = 1 and f (u) = m 1 u/(m 2 + u) has been introduced by Ballyk et al. [4] (see also Kennedy and Aris [21] ) as a model to explore the effects of the motility on the ability of a bacterial population to survive in a flow reactor and/or to be a good competitor for a limiting nutrient in a mixed culture. In this case, u and v denote the concentration of the nutrient and the density of the bacterial population, respectively, while f (u) is the nutrient uptake rate at nutrient concentration u, and the parameter K > 0 is the cell death rate.
From the above discussion, we see that a good knowledge of traveling waves to the system (1.1) may provide great insight to the dynamical behavior of solutions to the system (1.1). We also note that there is a lack of rigorous proof of the existence of traveling waves to the system (1.1) with f (u) = k 1 u, K > 0 and m > 1 corresponding to the reaction scheme (1.2)-(1.3). Motivated by these two reasons and the rich applications of the system (1.1), the aim of this paper is to explore the existence of traveling wave solutions of (1.1) with K > 0 and m > 1. To begin with, we give the exact definition of a traveling wave solution to the system (1.1). A set of nonnegative functions (U, V ) ∈ C 2 (R) × C 2 (R) is a traveling wave solution of (1.1) if for some c ∈ R, (u(x, t), v(x, t)) = (U (z), V (z)) with z := x−ct is a solution of (1.1) and (U (z), V (z)) satisfies the additional conditions lim z→−∞ (U, V ) = (u 0 , 0) and lim z→+∞ (U, V ) = (u 0 , 0) for some u 0 ∈ (0, u K ) and u 0 ∈ (u K , ∞). Here u K is a positive constant satisfying f (u K ) = K, and c is the wave speed. With a simple calculation, it follows that (U, V ) satisfies the ordinary differential system
subject to the boundary conditions 5) where the prime denotes d/dz. We remark that in the real physical situation, as for the boundary values, u 0 can only be specified, and u 0 is previously unknown and should be determined. The existence of traveling wave solutions of (1.1) for some special choices of functions f and K > 0 has been studied by numerous authors. When d 1 = 0 and m = 1, Kennedy and Aris [21] and Källén [19] have solved the problem (1.4)-(1.5) for the special cases f (u) = u and 3) . Recently, Huang [17] (see also Ai and Huang [1] ) has developed a method to deal with the problem (1.4)-(1.5) with arbitrary positive constants d 1 and d 2 for a general class of functions f which include all the reaction terms f mentioned above. However, the parameter m in Huang [17] is restricted to m = 1. Now we turn to the case m > 1. Indeed, Hosono [16] has shown the existence of traveling wave solutions of the system (1.1) with d 1 = 0 and the function f restricted to the form f (u) = k 1 u which corresponds to the higher-order isothermal autocatalytic chemical reaction (1.2)-(1.3) with immobile reactant. More recently, Guo and Tsai [12] have considered the other extreme case: d 1 > 0, d 2 = 0, m > 1 and a general class of functions f . Moreover, the result in Guo and Tsai [12] can be applied to show the existence of traveling wave solutions of higher-order isothermal autocatalytic chemical reactions (1.2)-(1.3) with immobile autocatalyst. On the other hand, since the methods in Hosono [16] and Guo and Tsai [12] are restricted to either d 1 = 0 or d 2 = 0, and hence, cannot be used to show the more interesting case: d 1 > 0 and d 2 > 0. In this paper, we shall study the problem (1.4)-(1.5) for the case where d 1 > 0, d 2 > 0, m > 1, and f satisfies the same assumptions as in Huang [17] (see (A1)-(A3) below). More precisely, f satisfies the following conditions:
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The assumption (A3) simply implies that for u close to 0, the function f (u) approximates the power function αu n for some positive number α and positive number
, where m 1 and m 2 are positive constants. Now we can state our main result on the existence of traveling waves of the system (1.1) in the following theorem. We conclude the introduction with three remarks. The first remark is that the reaction terms f (u) in the above-mentioned models [22, 3, 21, 19, 26, 27, 29, 4] are smooth and increasing in u, and f (0) = 0 and f (0) > 0. Hence f in these models satisfies the assumptions (A1)-(A3). Therefore our result also shows the existence of traveling wave solutions to the system (1.1) with f (u) = k 1 u and K = k 2 which corresponds to an isothermal autocatalytic chemical reaction of order m > 1 in which the autocatalyst is assumed to decay to the inert product at a rate of the same order m.
Next, the restriction on c(u 0 ) is technical due to the argument employed in Lemma 2.3. One may expect that there is a minimum wave speed. However, we are unable to prove this conjecture, which will be left to our future study. Concerning the uniqueness of the profiles of traveling waves, we note that given u 0 > u K and c > c(u 0 ), if f is monotone increasing, then one may expect that there is a unique u 0 ∈ (0, u K ) such that a traveling wave solution (U, V ) connecting (u 0 , 0) and (u 0 , 0) exists. This has been confirmed for the case m = 1 in Huang [18] . However, the method in Huang [18] relies heavily on the fact that a traveling wave profile (U (z), V (z)) for the case m = 1 lies on the unique unstable manifold for negative z with |z| 1. By contrast, a traveling wave profile (U (z), V (z)) for the case m > 1 lies on the centre manifold for negative z with |z| 1. Hence it seems that this method might not be applied to the case m > 1. The study of these open questions will be our future study.
The final remark concerns the method of our proof. Indeed, the method of our proof is based on the method in Huang [17] , where the author only considers the case m = 1. On the other hand, for the case m > 1, the Liapunov functions constructed in Huang [17] might not enjoy good properties as in the case m = 1, and so some additional estimates for the Liapunov functions constructed in Huang [17] are needed for the case m > 1 (see the proofs of Lemmas 3.2 and 3.4).
Finally, the plan of this paper is as follows. In Section 2, with the aid of the centre manifold theory, we establish the local existence and uniqueness of the solution (U, V ) of (1.4) subject to the condition
Then with the phase plane argument, such a local solution can be shown to exist globally provided that c is sufficiently large. Finally, Section 3 is devoted to establish several auxiliary lemmas which form the basis for the proof of Theorem 1.1.
Existence of traveling wave solutions.
For technical convenience, we will impose the extra assumption (A4) on f :
However, this assumption will be removed in the proof of Theorem 1.1.
By employing the rescalingsx
the system (1.1) can be reduced to
where we have dropped the tildes. Therefore, throughout this paper, we always assume
Hence a traveling wave solution (u, v) of (1.1) with wave speed c satisfies the system of differential equations
subject to the boundary conditions
for some u 0 ∈ (0, u K ) and u 0 > u K . Here the prime denotes d/dt. 2.1. Reduction to the first-order system. By setting the variables
In the remainder of this section, we will establish the uniqueness and existence of solutions of the problem (P u 0 ) for each given u 0 ∈ (0, u K ) and c > 0. More precisely, the uniqueness and local existence of solutions of (P u 0 ) are presented in subsection 2.2. Then in subsection 2.3, we will derive some useful integral identities and basic properties of solutions of (P u 0 ). Finally, subsection 2.4 is devoted to the global existence of solutions of (P u 0 ).
2.2.
Local existence and uniqueness of solutions of (P u 0 ). We begin with the investigation of the local dynamics of (2.3) near the equilibrium point (u 0 , 0, 0, 0) with u 0 ∈ (0, u K ). Indeed, a simple computation shows that the coefficient matrix for the linearized system of (2.3) at (u 0 , 0, 0, 0) with u 0 > 0 is given by
and the eigenvalues of A are
whose corresponding eigenvectors are
respectively. Note that the resulting linearized system is independent of the order of the reaction m (if m > 1) and the choice of the equilibrium point (u 0 , 0, 0, 0). Hence it follows from the standard theory (see Carr [7] ) that (2.3) has a two-dimensional local centre manifold W c and a two-dimensional local stable manifold W u near the equilibrium point (u 0 , 0, 0, 0) with u 0 > 0. This implies that any solution of the problem (P u 0 ) (if it exists) would lie on a two-dimensional local centre manifold W c . Now we employ the change of independent variables ⎛ ⎜ ⎜ ⎝
This transforms the problem (P u 0 ) into the following (initial value) problem (P u 0 ):
and correspondingly transforms any local centre manifold of (2.3) at (u 0 , 0, 0, 0) into a local centre manifold of (2.4) at the origin, which is tangent to the (x 1 , x 2 )-plane and can be represented by a surface [7] ) to derive the asymptotic expansion of any centre manifold W c (ψ 1 ,ψ 2 ) (0) of (2.4) near the origin which can be characterized by (ψ 1 , ψ 2 ). We first denotex = (x 1 , x 2 ) t and |x| = x 2 1 + x 2 2 . Then for allx with |x| 1, it follows from the centre manifold theory that
which is equivalent to
Here for i = 1, 2, we write ∂ψ i /∂x 1 and ∂ψ i /∂x 2 as ψ i,x 1 and ψ i,x 2 , respectively, and ignore the arguments of ψ i , ψ i,x 1 , and ψ i,x 2 . Since (2.5)-(2.6) are identities for allx with |x| 1, it follows that
From (2.8) and m > 1, we see that ψ 2 (x 1 , 0) = 0 for all x 1 with |x 1 | 1. Hence by using the mean-value theorem, we have that
for allx with |x| 1, which, together with (2.7)-(2.8), gives
for allx with |x| 1 and x 2 > 0. Hence x 2 + ψ 2 (x 1 , x 2 ) > 0 for allx with |x| 1 and x 2 > 0. Notice that the leading terms in (2.9) and (2.10) are independent of the choice (ψ 1 , ψ 2 ). Lemma 2.1. For each c > 0 and u 0 ∈ (0, u K ), there exists a unique solution (u, v) (up to a translation) of (2.1) which is defined on (−∞, S) for some S ∈ R, such that the following hold:
Proof.
Step 1. We first prove the existence of (u, v) with the desired properties. To this end we first consider the problem (P u 0 ). Fix a pair of smooth functions (ψ 1 , ψ 2 ) defining a local centre manifold W c (ψ 1 ,ψ 2 ) (0) of (2.4) at the origin. In order to solve the problem (P u 0 ), we claim that there is a solution (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) of (2.4) which lies on this local centre manifold W c (ψ 1 ,ψ 2 ) (0) and satisfies the boundary condition lim t→−∞ (x 1 (t), x 2 (t)) = (0, 0). We first observe that by the centre manifold theory (see Carr [7] ), the first two components (x 1 (t), x 2 (t)) of such a solution (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) give a solution of the following problem (Q u 0 ):
subject to the conditions
Note that the problem (Q u 0 ) can be reduced to the following initial value problem ( Q u 0 ):
Furthermore, if |x| 1, then ( Q u 0 ) is equivalent to the problem
where R(x 1 , x 2 ) is smooth in x 1 and x 2 and R(x 1 , x 2 ) = O(|x|), andx = (x 1 , x 2 ) t . Using this reduced form and noting the expression (2.10) for ψ 2 , it follows that there exists a unique solution
From the above discussion, we can conclude that there exists a unique solution (x 1 (t), x 2 (t)) (up to a translation) of (2.11) defined for all t ∈ (−∞, 0] (with a suitable shift of t) such that x 1 > 0, x 2 > 0, and x 2 (t) + ψ 2 (x 1 (t), x 2 (t)) > 0 on (−∞, 0], and lim t→−∞ (x 1 (t), x 2 (t)) = (0, 0). Now by setting x 3 (t) = ψ 1 (x 1 (t), x 2 (t)) and x 4 (t) = ψ 2 (x 1 (t), x 2 (t)), it follows that there is a solution (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) of the problem (P u 0 ) defined on (−∞, 0] (with a suitable shift of t if necessary) such that x 1 > 0, x 2 > 0, x 3 < 0, x 4 < 0, and x 2 + x 4 > 0 on (−∞, 0], and lim t→−∞ (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) = (0, 0, 0, 0). Finally, by transferring back to the origin the variables (u, u , v, v ) and noting that u = −cx 3 /d, v = x 2 + x 4 and v = −cx 4 , we then obtain that there exists a solution (u(t), u (t), v(t), v (t)) of the problem (P u 0 ) defined on (−∞, T ) for some T ∈ R such that u > u 0 , u > 0, v > 0 and v > 0 on (−∞, T ), and lim t→−∞ (u(t), u (t), v(t), v (t)) = (u 0 , 0, 0, 0). Hence we establish the existence of (u, v) with the desired properties.
Step 2. Next, we need to show the uniqueness of the solution to (P u 0 ). We shall use the method of Lemma 2.1 of Ai and Huang [2] to prove it. Recall that the problems (P u 0 ) and (P u 0 ) are equivalent. Thus it suffices to show the uniqueness of solutions to (P u 0 ). To this end we first observe that any solution (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) of (P u 0 ) must lie on a local centre manifold W c (ψ 1 ,ψ 2 ) (0) of (2.4) at the origin for negative t with, |t| 1, and any solution (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) of (P u 0 ) lying on W c (ψ 1 ,ψ 2 ) (0) for negative t with |t| 1 is unique up to a translation. With this observation, it suffices to show that (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) is independent of the choice of smooth functions (ψ 1 , ψ 2 ) characterizing the local centre manifold W c (ψ 1 ,ψ 2 ) (0) of (2.4) at the origin. To begin with, we suppose that (ψ 1 , ψ 2 ) and (ψ 1 ,ψ 2 ) are the representations of two local centre manifolds of (2.4) at (0, 0, 0, 0). Let (x 1 (t), x 2 (t)) be the solution of (2.11) with (ψ 1 , ψ 2 ) constructed in the previous paragraph. Therefore, with the use of (2.9)-(2.10) and a suitable shift of t, (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) := (x 1 (t), x 2 (t), ψ 1 (x 1 (t), x 2 (t)), ψ 2 (x 1 (t), x 2 (t))) is a solution of the problem (P u 0 ) defined on (−∞, 0]. Note that ψ 1 (x 1 (t), x 2 (t)) andψ 2 (x 1 (t), x 2 (t)) are defined for negative t with |t| 1. We now claim that x 3 (t) =ψ 1 (x 1 (t), x 2 (t)) and x 4 (t) =ψ 2 (x 1 (t), x 2 (t)) for negative t with |t| 1. For simplicity we set η 1 (t) := x 3 (t) −ψ 1 (x 1 (t), x 2 (t)) and η 2 (t) := x 4 (t) − ψ 2 (x 1 (t), x 2 (t)) for negative t with |t| 1, write ∂ψ i /∂x 1 and ∂ψ i /∂x 2 as ψ i,x 1 and ψ i,x 2 , respectively, and ignore the arguments of
for all sufficiently small x 1 , x 2 with x 2 +ψ 2 > 0. Also recall from (2.4) that x 3 (t) and x 4 (t) satisfy
14)
for all t ∈ (−∞, 0]. Subtracting (2.12) from (2.14), it yields
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for negative t with |t| 1, which, together with the use of the mean-value theorem, yields
for negative t with |t| 1. Here M 1,i (t), i = 1, 2, are bounded functions and M 1,i (t) → 0 as t → −∞. Similarly, by subtracting (2.13) from (2.15), η 2 satisfies
for negative t with |t| 1, where M 2,i (t), i = 1, 2, are bounded functions and M 2,i (t) → 0 as t → −∞. The remaining proof of this claim follows the step 2 of Lemma 2.1 in Ai and Huang [2] . It is easy to verify that η 1 and η 2 satisfy the following identities: 
for all t ∈ (−∞, s 0 ], which leads to η 1 (t) = η 2 (t) = 0 for all t ∈ (−∞, s 0 ]. Together with the definition of η i (t), i = 1, 2, we obtain that x 3 (t) =ψ 1 (x 1 (t), x 2 (t)) and x 4 (t) = ψ 2 (x 1 (t), x 2 (t)) for negative t with |t| 1, thereby establishing the assertion of this claim.
Hence it follows from the argument in the first paragraph of Step 1 that (x 1 (t), x 2 (t), x 3 (t), x 2 (t)), x 4 (t)) is the unique solution (up to a translation) of (P u 0 ) lying on the local centre manifold W c (ψ,ψ 2 ) (0) for negative t with |t| 1. Therefore we can conclude that the construction of (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) is independent of the choice of smooth functions (ψ 1 , ψ 2 ) characterizing the local centre manifold W c (ψ 1 ,ψ 2 ) (0) of (2.4) at the origin. This proof of this lemma is thus completed.
2.3. Basic properties. For each given u 0 ∈ (0, u K ), recall from Lemma 2.1 that there is a unique solution (u, v) (up to a translation) of (2.1) defined on (−∞, S) for some S ∈ R such that u > 0 and v > 0 on (−∞, S), and lim t→−∞ (u(t), u (t), v(t), v (t)) = (u 0 , 0, 0, 0). Now for any t 0 ∈ (−∞, S) and t ∈ (t 0 , S), by applying the variation of constant formula to system (2.1), we can derive the following useful integral identities (see Huang [17] ):
, we obtain that
Next, with the use of the above identities and a slight modification of the arguments in Lemma 2.2, Corollary 2.3, and Corollary 2.4 of Huang [17] , we can state the basic properties of a solution of (2.1)-(2.2a) as follows: 
(iv) there exist two numbers t and t 1 with t < t 1 < T such that u (t) > 0 for
, and v (t) < 0 for t ∈ (t 1 , T ).
2.4.
Global existence of solutions of (P u 0 ). Now we come to the goal of this section. To begin with we define the function l :
where C 1 is defined in part (iii) of Lemma 2.2. We note that l(a, b) is a decreasing function of a ∈ (0, u K ) and an increasing function of b ∈ (u K , +∞). We also need to define the function f :
be a solution of (2.1) and (2.2a), and let (−∞, T ) be the corresponding maximal interval on which (u(t), v(t)) exists and v(t) is positive. Suppose that u 0 = lim t→T − u(t) and the positive number c satisfies
Then (u, v) is a traveling wave solution of (1.1) with wave speed c connecting (u 0 , 0) and (u 0 , 0) such that u > 0 and v > 0 on R.
Proof. The proof is similar to that in Lemma 2.5 of Huang [17] except the modification to allow m > 1. By part (iv) of Lemma 2.2, there exist t ,
for each t ∈ (−∞, T ). Fix a sufficiently positive small such that
Therefore, we can choose a positive β with the property that
Now consider the region
We claim that (v 1 (t), v 2 (t)) stays at the region Ω for all t ∈ (t 1 , T ). First, for t > t 1 and t is close to t 1 , it is clear that (v 1 (t), v 2 (t)) lies in the region Ω. Next, since f (u(t)) > K for all t ∈ [t 1 , T ), from the fourth equation of (2.3) we have that
and v 2 (t) = 0. This implies that (v 1 (t), v 2 (t)) cannot leave Ω through the positive v 1 -axis. Now it remains to show that (v 1 (t), v 2 (t)) cannot leave Ω through the ray
For a contradiction, we assume that (v 1 (t), v 2 (t)) leaves Ω at the first time t 2 > t 1 and (v 1 (t 2 ), v 2 (t 2 )) lies on the ray L. Note that
is the inward normal to the line L. Then with a straightforward computation, it follows that when t = t 2 , we have
which is a contradiction, thereby establishing that (v 1 (t), v 2 (t)) cannot leave Ω through the ray L. Hence (v 1 (t), v 2 (t)) must stay at the region Ω for all t ∈ (t 1 , T ). Using this claim and noting that v 1 (t) > 0 and v 2 (t) = v (t) < 0 for t ∈ (t 1 , T ), we can conclude that T = +∞, and v(t) → 0 as t → +∞ by part (i) of Lemma 2.2. Moreover, u(t) → u 0 as t → +∞. This completes the proof.
Proof of main result.
In the remainder of this paper, we will let (u(t; u 0 , c), v(t; u 0 , c)) be a unique solution of (2.1) subject to the boundary condition If there is no ambiguity, for the sake of simplicity, we will write (u(t; u 0 , c), v(t; u 0 , c)) and T u 0 ,c as (u(t), v(t)) and T , respectively.
In subsection 3.1, we will establish several auxiliary lemmas for the proof of Theorem 1.1 in subsection 3.2.
3.1. Several auxiliary lemmas. Let ξ * be defined as in the assumption (A3).
Proof. The proof is based on the fact that l(u 0 , u
, and a slight modification of Lemma 3.1 of Huang [17] . Hence we omit it.
) such that for each δ ∈ (0, δ 0 ), there exists a σ ∈ (0, δ/2) with the property that if (u(t), v(t)) = (u(t; u 0 , c), v(t; u 0 , c)) with u 0 ∈ (0, u K ) satisfies that
for some t 0 ∈ R and v(t) > 0 as long as (u(t), v(t)) exists, then (u(t), v(t)) exists on [t 0 , +∞), and
Proof. In view of the continuity of f , we can find a small positive δ 0 ∈ (0, min{1/2, (u 0 − u K )/4}) such that for each δ ∈ (0, δ 0 ), we have
and consider the following positive-definite quadratic form
which satisfies the following inequality:
for all (v 1 , v 2 ) ∈ R 2 and for some positive numbers μ 1 and μ 2 . Now we give the definition of σ as follows:
where
Let (u, v) be a solution of (2.1) and (2.2a) satisfying the assumptions of this lemma. 
where v 1 (t) = v(t) and v 2 (t) = v (t), and t ∈ (t 0 , s 1 ). With a simple computation and the use of (2.3), we havê
Now we focus on the interval t ∈ (t 0 , s 1 ) and distinguish the following two cases:
Proof. Consider the positive-definite quadratic form
for all (v 1 , v 2 ) ∈ R 2 and for some positive numbers ρ 1 and ρ 2 . From the limit lim u→u K f (u) = K, we can choose aū ∈ (u K , u 0 ) with the property that
, where δ 0 is defined in Lemma 3.2. Let σ be the number corresponding to δ 0 in Lemma 3.2 and letū 0 have the same definition as in Lemma 3.3. Recall that σ ∈ (0, δ/2). Set
We claim that for all
Recall the definition of (u(t; u 0 , c), v(t; u 0 , c)). Also note that u(0; u 0 , c) = u K . For simplicity, we let (u(t), v(t)) = (u(t; u 0 , c), v(t; u 0 , c)). Then since ω(u 0 , c) >ū, we can choose a t 0 > 0 such that u(t) ∈ (u K ,ū) for all t ∈ (0, t 0 ) and u(t 0 ) =ū.
From this it follows that f (u(t)) − K > 0 for all t ∈ (0, t 0 ]. Set v 1 (t) = v(t), v 2 (t) = v (t), andŴ(t) = W(v 1 (t), v 2 (t)) for t ∈ (0, t 0 ].
A straightforward calculation shows that for all t ∈ (0, t 0 ]. We will show thatŴ (t) < 0 for all t ∈ (0, t 0 ]. To this end we recall from part (iv) of Lemma 2.2 that there is a t 1 > 0 such that v 2 (t) = v (t) > 0 for all t ∈ (−∞, t 1 ) and v 2 (t) = v (t) < 0 for all t ∈ (t 1 , T ). Thus we need to consider the following two cases: (A) t 1 < t 0 ; (B) t 1 ≥ t 0 . Now fix a positive number c with c
We then claim that there is a traveling wave solution of (1.1) with wave speed c connecting (u 0 , 0) and (u 0 , 0) for some u 0 ∈ (0, u K ). Note that if (u, v) is a traveling wave solution of (1.1) connecting (u 0 , 0) and (u 0 , 0), then by the monotonicity of u(t), we have u(t) ∈ (u 0 , u 0 ) for all t ∈ R. Therefore redefining the value f (u) for u > u 0 will not affect the wave solution (u, v). Hence we can redefine the value f (u) to be f (u 0 ) for each u > u 0 , and so assumption (A4) is automatically satisfied. To continue the proof, we consider the set Hence (u(t; α u 0 , c), v(t; α u 0 , c)) is a traveling wave solution of (1.1) connecting (α u 0 , 0) and (u 0 , 0), thereby completing the proof of this theorem.
