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We discuss the key role that Hamiltonian notions could play in physics. Five examples are given
that illustrate the underestimated versatility and almost magical generality of Hamiltonian notions.
The given examples concern the interconnection between quantum mechanics, special relativity and
electromagnetism. We demonstrate that a derivation of these core concepts of modern physics
requires little more than a proper formulation in terms of classical Hamiltonian theory.
I. INTRODUCTION
We are used to celebrate that physics is able to provide
us with the deepest possible insights into the nature of
reality. And it is true, of course – this is exactly what
physics does. There is a tendency to think that, for pro-
viding these deep insights, physics must be in the posses-
sion of the knowledge of deep and profound principles.
The examples that we shall discuss in this article, how-
ever, provide evidence that not everything considered to
be a deep physical insight requires an explanation that
stems from deep and profound principles.
The examples will demonstrate that essential concepts
of modern physics can be systematically derived from
formal considerations based on the rather profane ideas
of classical Hamiltonian physics. We call them profane
in the sense that they are mostly mathematical. While
Lagrangian mechanics is derived from the rather opaque
principle of least action, Hamiltonian physics does not
involve any real principle at all. It is based on the sim-
ple idea to distinguish those quantities that vary in time
from those quantities that do not. The former ones are
called dynamical variables. The latter ones have various
names and we shall call them likewise constants of mo-
tion (COM), conserved quantities or invariants. It is part
of the results of this article to show that also invariants
like the rest mass can, on a different level of Hamiltonian
description, be regarded as constants of motion.
In preceding articles we argued on the basis of pure
Hamiltonian theory, which emerges from the additional
theoretical constraint that all constant physical quanti-
ties with ontological content are constants of motion (see
Ref. [1, 2]). Here we shall try to provide a more accessi-
ble presentation with some examples. It will nonetheless
lead to the same conclusions.
The examples to be discussed exemplify the rigor-
ous formal constraints that are imposed on physics by
Hamiltonian notions. The first example (Sec. II) from
accelerator physics concerns an application of Hamilto-
nian notions that documents the remarkable fact, that
Hamiltonian descriptions emerging from apparently dis-
connected levels of physical description nonetheless fit
together seamlessly. We call these interconnections of
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different levels “vertical” and shall illustrate this in what
follows.
In the second example (Sec. III) we summarize and
discuss the two-page derivation of Schro¨dinger’s equa-
tion from a simple classical Hamiltonian constraint on
the dispersion relation that was presented in a preced-
ing article [3]. In the third example (Sec. IV) we shall
show that special relativity and the Dirac equation can be
obtained from the simple idea to derive a dispersion re-
lation exclusively from pure Hamiltonian concepts. The
last two Sections are dedicated to show how the Lorentz
transformations (Sec. V) and finally Maxwell’s equations
(Sec. VI) follow from Hamiltonian physics, the latter in
a rather subtle way.
II. FIRST EXAMPLE (SETUP): CYCLOTRON
MOTION
Some time ago I studied a paper of a now retired col-
league of mine with the title “Application of the Phase
Compression - Phase Expansion Effect for Isochronous
Storage Rings” [4]. This is a very specialized topic, but
the point I want to make does not require deep expertise
in accelerators. Consider a classical cyclotron (Fig. 1),
i.e. particles in almost circular motion in a plane per-
pendicular to some homogeneous magnetic field B. This
motion can be derived from the Hamiltonian function
of a particle in electromagnetic fields. But this does
not exhaust the possibilities of the Hamiltonian meth-
ods. The solution of the equations of motion obtained
from the first Hamiltonian provides us with a reference
trajectory. But accelerator physicists use the Hamilto-
nian techniques again in order to describe the motion of
particles with starting conditions in the vicinity of the
reference orbit. This is a description of the relative mo-
tion in a frame that is co-moving with the reference parti-
cle. Typically for the transverse motion, the longitudinal
momentum is the new Hamilton function [5].
The circulation frequency ωc is given by the ratio of the
particle’s velocity to the length of the (almost) circular
orbit. It can be fine-tuned by the value of the magnetic
field at the respective radius. In isochronous machines,
2the field can be adjusted1 in order to precisely control the
phase φ between the radio frequency (rf) oscillation of
the rf electrodes, the so-called “Dees”, and the particle’s
circulation [6]. During the passage of the Dee gap, the
circulating particles may gain or loose energy, depending
on the phase with cosφ. The maximal energy gain dE/dn
for one turn can be written as
dE
dn
= EG cosφ , (1)
where E is the particles kinetic energy, EG the maximal
energy gain per turn and n is the turn number2. Eq. 1
fixes the phase of maximal energy gain to be zero. Note
that in cyclotrons, radius R and kinetic energy E of the
particle orbits have a monotonic relationship so that we
can express radius by energy and vice versa. Since the
phase is proportional to a time variable φ = ∆ω t, it is
the Hamiltonian conjugate of energy.
Therefore Eq. 1 allows to infer that a Hamiltonian
function H(E, φ) must exist such that Hamilton’s equa-
tions of motion hold:
dE
dn
=
∂H
∂φ
dφ
dn
= −∂H
∂E
.
(2)
The integration of Eq. 1 then yields
H = EG sinφ+ F (E) , (3)
where F (E) is an integration “constant”3 and describes
the radial phase shift by the radial profile of the (static)
magnetic field. Let’s consider a strictly isochronous ma-
chine in which the field is shimmed such that the phase
shift by the static magnetic field is negligible F (E) = 0.
Inserting Eq. 3 into the second of Eq. 2, yields another
non-zero phase shift
dφ
dn
= −∂EG
∂E
sinφ . (4)
which, because of it’s phase dependency, must somehow
be related to the acceleration. The maximal energy gain
EG is equal to the particle’s charge multiplied by the
maximal Dee voltage V (R) which may (but does not have
to) depend on radius and hence on energy:
EG = q V (R) (5)
Inserting this into Eq. 4 results
dφ
dn
= −q dV
dR
dR
dE
sinφ . (6)
1 For instance by the iron shims or by so-called “trim-coils”.
2 The use of the (discrete) turn number as a continuous indepen-
dent variable is called the “smooth acceleration approximation”.
3 It is constant only with respect to φ.
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FIG. 1. Classical cyclotron. Particles are accelerated when
passing the gap between the Dee and the (grounded) dummy-
Dee. An example for a radius dependent gap voltage V (R) is
plotted above the sketched cyclotron. The integration path
of Eq. 7 is shown as a dashed rectangle.
But then there must be – even in a perfectly isochronous
magnetic field – a non-zero phase shift per turn which is
proportional to the voltage gradient. This dependency
can otherwise only be derived using Maxwell’s equa-
tions [4]:
∂t
∫
~B d ~A = −
∫
~∇× ~E d ~A = −
∮
~E ~ds
Brf g = −dV
dR
sin (φ)
ωrf
,
(7)
where g is the gap distance. Hence there is a non-zero
magnetic high-frequency field. The integration area (in-
tegration path) is shown in Fig. 1. The electric field
inside the Dees vanishes so that the right side of Eq. 7 is
proportional to the voltage difference between the corre-
sponding radial positions when the integration passes the
Dee gap. The causal explanation is as follows: according
to Maxwell’s equations, the gradient of the oscillating rf
voltage is accompanied by an oscillating axial magnetic
field, the average of which is proportional to sinφ as seen
by the particle along it’s orbit. This rf contribution to
the magnetic field causes a horizontal kick that changes
the orbit length and therefore results in a phase shift 4.
But how is it possible to derive this result from a
Hamiltonian that did not refer in any obvious way to the
4 For further details of the calculation see Ref. [4]. For 3D electro-
magnetic modeling see also Ref. [7].
3causal story? This predictive power is remarkable and
we think it demands for a satisfactory explanation. This
article is a contribution towards such an explanation.
Hamiltonian notions are used in various levels of de-
scription, often treated separately in separate branches
of physics. There is a Hamiltonian for the Dirac par-
ticle, which is then sometimes replaced by a relativistic
point particle Hamiltonian, or by a Schro¨dinger Hamilto-
nian for an orbital electron, then comes the Hamiltonian
describing the inter-action that governs ionic binding in
crystals, then some kind of classical Hamiltonian that de-
scribes the motion of the crystal being a grain of dust in
space and so on. In reality all these levels are intercon-
nected, even though they are treated in separate physics
textbooks, books on quantum electrodynamics and quan-
tum mechanics (QM), atomic physics, solid state physics
and finally the grain of dust by classical mechanics or
astrophysics. There is no universally accepted coherent
theoretical account known to the author that describes
the effects that physical constraints resulting from one
level of description have on other levels. From a birds
eye view, physical reasoning is mostly horizontal, i.e. it
stays within one level. Little is known about the gen-
eral patterns “vertical” interconnection between different
levels of Hamiltonian description. The above example il-
lustrates that we might in practice, when solving daily
problems, for instance in accelerator physics, take a log-
ical coherence of different levels for granted that is not
fully understood theoretically.
III. SECOND EXAMPLE: SCHRO¨DINGER’S
EQUATION
In a preceding article we gave a short derivation of
Schro¨dinger’s equation [3], which we shall briefly sum-
marize and discuss in this section.
Assumed we would, for whatever reasons, reject the
notion of a classical point particle and replace it with
a (classical) density distribution ρ(t, ~x). Such a density
is assumed to be normalizable and positive semi-definite
ρ ≥ 0.
∫
ρ(~x, t) d3x = 1 , (8)
Then the density can be expressed by (a sum of) even
powers of some auxiliary function ψk(~x, t). Let us assume
for the sake of simplicity that we use the square modulus
of some complex ψ to represent the density ρ = ψ†ψ, then
the function ψ is by virtue of Eq. 8 square integrable.
Therefore it’s Fourier transform exists:
ψ(t, ~x) =
1
(2 π)2
∫
ψ˜(ω,~k) exp [−i (ω t− ~k · ~x)] d3k dω .
(9)
The description of a density distribution by a wave packet
is our free choice, based on nothing but the mathematical
possibility to do so. Our only legitimization stems from
the hypothesis that point particles are, contrary to the
usual assertions, not an uncontroversial classical model.
Physics textbooks introduce wave packets as some-
thing forced upon physics by interference experiments of
particles, as something surprizing and counter-intuitive.
But this is not the only possible view and not the only
possible motivation to establish the use of a wave packet
to represent a density: any normalizable semi-positive
density can be represented by the square of a wave func-
tion, i.e. by a “wave-packet”. Whether we regard the
idea to use a wave packet representation as (a conse-
quence of) an experimental discovery or not – it is a math
fact that, provided that the frequencies ω of the partial
waves are related to the wavelength by some relationship
ω = ω(~k), then the “velocity” of the wave packet, is in
linear approximation given by the group velocity5:
~vgr = ~∇k ω(~k) = ( ∂ω
∂kx
,
∂ω
∂ky
,
∂ω
∂kz
)T . (10)
As a matter of fact, the velocity of a classical particle
is described by an expression of the same mathematical
form. Hamilton’s equations of motion (EQOM) for the
coordinate velocity is
q˙i =
∂H
∂pi
. (11)
In vector notation, this reads
~v = ~∇pH(~p) . (12)
Therefore, if we intend to replace “point particles” by a
density ρ in a way consistent with classical mechanics,
then one must demand for reasons of consistency that
both velocities agree
~∇~kω(~k) = ~∇~pH(~p) , (13)
so that in general we may conclude
ω ∝ H + ε φ
~k ∝ ~p+ ε ~A (14)
where the additive “constants” φ and ~Amay in general be
functions of the spatial position ~x, but not of momentum
~p6.
Hence, given we use the conventional units of energy
and frequency, some constant conversion factor must be
introduced that allows to express energies in units of fre-
quency and momenta in units of wavelength. This factor
5 The well-known linear expressions for the group velocity have
first been given by (!) Sir W.R. Hamilton in Ref. [8]. See also
Refs. [9–11].
6 We shall come back to these quantities in the last example, in
Sec. VI.
4is usually represented by the symbol ~ and it’s value can
be (and has been) determined by measurement. Since it
is a mere conversion factor for units, it’s exact value is
devoid of any theoretical meaning [12]. It’s appearance is
a direct expression for the wave-particle duality (WPD)
that we explicitly introduced with Eq. 13.
But regarded this way, the WPD is not a mysterious
and alienating property of nature, forced upon the the-
ory by experimental results in such a way that it can only
be introduced by postulates. It is a logical and nearby
step to use the Hamiltonian constraint (Eq. 13), and by
implementing it we actively and consciously introduce a
correspondence (and tension) between the wave and the
particle picture7. A “physical” constrain is implemented
by the assumption that some law connecting frequency
and wave vector exists at all. Provided this assumption
is correct, then we can define a group velocity and in-
fer that some Hamiltonian function must exist that al-
lows to describe the behavior of the ensemble of partial
waves. Precise knowledge of the form of the Hamiltonian
function ω(~k) is, at this point, not required, but will be
discussed in the third example.
In this respect the second example is similar to our
first example: In the setup example, only half of Hamil-
ton’s equation of motion was established and the mere
presumption of the validity of Hamiltonian notions en-
abled us to derive results that could otherwise only be
obtained from a “deeper”, more general theory, namely
Maxwell’s electrodynamics.
From Eq. 14 one obtains, for the field free case (φ =
0 = ~A), the de Broglie relations:
E = ~ω
~p = ~~k .
(15)
Then we may write
ψ(t, ~x) ∝
∫
ψ˜(E , ~p) exp [−i (E t− ~p · ~x)/~] d3p dE ,
(16)
which then leads to the canonical “quantization” rela-
tions
E → i ~ ∂t
~p = −i ~ ~∇ (17)
If we now use the Newtonian energy-momentum-relation
E = ~p2/(2m) for a free particle, then Schro¨dinger’s equa-
tion of the free particle pops out:
i ~
∂
∂t
ψ(t, ~x) = − ~
2
2m
~∇2 ψ(t, ~x) . (18)
7 Since waves are, by their very nature, non-local phenomena it is
not very surprising that the consequences of this kind of classi-
cality are in conflict with naive local realism, i.e. with Newtonian
metaphysics.
Combining this with the classical potential energy (den-
sity) ρ(t, ~x)V (~x) yields Schro¨dinger’s equation of a par-
ticle in some external potential V (x):
i ~
∂
∂t
ψ(t, ~x) =
(
− ~
2
2m
~∇2 + V (~x)
)
ψ(t, ~x) . (19)
Again, the Hamiltonian formalism does not provide
a causal story, but rather consists of formal (mathe-
matical) reasoning. Nonetheless only a single physical
(Hamiltonian) constraint, Eq. 13, is required to arrive
at Schro¨dinger’s equation. All other steps follow (auto-
/mathe-) matically.
In the established nomenclature of quantum physics,
the “operator” on the right of Eq. 19 is called “Hamilto-
nian” and often the word operator is dropped. Since the
nomenclature of QM dominates contemporary physics,
we should probably emphasize that we use “Hamilto-
nian” here in a classical sense: We refer either to Hamil-
tonian functions or, in Sec. IV, to Hamiltonian matrices.
Hamiltonian operators are required to apply quantum me-
chanics (QM), but not for it’s derivation.
A. 2nd Example, Aftermath
The second example contains nothing that can not be
found in standard textbooks on QM. We only changed
the narrative, the presentation of the theory. The major
difference has been implemented by the initial sentence
“Assumed we would, for whatever reasons, reject the no-
tion of a classical point particle and replace it with a
(classical) density distribution [...]”.
That is, the Schro¨dinger equation can be obtained from
the mere hypothesis that a “particle” without volume is
not an acceptable physical model. It is simply a math
fact that any normalizable positive semi-definite density
distribution can be described by the square modulus of
some auxiliary function ψ; by construction the Fourier
transform of ψ exists and can allows to describe a parti-
cle by the superposition of waves, i.e. as a wave packet:
In order to introduce this method of description, experi-
mental findings are not logically required. If such a wave
packet has an inherent “velocity” at all, then this can
be regarded as a consequence of an additional constraint,
namely that the ensemble of partial waves is restricted by
a relation between frequency and wavelength ω(~k), which
allows to define a group velocity. Therefore Schro¨dinger’s
equations just spells out the consequences of what it
means to reject the idea of a point particle in a way that
is consistent with classical physics.
Viewed this way it is not so much the mathematical
form of Schro¨dinger’s equation that surprises. But it bor-
ders to a mystery that an equation with such a simple
and straightforward logic is actually useful to describe
nature.
Some textbooks on QM, for instance Messiah’s [13]
as well as Weinberg’s [14] and Schiff’s [15] refer to the
5group velocity (Eq. 10) and the corresponding Hamilto-
nian expression (Eq. 12). But all omit to directly derive
Schro¨dinger’s equation this way. It is interesting to see
what they do instead. Messiah first introduces both ve-
locities and writes (page 52): “From the condition v = vg
and from relation (I.2) one obtains the de Broglie rela-
tions.” On page 55 he provides another analogy to classi-
cal mechanics based on Fermat’s principle. But then, on
page 61, one reads the following sentence about the possi-
bility to derive Schro¨dinger’s equation: “It is quite clear
that no deductive reasoning can lead us to that equa-
tion. Like all equations of mathematical physics it must
be postulated and its only justification lies in the com-
parison of its predictions with experimental results.” He
continues on the same page with three more conditions
that the desired equation must obey, namely a) linearity
and homogeneity, b) first order in time and c) agreement
with classical mechanics. On the same page, he then
writes: “All these conditions lead us to the Schro¨dinger
equation in a natural way.”
With all due respect8, but these passages send an in-
consistent message: on the one side, we are lead “in a
natural way” to Schro¨dinger’s equation but, on the other
side, it can only be postulated, for reasons that are “quite
clear”. They never became that clear to me.
Also Weinberg gives a “historical introduction” and
mentions both, group velocity and the equivalence with
Hamiltonian mechanics on page 14. But also Wein-
berg does not use these equations to derive Schro¨dinger’s
equation. Though, according to Weinberg (page 21),
“Schro¨dinger showed how the principles of matrix me-
chanics can be derived from those of wave mechanics.”
he favors a different approach and writes (page 23): “The
approach that will be adopted when we come to the gen-
eral principles of quantum mechanics in Chapter 3 will
be neither matrix mechanics nor wave mechanics, but
a more abstract formulation, that Dirac called transfor-
mation theory, from which matrix mechanics and wave
mechanics can both be derived.” Again we are left with
the impression that Schro¨dinger’s equation is somehow
important but also somehow impotent.
Schiff’s book also mentions Eq. 13 (page 17), but
speaks of the “plausibility” that de Broglie’s relations re-
ceive by it and that there is “agreement” found between
the group velocity and classical mechanics due to Eq. 13.
Again there is no hint that one could reverse the argu-
ment and derive Planck’s constant, de Broglie’s famous
relations and Schro¨dinger’s equation altogether merely
from the hypothesis that physical “particles” can’t be
point-like.
Though physicists are usually solicitous to present
their science as a deductive enterprise, the list of authors
8 It is not my main intention to criticize Messiah (or Weinberg)
specifically. Many “modern” textbooks on QM don’t bother to
make quantum theory plausible at all.
that are able but unwilling to derive Schro¨dinger’s equa-
tion is long. Cohen-Tannoudji, Diu and Laloe¨ frankly
admit their lack of interest and write: “It is possible
to introduce it in a very natural way, using the Planck
and de Broglie relations. Nevertheless, we have no inten-
tion of proving this fundamental equation, which is called
Schro¨dinger Equation. We shall simply assume it.” [16].
Then Messiah surprises (page 6) with the assertion
that “the desire to unify the various branches of their
science has always been one of the most fruitful preoccu-
pations of the physicists”, but neither his nor other text-
books provide evidence for this “preoccupation” when it
comes to the question whether one could unify classical
and quantum notions. In the contrary, many textbooks
express the preoccupation that these notions can by no
means be unified9.
One may have doubts that “point particles” have ever
been an uncontroversial ontological element of classical
thought. In the contrary, it seems more likely that clas-
sical thinking would imply that material objects must oc-
cupy some finite volume of space. But if classicality does
not per se require point-particles, little remains to deny
that Schro¨dinger’s equation is as such perfectly classi-
cal: it provides a mathematical description of distributed
matter density moving in space constrained by a classical
Hamiltonian dispersion relation. It provides a continuity
equation and hence obeys a local conservation law. It is
in any reasonable sense of the word a classical theory.
Heisenberg objected against a realistic approach with
the argument, that Eq. 8 could be normalized to any
value and not just to the number of particles [18]. But
this misses the point.
The “classical” perspective described here generates
new features as compared to conventional classical wave
theory since there are now two levels of superposition:
The superposition of the “auxiliary” function ψ and of
the density ρ = ψψ⋆. This implies some “non-classical”
features. The (linear) superposition of densities is given
by
ρ1 + ρ2 = ψ1ψ
⋆
1 + ψ2ψ
⋆
2 , (20)
while the superposition of wave-functions yields
(ψ1 + ψ2) (ψ1 + ψ2)
⋆ = ρ1 + ρ2 + ψ1ψ
⋆
2 + ψ2ψ
⋆
1 (21)
Both equations can only agree if the wave functions don’t
overlap or if the product of the wavefunction is skew-
symmetric with respect to an exchange of the “particle’s”
index. Hence wave functions cannot be superimposed
arbitrarily10 and if we simply scale the normalization of
9 Carroll even suspected that physicists actually might not want
to understand quantum theory [17].
10 This feature, when attributed backwards to the idea of classical
“point particles”, remains a mystery. But it is comprehensible
in the wave picture.
6the wave-function to represent two particles instead of
one we do not properly describe two separable particles.
A new assumption, even if it is based on classical rea-
soning, may have consequences that go beyond the range
of “classical” reasoning. If we prefer the view that all con-
sequences of “classical” thought can only produce clas-
sical results, then Schro¨dinger’s equation is “classical”.
But if we agree that quantum theory begins with Planck’s
constant, then the wave-particle duality of Eq. 13 is the
logical origin of quantum theory and everything that fol-
lows from it is “quantum”, no matter how we interpret
its content. Maybe the distinction between “classical”
and “quantum” is rather a matter of convention than a
matter of mathematical logic.
The main theme of this article is to show the amazing
power of Hamiltonian notions in physics. We think that
Schro¨dinger’s equation not only provides an excellent ex-
ample of a possible fruitful use of Hamiltonian methods,
but is also an appropriate introduction for the next ex-
ample.
IV. THIRD EXAMPLE: DIRAC’S EQUATION
Dispersion relations are well known in mathematics
and physics [8–11, 20–22]. They usually emerge in os-
cillatory systems and it is (at this point) to some degree
disturbing that the “dispersion relation” of the second ex-
ample was taken from the Newtonian energy-momentum
relation, which is in no obvious way related to oscil-
lations or waves. Instead of using Newton’s EMR, we
might as well have argued that the frequency must, for
reasons of isotropy, be an even function of the wave-
vector and therefore must have a Taylor series expansion
ω(~k) = c0 + c2 ~k
2/2 + . . . . This is a strong argument
to establish Newton’s dispersion relation but it provides
only a formal explanation and does not guide towards
Dirac’s equation.
So how can we obtain the relativistic dispersion re-
lation (RDR)? Do we have to presume the space-time
geometry of Minkowski in order to arrive at the RDR?
Do we have to speak about “inertial frames” and “clock
synchronizations” in the first place11? Or do we need
to refer to the principle of the constancy of the speed of
light? Actually, no. We shall show how a dispersion re-
lation that is derived from purely Hamiltonian notions,
directly results in Dirac’s equation and special relativ-
ity. This requires to use some bits of linear algebra, but
though many math facts also hold in more general cases,
we have to apply them to nothing more demanding than
11 Even Einstein himself was not satisfied with the notion of the
inertial frame. In a letter to Jaffe he wrote in 1954: “I see the
most essential thing in the overcoming of the inertial system, a
thing which acts upon all processes, but undergoes no reaction.
The concept is in principle no better than that of the centre of
the universe in Aristotelian physics” [23].
real 4 × 4-matrices. The sequence of arguments that al-
lows to derive the Dirac algebra and the relativistic dis-
persion relation from pure Hamiltonian arguments is long
but rigorous.
As a student I was deeply impressed by Dirac’s inge-
nious idea to implement the RDR by matrices, and I still
am. But I also recall that I felt that something is miss-
ing. The introduction of spinors remains, in the usual
presentation, an ad-hoc idea based on a space-time the-
ory derived from experimental findings. It is ingenious
and successful but logically unmotivated. Yes, this is how
physics often proceeds, but it is not the only possible way
to present it’s content. Then I stumbled upon Hestenes
and his space-time algebra provided evidence for the con-
nection between Dirac’s theory and the geometric content
of Clifford algebras [24]. But still I felt that some bit is
missing, one last step to that would de-mystify the whole
thing and uncover the (presumably simpler) logic behind
it.
Some years ago I worked on a method to compute the
properties of high-intensity beams that are matched to
the optics of isochronous cyclotrons. This specific type
of coupling that appears in high intensity cyclotrons is
somewhat exotic in accelerator physics12 and the attempt
to use the standard methods of decoupling caused (nu-
merical) problems, especially in cases of where the driv-
ing matrix is almost singular. In order to develop a gen-
eral symplectic decoupling algorithm, I surveyed all pos-
sible linear Hamiltonian driving terms on the basis of the
real Dirac algebra13. Based on this survey it was possible
to elaborate a general and stable symplectic decoupling
algorithm [26–28] and the method was successfully ap-
plied [29, 30].
What I found and what I shall try to sketch in the
following, is this: A systematical analysis of the Hamil-
tonian symmetries that determine the general structure
of the linear coupling between two classical degrees of
freedom, almost unavoidably results in a flabbergasting
one-to-one correspondence of the quantities constructed
by classical Hamiltonian arguments with those of rela-
tivistic (quantum-) electrodynamics. But it is not as far-
fetched as one might think to relate classical Hamiltonian
couplings to wave mechanics. The difference between an
ensemble of non-interacting oscillators and a linear chain
– and hence wave motion – lies in the coupling between
the oscillators: Waves are, in a very general sense, the
result of coupled oscillations [11]. Hence it is reasonable
to expect that the general algebraic structure of Hamil-
tonian coupling determines the general characteristics of
abstract Hamiltonian wave motion, the motion that gen-
erates the dispersion relation.
12 There is only one single cyclotron today that is known to oper-
ate in a mode that takes advantage of this type of space charge
induced coupling. This is the Injector II cyclotron at the Paul
Scherrer Institute in Switzerland [25].
13 This of course requires the awareness that such a systems of
matrices exists.
7Dirac, in his later years, described the four compo-
nents of his wave function like this: “These new degrees
of freedom are to be associated here with certain dy-
namical variables (q1, p1) and (q2, p2) to be thought of
as corresponding to two independent linear harmonic os-
cillators” [32]. Since we have no specific description of
the oscillating system in terms of masses and spring con-
stants, we have to start with a “contentless deductive
theory” [31] that allows for any kind of coupling that is
compatible with Hamiltonian theory.
Let ψ = (q1, p1, q2, p2)
T represent two classical canon-
ical pairs (two degrees of freedom), then the quadratic
terms of a general Hamiltonian function are given by
H = 1
2
ψT Aψ (22)
where A is a positive definite real symmetric 4 × 4 ma-
trix. We restrict us to symmetric matrices since skew-
symmetric components do not contribute to the Hamil-
tonian function. The Hamiltonian is constant in time
if
dH
dτ
= H˙ = (∇ψH) · ψ˙ = (ψT A) · ψ˙ = 0 , (23)
which has the general solution
ψ˙ = γ0∇ψH = γ0 Aψ = Fψ . (24)
where γ0 is a skew-symmetric matrix, the so-called sym-
plectic unit matrix (SUM):
γ0 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 (25)
The SUM γ0 implements Hamilton’s equations of motion
in algebraic form, which becomes obvious if one writes
the left part of Eq. 24 explicitely in components:


q˙1
p˙1
q˙2
p˙2

 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0




∂H
∂q1
∂H
∂p1
∂H
∂q2
∂H
∂p2

 (26)
Remarkaby, the skew-symmetry of γ0 alone suffices to
qualify Eq. 24 as a solution for Eq. 23.
Matrices of the form F = γ0 A are called Hamiltonian
and they are the basis of linear Hamiltonian theory. More
generally, a matrix F is said to be Hamiltonian, iff it
obeys
γ0 F γ0 = F
T . (27)
It is not immediately obvious from Eq. 27, but in com-
bination with γ20 = −1 and γ0 = −γT0 , Eq. 27 combines
matrix transposition with commutation relations. Two
matricesA and B are said to commute, if AB−BA = 0
and to anti-commute, if AB+BA = 0. Eq. 27 allows to
construct two matrices Fa,c such that Fa anti-commutes
with γ0 while Fc commutes with γ0:
Fa = F+ γ0 F γ0
Fc = F− γ0 F γ0 (28)
The original matrix is F = (Fa+Fc)/2. Inserting Eq. 27
into Eq. 28 results in
Fa = F+ F
T
Fc = F− FT (29)
such that Fa is symmetric and Fc is skew-symmetric.
Hence Hamiltonian matrices that commute with the
SUM γ0, are skew-symmetric and those that anti-
commute with γ0, are symmetric.
The general solution of Eq. 24 for constant F is given
by the matrix exponent M(τ)
ψ(τ) = exp (F τ)ψ(0) = M(τ)ψ(0) . (30)
It is a math fact that M is a symplectic matrix, iff F
is Hamiltonian. The evolution in time, generated by
some Hamiltonian matrix F, is a sympletic (canonical)
transformation. One can show that symplectic matrices
obey [33]:
M γ0 M
T = γ0 . (31)
Symplectic matrices form a group which means that any
product of symplectic matrices is again a symplectic ma-
trix.
In Hamiltonian theory observables are generators of
canonical transformations. So what are the observables
and how do they correspond to generators? In Sec. II
we started with the description of a density in space, a
volume smoothly filled with “matter”. By the use of the
Fourier transform , we switched to an ensemble of waves,
the “wave-packet”. By introducing the wave-particle-
duality (Eq. 13) however, we introced a new Hamiltonian
and by doing so we (implicitely) introduced an ensemble
of oscillators in some Hamiltonian phase space by Eq. 10.
We did not make that very explicite in Sec. III, but here
we explicitely consider (non-interacting) ensembles of so-
lutions of Eq. 24.
Classical ensembles of non-interacting (or weakly in-
teracting) systems are subject of classical statistical me-
chanics, similar to ensembles of particles in accelerator
bunches and can be described by a phase space density
ρ(ψ). But in contrast to ensembles from classical me-
chanics, where the density is a density of a huge but
countable number of “mass points”, the density we pre-
sume here is a smooth and continuous distribution in
phase space. Distributions can of course be described by
various mathematical methods. A description based on
the moments 〈qµi pνj 〉 of the distribution, is one possibility.
8In accelerator physics one uses the auto-correlation ma-
trix, the matrix Σ of second moments of the phase space
distribution. The autocorrelation matrix allows to con-
struct the desired correspondence between observables
and generators: There are ten independent parameters
in the matrix A (and hence in the Hamiltonian matrix
F) and also ten parameters in the (symmetric) matrix
Σ. Let Σ = 〈ψ ψT 〉 be the matrix of second moments of
solutions of Eq. 24, then it follows that
Σ˙ = 〈ψ˙ ψT 〉+ 〈ψ ψ˙T 〉
= F 〈ψ ψT 〉+ 〈ψ ψT 〉FT
= FΣ+ ΣFT
(32)
Eq. 32 is well-known in accelerator physics and used to
describe the development of the second moments of a dis-
tribution of particles within a frame co-moving with the
bunch. The second moments allow to define the RMS-
“size” of the beam by the diagonal elements Σ11 = 〈x2〉14.
Accelerator physics is often satisfied with Eq. 32, but
Wolski suggested one more step which enables to arrive at
a much more transparent framework15. This step consists
in by a multiplication of both sides of Eq. 32 with γT0 from
the right and in the definition of the Hamiltonian matrix
S = Σ γT0 . Then one obtains the following equation of
motion for second moments:
S˙ = FS− SF (33)
This is equivalent to Heisenberg’s equation of motion for
operators. If you have doubts that it is indeed Heisen-
berg’s equation, then likely because the quantum “look
and feel” requires the use of the unit imaginary and ~.
In Sec. III we have shown that ~ has the same status
as c and, by using appropriate units, we can always set
~ = 1, just as we do it with c = 1. So what about the unit
imaginary? Well, if we restrict ourselves to non-singular
systems for now, then the eigenvalues of F, representing
stable oscillators, are purely imaginary [33]. Furthermore
they have the unit of a frequency. Hence, if we want an
“operator” (i.e. a matrix) H with real energy eigenval-
ues, we simply multiply with the unit imaginary (and
with ~):
H = ∓i ~F (34)
and obtain:
S˙ = ±i/~ (HS− SH) (35)
This shows that much of the difference between equa-
tions appearing in QM and those of classical Hamiltonian
14 Of course, in accelerator physics, the involved matrices are in
general of size 6 × 6. As mentioned before, median plane sym-
metry often reduces the size of the problem effectively to 4× 4.
15 Actually I don’t know if Wolski was the first to make this step,
but I stumbled upon it reading his paper [34].
mechanics is merely due to the specific notation used in
quantum theory. But the real behavior of oscillators does
not depend on our notational conventions and no system
of equation becomes “quantum” just because we use the
unit imaginary explicitely instead of implicitely.
Eq. 33 implies that we have a distribution with stable
second moments S˙ = 0, if S and F commute, and it is
a math fact in linear algebra that commuting matrices
share a system of eigenvectors. S provides the simplest
possible (though maybe incomplete) description of phase
space ensembles16. Applying Eq. 30, the autocorrelation
matrix S(τ) of the phase space ensemble as a function of
time is given by
Σ(τ) = 〈ψ(τ)ψ(τ)T 〉
= M(τ)〈ψ(0)ψ(0)T 〉MT (τ)
= M(τ)Σ(0)MT (τ)
(36)
This equation, at first sight, seems to suggest that the
evolution in time is an orthogonal transformation. But
this is, in the general case, wrong: M is not orthogonal,
but symplectic (Eq. 31). Again we proceed and multiply
by γT0 from the right and obtain
S(τ) = M(τ)S(0)M−1(τ) , (37)
where we used Eq. 31 in the last step: The symplectic
evolution in time is a similarity transformation, but not
necessarily an orthogonal one.
Hence the eigenvalues of S are constants of motion17.
The distribution has constant second moments, if S and
M commute. In accelerator physics, the matrix M is
the so-called “transport matrix”. It is a product of the
transport matrices of all involved beam guiding elements
(bending magnets, quadrupole magnets, buncher etc., see
Ref. [26]) and it is determined by the properties of the
beamline elements, i.e. the “outside world”. A beam
described by S(τ) is called “matched” to a given beam-
line described by M, if S and M commute18. However,
if bunches have a non-negligible self-interaction due to
space charge, the matrix F and hence M also depends
on the size of the beam: then F itself depends on (ele-
ments of) S [25].
There is a theorem in classical statistical mechanics
about ensembles in phase space, which states that the
phase space density of thermal equilibrium is a function
of the Energy, i.e. the Hamiltonian, or more generally, a
function of the constants of motion, hence in our case, of
the eigenvalues [35]. If Λ is the matrix of eigenvalues ofM
16 If an ensemble is Gaussian, the matrix of second moments S
provides a complete description.
17 They are the “emittances”, multiplied by the unit imaginary in
accelerator physics [34].
18 This description is reasonably accurate as long as both, non-
linear terms and self-interaction by space charge or intra-beam-
scattering can be neglected.
9and λ the matrix of eigenvalues of S, then, applied to the
case at hand, this means that, in equilibrium, S = f(M)
can be reduced to λ = f(Λ). This is the case iff S and M
have a common system of eigenvectors. Hence thermal
equilibrium corresponds to a matched distribution and
we can leave the question what exactly determines the
form of F open: both, external fields but also the prop-
erties of the considered system itself might be responsible
for the precise form of F.
It is a known, though maybe not well-known, math
fact that real 4×4-matrices can be parameterized by the
use of a Clifford algebra. Hestenes elaborated in detail
how the Dirac Clifford algebra generates geometrical sig-
nificance [24]. Insofar our approach is, yet again, close
to known presentations. But here we use an approach
slightly different from that of Hestenes. We shall derive
the Dirac algebra from Hamiltonian notions based on the
SUM γ0 as an essential structure generating element
19.
In fact any real squared matrix of size 2n × 2n can be
written as a sum
M =
15∑
k=0
mk γk , (38)
where γk are the unit elements of the Clifford algebra
and the index k runs over all unit elements (vectors, bi-
vectors, etc.). But why should it be sensible to apply
such a change of variables from profane matrix elements
mij to something fancy like the coefficients of a Clifford
algebra? Is this necessary or just ornamental like ~ and
the unit imaginary in QM? Can we make the case from
the perspective of Hamiltonian mechanics?
The representation by Clifford algebras charges num-
bers (mk) with structural significance. The simplest case
of one degree of freedom requires only 2× 2 matrices:
M =
(
m11 m12
m21 m22
)
. (39)
But since a Hamiltonian matrix F = γ0 A is a prod-
uct of a skew-symmetric and a symmetric matrix, it
has a vanishing trace. That is, Hamiltonian matrices
have the boundary condition of a vanishing trace, here
m11 + m22 = 0. Therefore we define new variables
c = m11 −m22 and d = m11 +m22 and obtain
M =
(
(c+ d)/2 m12
m21 (d− c)/2
)
, (40)
so that the parameter d is directly proportional to the
trace. But as we have shown, also the distinction of sym-
metric and skew-symmetric elements is of fundamental
importance in linear Hamiltonian theory, so that eventu-
ally we write
M =
(
(c+ d)/2 (a+ b)/2
(b− a)/2 (d− c)/2
)
, (41)
19 A very brief intro to Clifford algebras is given in App. A.
and out pops the representation of a Clifford algebra,
namely of the real Pauli algebra Cl(1, 1) or Cl(2, 0), re-
spectively20:
M = a η0 + b η1 + c η2 + d1 . (42)
A symmetric matrix corresponds to a = 0 and d = 0
implies a matrix with vanishing trace: We thus con-
structed a scheme in which numbers (quantities) have
structural significance: Quantity and structure are now
“entangled”, but in a systematic way, so that all coeffi-
cients a, b, c, d quantify specific symmetries of the Clifford
algebra.
It is not directly evident from Eq. 42 that the derived
set of four matrices ηk is indeed the representation (rep)
of a Clifford algebra (CA), but it becomes evident if we
look at the anti-commutators:
ηi ηj + ηj ηi = ± 2 δij (43)
Hence all Pauli-matrices square to ± 1 and all of them
either commute of anti-commmute with all others. Then
they are a rep of some CA.
The Hamiltonian symmetries introduced for 2 × 2-
matrices are preserved (and more emerge), if matrices of
more complex systems with more degrees of freedom can
be constructed from the real Pauli algebra by Kronecker
multiplication. For two degrees of freedom, we have to
consider all Kronecker products of the (real) Pauli matri-
ces (Eq. 42) and out pops the real Dirac algebra. More
generally it seems that any Clifford algebra that fully
conforms with Hamiltonian notions, has a representation
that can be obtained from Kronecker products of the real
Pauli algebra.
Since Clifford algebras meet the symmetries of Hamil-
tonian mechanics, the distinction between Hamiltonian
and skew-Hamiltonian elements splits the 16 coefficients
mk into two sets of matrices, 10 of which are Hamilto-
nian and 6 being skew-Hamiltonian. A Hamiltonian 4×4
matrix can then be written as
F =
9∑
k=0
fk γk . (44)
We have shown that the use of Clifford algebras in Hamil-
tonian theory can be motivated purely by Hamiltonian
symmetries, but one can only make use of the Clifford
algebraic approach, if the matrix A is of size 2n × 2n,
for instance in our case of the coupling of two degrees of
freedom. The Fourier transformation used in Sec. III is a
(unitary) transformation to new variables, and the use of
the real Dirac algebra is but another transformation to
new variables. It is a general phenomenon that most work
to solve a (solvable) physical problem is done when we
20 The usual complex Pauli matrices are a reduction derived from
the Dirac algebra and are therefore complex.
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have found the transformation to appropriate variables.
Though the use of a Clifford algebra results from the
analysis of dynamical symmetries of pure classical phase
space, it nonetheless is a new element that was unknown
in classical pre-quantum physics. The reason is that this
is a method of maximal generality. Before the advent
of quantum mechanics, “classical” mechanics was mostly
used to describe specific systems with specific forms of
F. And though ensembles in phase space were subject
of statistical mechanics, it was mostly understood as the
phase space of ensembles of point-particles in space and
time.
As we shall briefly sketch in the following, the Dirac
algebra has the additional and unexpected feature to au-
tomatically provide us with a unique interpretation in
the sense, that the commutation properties of the alge-
bra alone suffice to determine the transformation prop-
erties of all Hamiltonian coefficients. This automatically
and inevitably generates an interpretation by the known
physical quantities that are relevant for the description
of a particle in an external electromagnetic field21.
The analysis of the elements of the Clifford algebra
that is represented by real 4 × 4 matrices naturally be-
gan with the distinction between Hamiltonian and skew-
Hamiltonian matrix elements. It follows from Eq. 27 that
γ0 itself is Hamiltonian. It is therefore the first of 10
Hamiltonian matrix elements. If we fix γ0 as the first
basis element of the Clifford algebra, then any other ba-
sic element γa must anti-commute with γ0. This follows
from the definition of Clifford algebras. If we now de-
mand that all basis elements γa must be Hamiltonian,
then all other basis elements, except γ0, must be sym-
metric (see Eq. 29) and therefore square to +1. If a real
Clifford algebra (CA) has a purely Hamiltonian basis, we
call it a Hamiltonian Clifford algebra (HCA).
Hence any Hamiltonian Clifford algebra of dimension
N = p + q in which the SUM γ0 is a generating ele-
ment has dimension Cl(N − 1, 1) and produces a met-
ric of Minkowski type. Real 4 × 4 matrices may repre-
sent either Cl(2, 2) or Cl(3, 1), each having 4 basis ele-
ments, but only Cl(3, 1) is Hamiltonian and provides the
possibility to define a Clifford basis γµ using exclusively
Hamiltonian elements22.
Dirac introduced 4 × 4 matrices in order to reproduce
the already known relativistic dispersion relation (RDR)
E2 − ~p2 = const = m2 (using c = 1). In the conven-
tional, historically oriented narrative, Lorentz covariance
is a more or less surprizing property of Maxwell’s equa-
tions, which have been discovered experimentally and
combined piece by piece by ingenious scientists like Fara-
day, Maxwell, Heaviside and others. Then it was Ein-
stein’s principle of the constancy of the speed of light,
21 A detailed demonstration of the inevitability exceeds the scope
of this paper, but has been given in Ref. [1, 2].
22 This is required in order to have a “dimension” that is able to
act as a Hamiltonian generator. See below.
that established Lorentz transformations as something
fundamental23. From the Lorentz transformations one
obtains the RDR that was used by Dirac. All of this is
more or less correct, but it is as Levy-Leblond remarked:
“The chronological building of order of a physical theory,
however, rarely coincides with its logical structure” [37].
Nothing in the usual presentation of the matter sug-
gests, that the RDR can be obtained from classical
Hamiltonian notions alone. But it is a math fact, that the
Clifford algebraic structure Cl(3, 1) can be obtained ex-
clusively from the symmetry of classical phase space [1, 2]
and this suffices to obtain the Lorentz transformations.
This means that the core concepts of the physics of the
20th century, namely Lorentz covariance and wave me-
chanics, are thus far little more than applied Hamiltonian
mechanics.
It always bothered me (and it still does) that the usual
textbook presentations of special relativity discuss coor-
dinate transformations as something physical without re-
curring to the physical quantities that are generators of
these transformations24. It is part of Hamiltonian meth-
ods to regard physically possible variable transformations
as generated by physical quantities (“observables”). The
saying that the Hamiltonian function itself is “the gen-
erator of translation in time”, expresses the content of
Eq. 30. As we shall demonstrate in Sec. V and Sec. VI,
the generators of both, rotations and boosts, are physi-
cal observables, namely the magnetic and electric fields,
respectively. Even Maxwell’s equations can be obtained
from Hamiltonian considerations [1], as explained in the
last example in Sec. VI. All of this can be obtained from
an analysis of the symmetries of 4 × 4 Hamiltonian ma-
trices.
We introduced the notion of the Hamiltonian Clifford
basis, from which all other elements of a Clifford algebra
can be obtained, then we have a four-parameter matrix
F with the form25:
F = ω γ0 + k1 γ1 + k2 γ2 + k3 γ3 , (45)
where γ20 = −1 and γ2k = 1 with k = [1, 2, 3] are mutu-
ally anti-commuting Hamiltonian matrices. Using only
these basic elements from which the Clifford algebra is
generated, the equation of motion (Eq. 24) has the form
ψ˙ = (ω γ0 + k1 γ1 + k2 γ2 + k3 γ3)ψ (46)
23 “The real importance of Einstein’s work was that he intro-
duced Lorentz transformations as something fundamental in
physics” [36].
24 Brent Mundy made a related remark [38]: “There are several
respects in which the standard formulation may be considered as
inadequate or misleading, from a philosophical viewpoint. In the
first place, it leaves some uncertainty as to what the theory is
a theory of. Taking the standard presentation literally, it seems
to be a theory of coordinate systems and their properties and
relations. This is somewhat disturbing, since a coordinate system
is, after all, an arbitrary and artificial human construct, part of
our conceptual apparatus for the description of nature, rather
than a proper part of the subject matter of physics itself.”
25 The explicite form is given in Eq. B1.
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so that we obtain a “2-dimensional” stable oscillator
ψ¨ = (ω γ0 + k1 γ1 + k2 γ2 + k3 γ3)
2 ψ = −ω20 ψ (47)
with the invariant eigenfrequency ω20 = ω
2− k11− k22− k23
for ω20 > 0. This enables to derive a purely Hamiltonian
dispersion relation and as a matter of fact it is the correct
relativistic dispersion relation (RDR). The only remain-
ing step is to show that the time variable τ in the time
derivative ψ˙ = d
dτ
ψ is indeed the proper time. Then,
with the de Broglie relations derived above, one obtains
~ ψ˙ = Fψ = (E γ0 + p1 γ1 + p2 γ2 + p3 γ3)ψ (48)
so that the mass m =
√
E2 − ~p2 is both, an invariant
eigenvalue of F, but also a constant of motion. It is a
constant of the motion of ψ, which we can not directly
observe (we come back to this in Sec. VIII). To describe
the motion of the unobservable quantities ψ is of lim-
ited physical value. It is therefore required to change
the dynamical variables and to switch to a new Hamil-
tonian that depends on the observables E and ~p, i.e. on
the second moments S. This step converts the status of
the mass, the value of the first Hamiltonian, into a mere
invariant parameter26.
As we shall show below (Eq. 59), skew-symmetric
Hamiltonian generators yield rotations and symmetric
ones generate boosts. Since (as shown above) all skew-
symmetric Hamiltonian generators27 commute with γ0,
they can’t change the value of E (see Eq. 61). Hence
E is the only rotationally invariant vector component
known so far, and it is therefore nearby to use it as
next Hamiltonian function. The canonical conjugate of
the energy E is a new time coordinate t. The relation
between old (τ) and new time variable t follows from
H = mc2 =
√
E2 − ~p2 c2:
dt
dτ
= t˙ =
∂H
∂E
=
E
H =
E
mc2
(49)
We now use the “quantization rules” (Eq. 17) to replace
the total derivative on the left side of Eq. 48 by the cor-
responding partial derivatives on the right to obtain the
Dirac equation in the usual notation
−im c2 ψ = i ~ (∂t γ0 − ∂1 γ1 − ∂2 γ2 − ∂3 γ3)ψ
mc2 ψ = i ~ (∂t Γ0 − ∂1 Γ1 − ∂2 Γ2 − ∂3 Γ3)ψ (50)
where Γµ = i γu are the conventional complex Dirac ma-
trices corresponding to the conventional metric tensor
26 This kind of flexibility to chose Hamiltonians is well established
in the kind of classical mechanics developed for accelerators [5].
27 It will be shown below that skew-symmetric matrices generate
rotations while symmetric matrices generate boosts.
gµν = Diag(1,−1,−1,−1). Hence the unit imaginary is,
within our approach, an artifact of the preference for the
metric gµν = Diag(1,−1,−1,−1) instead of the use of a
metric gµν = Diag(−1, 1, 1, 1): To use of the unit imagi-
nary in the Dirac equation is an excercise in redundancy.
It is mostly agreed that the sign of the metric has no
physical significance28. However, the conventional metric
leads to a notation that suggests that the unit imaginary
is a meaningful and necessary ingredient in Dirac’s the-
ory, something that generates “quantumness”. But as
we demonstrated, Dirac’s theory allows for, but neither
suggests nor requires the explicite use of the unit imagi-
nary29.
Coming back to the “particle picture”, i.e. the RDR,
the new dispersion relation H(~p), in the new time coor-
dinate t, reads
H =
√
m2 c4 + ~p2 c2 , (51)
which results in the Hamiltonian velocity of a free particle
(Eq. 12):
~v = ~∇pH(~p) = ~p c
2√
m2 c4 + ~p2 c2
=
~p c2
E . (52)
where the velocity is, using the new Hamiltonian, the
temporal derivative with respect to the coordinate time
t (and not τ):
~v =
d~x
dt
. (53)
If we scale to the constant c, then this reads as
~β =
~v
c
=
~p c
E . (54)
Solving for E and ~p, one readily obtains
E = mc2 γ
~p = mcγ ~β (55)
using the usual definition of γ = 1√
1−~β2
. Combining
Eq. 49 and Eq. 55, we obtain “time dilation” dt = γ dτ
as a result of a canonical transformation. In a preceeding
paper we elaborated in detail that the Lorentz transfor-
mations are canonical symplectic similarity transforma-
tions and have their simplest conceptual representation
in the 4 × 4 real Dirac algebra [43]. In the next section
we will sketch the general setting.
28 Most textbooks use the metric gµν = Diag(1,−1,−1,−1).
Weinberg’s books on quantum field theory however uses gµν =
Diag(−1, 1, 1, 1) [39].
29 Since Schro¨dinger’s original equation does not use spinors, the
wave function must be complex in order to provide a canonical
pair [2, 40, 41].
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As well-known, one arrives at the Newtonian expres-
sion in the usual approximation, taking only the first
terms of the Taylor serie of E(~p):
E = mc2 + ~p
2
2m
+ . . . (56)
which yields, due to v = ~∇p(E) Newton’s ~p = m~v. Fur-
thermore the theory defines, what may and what may
not be constant. If S and F commute, then both E and ~p
and hence the velocity ~v is constant. This, in some sense,
(re-) establishes Newton’s first axiom.
V. FOURTH EXAMPLE: LORENTZ
TRANSFORMATIONS
It is well known and understood from the theory of
Lie algebras that Hamiltonian elements are generators of
canonical transformations. Usually, when we employ a
Hamiltonian description of a system of classical oscilla-
tors, our (macroscopic) description of the involved masses
and spring constants determines the exact form of the
matrix F, i.e. which of the 10 possible parameters of
F vanish, which do not, and to what physical quantity
they are related. But since we aim for the most general
description, we have no reason to assume that certain el-
ements of F have some specific value. Since there are 10
free parameters in F in total, six parameters are left to
be discussed.
These 6 parameters can be devided into two groups,
firstly a set of three symmetric matrices
γ4 = γ0 γ1
γ5 = γ0 γ2
γ6 = γ0 γ3
(57)
and secondly a set of three skew-symmetric matrices:
γ7 = γ14 γ0 γ1 = γ2 γ3
γ8 = γ14 γ0 γ2 = γ3 γ1
γ9 = γ14 γ0 γ3 = γ1 γ2 .
(58)
It is a math fact that bi-vectors, products of two Hamil-
tonian basis elements γν , are also Hamiltonian, while 3-
vectors and 4-vectors are skew-Hamiltonian [1, 2, 26, 27].
Therefore the 6 missing Hamiltonian parameters come in
two sets of 3 bi-vector elements each. Note that this
grouping into 3-vectors results from Hamiltonian sym-
metries.
If we consider the general properties of transformations
using Eq. 30 with single Hamiltonian Clifford elements γa
for which γ2a = ±1:
Ma(τ) = 1 cos (τ) + γa sin (τ) if γ
2
a = −1
= 1 cosh (τ) + γa sinh (τ) if γ
2
a = 1
(59)
Note that M−1(τ) = M(−τ) holds for all transforma-
tions of Eq. 59. Whether such a transformation leaves
some element constant or not, depends exclusively on
the commutation properties of the algebra. Since the
transformation matrices for pure transformations Eq. 59
contain only 1 and γa, they commute with some γb ex-
actly, if γa and γb commute. Then the coefficient of γb
remains unchanged by the similarity transformation
γ˜b = Ma γbM
−1
a
γ˜b = γb .
(60)
If γa and γb anti-commute (γa γb = −γb γa), however, we
obtain (rotations, γ2a = −1):
γ˜b = Ma(τ/2) γbM
−1
a (τ/2)
= (1 cos (τ/2) + γa sin (τ/2)) γb
× (1 cos (τ/2)− γa sin (τ/2))
= (cos2 (τ/2)− sin2 (τ/2)) γb
− 2 sin (τ/2) cos (τ/2) γb γa
= cos (τ) γb − sin (τ) γb γa
(61)
and boosts, correspondingly, for γ2a = 1 [43]:
γ˜b = cosh (τ) γb − sinh (τ) γb γa (62)
Hence any symplectic similarity transformation with
pure Clifford elements results in a rotation in phase space
for skew-symmetric matrices γ2a = −1 and in a boost for
symmetric matrices γ2a = 1. Other, polynomial solutions
are also possible, but they do not represent non-singular
systems and we do not adress them here [44].
Many textbooks on QED do not elaborate the Lorentz
transformation of Dirac spinors in detail30. We therefore
refer to a preceeding paper in which we explicitely elab-
orated the Lorentz transformations on the basis of these
Hamiltonian notions [43]. It is both, a result of these in-
vestigations, but also well-known in Dirac’s theory that
the components of the symmetric bi-vector are genera-
tors of boosts and transform like the electric field, i.e.
like a so-called “radial” bi-vector Ex γ4 + Ey γ5 + Ez γ6.
The components of the skew-symmetic “axial” bi-vector
are generators of rotations and transform like the com-
ponents of the magnetic field vector ~B = Bx γ7+By γ8+
Bz γ9.
Hence there is another matrix F, which consists of elec-
tromagnetic bi-vector components31:
F = Ex γ4+Ey γ5+Ez γ6+Bx γ7+By γ8+Bz γ9 . (63)
30 The best presentation known to the author, albeit in German,
can be found in Schmu¨ser’s book [42].
31 The explicite form is given in Eq. B2.
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The eigenfrequencies of this matrix are the known rela-
tivistic invariants
ω = ±
√
~B2 − ~E2 ± 2
√
−( ~E · ~B)2 . (64)
Of course, this equation makes only sense, if we can ex-
press fields in units of frequencies. But the required phys-
ical scaling constants do exist and effectively this means
little more than to use Schwinger’s limiting fields [45].
The representation of structure by numbers as imple-
mented by the use of the Dirac algebra automatically
delivers the most compact form of the Lorentz trans-
formations [43], but also the invariants of electromag-
netic fields, even before we derived or even considered
Maxwell’s equations at all.
Then it should not be surprising that also the Lorentz
force and Maxwell’s equations pop out [1]. In order to
better distinguish vector components (Eq. 45) from the
bi-vectors components (Eq. 63) and the total Hamilto-
nian matrix, we use a bold P for the 4-momentum:
P = E γ0 + px γ1 + py γ2 + pz γ3 (65)
and q
m
F for the bi-vectors (Eq. 63). The factor q
m
enters
to obtain the equations in the usual system of units (see
also Ref. [45]). Then Eq. 33 can be written as follows:
P˙ =
q
m
(FP−PF) . (66)
Written explicitely in vector components we have [1, 2,
26]:
dE
dτ
=
q
m
~p · ~E
d~p
dτ
=
q
m
(
E ~E + ~p× ~B
) (67)
Using the lab frame time dt = γ dτ these equations
are identical to the usual Lorentz force equations (for
c = 1). Hence also the Lorentz force can be obtained
purely on Hamiltonian grounds, even without knowledge
of Maxwell’s equations.
VI. LAST EXAMPLE: MAXWELL’S
EQUATIONS
Eq. 33 has another important implication: The change
of a Hamiltonian of the left is side is connected to a prod-
uct, namely the skew-symmetric product, of two Hamil-
tonian matrices on the right side. This is important,
because it connects the time evolution of k-vectors with
k ± j-vectors by a multiplication.
We call a Hamiltonian Clifford algebra irreducible, if
the maximal number of variables in the matrix repre-
sentation 2n × 2n = 4n2 correponds to the number of
elements of the Clifford algebra, which is 2N . Equat-
ing these numbers 4n2 = 2N provides evidence that all
irreducible Hamiltonian Clifford algebras have an even
dimension N . In p+ q = N is even, then it is impossible
to obtain all elements from bi-vectors only. No multipli-
cation of any number of even elements may produce odd
elements (vectors, 3-vectors). If in Eq. 33, both F and
S, are even and Hamiltonian, i.e. bi-vectors, then the
left side is either a scalar or a pseudoscalar or another
bi-vector. It can not be a vector.
Interpreting Eq. 33 physically, we can construct bi-
vectors from the interaction of vector quantities but not
vice-versa. Hence we may regard vectors as represen-
tations of particles and bi-vectors as representations of
fields, generated by particles. Bi-vectors are the gener-
ators of rotations and boosts of vectors, but they can
not directly be used to establish vectors by any kind of
Lorentz covariant multiplication as in Eq. 33.
It is part of Hamiltonian theory to distinguish mechan-
ical and canonical momentum. The (possible) difference
appeared before in Eq. 14: The relation between velocity
and momentum allows for additional components ~A; cor-
respondingly the energy may contain an additional term
φ. When established by Eq. 14, then we have to consider
an additional vector type quantity φ, ~A that depends on
coordinates only. It follows that we must in general re-
gard those quantities that do not depend on the momen-
tum, i.e. the bi-vector coefficients, as dependent on the
corresponding canonical coordinates:
~E = ~E(~x, t)
~B = ~B(~x, t)
(68)
and we should expect that these components can be ob-
tained from vector type quantities φ and ~A.
Again, as in the first two examples, the Hamiltonian
method allows to derive equations of motion for new vari-
ables, this time for the Maxwellian bi-vector fields. First
we need a derivative operator that is compatible with
the Hamiltonian-Clifford framework elaborated so far: It
must allow for the described symplectic similarity trans-
formation. The derivative operator is, of course, a vector
type quantity:
∂ ≡ −∂t γ0 + ∂x γ1 + ∂y γ2 + ∂z γ3 . (69)
As established by Eq. 33, Hamiltonian motion is con-
nected to symmetric products (anti-commutators) and
skew-symmetric products. Then matrix multiplication
from the right combined with a derivative ∂ requires to
indicate the direction in which the differentiation acts.
We indicate the direction by arrows in what follows. The
commutative derivative is
∂ ∧A ≡ 1
2
(
→
∂A−A
←
∂
)
(70)
and the anti-commutative
∂ ·A ≡ 1
2
(
→
∂A+A
←
∂
)
(71)
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Four different derivatives are possible with following re-
sults:
∂ ∧ vector ⇒ bi-vector
∂ ∧ bi-vector ⇒ vector
∂ · vector ⇒ scalar = 0
∂ · bi-vector ⇒ axial vector = 0
(72)
There is only one unique way to express bi-vector fields
from such a derivative – it is the commutative deriva-
tive of a four vector, according to the first of Eq. 72.
This demonstrates the rigidity of Hamiltonian notions.
We may now write this equation, using the vector type
“potential” A = γ0 φ+ ~γ ~A
F = ∂ ∧ A , (73)
or explicitely in components:
~E = −~∇φ− ∂t ~A
~B = ~∇× ~A . (74)
This is the only possible linear Hamiltonian definition of
the electromagnetic field from vector type quantities and
it explains the meaning of the “integration constants”
appearing in Eq. 14.
The second of Eq. 72 suggests that the “source” of a
bi-vector field is again a vector:
∂ ∧ F = 4 π J , (75)
which can be regarded as a definition of the vector current
J = ρ γ0 + jx γ1 + jy γ2 + jz γ3 . (76)
Written explicitely in components, Eq. 75 is given by32:
~∇ · ~E = 4 π ρ
~∇× ~B − ∂t ~E = 4 π~j .
(77)
The third of Eq. 72 then yields the continuity equation
and likewise the Lorentz gauge. It is a trivial consequence
of Eq. 75:
∂ · J = 1
16 π
(
→
∂
2
F−
→
∂F
←
∂ +
→
∂F
←
∂ − F
←
∂
2
)
= 0 . (78)
Note that
←
∂
2
and
→
∂
2
are scalars (d’Alembert’s operator
 = ~∇2 − ∂2t and hence
→
∂
2
F − F
←
∂
2
= 0. Written in
components, Eq. 78 is equal to
∂tρ+ ~∇ ·~j = 0 . (79)
32 We have shown in Ref. [45] that these equations are compatible
with the Dirac current.
Finally, the last of Eq. 72 gives
∂ · F = 0 (80)
which are the homogeneous Maxwell equations, when
written in components:
~∇ · ~B = 0
~∇× ~E + ∂t ~B = 0 .
(81)
From a rigorous Hamiltonian point of view, this is the
proper way to establish Maxwell’s equations, namely a
way that inherently implies the nature of their “covari-
ance”.
Note that neither the autocorrelation matrix S nor the
Hamiltonian matrix F may contain non-zero coefficients
for the skew-Hamiltonian elements of the Dirac algebra,
i.e. for the scalar γ15 ≡ 1, pseudo-scalar γ14 and the
axial vector components γ14 γν . Hence we must demand
that the corresponding derivatives vanish (in the linear
approximation we discuss here) as indicated in Eq. 72.
But as we have seen, this comes out automatically from
the formalism as a consequence of the fact that the space-
time-derivative must be a vector in the Hamiltonian Clif-
ford Algebra Cl(3, 1).
VII. AFTERMATH
The usual mind-set of modern physics suggests that
theorizing in fundamental physics starts with the pre-
sumption of some background space-time, some kind of
mathematical space, often equipped with fancy mathe-
matical features. Minkowski’s space-time is such a back-
ground and it (re-) produces the mathematical feature
of Lorentz covariance. Mathematically there is nothing
wrong with this. But this mode of thinking is, from a
logical point of view, disturbing: it seems to exclude the
possibility that the dimensionality of space-time has itself
a physical reason.
We also started with the assumption of a Newtonian
space-time in the second example: we presumed some
Euklidean space-time and a fundamental piece of matter
in it, described by a (normalizable) density distribution.
In the third example however, we addressed the question
whether we can derive some general kind of dispersion
relation from nothing but Hamiltonian notions. Once
the idea to consider the space of possible linear canon-
ical transformations with two abstract classical canoni-
cal pairs of dynamical variables is considered, the rest
follows with mathematical necessity. Therefore the pre-
sented reasoning is to some degree based on a different
kind of fundamental background, namely the phase space
of interacting oscillators.
In the historical presentation of special relativity, the
lack of a physical/logical legitimization of the Lorentz
transformations left space for quite a number of alterna-
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tive “space-time” transformations33. Per-Olov Lo¨wdin
has shown, that few general and reasonable assumptions
about space suffice to constrain the possibilities to two
forms of space-time transformations, namely those of
Galileo and Lorentz [47]. But the Hamiltonian frame-
work that we described is even more restrictive and does
not require any assumption about space-time at all. Fur-
thermore it incorporates the Hamiltonian viewpoint that
physically possible coordinate transformations of dynam-
ical systems must be canonical and are generated by
physical quantities.
If the structure of Minkowski’s space-time can be de-
rived from little more than the most general linear in-
teraction of two classical degrees of freedom, then this
fact promotes a presentation in which space-time is de-
rived from dynamics and not vice-versa. While the sec-
ond example was based on the Euklidean/Newtonian
meta-physics of absolute space and time, this priority
has changed with the Dirac equation: now the nature of
space-time can apparently be obtained from the struc-
ture of an underlying phase space as described by the
Dirac Clifford algebra. But we do not simply postulate
to use some Clifford algebra. We have shown that the
use of Clifford algebras can be motivated from Hamil-
tonian symmetries only, and they receive additional and
important constraints from these Hamiltonian symme-
tries, namely the distinction between Hamiltonian and
skew-Hamiltonian elements.
Lorentz transformations, the Lorentz force and even
Maxwell’s equations are obtained by this type of Hamil-
tonian deduction. This raises the question, if one could
possibly formulate a similar approach, based on larger
phase spaces, for a hypothetical world with more or less
than 3+1 dimensions. We are not going to discuss this in
detail, we just mention some restrictions resulting from
Hamiltonian notions34.
Neither Newtonian physics nor Einstein’s relativity
provide any intrinsic argument for the dimensionality of
space-time. In both theories space-time is postulated as
if it was one of the ten commandments35. Our approach
calls this mind-set into question: Maybe it is wrong to
think that physical theorizing is free to presume arbitrary
space-time dimensions.
Clifford algebras Cl(p, q) with Hamiltonian basis exist
only in dimension Cl(N − 1, 1). But it is a math fact
called “Bott-periodicity” that Clifford algebras with real
matrix representations exist only for certain dimensions,
namely with q = 1 and p = N − 1 we can only have
p− q = N − 2 = 0, 2mod8 . (82)
This means that irreducible space-times in direct analogy
to the Hamiltonian derivation of Minkowski space-times
33 See Ref. [46] and references therein.
34 For more details see Refs. [1, 2, 45].
35 See also Stenger [48].
exist only for a small subset of (hypothetical) space-
times, namly for 1+1, 3+1, 9+1, 11+1, . . . , 25+1, 27+1
etc. dimensions36. We think that the mentioned points
are remarkable results, which demonstrate how restric-
tive Hamiltonian notions actually are (see also Fig. 2).
VIII. WHY HAMILTONIAN NOTIONS, NOT
LAGRANGIAN?
There are more reasons to regard Hamiltonian me-
chanics as more fundamental compared to Lagrangian
mechanics. The fundamental (skew-) symmetry of co-
ordinate and momentum in Hamiltonian functions, for
instance, that can be obtained from purely logical argu-
ments [1, 2]. Hamiltonian mechanics rests on the rather
mundane idea of a conserved quantity and is further pro-
faned by a “theorem due to Lie and Koenigs on the
reduction of any system of ordinary differential equa-
tions to the Hamiltonian form.” [50]. Then Hamilto-
nian mechanics boils down to the mere possibility to de-
scribe some physical system by a number ν of variables
ψ = (ψ1, ψ2, . . . , ψν)
T that obey some set of ordinary
differential equations
ψ˙ = f(ψ) . (83)
According to the theorem of Lie and Koenigs Eq. 83 can
always be transformed into a system of coordinates ψ˜(ψ)
such that the equations of motion can be derived from a
Hamiltonian. Then, of course, it seems that any dynam-
ical law can be constructed from some conservation law.
This suggests that maybe there are, beyond conservation
laws, no deep and profound principles required in physics
at all [1, 2, 12, 45].
There is another logical reason to prefer a conservation
law over Eq. 83 and Hamiltonian over Lagrangian meth-
ods. This reason is so basic and simple that it is rarely
acknowledged at all. It is Einstein who raised the issue
in a contemplation on special relativity: “It is striking
that the theory (except for the four-dimensional space)
introduces two kinds of things, i.e. (1) measuring rods
and clocks, (2) all other things, e.g., the electromagnetic
field, the material point, etc. This, in a certain sense, is
inconsistent; strictly speaking, measuring rods and clocks
should emerge as solutions of the basic equations [...], not,
as it were, as theoretically self-sufficient entities.” [51].
While good introductory textbooks on physics should
contain a passage on weights and measures, most ad-
vanced textbooks (and theories) take their existence for
granted. This however is not only logically inconsistent,
as Einstein remarked, it is a squandering of an opportu-
nity to formulate a simple and foundational argument in
physical reasoning [1].
36 Apparently also string theorists have reason to consider “space-
times” of the some of these dimensions, namely of 10 and 26 [49].
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The short version of the argument is as follows: If we
are to provide a theoretical account of weights and mea-
sures, for instance of a measuring rod of a certain length,
then this implies that there are further underlying laws
of physics, equations from a more fundamental level of
reality, from which these standards can emerge, at least
in principle. I have no other idea of how they could phys-
ically emerge in any other way than as constants of mo-
tion of some underlying dynamical system: Either one
finds a physical system in which a distance or radius is
a conserved quantity or one derives mathematical rela-
tionships which allow to express a constant distance as a
function of other conserved quantities: The precondition
for the existence of a model for a physical – and hence
measurable – world is the existence of constants of mo-
tion (COM). But if the precondition to measure some
quantity is a constant quantity, a reference standard, of
the same type and unit, then there must necessarily be
one more level of dynamical quantities – below the level
of the most fundamental measurable quantities.
Eventually this implies that either there is no fun-
damental level at all37, or, if there is a basic level, it
consists of dynamical variables that can not be directly
measured, because no level below exists that could pro-
vide a measurement standard. This most fundamental
level must therefore be represented by variables for which
no reference standard is available, so that they can not
be directly measured. Then these variables must re-
main abstract to some degree, but nonetheless we can
say something about this level since it can be derived
from a Hamiltonian constant of motion and therefore it
generates an algebraic structure that we can observe and
interpret as the motion of charged particles in electro-
magnetic fields. This algebraic structure is encoded in
the “laws” governing the relations of energy, momentum,
electric and magnetic quantities. It can be derived from
classical Hamiltonian notions.
IX. CONCLUSIONS
The prevalent historical presentation of physical the-
ories has many drawbacks. For instance, the order of
presentation in textbooks on classical mechanics usually
begins with Newton’s axioms, continues with Lagrangian
mechanics and finally ends up in Hamiltonian mechanics
(sometimes followed by Hamilton-Jacobi theory). Then
it seems that Hamiltonian notions are but a reformu-
lation of Newtonian mechanics. But this is a mistake.
Hamiltonian methods require neither Newton’s axioms
nor his space-time metaphysics. It is rather the other
way around: It follows from the Hamiltonian presenta-
tion of Dirac’s equation that Newtonian mechanics is just
37 However, there are thermodynamic arguments supporting the
existence of a fundamental level.
an approximation derivable from pure Hamiltonian meth-
ods. Not only did the Hamiltonian methods survive the
“scientific revolutions” of the 20th century, due to their
abstractness, they seem to be more valuable than ever
before.
They are but a general mathematical set of analyti-
cal methods that can be applied whenever we consider
dynamical systems that depend on a timelike parame-
ter. Therefore, I think, it is inappropriate to merely dis-
tinguish between classical physics and quantum physics.
There is the old “phenomenological” classical mechan-
ics (Newton’s) and the new abstract classical mechan-
ics (Hamilton’s). They differ as much as the old “phe-
nomenological” quantum theory of Bohr and Heisenberg
differs from the new abstract quantum theory that fol-
lows Schro¨dinger and Dirac38. In both cases we face an
old theory that is muddled with premature metaphysi-
cal ideas and a new theory in which the dead weight has
been (or better: should have been) removed.
Coming back to the question raised in the setup: Ap-
parently we can find Hamiltonian descriptions with unex-
pected predictive power because different levels of phys-
ical description are “vertically” connected by their re-
spective Hamiltonian constraints: The phase space of
classical point particles can’t be fundamental. It emerges
mathematically from squared averages (second moments)
an underlying phase space of abstract Hamiltonian mo-
tion and carries the structure of the underlying phase
space as a signature.
A similar description applies to the phase space of par-
ticle’s in coupled linear optics as described in a co-moving
frame: It carries the signature of the Lorentz force and
electromagnetic fields in it which constrain the possible
terms of that may appear in the Hamiltonian matrix F
of linear charged beam optics. Using homogeneous mag-
netic fields, one may obtains bends and solenoids, from
magnetic gradients one obtains quadrupole terms and so
on. The specific limitations are the result of an underly-
ing theory, namely electromagnetism.
In Dirac’s theory no constrains from underlying theo-
ries seem to exist and therefore all mathematically pos-
sible terms, all Hamiltonian terms, have physical signifi-
cance. As we have shown in Ref. [45], the Dirac current
is the source of the field terms in S: Maxwell’s theory,
the Dirac “particle”, quantum theory and special relativ-
ity can be (and should be) presented in one single cast.
Then it is also possible to understand the statistical prop-
erties of the “quantum world”: Since we obtained the
“particle” properties as second moments of an underly-
ing distribution, it is clear why ~p = 0 does not imply
〈~p2〉 = 0: In a phase space distribution we may as well
have 〈p q〉 = 0 and 〈p2 q2〉 > 0. To regard this as an in-
trinsic “uncertainty” or “indeterminacy” is possible but
somewhat misleading, because fourth order moments are
38 See also Chap. 1-3 in Ref. [19].
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not usually understood as an indication for “uncertainty”
or “indeterminacy” of second order moments.
Sometimes it is said that a point particle is “smeared
out” in space to form an atomic orbital39. But why would
anyone first bring up the “point particle” and then de-
clare that it is “smeared out”? Why should we consider
a mathematical idealization to be the natural starting
point? Would it not be much simpler and appropriate to
say that the “point particle” always was, from the very
beginning, a place holder, a simplification for reasons of
mathematical convenience, that was never meant to be
an ontological model of anything?
We claim that a proper understanding of special rela-
tivity and QM requires little more than to take the math-
ematics sober and serious and to regard everything else
as speculation. Then it becomes apparent that the math
describes a particle – but not a point particle. The spin
indicates motion, not spatial motion but rather motion
in spinorial phase space. The Lorentz transformations
are (also) transformations between “inertial frames”, but
they are canonical transformations in the first place. This
is neither a causal nor a metaphysical story. It is rather a
formal, a logical, a deductive story [12]. Many physicists
seek for an understanding that goes beyond mere formal
derivations, for some visualization. It is unclear though
how reliable physical intuition really is, if it is not guided
by deductive reasoning.
In order to exemplify vertical connections once again,
let us reconsider Eq. 33: The time derivative of the ma-
trix S on the left side is proportional to elements of F
and to matrix elements of S on the right. Therefore it is
just a special way to write a linear ordinary differential
equation for the elements of S, like Eq. 83. It can also
be written in the form of Eq. 83. Let x be an ordered
list with the Clifford coefficients of S, then it is possible
to write Eq. 33 in “vector form” [26]:
x˙ = F x . (84)
This way one obtains the conventional relativistic “ten-
sor” notation. Though one footprint of the “spinor for-
malism”, the basic Hamiltonian phase space, remains vis-
ible on this “higher” level: the necessity to use two types
of indices, i.e. to implement the signature of the Clifford
algebra, the metric tensor, into the tensor formalism.
The upper left 4× 4 sub-matrix of the 10× 10-matrix
F is the so-called electromagnetic field tensor [26]. But
the “vector” x contains (linear combinations of) second
moments of an underlying phase space density while the
matrix F is singular and not Hamiltonian; without ref-
erence to the “vertical” connection to Eq. 33, it remains
unexplained why F should have this form and not some
other: the corresponding question concerning the form of
39 See for instance the Wikipedia-article
https://en.wikipedia.org/wiki/Atomic_orbital from Jan.
2020.
F (in Eq. 24 and Eq. 33) received a unique and complete
(Hamiltonian) answer.
The usual presentation of physics does less than some-
thing to clarify the vertical logic that we illustrated in
this article; it does not even seem to acknowledge its ex-
istence.
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Appendix A: Clifford Algebra in a Nutshell
A Clifford algebra Cl(p, q) is generated from N = p+q
mutually anti-commuting “basis” elements γν where ν ∈
[0, . . . , N − 1], such that γ2ν = 1 for ν ∈ [0, . . . , p− 1] and
γ2ν = −1 for ν ∈ [p, . . . , p + q]. It follows from this def-
inition that the anti-commutators of the basis elements
can be summarized by the so-called “metric tensor” gµν :
γµ γν + γν γµ = 2 gµν = 2Diag(1, 1, . . . ,−1,−1, . . . ) .
(A1)
where gµν is a diagonal matrix with p diagonal elements
equal to +1 and q diagonal elements equal to −1, corre-
sponding to the signature of the basis elements γν .
Only these basic elements γν are required to generate
all other elements as (multiple) products of basic ele-
ments. From combinatorics it is known that a system
of N elements allows for
(
N
k
)
products of k elements
and hence generates a multiplicative group with a total
number of
N∑
k=0
(
N
k
)
= 2N (A2)
elements. The elements are called k-vectors, if they are
proportional to products of k basis-elements γν . The
product of all basis elements, the N -vector, is called
pseudo-scalar. This means that Clifford algebras are
related to Pascal’s triangle. The unit matrix is called
scalar and the product of all basis elements is the so-
called pseudo-scalar (see Fig. 2). As freely defined math-
ematical entities, the unit elements γµ do not require any
representation beyond a mere symbol and the definition
given above. Framed just mathematically one may define
and analyze CAs with an arbitrary number of dimension
and any signature. This is certainly an interesting (and
active) field of research in its own right, but it is not of
specific interest here40. As physicists we are most often
40 Standard textbooks are, for instance, Ref. [52, 53].
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FIG. 2. Pascal’s triangle for Clifford algebras. Left:
Number of “spinor components” n, corresponding dimen-
sion N of Clifford algebra and special cases: R = Cl(0, 0),
C = Cl(0, 1). The rows of the Hamiltonian Clifford algebras
are indicated in gray. Note that a “Lorentz 4-vector” in ten-
sor algebra is just a 1-vector with 4 components in a Clifford
algebra, while the “4-vector” in the Dirac algebra has only
a single component called “pseudoscalar”.
interested in (matrix) representations of CAs. But ma-
trix elements may, according to the prevalent reading,
either be real or complex numbers and even quaternions.
Regarded this way, also matrices may be matrix elements
and since the complex numbers and quaternions41 are in
themselves representations of Clifford algebras, one may
also use (why not?) Clifford algebraic elements within
matrices. Yet again, representation theory is an interest-
ing (and active) field of research in its own right, but here
we are only interested in CAs insofar as they allow for
the analysis of classical Hamiltonian symmetries42. This
suggests a restriction to real matrices, but this is not re-
ally a reduction of the possibilities: Any Clifford algebra
can, in some way, be represented by real matrices, be-
cause, as we just mentioned, also the complex numbers
and the quaternions are Clifford algebras in themselves
and have real matrix representations.
The complex numbers, for instance, require a single
unit element i with i2 = −1. We could also say, it con-
sists only of the SUM γ0 and the unit matrix 1. This
is the Clifford algebra Cl(0, 1). A representation by real
matrices is possible, but “incomplete” insofar as the re-
quired matrices allow for a larger algebra than the com-
plex numbers: Regarded this way, the complex numbers
are a sub-algebra of the real Pauli algebra.
The next step would be an algebra with two basis el-
ements, say the Pauli matrices η0 and η1 with η
2
0 = −1
and η21 = 1. The only other element (besides the neutral
element, i.e. unit matrix), according to Pascal’s trian-
gle, then is η0 η1, which then is both, the only existing
bi-vector and the pseudo-scalar (see Fig. 2).
From a conceptional point of view, representations
based on complex numbers and quaternions are “tricky”
because they use structures inside structures. As we have
shown in Sec. IV, the Hamiltonian way to regard CAs
is based on the idea to charge numbers with structural
meaning. But it is somewhat pointless to charge struc-
tures with structural meaning. Therefore, from a puristic
Hamiltonian point of view, only Clifford algebras with
irreducible real matrix representation are of primary in-
terest.
Now let’s consider the algebra Cl(3, 0) which consists
of 3 basis elements, e1, e3 and e3 and regard the “vec-
tors” x = x e1 + y e2 + z e3 and p = px e1 + py e2 + pz e3
just as we would write vectors in classical vector algebra.
Let us have a look at the respective (anti-) commutative
products of two such vectors (compare to Eq. 58):
xp = (x px + y py + z pz)1
+ (y pz − z py) e2 e3
+ (z px − x pz) e3 e1
+ (x py − y px) e1 e2 ,
(A3)
The result contains, firstly, a scalar component equal
to the scalar product of classical vector algebra, and sec-
ondly the vector (“cross”) product x × p appearing in
the coefficients of the bi-vectors.
Hence we find the “meaning” of commutative (outer)
and anti-commutative (inner) products
x · p = (xp+ px)/2
x ∧ p = (xp− px)/2 (A4)
This gives a first glimpse of why Clifford algebras are said
to have geometric content. For a detailed discussion of
the general Lorentz covariance as represented by Cl(3, 1)
see Ref. [43].
Appendix B: The General Hamiltonian Matrix
In the chosen matrix representation, the particle’s ma-
trix is (compare Eq. 45, Eq. 48):
P =


−Pz E − Px 0 Py
−E − Px Pz Py 0
0 Py −Pz E + Px
Py 0 −E + Px Pz

 (B1)
and that of the electromagnetic fields is (Eq. 63):
F =


−Ex Ez +By Ey −Bz Bx
Ez −By Ex −Bx −Ey −Bz
Ey +Bz Bx Ex Ez −By
−Bx −Ey +Bz Ez +By −Ex

 (B2)
41 The complex numbers C and the quaternions H have no irre-
ducible representation by real matrices, but they are Clifford al-
gebras, Cl(0, 1) and Cl(0, 2), respectively. C can be represented
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