In 2010, Lionel Levine introduced a cooperative game, and posed the question of finding the optimal strategy. We provide an overview of prior work on this question, and describe a strategy that gives a new lower bound on the probability of victory.
Introduction
Lionel Levine introduced the following cooperative game (his initial version was 100 players, modified to 2 players by Tania Khovanova [Kho11] ):
Two players each have countably many hats put on their heads. Each hat is either black or white with equal probability. Furthermore, the players are only able to see the hats on the other person's head.
Simultaneously each player points to a hat on their own head. They win if both players pick out a white hat.
The question is what is the optimal strategy for this game? At a first glance, it may seem that there is no strategy with better than random (0.25) chance of winning. This can be quickly discounted by the following simple strategy:
Each player looks for the first white hat on the partner's head and chooses the corresponding hat on his or her own head.
Observe that if both players have a white hat first (0.25 chance) then they win, if the two first hats are different (0.5 chance) then they lose, and if the two first hats are both black (0.25 chance) then effectively they replay the game with the first hat removed. So, we see that the chance of winning is x = 0.25 + 0.25 · x, so x = 1/3.
It should be noted that each individual player will pick a white hat with probability one half regardless of the strategy employed. The challenge then is to correlate their choices.
Theorem A. For the game described above, there is a strategy that gives 0.35 chance of victory and furthermore, there is no strategy which can win with probability greater than 0.375.
The previous best result as communicated to the authors by Lionel Levine is due to Uri Zwick, achieving a success rate of 0.349. The upper bound is due to Noga Alon and is reproduced for the sake of completeness.
Proof of Theorem A
In this section we will prove Theorem A in three parts. First, we will describe the optimal strategy when each player is given 3 hats. Next, we will adapt this strategy to infinitely many hats. Finally, we will prove the claimed upper bound.
2.1. Strategy with Three Hats.
Lemma 2.1. Up to equivalence, there is a unique optimal strategy for the game described above when each player is given three hats.
With three hats each, there are 3 2 3 strategies available to each player. This means that there are 3 16 ≈ 4.3 × 10 7 total strategies available. We used a computer to examine all of these yielding 972 optimal strategies, each with success rate of 22/64.
We then consider the following equivalence of strategies:
(1) If one player has all hats of a single color, then their partner's strategy makes no difference.
(2) Consider each player's strategy as a map f i : 2 {1,2,3} → {1, 2, 3}, where 2 {1,2,3} is the collection of subsets of {1, 2, 3} corresponding to the white hats on the partner's head, and the output is the hat on player i's head to which he or points. Then, there is a natural equivalence of strategies coming from renumbering the hats on one or both players' heads (possibly in different ways). Formally, let σ 1 , σ 2 ∈ S 3 be the renumberings. Then, the success rate of (f 1 , f 2 ) is the same as the success rate of (σ
Under the two equivalences above, all the optimal strategies were seen to be equivalent. We describe one of the symmetric optimal strategies: Picture  Choice  any  1  3  1  2  2  3  any  Table 1 . Optimal strategy on 3 hats This strategy has a 22/64 chance of victory as seen in the table below. For convenience, we assume a player who sees all hats of the same color points to the first hat on his or her own head. The columns correspond to the distribution of white hats on player 1's head and the rows to the distribution on player 2's. The cells are filled when the players win. 2.2. Adaptation to Infinite Hats. To adapt the above strategy to the case of infinitely many hats each player does the following:
(1) If the first three hats visible are not all of the same color, play the three hat strategy.
(2) If the first three hats are all of the same color, disregard the first two hats, and restart the strategy with hats {3, 4, 5, . . .}. Repeat this process until the first three hats are not all of the same color. Let x denote the chance of winning for this strategy, and consider the following probabilities:
The probability of a player having the first 3 hats of a single color is 1/4. Therefore, the probability that both players see 3 hats of a single color is 1/16.
The probability that player one has the first 3 hats of a single color and player two does not is 3/16 and similarly for the case where player two has 3 hats of a single color and player one does not.
The probability that neither player has the first three hats of a single color is 9/16. We now observe that if both players have the first three hats of a single color, then the chance of winning is again x, since we essentially restart the game with hats {3, 4, 5, . . .} for both players.
Next, note that if exactly one player has the first three hats of a single color, then the chance of winning is 1/4 = (1/2)(1/2) where one factor comes from the equal chance of the three hats all being white or black (hence guaranteeing success or failure respectively), and the second factor from the choice of the player who sees the three hats of a single color.
Finally, looking at Table 2 , we see that the chance of winning if neither player has the first three hats of a single color is 15/36 = 5/12.
Combining these we get x = (1/16)x + (3/16)(1/4) + (3/16)(1/4) + (9/16)(5/12), so x = 21/60 = 0.35 is the chance of victory for this strategy as claimed in Theorem A.
2.3. Upper Bound. The upper bound proof presented here is due to Noga Alon, as communicated to the authors by Lionel Levine.
Consider a strategy pair (f 1 , f 2 ). We shall show that for any pair of natural numbers (i s , j s ) that the strategy pair (f 1 , f 2 ) can achieve at most a 3/8 = 0.375 probability of winning conditioned on f 1 (S) = i s and f 1 (N \ S) = j s , where N \ S corresponds to reversing all colors of S.
As f 1 (S) and f 1 (N − S) must equal something, this implies that no strategy pair can beat 3/8.
We must consider separately the cases of i s = j s and i s = j s . We will first deal with the harder and more general case of i s = j s Consider the color of player 1's i th s and j th s hats. With probability 0.25 they are both black then we are guaranteed to lose. In the probability 0.75 where they are not both black then we shall bound the probability of winning (that is both players choosing white hats from their own heads) by the probability of player 2 choosing a white hat. Which is of course 0.5. As 0.75 · 0.5 = 0.375 we have dealt with this case.
We now turn almost identical logic to the case where i s = j s . Observe that if player 1 has a black hat in position i s that we lose automatically. In the probability 0.5 case where we have a white hat in position i s then we are guaranteed that player 1 will choose a white hat and have a 0.5 chance of player 2 choosing a white hat. So in this case we always win with probability 0.5 · 0.5 = 0.25 < 0.375
Ideas for Future Work
Through exhaustive search, the authors know that there are no symmetric strategies with 4 hats on each player's head that gives success rate greater than 0.35. Furthermore, using genetic algorithms on both symmetric and non-symmetric strategies, the authors were unable to find any strategy with greater success rate for up to 10 hats. This leads us to believe Conjecture 3.1. There is no strategy on finitely many hats that provides a success rate of greater than 0.35.
The nature of the problem changes drastically when one passes to infinitely many hats in that there are uncountably many strategies (actually even more than continuum: 2 2 ℵ 0 ) and as such, there are strategies that can not be described in finite amount of time. For this reason, the authors do not express a conjecture in the infinite case.
This game also presents several natural generalizations:
(1) What if we have more than 2 players, and each player can see the hats of everyone other than themselves? (Including 100 players as was originally proposed by Levine.) (2) What if we have more than 2 colors of hats? (3) What if the probability of the colors is not equal, but is known to the players?
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