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Push-to-Talk over Cellular (PoC) is an emerging technology enabling a walkie-
talkie-like service over GPRS. At the time of writing, an open standard for
PoC is being specified by the Open Mobile Alliance (OMA). As specified by
the OMA standard drafts, PoC is based on an IP/UDP/RTP protocol stack
and a client-server based architecture. The systems exploits the SIP signalling
capabilities of the the IP Multimedia Subsystem (IMS). Group management,
floor control etc are administered by the network elements of PoC.
The research problem of this thesis is: ”How can mobile phone users be pro-
vided with a free-of-charge PTT-feature with PoC-like user experience by
means of Bluetooth technology?” The primary objective of the study is thus to
propose an outline for developing a Push-to-Talk (PTT) feature that utilizes
a Bluetooth scatternet and the PAN profile for data communications. A rea-
sonable range can be obtained with Bluetooth class 1 devices, which provide
a range of up to 100 m. A subsidiary objective is to provide a description of
OMA PoC and the protocols it relies upon. The description serves both as a
basis for pursuing the primary objective and as a tutorial, which is suitable
for students or professionals desiring to acquaint themselves with OMA PoC.
The proposed outline for Push-to-Talk over Bluetooth (PoB) comprises e.g.
methods for group formation, network formation, communication, and floor
control. The network formation method, which can be utilized in other ap-
plications as well, is based on creating a scatternet among a predefined set
of devices and on avoiding loops. This approach enables usage of a simple
broadcasting based communication method, in which the devices bridging the
piconets into a scatternet act as repeaters.
A method for combining PoB and PoC is also outlined. It is intended for en-
abling PTT-communication with both local and distant group members over
Bluetooth and GPRS respectively.
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scatternet, PAN, PoC, SIP, SDP, IMS
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Push-to-Talk over Cellular (PoC) a¨r en teknologi som mo¨jliggo¨r en radiotelefon-
lik service o¨ver GPRS vilken va¨ckt o¨kande popularitet. I skrivande stund p˚ag˚ar
specifiering av en o¨ppen PoC-standard inom Open Mobile Alliance (OMA). OMA
planerar att baser PoC p˚a en IP/UDP/RTP protokollstack samt en server-client-
arkitektur. Systemet utnyttjar a¨ven SIP-signaleringsegenskaperna hos IP Multi-
media Subsystem (IMS). PoC-na¨telement handhar bl.a. gruppfo¨rvaltning och tal-
tursfo¨rdelning.
Forskningsproblemet fo¨r denna avhandling a¨r: ”Hur kan en PoC-liknande service
erbjudas gratis a˚t mobiltelefonsanva¨ndare med hja¨lp av Bluetooth-teknologi?” Den
prima¨ra m˚alsa¨ttningen fo¨r detta arbete a¨r da¨rmed att skissa upp ett fo¨rslag fo¨r hur
man kunde utveckla en Push-to-Talk (PTT)-funktion som utnyttjar ett Bluetooth
scatternet-na¨t samt PAN-profilen fo¨r att o¨verfo¨ra data. En m˚attlig ra¨ckvidd kan
uppn˚as med hja¨lp av Bluetooth apparater av effektklass 1 vars ra¨ckvidd kan vara
t.o.m. 100 m. En sekunda¨r ma˚lsa¨ttning a¨r att beskriva PoC samt de protokoll PoC
utnyttjar (t.ex. SIP och SDP). Denna beskrivning utgo¨r b˚ade en utg˚angspunkt fo¨r
att uppn˚a den prima¨ra m˚alsa¨ttningen och erbjuder a¨ven en introduktion till OMA
PoC som la¨mpar sig fo¨r b˚ade studeranden och yrkesma¨n.
Det uppskissade fo¨rslaget fo¨r Push-to-Talk o¨ver Bluetooth (PoB) innefattar metoder
fo¨r skapande av grupper och na¨t, datao¨verfo¨ring samt taltursfo¨rdelning. Metoden
fo¨r na¨tskapande (som kan vara anva¨ndbar a¨ven fo¨r andra a¨ndam˚al) baserar sig p˚a att
skapa ett scatternet emellan apparater som tillho¨r en p˚a fo¨rhand specifierad grupp
av apparater samt p˚a att undvika slingor. Detta mo¨jliggo¨r enkel kommunikation
genom att skicka data till alla apparater inom na¨tet, fo¨rutsatt att de apparater som
sammanbinder piconet-na¨ten till ett scatternet fungerar som repeterare.
Ytterligare uppskissas en metod fo¨r att kombinera PoB och PoC. Avsikten med
detta a¨r att mo¨jliggo¨ra PTT-kommunikation med b˚ade lokalt och avla¨gset bela¨gna
gruppmedlemmar med hja¨lp av Bluetooth respektive GPRS.
Nyckelord: local communication, PTT, Bluetooth, network formation,
scatternet, PAN, PoC, SIP, SDP, IMS
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1 INTRODUCTION
1.1 Background
A rather new service called Push-to-talk over cellular (PoC) is gaining interest in the
field of mobile cellular communications. Within mobile wireless telecommunications,
the method in which one person’s speech is conveyed to a group of people in a half
duplex fashion is ancient. However, PoC rejuvenates this capability by integrating
it into e.g. GSM (Global System for Mobile Communications) terminals, which
traditionally provide dial-up speech communications. In addition to combining these
two capabilities traditionally associated with separate devices and technologies, PoC
could some day provide a virtually global walkie-talkie type communications service.
Cellular operator’s push-to-talk (PTT) services based on Motorola’s proprietary
standard, Integrated Dispatch Enhanced Network (iDEN), have gathered a signifi-
cant number of customers in the U.S.A and some Latin American countries. This
success has naturally drawn the attention of other players in the field and several
competing proprietary solutions are emerging. These solutions are generally based
on VoIP (Voice over Internet Protocol) over GPRS (General Packet Radio Service)
in GSM or over 1xRTT (Radio Transmission Technology) in CDMA2000 (Code Divi-
sion Multiple Access). It has been estimated that the number of PTT subscribers in
USA and Europe will increase from 11.8 million in 2003 to 115 million in 2009. How-
ever, interoperability between different operators and vendors has been predicted to
be a critical success factor for PTT in general. [1] The Open Mobile Alliance (OMA)
is currently drafting an open PoC standard with the aim to ensure interoperability
over a variety of mobile access networks [2]. If PoC becomes a success and the OMA
PoC standard becomes the prevailing standard worldwide, millions of users will be
accustomed to the user interface and user experience of OMA PoC. Therefore, this
thesis assumes the requirements document of the OMA PoC draft standard as a
baseline for user experience.
At the time of writing many of the OMA PoC technical specification documents
are still being drafted and many of the details related to the drafting process are
unpublished. However, public material seems to suggest a VoIP-based approach
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using a protocol stack incorporating the Internet Protocol (IP), User Datagram
Protocol (UDP), and Real-time Transfer Protocol (RTP).
In the somewhat different field of short-range wireless communications, Bluetooth is
becoming the preferred local connectivity technology in mobile phones, laptops and
other devices. The sales of mobile phones with Bluetooth connectivity has increased
from 4.1 million in 2001 to 27 million in 2003 and according to an estimate the
number will increase to 490 million in 2009 [3]. The standard is being continuously
developed further by Bluetooth SIG, which adopted the Personal Area Networking
(PAN) profile in February 2003. From the perspective of superior protocol layers
and applications, the PAN profile gives Bluetooth connections the appearance of an
Ethernet-network. IP-based applications can thus easily exploit Bluetooth connec-
tivity without remarkable adaptations or modifications.
Among the public, Bluetooth connectivity is currently associated with a range of
approx. 10 meters. The reason for this is that the majority of commercially available
end-user devices use the middlemost power class of the three classes defined by the
Bluetooth core specification. However, Bluetooth devices and modules with power
class 1, which provides a range of approx. 100 meters, are currently commercially
available as well.
The above developments lead to the notion of providing a free-of-charge, short range
PTT-functionality over Bluetooth, which is the subject of this thesis.
1.2 Related Work
Kargl et al [4] discuss conveying point-to-point voice over Bluetooth. Particularly, a
routing protocol called Bluetooth Scatternet Routing (BSR) is proposed for routing
voice data over multiple hops on Synchronous Connection Oriented (SCO) links.
The proposed protocol is similar to Ad-Hoc On-Demand Distance Vector Routing
(AODV) [5] and Dynamic Source Routing (DSR) [6] and sets up a scatternet on de-
mand by flooding Path Request messages over Asynchronous Connection-less (ACL)
links to devices in the vicinity. If a request message reaches the desired recipient, it
sends a Path Found message over the discovered path to the originator. In contrast
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to AODV and DSR, BSR does not necessarily find the shortest path but settles
for the first discovered path, as it probably is one of the shortest. As soon as the
first path is found, the flooding algorithm is aborted with Path-End messages. The
reason for this approach is that the delay induced by the setting up of the ACL
connections, increases the overall delay for finding the path. The algorithm is thus
expedited by reducing the number of ACL links needed. Once a path is found, SCO
links may be set up for voice traffic.
In their evaluation of BSR, Kargl et al find that the end-to-end connection setup
times are long. This is bound to produce problems in the case of a broken link
whereby an alternative path is needed. Some optimization are outlined for remedy-
ing this problem. In addition, Kargl et al state that the end-to-end connection setup
times become quite large when the number of nodes is increased. As an example,
the average delay for finding a path in an environment with 20 or 55 nodes is 5 s and
10 s respectively. Kargl et al also state, that a number of changes to the Bluetooth
1.1 specifications are needed to make BSR efficient.
Even though the Bluetooth 1.2 specification halves both the Inquiry and Paging
times [7], the delay for finding a path with BSR seems to be quite long, particularly
in an environment with a dense penetration of devices supporting BSR. Even though
it might be acceptable to have a rather long delay for the initial connection setup,
the procedure for replacing broken links with alternative paths is unacceptably slow.
In addition, if BSR would be used to find paths to several destinations for a one-to-
many PTTmessage, the complexity of the procedure would be significantly increased
and thus also the requirements for memory and processing power.
1.3 Research Problem
When an enabling technology gains popularity and reaches significant market pene-
tration, an obvious consequence is the aspiration to develop innovative features and
services based on the technology in question. In many cases, it is more lucrative
to enhance existing and proven features and services than to develop and nurture
totally new ones. Enhancing PTT by providing it for free over Bluetooth seems
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to be a promising alternative for exploiting the opportunity emerging by the ris-
ing popularity of Bluetooth. The range of Bluetooth obviously constrains the PTT
functionality to a significantly smaller area than e.g. PoC. However, taking into
account that most oral communication takes place in local context, this may not
be an as drastic disadvantage as first perceived. Two or more people located at a
distance of say 50 to 100 meters from each other may easily communicate without
any aids, if the environment is noiseless and no bystanders need to be taken into
account. However, if the environment is noisy or crowded, discussing at this dis-
tance may not be very convenient. For example, if there is background noise such as
loud discussions, music, traffic noise or wind, discussing at these distances may be
difficult or even impossible. On the other hand, a loud ”long-distance” discussion
in a somewhat quieter environment, such as a department store, crowded outdoor
area or an open-plan office, may be considered as indiscrete or rude, or may attract
unpleasant attention.
The general research problem of this thesis is:
• How can mobile phone users be provided with a free-of-charge PTT-feature
with PoC-like user experience by means of Bluetooth technology?
1.4 Focus and Objectives
The objective of this thesis is twofold. The first objective is to thoroughly study
the current publicly available draft version of the OMA PoC standard and to de-
scribe it to a sufficient extent to allow a reader to obtain a comprehensive general
understanding of PoC. Particular emphasis is placed on the matters affecting the
user experience but the underlying technical architecture is thoroughly described
as well, in order to provide a comprehensive view of the capabilities and restraints.
Therefore other relevant standards such as the IP Multimedia Subsystem (IMS) as
defined by 3GPP, Session Initiation Protocol (SIP) and Session Description Protocol
(SDeP)1 are also studied and described to the relevant extent. However, details that
1In general, the acronym SDP is used to denote both the Service Discovery Protocol of Bluetooth
and the Session Description Protocol. However, since this thesis discusses both of these the
acronyms SDeP and SDiP are used for clarity.
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are irrelevant to the research problem of this thesis, such as billing and its realiza-
tion, are omitted. The motivation for this first objective is that fulfilling the second
objective of this thesis requires a thorough understanding of PoC and its technical
implementation. In addition, hardly any material discussing PoC in a technologi-
cally holistic manner is currently available. Actually, the first book focusing on IMS,
which is an enabling framework for PoC, was published as late as June 2004.
The second objective of this thesis is to specify how Bluetooth can be used to enable
a free of charge PoC-like feature. The fact that it is not possible to achieve all the
functionalities and capabilities of PoC in a Bluetooth-based solution is appreciated.
Therefore some of the PoC functionalities are curtailed and some drawbacks are
accepted. The PAN profile of Bluetooth is chosen as a platform for the specification
and possible implementation. The reason for this selection is that PoC is designed
for an IP network, which seems to imply that adapting the PoC protocol stack onto
the IP-enabling PAN profile should be relatively straightforward compared to other
alternatives.
Security issues are important whenever telecommunication systems are designed and
specified. However, the level of security is always a question of policy. Traditionally,
basic walkie-talkies have been associated with no security whatsoever. The extreme
alternative would thus be to accept the possibility of eavesdropping and to com-
municate this flaw to the user. In any case, the required security level depends on
many product marketing related factors. In addition, means for providing different
levels of security have been incorporated in Bluetooth and it thus seems inefficient to
include security mechanisms above the Bluetooth protocol stack. Because of these
reasons, outlining a security policy for PTT over Bluetooth (PoB) and considering
implementation of security is outside the scope of this thesis. Nevertheless, security
must be considered when implementing the system outlined in this thesis.
Speech coding also plays an important role since its characteristics, such as capacity
requirements, error tolerance and processing requirements, set requirements on the
underlying protocols and thus affect the system design significantly. In order to
limit the scope of this thesis, the codec selection issue is not discussed in detail.
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1.5 Methodology
The starting points of this thesis are the current publicly available draft version
of the OMA PoC standard and the Bluetooth specification, particularly the PAN
profile. The OMA PoC standard drafts set the user experience and user interface
targets for PoB. However, when the PTT functionalities defined by OMA PoC are
adapted to the Bluetooth PAN environment, conflicts occur between the restrictions
of Bluetooth and the requirements of PoC. In this thesis the problems arising from
these contradictions are identified and possible solutions are outlined and evaluated.
On the basis of these evaluations, the solutions perceived as the preferred alternatives
are selected. When discussing the alternatives and the selected solution to a problem,
the rejected alternatives, their pros and cons, and the reasoning behind the decision
are discussed as well. Altogether, the selected alternatives constitute a proposal for
implementing a PTT-feature according to the research problem and objective of this
thesis.
1.6 Thesis Outline
This thesis is divided into two parts, a theoretical review and a proposed outline for
implementing PoB. The theoretical review constitutes chapters 2–6 and the proposal
chapters 7 and 8.
The second chapter of this thesis briefly discusses IP in GPRS networks at a general
level, because it is the foundation PoC is built upon. In addition, IMS is also
described because the OMA PoC standard assumes it as a framework for signalling.
Chapter 3 gives an introduction to the Session Initiation Protocol (SIP), because
PoC signalling is based on SIP. SDeP is also presented at a general level, since its
usage is essential in SIP.
Chapter 4 of this thesis gives a thorough overview of the current version of the OMA
PoC draft standard and the related standards to the extent they are relevant to the
research problem of this thesis.
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Chapter 5 describes Bluetooth and particularly the PAN profile thereof. The focus
is on the PAN profile and the core specification is only discussed to the extent
necessary for understanding the functioning of the PAN profile.
In Chapter 6, the high level requirements and use cases for PTT over Bluetooth are
set out. These are based on the corresponding use cases and requirements specified
in the requirements document of the OMA PoC standard draft.
In Chapter 7, the general level conflicts and problems arising from deploying a PoC-
like PTT-feature over Bluetooth PAN are identified and confronted. The chapter
outlines a proposal for the implementation of PoB. The problems arising on different
levels are analyzed and possible solutions are outlined and evaluated. On the basis of
the evaluations, one solution alternative for each of the identified problems is selected
as the preferred solution and the reasoning behind the selection is rationalized.
Chapter 8 discusses an optional enhancement of PoB, namely combining the feature
described in Chapter 7 with conventional PoC. With a hybrid solution of PoC and
PoB, a feature with both the free-of-charge benefit of Bluetooth and the range benefit
of GPRS can be reached.
Finally, Chapter 9 concludes this thesis. The thesis is summarized, conclusions
are made on the outcome of this thesis and possible subjects for further study are
outlined.
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2 IP IN GPRS NETWORKS
This section describes the well known GPRS system of GSM and the IP Multimedia
Subsystem (IMS), since they provide the basis that OMA PoC relies upon. The
purpose of this chapter is to give a general understanding of these systems to readers
who are less acquainted with them. Readers with a good knowledge of GPRS and
IMS can readily skip this chapter. Those with a good understanding of GPRS but
with less knowledge of IMS are encouraged to read Section 2.3.
2.1 HSCSD and GPRS
PLMN networks have evolved from a circuit switched telephony oriented architecture
towards an IP based packet switched architecture. Mobile networks where originally
designed for conveying speech but the sustainable trend has been an increasing share
of data traffic. As the amount of data traffic is taking over the amount of speech
traffic, the tendency is to move from a circuit switched network that enables packet
switched services towards a packet switched network that provides circuit switched
services.
The original GSM Phase 1 standard provided a circuit switched data (CSD) service
utilizing at a data rate of 9.6 kbps, which was later increased to 14.4 kbps by
modifying the channel coding and protocols. CSD utilizes one GSM traffic channel
(TCH) and, as the name implies, reserves this channel for the entire duration of the
circuit switched connection regardless of whether data is transported or not. [8]
As the need for mobile data communications increased, the GSM release 1996 stan-
dard introduced the high-speed circuit switched data (HSCSD) service at a maxi-
mum data rate of 64 kbps. HSCSD uses up to eight TCH channels and provides a
maximum data rate of 64 kbps. GSM Release 1997 introduced a packet switched
data service for GSM, i.e. GPRS. GPRS uses 1-8 TCH channels dynamically de-
pending on the instantaneous data transfer capacity requirement. The theoretical
maximum capacity of GPRS is 160 kbps, if no error correction is used. One objective
of GPRS is to provide mobile stations with access to IP networks. [9]
An overview of the GPRS logical architecture is presented in Figure 1. In the figure,
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Figure 1: GPRS Logical Architecture with interface name denotations 
GTP allows multi-protocol packets to be tunnelled through the UMTS/GPRS Backbone between GSNs and between 
SGSN and UTRAN. 
In the control plane, GTP specifies a tunnel control and management protocol (GTP-C) which allows the SGSN to 
provide packet data network access for an MS. Control Plane signalling is used to create, modify and delete tunnels. 
In the user plane, GTP uses a tunnelling mechanism (GTP-U) to provide a service for carrying user data packets. 
The GTP-U protocol is implemented by SGSNs and GGSNs in the UMTS/GPRS Backbone and by Radio Network 
Controllers (RNCs) in the UTRAN. SGSNs and GGSNs in the UMTS/GPRS Backbone implement the GTP-C protocol. 
No other systems need to be aware of GTP. UMTS/GPRS MSs are connected to an SGSN without being aware of GTP. 
It is assumed that there will be a many-to-many relationship between SGSNs and GGSNs. A SGSN may provide 
service to many GGSNs. A single GGSN may associate with many SGSNs to deliver traffic to a large number of 
geographically diverse mobile stations. 
SGSN and GGSN implementing GTP protocol version 1 should be able to fallback to GTP protocol version 0. All 
GSNs should be able to support all earlier GTP versions. 
5 Transmission Order and Bit Definitions 
The messages in this document shall be transmitted in network octet order starting with octet 1. Where information 
elements are repeated within a message the order shall be determined by the order of appearance in the table defining 
the information elements in the message. 
The most significant bit of an octet in a GTP message is bit 8. If a value in a GTP message spans several octets and 
nothing else is stated, the most significant bit is bit 8 of the octet with the lowest number. 
Figure 1: Overview of the GPRS logical ar hitecture [10]
a mobile station (MS) is presented as its subelements terminal equipment (TE) and
mobile termination (MT) as specified in [11]. The MS is connected to a base station
system (BSS), which comprises base station controllers (BSC) and base transceiver
stations (BTS) (neither depicted). The BSS is further connected to a serving GPRS
support node (SGSN). SGSN:s perform delivery and routing of GPRS packets within
a PLMN. Th SGSN is further connected to another SGSN and a gateway GPRS
support node (GGSN). A GGSN handles in ernetworking with other PLMN:s and
packet data networks (PDN) such as IP networks or other packet data protocol
(PDP) networks. As described below, the GGSN basically tunnels e.g. IP packets
from the PDN to the correct SGSN, which relays it further to the correct MS. In
order to route packets to the correct MS, the MS mobility is handled at two levels.
The current BSS of an MS is stored in a SGSN and the current SGSN of an MS
is stored in a GGSN and a home location register (HLR). As seen from the packet
data network (PDN) e.g. IP network, the GGSN behaves like a router and hides
thus the structure and function of the GPRS network. [12]
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The HLR also stores user profiles comprising e.g. information regarding connections
between an MS and a PDN. Such a connection is referred to as a PDP context, which
is explained in more detail below. In addition, the figure depicts a UMTS terrestrial
radio access network (UTRAN) in parallel with the GSM BSS and another PLMN
with a UTRAN. [10]
The protocols used for transmission of IP packets between an MS and a GGSN is
presented in Figure 2. As presented in the figure, IP packets are tunneled with the
GPRS Tunneling Protocol (GTP) between the GGSN and the SGSN. The IP trans-
mission between the SGSN and the MS is performed with the Sub-Network Depen-
dent Convergence Protocol (SNDCP). SNDCP provides transparent transmission
over the underlying protocol layers, which may constitute of varying subnetworks
and protocols. Within the SNDCP packets, the IP header and payload data may
be compressed. [14]
In order to convey data between a PDN and an MS, a PDP context is created for the
MS. The PDP context is basically a binding between the PLMN address and a PDN
address, which has been assigned to the MS. In addition, other characteristics of the
connection, such as QoS information, can be stored as well. [14] This information is
stored in a PDP context information element in the MS and in the relevant SGSN:s
and GGSN:s [10].
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Figure 4: Transmission Plane 
Legend: 
- GPRS Tunnelling Protocol (GTP): This protocol tunnels user data and signalling between GPRS Support Nodes 
in the GPRS backbone network. All PDP PDUs shall be encapsulated by the GPRS Tunnelling Protocol. GTP is 
specified in GSM 09.60 [25]. 
- TCP carries GTP PDUs in the GPRS backbone network for protocols that need a reliable data link (e.g., X.25), 
and UDP carries GTP PDUs for protocols that do not need a reliable data link (e.g., IP). TCP provides flow 
control and protection against lost and corrupted GTP PDUs. UDP provides protection against corrupted GTP 
PDUs. TCP is defined in RFC 793 [42]. UDP is defined in RFC 768 [39]. 
- IP: This is the GPRS backbone network protocol used for routeing user data and control signalling. The GPRS 
backbone network may initially be based on the IP version 4 protocol. Ultimately, IP version 6 shall be used. IP 
version 4 is defined in RFC 791. 
- Subnetwork Dependent Convergence Protocol (SNDCP): This transmission functionality maps network-level 
characteristics onto the characteristics of the underlying network. SNDCP is specified in GSM 04.65 [14]. 
- Logical Link Control (LLC): This layer provides a highly reliable ciphered logical link. LLC shall be 
independent of the underlying radio interface protocols in order to allow introduction of alternative GPRS radio 
solutions with minimum changes to the NSS. LLC is specified in GSM 04.64. 
- Relay: In the BSS, this function relays LLC PDUs between the Um and Gb interfaces. In the SGSN, this 
function relays PDP PDUs between the Gb and Gn interfaces. 
- Base Station System GPRS Protocol (BSSGP): This layer conveys routeing- and QoS-related information 
between BSS and SGSN. BSSGP does not perform error correction. BSSGP is specified in GSM 08.18 [20]. 
- Network Service (NS): This layer transports BSSGP PDUs. NS is based on the Frame Relay connection between 
BSS and SGSN, and may be multi-hop and traverse a network of Frame Relay switching nodes. NS is specified 
in GSM 08.16 [19]. 
- RLC/MAC: This layer contains two functions: The Radio Link Control function provides a radio-solution-
dependent reliable link. The Medium Access Control function controls the access signalling (request and grant) 
procedures for the radio channel, and the mapping of LLC frames onto the GSM physical channel. RLC/MAC is 
defined in GSM 04.60 [12]. 
- GSM RF: As defined in GSM 05 series. 
5.6.2 Signalling Plane 
The signalling plane consists of protocols for control and support of the transmission plane functions: 
- controlling the GPRS network access connections, such as attaching to and detaching from the GPRS network; 
- controlling the attributes of an established network access connection, such as activation of a PDP address; 
- controlling the routeing path of an established network connection in order to support user mobility; and 
Figure 2: GPRS Transmission Plane Protocols [13]
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2.2 EDGE
The performance of GPRS and HSCSD was improved in GSM Release 1999 by
introducing an alternative modulation scheme, which provides higher throughput
if interference is relatively low i.e. if the MS in question is located relatively close
to the BS. The modifications of higher layers and protocols where minor. EDGE
(Enhanced Data Rates for GSM Evolution) enhances GPRS and HSCSD to EGPRS
(Enhanced GPRS) and ESCSD (Enhanced CSD). The maximum user plane bit rate
of EGPRS is 473 kbps. [9]
2.3 IP Multimedia Subsystem
The 3GPP Release 5 introduces IMS, which defines an extension to the core network
of the packet switched domain of a UMTS network. IMS enables SIP (Session
Initiation Protocol) Signaling over IP for establishing, modifying and closing IP
connections. In addition, QoS (Quality of Service) mechanisms are introduced for
configuring end-to-end QoS services e.g. between a PLMN terminal and a PDN
terminal [15, 16]. The relationship between the IMS and other PLMN domains is
presented in Figure 3. IMS introduces three new elements: the call state control
function (CSCF), the media gateway control function (MGCF) and the multimedia
resource function (MRF) (not depicted). A CSCF acts basically as a SIP proxy but
may also have additional functions such as QoS policy control [15]. Depending on
the functionalities, CSCF:s are further categorized as proxy, serving- or interrogating
CSCF:s. The MGCF controls internetworking with CS systems and the functioning
of MGW:s. [17] The MRF controls and processes multimedia conferences such as
multiparty calls and audio-video conferences over IP [18, 19].
The IMS also includes additional features. According to Wong et al [20], the IMS
architecture enables mobile operators to gain the advantage of offering basic IP
connectivity without the drawbacks traditionally associated with providing merely
a bearer service. In addition to the basic IP connectivity service, IMS enables
mobile operator’s to offer additional services to both end users and third party
service providers. From the end user perspective, the IMS architecture offers the
11
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Figure 3: IP Multimedia Subsystem [17] (adapted)
alternative of accessing a basic package of IP based services. The benefit of third
party service providers is that the IMS enables them to access capabilities of the
network below the IP-layer, such as location and presence information.
2.4 Chapter Summary
The GPRS networks of GSM and UMTS provide a medium for transferring data
over IP connections between both mobile terminals and other packet data networks
as well as for peer-to-peer communication between mobile terminals. IMS adds a
SIP based signalling framework for handling personal mobility i.e. allows users to
be accessible at any suitable device the user may select. These two capabilities - IP
data communication and SIP signalling - create a framework that provides a basis
for implementing e.g. PTT services.
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3 SESSION INITIATION PROTOCOL
This section is based on RFC 3261 [21] and [22], which specify and explain SIP re-
spectively. The intention of this section is to describe the Session Initiation Protocol
and the Session Description Protocol to the extent required in order to understand
how PoC functions.
SIP is a protocol defined to run on top of transport level protocols such as TCP or
UDP. It is intended for setting up, modifying and tearing down multimedia sessions
over the Internet. Several different protocols (e.g. real-time transport protocol,
RTP) have been specified for enabling various forms of real-time media transfer
such as voice or video. SIP is intended to work in combination with these protocols
by enabling user agents (i.e. hosts such as PC:s or mobile terminals) to discover
each other and define the characteristics of a session.
An example of how a multimedia session can be initiated with SIP is presented in
Figure 4. In the example, a session is established between Alice’s phone and Bob’s
phone with the aid of SIP proxy servers of Alice’s and Bob’s SIP service providers.
The SIP messages are chronologically numbered in the figure for clarity (the numbers
in parenthesis):
1. Alice’s phone sends an INVITE-message with Bob’s universal resource identifier
(URI) as the recipient address. The message is sent to a SIP proxy serving
Alice’s domain, i.e. atlanta.com. An example of an INVITE-message header
is given in Figure 5, which is explained in section 3.3. The INVITE-message
contains an offer according to the Session Description Protocol (SDeP). An
example of an SDeP message is given in Figure 6, which is explained in sec-
tion 3.4. The SDeP offer is basically a list of suggested parameter alternatives
for the connection.
2. The SIP proxy of the atlanta.com domain forwards the invite message to the SIP
proxy of biloxi.com, whose IP-address may e.g. be obtained by a domain name
server (DNS) lookup. An additional via-field corresponding to the atlanta.com
SIP proxy is added to the message header. (The newer via-field is above the
older via-field.)
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5. The biloxi.com SIP proxy sends a 100 TRYING-response to the atlanta.com SIP proxy 
to indicate that the INVITE-message was received and is being processed. 
6. Bob’s phone receives the INVITE-message and alerts the user e.g. with a ringing sound. 
A 180 RINGING-response is sent to the biloxi.com SIP proxy to indicate that the 
INVITE-message was received and the user is being alerted. 
7. The biloxi.com SIP proxy receives the 180 RINGING-response, removes the uppermost 
of the via-fields i.e. the field corresponding to itself, and forwards the response to the 
atlanta.com SIP proxy. 
12.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 SIP session setup example [16] (adapted) 
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Figure 4: SIP session setup example [21] (adapted)
3. The atlanta.com SIP proxy sends a 100 TRYING-response to Alice’s phone to
inform that the INVITE-message was received and is being routed further.
4. The SIP proxy of the biloxi.com domain receives the INVITE-message from the
atlanta.com SIP proxy, adds an additional via-field, and forwards the message
to Bob’s phone. The current IP-address of Bob’s phone is acquired by query-
ing a SIP registrar, which is a database for storing IP-addresses associated
with users’ URI-addresses. The operation of a SIP registrar is explained in
section 3.1 and URI:s are discussed in section 3.2.
5. The biloxi.com SIP proxy sends a 100 TRYING-response to the atlanta.com
SIP proxy to indicate that the INVITE-message was received and is being
processed.
6. Bob’s phone receives the INVITE-message and alerts the user e.g. with a ring-
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ing sound. A 180 RINGING-response is sent to the biloxi.com SIP proxy to
indicate that the INVITE-message was received and the user is being alerted.
7. The biloxi.com SIP proxy receives the 180 RINGING-response, removes the up-
permost via-field i.e. the field corresponding to itself, and forwards the re-
sponse to the atlanta.com SIP proxy.
8. The atlanta.com SIP proxy receives the response, removes the uppermost via-
field, and forwards the response to Alice’s phone.
9.-11. When Bob has accepted the call e.g. by pressing a button, his phone sends
a 200 OK-response to the biloxi.com SIP proxy. The response is forwarded to
Alice’s phone in a similar way as in steps 6-8. The 200 OK-response includes
an SDeP message as an answer to the SDeP-message in the INVITE-message.
The SDeP message indicates which of the suggested parameter sets are rejected
and accepted as explained in section 3.4.
12. When Alice’s phone receives the 200 OK-response, it sends an ACK message
directly to Bob’s phone bypassing the SIP proxies. Alice’s and Bob’s phones
are now aware of each others IP-addresses and they have agreed on how to
communicate. A media session has thus been initiated between the two phones
and data can be conveyed.
13. Either party can request to disconnect the session by sending a BYE-message.
14. The BYE-message is acknowledged with a 200 OK-message, which terminates
the SIP session.
3.1 SIP Registrars and Registration
A SIP registrar keeps track of at which IP addresses a user is currently reachable.
This information can then be accessed by e.g. a SIP proxy when another user invites
the user in question to a session. A SIP registrar thus maintains associations between
URI:s and IP-addresses. Associations are created by sending REGISTER-messages
to a SIP registrar. A user may register several different devices in order to define
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several alternative contact points for reaching the user. Similarly, several users may
register the same address whereby they all are accessible at that particular device.
In order to avoid e.g. call hijacking, the originator of a REGISTER-message is
authenticated.
3.2 Uniform Resource Indicators
SIP specifies SIP servers that provide user agents with services for locating desired
user agents and initiating sessions with them. SIP uses Uniform Resource Indicators
(URI) for identifying users. The general URI format is of the following type, the
fields of which are explained in Table 1:
sip:user:password@host:port;uri-parameters?headers
3.3 SIP Message Structure
SIP is based on a request-response transaction model similar to the one of HTTP.
Client-server communication is initiated by a request that is replied to with a re-
sponse. In the example of Figure 4, the signaling is initiated by an INVITE-message
sent by Alice’s phone. The INVITE-message may be e.g. as presented in Figure 5,
the fields are explained in Table 2.
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head rs T e e ders are optional. The first header is preceded by a question mark. 
Several headers may be included by separating them with the “&”-symbol. 
Headers can be used to convey additional information or settings.  
 
The “user:password@”-part is called the userinfo-part of the URI. This part is optional and 
can be omitted in which case the URI refers to the host specified in the host field in question. 
2.1.3.1.3 SIP Messages 
SIP is based on a request-response transaction model similar to the one of HTTP. Client 
server communication is initiated by a request that is replied to with a response. In the 
example of  
Figure 4, the signaling is initiated by an INVITE-message sent by Alice’s phone. The 
INVITE-message may be e.g. as presented below, the fields are explained in Table 2. 
INVITE sip:bob@biloxi.com SIP/2.0 
Via:SIP/2.0/UDP pc33.atlanta.com;branch=z9hG4bK776asdhds 
Max-Forwards: 70 
To: Bob <sip:bob@biloxi.com> 
From: Alice <sip:alice@atlanta.com>;tag=1928301774 
Call-ID: a84b4c76e66710@pc33.atlanta.com 
CSeq: 314159 INVITE 
Contact: <sip:alice@pc33.atlanta.com> 
Content-Type: application/sdp 
Content-Length: 142 
Figure 5 An example of a SIP INVITE-message header [16] 
Table 2 Explanations of some SIP message headers 
Field Explanation 
INVITE This is the request line, which indicates the request type (e.g. “INVITE”), the 
recipient’s URI, and the SIP version.  
Via: This field indicates the entities via which the message is routed. For each hop, 
an additional via-field is added by e.g. the SIP proxy forwarding the message. 
Once the message reaches its recipient, the via-fields indicate the route via 
which a response is to be conveyed. 
To: Indicates the recipient of the message. The tag-parameter is used to uniquely 
identify the dialog, see the explanation for the Call-ID-field. 
From: This field indicates the source of the message. 
Call-ID: A unique identification for the dialog. The Call-ID and the tags in the To- and 
From-fields uniquely identify the dialog. (As an exception, no tag is included 
in the To-field of an invite but it is assigned in the corresponding response.) 
CSeq: A sequence number for indicating the order of transactions in a dialog and for 
uniquely identifying the transactions. This field is also used to differentiate 
Figure 5: An example of a SIP INVITE-message header [21]
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Table 1: SIP URI field explanations
Field Explanation
sip Specifies that the URI in question is a SIP URI. (Other URI:s
used by SIP are e.g. ”sips” for Secure SIP and ”tel” for Tele-
phone URI. The format of the former is analogous to the SIP
URI while the latter differs significantly.)
user Identifies the user in question e.g. ”valter.ronnholm” or ”jack”.
If supported by the host in question, global or local tele-
phone numbers may also be used e.g. ”3589465077”. The
”user:password@”-part is called the userinfo-part of the URI.
This part is optional and can be omitted in which case the URI
refers to the host specified in the host field in question (see
below).
password A password associated with the user. This field is optional and
the SIP specification recommends that this field is not used
since it causes a security risk.
host The host providing the SIP resource to the user. Identified by a
domain name such as ”hut.fi” or an IPv4 or IPv6 address such
as ”130.233.220.31”.
port Specifies the transport level port number to which a request is
to be sent e.g. ”8080”. This field is optional and if it is omitted,
the default value ”5060” is used.
uri-parameters The URI-parameters are optional. A parameter is always pre-
ceded by a semicolon and several URI-parameters may be given
by separating them with semicolons. SIP specifies six different
parameters: transport, maddr, ttl, user, method and lr. For
example, a ”transport=udp”-parameter can be used to specify
the transport protocol.
The parameter mechanisms is extensible i.e. additional param-
eters may be freely specified and used. These will, however, be
ignored by SIP elements that do not recognize them.
headers The headers are optional. The first header is preceded by a
question mark. Several headers may be included by separating
them with the ”&”-symbol. Headers can be used to convey
additional information or settings.
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Table 2: Explanations of some SIP message headers
Field Explanation
INVITE This is the request line, which indicates the request type (e.g.
”INVITE”), the recipient’s URI, and the SIP version.
Max-forwards: This field indicates how many times the message is allowed to
be forwarded.
Via: This field indicates the entities via which the message is routed.
For each hop, an additional via-field is added by e.g. the SIP
proxy forwarding the message. Once the message reaches its
recipient, the Via-fields indicate the route via which a response
is to be conveyed.
To: Indicates the recipient of the message.
From: This field indicates the source of the message. The tag-
parameter is used to uniquely identify the dialog, see the ex-
planation for the Call-ID-field.
Call-ID: A unique identification for the dialog. The Call-ID and the tags
in the To- and From-fields uniquely identify the dialog. (As an
exception, no tag is included in the To-field of an invite but it
is assigned in the corresponding response.)
CSeq: A sequence number for indicating the order of transactions in a
dialog and for uniquely identifying the transactions. This field
is also used to differentiate between new requests and retrans-
mitted requests.
Contact: In an INVITE-message, this field indicates the absolute URI
(i.e. the direct address) of the originator. By using this URI,
a response can be conveyed directly to the user in question
without routing it through the proxies indicated in the via-
field(s). This is useful e.g. when a session has been successfully
established and direct communication between the peers begins
(e.g. the Media Session-arrow in Figure 4.) The meaning of
the URI in a Contact-field depends on the type of request or
response it is in.
Content Type: This field indicates the type of the content in the SIP mes-
sage body. This field is used in accordance with section 3.7
of RFC 2616 (i.e. HTTP). In the example above, this field
indicates that the message body is of the SDeP media type,
which is a subtype of the media type ”application”. (SDeP is
explained in section 3.4.)
Content
Length:
This field indicates the length of the message body in bytes.
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3.4 Session Description Protocol
This section is based on RFC 2327 [23].
The body of a SIP INVITE-message includes the characteristics of the upcoming
connection. This information is typically conveyed in accordance with the Session
Description Protocol (SDeP), which is specified in RFC 2327. The use of SDeP in
SIP is specified in RFC 3264, which modifies SDeP slightly.
An SDeP message includes a session description part and a time description part.
Optional media description parts may also be included. The mandatory fields of the
session description part are v, o, s, and c (see Tables 3 and 4 for explanations). The
c-field is, however, optional in the session description part, if the c-field is included
in all media description parts. Only the t-field is mandatory in the time description
part. An example of an SDeP description is presented in Figure 6 and the fields are
explained in Tables 3 and 4.
A SIP INVITE-message typically contains an SDeP description similar to the one
presented in Figure 6. This description is an offer, which presents the media type
alternatives suggested by the originator. A typical response to an INVITE-message
is a 200 OK-message including an SDeP description. The structure of the SDeP
message in the 200 OK-message is analogous to the structure of the SDeP message in
the INVITE-message. The responding SDeP message must, however, have an equal
number of media description parts as the original SDeP message. An offered media
description part can be rejected by including a corresponding media description
part in the reply with the port-parameter set to ”0”. Acceptance is indicated by
including a corresponding media description part with valid parameters.
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Figure 6 An example of an SDeP message [18] (adapted) 
v=0 
o=alice 2890844526 2890844526 IN IP4 atlanta.com 
s= 
c=IN IP4 atlanta.com 
t=0 0 
m=audio 49170 RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
m=audio 51372 RTP/AVP 96 
a=rtpmap:96 AMR/8000 
m=audio 53000 RTP/AVP 97 
a=rtpmap:97 AMR-WB/16000 
Session Descr. Part 
Time Descr. Part 
Media Descr. Part 1 
Media Descr. Part 2 
Media Descr. Part 3 
Figure 6: An xample of an SDeP mess ge header [24] (adapted)
Table 3: Explanations of some SDeP message fields
Field Explanation
v Indicates the protocol version. At the time of writing, only one protocol version
existed.
o Indicates the originator of the SDeP announcement. The syntax of this field is:
o=<username><session id><version><network type><address type><address>
<session id> identifies the session in question.
<version> indicates the version of the SDeP announcement. If a user agent
sends an SDeP announcement that updates a previously sent announcement, the
version number is increased.
<network type> indicates the network type, ”IN” means internet.
<address type> indicates the address type i.e. ”IP4” or IP6”.
<address> Indicates the address of the session initiator in the domain name
format, the dotted decimal representation format of IPv4, or the compressed
textual representation of IPv6. It is recommended that the time stamp method of
the Network Time Protocol (NTP) as specified in RFC 1305 is used for allocating
the <session id> and <version> values.
s This is the session name field. It is mandatory in the SDeP specification but it is
not very useful in SIP, because SIP is primarily intended for unicast whereas the
session name is generally intended for multicast sessions. It is therefore recom-
mended that the s-field is set to either ”-” or ” ” (space) in SIP usage. [24]
c This field contains connection data. The syntax of the field is:
c=<network type> <address type> <connection address>
The <network type> and <address type> parameters are used in the same way
as in the o-field. (RFC 2327 does not specify usage of IPv6 addresses but it is
specified in RFC 3266, which updates SDeP.)
<connection address> contains the address of the endpoint for the intended ses-
sion. This address may be identical with the address in the o-field but may also
differ. Typically the addresses differ when SDeP is used for establishing a multicast
session in which case the <connection address> is a multicast address.
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Table 4: Explanations of some SDeP message fields (continued)
Field Explanation
t This field contains the beginning and end times of the session in question. When
SIP is used, exchanging this information in the initiation stage of a session is unnec-
essary since the session can be terminated by means of SIP signaling. Nevertheless,
this field is mandatory in the SDeP specification and must thus be included. For
SIP, it is recommended that this field is set to ”0 0”, which generally indicates an
permanent session [24].
m This is the media announcement field. The syntax of this field is:
m=<media> <port> <transport> <fmt list>
<media> indicates the media type. The specified types are ”audio”, ”video”,
”application”, ”data” and ”control” but the list is extensible.
<port> indicates the transport level port associated with the <transport> field.
<transport> indicates the transport protocol. At the time of writing, the following
alternatives where defined by RFC 2327 and IANA: ”RTP/AVP”, ”udp”, ”vat”,
”rtp”, ”UDPTL”, and ”TCP”. In the example of Figure 6, ”RTP/AVP” indicates
the Audio/Video profile of RTP.
<fmt list> is the payload format(s) list, which includes one or more payload format
indicators. If several entries are listed, the first entry is the default format but all
formats may be used in the session. This parameter is used in accordance with
the specification of the transport protocol indicated by the transport-parameter.
For example, if the transport-parameter is ”RTP/AVP”, the payload format may
be e.g. ”0” or ”3” indicating Pulse Code Modulation (µ-law, 8 bits) and GSM
(residual pulse excitation/long term prediction) respectively. The payload formats
from ”96” to ”127” are reserved for dynamic usage and they require attributes in
the a-field to be identified precisely. [25], [26]
a This is the attribute field, which may be included in the session description part
and/or the media description parts. The number of a-fields is not limited. Two
valid syntaxes are specified for the a-field:
a=<flag>
a= <attribute>:<value>
For example, ”a=sendonly” indicates that the media type the attribute refers to
is specified to only send data (e.g. in the case where different addresses are used
as traffic destination and traffic source). Correspondingly, ”a=orient:landscape”
would indicate that the video media in question uses the landscape orientation.
A number of attributes are registered by IANA but unregistered attributes may
also be used, if a ”X-”-prefixes is used.
In the example of Figure 6, the a-field of media description 1 indicates that the
clock rate is 8000Hz. The a-fields of media description 2 and 3 indicate that
adaptive multi rate coding (AMR) at 8000Hz and AMR-wideband (AMR-WB)
coding at 16000Hz are used respectively.
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3.5 Chapter Summary
In this chapter a general example of how a session can be setup with SIP was
first given. Then one message of the messages presented in the general example
was inspected in more detail and its header fields and message body consisting of an
SDeP message were explained. The intention is to give a general level understanding
of SIP but also provide some insight on the lower level implementation. A more
thorough description of SIP, its various messages and functionalities can be found
in e.g. [22] or [16].
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4 PUSH-TO-TALK OVER CELLULAR
In September 2003 Ericsson, Motorola, Nokia and Siemens mobile announced that
they have developed an industry standard that specifies PoC based on the IMS
framework. This standard was also submitted to OMA as a baseline document
for PoC standardization within a standardization body with a broader interest
group [27, 28, 29, 30, 31, 32, 33]. OMA is a standardization body, which was founded
in 2002 and currently has about 300 member companies from all branches related
to PLMN business. OMA provides user oriented open standards for enabling bearer
agnostic mobile services with interoperability between service providers. In relation
to other standardization bodies, OMA provides more holistic specifications across
the entire value chain of mobile services. OMA also provides a body for agreeing
and standardizing ways for consolidating existing standards of e.g. 3GPP and IETF
in mobile services. [34, 35]
This section is based on the OMA PoC Requirements specification [36] and on
the most current OMA PoC Architecture specification draft [37] that was publicly
available at the time of writing. At the time of writing, the PoC standard of the
Open Mobile Alliance (OMA) is work in progress and the latest public draft version
of the OMA PoC Architecture specification is dated April 7, 2004 [37]. The current
target is to publish a candidate enabler in December 2004 [38]. A target date for
publishing an approved enabler has not been publicly announced. An ”enabler”
is defined as a set of specifications that combined together define a platform for
providing a service [39]. The OMA PoC requirements document was approved on
October 8th 2003 [36]. The requirement document specifies terminology, use cases,
high-level functional requirements, and operational and overall system requirements.
As stated in the charter of the PoC working group of OMA: ”PoC service is a
half-duplex form of communications that allows users to engage in immediate com-
munication with one or more receivers, similar to Walkie Talkie type operation,
simply by pushing a button on their handsets.” [2] Figure 7 exemplifies a one-to-
many PoC session in which group member B speaks to the other members in the
group in question.
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4. Introduction 
Push to talk over Cellular (PoC) is intended to provide rapid communications for business and consumer customers of mobile 
networks. PoC will allow user voice and data communications shared with a single recipient, (1-to-1) or between groups of 
recipients as in a group chat session, (1-to-many) such as in Figure 1 below. 
Member A
Member B
Member C
Member D
Member EWireless Network
 
 
Figure 1: Example of a PoC 1-to-many group session (voice transmission) 
 
Existing solutions that offer walkie-talkie like services typically consist of mobile terminals with dedicated talk buttons, 
supported by networks that support the exchange of signalling messages to establish and maintain a push to talk call, report 
the presence of users, etc.  Such implementations use proprietary messaging protocol among the various entities, such as the 
mobile terminal and the network.     
OMA-PoC seeks interoperability among the network entities to avoid market fragmentation, by realising the push to talk over 
cellular service in a widely-acceptable and standardised manner. 
Figure 7: A one-to-many PoC session from member B to the other group mem-
bers [37]
4.1 Architecture and Functional Entities
The general OMA PoC architecture is presented in Figure 8. The PoC client resides
in the user equipment i.e. a mobile terminal. The access network and the SIP/IP
Core, which is based on IMS, provide the PoC client access to PoC Servers and Group
and List Management Servers (GLMS) both in local and remote PoC networks. (In
the figure, the abbreviation MMD refers to the All-IP Core Network Multimedia
Domain defined by 3GPP2. MMD includes an IMS corresponding to the 3GPP
IMS. [40]) A PoC client registers itself to the SIP/IP core, after which SIP signalling
between the PoC client and PoC server is enabled. The SIP/IP core also handles
the authentication of PoC clients. The PoC servers take care of the handling of PoC
and SIP sessions, floor control etc. As its name implies, the GLMS handles group
and list management i.e. stores e.g. PoC group, contact and access information
and provides methods for creating, modifying and retrieving this information. A
presence server may be used to enable presence related PoC features, these are,
however, outside the scope of this thesis.
The relation of the PoC elements to the IMS framework is presented in Figure 9.
The PoC elements are encircled by the dashed line and the interfaces between the
PoC and IMS elements are depicted. The abbreviation ISC denotes the IP multime-
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5. Architecture 
Editor's note: Dashed lines indicate interfaces that are FFS  
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Figure 2: PoC architecture 
Editor’s note: There may be other interface in addition to those shown on the figure. These interfaces are FFS. 
The access network used by the PoC architecture includes both the radio access as well as the other nodes required to gain IP 
connectivity and IP mobility. 
PoC SHALL utilize SIP/IP Core based on capabilities from IMS as specified in 3GPP ([3GPP TS 23.228]) and 3GPP2 
([3GPP2 X.P0013.2]).  
Figure 8: PoC architecture [37]
dia Subsystem Service Control Interface, which is SIP based and defined in 3GPP
TS 23.228 [19]. The ISC-interface corresponds to the If-interface of the OMA spec-
ifications. From the IMS perspective, a PoC server is seen as an application server,
which utilizes the SIP capabilities of IMS. Correspondingly the Ut-interface of IMS
corresponds to the Im-interface of OMA PoC. [41]
4.2 Addressing
According to the PoC specification, each user has at least one SIP URI for ad-
dressing purposes and optionally a telephone URI. Telephone URI:s are specified in
RFC 2806 [42], an example is ”tel:+3589465077”. SIP URI:s are also used for the
addressing of groups. A group with a specific URI can be created and stored in a
GLMS.
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 3GPP 
3GPP TR 23.979 V0.4.0 (2004-05)7Release 6 
• The PoC service entity may provide the originating user with an early indication to start to speak even 
before invited users accept the call.  
• If the above condition is applied then the initiating PoC subscriber shall receive an indication if no 
participants receive the talk burst.  
• The originating subscriber receives ‘right-to-speak’ (RtS) indication after certain time depending on the 
answer mode setting of the target PoC subscriber. 
• Depending on the setting by the PoC subscriber, the right-to-speak indication can be given to the 
originating PoC subscriber before the target PoC subscriber is reached or at least one of  the target PoC 
subscribers has to accept the PoC session before the ‘right-to-speak’ indication is given to the originating 
PoC subscriber. 
• During the PoC session, the PoC service entity provides ‘right-to-speak’ indication to a PoC subscriber 
requesting to speak. 
• In case of a chat group session, the communication between chat group participants shall be possible at the 
time the PoC chat group session is established, that is at least one participant has joined the chat session. 
• The timing requirements for capabilities such as RtS shall be taken into account within 3GPP as specified 
in OMA RD [6]. 
• Charging architecture requirements shall be taken into account as specified in OMA PoC AD. 
Editor’s note: Further requirements are expected to be included to the list above as work progresses. 
5 Architectural Concept 
5.1 General overview 
Editor's Note: The purpose of this sub-clause is to describe the general overview of the PoC service architecture 
principles based on IMS and functions supported by PoC services. Where necessary, a mapping from 
OMA terminology and reference points to 3GPP terminology and reference points will be given. 
 
PoC service is introduced as an application within the frame of the IP Multimedia Subsystem (IMS). Figure 5.1 below 
illustrates how the PoC service elements fit into the IMS architecture.  
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Figure 5-1. PoC service elements in the IMS architecture 
Figure 9: PoC architecture from IMS perspective [41]
4.3 Features
The OMA PoC requirements document outlines several different features, some of
which are described in the following sections.
4.3.1 One-to-One Communication
The one-to-one communication feature is specified to provide PoC communication
between two users. The initiating party sends an invitation to the desired recipient.
The receiving device handles the invitation depending on whether it is set in auto-
matic answer mode or manual answer mode. In the case of manual answer mode,
the recipient must accept the invitation before the originator is given the right to
speak. The SIP signalling flow is analogous to the one-to-many ad hoc group session
case presented in Figure 10 and explained in Section 4.3.2. In case of the automatic
answer mode the receiving device automatically accepts the invitation after which
the initiating party may transmit speech to the recipient. The signalling flow is
similar to Figure 10 but the RINGING-messages (8. - 14.) are missing and the
OK-messages (15. - 21.) are replaced by UNCONFIRMED OK-messages.
In addition, a feature called Instant Personal Alert is specified for initiating one-to-
one communication. This feature is basically a call back request, i.e. a notification
that the sender wishes to speak to the recipient.
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4.3.2 One-to-Many Communication
The OMA PoC Requirements specification defines three modes of one-to-many com-
munication: pre-arranged, ad hoc and chat. Corresponding groups can be created
and stored in GLMS by the users or administrators. Pre-arranged and chat groups
are persistent whereas ad-hoc groups are temporary and their information is thus
removed from the GLMS e.g. when the ad-hoc group session is terminated or after
a certain period of time has elapsed without activity. Users can create and mod-
ify groups using their mobile terminal. The automatic and manual answer modes
described in the previous section apply to one-to-many connections as well.
A pre-arranged group has a permanent URI by which all the group members can be
contacted.
A chat group is a group, whose sessions users can join and leave individually in a
similar manner as in e.g. www-based textual chat groups. Chat groups are thus
similar to other PoC groups except for that inactive users are not invited to sessions.
In other words, a user that is a member of a chat group but is currently not active in
the group does not receive any talk bursts2 or invitations regarding ongoing sessions.
An ad-hoc group can be created by a user by inviting a number of individuals to
the group. It is also possible to define restricted groups with lists of the members
allowed in the group.
Ad-hoc groups
An example of creating and initiating an ad hoc group session or a one-to-one
session is presented in Figure 10, whose message flow is explained below. In the
figure, only one invitee is depicted for clarity but other invitees would be invited in
a corresponding manner. In the example, the invitees are assumed to be in manual
answer mode.
1. - 7. PoC client A invites one or more PoC subscribers to a PoC session by send-
ing an INVITE-message including the invited subscribers’ URI:s and media
2The term ”talk burst” is defined by OMA as ”The media recording, transport and playback
that occurs from the point the PoC Client has got the permission to send a talk burst until the
permission is released.” [37] In other words, a speech message conveyed from one user to others.
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Figure 10: Message flow of one-to-one and ad hoc group session formation [37]
(adapted)
parameters regarding PoC client A. The message is routed via the SIP/IP
core to the PoC server of the home network of client A. The PoC server then
locates the PoC servers of the invited PoC clients on the basis of the URI:s
and forwards the INVITE-message via the SIP/IP cores of the home networks
of PoC client A and B. The PoC server of PoC client B’s home network then
forwards the message to PoC client B via the SIP/IP core of PoC client B’s
home network.
28
8. - 14. The invited clients phone alerts the user and sends a RINGING-message to
PoC client A. The message is conveyed in a similar manner as in steps 1. - 7.
15. - 21. When PoC client B accepts the invitation, an OK-message is sent to the
inviting PoC client A. The message is conveyed in a similar manner as in steps
1. - 7.
22. The PoC server of PoC client A’s home network acts as the controlling PoC
server of the established session and thus handles e.g. floor control. A ”Floor-
Granted”-message is sent to PoC client A to indicate the right to speak.
23. - 24. A Floor Status message is conveyed to PoC client B in order to notify
that the floor is occupied and an incoming talk burst is to be expected.
25. - 27. A PoC talk burst is conveyed over a media connection from PoC client A
to PoC client B (and other members in the group).
The session initiation messages of steps 1. - 21. are conveyed over the If-, Is- and In
interfaces. The floor control messages and media flow are conveyed over the It- and
Itn interfaces. These interfaces are presented in Figure 8.
Pre-arranged Groups and Chat Groups
The signaling for pre-arranged and chat group sessions are similar to what is de-
scribed above but a single URI is used for contacting all the group members.
4.4 Pre-established Session
A pre-established session may be created between a PoC client and a PoC server well
in advance of any actual user-to-user communication. Basically a pre-established
session is established in order to negotiate media parameters for the media and
floor control communication between the PoC client and PoC server. By creating
a pre-established session, the above-mentioned negotiation is not needed when e.g.
the PoC client initiates a PoC session. If a pre-established session exists between
the PoC client and server, the signaling flow is somewhat different from what is
described above in Section 4.3.2 and Figure 10.
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4.5 Leaving a PoC Group Session
A group participant may leave a group session by sending a BYE-message to the
controlling PoC server. The PoC server removes the participant from the group
and sends an OK-message to the user in question. The messages are conveyed in a
similar manner as in Figure 10.
4.6 Adding a Participant to a PoC Session
A PoC subscriber participating in a PoC session may invite any other PoC subscriber
to the ongoing PoC session, provided that the maximum number of participants is
not exceeded. An example of this procedure is presented in Figure 11 and explained
below. In the example the invitee is in automatic answer mode.
1. - 2. The inviting PoC subscriber invites another PoC subscriber to an existing
PoC session with a REFER-message, which is conveyed to the controlling
PoC server. In the example of Figure 11, the controlling PoC server is the
PoC server of the home network of PoC client A.
3. - 5. The PoC server acknowledges the REFER-message and states that the in-
vitation procedure is initiated by sending an OK-message to PoC client A.
6. - 7. The controlling PoC server sends an INVITE message to the PoC server of
the invitee’s home network.
9. - 10. The PoC server of the home network of PoC client B sends an Auto-Answer
message to the controlling PoC server, since PoC client B is in auto answer
mode.
10. - 12. The controlling PoC server sends a NOTIFY-message to the inviting PoC
client A in order to notify that the invitation has been successful.
13. - 14. PoC client A acknowledges the NOTIFY-message by sending an OK-
message to the controlling PoC server.
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Figure 11: Message flow of adding a participant to a PoC session [37] (adapted)
15. - 16. The PoC server of the home network of PoC client B forwards the INVITE-
message to PoC client B.
17. - 21. The user of PoC client B accepts the invitation and an OK-message is
sent via the participating PoC server to the controlling PoC server. Hereafter,
the PoC session proceeds as usual.
4.7 Floor Control
The OMA PoC requirements document defines floor control as a ”mechanism for
the arbitration of the sequence of PoC participants to speak”. To put it simply, the
PoC server acts like a chairman that gives the floor to the participants of a session
on the basis of their requests to speak.
At the time of writing, the details of the floor control mechanism are an open issue.
31
However, the high level functional requirements are defined. Basically, each PoC
session participant is able to request the floor upon which the PoC server either
grants a permission to speak or, if the floor is already occupied by another user,
denies the request. In addition, the PoC server may optionally queue request and
notify the requester of the queueing. When the floor is granted to a participant,
the other PoC clients in the group are notified of this, in order to avoid unnecessary
requests. After a talk burst, the PoC client in question releases the floor by sending
an indication of the releasing to the PoC server. The PoC server may also force the
floor to be released, e.g. in case a PoC subscriber attempts to send a talk burst
that is longer than the specified maximum. When the floor has been released, a
notification of this is sent from the PoC server to all participating clients.
In the industry standard of the Ericsson, Motorola, Nokia, Siemens-consortium, the
floor control mechanism is specified in more detail. [30]
4.8 Simultaneous PoC Sessions
A PoC subscriber may be a member in several PoC groups and in several PoC
sessions simultaneously. Furthermore one of these sessions may be selected as the
primary group whereas the others in that case are secondary groups. In order to
prevent the user from hearing a mixture of talk bursts from different sessions the
following rules are followed depending on whether a primary group is selected or
not. The general policy is that an ongoing discussion is not interrupted by another
discussion unless it has higher priority. A discussion is regarded as begun by the
first talk burst and ended after a certain time of inactivity in the group in question.
No Primary Group Selected
If no primary group has been selected, an ongoing discussion is never interrupted.
Incoming talk bursts from other groups are thus filtered and thereby missed by the
user. After a discussion has ended, a discussion from another group is passed to the
user.
Primary Group Selected
If a primary group has been selected, a discussion in the primary group always
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interrupts a discussion of a secondary group. An ongoing discussion in a secondary
group is thus rejected and subsequent talk bursts are filtered and missed by the user
until the discussion in the primary group has ended. Among secondary groups the
priority is identical to the case where no primary group is selected. However, if a
user happens to be talking in a secondary group, he/she is not interrupted by an
incoming talk burst from the primary group but merely notified of the event. That
is, a discussion in a secondary group is interrupted but an outgoing talk burst is
not.
[36, 37]
4.9 Protocols
At the time of writing, the OMA PoC Architecture document does not explicitly
define all the protocols to be used but does include clear indications that SIP and
RTP will be used. It seems reasonable to assume that a protocol stack similar
to the one of Figure 12, which is the protocol stack of Nokia’s proprietary PoC
solution [43], will be used. This assumption seems to be supported by several public
contributions [44, 45, 46] as well as the descriptions of proprietary solutions in
Visiongain’s report [1]. The protocol stack employs an IP/UDP/RTP based user
plane for conveying communication data, and a IP/UDP/SIP based control plane
for signalling. In addition, the floor control also requires a signalling protocol, this
remains an open issue in the OMA PoC documents at the time of writing.
If the protocol stack of Figure 12 is used, the headers of the IP, UDP and RTP
layers may be as presented in Figure 13. The well known IP protocol is specified
in RFC 0791 [47]. In the figure UDP Lite refers to a proposed alternative version
of the well known UDP protocol [48]. UDP Lite differs from conventional UDP
in the sense that the checksum covers only a part of the payload [49, 50]. This
is advantageous e.g. when codecs that allow some errors in a part of the payload
are used (see Section 4.10). The well known RTP is specified in [51] and explained
in [52]. The Timestamp- and Synchronization Source-fields of the RTP header are
used to synchronize real-time data conveyed in separate RTP packets. The initial
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Figure 5. Basic principle of the Push to Talk over Cellular solution
Figure 6. Protocol stack of the Push to Talk over Cellular solution
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The Push to Talk service is based on 
multi-unicasting. Each sending 
handset sends packet data trafﬁ c to a 
dedicated Push to Talk server and in 
case of a group call, the server then 
duplicates the trafﬁ c to all the recipients 
(see Figure 5). No multicasting is 
performed either in the GPRS access 
network or over the radio access 
network. This is why the Push to Talk 
solution works transparently over the 
GPRS network. Mobility is also 
provided by a standard GPRS network.
Group creation and attachment control 
are based on the IETF-deﬁ ned Session 
Initiation Protocol (SIP), and voice 
trafﬁ c is carried out through an RTP 
streaming bearer. Mobility is handled 
through GPRS: mobility and wide area 
roaming support of GSM are used. 
The Push to Talk over Cellular solution 
protocol stack is shown in Figure 6.
The ﬁ rst implementations of R97/98-
based GPRS networks have focused on 
near-real-time packet data services 
like WAP, MMS and corporate data. 
An optimized Push to Talk service 
implementation, however, requires a 
3GPP R99 upgraded GPRS or E-GPRS 
access network, which supports 
header compression and streaming 
trafﬁ c class Quality of Service (QoS). 
The main elements of the PoC solution:
• PoC-enabled terminal
– PoC client, user interface and 
integrated hands-free
– SIP and RTP implementation
• Core network
– PoC application servers 
– integration to existing information 
systems
• Recommended features for GPRS
– always-on GPRS
– 3GPP R99 streaming class 
QoS-support
– Degermark IP header compression.
Figure 12: The protocol stack of Nokia’s proprietary PoC solution [43]
Time Stamp-value is randomly chosen for each transmission [52]. The payload in
the figure contains a payload header and a voice codec, these are explained in the
following section.
4.10 Voice Coding
At the time of writing, the voice codecs also belong to the area of open issues in the
publicly available OMA PoC specification drafts. It seems, however, reasonable to
assume that it is probable that the Adaptive Multirate (AMR) codec will be used
since the consortium of Ericsson, Motorola, Siemens, and Nokia specifies it in the
industry standard [31].
4.10.1 Adaptive Multirate Codec
AMR is specified in 3GPP TS 26.071 [53] and its references. As its name implies,
the codec is adaptable and the number of bits allocated to speech coding is thus
variable. If the number of bits allocated to speech coding is reduced, the number
of bits allocated to channel coding can be increased without increasing the total
capacity requirement. This enables e.g. GSM to adapt the ratio of bits allocated
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Figure 13: IP, UDP and RTP headers (and an AMR payload) corresponding to the
protocol stack of Figure 12 [52]
to speech and channel coding depending on the prevailing interference and fading
conditions of the radio link. It should be noted that the channel coding is not
specified in AMR itself but it is left to the application exploiting AMR.
The frame sizes corresponding to the different modes of AMR are presented in
Figure 14. The abbreviations FR and HR refer to full and half rate as used in GSM.
The codec modes on the x-axis relate to the kbps-rate required for speech coding.
Each AMR frame corresponds to a time interval of 20 ms. Frames must thus be
sent at a rate of 50 frames per second.
Two different AMR codec formats are defined, the AMR Interface Format 1 (IF1)
and Interface Format 2 (IF2) (a.k.a. octet aligned format).
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Benefits of AMR
The increased level of flexibility provided
by AMR results in a number of important
benefits.
Improved voice quality
AMR generates improved speech quality in
both half-rate and full-rate modes by varying
the balance between speech and channel
coding for the same gross bit-rate.
This process, known as codec mode 
adaptation, results in improved voice quality
throughout the cell and increases overall
coverage, but it is especially noticeable at
cell edges and deep inside buildings.
Increased capacity
AMR technology enables operators to add
to voice capacity within their networks
smoothly and cost-efficiently.
When employed under marginal radio signal
conditions in full-rate mode, AMR substan-
tially reduces the impact of channel errors.
This increased resilience to errors, and hence
to interference, can be used to increase
capacity by operating a tighter frequency
reuse pattern.
The AMR codec gives a greater spectral
efficiency, resulting in higher capacity from
a tighter frequency reuse with frequency
hopping.
The more AMR capable the network is,
the higher the frequency reuse becomes -
in other words a higher Effective Frequency
Load will be possible.
The wireless spectrum, which at one stage
was viewed as an important commodity,
has now become a shared valuable asset as
carriers find themselves in a continual battle
for new airwaves. The AMR solution is 
capable of providing relief to operators in
the busiest metropolitan markets.
Overview of AMR
Adaptive Multi Rate (AMR) is the fourth
speech codec defined for the GSM system.
The goal when specifying the AMR codec was
to combine the benefits of the EFR and HR
codecs in order to achieve an improved 
standard of voice quality and greater capacity.
AMR achieves this goal by dynamically
adapting its bit-rate allocation between
speech and channel coding, thereby 
optimising speech quality in various radio
channel conditions.
Depending on the conditions, AMR dynami-
cally uses either the GSM full rate traffic
channel with a gross bit rate of 22.8 kbps or
the GSM half rate traffic channel with a gross
bit rate of 11.4 kbps. A part of this bit rate is
used for speech coded bits and a part for
error control.
Importance of increasing AMR terminals
base
To maximise potential cost savings through
AMR, the operator needs to upgrade BSS
with AMR software and offer AMR-supporting
terminals to users.
The capacity gains in a network are depend-
ent upon the number of AMR-enabled termi-
nals base. Operators should ensure that the
terminals that are offered alongwith their
subscription in the remote areas and even in
high subscriber density areas in main cities
are the latest AMR-enabled terminals. 
This would directly impact the CAPEX savings
that an operator can make and hence the
profitability of offering reduced service tariffs
for attracting low ARPU users. 
For more information, please visit
www.nokia.com/entry
Nokia Corporation
Nokia Mobile Phones
P.O.Box 100
FIN-00045 Nokia Group, Finland
Tel. +358 7180 08000
Fax:+358 7180 34016
www.nokia.comCo
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Figure 14: Bits allocated to voice and channel coding in different AMR modes [54]
AMR IF1
The general structure of an AMR IF1 codec is presented in Fi ur 15. The Frame
Type (FT) and Mode Indication-fields indicate which one of the eight AMR modes
(see Figure 14) is in use and whether the current frame is a conventional AMR frame
or a comfort noise or empty frame. The Frame Quality Indicator-field (FQI) indi-
cates whether the frame contains errors. The (Codec) Mode Request-field (CMR)
is used o communicate that a mode chang t the indicated mode is requested.
The CRC field includes a CRC checksum for the class A bits described below. In
addition five spare bits are added between the CRC field and the core frame in order
to align the beginning of the core frame to the beginning of a bit octet.
 
3GPP 
3GPP TS 26.101 V5.0.0 (2002-06)6Release 5 
SCR Source Controlled Rate operation 
SID Silence Descriptor (Comfort Noise Frame) 
TDMA Time Division Multiple Access (IS-641) 
TX Transmit 
4 AMR codec frame format (AMR IF1) 
This clause describes the generic frame format for both the speech and comfort noise frames of the AMR speech codec. 
This format is referred to as AMR Interface Format 1 (AMR IF1). Annex A describes AMR Interface Format 2 
(AMR IF2). 
Each AMR codec mode follows the generic frame structure depicted in figure 1. The frame is divided into three parts: 
AMR Header, AMR Auxiliary Information, and AMR Core Frame. The AMR Header part includes the Frame Type and 
the Frame Quality Indicator fields. The AMR auxiliary information part includes the Mode Indication, Mode Request, 
and Codec CRC fields.  The AMR Core Frame part consists of the speech parameter bits or, in case of a comfort noise 
frame, the comfort noise parameter bits. In case of a comfort noise frame, the comfort noise parameters replace Class A 
bits of AMR Core Frame while Class B and C bits are omitted. 
 
Figure 1: Generic AMR frame structure 
4.1 AMR Header and AMR Auxiliary Information 
This subclaus  describes the AMR Header of figur  1. 
4.1.1 Frame Type, Mode Indication, and Mode Request 
Table 1a defines the 4-bit Frame Type field. Frame Type can indicate the use of one of the eight AMR codec modes, 
one of four different comfort noise frames, or an empty frame. In addition, three Frame Type Indices are reserved for 
future use. The same table is reused f r the Mode Indication and Mode Request fields which are 3-bit fields each and 
are defined only in the range 0…7 to specify one of the eight AMR codec modes. 
Figure 15: The generic structure of an AMR IF1 codec [55]
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The core frame includes the actual coded voice, which is divided into A, B, and C
bits. The class A bits are the most sensitive bits. Errors in these bits usually cause
corruptions that require error concealment. Class B bits are less sensitive to errors
than class A bits and C bits are the least sensitive.
AMR IF2
The general structure of an AMR IF2 codec is presented in Figure 16. As can be
seen, the IF2 frame is somewhat simpler than the IF1 frame. When needed, bit
stuffing is added to the end of the frame in order to octet align the frame i.e. to
make the frame length a multiple of eight.
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Annex A (informative): 
AMR Interface Format 2 (with octet alignment) 
This annex defines an octet-aligned frame format for the AMR codec. This format is useful, for example, when the 
AMR codec is used in connection with applicable ITU-T H-series of recommendations. The format is referred to as 
AMR Interface Format 2 (AMR IF2). 
The AMR IF2 frame is formed by concatenation of the 4-bit Frame Type field (as defined for AMR IF1 in 
subclause 4.1.1) and the AMR Core Frame (as defined for AMR IF1 in subclause 4.2) as shown in figure A.1. The 
length of the AMR Core Frame field depends on the particular Frame Type. The total number of bits in the AMR IF2 
speech frames in the different modes is typically not a multiple of eight and bit stuffing is needed to achieve an octet 
structure. 
 
Figure A.1: Frame structure for AMR IF2 
Table A.1a shows an example how the AMR 6.7 kbit/s mode is mapped into AMR IF2. The four LSBs of the first octet 
(octet 1) consist of the Frame Type(=3) for the AMR 6.7 kbit/s mode (see table 1a in AMR IF1 specification). This data 
field is followed by the 134 AMR Core Frame speech bits (d(0)…d(133)) which consist of 58 Class A bits and 76 
Class B bits as described in table 2 for AMR IF1. This results in a total of 138 bits and 6 bits are needed for Bit Stuffing 
to arrive to the closest multiple of 8 which is 144 bits. 
Table A.1a: Example mapping of the AMR speech coding mode 6.7kbit/s into AMR IF2. 
The bits used for Bit Stuffing are denoted as UB (for "unused bit"). 
 MSB Mapping of bits 
AMR 6.7 
LSB 
Octet bit 8 bit 7 bit 6 bit 5 bit 4 bit 3 bit 2 bit 1 
     
Frame Type (= 3) 
MSB                         ........                         LSB 
 
1 
d(3) d(2) d(1) d(0) 0 0 1 1 
2 d(11) d(10) d(9) d(8) d(7) d(6) d(5) d(4) 
3 … … … … … … … d(12) 
 
Stuffing bits 
 
d(133) d(132) 18 
UB UB UB UB UB UB d(133) d(132) 
 
Table A.1b shows the composition of AMR IF2 frames for all Frame Types in terms of how many bits are used for each 
field of figure A.1. 
Tables A.2 to A.5 specify how the AMR Core Frame comfort noise bits of Frame Types 8-11 are mapped to AMR IF2. 
Table A.6 specifies the mapping for an empty frame ("no transmission"). 
Figure 16: The generic structure of an AMR IF2 codec [55]
4.10.2 AMR Within RTP
The usage of the AMR codec within RTP is specified in RFC 3267 [56]. The con-
ventions for IF1 and IF2 are briefly described below.
AMR IF1
An example of an AMR IF1 frame embedded in an RTP packet is presented in Fig-
ure 13. As depicted in the figure, the AMR Header and AMR Auxiliary Information
fields are limited to the CMR, FT, and FQI-fiel s. In addition, a Follow On-field
(FO) is used to indicate whether additional AMR frames are included in the RTP
packet. Several AMR frames may thus be included in a single RTP packet, in which
case a separate FT, FQI, and FO-field is included for each AMR frame. However,
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only one CMR-field is included per RTP packet.
AMR IF2
If AMR IF2 packets are used, the CMR-field is superseded by four padding bits,
in order to achieve octet alignment. The FO, FT, and FQI-fields are treated as an
entity of six bits and octet alignment is thus achieved by adding two padding bits
after the FQI-field. In addition, optional CRC signalling fields related to interleaving
may be included. Several AMR frames may also be included in an RTP packet when
IF2 is used. As in IF1, only one CMR field is included per RTP packet.
The total number of bits in the RTP payload per AMR frame for each mode in
IF1 and IF2 are presented in Table 5. The numbers correspond to the case where
only one AMR frame is sent per packet and no optional fields are used. (The values
do not include the IP, UDP, and RTP headers.) For IF1, additional overhead is
caused by the fact that the IP frame length is a multiple of eight. This overhead is
presented in the table in parenthesis. If several AMR frames are conveyed within an
RTP packet, the AMR overhead is somewhat reduced since the CMR-field (4 bits
in IF1 and 8 bits in IF2) occurs only once in each RTP packet.
Table 5: AMR frame sizes for IF1 and IF2 when a single AMR frame is sent per
RTP packet. [55, 56]
AMR Mode IF1 IF2
4,75 105 (+7) 120
5,15 113 (+7) 128
5,90 128 (+0) 144
6,70 144 (+0) 160
7,40 158 (+2) 168
7,95 169 (+7) 184
10,2 214 (+2) 224
12,2 254 (+2) 264
4.11 Chapter Summary
This chapter gave an overview of PoC as described in the latest public OMA standard
drafts. The different features where described at a high level with a few examples
giving some insight on the more detailed implementation issues. The emphasis was
38
on ad-hoc group sessions and related issues. Some of the open issues i.e. protocols
and voice coding where discussed as well. Most of the protocols are rather well
known and they where thus not described in detail. The AMR codec was described
at a general level as well. Emphasis was on presenting the protocol headers and
AMR frame sizes in order to provide overhead information for calculation of capacity
requirements.
39
5 IP OVER BLUETOOTH
The Bluetooth specification is divided into the core specification and the profile spec-
ifications. The core specification defines the common requirements for all Bluetooth
devices and provides thus a platform for development of higher-level applications
and functionalities. The profiles, on the contrary, are optional extensions, which of-
fer building blocks for higher-level functionalities and interoperation. The selection
of profiles also promotes interoperability between devices manufactured by different
companies. One of the profiles, the Personal Area Networking (PAN) profile, is
designed for IP-based networking. [57] This chapter describes the PAN profile and
the Bluetooth Network Encapsulation Protocol (BNEP) that it uses. Some of the
lower level protocols and capabilities are also briefly presented.
5.1 Protocols and Capabilities of the Bluetooth Core
This section is based on the Bluetooth Core specification versions 1.1. and 1.2 [58,
59].
An overview of the Bluetooth architecture, as specified in the Core Specification, is
presented in Figure 17. The PAN profile exploits the asynchronous link provided
by the Logical Link and Adaptation Protocol (L2CAP). The baseband provides
the L2CAP with an asynchronous connection-less (ACL) link that provides error
detection with a CRC algorithm. L2CAP also provides a QoS functionality, which
is not, however, used by PAN and BNEP as currently specified. The Link Manager
and Channel Manager are used to create and manage piconets and connections. The
link managers of different devices communicate with the Link Manager Protocol
(LMP). In addition, a service discovery protocol (SDiP1) is specified for discovering
devices with the desired capabilities (not depicted in the figure). [59]
1In general, the acronym SDP is used to denote the Service Discovery Protocol. However, since
this thesis discusses both the Session Description Protocol and the Bluetooth Service Discovery
Protocol, which are both generally abbreviated as SDP, the acronyms SDeP and SDiP are used in
this thesis for clarity.
40
Figure 17: Bluetooth Core Architecture [59]
5.1.1 Piconets, Scatternets and Network Formation
Bluetooth employs a master-slave approach to communication between devices.
That is, connections are set up between two devices of which one is the slave and the
other is the master, which coordinates the communication. One master can have up
to seven active slaves and a number of slaves in the power save modes Sniff, Hold
and Park. Such a network is called a piconet. One device can be the master of
only one piconet but can simultaneously be a slave in a number of other piconets.
Such a network consisting of several interconnected piconets is called a scatternet.
Examples of two piconets and a scatternet are depicted in Figure 18. In the figure,
the scatternet includes one device that is a slave in two piconets and a device that
is a slave in one piconet and the master in another.
Inquiry and Page procedures are specified for discovering nearby devices and con-
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necting to devices respectively. The Inquiry procedure provides a device with a
list of the other devices within the Bluetooth range that are receptive to Paging
requests. The inquiring device sends inquiry requests and the devices in the vicinity
respond with messages including their Bluetooth device address (BD ADDR see
Section 5.1.2). The Paging procedure establishes a connection between the initiat-
ing device, which becomes the master, and the responding device, which becomes a
slave. The recipient of a Page message is indicated by the BD ADDR.
Figure 18: Examples of piconets (a and b) and a scatternet (c) [59]
5.1.2 Baseband Addressing
On the baseband level, four different Bluetooth address types are used: Bluetooth
device address (BD ADDR), active member address (AM ADDR) parked member
address (PM ADDR) and access request address (AR ADDR). The BD ADDR is
a universally unique and device-specific 48 bit address according to IEEE 802 [60].
The BD ADDR is not used as such for communication between Bluetooth devices.
Instead channel access codes (CAC), which are piconet specific, and device access
codes (DAC), which are device specific, are derived from the BD ADDR. These
access codes are not, however, unique, so conflicts may occur. An AM ADDR is
a 3 bit address allocated to an active member in a piconet, which, as mentioned
earlier, may have seven slaves. The AM ADDR 000 is reserved for broadcasting.
A PM ADDR is an 8 bit address allocated to a parked member of a piconet. The
master uses this address to activate a parked slave. The number of parked slaves
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is not, however, limited by the length of this address. If the number of parked
slaves exceeds 255, the PM ADDR 00000000 is assigned to any additional parked
members, which are then differentiated by the BD ADDR. An AR ADDR is an
8 bit address allocated to a parked member of a piconet. A parked slave uses this
address for requesting unparking, i.e. expressing its desire to become an active
member to the master. In addition to these addresses, a Bluetooth device may be
assigned a Bluetooth device name, which is a 248 byte name in ASCII (American
standard code for information interchange) format. [57]
In the Bluetooth Core specification version 1.2, the AM ADDR is replaced by the
logical transport address (LT ADDR), which differs from AM ADDR mainly in
the sense that a slave can have several LT ADDR:s if it has extended synchronous
connection-oriented (eSCO) links [59]. The current version of the PAN profile does
not, however, use eSCO links.
5.1.3 Host Controller Interface
The Host Controller Interface (HCI) is an optional but commonly used interface
e.g. between a Bluetooth chip (i.e. controller) and a processor controlled device (i.e.
host) exploiting the Bluetooth capabilities of the Bluetooth chip. The partitioning
of Bluetooth Core functions between the host and the controller is presented in
Figure 17. L2CAP and SDiP belong to the host whereas the lower levels are handled
by the controller.
Commands
HCI provides commands e.g. for setting up connections, sending data and monitor-
ing the link quality. Some examples of commands are given below.
• HCI Read BD ADDR This command enables the host to acquire the
BD ADDR of the controller.
• HCI Create Connection With this command. the host can request the
controller to set up an ACL connection to a device with a given BD ADDR.
• HCI Write Automatic Flush Timeout This command is used to set a
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timeout for baseband flow control of ACL packets. The timeout value can be
set at any value between 0.625 ms and 1279.375 ms at intervals of 0.625 ms (i.e.
Timeout = N * 0.625 ms). When transmitting data, the controller attempts
to transmit a message to a device until the flush timeout occurs. When the
timeout occurs, a Flush Occurred event is given to notify the host that the
packet has been flushed i.e. transmission has failed.
• HCI Write Page Timeout This command enables the host to set the
paging timeout. Setting the timeout corresponds to the Flush Timeout case
but the range is up to 40.9 s. The host can thus specify how long a paging
attempt lasts.
• HCI Write Link Supervision Timeout This command is used for set-
ting the supervision timeout, which defines how long the link manager waits
before it regards an inactive link as broken. Setting the timeout corresponds
to the Page Timeout case.
Connection Handles
When a connection is setup with the HCI Create Connection command, the con-
troller assigns a 12 bit Connection Handle for the created connections. When the
host sends data, it identifies the recipient with a Connection Handle. Similarly,
when the controller conveys received data to the host, the originator of the packet
is identified with a Connection Handle.
Interfaces
The HCI provides three alternative interfaces for inputting and outputting data,
commands and events: Universal Asynchronous Receiver Transmitter (UART), Uni-
versal Serial Bus (USB) and RS323. UART is the simplest of these three. It has a
four pin physical interface over which data is conveyed serially. Data and command
packets are superseded by a one byte indicator, which indicates the packet type.
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5.2 PAN Profile
This section is based on the Personal Area Networking Profile [61] specified by the
Bluetooth Special Interest Group.
The PAN profile specifies how IP networking capabilities can be implemented in
Bluetooth devices with the Bluetooth Network Encapsulation Protocol (BNEP).
PAN supports both IPv4 and IPv6 and specifies e.g. IP address allocation, IP rout-
ing and manual network formation. However, automatic network formation, general
ad-hoc networking with multiple piconets (e.g. scatternets), and QoS mechanisms
are not defined by the current specification. Three types of PAN units are defined in
the specification corresponding to the identified use case scenarios: Network access
points (NAP), units providing group ad-hoc network (GN) service, and PAN users
(PANU). It is also possible that a unit has several or all of these roles, i.e. a unit
can e.g. be a PANU, a GN service node, and a NAP at the same time. NAP:s are
units that act as bridges, proxies or routers between a Bluetooth network and some
other network. NAP:s are of lesser relevance to the topic of this thesis and they are
thus not discussed in detail. A unit providing GN service is a piconet master with
1-7 PANU slaves and possibly additional non-active PANU slaves in park mode.
The GN master is able to forward data from one PANU to another with BNEP.
PANU:s are units that are able to use the NAP and GN services. Peer-to-peer
communication between two (but not several) PANU:s is also defined.
Communication between NAP:s and units providing GN service is not defined. The
specified interaction scenarios are thus the ones presented in Table 6.
Table 6: Valid interactions between PAN profile units [61] (adapted)
INITIATOR
NAP GN Service Unit PANU
NAP NO NO YES
ACCEPTOR GN Service Unit NO NO YES
PANU YES YES YES
The protocols used in communication between a PANU and a GN service unit or
between two PANU:s are presented in Figure 19. At the transmitting end, the BNEP
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packets are segmented by L2CAP in order to fit them in the baseband ACL packets.
Correspondingly, L2CAP reassembles the BNEP packets at the receiving end. An
additional simple integrity check is also performed by comparing the value of the
length field and the actual length of the received L2CAP packet. A Management
Entity (ME) manages link establishment, takes care of some piconet administration
issues, and enables encryption when required.
Figure 19: PAN protocol stack for PANU-PANU and PANU-GN service unit com-
munications [61] (adapted)
5.3 Addressing
5.3.1 Address Allocation
According to the PAN profile specification, IP addresses are allocated to PANU:s
and GN service units according to the ”Dynamic Configuration of Link-Local IPv4
Addresses”-internet draft, anticipating a request for comments (RFC) of the Internet
Engineering Task Force (IETF). In accordance with the internet draft, devices in a
Bluetooth PAN are assigned with an address randomly selected from the IP-address
space 169.254.1.0 - 169.254.254.255. This ”link local”-address space is dedicated
by the Internet Assigned Numbers Authority (IANA) for auto-configuration and
communication between hosts on a single link [62]. These addresses are not uni-
versally unique and may thus be used only for communication between hosts on
the same link, for example between devices in a Bluetooth PAN. The Internet draft
also specifies mechanisms for address claiming, announcing, conflict detecting and
defending. [63] If IPv6 is used, the IPv6 autoconfiguration method is used as defined
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by RFC 2462.
Since the link local addresses are not universally unique, interoperability problems
may occur with applications that always assume addresses to be unique. Problems
may occur e.g. if an application embeds a link-local address within packet that
is communicated to a host outside the link. For example, the session initiation
protocol (SIP) may embed a link-local address in a message that is sent to a SIP
proxy outside the local link. This address is naturally improper outside the link
and the SIP proxy would thus receive a dysfunctional address. [63] This problem
may be solved by using an application level gateway (ALG) that resides in a device
connecting the local link with another link (e.g. a router, firewall or Bluetooth
NAP). The ALG transparently replaces the local IP addresses embedded in the SIP
message payload with the routable address of the device in which the ALG. The
destination address of incoming packets must naturally be replaced correspondingly.
In order to achieve this, the ALG maintains a register of recent messages to SIP
proxies. [64, 65, 66, 67, 22]
5.3.2 Address Resolution
The PAN profile implements the address resolution protocol (ARP) as specified by
RFC 826 [68]. ARP is a method for acquiring the medium access control (MAC)
address corresponding to a known IP address. According to the protocol, each node
maintains a cache of associations between MAC and IP addresses. This cache is the
primary source for resolving a MAC address. If no entries are found in the cache for
a certain IP address, the node broadcasts an ARP query containing the IP address.
Each node receiving the ARP query then checks whether the IP address matches its
own IP address. If the addresses match, the node sends a response, which contains
the MAC address, to the source of the query. [69]
The BT ADDR is considered as the MAC address in the PAN profile and BNEP
protocol. A host may be allocated several link-local IP addresses e.g. if it has
interfaces to several physical links (e.g. two Bluetooth PAN:s). This is referred to
as multihoming. Multihoming gives rise to the problem of scoped addresses, which
means that addresses must be associated with the correct interface. In other words,
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a host must select the correct source address, which is proper for the interface in
question, when sending a packet. Likewise, a host must select the correct interface
when sending a packet to a certain destination address, because this address is
proper only on the correct interface. This problem can be solved by exposing the
address-interface associations to the application level and letting the application
handle the problem. [63]
5.4 Data Transmission
The PAN profile uses Ethernet packets as specified in the PAN and BNEP speci-
fications. NAP:s or GN service nodes act as Ethernet bridges and implement the
relevant parts of the IEEE 802.1D standard [70] as specified in the PAN profile
specification.3 Only one BNEP connection is allowed between a PANU and a GN.
The GN acts as a bridge with BNEP connections to the PANU:s. Incoming packets
are forwarded by the GN over all BNEP connections unless there is an entry in
the filtering database regarding the destination address in question. Each time the
GN receives a packet, it checks whether there is an entry for the source address of
the packet. If there is no entry, an entry is added to indicate that the address in
question is reachable on the BNEP connection is question. Once an entry regarding
an address is added to the database, the GN forwards subsequent packets destined
to the address in question only to the BNEP connection specified in the database.
In this way, the GN learns the structure of the network and redundant traffic is
avoided.
5.5 BNEP
According to the BNEP specification: ”Bluetooth network encapsulation supports
the same networking protocols that are supported by IEEE 802.3/Ethernet encapsu-
lation.” The provided capabilities and the packet formats are based on the Ethernet
standard [71] and the IEEE 802.3 standard [72]. The BD ADDR:es are used for ad-
dressing in BNEP. In addition, IEEE 802.3 multicast and broadcast addresses may
3For clarity, only GN:s are discussed in this section from now on. However, the rules described
in this section apply for NAP:s as well as for GN:s.
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be used. BNEP uses connection oriented L2CAP connections with a minimum MTU
(maximum transmission unit) requirement of 1691 bytes. This means that devices
communicating with the BNEP protocol must be able to handle L2CAP packets of
1691 bytes. The BNEP packet format and the encapsulation of an Ethernet packet’s
payload is presented in Figure 20. In the figure, the L2CAP header is also shown.
The length of the BNEP header may be up to 15 bytes, which is the length of the
BNEP GENERAL ETHERNET packet type header. Compressed header formats
are also available, but they are not specified for broadcast or multicast usage.
[73]
Bluetooth Network Encapsulation Protocol (BNEP) Specification Page 13 of 55 
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Figure 2:  BNEP with an Ethernet Packet payload sent using L2CAP 
2.3 BNEP Overview 
BNEP is used for transporting both control and data packet over Bluetooth to 
provide networking capabilities for Bluetooth devices.  BNEP provides 
capabilities that are similar to capabilities provided by Ethernet (EthernetII/DIX 
Framing /IEEE 802.3).  
2.4 BNEP Header Formats 
All BNEP Headers are in the following format as shown in Figure 3 on page 13.  
All devices supporting BNEP SHALL be able to interpret all defined BNEP packet 
types.   BNEP capable devices MAY optionally transmit the BNEP compressed 
headers.  Any packet containing a reserved BNEP header packet type SHALL be 
dropped.  Processing of extension headers are defined in section 3 on page 39. 
0 4 8 12 16 20 24 28 31
BNEP Type BNEP Packet based on BNEP Type ...E
 
Figure 3 BNEP Header Format 
BNEP Type:   Size: 7 Bits 
Value Parameter Description 
0x00 –  
0x7F 
Seven bit Bluetooth Network Encapsulation Protocol 
Type value identifies the type of BNEP header 
contained in this packet.  Values are defined in Table 1 
on page 14 
Extension Flag (E):   Size: 1 Bit 
BNEP over L2CAP  February 14, 2003 Page 13 
Figure 20: A BNEP packet with an Ethernet packet payload sent using L2CAP [73]
5.6 Chapter Summary
This chapter described the Bluetooth PAN profile as an enabler for IP communica-
tions between Bluetooth devices. The PAN profile merely provides a platform for
using IP in a similar manner as in conventional Ethernet networks. The profile is
thus rather simple. The major limitations of the PAN profile are the lack of auto-
matic network formation and lack of support for inter-piconet communication i.e.
scatternet . These issues must thus be solved on the application layer.
The terminology, ar hitecture and capabilities of the underlying Bluet oth Core was
also described to the extent necessary for understanding the PAN profile. The HCI
was also briefly described in order to shed some light on the capabilities provided
to the host abov that interface.
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6 USE CASES AND REQUIREMENTS
6.1 Use Cases
The OMA PoC Requirements [36] document describes a number of use cases, some
of which apply to PoB as well. The following two use cases are quotations therefrom:
Where to Eat Lunch
This is a basic use case, which describes the PoC group call feature. In
the example one group member (Julie) initiates a group call by selecting
the appropriate group from her PoC terminal and starts talking to other
group members. Other members can hear the speech from their terminals
without a need to answer. Other group members can take part in the
conversation by pressing the PoC button and waiting for a permission to
speak
• Julie wants to have lunch with her workmates and she makes a call
to them using PoC.
• She queries whether they would like to go to city, as she is not very
fond of the menu at the nearby restaurant where they usually eat.
• Julie first selects the group of people she wants to talk to and presses
the Push to talk button.
• After a short while the PoC server will send her a permission to
speak notification and she can start talking to the group and all the
people in the group will hear her.
• Everybody in the group agrees that the menu at the local restaurant
is not very attractive and they reply one-by-one to the group that
they agree and would like to go to the city with Julie.
Shopping at the Mall
• A group of people shopping together decided to keep in touch with
each other using a PoC service to inform on the most challenging
bargains. Therefore, one of them, Mary, requests the PoC service
provider to set-up the PoC service for them.
• As soon as the PoC service provider has set up the service, all the
invited people get an indication on their terminal, asking whether
they would accept the service. This service invitation contains the
name of the inviting host (Mary) as well as the name of the group:
”SHOPPING LIKE CRAZY”. In addition, the PoC service provider
has relayed the right to accept additional participants to Mary.
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• Most of the invited people accept the service offer, becoming partic-
ipants in the PoC group. However some do not accept, since they
have other preferences. In the department store they meet another
friend who would like to join. Being given the name of the group
he sends a request to Mary to join the group. Mary allows him to
join.
• Susie suddenly discovers an extremely cheap shoe shop, which she
simply has to tell her friends of. So she pushes the talk button.
• As someone is speaking right now and Manfred had pushed the but-
ton before, Susie’s request to speak is queued. Hearing Manfred
talk, Susie realizes that Manfred is already talking about this shoe
shop. So she cancels her request to speak. Alternatively, after Man-
fred had finished speaking, Susie would have received an indication,
that she is now ”on air”.
• The voice is immediately distributed to the other participants. For
the listeners, when they are ready to listen, their terminals receive
the voice of the speaker without prior indication.
• One of the participants receives an incoming phone call. As deter-
mined by the preferences of the owner, the phone switches to ”not
ready to listen” mode of the PoC service. In this mode the PoC ser-
vice silently continues in the background, after the end of the phone
call the participant decides to return to listening to the PoC service.
• After a while Manfred gets bored with all this gossip and decides
to leave the PoC group. He simply sends the unregister-request in-
dication to the PoC service. The rest of the participants get an
indication that Manfred has left the PoC group.
In addition to the OMA PoC use cases above, many other use cases are also possible.
One additional use case is presented below.
At the Beach
It’s a hot Saturday in July. Jack, Bob, Mike, Jason, Maria, Trent, Julia, Billy
and Jennifer are headed for the beach to spend the day enjoying the sun, swimming,
socializing and maybe playing some beach volley. The beach is crowded with people.
1. Jack, Bob, Mike, Jason, Maria, Trent, Julia, Billy and Jennifer arrive at the
beach. Jack and Bob decide to go and buy something to drink. The others
head to the sand to find a nice spot.
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2. Jack and Bob have bought their bottles of cola and head for the sand to join
the others. Jack selects the ”Friends”-group, pushes the PTT-button and says:
”Where are you guys, I can’t see you!”
3. The others have found a nice spot nearby and they have sat down and made
themselves comfortable. They here Jack’s call and Billy replies: ”I can see you
walking, we’re right next to the group with that huge green parasol!”
4. Jack and Bob hear Billy’s call and Jack replies: ”OK, I see the parasol!”
5. Jack and Bob head towards the parasol. Suddenly, an ironic voice comes from
Jack’s mobile ”Hey, are you blind? I’ve been waving at you like heck but you
just keep ignoring me!”
6. Jack recognizes the voice as Kevin, his classmate. (Jack, Kevin and some
other people from their class have formed another PoB group, which Jack has
defined as a secondary group.) Jack looks around and see’s Kevin. Jack and
Bob then go to Kevin and sit down for a while to chat.
7. After a while Bob’s mobile says: ”Are you guys lost already or what?” It’s
Jason eager to have a sip from Jacks cola.
8. Bob replies: ”We ran into Kevin, Jack’s classmate. We’ll be there in a while.”
9. Jason replies: ”OK, tell him to join us, we’re about to dive in.”
10. Kevin decides to join Jack and the others. Jack pushes the PTT-button and
says: ”Wait up, we’ll join you right away! Kevin just picks up his stuff.”
11. Jack, Bob and Kevin join the group and they all go swimming.
The above use cases may not be implementable exactly as such in PoB. The limi-
tations of the Bluetooth domain may cause problems that require the user interface
and the functionalities to be somewhat different in PoB. For example simultane-
ous sessions may be too complex to implement. The electromagnetical environment
may reduce the effective range to the extent that some of the above mentioned use
cases become infeasible. These problems and possible solutions are discussed in the
following chapter.
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6.2 Performance Requirements
The OMA PoC Requirements document specifies certain performance requirements
in order to ensure a satisfactory quality of experience (QoE) for the user. QoE itself
is naturally very subjective and difficult to measure consistently. However, some of
the factors impacting QoE are measurable and the performance requirements are
therefore based on these. These measurable factors are presented below.
QoE1: Right-to-Speak Response Time
The right-to-speak response time when establishing a PoC session. That is, the
time from the instant the user initiates a session to the instant he/she receives a
”right-to-speak” indication. This time should typically be less than 2.0 seconds.
QoE2: Start-to-Speak Response Time
The start-to-speak response time in an active PoC session. That is, the time from
the instant the user request the right to speak to the instant he/she receives either a
start-to-speak indication, queuing indication or reject indication. This time should
typically be less than 1.6 seconds.
QoE3: End-to-End Channel Delay
The end-to-end channel delay, i.e. the time from the instant one PoC session par-
ticipant starts to speak until the instant the recipient(s) starts to hear the speech
in question. This time should typically be less than 1.6 seconds.
QoE4: Mean Opinion Score
The perceived voice quality. The quality of the voice signal conveyed over a PoC
session is dependent of several factors such as signal level, codec characteristics and
RF channel conditions. The mean opinion score (MOS) is a commonly used measure
for evaluating voice quality. The requirement set by OMA is that MOS should be
at least 3 at a bit error rate (BER) of 2 per cent or less.
The requirements above can be unambiguously measured in a test environment. One
additional requirement that is dependent on user behavior, is also defined, namely
the turnaround time. The turnaround time is defined as the time from the instant a
user releases the floor after he/she has stopped speaking until the instant the same
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user hears the beginning of a reply from another user. That is, the time from e.g.
releasing the PTT button until hearing the following user’s voice. The turnaround
time should typically be less than 4 seconds.
[36]
6.3 Chapter Summary
This chapter gave a few examples of PoB use cases and presented the performance
requirements of OMA PoC. The intention with the use cases was to show that some
PoC use cases are played out within a rather small area and the range of class 1
Bluetooth devices could thus be sufficient. Several other use cases could be outlined
for PoB. The OMA PoC requirements have been defined in accordance with what
has been considered as appropriate both from a technological and a usability point
of view. Since the goal is that PoB should provide a user experience which is as
similar to that of PoC as possible, these requirements set the QoE targets for PoB
as well. Fortunately, the performance requirements set out for OMA PoC are not
very strict because the performance of current GPRS in GSM is not excellent.
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7 Push-to-Talk over Bluetooth
In this chapter, a proposal for deploying a PoC-like PTT feature over the Bluetooth
PAN profile is outlined. The problem is approached from a PoC point of view,
i.e. whenever possible the features and characteristics of OMA PoC are adhered to
and modifications are made only when required by the limitations of Bluetooth. In
this way, the user experience of PoB resembles that of PoC as much as possible.
Modularity benefits may also be gained, if PoC software components may be reused
in PoB.
In addition to the solutions conceived as the preferred ones, other alternative so-
lutions are also presented together with a discussion rationalizing the selection of
the preferred solution. To limit the discussion to a reasonable amount of issues and
alternatives on different levels of detail, the issues are discussed in a hierarchical
manner wherein the subproblems of the alternative solutions are not considered in
detail. That is, only the subproblems arising from the preferred solution of a higher
level problem are discussed in more detail.
7.1 Features
The target is that all of the relevant high level features of PoC as described in Sec-
tions 6.1 and 6.2 of the OMA PoC requirements document [36] will be implemented
in PoB as well. Pre-arranged, ad-hoc, and chat groups would thus be supported as
well as instant personal alerts. However, some of the functionalities provided by the
PoC servers may be curtailed in PoB. In addition, restrictions related to the imple-
mentation environment may further restrict some features such as multiple active
groups and thus simultaneous sessions.
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7.2 Transport Plane Protocols and Voice Coding
7.2.1 Preferred Solution: Employing the OMA PoC Protocols and Codec
Since the Bluetooth PAN profile provides a platform for IP communications, there
are no obstacles for employing the IP/UDP/RTP protocol stack of OMA PoC in
the Bluetooth environment providing that the throughput is sufficient. The AMR
codec may thus also be used without complications. The benefit of this approach
is that the same software components may be used in both PoC and PoB and
the resources required for development and testing are reduced. In addition, this
approach supports interoperability between PoC and PoB, as discussed in Chapter 8.
The throughput requirement of the above protocol stack depends on the AMR inter-
face format and mode and on how many AMR frames are conveyed per packet. The
throughput requirements for AMR IF2 with different AMR modes and frames per
packet values are presented in Figure 21. (See Appendix A for calculations.) The
highest requirement with these variables is 36.8 kbps, which occurs for AMR mode
12.2 with only one AMR frame per RTP packet. The lowest requirement on the
contrary is 6.08 kbps, which corresponds to AMR mode 4.75 and 50 AMR frames
per RTP packet, which implies a buffering delay of 1 s at the sender.
According to the PAN profile, broadcasting is implemented by multiple unicasting4
on the baseband level. The throughput requirement for broadcast is thus multiplied
by a factor corresponding to the number of slaves, if the master is the originator
of the data. If the originator is one of the slaves the corresponding factor is s − 1,
where s is the number of slaves in the piconet, since the data is not sent back to the
originator.
One additional factor affecting the performance requirements in a scatternet is the
bridge scheduling algorithm. In a scatternet, some devices act as bridges between
two piconets and they must thus balance their presence in the piconets since they
cannot be active in several piconets simultaneously. Scheduling refers to the method
according to which a bridging device allocates its time between the two piconets.
Since scheduling is not defined in the Bluetooth specifications, a number of schedul-
4In other words, broadcasting is implemented by sending data to each recipient separately.
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ing algorithms have been proposed. An overview of these is given in a report by
Misic et al [74]. Scheduling algorithms can be divided into algorithms with uninter-
rupted and interrupted transmission. Uninterrupted transmission means that once
a need for transmission is detected in one piconet, a bridge remains active in this
piconet until the need is fulfilled, i.e. all incoming data is accepted by the bridge.
On the contrary, interrupted transmission means that a bridge may be inactive in
any of the two piconets for a maximum period only. If this period is exceeded,
the bridge must interrupt the transmission of data and become active in the other
piconet. Since a bridge is active only in one piconet at a time, access delays occur.
A sender must wait for the bridge to become active in the piconet in question, if
the bridge is currently active in another piconet. In order to take access delays into
account, the estimated throughput requirement for bridges is doubled compared to
non-bridge devices. This estimate is very rough and is based on the assumption
that a bridge spends half the time in each piconet and the time for transmitting
data is thus halved. In the case a device is both a master and a bridge, the worst
case throughput requirement can thus be roughly approximated by multiplying the
throughput requirements of Figure 21 by a factor of s+ 1.
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The theoretical maximum throughput of a Bluetooth ACL link is dependent on the
ACL packet type. For DM1 (Data - Medium Rate 1) packets the maximum rate
is 108.8 kbps and for DH5 packets (Data - High Rate 5) 723.2 kbps. Zu¨rbes [75]
simulated the throughputs for ACL links with different packet types in a scenario
with a number of piconets in a single room of 10 m × 20 m. In the simulations, the
piconets consisted of one master with one slave, which communicate unidirectionally
(master to slave) at maximum rate (i.e. each time-slot is occupied either by data
sent by the master or an acknowledgement sent by the slave). The findings are
presented in Figure 22. According to Zu¨rbes, the values are valid for the case of
multislave piconets as well, because only one device at a time transmits in a piconet.
These results seem to suggest that e.g. the worst case requirement of 67.2 kbps5
corresponding to AMR mode 5.15 and 10 AMR frames per RTP packet, would be
achievable with DM1 packets even if 50 interfering piconets exist in the vicinity.
1317 
Within each simulation, all forward links use the same 
Bluetooth packet type. The reverse link uses only NULL 
packets for acknowledgements. However, also the NULL 
packets are considered to be susceptible to interference. 
Iv PERFORMANCE FOR FULLY LOADED 
PICONETS 
For this approach, a new session for a certain piconet is 
generated immediately after completion of the previous, 
i.e. the number of piconets with active sessions is time 
invariant. Further also the next datagram in a session is 
generated immediately after correct reception of the pre- 
vious datagram. Hence in each time slot either the master 
or the slave is transmitting. 
Since all piconets are fully loaded, the amount of inter- 
ference is only weakly dependent on the chosen forward 
link packet type (there is a small dependency, since links 
that use shorter packet types contain more silent periods 
in which the carrier frequency is re-tuned and in which no 
interference to other piconets is generated). 
Besides the averages of the observed burst failure rates, 
Fig. 2 shows also the 90% percentiles of the respective dis- 
tributions, i.e. 90% of all sessions observe a smaller burst 
failure rate. A burst transmission has failed if the access 
code, header, or payload could not be received correctly. 
This burst failure rate measure is given as a function of the 
aggregate system load in terms of the number of piconets 
in the simulation. Each marker in the figure presents the 
results for one simulation with the respective packet type 
and number of piconets. 
Shorter packet types and FEC coded packet types are more 
robust against interference and therefore show smaller 
burst failure rates. The DMl packets deliver the smallest 
burst failure rates at a given load while the DH5 packets 
deliver the largest. Burst failure rates from 2% to 10% 
9 
are obtained on average at a load of 10 concurrent ses- 
sions. The 90% percentiles are roughly twice as large in 
this area. 
However, long or uncoded packet types allow for a sig- 
nificantly larger transmission bit rate if degradations due 
to interference are not relevant, see Table 2. Fig. 3 com- 
bines these two contrary effects and shows the observed 
throughput on a link (average and 90% percentile of the 
distribution) as function of the of the system load. 
It can be clearly seen that the link throughput is signif- 
icantly degraded by interference if a very large number 
of interfering piconets exists. The single-slot packet types 
DM1 and DH1 turn out to be most robust, as expected, but 
a throughput degradation is visible for all packet types. 
Further this figure gives indications when to switch to 
smaller packet types in order to increase the link through- 
put (link adaptation in order to combat interference). It 
turns out that, in spite of the sensitivity to interference, 
the longest uncoded packet type DH5 delivers the largest 
throughput up to very high system loads of around 60 
continuously transmitting piconets. For even more ex- 
treme loads, DH3 packets and finally DH1 packets pro- 
vide the best throughput. Note that the link throughput 
degradati n is already severe in this region, compared to 
the interference-free case. 
The 90% percentiles of the link throughput distributions 
show more pro ounced degradations than the averages, 
but the relations between the packet types remain the 
same. A link throughput of e.g. 100 kbit/s can be main- 
tained for 90% of all links up to a load of around 80 con- 
tinuously tr smitting picone s, if one of the multi-slot 
packet types is used. The average throughput is even twice 
as large in this case. 
From Fig. 3, it turns out that it is not r asonable to use 
the DM packet types with their FEC protected payload. 
The throughput loss due to the applied FEC redundancy is 
number of piconets (= # of concurrent sessions) 
for unidirectional traffic (fully loaded piconets) 
Fig. 3: Averages and 90% percentiles of link throughput Figure 22: Average and 90% Percentile Link Throughputs for Unidirectional Traffic
in an Environment with 1-500 Fully Loaded Piconets [75]
A model for calculating the throughput of a similar scenario is presented by Zanella
et al [76]. The model suggests clearly lower throughput results than Zu¨rbes simu-
5Assuming that the device is acting as both a bridge between two piconets and as a master for
seven slaves: 8× 8.4 kbps = 67.2 kbps
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lations. In their analysis of the model Zanella et al found, however, that the model
becomes less accurate as the number of interfering devices increases.
The above mentioned studies seem to suggest that the throughput requirements
stated earlier are achievable if the AMR mode, number of AMR frames per RTP
packet, and baseband packet are suitably chosen. However, simulations and/or tests
are needed to ensure sufficient throughput.
Chen et al [77] propose an adaptive Automatic Repeat Request (ARQ) scheme for
audio streaming over Bluetooth. The scheme seems to improve throughput and
delay considerably in noisy environments and could thus be beneficial. The idea is
basically to measure the Round Trip Time (RTT) of e.g. RTP packets and adapt
the HCI Flush Timeout depending on the RTT. The disadvantage of this scheme is
that it increases the complexity and buffering requirements somewhat.
In addition to the throughput requirements, delay issues must be taken into account
in order to ensure that the QoE requirements presented in Section 6.2 on page 53
are met. However, the delays occurring in a Bluetooth scatternet are relatively
small compared to the GPRS environment and the end-to-end requirement of 1.6 s,
should give plenty of room for e.g. access and transmission delays (assuming that
the amount of non-PoB traffic in the scatternet is marginal, and the access delays
thus small). As an example, the tests of Kargl et al [4] produced an average delay
of 28 ms, when transferring data between a master and one slave in an interference
free environment. Nevertheless, tests and/or simulations are needed to ensure that
the delays remain within the required limits.
7.2.2 Other Alternatives
One obvious alternative would be to design a protocol dedicated for PoB. This
alternative is supported by the fact that the IP/UDP/RTP stack does include ca-
pabilities that are unnecessary in the PoB context as outlined in this thesis. For
example, the 16 bit source and destination port numbers of the UDP header could
easily be avoided if a dedicated protocol would be used, since a similar capability
is provided by the HCI connection handles in Bluetooth. In a dedicated protocol,
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the total overhead and protocol methods could be optimized for PoB thus reducing
the capacity requirement and possibly the processing time as well. However, the
benefit of using readily available, verified and widely used protocols is considered
to outweigh the benefits of a dedicated protocol. In addition, the chosen protocol
stack provides better possibilities for interoperability and further developments such
as multihop routing.
Another alternative would be to use the SCO or Extended SCO (eSCO) links of
Bluetooth, which are specifically specified for conveying speech and other real-time
data. However, SCO usage incurs some problems. One problem is that the strict
timing scheme required by SCO links deteriorates the performance of simultaneous
ACL links and thus stifles other data traffic on these channels. Miˇsic´ et al consider
this problem and propose a scheme for SCO-like communication over ACL links,
which would not affect other ACL links as much [78]. In addition, Kapoor et al [79]
compared the occurring delays and the throughput of simultaneous data transfer
when conveying speech over ACL and SCO links. The conclusion was that ACL
links are preferable for voice data unless there is a need for extremely high quality
voice. Kapoor et al also predict that the presence of SCO links make the piconet and
scatternet scheduling extremely difficult and suggest that the scheduling algorithms
are far less complex if ACL links are used for e.g. voice.
Other codecs such as Pulse Code Modulation codecs could also be considered for
PoB. This discussion is, however, outside the scope of this thesis.
7.3 Control Plane and Signalling
Since the OMA PoC architecture relies on client-server based signalling, which is
not available as such in the Bluetooth domain, an alternative way to govern com-
munications must be designed.
7.3.1 Preferred Solution: Peer-to-Peer
In an architectural sense, a simple approach is to avoid the client-server model alto-
gether and utilize a peer-to-peer based signalling scheme. Instead of SIP signalling,
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an application specific signalling method is used on the application level. To simplify
this signalling scheme as much as possible, the group creation, scatternet formation,
and communication methods are designed with the objective of reducing the need
for signalling traffic. This implies avoiding complexity in general. These methods
are described in the corresponding Sections 7.4 and 7.5.
The advantage of this approach is that the diverse problems associated with main-
taining centralized or cluster based control in a dynamic ad-hoc network are avoided.
Schemes for cluster based control is discussed e.g. by Steenstrup [80], who states
that the deployment of these methods has been limited to experimental setups. This
technology is thus far from mature which implies a reliability risk. The disadvan-
tage of the peer-to-peer alternative, on the other hand, is that a centralized point
of control cannot be used to handle e.g. floor control. This problem is discussed in
Section 7.8.
7.3.2 Alternative Solutions
Signalling over GPRS and User Data over Bluetooth
One potential alternative would be to use Bluetooth for conveying user data, i.e. the
speech itself, and GPRS for handling the signalling. However, the signalling system
of PoC could not be used as such, since the URI addressing scheme would not be
functional. The link local addresses allocated by the Bluetooth PAN profile are not
routable outside the local link, and associating an URI with such an address would
not yield a successful result. Instead, a system based on BD ADDR-addressing
and a server maintaining neighbor lists and providing a routing service could be
designed. A server could maintain a complete chart of the network on the basis
of neighbor list notifications from the clients (i.e. PoB phones). Each client would
periodically do inquiry scans to obtain a neighbor list with the BD ADDR:es of
the devices in the vicinity, and then send it to the server. By combining the neigh-
bor lists from all active clients, the server would be able to create and maintain
a relatively accurate chart of the network (and possibly estimate its dynamics by
maintaining information regarding the recent mobility of clients). With this chart,
the server could determine the shortest multihop path from one client to another
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e.g. with the aid of Dijkstra’s famous algorithm [81]. (Another alternative would
be to determine the shortest path including only clients with a recent history of low
mobility.) A client desiring to communicate with another client could thus send a
request including the BD ADDR of the recipient to the server. As a response, the
server would send a list of BD ADDR:es constituting a path to the recipient.
This approach would bring the significant advantage of multihop communications
with centralized route determination and thus means for coping with the problems
caused by the network dynamics. Unfortunately, the disadvantages of this approach
seem to render it infeasible. The major problem is that this approach would require
the clients to frequently transmit data to the server over the GPRS network. The
cost incurred by this to the users, would decimate the original benefit of PoB, i.e.
the lack of cost. In addition, the companies maintaining the servers would obviously
need to charge for this service, raising the end user cost additionally.
7.4 Group Formation and Addressing
According to OMA PoC, the groups are managed by the GLMS, which is accessible
by the clients for group management. Obviously, maintaining such a server is not
possible, if the preferred solutions of the above sections are chosen. Therefore, a
new method for creating and maintaining groups is needed.
7.4.1 Preferred Solution: Bluetooth-Address Based GroupManagement
As mentioned in Section 1.2, the inquiry and page delays are rather long and cause
thus significant delays when a piconet or scatternet is formed. One way to reduce
the impact of these delays is to avoid the inquiry method altogether. This can be
achieved by defining the groups by the BD ADDR:es of the group members. A
group is thus defined by a GROUP list of BD ADDR:es.
The creation of such a list can be performed by sending an invitation message over
e.g. Bluetooth, SMS, or an Infrared Data Association (IrDA) link to the desired
group members. Upon reception of an invitation, the PoB application queries the
user whether the group should be joined or not. If the users reply is affirmative, a
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reply including the BD ADDR is sent as a response to the invitor. When all invitees
have replied, the group is defined as a GROUP list containing the BD ADDR:es.
To complete the group formation, the list of BD ADDR:es is sent from the invitor
to all the other group members. Groups may also be modified in a corresponding
manner later to add or remove members.
An example of this procedure is presented below and in Figure 23:
1. Jack creates a group by sending invitations to his friends Bill, Bob and Laura
over Bluetooth, IrDA or SMS with the PoB application.
2. The PoB applications of Bill’s, Bob’s and Laura’s phones receive the invitation
and query the user ”Accept PoB-group invitation from Jack?” (Where Jack is
e.g. the Bluetooth device name [59] of Jack’s phone). If the user accepts, a
message is sent to Jack containing the BD ADDR of the user’s phone. Jack’s
phone receives thus the BD ADDR:es of Laura’s and Bill’s devices and the
group is defined on Jack’s phone. (But Bill and Laura do not have each other’s
BD ADDR:es.)
3. Jack’s phone sends a message to Bill and Laura containing the group i.e. the
BD ADDR:es of Jack, Bill and Laura. Now all group members have the group
defined as a set of BD ADDR:es on their devices
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Figure 23: An example of how a group can be formed
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One problem of this approach is that mischievous invitations with spoofed Bluetooth
device names are possible, if the invitation is sent over Bluetooth. For example, a
person can set the Bluetooth device name of his/her phone to a name which an
invitee associates with another person. If the invitee accepts the invitation, the
spoofer can then send mischievous PoB messages to the victim. This problem is
considered minor, since the victim can easily remove the group in question. Since
the invitor and invitee are normally near each other, the originator of an invitation
can usually be confirmed verbally. Such attacks can also be avoided by block or
allow lists based on BD ADDR:es.
The group members could also exchange e.g. a randomly generated encryption key
in the group formation phase. This could be done securely over SMS or IrDA. Since
the security issues are outside the scope of this thesis, these issues are not discussed
further.
7.4.2 Alternative Solutions
Group Formation with Radio Frequency Identification
One potential alternative would be to exploit Radio Frequency Identification (RFID)
for group formation. The BD ADDR:es could be exchanged over RFID e.g. as pre-
sented by Hall et al [82] and Busboom et al [83]. A group could thus be formed by
bringing the users’ devices close to each other whereby the BD ADDR:es can be
exchanged over RFID. The complete list of a groups BD ADDR:es could also be dis-
tributed in a similar manner. The advantages of this would be that group formation
would be easier; the user merely has to select e.g. a ”Form Group with RFID”-
command and then let his or her friends bring their phones together. This approach
would also solve the problem of mischievous invitations mentioned in Section 7.4.1.
The problem with this approach is that mobile phones with RFID transceivers are
not available currently.
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7.5 Network Formation and Maintenance
A wide range of methods for Bluetooth scatternet formation have been proposed in
recent years. An overview and bibliography of these is given in Chapter 3 of [84] and
additional methods are presented in e.g. [85, 86]. This area of research has received
a considerable amount of attention lately but a clearly superior solution, balancing
complexity and reliability of connectivity, has not been presented. Therefore, the
network formation problem is approached with an aim for simplicity in this thesis.
7.5.1 Preferred Solution: Network Formed Among Group Members
Since each device knows which devices it desires to communicate with, the preferred
solution is to establish connections with these devices only. The scatternet is thus
formed by including only devices with BD ADDR:es that are on the GROUP list
(see Section 7.4.1). However, in order to enable easy broadcasting, loops are not
allowed in the network. An example of such a network is presented in Figure 24. In
the figure, the names denote group members’ devices, the single letters outsiders’6
devices, the arrows Bluetooth ACL links, the arrowheads the slaves, and the arrow
color different piconets. As can be seen, all group members but one (”Rick” in the
upper right corner) are connected to the Scatternet. A method for forming such a
network is presented in the flowchart of Figure 25 and explained below. In order to
form the desired network, each PoB device runs this method.
For clarity, it is assumed in the description that a device does not have any existing
ACL links when the method is initiated. In some cases, however, other applications
may have established ACL links before the PoB application is initiated. This special
case should be taken into account when implementing the method.
Each device needs to keep track of which devices are reachable via the scatternet
and which are not. This can be done by maintaining CONNECTED and UNCON-
NECTED lists, which include the BD ADDR:es of the devices that are and are
not connected to the scatternet respectively. Each entry in the CONNECTED list
is associated with two additional BD ADDR:es which indicate via which device
6The term ”outsider” refers to people whose devices are not members of a particular PoB group.
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Figure 24: An example of a Scatternet According to the Presented Method
the device in question is reachable and which device initiated the connection that
connects the device in question to the network. An example of a CONNECTED
list is presented in Table 7, which corresponds to the perspective of Jack’s device
in Figure 24. The left hand column indicates which devices are reachable and the
middle column indicates via which link the device in question is reachable. The right
hand column is related to loop avoidance which is discussed in more detail later on
in this Section. As an example, the last entry of Table 7 indicates that the device
with the BD ADDR ”00001000. . . ” (i.e. Janet) is reachable via the device with the
BD ADDR ”00000011. . . ” (i.e. Jenny). It should be emphasized that the device
maintaining the CONNECTED list of Table 7 (i.e. Jack’s device) has a direct ACL
link to the device with the BD ADDR ”00000011. . . ” (i.e. Jenny) and all other
devices in the middle column. However, the devices in the left hand column are not
necessarilydirectly connected with device ”00000000. . . ” (i.e. Jack). In order to save
memory, Bluetooth HCI Connection Handles may be used instead of the Reachable
Via BD ADDR:es of the CONNECTED list.
A device initiates the method by creating an UNCONNECTED list by copying the
GROUP list. Then the device attempts to connect to one of the devices on the
UNCONNECTED list by initiating a Bluetooth Page process.7 If the attempt is
7It may be beneficial to perform Inquiry prior to Paging in order to avoid unnecessary Pages.
However, since the Inquiry procedure of Bluetooth 1.1 is rather time-consuming it may not be
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Table 7: An example of a CONNECTED list (The Bluetooth device addresses are
simplified for clarity.)
Connected Device Reachable Via Connection Initiator
(BD ADDR) (BD ADDR) (BD ADDR)
00000000. . . (Jack) 00000000. . . (Jack)
00000001. . . (George) 00000001. . . (George) 00000000. . . (Jack)
00000010. . . (Bob) 00000010. . . (Bob) 00000000. . . (Jack)
00000011. . . (Jenny) 00000011. . . (Jenny) 00000000. . . (Jack)
00000100. . . (Mike) 00000010. . . (Bob) 00000010. . . (Bob)
00000101. . . (Laura) 00000010. . . (Bob) 00000010. . . (Bob)
00000110. . . (Bill) 00000010. . . (Bob) 00000010. . . (Bob)
00000111. . . (Lisa) 00000011. . . (Jenny) 00000011. . . (Jenny)
00001000. . . (Janet) 00000011. . . (Jenny) 00001000. . . (Janet)
unsuccessful, another device from the UNCONNECTED list is Paged. This cyclic
Paging procedure continues until the UNCONNECTED list is empty or the device is
a master of seven slaves8. To reduce power consumption and avoid causing interfer-
ence, the frequency of Page attempts can be gradually reduced e.g. by exponential
backoff (i.e. by waiting for a certain period of time between Page procedures and
doubling this period every time the list wraps around). The user may, however, be
allowed to reset this period in order to ”refresh” the network.
Upon a successful Page process and the creation of an ACL connection, the devices
exchange REACHABLE messages to inform each other about their connectivity in-
formation. The REACHABLE messages include a list of BD ADDR of the devices
that are reachable via the device sending the message and the corresponding Con-
nection Initiator information. In other words, a REACHABLE message includes the
left hand column and right hand column of the senders CONNECTED list. After
the exchange of REACHABLE messages, the devices can thus update their CON-
NECTED and UNCONNECTED lists by adding and removing the BD ADDR:es
respectively. The REACHABLE messages of two newly connected devices should
never include overlapping BD ADDR:es because this would imply that a loop has
been formed. Loop avoidance is discussed in more detail later on.
feasible.
8It may be beneficial to limit the number of slaves to less than seven, in order to improve
performance.
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Figure 25: Network Formation and Maintenance Method
When a connection is established or broken, an UPDATE message is sent to all
directly connected devices (i.e. the PoB devices to which a direct ACL link ex-
ists). The UPDATE message notifies other devices of changes in the CONNECTED
list. If a new connection has been established, the UPDATE message contains the
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BD ADDR of the newly connected device, the list of BD ADDR:es of the REACH-
ABLE message received from it and the corresponding Connection Initiator informa-
tion. If a connection is broken, the UPDATE message correspondingly contains the
BD ADDR of the lost device and the possible BD ADDR:es of the devices which
used to be reachable via the lost device. On the basis of the UPDATE message, the
recipients can update their own CONNECTED an UNCONNECTED lists and thus
keep track of which devices are reachable. An UPDATE message includes a list of
BD ADDR:es with indications whether they should be added or removed from the
recipients CONNECTED list and, in the case of adding, the Connection Initiator
information. UPDATE messages are also sent on relevant links when the CON-
NECTED list is updated on the basis of a received UPDATE message. Information
regarding changes in the network are thus conveyed to all the devices connected to
the network.
As mentioned in Section 5.1.3 a Flush Occurred event is given on the HCI when a
message has been discarded because transmission has failed. On the other hand, a
link is regarded as broken if no traffic exists on it for a certain period. To main-
tain links and keep track of the link statuses, some traffic thus needs to be sent
periodically over all links, unless data or control messages are conveyed. These link
maintenance messages should preferably be very small in order to reduce battery
consumption and common channel interference and avoid congestion. The link main-
tenance messages maintain the links and cause Flush Occurred events on the HCI
when a device is no longer reachable. When this event occurs, the CONNECTED
and UNCONNECTED lists are updated and SETUP messages are sent. However,
since a device may be a member in several piconets, it is possible that a device is not
reachable because it is currently sending or receiving data in another piconet [87].
To avoid unnecessary disconnections, the period between the maintenance messages
should thus be optimized. It is possible that in order to ensure stable functioning,
a link cannot be regarded as broken until a number (e.g. three or five) of sequential
maintenance messages have been flushed (in Figure 25 and the discussion of this
Chapter, this alternative is not used).
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In most cases, the CONNECTED and UNCONNECTED lists are updated and the
UPDATE messages sent right away when an UPDATE message or Flush Occurred
event is received. Any other tasks are thus interrupted as presented in Figure 25.
However, if the device has just connected to another device and the REACHABLE
message has not yet been successfully sent, the procedure differs somewhat. If a
Flush Occurred event is received in this situation, the device should first check
whether the event concerns the REACHABLE message that is currently being sent
(e.g. by comparing the Connection Handle parameter of the event with the Con-
nection Handle associated with the BD ADDR of the device to which the REACH-
ABLE message is being sent). If this is the case, the newly established connection
should be disconnected and the device should return to the cyclic Page procedure. If,
however, the interrupt is caused by a received UPDATE message, the device should
flush the REACHABLE message it is currently sending, update its CONNECTED
and UNCONNECTED lists, and then send a new REACHABLE message according
to the updated CONNECTED list. In this way some unnecessary traffic can be
avoided.
Similarly, if the device has sent a REACHABLE message to a newly connected
device but a REACHABLE message is not received as a response within a certain
period of time, the connection is disconnected. In this case the CONNECTED and
UNCONNECTED lists may need to be updated and UPDATE messages sent, if an
UPDATE message was received while awaiting a REACHABLE message from the
newly connected device.
Loop Avoidance
In order to avoid and eliminate loops, the devices should adhere to the following
rules.
• A device should not Page devices that are on its CONNECTED list.
• A device should ignore Page requests from devices that are on its CON-
NECTED list.
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• If a device is in the process of establishing a connection with another device
(i.e. it has received or sent a Page request but has not yet received e.g. a
HCI Connection Complete event and exchanged REACHABLE messages) the
device ignores all incoming Page requests.
• If a device receives an UPDATE message including an entry that is in conflict
with an entry in its current CONNECTED list, the conflict must be resolved
e.g. by prioritizing the entry with the larger BD ADDR value in the Con-
nection Initiator field. For example, if a device receives an UPDATE message
indicating that a BD ADDR should be added to the CONNECTED list but
the identical BD ADDR is already listed on the CONNECTED list, the Con-
nection Initiator values of the CONNECTED list and the UPDATE message
must be compared. If the Connection Initiator value of the UPDATE message
is smaller, the UPDATE message is considered incorrect and its originator is
sent a correct UPDATE message, which includes the correct data from the
CONNECTED list. Correspondingly, if the Connection Initiator value of the
UPDATE message is larger than that of the CONNECTED list, the UPDATE
message is considered correct. In this case the CONNECTED list needs to be
corrected and corresponding UPDATE messages must be sent over the relevant
connections. 9
These restrictions do not apply to other applications running besides the PoB ap-
plication. However, the PoB application should not use the connections established
by other applications unless a method for handling this special case is used.
Network Formation Delay
One issue related to network formation is when the network should be formed. One
alternative is to form the network as soon as the PoB application is initiated. The
problem with this alternative is that maintaining the network consumes some power
since some periodical traffic is needed in order to maintain the links and keep the
network updated. The other extreme alternative is to form the network on demand
9Despite the other rules, loops may form e.g. in case two separate networks are merged by two
separate paging procedures at different locations in the networks. This rule is therefore needed to
eliminate such loops. Since it takes some time to eliminate these loops, a timeout may be needed
after each reception of an UPDATE message in order to ensure proper functioning.
71
i.e. when the PTT button is pressed. Even though this alternative would be optimal
from a power consumption point of view, it incurs the network formation delay issue.
According to the calculations of Busboom et al [83], the average Paging delay with-
out prior Inquiry is 1.28 s for Bluetooth version 1.1, if transmission is error free and
the devices do not have any SCO links. Kargl et al [4] reached a corresponding
value of 1.1 s in their tests. Even though the Paging delay is approximately halved
in Bluetooth version 1.2 [7], the delay is unacceptably long for the alternative of
creating the network on demand. Therefore, a solution balancing between the two
extremes of on-demand and immediate network formation is selected.
The proposal is that the network is formed on-demand when the user either selects
e.g. a ”Connect” command or presses the PTT button. When the network has been
formed, the user can be given e.g. a ”Connected to PoB Network”-notification. The
established network may then be maintained until a period of e.g. 15 or 30 minutes
has elapsed without any incoming or outgoing PoB traffic. This period may be user
definable. When the period has elapsed the user can be given e.g. a ”Disconnection
from PoB network in 30 seconds! Continue? Yes/No”-indication. The user can thus
be given the chance to maintain the network for another period by selecting the
”Yes”-option.
The advantage of the method described above is its simplicity compared to alter-
native solutions. The disadvantage is that due to implementation restrictions, it is
possible that a device is left outside the scatternet even though it is within Bluetooth
range of a device in the scatternet. Currently available Bluetooth chips provide only
limited scatternet support and may thus be unable to connect with an unconnected
device.
Additional Utilizations
The network formation method presented in this section may also be utilized for
realizing other applications and features besides PoB. Examples of such applications
are multiplayer gaming, chat, and shared folders and calendars. In multiplayer
gaming, the actions performed by different players may e.g. be broadcasted to the
other game participants over a scatternet formed according to the method. The
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real-time and delay requirements associated with many games may, however, cause
problems in the Bluetooth environment. On the other hand, this should not be an
issue for turn-based games, such as strategy, role-play, and board games. A text-
based chat feature could also be implemented according to the guidelines of PoB. The
talk bursts would simply be replaced by text messages. Shared folders may be used
for sharing pictures, e-mail-type jokes or other files. A user may store such files in a
shared folder on her mobile phone whereby group members can download them or
automatically update their own folders to include these files. Calendar information
could be shared in a similar manner. If a group of friends or colleagues would like
to make an appointment with each other, calendar data may be exchanged between
group members in order to find a time that suits all members.
7.5.2 Alternative Solutions
Scatternet Formed with any Nearby Devices
On alternative would be to use e.g. one of the methods referred to in Section 7.5.
The network would in this case include any devices willing and able to connect
to the scatternet, including both group members’ devices and bystanders’ devices.
Once the network has been formed, e.g. AODV multicasting or some other routing
protocol for ad hoc networks could be used. The advantage of this approach would
be that some group members’ devices that would not be reachable with the method
presented in Section 7.5 could possibly be reachable, since outsiders’ devices could
also be used for conveying data. (As an example, in Figure 24 devices Q and C could
be used to reach Rick’s device.). However, the disadvantages are the complexity and
doubtful reliability of both the network formation methods and AODV.
Network of Group Members Extended with Other Devices
A hybrid of the two alternatives presented above would be to rely primarily on
the method presented in Section 7.5 and extend it when necessary by including
outsiders’ devices, as in the above alternative. First a scatternet would be formed
with any available devices belonging to the group members. If unreachable devices
still remain in the UNCONNECTED list, an AODV-like algorithm would be used to
73
locate them via outsiders’ devices. Paths including outsiders’ device(s) would then
be maintained, in order to be able to communicate with these (electromagnetically)
more distant group members. The advantage of this approach would be that the
range perceived by the user would be extended further. The disadvantage, however,
is that exploiting outsiders’ devices increases their power consumption and incurs
thus the question of whether outsiders would allow such exploitation. A reciprocity
policy (allowing the own device to be exploited by other devices that in turn allow
others to exploit themselves) might serve a solution to this problem. However, this
may make the settings and power consumption characteristics of PoB confusing from
the user perspective.
7.6 Communication
Since the network formation method of Section 7.5 creates a network that contains
all the reachable group members without allowing loops, the communication scheme
itself is quite simple.
7.6.1 Preferred Solution: Repeaters and Broadcasting
Since the formed Scatternet consists of group members only, broadcasting can be
used to convey PoB data. The broadcasting capability of the PAN profile [61] is thus
used to enable IP broadcasting [88] to all devices in a particular piconet. Since the
PAN profile does not support Scatternets, the inter-piconet communication must be
handled on a higher layer e.g. by the PoB application. A straightforward way to
solve this problem is to let every device that is a member in several piconets act as
a repeater between the piconets. In other words, any PoB messages (both speech
data and control) that are received from one piconet are broadcasted on the other
piconets. In this way, all messages are broadcasted over the entire scatternet. The
obvious advantage of this solution is its simplicity. A disadvantage is, however, the
possibly higher complexity in multiple group operation and handling of simultaneous
sessions as discussed in Section 7.7, compared to other alternatives.
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7.6.2 Alternative Solutions
One alternative would be to use some other network formation method, which would
allow both group members’ and outsiders’ devices to join the scatternet, and to use
e.g. IP multicasting [89] for conveying messages between group members. How-
ever, IP multicasting requires the Internet Control Message Protocol [90, 91], which
increases complexity and control traffic.
7.7 Multiple Group Operation
OMA PoC specifies multiple active groups and simultaneous sessions as described
in Section 4.8 on page 32. Since the broadcasting method of the preferred solution
conveys any sent data to all scatternet members, a method for handling multiple
PoB group operation and simultaneous PoB sessions is needed. However, since
simultaneous sessions is an optional feature of OMA PoC, it may be omitted in PoB
as well.
7.7.1 Preferred Solution: Separate Scatternets for Separate Groups
One way to handle multiple group membership is to maintain completely separate
scatternets for different groups. That is, if a device is a member in several groups
it maintains separate piconets and separate CONNECTED and UNCONNECTED
lists for each group and distinguishes between these groups when communicating.
Since one device can be a master in one piconet only, this approach limits the
network formation somewhat. One group should preferably be set as the primary
group. In this case, a device primarily forms and maintains the primary group
scatternet and then attempts to join secondary group scatternets. When a device
is a master in a piconet consisting of members of the primary group, it cannot,
however, actively Page devices in a secondary group. Responding to Page requests
from other devices of the secondary group is, however, possible, and thus also joining
the secondary group(s). The advantage of this solution is that it does not require
alterations to the communications method of Section 7.6. In addition, if PoB is first
implemented without support for multiple groups, support for it can be added later
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with backward compatibility. The disadvantage is that the scatternet formation and
maintenance algorithm becomes more complex, since it needs to form and maintain
several scatternets.
7.7.2 Alternative Solutions
Network Formed with All Groups’ Members
Another alternative for handling multiple groups is to form the scatternet with all
devices belonging to any of the active groups. The formed scatternet is thus larger
than the scatternet of one group only. The advantage of this solution is that the
scatternet formation algorithm would be of the same complexity level as the one of
Section 7.5. However, the traffic of the different groups would have to be separated
e.g. by adding a group identifier to the messages. This identifier could be exchanged
during group formation as explained in Section 7.4. Messages are thus broadcasted
over the entire scatternet, but only the devices belonging to the indicated group
decode the message and play it back to the user. The disadvantage of this solution
is thereby that the communication method is somewhat more complex. More impor-
tantly, the amount of traffic in the scatternet is increased and the risk of congestion
and increased delays is thus increased as well. Furthermore, the scatternet may
grow very large if e.g. each member in a group is a member in other groups which
are different from each other. (For example, if a group consists of five members and
each member belongs to two further groups which do not overlap, the scatternet is
formed among eleven groups.) In such a setup, the traffic and delays may be in-
creased beyond acceptable levels. In addition, eavesdropping may be possible with
altered PoB applications neglecting the group identifiers of messages.
7.8 Floor Control
In PoC, floor control is one of the services provided by the PoC server. In the PoB
environment, a similar method is needed for controlling who is allowed to talk and
when in order to avoid talk burst collisions.
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7.8.1 Preferred Solution: Request to Speak
One way to solve this problem is to broadcast a time stamped Request-to-Send
(RTS) message, when the user pushes the PTT button. When such as message is
received, the recipients await the incoming talk burst and refrain from sending RTS:s
themselves. After sending an RTS message, the originator waits until a timeout
expires in order to ensure that incoming RTS:s were not underway when the RTS
message was sent. If an RTS message is received from another device within this
timeout period, the time stamps are compared and the sender of the earlier message
takes the floor.
The time stamping procedure naturally requires a way of synchronizing the time
stamping clocks or counters of the PoB devices. This can be done by sending
synchronization data periodically (possibly piggybacked in link maintenance or other
messages). If two users press the PTT buttons of their devices within an interval
of say 10 ms, the users perceive the presses as more or less concurrent. Therefore,
the accuracy requirement for the time stamp clocks is rather lenient. A simple
method for synchronizing distributed clocks with each other is to let each device
periodically broadcast the reading of its own clock. The recipients then compare
the received value with their own clock reading. If the received value is larger than
the reading of the own clock, the own clock is set to the received value. Otherwise,
the synchronization message is ignored. In this way, all clocks remain within a
reasonable tolerance of each other, assuming that they are originally synchronized
at some accuracy. To achieve this initial synchronization, a single PoB device adopts
the clock value of the device it connects to when joining a scatternet. This value may
be included in a REACHABLE message. In some cases, e.g. when two single devices
connect or two scatternets merge, the clock values may differ significantly. In order
to avoid unstable situations, a special procedure may be used in these cases if the
clock values differ e.g. by more than a quarter of the clock register space. (That is, if
e.g. an eight bit counter is used as a clock, the special procedure is used if the clocks
differ by a value of 64 or more.) In this case a simple rule may be used for selecting
the dominant counter value. When exchanging the REACHABLE messages, the
counter value of the device with the larger BD ADDR:es value may e.g. be ruled as
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dominant. In this case the overridden device broadcasts a synchronization message,
with an indication of that the counters must be set to the sent value, on its original
scatternet.
Another alternative for synchronization would be to use the time information pro-
vided by the GSM operator. This would be beneficial since the exchange of syn-
chronization messages would be unnecessary. However, since all operators do not
necessarily provide this service, this alternative cannot be relied upon. In addition,
the time information of different operators may differ somewhat and thus cause
incorrect operation. Other synchronization methods for distributed networks are
discussed e.g. by Lamport et al [92].
7.8.2 Other Alternatives
Centralized Floor Control over GPRS
One alternative similar to the control-over-GPRS alternative of Section 7.3.2 is to
use a centralized floor control server for floor control. The server maintains group
lists on the basis of notifications from e.g. the creators of groups. Floor control could
thus be handled in a similar manner as in PoC. The advantage of this approach would
be that floor control and synchronization traffic could be avoided in the scatternet.
The disadvantages are, however, the incurred costs similar to the ones discussed in
Section 7.3.2.
7.9 Chapter Summary
This chapter presented a proposed method for enabling a PoC-like feature over Blue-
tooth. The target was to reach a solution, which would resemble PoC as closely as
possible from the user’s perspective. The proposal is divided into sections outlin-
ing group formation, network formation, communication, multiple group operation,
and floor control. The network formation method is the most complex of these but
it simplifies on the other hand the communication method significantly. It formes
a loop-free network consisting of group members’ devices only. The method for
handling multiple group operation increases complexity considerably and should
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therefore be considered as optional. The floor control method itself is rather simple
but it requires that the devices maintain time stamp clocks, which are mutually
synchronized. The synchronization procedure increase complexity and traffic some-
what.
The throughput and delay requirements are also discussed to some extent. Since
the delay requirements of PoC are rather lenient, the occurring delays should not
cause problems in reasonably sized scatternets i.e. PoB groups. The throughput
requirements are thus the critical performance issue. Results of prior work seem to
suggest that sufficient throughput may be reached. However, further simulations
and/or tests are needed in order to ensure this.
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8 PoC and PoB Interoperation
In this chapter, a method combining PoB and PoC is briefly outlined. This com-
bination is preferable, since some group members may be reachable via PoC even
though they are not reachable via PoB. From the user point of view, this combina-
tion is thus desirable in many cases. Since the combining is rather straightforward,
a very detailed discussion regarding this option is not presented.
8.1 Group Formation
Group formation is identical with Section 7.4 with the difference that SIP URI:s
according to Section 4.2 are included for each member. The members are thus
associated with both a BD ADDRand a SIP URI and thus identifiable both in the
PoB and PoC domain.
8.2 Communication
The PoB methods are performed as presented in Section 7. However, when the
user presses the PTT button, the device also establishes a PoC ad-hoc group with
the devices on the UNCONNECTED list according to the procedure described in
Section 4.3.2. If the invited devices are in automatic answer mode, the talk burst
can be sent both over PoB and PoC as soon as a Floor Granted message is received
from the PoC server and the RTS timeout has occurred. The talk burst thus reaches
all group members if they are reachable via either PoB or PoC. This procedure is
performed separately by each device when they are about to send a talk burst.
A number of ad-hoc groups are thus created, since each sender needs to have a
separate ad-hoc group for communicating with the devices not reachable via PoB.
(One common group should not be used, since it could eventually include all group
members and the data would thus be conveyed to all members over PoC.) However,
the devices outside the reach of PoB should create and use one common ad-hoc group
including all group members. Talk bursts from these devices are thus conveyed over
PoC without any actual PoB operation.
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Examples clarifying the PoC group memberships and communication from the per-
spective of a connected and an unconnected device are presented in Figures 26 and 27
respectively.
In Figure 26, Jack’s device is connected to the PoB scatternet and the communi-
cation with the other connected devices is handled as in Section 7. Rick’s device,
however, is not connected to the PoB scatternet and it can thus only be reached via
PoC. When Jack presses the PTT button in order to speak to the group, ”Ad-Hoc
PoC Group 1” is created in order to be able to convey a talk burst to Rick. When
Rick presses the PTT button in order to speak to the group, ”Ad-Hoc PoC Group 2”
is created in order for Rick to be able to convey a talk burst to all other group mem-
bers. These ad-hoc groups are maintained throughout the entire PoB-PoC session.
As indicated by the arrows in the figure, any outgoing talk bursts sent by Jack are
sent to ”Ad-Hoc PoC Group 1” and the PoB scatternet. Similarly, all incoming
traffic from the connected group members is received from the PoB scatternet but
incoming talk bursts from Rick are received from ”Ad-Hoc PoC Group 2”. If ad-
ditional unconnected devices would exist, they would be members of both ad-hoc
groups in the figure.
1 © NOKIA          Presentation_Name.PPT / DD-MM-YYYY / Initials Company Confidential
Ad-Hoc PoC Group 1:
Rick Jack
Connected to 
PoB scatternet:
Laura Bill
Bob George
Jenny Janet
Mike Jack
Jack
PoC Ad-Hoc Group 2:
Laura Bill
Bob George
Jenny Janet
Mike Jack
Rick
Figure 26: Example of Group Memberships and Communication; Perspective of a
Device Connected to the PoB Scatternet
The perspective of an unconnected device, for example that of Rick’s, is presented in
Figure 27. As in Figure 26, Rick’s device is a member of ”Ad-Hoc PoC Group 1” and
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”Ad-Hoc PoC Group 2”. In addition, Rick’s device is a member in two additional ad-
hoc groups, since Laura and Rick have sent talk bursts to the group and these ad-hoc
groups have thus been formed. In addition, Rick will be invited to additional ad-hoc
groups, if e.g. Bob, George, Janet, etc. press the PTT button. As the arrows in the
figure indicate, Rick’s talk bursts are sent to ”Ad-Hoc PoC Group 2”, whereas talk
bursts are received from other ad-hoc groups. However, if additional unconnected
devices would exist, they would be members of ”Ad-Hoc PoC Group 2”. Talk bursts
from these devices would be received via ”Ad-Hoc PoC Group 2”.
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Ad-Hoc PoC Group1:
Jack Rick
Rick
PoC Ad-Hoc Group 2:
Laura Bill
Bob George
Jenny Janet
Mike Jack
Rick
Ad-Hoc PoC Group3:
Laura Rick
Ad-Hoc PoC Group 4:
Bill Rick
…
Figure 27: Example of Group Memberships and Communication; Perspective of a
Device not Connected to the PoB Scatternet
In the figures, the group members of the ad-hoc PoC groups and the devices con-
nected to the PoB scatternet are listed.
8.3 Floor Control
Floor control is somewhat tricky in PoB and PoC interoperation, and requires that
the application can communicate with the PoC server as well as the PoB scatternet.
When a device connected to the PoB scatternet wishes to send a talk burst, it sends
an RTS over the scatternet according to Section 7.8 and requests the floor in the PoC
ad-hoc groups according to PoC procedures. If any of these result in an indication
that the floor is already occupied, the device refrains from transmitting. If however,
Floor Granted-messages are received from the PoC server for all ad-hoc PoC groups
and no conflicting RTS:s are received from the scatternet, the device informs the
user of the right to speak and begins transmitting the talk burst.
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In the example of Figure 26, Jack’s device would thus broadcast an RTS on the PoB
scatternet and send floor requests to both ad-hoc PoC groups. The talk burst itself,
however, is not sent to ”Ad-Hoc PoC Group 2”. If the request is denied in either
one of the PoC groups or by a received RTS from the PoB scatternet, Jack’s device
refrains from transmitting a talk burst.
The devices unconnected to the scatternet do not receive the RTS:es broadcasted in
the PoB scatternet.10 They should thus rely on the floor control services of the PoC
server and should thus make sure that the floor is free in all PoB related ad-hoc
PoC groups. In other words, if a PoC floor control message indicating that the floor
is occupied is received in any of the groups the device belongs to, the device must
refrain from transmitting talk bursts. (Assuming that the device only belongs to
PoC groups related to the PoB group in question.)
In the example of Figure 27, Rick’s device would send floor requests to all ad-hoc
PoC groups. The talk burst itself, however, would be sent to ”Ad-Hoc PoC Group 2”
only. If the request is denied in any of the PoC groups, Rick’s device refrains from
transmitting a talk burst.
The number of used ad-hoc PoC groups may be up to c+1, where c is the number of
devices connected to the PoB scatternet. The delays caused by sending floor requests
to all of these and receiving the corresponding replies may become unacceptably
large. This may be avoided if the method is altered in such a way that a floor
request is only sent to the ad-hoc group to which a talk burst will be sent. This
is possible since Floor Status messages will be received from the PoC server if any
other device has requested the floor in any of the groups. If a device receives such
a Floor Status message, it must refrain from sending a talk burst.
8.4 Chapter Summary
This chapter presents a proposed method for enabling a hybrid PoB-PoC service.
The method is based on PoB as outlined in Section 7 but extended to allow PoC
10Notifications regarding the RTS:es could possibly be conveyed over GPRS to the unconnected
devices. This alternative is not considered in detail, because convenient peer-to-peer data commu-
nication is currently not available in most of the currently existing networks.
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communication with devices that are currently not reachable over Bluetooth. The
method exploits the ad-hoc group capability of PoC and should provide smooth
communication if the automatic answer mode is enabled in the recipients’ devices.
The number of PoC ad-hoc groups may, however, be rather large, and the handling
of these may thus become somewhat complex.
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9 Summary and Conclusions
9.1 Summary
As stated in the introduction, the main objective of this thesis is to find an answer
to the question: ”How can mobile phone users be provided with a free-of-charge
PTT-feature with PoC-like user experience by means of Bluetooth technology?”.
The secondary objective is to give a comprehensive description of PoC as specified
in the currently available OMA standard drafts and in other standards referred to
therein. The fulfillment of the secondary objective provides a basis for undertaking
the strive for the primary objective. In addition, such a unified description of PoC
and its enablers has not, to the knowledge of the author, been available previously.
PoC and its enablers (GPRS, IMS, SIP, SDeP, and RTP-AMR) are described in
chapters 2–4. Chapter 5 briefly describes Bluetooth in general and focuses then on
its PAN profile. Chapter 6 presents use cases which are applicable to both PoC and
PoB and the performance requirements of OMA PoC, which should preferably be
met by PoB as well. Chapters 7 and 8 hold the actual substance of this thesis.
In chapter 7, a proposal for PoB is outlined. The proposal includes methods for
group formation, network formation, communication and floor control. An optional
method for handling multiple active groups is also included. The group formation
method is based on exchanging messages including the BD ADDR:es of the group
members and distributing the complete list of these among group members. The
network formation method is the most complicated of the presented methods but
it is nevertheless based on rather simple principles. The principles it bases on
are forming the scatternet among group members’ devices only and disallowing
loops. Loop avoidance is based on exchanging data regarding already connected
devices and prohibiting connecting to these. Since the network formation makes
sure only group members’ devices are connected to the scatternet and that no loops
exist, communication can be based on broadcasting data over the entire scatternet.
Devices bridging two piconets act as repeaters in order to let the data reach every
device in the network. The floor control method is simply based on broadcasting
a time-stamped RTS message and beginning transmission unless RTS:s from other
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devices are received within a certain time frame. If two RTS:s traverse the network
simultaneously, the time stamps are used to judge priority. In order to enable time
stamping, a simple and rather inaccurate one-way synchronization method based
on broadcasting is used. The inaccuracy is tolerable because users perceive closely
adjacent presses of the PTT-button as concurrent. The optional method for handling
multiple active groups and thus simultaneous session is based on maintaining several
separate scatternets. This method is optional because it increases complexity and
system requirements considerably.
Chapter 8 proposes an extension to the PoB feature of Chapter 7. The general
principle is that PoC is used for communicating with the devices that are unreach-
able over Bluetooth. The devices unreachable in the PoB domain send data to all
other group members via one ad-hoc PoC group. Incoming traffic to these unreach-
able devices, however, requires one ad-hoc PoC group per each sender connected
to the PoB scatternet (otherwise all communications could eventually be conveyed
over PoC). The group formation and floor control methods are adapted to suit the
requirements of this context.
9.2 Results and Contribution
In chapters 2–6, publicly known subject matter is described. However, a correspond-
ing tutorial of PoC and its enablers has not been publicly available until now. Even
though many details are merely mentioned, the tutorial can be used as an introduc-
tion to PoC, which gives some insight on the underlying protocols and methods as
well. It could be suitable for both students and professionals with basic knowledge
of GSM and IP communication but limited knowledge of e.g. IMS, SIP, SDeP, and
RTP.
In the technological and scientific sense, the contribution of this thesis is the pro-
posed outlines for PoB (Chapter 7) and for the hybrid of PoB and PoC (Chapter 8).
These outlines can be used as a baseline for creating such features by mobile phone
manufacturers and software application producers. In addition to mobile phones,
other devices, such as headsets or personal digital assistants, could also provide this
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feature. Similar text-based features and applications could also be developed for
e.g. laptop and palmtop devices.
The network formation method of Section 7.5 may also be used for various other
purposes besides PoB. For example, applications enabling multiplayer gaming, chat
or shared folders or calendars may be based on communication over a scatternet
formed according to the method. Furthermore, broadcasting according to Section 7.6
may also be used in such applications.
9.2.1 Evaluation of Results
The outlines of PoB and hybrid PoB-PoC proposed in this thesis provide a baseline
for developing these notions further and possibly implementing them. The pro-
posed outlines exploit existing conventions and protocols rather extensively and the
new methods were designed with an aim for simplicity. Implementing PoB and
developing PoB products on the basis of these outlines may therefore be relatively
uncomplicated and cost effective. In addition, this may enable integrating PoB and
PoC into one unitary application. Alternatively, separate PoB and PoC applications
could possibly exploit the same capabilities of underlying software components.
On the other hand, the greatest flaw of the proposal of Chapter 7 is that there
is no factual evidence that the throughput provided by Bluetooth in all or most
real-life situations will be sufficient for satisfactory PoB operation. Therefore, the
proposal does not provide a solid platform for further development but requires
further research to verify its feasibility. Another risk factor is the fact that the
OMA PoC standards are work in progress and the proposal is thus at least partly
based on speculative assumptions. In addition, one issue that is not thoroughly
considered is the consequences of operating other Bluetooth applications besides
PoB. In order to enable satisfactory operation of both PoB and other simultaneous
Bluetooth communications, this issue should be addressed.
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9.2.2 Significance
Throughout modern history, technology has affected the behavior of people and vice
versa. Some technology driven products and services have become commodities of
everyday life whereas others have flopped in spite of great expectations. The typical
examples of these are the Short Message Service (SMS) and Wireless Applications
Protocol (WAP) respectively. Even though the apparent success of iDEN-based
PTT in the Americas seems to indicate that PoC has the potential to soar globally,
there are naturally no guarantees for this. Some of the risks which may make PoC
unattractive in the eyes of the customer are interoperability, availability and pricing.
Currently, many parties are developing more or less competing solutions which may
not be interoperable. OMA PoC could be the standard that provides interoperability
across device manufacturer, operator and national borders. However, this requires
that OMA PoC is adopted widely and acquires the acceptance of a majority of
players.
Availability is naturally another factor that plays a major role in the adopting of
PoC on the market. The service must obviously be available in order to succeed and
operator acceptance is thus critical. The operators must be convinced that they can
profit from providing PoC to their customers. Among operators, there is a clear
interest towards PoC. However, even though PoC is envisioned as a totally new
service that satisfies a different need than conventional phone calls, some operators
may still see it as a service that cannibalizes this core service.
The third risk, pricing, is interrelated with operator acceptance. In a pursuit of
increased revenues and in fear of cannibalization, operators may set the price of PoC
at a level which renders PoC unattractive to the customers. If a strong demand for
PoC develops, this risk will be abolished. However, it may be possible that a silent
cartel chokes the build-up of popular demand before it has a possibility to emerge. It
could be argued that this has been the case for WAP and the Multimedia Messaging
Service (MMS).
In this context the role of PoB may develop to be significant. The above risks could
potentially be avoided or alleviated by PoB.
88
Considering interoperability and availability, for example, these problems may be
solved among a group of friends, if PoB is independent of the operator’s services.
Interoperability and availability could thus be reached if everyone in the group selects
a phone that enables PoB. From the user point of view, the switching costs for
reaching this interoperability within a group may in some cases be too high. On the
other hand, if the majority of a group already has interoperable PoB phones and
use them extensively, the minority might be very tempted to join this subgroup and
consider the switching costs reasonable.
The success of PoB could also be beneficial from the PoC point of view. If PoB
is successful and widely adopted on the markets, operators will probably be rather
easy to convince that a need for PTT exists and that operators can profit from it.
After all, PoB is will always be limited to a local area but the need for PTT may not.
PoB could thus be a potential way to market PoC to both operators and end-users.
In addition, the pricing risk is naturally eliminated in the PoB context.
PoB could also instigate new behavior models within local communication. Cur-
rently, telephony is usually associated with more or less long range communication
because it does not make sense to pay for a phone call and go through the trouble of
calling, if the called party is nearby. Since PoB is free of charge and the message can
be conveyed without an actual calling procedure, the threshold for communicating
is lower for PoB than for conventional phone calls or PoC. For example, consider the
situation where two employees, Bill and Mike, are working at a fast food restaurant.
Bill goes downstairs to the storage room to get some more French fries. Meanwhile,
Mike, still at the counter, realizes that the chicken nugget box is almost empty as
well. Mike will most probably not call Mike, at least not at his own expense, to tell
him to bring some nuggets as well. However, he might consider telling it over PoB
since it is easier and free. Many similar scenarios in which a need for communication
exists but the required cost and/or effort seems too big in comparison to the benefit.
Such situations occur rather frequently in family and social life, during hobbies and
at work.
New ways to exploit PoB may also be developed. For example, PoB could potentially
be used at different events and locations such as ice hockey games, museums or fairs
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for announcements or commentary e.g. by placing PoB ”base stations” around the
area and allowing PoB users to sign up for their services. The density of Bluetooth
devices may, however, affect the functioning of such a service.
9.3 Evaluation of Method and Approach
In this thesis, the approach is top-down oriented in the sense that the target is to
strive for PoB with a user experience resembling that of PoC as closely as possible.
The codec and protocol stack of PoC was also adopted for the sake of simple imple-
mentation and in pursuit of modularity benefits as well as upholding the possibility
to integrate PoB and PoC. These advantages are evident and may be crucial from
the business aspect. The downside, however, is that this target setting and protocol
stack adoption may render the solution infeasible, if the throughput in real-life situ-
ations is insufficient. Implementing PoB according to the outline without obtaining
any throughput estimates by simulation or testing thus implies a considerable risk.
A more pragmatic approach would be to start out with simulating or testing the
throughput and delays of both the PAN profile and scatternets consisting of Blue-
tooth class 1 devices. The tests should preferably be performed in different envi-
ronments with various densities of Bluetooth and other devices operating in the
ISM-band (Industrial, Scientific, and Medical). On the basis of the test and/or
simulation results a bottom-up approach could be adopted. The speech codec and
transport protocols could in this case be selected or designed in accordance with
these findings. The methods and protocols could thus be optimized specifically for
PoB, whereby significant advantages could possibly be gained. However, the down-
side of this approach is that the cost of developing a solution that is dedicated and
optimized for Bluetooth may render PoB commercially infeasible. Integrating PoB
and PoC or developing a hybrid PoB-PoC feature as in Chapter 8 would probably
be more difficult as well.
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9.4 Further Work
As indicated in the above discussion, one obvious issue requiring further research
is the performance characteristics of scatternets and the PAN profile in various
scenarios and with various settings. Tests and/or simulations are needed in order
to acquire reasonably reliable estimates of these. The outcome of such tests or
simulations will guide further work. If the requirements of the PoB proposal could
be met, the following step would obviously be to develop PoB further on the basis of
the proposed outline. On the other hand, if the results would suggest the contrary,
PoB could possibly be redesigned to confine within the estimated throughput and
delay characteristics. Alternatively, features with lower requirements such as text-
based chat, turn-based gaming, and shared folders or calendars could be pursued.
The outline presented in this thesis merely set a framework for implementing PoB.
Many details such as timeout values, intervals for periodical transmissions, and the
time stamping counter characteristics remain to be specified and optimized. Other
open issues are the Bluetooth baseband packet selection, specifying message formats,
AMR mode selection, and the selection of a suitable AMR-frame per RTP-packet
ratio.
As stated in the introduction, the security issues are delimited outside the scope of
this thesis. This issue must nevertheless be considered, if PoB is to be provided to
customers. The alternatives range from no security whatsoever, as in many tradi-
tional walkie-talkies, to providing a security level equivalent to PLMN conventions.
Encryption may be based on the capabilities of Bluetooth or carried out on a higher
level in the protocol stack.
Another topic that requires further work is the implementation environment. Sym-
bian is one possible platform for developing the application. Even though Symbian
does provide a versatile set of capabilities devoted for developing applications for
mobile phones, it has its limitations. These limitations are not touched upon in this
thesis and one task is thus to do this evaluation. In addition, other platforms and
environments should be considered as well.
An additional issue related to implementation is the possibility that other appli-
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cations exploiting Bluetooth may be run concurrently with the PoB application.
Preferably, the PoB application should not interfere with other applications and
vice versa. However, if other applications besides PoB create and use Bluetooth
connections, a method for administering the connections and the media access is
needed.
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Appendix:
Throughput Requirement Calculations
This appendix explains how the throughput requirements presented in Figure 21 on
page 57 have been calculated.
The calculations correspond to the HCI level (see Figure 17 on page 41). The
throughput requirement values thus represent the throughput requirement imposed
on the Bluetooth Controller. The overhead caused by the L2CAP is thus included.
As mentioned in Sections 4.9 and 4.10, the protocols and voice codec to be used
in OMA PoC is not specified at the time of writing. It seems reasonable, however,
to assume that usage of an IP/UDP/RTP based protocol stack (as presented in
Figure 12 on page 34) is probable. A straightforward way to implement this protocol
stack on top of Bluetooth is to use the PAN Profile and the BNEP protocol, and
this approach is therefore assumed in these calculations.
The overhead caused by the L2CAP/BNEP/IP/UDP/RTP protocol stack is pre-
sented below. (See also Figure 13 on page 35.)
RTP 96 bits [51]
UDP 64 bits [48, 49]
IP 160 bits [47]
BNEP (uncompressed header) 120 bits [73]
L2CAP 32 bits [59]
TOTAL 472 bits
Usage of AMR in RTP involves the following variables, which influence the through-
put requirement: interface format (IF1 or IF2), AMR Mode (See Figure 14 on
page 36), and the number of AMR frames per RTP packet. In the calculations
below, usage of AMR IF2 is assumed, because its capacity requirement is higher
than that of IF1. The requirement of IF2 can thus be used as an upper bound for
approximating the requirement of IF1. If a more accurate requirement is needed for
IF1, it may be calculated in a corresponding manner as that of IF2. The frame sizes
of different AMR modes, when one frame is included per RTP packet, are presented
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in Table 5 on page 38). Since only one occurrence of the CMR field is included per
RTP packet, the RTP payload size SP is
SP = SF + (x− 1)(SF − 8) (1)
bits per RTP packet when x AMR IF2 frames are included per RTP packet. The
value of SF corresponds to the AMR IF2 frame size depending on the AMR mode.
The valid values of SF are presented in the IF2-column of Table 5.
Since the frame rate of AMR is 50Hz, the number of RTP packets sent per second
is
f =
50
x
(2)
and the required throughput capacity C is thus
C = f · (472 + SP ) = 50 · (472 + SF + (x− 1)(SF − 8))
x
(3)
bits per second.
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