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1986	or	Poehner,	2008).	One	can	clearly	see	the	parallels	to	Assessment	for	learning.	The	word	testing	has	been	abandoned	here	on	purpose	since	this	approach	makes	use	of	other	assessment	means	than	tests	only.	Typical	forms	include	self-assessment	checklists,	portfolios	and	learner	logs	(Green,	2014,	p.	207).	Bennett	(2011)	equals	the	term	Assessment	for	learning	with	formative	assessment	and	claims	that	it	is	a	‘work-in-progress’,	which	will	require	fundamental	reconsideration	of	our	educational	ideas	(p.21).	Hayward	(2012)	adds	that	Assessment	for	learning	is	‘a	vehicle…for	sociocultural	transformation	where	learning	becomes	much	more	of	a	community	endeavour’	(p.126).	This	implies	a	shift	in	the	teacher-tester-student-test	taker	power	relationship.			2.2	Test	Qualities	2.2.1	Validity	Validity	covers	an	extensive	space,	and	all	its	numerous	individual	aspects	play	an	unquestionable	role	in	various	areas	of	language	tests.	These	aspects	are	usually	divided	into	so-called	internal	and	external,	the	former	being	content,	face,	and	response	validities	and	the	latter	referring	to	criterion-related	validities.	Then	there	is	one	of	the	most	complex	concepts,	which	is	construct	validity,	the	notion	in	particular	crucial	for	the	process	of	developing	language	tests.	And	finally,	scoring	validity,	most	closely	related	and	sometimes	even	equated	with	reliability,	undoubtedly	embraces	different	features	of	reliability.		As	discussed	in	the	author’s	master	thesis	(p.24),	one	of	the	first	attempts	to	answer	the	question	whether	a	certain	test	measures	‘what	it	purports	to	measure’,	i.e.	 to	 ascertain	 its	 validity,	 dates	 from	 the	 year	 1927,	 and	 was	 found	 quite	problematic	(Kelly	qtd.	 in	Weir,	2005,	p.12).	Some	sixty	years	 later,	 the	discussion	did	 not	 appear	 to	 further	 develop	 very	 much,	 as	 for	 example,	 Henning’s	 (1987)	definition	of	validity	was	‘the	appropriateness	of	a	given	test	as	a	measure	of	what	it	is	 purported	 to	 measure’	 (p.89).	 However,	 the	 whole	 discourse	 stressed	 the	importance	 of	 the	 validation	 process	 (Hughes	 et	 al.,	 1988),	 and	 criticism	 towards	test	 misuse	 (when	 using	 a	 test	 designed	 to	 cover	 a	 certain	 area	 for	 different	
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purposes	or	 a	 test	with	no	 specific	 intentions,	which	 results	 in	unknown	validity)	was	regarded	as	serious	(Alderson	et	al.,	1995).		Although	 many	 scholars	 (in	 accordance	 with	 Alderson	 et	 al.,	 1995	 or	McNamara,	 2000)	 thus	 agree	 to	 the	 necessity	 of	 establishing	 and	 documenting	validity	of	use	for	a	certain	purpose,	some	contrasting	views	concerning	the	unifying	concept	 of	 validity	 may	 be	 noted.	 Messick	 maintains	 that	 individual	 aspects	 of	validity	represent	a	single,	unitary	concept	and	that	‘viewing	different	approaches	to	validation	as	separate	lines	of	evidence	for	supporting	given	score	interpretations	is	inadequate’	 (qtd.	 in	 Bachman,	 1990,	 p.241).	 For	Weir	 (2005),	 on	 the	 other	 hand,	‘validity	 is	multifaceted	and	different	 types	of	evidence	are	needed	to	support	any	claims	 for	 the	validity	of	 scores	on	a	 test’	 (p.13).	Alderson	 (1995)	 is	 then	another	proponent	of	 this	multifaceted	notion	of	validity,	 claiming	 that	 ‘the	more	different	validity	 aspects	 can	 be	 established	 and	 the	more	 evidence	 gained	 from	 them,	 the	better’	(p.171).	The	present	author	adopts	here,	as	well	as	in	her	master	thesis,	the	unitary	concept	of	the	notion	of	validity,	however,	the	individual	aspects	of	validity	will	be	duly	described	and	commented	on	below.	2.2.1.1	Content	validity	According	 to	 Alderson	 et	 al.	 (1995),	 content	 validity,	 also	 termed	 context	validity	by	Weir	(2005),	affects	 ‘studies	of	 the	perceived	content	and	 its	perceived	effects’	(p.171).	Detailed	specifications	of	what	is	to	be	tested	are	recommended	and	experts	 in	 the	 field	 should	 therefore	be	 consulted.	The	comparison	between	 these	specifications	 and	 test	 content	 is	 seen	 as	 essential	 in	 order	 to	 determine	 content	validity	(Hughes,	1989).	Within	this	type	of	validity,	content	relevance	and	content	coverage	 are	distinguished	by	Bachman	 (1990).	He	 supports	Messick’s	 division	of	content	 relevance,	 however,	Bachman	 emphasizes	 the	 importance	 of	 investigating	both	 of	 the	 aspects,	 ability	 domain	 and	 the	 test	 method	 facets	 (p.244).	 Many	scholars,	for	example,	Popham	(1978)	and	Hambleton	(1984),	advocates	of	criterion	referenced	 test	 development,	 favour	 this	 approach	 (Bachman,	 1990).	 Concerning	content	 coverage,	 Bachman	 (1990)	 defines	 it	 as	 ‘the	 extent	 to	 which	 the	 tasks	required	 in	 the	 test	 adequately	 represent	 the	 behavioural	 domain	 in	 question’	
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2.2.2	Reliability		Reliability	also	provides	a	useful	background	for	the	debate	in	the	empirical	section	(5.1-5.3),	in	which	further	details	and	evidence	will	be	discussed.		Similarly	 to	 the	 author’s	master	 thesis	 (p.39)	 and	due	 to	 the	 ‘growing	 consensus’,	reliability	is	addressed	here	in	terms	of	scoring	validity,	which	comprises	different	aspects	 of	 reliability,	 and	 is	 thus	 considered	 ‘a	 valuable	 part	 of	 a	 test’s	 overall	validity’	(Weir,	2005,	p.22),	corresponding	to	Chapelle’s	(1999)	view	that	‘reliability	is	now	increasingly	seen	as	a	type	of	validity	evidence’	(p.258).	Bachman	and	Palmer	(1996)	 favour	 ‘consistency	 of	 measurement’	 (p.19),	 which	 is	 supported	 by	 Jones’	claim	 that	 ‘a	 reliable	 test	 can	 be	 depended	 on	 to	 produce	 very	 similar	 results	 in	repeated	 uses”	 (qtd.	 in	 Weir,	 2005,	 p.22).	 Weir	 further	 develops	 the	 definition,	stating	that	‘scoring	validity	concerns	the	extent	to	which	test	results	are	stable	over	time…’	(p.23).	According	to	the	American	Psychological	Association,	‘Reliability	is	a	quality	of	test	scores,	and	a	perfectly	reliable	score,	or	measure,	would	be	one	which	is	free	from	errors	of	measurement’	(qtd.	in	Bachman,	1990,	p.24).		Weir	 (2005)	 proposes	 four	 broad	 categories	 of	 scoring	 validity	 –	 1.	 test-retest	reliability	(administering	the	same	test	twice	to	the	same	group);	2.	parallel	forms	reliability	(two	different	forms	of	the	same	test	are	administered	on	different	occasions);	 3.	 internal	 consistency	 (‘homogeneity	 of	 test	 items’);	 and	 4.	 marker	reliability	 (written	 and	 oral	 exams	marked	 by	 one	 or	more	markers)	 (pp.	 24-30).	The	first	category	results	in	the	reliability	coefficient,	which	is	calculated	by	means	of	 correlating	 the	 scores.	 There	 are	 some	 apparent	 drawbacks,	 for	 example,	 the	second	 administration	 of	 the	 same	 test	 proves	 to	 be	 rather	 problematic	 (Hughes,	1989).	In	the	second	type	of	scoring	validity,	alternate-form	coefficients	are	gained,	however,	parallel	forms	face	difficulties	in	testing	the	same	level,	skills,	etc.,	as	it	is	virtually	impossible	to	‘construct	two	genuinely	parallel	tests’	(Alderson	et	al.,	1995,	p.88).	 The	 third	 method	 stated	 above,	 called	 inter-item	 consistency	 by	 Alderson	(1995),	is	probably	the	most	commonly	used	(Hughes,	1989)	and	involves	only	one	administration	 and	 one	 test.	 The	 usual	 procedure	 is	 that	 the	 performance	 of	examinees	on	one	half	 is	statistically	compared	with	the	performance	on	the	other	half	of	the	test.	Here	valuable	results	can	be	obtained	providing	the	halves	are	equal.	
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9.	Have	race,	gender	and	nationality	bias	been	avoided?		A	biased	test,	i.e.	disadvantaging	any	race,	religion,	nationality,	etc.,	is	uncalled	for	as	fairness	and	objectivity	suffer.	Brown	adds	that	‘since	the	potential	for	bias	differs	from	situation	to	situation,	individual	teachers	will	have	to	determine	what	is	appropriate	for	avoiding	bias’	in	their	particular	context.	(Brown,	2005,	p.46)	10.	Has	at	least	one	other	colleague	looked	over	the	items?	As	careful	and	perfectionist	as	one	test	developer	might	be,	it	is	impossible	to	spot	your	own	mistakes	when	checking	the	test	again	and	again	on	your	own.	Brown	agrees	and	also	claims	that	language	tests	should	be	tried	out	by	native	speakers,	quoting	Lado	(1961,	p.323	qtd.	in	Brown,	2005,	p.46)	who	stated	that	‘if	the	test	is	administered	to	native	speakers	…	they	should	make	very	high	marks	on	it	or	we	will	suspect	that	factors	other	than	the	basic	ones	of	language	have	been	introduced	into	the	items’.			 There	are	other	authors	who	present	various	lists	of	effective	item	formats	(for	example,	Weir,	1990,	Alderson	et	al.,	1995,	Hughes,	2003	and	Carr,	2011),	however,	Brown’s	(2005)	checklist	is	the	most	comprehensive.			3.3	CALT	Advantages	and	Disadvantages		As	presented	and	discussed	in	the	author’s	master	thesis	(pp.	53,	54),	James	Dean	Brown	(1997)	explores	certain	benefits	and	drawbacks	concerning	the	effectiveness	of	using	computers	in	language	testing.	He	further	divides	the	benefits	into	two	categories	–	human	considerations	and	testing	considerations	and	the	drawbacks	into	physical	and	performance	considerations.		BENEFITS	of	CALT	 	Human	considerations	 Testing	considerations	Students	can	work	at	their	own	pace	 Computers	are	more	accurate	at	scoring	selected-response	items	CALTs	take	less	time	to	complete	and	are	thus	more	efficient	(found,	for	example,	in	 Computers	prove	more	accurate	at	reporting	scores		
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scheduling,	reach	and	speed	and	student	preference	(Davey,	2011,	pp.2-5).	Some	of	the	aspects	remain	questionable	as,	for	example,	self-proctoring	in	medium	or	high-stakes	test	situations	is	not	feasible	even	when	test	takers	have	different	versions	of	the	test.	Furthermore,	technical	help	might	be	required	during	the	process,	which	the	invigilator	cannot	always	guarantee.	As	for	the	very	much	discussed	advantage	of	immediate	scoring,	this	is	only	true	about	selected-response	items	while	productive	response	items	corrections	often	need	to	be	carried	out	by	human	raters.	Davey	(2011)	suggests	a	compromise	in	which	the	computer	‘reports	what	it	can	and	full	results	follow	after	human	ratings	are	produced’	(p.4),	which	is	the	system	used	in	the	context	of	the	dissertation.	In	the	case	of	low-stakes	CBTs,	scheduling	is	definitely	more	flexible,	however,	once	the	tests	need	to	be	administered	in	an	invigilated	setting,	booking	computer	rooms,	etc.	can	prove	rather	limiting	in	terms	of	flexibility.		3.3.1	CALT	Validity	Threats	Chapelle	and	Douglas	(2006)	adopt	a	different	perspective	and	identify	a	number	of	potential	validity	threats	with	respect	to	CALT,	offering	suggestions	to	diminish	them.	The	summarized	table	presented	below	was	first	introduced	in	the	author’s	master	thesis	(pp.49,	50).			Potential	threat	to	validity	 Further	explanation	 Suggestion	Different	test	performance	 Computerized	tests	may	not	test	the	same	abilities	as	those	measured	by	other	forms	of	assessment	 Research	comparing	performance	on	parallel	forms	is	needed	New	task	types	 Task	types	characteristic	of	computer	administration	differ	from	pencil	and	paper	tasks	 Qualitative	and	quantitative	examinations	of	the	performance	on	the	new	task	types	need	to	be	carried	out	to	grant	appropriateness	Limitations	due	to	 Sampling	of	the	items	may	 Experimentation	with	
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individuals	would	lack	validity.	The	researcher	worked	with	first	year	students	only,	so	there	were	different	participants	each	year.	See	Table	8	for	the	breakdown	of	participants	at	each	phase.			Phase/	Year	 Total	 Female	 Male	Pilot/	2014		 138	 88	 50	Study	1/	2015	 114	 71	 43	Study	2/	2016	 126	 86	 40	Table	8:	Participant	Numbers		All	the	participants	in	all	the	phases	signed	an	active	consent	form	allowing	the	researcher	to	work	with	all	the	data	obtained.	In	the	Pilot	and	Study	1,	there	was	a	certain	drop	out	of	students	as	there	was	a	6-week	gap	between	the	first	and	second	test	administration	and	thus	some	students	only	participated	in	half	of	the	research	(due	to	illness,	unspecified	absence	or	termination	of	their	studies)	and	have	thus	been	eliminated	from	the	quantitative	part	of	the	study.	This	concerns	8	students	in	the	Pilot	stage	(i.e.	the	original	number	of	students	was	146)	and	15	students	in	Study	1	(i.e.	originally	129).			4.4	Research	Apparatus	The	quantitative	research	instrument,	i.e.	the	computer-based	tests	(CBTs),	originally	derived	from	the	pencil	and	paper-based	(PP)	ones,	have	been	used	at	the	Department	since	2008.	The	question	types	correspond	to	the	types	discussed	in	the	theoretical	part	of	the	dissertation	(see	3.2.9	for	more	details)	and	include	multiple	choice	and	short	answer	questions.	Their	advantages	as	well	as	potential	pitfalls	have	also	been	covered	in	3.2.9.	All	the	individual	items	have	been	carefully	analysed	over	the	years,	modified,	non-functioning	distractors	and	questions	eliminated,	new	items	added,	tested	and	calibrated,	which	resulted	in	a	large	item	bank	of	well-functioning	items.	The	tests	can	thus	be	considered	a	valid,	reliable	and	standardized	measure	of	the	domains	tested.	The	tests	are	used	to	check	the	
	 79	
















5	DATA	ANALYSIS		 This	chapter	presents	and	analyses	the	quantitative	and	qualitative	data	collected.	In	terms	of	the	quantitative	data,	descriptive	statistics,	reliability	estimates	and	statistical	modelling	represent	the	core	of	the	analysis.	Regarding	the	qualitative	data,	the	process	of	thematic	analysis	and	coding	needs	to	be	explained	in	more	detail.	In	the	Pilot	stage,	initial	open	coding	was	carried	out	by	means	of	conceptual	analysis	of	the	student	answers.	Various	themes	were	underlined	in	the	students’	feedback	forms	and	then	a	more	focused	stage	of	coding	took	place.	Categories	were	developed	and	given	mostly	descriptive	codes.	In	Study	1	and	Study	2	all	the	feedback	forms	were	numbered	(that	is	how	the	students	are	referred	to	in	the	analysis)	and	transcribed.	The	coding	was	carried	out	in	Microsoft	Excel	and	the	themes	were	also	related	to	one	another.	For	example,	the	theme	Technology-related	was	refined	in	Study	2	to	include	aspects	of	Technical	difficulties,	Log-in	processes,	Screen,	Keyboard,	Computer	noise,	etc.,	all	linked	to	Technology	as	the	theme	title	suggests	but	coded	separately.	(See	Appendix	4A	for	the	list	of	themes	and	codes.) In	the	last	section	of	this	chapter,	the	development	of	a	new	research	tool	based	on	the	qualitative	data	gained	is	briefly	discussed.		 Given	the	amount	of	data	worked	with,	it	would	be	virtually	impossible	to	include	all	the	accompanying	materials	in	the	Appendices,	which	is	one	of	the	main	reasons	why	a	shared	storage	space	on	a	drive	was	created,	where	all	the	test	data,	descriptive	statistics,	outputs	for	the	statistical	models,	coded	transcripts	of	the	feedback	forms,	preliminary	questionnaire	analyses,	etc.,	can	be	accessed.	(See	Appendix	0	for	the	link.)							
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5.1	Pilot	Quantitative	Data	Analysis	In	the	Pilot	stage,	all	students	took	the	pencil	and	paper-based	version	of	Achievement	Test	1	first	and	the	computer-based	version	of	Achievement	Test	2	second.	Since	the	Pilot	was	carried	out	in	the	students’	first	semester	of	their	first	year,	it	was	believed	that	students	should	start	with	a	mode	they	were	familiar	with	(i.e.	the	pencil	and	paper-based	test	–	PPT)	and	then	proceed	to	the	mode	used	at	the	Department,	i.e.	the	Computer-based	test	(CBT).			5.1.1	Descriptives,	Limitations	and	Discussion	The	descriptive	data	(Table	10)	shows	that	the	mean	of	the	test	scores	is	higher	on	the	PPT	version	than	on	the	CBT	version,	though	the	difference	is	very	small,	only	1.2	out	of	a	total	of	100	points.	The	standard	deviations	of	the	two	versions	are	also	very	close,	implying	that	the	scores	are	spread	out	to	a	similar	degree	for	the	tests	taken	under	two	different	conditions.			Mode	 N	 Mean		 SD	 Median	 Min	 Max	 Range	Computer-based	 138	 62.9	 13.5	 64.2	 25.2	 90.5	 65.4	Pencil	&	paper	 138	 64.1	 12.4	 66.0	 33.0	 89.0	 56.0	N	=	number	of	students,	SD	=	standard	deviation	Table	10:	Pilot	-	Test	scores	by	mode	of	administration	Interestingly,	the	range,	which	describes	the	difference	between	the	highest	and	lowest	test	scores,	differs	by	9.4	points,	which	may	seem	quite	a	considerable	difference	at	first	sight.	However,	given	that	there	were	50	questions	in	each	test,	and	each	question	was	worth	2	points,	the	difference	in	range	corresponds	only	to	about	5	questions	out	of	50.	 Though	the	overall	pattern	of	the	score	distribution	is	similar,	two	outliers	have	been	identified	in	the	CBT	version,	who	scored	markedly	lower	than	in	the	PPT.	This	will	be	further	explored	below.	This	is	also	visible	in	the	difference	
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between	the	minimum	scores,	with	the	PPT	lowest	score	being	33	points	and	the	CBT	lowest	score	being	25.2	points.			The	paired	sample	t-test	was	conducted	to	compare	the	total	test	scores	in	the	PPT	and	CBT	modes.	There	was	no	significant	difference	in	the	scores	in	the	PPT	mode	(M=64.1,	SD=12.4)	and	CBT	mode	(M=62.9,	SD=13.5);	t(137)=1.05,	p	=	0.29.	This	suggests	no	significant	relationship	of	testing	mode	and	test	score.	(See	Appendix	1A	for	more	details.)		 It	needs	to	be	stated	here	that	it	was	not	possible	to	calculate	reliability	estimates	for	the	Pilot	versions	of	the	tests	since	the	item	analysis	was	not	carried	out	for	the	following	reasons.	First,	the	students	were	given	the	PPTs	back	for	feedback	purposes,	so	that	they	could	learn	from	their	mistakes	and	the	researcher	thus	did	not	have	them	at	hand	to	transcribe	and	analyse	the	results.	Second,	for	the	CBT	mode,	the	tests	were	randomly	generated	from	a	large	item	bank,	which	on	the	one	hand	portrayed	the	realistic	situation	and	captured	one	of	the	fundamental	advantages	of	the	CBT	mode	(as	discussed	in	the	theoretical	part,	see	3.3)	but	on	the	other	hand,	made	the	reliability	estimates	impossible	as	each	student	had	a	different	combination	of	the	individual	items.	Testing	reliability	of	sets	of	random	items	is	more	suitable	in	studies	with	very	large	numbers	of	participants,	otherwise	not	all	items	occur	enough	times	in	the	test	to	be	analysed	statistically.		Not	being	able	to	calculate	test	reliability	was	one	of	the	main	reasons	for	changing	the	research	design	in	the	subsequent	studies. 	 When	male	and	female	test	scores	are	combined,	as	was	the	case	in	the	statistics	described	above,	the	test	scores	resemble	a	normal	distribution	and	there	are	no	major	discrepancies.	However,	it	is	in	the	interest	of	the	researcher	to	point	to	the	problematic	elements,	not	always	visible	at	first	sight	and	since	the	researcher	wanted	to	examine	possible	gender	differences,	the	following	histogram	(Figure	6),	which	shows	the	distribution	of	test	scores	by	gender	and	mode	of	administration,	is	presented.	(See	also	Appendix	1B	for	descriptive	statistics	of	tests	scores	by	mode	of	administration	and	gender.)	
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The	horizontal	axis	displays	the	number	of	points	gained	(i.e.	the	test	score)	and	the	vertical	axis	indicates	the	number	of	students	who	gained	them.	Each	vertical	bar	represents	the	amount	of	students	who	obtained	the	score	in	a	given	range.	The	plot	is	divided	into	four	facets,	where	each	facet	represents	one	subgroup	of	test	takers.	Histograms	for	women	(n=88)	occupy	the	left	column	of	the	grid	and	men	(n=50)	are	on	the	right.	The	scores	in	the	PPT	version	of	the	test	are	displayed	in	the	first	row,	the	CBT	in	the	second. 
	Figure	6:	Pilot	-	Distribution	of	test	scores	Nobody	 scored	 below	 20	 points,	 which	 is	 to	 be	 expected	 given	 it	 is	 an	achievement	 test.	 The	 most	 notable	 feature	 of	 the	 faceted	 plot	 above	 is	 the	difference	 between	 test	 scores	 obtained	 by	 women	 compared	 to	 men.	 This	difference	 is	 not	 in	 the	 overall	 height	 of	 the	 bars	 –	 since,	 as	was	mentioned,	 this	merely	represents	the	amount	of	test-takers	of	a	given	gender,	and	there	were	fewer	men	 amongst	 the	 test-takers	 -	 but	 in	 the	 shape	 of	 the	 distribution.	 While	 the	expected	shape	would	resemble	a	bell	curve	with	highest	bars	around	the	mean,	and	indeed	 it	 does	 so	 in	 the	 case	 of	 women,	 the	 male	 scores	 are	 notably	 different.	Neither	of	 the	tests	(PPT	or	CBT)	produced	a	bell-shaped	distribution	with	a	clear	
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alpha.	But	the	value	is	not	seen	as	critical	enough	so	as	to	warrant	further	investigation	at	this	point.	There	are	two	estimates	of	reliability,	Cronbach’s	alpha	and	Guttman’s	lambda6,	both	measures	of	unidimensional	internal	consistency.	The	inter-item	correlations	(r)	indicate	how	similar	were	the	scores	between	individual	items.	For	scales	with	good	reliability,	lower	inter-item	correlations	suggest	less	redundant	items.	Subtest	 Testing	mode	 alpha	 G6	 Inter-item	r	 Mean	 SD	Destination	 Computer-based	 0.62	 0.71	 0.08	 0.65	 0.15		 Pencil	&	paper	 0.72	 0.80	 0.13	 0.68	 0.17	Vocabulary	 Computer-based	 0.74	 0.83	 0.13	 0.66	 0.16		 Pencil	&	paper	 0.69	 0.81	 0.10	 0.72	 0.14	Table	11:	Study	1	-	Reliability	estimates	for	Version	1	subtests		Subtest	 Testing	mode	 alpha	 G6	 Inter-item	r	 Mean	 SD	Destination	 Computer-based	 0.72	 0.80	 0.13	 0.77	 0.16		 Pencil	&	paper	 0.76	 0.84	 0.15	 0.76	 0.17	Vocabulary	 Computer-based	 0.67	 0.81	 0.11	 0.76	 0.14		 Pencil	&	paper	 0.60	 0.72	 0.09	 0.74	 0.14	Table	12:	Study	1	-	Reliability	estimates	for	Version	2	subtests		5.2.2	Descriptives	Table	13	below	indicates	that	the	mean	of	the	test	scores	is	slightly	higher	in	the	second	version,	i.e.	Achievement	Test	2.	The	magnitude	of	standard	deviations	
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does	not	suggest	substantial	deviation	from	normality.	It	seems	that	the	Destination	subtest	of	Version	1	and	the	Vocabulary	subtest	of	Version	2	in	particular	produced	the	most	diverse	results,	the	former	being	more	challenging	for	the	students	than	its	Version	1	counterpart	and	the	latter	being	the	easiest	of	all	subtests.	This	is	further	supported	by	that	subtest	having	the	highest	median	of	16	and	the	smallest	range	of	12,	with	the	minimum	score	being	8	points.	Version	 Subtest	 N	 Mean	 SD	 Median	 Min	 Max	 Range	 Skew	Version	1	 Destination	 114	 11.9	 2.9	 12.5	 3.5	 18.0	 14.5	 -0.6		 Vocabulary	 114	 13.9	 3.1	 14.0	 1.0	 19.8	 18.8	 -1.1	Version	2	 Destination	 114	 14.0	 2.8	 14.5	 5.0	 18.0	 13.0	 -0.9		 Vocabulary	 114	 15.9	 2.3	 16.0	 8.0	 20.0	 12.0	 -0.9	N	=	number	of	students,	SD	=	standard	deviation		Table	13:	Study	1	-	Test	scores	by	version		When	looking	at	Table	14	below,	which	shows	the	overall	test	scores	by	group,	i.e.	the	group	which	took	the	CBT	first	as	opposed	to	the	group	which	took	the	PPT	first,	one	can	notice	that	the	latter	overall	outperformed	the	former,	though	by	rather	a	negligible	margin.	Standard	deviations	are	very	close	again	and	except	for	the	very	low	minimum	score	gained	in	the	Vocabulary	subtest	of	the	Computer	first	group	(to	be	elaborated	on	later	in	greater	detail	below),	the	medians	and	ranges	are	all	very	similar,	suggesting	no	large	differences	between	groups	or	deviations	from	normal	distribution.		Group	 Subtest	 N	 Mean	 SD	 Median	 Min	 Max	 Range	 Skew	Computer	first	 Destination	 116	 12.8	 3.1	 13.0	 5.0	 18	 13.0	 -0.5	
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Figure	9:	Study	2	–	Subtest	Scores	and	Mean	Item	Scores	Correlations		5.3.2	Descriptives	Table	17	below	demonstrates	that	the	mean	scores	as	well	as	the	standard	deviations	are	very	similar	across	the	versions.	It	seems	that	in	contrast	to	Study	1,	students	performed	slightly	better	in	the	Destination	subtest	than	in	the	Vocabulary	one	in	both	versions.	The	range	points	to	the	wide	variety	of	scores	gained,	including	some	very	low	and	some	of	the	highest	marks	possible.	The	median	of	the	two	Destination	subtests	is	identical	and	the	median	of	the	two	Vocabulary	subtests	differs	by	0.8	points	only,	which	is	less	than	one	correct	answer.	Version	 Subtest	 N	 Mean	 SD	 Median	 Min	 Max	 Range	 Skew	Version	1	 Destination	 126	 16.2	 4.6	 17.0	 2	 25.0	 23.0	 -0.3		 Vocabulary	 126	 14.8	 4.9	 15.2	 4	 24.5	 20.5	 -0.4	Version	2	 Destination	 126	 16.9	 4.6	 17.0	 7	 25.0	 18.0	 -0.1		 Vocabulary	 126	 15.2	 5.0	 16.0	 3	 24.0	 21.0	 -0.4	N	=	number	of	students,	SD	=	standard	deviation	Table	17:	Study	2	-	Test	scores	by	version	When	looking	at	Tables	18	and	19	below	displaying	the	overall	test	scores	by	group	and	mode	according	to	the	subtests,	it	is	apparent	that	the	group,	which	started	with	the	CBT	mode,	outperformed	the	group,	which	started	with	the	PPT	mode.	The	difference	is	not	major	but	is	consistent	across	the	subtests.	Slightly	higher	medians	are	also	traceable	in	the	PPT	mode	as	opposed	to	the	CBT.		Group	 Mode	 N	 Mean	 SD	 Median	 Min	 Max	 Range	 Skew	Computer	first	 Computer-based	 62	 16.6	 4.0	 17.0	 9	 25	 16	 0.1	Pencil	&	paper	first	 Computer-based	 64	 16.0	 5.1	 16.0	 7	 25	 18	 0.1	
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Computer	first	 Pencil	&	paper	 62	 17.8	 3.8	 17.2	 8	 25	 17	 -0.3	Pencil	&	paper	first	 Pencil	&	paper	 64	 15.8	 5.2	 16.0	 2	 24	 22	 -0.4	Table	18:	Study	2	-	Destination	scores	by	group	and	mode		Group	 Mode	 N	 Mean	 SD	 Median	 Min	 Max	 Range	 Skew	Computer	first	 Computer-based	 62	 15.5	 4.0	 16.0	 6	 24.5	 18.5	 -0.2	Pencil	&	paper	first	 Computer-based	 64	 14.3	 5.1	 14.9	 3	 23.9	 20.9	 -0.2	Computer	first	 Pencil	&	paper	 62	 16.2	 4.7	 16.9	 4	 24.0	 20.0	 -0.6	Pencil	&	paper	first	 Pencil	&	paper	 64	 14.2	 5.5	 15.0	 4	 23.5	 19.5	 -0.3	N	=	number	of	students,	SD	=	standard	deviation	Table	19:	Study	2	-	Vocabulary	scores	by	group	and	mode For	descriptive	statistics	of	test	scores	sorted	by	group	and	gender	separately,	which	agree	with	the	data	presented	above	and	do	not	point	to	any	major	differences,	especially	regarding	gender,	see	Appendices	3A	and	3B	respectively.		 In	terms	of	distribution	of	test	scores,	the	following	histogram	(Figure	10)	portrays	balanced	numbers	in	both	modes,	though	the	difference	in	the	proportion	of	women	and	men	(86	to	40)	is	apparent.	Having	said	that,	the	distributions	are	much	better	in	terms	of	normality	than	in	the	Pilot	stage	where	the	same	issue	was	encountered,	yet	the	male	scores	displayed	a	non-normal	distribution.	This	is	not	the	case	here,	as	the	shape	in	all	four	facets	of	the	plot	resembles	a	bell	curve	with	a	clear	central	tendency.	One	can	notice	a	heavier	tailed	distribution	in	the	female	
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facets	and	a	lighter	tailed	distribution	in	the	male	facets,	caused	by	the	difference	in	the	proportion	of	female	and	male	students.		 
















































































First,	in	accordance	with	Dörnyei	(2007),	who	considers	questionnaires	to	be	a	versatile	and	time-efficient	tool	gathering	a	lot	of	information	quickly,	it	is	thought	that	such	an	online	questionnaire	can	be	easily	administered	to	students	in	our	context	in	the	future	and	data	regarding	the	two	modes	of	test	administration	can	be	obtained	more	efficiently.	Second,	while	there	are	various	validated	questionnaires	regarding	computer	familiarity,	usage	and	anxiety	(see	below),	none	of	those	is	directly	linked	to	language	testing	and	comparing	the	two	modes	of	test	administration.	It	is	thus	believed	that	the	new	tool	can	serve	as	a	research	instrument	for	institutions,	which	either	already	use	CBTs	and	want	to	find	out	how	their	students	feel	about	them,	or	are	considering	implementing	computer-based	testing.																						 	 	 	 	 	 	 	 	 		 The	questionnaire	is	based	on	three	previously	validated	instruments,	namely	an	instrument	used	in	the	Program	for	International	Student	Assessment	(PISA)	investigating	computer	familiarity,	Knezek	and	Christensen’s	Computer	Attitude	Questionnaire	(1997)	and	the	last	instrument	being	the	Computer	Familiarity	Questionnaire	devised	by	Weir	et	al.	(2004).	It	was	first	compiled	for	the	author’s	master	thesis	research	dealing	with	the	same	topic,	which	was	carried	out	in	2006.	The	present	questionnaire	has	been	updated	and	revised	in	accordance	with	Noyes	and	Garland’s	(2008)	claim	against	using,	for	example,	computer	attitude	scales	devised	in	the	1990s	because	of	possible	changes	in	the	construct	as	discussed	in	the	theoretical	part	(3.5.1).	The	aim	was	to	make	sure	that	it	corresponds	to	the	latest	developments	in	the	area	under	scrutiny.	Questions	on	Computer	Usage	have	thus	been	mostly	eliminated	since	the	students	work	with	computers	on	a	daily	basis,	yet	a	number	of	questions	related	to	the	specifics	of	taking	tests	on	computers	have	been	added.	Most	of	these	came	from	the	qualitative	data	collected	during	the	Pilot	in	2014	and	some	items	were	also	added	or	reformulated	after	Study	1.	Once	the	qualitative	analysis	was	carried	out,	the	main	themes	identified	were	put	into	categories	and	turned	into	statements.		 		 When	devising	the	questionnaire,	Brown’s	(2001)	guidelines	for	writing	good	survey	questions	were	strictly	adhered	to,	taking	into	consideration	the	form	(length,	clarity,	no	negative	questions,	no	overlapping	choices,	etc.),	the	meaning	
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categorized	under	the	Technology-related	theme	and	included	various	difficulties	with	Log	in,	the	Screen	or	technical	glitches.	The	chapter	cites	and	acknowledges	numerous	answers	to	demonstrate	the	students’	openness	and	genuine	concern.		 As	for	student	preferences,	which	were	examined	in	detail	in	Study	1	and	Study	2,	there	was	a	visible	shift	from	the	PPT	mode	preference	to	the	‘no	preference’	or	the	CBT	mode	respectively.	In	terms	of	gender,	females	preferred	the	PPT	mode	while	males	preferred	the	CBT	mode	in	Study	1.	In	Study	2,	the	‘no	preference’	category	was	the	most	popular	with	females	and	males,	followed	by	the	preference	for	the	CBT	mode	for	both	genders.	Although	there	were	cases	when	students	preferred	the	PPT	mode	and	indeed	had	better	scores	when	writing	the	test	in	the	PPT	mode,	the	effect	of	preference	on	the	test	results	has	not	been	statistically	significant	except	for	one	subtest	in	Study	2.			Central	RQ:		Is	the	usage	of	a	computer-based	mode	of	achievement	tests	justified	in	the	context	of	Czech	tertiary	education	of	the	first	year	English	language	learners?		 The	answer	to	the	central	research	question	can	therefore	be	formulated	as	follows:	Based	on	the	research	outcomes,	the	researcher	believes	that	enough	evidence	has	been	provided	to	conclude	that	the	usage	of	computer-based	achievement	tests	in	our	context	is	justified.	The	minor	differences	in	the	test	results	between	the	two	modes	were	not	statistically	significant	and	the	students’	feelings	and	attitudes	have	become	more	positive	towards	the	CBT	mode.				7.1	Further	Research		 During	the	work	on	the	research	project,	a	number	of	areas	of	further	research	were	identified.	Some	of	those	are	directly	linked	to	the	limitations	depicted	in	4.6,	5.2.4	and	5.3.5.			 The	research	design	of	this	large-scale	study	was	rather	general	as	its	aim	was	to	compare	the	two	modes	of	test	administration.	Having	drawn	and	detailed	
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comparisons	between	the	two	modes,	further	research	could	focus	on	some	specific	aspects	of	computer-based	tests	and	investigate,	for	example,	the	reasons	for	the	different	performance	on	various	item	types,	the	role	of	note	taking,	the	function	of	the	timer,	etc.	Furthermore,	one	of	the	greatest	advantages	of	the	CBT	mode	is	not	only	immediate	results	but	also	instant	feedback,	however,	its	potential	needs	to	be	exploited	more.						 Given	the	size	of	the	present	study,	the	analysis	of	the	qualitative	data	was	mainly	descriptive	and	categorizing.	It	would	be	beneficial	to	gain	more	profound	qualitative	data,	for	example,	by	conducting	interviews	with	outliers	or	extreme	cases.		 Further	research	could	also	examine	different	age	groups	and	see	how	much	age	affects	both	the	students’	attitudes	towards	the	CBT	mode	as	well	as	their	scores	gained.	It	would	be	interesting	to	compare,	for	example,	full	time	students	with	combined	studies	students,	who,	at	least	in	the	context	stated,	are	usually	older.			 Another	suggested	area	of	research	would	be	to	investigate	teachers’	attitudes	towards	the	CBT	mode	and	the	possible	influence	these	might	have	on	the	students.	Human	versus	computer-based	scoring	could	also	be	explored	further	in	order	to	find	out	whether	students’	perceptions	of	teachers	being	more	lenient	when	marking	than	the	machine	(as	documented	in	the	qualitative	analysis)	are	justified.			 	One	of	the	more	immediate	further	research	areas	is	the	validation	of	the	new	research	tool	discussed	in	5.7.	Once	the	questionnaire	has	reached	the	final	phase	of	development,	it	can	be	administered	to	larger	populations	and	gain	a	lot	of	information	concerning	the	students’	attitudes	towards	the	two	modes	very	efficiently.	Based	on	the	analysis	of	the	results,	it	will	be	easier	to	identify	extreme	cases	and	work	with	those	in	order	to	help	them.		 The	author	of	the	dissertation	believes	that	the	area	under	scrutiny	also	needs	replication	studies.	As	documented	in	the	theoretical	chapter,	the	equivalence	of	the	two	modes	cannot	be	assumed,	it	has	to	be	manifested	(McDonald	2002).	However,	it	is	almost	impossible	to	get	hold	of	detailed	research	procedures	of	empirical	studies	conducted	in	the	field	and	replication	is	thus	not	possible.	The	
	 154	




























impact.	International	English	Language	Testing	System	(IELTS)	Research	Reports	2007:	Volume	7,	1.	White,	D.S.	(2008).	Not	‘natives’	and	‘immigrants’	but	‘visitors’	and	‘residents.		TALL	blog.	Retrieved	from	http://tallblog.conted.ox.ac.uk/index.php/2008/07/23/not-natives-immigrants-but-visitors-residents/	White,	D.S.	and	Le	Cornu,	A.	(2011).	Visitors	and	residents:	A	new	typology	for	online	engagement.	First	Monday,	16(9),	Retrieved	from		http://firstmonday.org/article/view/3171/3049.	Whitley,	B.	E.	(1997).	Gender	differences	in	computer-related	attitudes	and		behavior:	A	meta-analysis.	Computers	in	Human	Behavior,	13(1),	1-22.	Widdowson,	H.	G.	(1983).	Learning	purpose	and	language	use.	Oxford:	Oxford		University	Press.		Williams,	J.	E.,	&	McCord,	D.	M.	(2006).	Equivalence	of	standard	and	computerized		versions	of	the	Raven	Progressive	Matrices	Test.	Computers	in	Human		Behavior,	22(5),	791-800.	Winke,	P.,	&	Fei,	F.	(2008).	Computer-assisted	language	assessment.	In	N.	Van		Deusen-	Scholl	&	N.	H.	Hornberger	(Eds.),	Encyclopedia	of	language	and	education	(Vol.	4,	pp.	353–64).	New	York,	NY:	Springer.		Young,	B.	J.	(2000).	Gender	differences	in	student	attitudes	toward	computers.		Journal	of	Research	on	Computing	in	Education,	33(2),	204-216.	Zandvliet,	D.,	&	Farragher,	P.	(1997).	A	comparison	of	computer-administered	and		written	tests.	Journal	of	Research	on	Computing	in	Education,	29(4),	423-438.	Žitný,	P.,	Halama,	P.,	Jelínek,	M.	&	Květon,	P.	(2012).	Validity	of	cognitive	ability	tests		 	–	comparison	of	computerized	adaptive	testing	with	paper-and-pencil	and		 	computer-based	forms	of	administrations.	Studia	Psychologica,	vol.	54,	no.	3,		 181-194.			
