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Abstract: In this paper, the main faults in a commercial proton exchange membrane fuel cell (PEMFC)
stack for micro-combined heat and power (µ-CHP) application are investigated, with the scope of
experimentally identifying fault indicators for diagnosis purposes. The tested faults were reactant
starvation (both fuel and oxidant), flooding, drying, CO poisoning, and H2S poisoning. Galvanostatic
electrochemical impedance spectroscopy (EIS) measurements were recorded between 2 kHz and
0.1 Hz on a commercial stack of 46 cells of a 100-cm2 active area each. The results, obtained through
distribution of relaxation time (DRT) analysis of the EIS data, show that characteristic peaks of the
DRT and their changes with the different fault intensity levels can be used to extract the features of
the tested faults. It was shown that flooding and drying present features on the opposite ends of
the frequency spectrum due the effect of drying on the membrane conductivity and the blocking
effect of flooding that constricts the reactants’ flow. Moreover, it was seen that while the effect of CO
poisoning is limited to high frequency processes, above 100 Hz, the effects of H2S extend to below
10 Hz. Finally, the performance degradation due to all the tested faults, including H2S poisoning, is
recoverable to a great extent, implying that condition correction after fault detection can contribute to
prolonged lifetime of the fuel cell.
Keywords: fuel cells; electrochemical impedance spectroscopy; distribution of relaxation times;
fault; diagnosis
1. Introduction
Proton exchange membrane (PEM) fuel cells have been extensively characterized under various
operating conditions in the literature [1–3]. Despite the improvements made in understanding their
behavior, fuel cells are yet to meet the durability and reliability requirements to replace traditional
technologies, both for automotive and stationary applications. The cost of fuel cell systems is also still
high, for-example the cost of an automotive fuel cell system at 500,000 systems per year was 53 $/kWe
in 2016 compared to the ultimate United States Department of Energy (DOE) system cost target of
30 $/kWe [4].
Therefore, to reduce maintenance cost and improve reliability and durability, it is crucial that
sudden system failures due to prolonged operation under faulty conditions are avoided. This can
be achieved through prognostics that include health-monitoring, online diagnostics, and remaining
useful lifetime prediction [5–7]. A robust diagnostics system starts with thorough characterization and
identification of fault features and, with proper integration with the system control, can alleviate the
faults before system failure happens.
Since the fuel cell stack used in this work is designed for µ-CHP application, only faulty operating
conditions relevant for stationary applications are considered. These include reactants’ starvation
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(fuel and oxidant), water management issues (flooding and drying), and reformate impurities (CO
and H2S) in the fuel. Reactant starvation, caused by external factors, such as reformer or compressor
malfunction or internal factors such as poor water management and channel blocking, can cause
irreversible damages to the fuel cell, if not identified and corrected in time. It is also reported that
fuel starvation could occur at the fuel cell outlet due to hydrogen crossover caused by start/stop
cycling [8]. Reactant starvation can lead to cell reversal, where the cell voltage becomes negative, and
it consumes energy instead of supplying it, thereby corroding the carbon-based parts of the affected
cell and the surrounding cells [1,9]. Therefore, monitoring reactants’ starvation closely and detecting
the phenomenon early can help prevent irreversible damage from happening.
In Nafion R©-based fuel cells, where liquid water is the main proton conduction medium, hydration
level is a crucial parameter for an efficient operation. On the one hand, drying can decrease the proton
conductivity of the membrane, cause mechanical stresses that can induce membrane cracking, and
can also enhance the chemical degradation, which can quickly result in delamination and pinhole
formation in the case of severe drying [10]. On the other hand, flooding can block the flow channels
and the pores in the gas diffusion layer, thereby increasing the mass transport resistance [11–14].
Electrochemical impedance spectroscopy (EIS) has been used to study the effects of drying and
flooding of PEM fuel cells [15–17]. Mérida et al. [15] found that the dehydration effects are seen in the
high frequency end of the spectra (0.5–100 kHz), while flooding is observed at the low frequency end
(0.5–100 Hz). Other techniques for the diagnosis of drying and flooding include current interrupt and
the equivalent circuit model [18] and using the current ripple introduced by switch mode converters
to identify the FC impedance in the high frequency region to obtain ohmic resistance of the fuel cell,
which is a good indicator of the water content of the membrane [19].
Finally, impurities in the reactants can cause severe performance degradation in PEM fuel cells,
especially when the hydrogen is derived from the reforming of hydrogen-rich compounds, such as
hydrocarbons and alcohols. Even though there are clean ways of producing hydrogen, such as water
electrolysis from renewable electricity, currently, the main source of hydrogen is steam reforming
of hydrocarbons, especially natural gas. More specifically, up to date, hydrogen is produced from
48% from natural gas, 30% from heavy oils and naphtha, and 18% from coal [20]. The hydrogen
produced from these sources contains small amount of CO, and traces of H2S could be present in
natural gas reformate, which are both known to attach preferentially to the Pt electrocatalyst of PEM
fuel cells and take up useful reaction sites [21–24]. CO poisoning is highly recoverable through
air-bleed or neat hydrogen operation and can be alleviated by increasing temperature and relative
humidity [25]. H2S, however, is reported to cause irreversible loss of catalytic activity towards the
hydrogen oxidation reaction (HOR), with some reporting partial recovery through air-bleed, neat
hydrogen, and electrochemical oxidation through voltage cycling [26–28].
In this work, the main PEM fuel cell faults were characterized with the scope of identifying
characteristic signatures that can be used for diagnostic purposes. This paper, after describing the
experimental setup and the fault characterization test procedures, presents the distribution of relaxation
times (DRT) analysis of the EIS data for the tested faults. EIS was chosen because other than being the
most common diagnostic tool for PEM fuel cells, it has the advantage in that the sinusoidal perturbation
signals used to excite the fuel cell stack are generally small, and therefore, parametric changes and
degradation can be identified without the influence of the measurement technique on the acquired
data. This is an important trait for a diagnostic tool for on-board applications, proving the potential for
EIS to be implemented on commercial systems [29].
2. Methodology
The framework of the current work in relation to the overall development process of diagnosis
tools for PEM fuel cells is shown in Figure 1. Generally, the process is an iteration among the different
steps, where the defined faults are tested experimentally for feature extraction, and the data are then
used to develop fault detection and isolation (FDI) algorithms that are implemented on board systems
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for diagnosis. The experimental setup used in this work, along with the test procedures and the data
analysis techniques are described in this section.
In this work, fault is any non-ideal operating condition whose prolonged state in a fuel cell
stack is a potential cause of failure. Therefore, it should be noted that it is not the failures that have
been induced, but simply the operating conditions were moved away from the nominal conditions.
This way, the extracted features of the faults can be used in an algorithm to detect the faults before
system failure.
Figure 1. The domain of the current work on the diagnostic tool development process.
2.1. Experimental
The tests were performed on a Greenlight Innovation test stand. A commercial water-cooled PEM
fuel cell stack for µ-CHP application with 46 cells of a 100-cm2 active area was used. A schematic of the
test setup is shown in Figure 2. Galvanostatic EIS sweeps in the frequency range of 2 kHz and 0.1 Hz
were recorded using an in-house-built frequency analyzer, at an AC amplitude of 1.5 A. To minimize
measurement errors, two impedance spectra were recorded at each operating condition.
H
2
/H
2
S
H
2
H
2
/C
O
Fuel cell
Air inlet
Test stand control 
Humidifier
Mass flow 
controller
Figure 2. A schematic of the setup used in these experiments.
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2.2. Test Procedures
Every fault test was preceded by a one-hour preconditioning step at nominal condition (60 ◦C,
40 A, hydrogen stoichiometric ratio, λH2 = 1.3, air stoichiometric ratio, λair = 2, and 100% relative
humidity (RH) on both anode and cathode inlets). Then, polarization curves and EIS measurements
were recorded before every fault test to monitor the performance of the fuel cell stack at the beginning of
test (BOT). Test procedures prepared by the European project, StackTest [30], were used for polarization
curves, where current was descended from the maximum to minimum value and then ascended back
to the maximum value. Finally, the average of the descending and ascending polarization curves was
used as the steady state polarization curve.
The fault levels were varied from the lowest to the highest intensity level, according to
recommendations from the above-mentioned European test procedures and the literature [30,31].
The test matrix with the different intensity levels for the selected faults is given in Table 1.
Table 1. Test matrix with the fault intensity levels for the selected parameters. All tests were done at 40
A, and for flooding tests, the dew temperature of gases was set to 53 ◦C, while the temperatures of the
stack (Tstack) and the inlet gases were varied simultaneously on the anode and cathode side.
Fault Level
Starvation Flooding Drying CO H2S
λH2 λair Tstack (
◦C) → RH f uel (%) RHair (%) RH f uel (%) RHair (%) (ppm) (ppm)
1 1.1 1.6 55→ 91 91 65 65 4 4
2 1.075 1.5 53→ 100 100 45 45 8 8
3 1.05 1.4 51→ >100 >100 25 25 12 12
4 49→ >> 100 >> 100
The faults that were expected to have the least detrimental effects on the fuel cell stack performance
and whose effects were highly recoverable were performed before the ones with a lower degree of
degradation recovery. During the tests, only the parameter related to the tested fault was allowed
to change, while all other parameters were kept at nominal condition. At the end of each fault test,
an end of test (EOT) EIS was recorded at nominal operating conditions, and polarization curves were
then recorded after one hour of the reconditioning step at nominal conditions.
Since the effects of H2S are suspected to be exacerbate significantly with time if not interrupted
immediately, to test for the accumulation effects of H2S poisoning, a second fuel cell stack of identical
characteristics was tested at 6 ppm, 8 ppm, and 10 ppm of H2S concentrations. In this case, 6 EIS
spectra per set point were recorded, with a reconditioning step using air-bleed after the third EIS
spectrum to check for performance recovery.
2.3. Data Analysis
Equivalent circuit model (ECM) fitting is commonly used to interpret impedance data, where
circuit elements are used to attribute the different polarization contributions to the fuel cell processes.
However, the fact that the ECM should be defined beforehand without the knowledge of the
number, size, and time constants of the contributing processes is limiting for fault identification
and isolation techniques, as processes with close time constants may overlap [32,33]. Therefore, in
this work, DRT, which does not presume the number of time constants a priori, was adopted for the
analysis of the impedance spectra. It is a method based on the fact that impedance spectra can be
represented by an infinite number of infinitesimal differential R‖C-elements in series, and therefore,
the electrochemical processes represented by the impedance data can be resolved on the basis of their
time constants and presented as a distribution of these time constants [34]. Each impedance spectrum
was deconvoluted by DRT using a freely available MATLAB application (DRTtools), where Equation
(1) was discretized into a limited amount of time constants according to Equation (2) [32,35–37]:
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Z(ω) = R0 + Rpol
∞∫
0
g(τ)
1 + jωτ
dτ (1)
Z(ω) = R0 + Rpol
N
∑
k=1
gk
1 + jωτk
(2)
where R0 represents the ohmic resistance, Rpol represents the polarization resistances of the fuel cell,
τ = RC is the time constant of the single R‖C-elements and g(τ)1+jωτ dτ represents the fraction of the
overall polarization with relaxation times between τ and τ + dτ. Since gk represents the relative share
of each τk on the overall polarization resistance, for ease of comparison to the impedance information
in the Nyquist plots, gk was scaled as follows [36]:
hk = Rpol · gk (3)
In this work, a regularization parameter, a parameter used to stabilize the solution numerically,
of 10−5 was chosen based on recommendations from the literature [32,36]. Heinzmann et al. [32] used
a regularization number of 10−3 as a compromise between selectivity, low residuals, and oscillation
avoidance. However, in the current work, since the focus is more on the separation of features rather
than the physical interpretation of processes, a smaller regularization number that separates out more
peaks was used.
3. Results
The peaks of DRT analysis are indicative of the different processes that occur in the fuel cell,
and therefore, their size, the characteristic frequencies at which they occur, and their response to
changes in operating conditions are considered as features and discussed below for all the tests. There
were at least four DRT peaks for each impedance spectrum, with the exception of anode starvation
and H2S poisoning at higher fault intensity levels, which showed an extra peak in the low frequency
region. The DRT peaks are denoted as P0 to P4 from low frequency to high frequency, as shown in
Figure 3b.
3.1. Reactants’ Starvation
Figure 3 shows the impedance spectra and the corresponding DRT analysis of the PEM fuel
cell stack under different reactant stoichiometric ratios. It can be seen that the changes of the
impedance spectra due to decreasing reactants’ stoichiometric ratios become more pronounced at
lower frequencies, both for hydrogen and air. Therefore, the main fault features of a PEM fuel cell
under lower reactant stoichiometric ratios are to be researched in the low frequency region, as these
result in reduced mass transport of reactants to the reaction sites [38].
Moreover, an extra peak at the frequency of around 0.1 Hz, denoted by P0, was seen at an anode
stoichiometric ratio of 1.05. A significant increase in the spectrum size was also seen in the low
frequency region in the Nyquist plot in Figure 3a at λH2 = 1.05. However, it is also worth mentioning
that P1 and P2 also increased with decreasing anode stoichiometric ratio, which may imply that the
mass transport effects may propagate to higher frequencies than 0.1 Hz and that a reduced anode
stoichiometric ratio may have an effect on the oxygen reduction reaction (ORR) [32,36]. Therefore,
increasing peaks between 10 and 200 Hz may be symptoms of a reduced anode stoichiometric ratio,
which develops into anode starvation with a further decrease in stoichiometric ratio, signaled by
a further increase of the peaks and an extra peak at around 0.1 Hz.
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Figure 3. Starvation tests at 40 A: (a) anode starvation EIS spectra; (b) anode starvation DRT analysis;
(c) cathode starvation EIS spectra. (d) cathode starvation DRT analysis.
The impedance spectra showed an even clearer increasing trend with decreasing cathode
stoichiometric ratios, especially in the low frequency range (Figure 3c). The changes in the second arcs
of the impedance spectra are more pronounced for cathode starvation compared to anode starvation
tests, something that is also seen in [39]. However, the changes in fault intensity levels for anode
and cathode stoichiometric ratios were not the same, and therefore, direct comparison is not possible.
Similarly to anode starvation, the significant increase in P1 and slight increase in P2 in the corresponding
DRT peaks can also be seen. Since the decrease in cathode stoichiometric ratio can cause mass transport
issues in addition to ORR [36], the change in the impedance spectra and corresponding DRT peaks
can be expected to be similar to those under anode starvation conditions. Heinzmann et al. [32] found
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that the effects of oxygen diffusion are seen at lower frequencies than those of hydrogen diffusion.
This is confirmed in this work by the leftward shift along the frequency axis of the DRT peaks for
air starvation compared to the hydrogen starvation in Figure 3. The absence of the extra peak at low
frequency, (P0), in the case of the air starvation test could be due to the fact that severe starvation
as for the lowest hydrogen stoichiometric ratio (λH2 = 1.05) was not reached for the air counterpart
(λair = 1.4).
3.2. Water Management Issues
The flooding conditions were simulated by increasing the relative humidity of both H2 and air to
100% and above simultaneously. Figure 4a shows the impedance spectra of the PEM fuel cell stack
under different flooding levels starting from below nominal hydration levels. The main change is seen
in the low frequency range. This is in agreement with the work of Mérida et al. [15]. It is suspected
that when relative humidity exceeds 100%, water can block the micro pores in the catalyst layers and
the gas diffusion layers, thereby causing the mass transport issue [11].
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Figure 4. Flooding tests on both the anode and cathode simultaneously at 40 A: (a) EIS spectra;
(b) DRT analysis.
The corresponding DRT peaks in Figure 4b show a small increase in the low frequency peaks
(P1), while other peaks remain unchanged. This indicates that the increase in low frequency peak (P1)
could be used as a feature for flooding fault detection. Mammar and Chaker [40] found that when
flooding starts, as liquid water begins to accumulate in the channels and constrict the gas flow, it is the
diffusion-related equivalent circuit parameters of resistance and time constant that increase. Similarly
to the current work, they also observed no changes in the high frequency region, since in both nominal
and flooding conditions, the membrane is fully humidified, and hence, the membrane conductivity
and hydrogen oxidation reaction (HOR) are not affected.
For drying on the other hand, even though not much can be said from the Nyquist plots for
anode drying in Figure 5a, the DRT peaks in Figure 5b show an increase in the high frequency
region, P4, especially at a low RH of 25%. In the literature, the high frequency peaks are associated
with anode processes, such as the charge transfer kinetics of the HOR or proton conduction-related
processes [32,33,35,36]. However, it is difficult to distinguish between these processes and attribute the
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peaks to ohmic resistances or anode charge transfer kinetics resistance, as they both take place in the
same frequency range. Nonetheless, the proton conductivity of a Nafion R© membrane is tightly related
to the membrane hydration level, and therefore, an increase in ohmic resistance can be expected under
drying conditions.
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Figure 5. Drying at 40 A: (a) anode drying EIS spectra; (b) anode drying DRT analysis; (c) cathode
drying EIS spectra; (d) cathode drying DRT analysis.
When RH sensitivity for lower hydration is tested on the cathode side, similar changes as on the
anode side can be observed in the impedance spectra and the corresponding DRT peaks; Figure 5c,d.
Energies 2019, 12, 152 9 of 17
The ionic transport-dominated high frequency peaks increase slightly as the cathode relative humidity
decreases from 65–25%. The main changes occur for P4 for all levels and P3 for the lowest hydration
levels, where they increase with decreasing relative humidity. Mérida et al. [15] also saw the main
changes due to drying above 0.5 kHz. The similar behavior of the DRT peaks of anode and cathode
drying conditions reveals that it is difficult to distinguish whether the drying occurs on the anode or
the cathode side. However, the fact that the changes are mainly manifested on the high frequency
peaks unlike in the previous faults makes the overall phenomenon of drying easier to distinguish from
starvation and flooding using the DRT peaks as features.
The low frequency peaks, P1, P2, on the other hand, showed only minor changes (Figure 5d).
At first glance, this seems counter intuitive, since there is a visible change in the low frequency loops of
the Nyquist plot in Figure 5c. However, a closer look reveals that the low frequency loops, instead of
increasing in size, as in the case of the cathode starvation spectra in Figure 3c, only change in position
while remaining similar in size. This may indicate that the changes in the low frequency loops are not
due mass transport issues, but due to high and intermediate frequency phenomena, such as proton
conductivity and charge transfer kinetics. It could be that a combination of a rightward shift of the
EIS spectra due to the increase in ohmic resistance and the increase in the size of the first loop due to
charge transfer losses pushes the second loop to the right.
3.3. Poisoning Agents in the Fuel Stream
Figure 6 shows the impedance spectra and the corresponding DRT analysis of the PEM fuel cell
stack operated with CO containing H2, as well as pure H2 at the beginning of test for reference. Even
though the effects are minimal until a CO concentration of 8 ppm in the anode feed, the increase in the
intermediate frequency peaks (P2 and P3) and high frequency peak (P4) at higher CO concentrations
in Figure 6b is noticeable. CO in the anode catalyst layer can bond with the platinum molecules
stronger than hydrogen [21]. Therefore, it can cover part of the platinum catalyst surface and hinder
the HOR, which could be the reason for the increase in P4. Fasmin and Ramanathan [41] found a similar
effect in their impedance simulation of CO poisoning, where CO exposure leads to an increase in the
anodic charge transfer resistance with increasing CO concentration. They also observed an extra loop
in the Nyquist plot at low frequency at a CO concentration of 10 ppm, which is similar to the trend
seen in this work (Figure 6a) for CO concentration of 12 ppm. However, this is not reflected in the
DRT peak of the lowest frequency, which show a slight decrease with increasing CO concentrations,
limiting the features of CO poisoning to above 100 Hz.
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Figure 6. CO poisoning at 40 A: (a) EIS spectra; (b) DRT analysis.
The Nyquist plots and DRT analysis with H2S concentrations ranging from 4 ppm–12 ppm are
shown in Figure 7. The increase in the size of the impedance spectrum caused by H2S poisoning is
bigger than that caused by CO poisoning, confirming that H2S is a more severe contaminant than CO
to Pt-based catalyst. This is to be expected, since sulfur compounds are known to have a more severe
effect on Pt-based fuel cells. In fact, the ISO specification for hydrogen purity for fuel cells specifies
a much lower 0.004 µmol·mol−1 for sulfur than the 0.2 µmol·mol−1 for CO [42].
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Figure 7. Sulfur poisoning at 40 A: (a) impedance spectra; (b) DRT analysis.
As in the case of CO poisoning, an increase in the intermediate frequency peaks (P2 and P3) and
in the high frequency peak (P4) can be observed under H2S poisoning conditions. The poisoning
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mechanism mainly lies in the strong adsorption of H2S on the Pt surface that diminishes accessibility
to H2 [26]:
H2S-Pt → Pt-S + H2 (4)
Pt-H + H2S → Pt-S +
3
2
H2 (5)
Therefore, an increase in the intermediate and high frequency peaks, P2, P3, and P4, which are
associated with the reaction kinetics, can be expected. Moreover, a significant increase can be observed
in the low frequency peak (P1). Additionally, similarly to anode starvation, an extra low frequency
peak, P0, appears, which may indicate the severity of H2S poisoning. However, the extra peak (P0) is at
a much higher frequency of around 10 Hz compared to the 0.1 Hz of anode starvation, implying that it
may have originated due to enhanced charge transfer losses of HOR, rather than mass transport issues.
The intensity levels in the second stack in Figure 8a were changed to 6, 8, and 10 ppm, to
avoid possible failure due to the accumulation of the 12-ppm H2S concentration and to check for the
sensitivity of closer H2S concentration values. When comparing the Nyquist plots for the two stacks
(Figures 7a and 8a), it can be seen that though the levels of H2S were lower for the second stack, the
impedance spectra increased in size much more significantly, showing that the accumulation of H2S
had severe detrimental effects compared to short-term high concentration of H2S. This is also shown
in Figure 8, where the same concentrations of H2S poisoning exhibit a successive increase in spectra
size according to the order in which they were recorded.
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Figure 8. Sulfur poisoning at 40 A (second fuel cell stack): (a) impedance spectra; (b) DRT analysis.
The numbers on the right-hand side of H2S in the legend indicate the run numbers for the set point,
and the last spectrum of each set point (Spectrum 6) was selected for the DRT analysis.
The DRT analysis for H2S showed reproducibility in the number of peaks and trends in the
second fuel cell stack in Figure 8b, despite an order of magnitude higher resistance values due to the
accumulation effect. It can be noticed that the high frequency peaks (P3 and P4) change less and do
not contribute significantly to the increased losses due to accumulation. All other peaks increase with
increasing H2S concentrations. Therefore, when comparing CO and H2S poisoning, the features of the
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former are found only above 100 Hz, while the latter has features throughout the spectrum above 10
Hz, with most significant changes happening between 10 and 100 Hz.
3.4. Post-Fault Stack Performance Assessment
The performances at the beginning of life and after the end of each fault test for the first fuel
stack are shown in Figure 9. It can be seen that the performances were similar for all tests except at
the end of sulfur poisoning tests. The fuel cell stack initially degraded due to starvation and water
management tests, which were carried out in the same test campaign. However, the performances
were fully recovered after the CO poisoning tests, which took place after a prolonged rest of the fuel
cell stack due to modifications to the test setup to accommodate the poisoning tests. It can also be seen
from the impedance spectra of the nominal conditions before and after the fault tests, given in the
previous paragraphs, that correction is possible by operation on neat hydrogen for all faults except
H2S. Hence, the DRT peaks of the nominal conditions can be used as the features for the recovery to
initial performance.
The H2S tests, which were performed right after the fuel cell reconditioning that followed the CO
tests, caused significant performance degradation, as can be seen in Figure 9. Then, after six months of
rest, the performance was recovered to the levels before the CO tests.
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Figure 9. Polarization curves at the beginning of tests, after the end of each fault test, and a final H2S
recovery test after six months of rest.
Mohtadi et al. [26] showed partial recovery through 24 h of neat H2 operation after 3.8 h of
exposure to 50 ppm H2S at 70 ◦C. They attributed the recovery to the reaction of hydrogen with the
sulfur that is adsorbed on the Pt surface to produce H2S according to the reverse of the mechanisms
given in Reactions (4) and (5), which is then flushed out by the flow of neat H2. In the current
work, the exposure to H2S was between 4 and 12 ppm, but for a longer period of around 24 h.
The reconditioning steps in between the different poisoning levels with air-bleed did not result in
recovery, as can be seen from the significant degradation in Figure 9. However, there is close to full
recovery after a six-month restart of the stack, as can be seen both in the Nyquist plot in Figure 7a and
the polarization curves in Figure 9.
However, it is worth mentioning that Sethuraman and Weidner [28] reported that post-recovery
polarization curves do not indicate performance drops proportional to the irreversible deactivation
of Pt sites towards HOR due to H2S poisoning. Hence, they concluded on the cumulative and
irreversible nature of H2S poisoning and that electrochemically active area and the nature of sites
should be compared to study the effects, rather than comparing polarization curves. Nonetheless,
other techniques than simple prolonged resting and neat hydrogen operation should be studied for
quicker H2S removal and performance recovery. Cyclic voltammetry (CV) measurements and other
cycling procedures have been reported to be more effective than neat H2 [26,28].
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4. Discussion
DRT is not a physiochemical model, which means its individual resistance and time constants
cannot be unequivocally assigned to the different physiochemical processes in the fuel cell [33].
Nonetheless, there have been attempts to assign the DRT peaks to the different fuel cell losses
and are summarized in Table 2 along with the observations of this paper. The current work
is aimed at identifying fault features rather than acquiring fundamental understanding of the
physiochemical processes in the fuel cell; thus, the simple associations that can be made between
operating conditions and changes in DRT peaks can give valuable information for diagnosis and
fault-dependent control strategies.
There is a general consensus that the low frequency region is mass transport dominated,
and charge transfer losses are seen in the intermediate-high frequency region, while ionic transport
dominates the high frequency region. It is also clear that the losses do not happen at a specific
time constant, but rather over a broader range of frequencies, and therefore, there was an overlap
of different processes throughout the frequency spectrum. However, from a feature identification
point of view, the magnitude of the losses and their characteristic frequencies as given by DRT peaks
could be combined and compared in order to rule out some and favor others for successful detection.
An analysis of the DRT peaks and their features is given below.
Table 2. Association of DRT peaks with fuel cell losses in the current work and in the literature.
Fuel Cell Type Frequency of the Peaks Associated Losses Reference
LT-PEMFC
<200 Hz Mass transport (starvation, flooding),
Current workORR, HOR (H2S)
100–2000 Hz Proton conduction (drying),HOR (CO and H2S)
LT-PEMFC
<2 Hz Oxygen gas diffusion
[32]2–15 Hz ORR, hydrogen gas diffusion100–1000 Hz HOR
500 Hz–30 kHz Proton transport in catalyst layer
HT-PEMFC
1 Hz Mass transport [35,36]
10–50 Hz ORR [36]
>100 Hz HOR, proton conduction [35,36]
SOFC
10 Hz Gas diffusion in anode substrate
[33]10–100 Hz ORR
>10 kHz HOR, ionic transport,gas diffusion in anode functional layer
Feature Analysis
Since multiple parameters cause similar changes of the DRT peaks, the features should be
compared with each other or should be complemented by system monitoring. For instance, in
the case of decreasing λH2 , the shift to the right of the peaks and their decrease at around 500 Hz could
be used as additional information to rule out drying and poisoning. Moreover, the appearance of
a fifth peak (P0) at around 0.1 Hz could indicate the transition from mass transport issues to starvation.
However, the fifth peak at low frequency is also available in the case of H2S poisoning. Therefore,
the two faults should be distinguished using other features, which in this case are the overall more
pronounced peaks for H2S poisoning compared to anode starvation. Moreover, the extra peak (P0)
appears at a much lower frequency for anode starvation, making its association with the mass transfer
issue more plausible.
Table 3 summarizes the features extracted from the DRT peaks of the different fault tests.
The magnitude and the direction of the changes in the DRT peaks can be used as features that
can be implemented in an algorithm to determine the nature of the faults. Faults such as starvation
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and poisoning are easier to notice both on the Nyquist plot and DRT peaks. Moreover, there is clear
difference in the magnitude of the changes even between anode starvation and cathode starvation,
with cathode starvation showing more marked changes. This can be used to distinguish between
the two faults in cases where P0 is not available for anode starvation. Similarly, CO and H2S can be
distinguished by the higher magnitude of changes and the presence of P0 between 1 Hz and 10 Hz for
H2S, as well as the fact that CO affects only the higher frequency peaks, above 100 Hz.
Table 3. Peak changes for the different operating conditions. The peaks are counted from P0 at the
lowest frequency to P4 at the highest frequency. ◦ indicates the presence of a peak without data for
its changes; n/a indicates the absence of a peak; - indicates no changes; and the arrows indicate the
direction of changes compared to less faulty conditions.
Peak No. Starvation Flooding Drying CO H2S
Anode Cathode Anode Cathode
P0 ◦ n/a n/a n/a n/a n/a ◦
P1 ↑→ ←↑ ↑ - - - ↑
P2 ↑ ↑ - - - ←↑ ←↑
P3 ↓→ ↓→ - ↑ ←↑ ←↑ ←↑
P4 - - - ↑ ↑ - ↑
Flooding and drying are the faults with the least detectability in these tests. However,
if complemented with other monitoring techniques, DRT can be used to distinguish between the
two as they affect the opposite ends of the spectra, as can be seen in Table 3, which is also confirmed
in [15].
5. Conclusions
The most common faults of a PEM fuel cell stack were mapped using impedance spectroscopy.
A liquid-cooled commercial fuel cell stack of 46 cells with a 100-cm2 active area for µ-CHP application
was used for the investigations. Impedance data were analyzed using DRT for the identification
of the features of the different faults. It was found that anode starvation and H2S poisoning have
a characteristic low frequency DRT peak that is not found in the other faults. These low frequency
features of the two faults can be distinguished by the generally higher magnitude of H2S poisoning
peaks and the fact that they occur at higher frequencies compared to anode starvation.
Moreover, it was seen that flooding and drying affect the opposite ends of the frequency spectrum
in the DRT analysis, where flooding causes mass transport effects by blocking the pores in the gas
diffusion layer and drying affects the membrane conductivity. CO affects the higher frequency end of
the spectrum, while H2S has a more pronounced effect throughout the frequency spectrum.
It can be said that there still remain doubts as to what precise physical phenomena cause the
effects of the faults at the different frequency regions of the impedance spectra, as they are contributed
to by a combination of processes. However, with proper mapping of all faults, the physical phenomena
of the effect become of secondary importance as a condition-based intervention can be carried out
irrespective of the degradation processes by correcting for the fault that matches the identified features.
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Abbreviations
The following abbreviations are used in this manuscript:
BOT Beginning of test
CV Cyclic voltammetry
DRT Distribution of relaxation time
ECM Equivalent circuit model
EIS Electrochemical impedance spectroscopy
EOT End of test
FDI Fault detection and isolation
HOR Hydrogen oxidation reaction
ORR Oxygen reduction reaction
PEM Proton exchange membrane
RH Relative humidity
SOFC Solid oxide fuel cell
λair Air stoichiometric ratio
λH2 Hydrogen stoichiometric ratio
µ-CHP Micro combined heat and power
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