This article presents a methodology for performance analysis and configuration of audio/video-on-demand services. To maintain a good quality of service and to make a profit for the content provider, services must have the optimum configuration. With this aim, the configuration process must be based on an accurate service behavioural analysis which evaluates the quality and the quantity of resources, contents and subscribers. This analysis can be performed using monitored information and predictions of a near future behaviour using laboratory experiments. To formalize both analysis and configuration, a methodology must be developed in order to help service managers attain a good performance and at the same time, make a profit for their companies. All the methodology goals are based on the principle that 'a satisfied client provides more profit'. Moreover, the methodology is prepared to be extensible, and adaptable to new configuration possibilities, data, analyses or goals.
INTRODUCTION
The boom of the World Wide Web combined with the bandwidth increase in subscribers' accesses has given rise to the appearance of a new complementary service: the Internet video. There are two types of video services on the Internet: live-video and video-on-demand. Live-video services deliver information just in time for the user that is connected. Information could have been previously recorded and stored, or can be captured and broadcasted live; in either case, the information can only be seen once. Only one type of interaction is possible, the pause, and its behavior is similar to a TV broadcast. On the other hand, the principles of video-on-demand are totally different. Users request the information at any time and the server delivers it exclusively. This system allows users to interact with information: pauses and backward and forward jumps are allowed. Its behavior is similar to that of videotape.
Most video services on the Internet are based on streaming technology and, in spite of the important number of advantages, this technology presents some problems linked to the usage of resources and production costs. Video delivering consumes significant bandwidth in the network and requires a constant quality of service. To maintain this quality under control and select the most interesting contents, the use of a good analysis methodology is fundamental. The analysis systems must provide the necessary information to ensure the correct configuration of the streaming services. Two different aspects appear when a service must be configured. The first is related to the service provider, who must improve the service by working on contents. The second is linked to the network operator, who has to manage service architecture, routing, bandwidth, and so on.
In this article, an analysis and configuration methodology for video-on-demand services is presented. The aim is to provide a useful tool to help both the network operator and the content provider in their configuration tasks. The methodology specifies the process for the different application phases and additional elements such as data sources, inputs, goals, and extensibility-process definitions. Moreover, aspects such as the use of models and emulators to predict near future performances are considered.
The rest of the article is organized as follows: In section following this one, other related work will be analysed. The developed method will be described in the following 13 sections. The case study will be presented in the penultimate section and, finally, conclusions will be presented in the final section.
RELATED WORk
In spite of the complexity and relative immaturity of streaming technology, a wide range of deployments of audio and video services has been developed in recent years.
Many organizations, from digital newspapers to public companies, are interested in these types of services in order to obtain a new way of attracting the attention of a wider audience. Nevertheless, the special characteristics of streaming services, such as the delivery of continuous information, the high consumption of resources, and the need for stable conditions during the delivery of contents make them very sensitive to channel errors and delays. For these reasons, several works have addressed the detailed analysis of streaming traffic over different technologies (Chung & Claypool, 2006; Cranley & Davis, 2005; Guo, et al., 2006; Loguinov & Radha, 2002 ) presenting interesting results from the point of view of network operators and the management of streaming flows.
It is well known that the success of a video-on-demand service, and therefore the consumption of resources in each service device, depends on user behaviour; the higher the number of accesses, the greater the profit, but also the probability of having performance problems. Unfortunately, human behaviour depends on several parameters that affect the perception of the session quality, some of them subjective (Pereira, 2005) and some others objective (Vicari & Kohler, 2006) . For this reason, one of the most important tasks in the analysis of a streaming service is the characterization of user accesses. User behaviour is deeply influenced by the type of offered contents (Costa et al., 2005) . This influence can be easily observed by comparing the results shown in Almeida, Krueger, Pager, and Vernon (2001) that analyzes the workload of an educational server, and Chesire, Wolman, Voelker and Lavy (2001) , that analyzes traffic targeted on different servers on the Internet. Also, user behaviour patterns can be influenced by the availability of the contents. Veloso, Almeida, Meira, Bestavros, and Jin (2002) perform an analysis of user behaviour on a live streaming service, studying the main causes of the difference between stored media and live media user accesses. At the same time, the popularity of the contents is not only influenced by the subject but also by the life cycle of the content (Cherkasova & Gupta, 2004) . Therefore, the behaviour of the users has implications on the design of a streaming-service architecture (Yu, Zheng, Zhao, & Zheng, 2006) . To evaluate the performance of the service in future situations or when new architectures are being designed, workload generators (Jin & Bestavros, 2001 ) have been developed.
Streaming services are difficult to manage and configure. Hundreds of different parameters can influence the evolution of the service; from the saturation of the network to the subject of the contents. One important aspect where some studies have appeared is the metric design for video services (Arias, Suárez, García, Pañeda, & García, 2002; Brotherton, Huynh-Thu, Hands, & Brunnström, 2006; Casale, Cremonesi, Serazzi, & Zanero, 2006; Dalal & Perry, 2003; Ivanovici & Beuran, 2006; Keynote, 2006) . They have transformed the analyses, which used the number of visits and the loss of packets as the only metrics. However, these metrics are difficult to use in real services because they are based on data that are not provided by server logs. Some of the presented metrics require feedback from the clients and in other cases require the synthetic generation of requests targeted on the multimedia servers.
Some companies have developed tools to analyze and manage streaming services (AudioVideoweb, 2006; Keynote, 2006) . Although some interesting metrics are presented, their way of analyzing streaming services does not consider the important relationships between content providers, service providers, and network operators. To achieve an optimal service configuration, several organizations and different sources of information (Menascé & Almeida, 2000; Van der Raadt, Gardin, & Yu, 2005 ) must be coordinated. One of the most important relationships established between these entities is the SLA (service level agreement). For this reason, this aspect has also been studied previously (Cherkasova, Tang, & Singhal, 2004; Chieng, Marshall, Ho, & Parr, 2001) .
In spite of the interesting results shown in these papers, there has not been a deep research oriented to design techniques that help managers improve their services. Most of the services are configured based on service administrators' experience, however not all of them have enough experience. This article intends to compensate the lack of methodologies for the analysis and con-figuration of real audio/video-on-demand services. The complete process is covered and several specific metrics have been designed to maintain the quality of service and select the most appropriate contents to be offered.
GENERAL DESCRIPTION
To carry out this task, the methodology specifies participant entities, input data, goals, analysis processes based on monitoring information and predictions, and analysis metrics and configuration tasks, including the initial configuration. This methodology is oriented to audio/videoon-demand services with different types of information that is updated periodically. The main targets are audio/video services of information media, such as TV, newspapers, magazines, and so on, and network operators, such as cable network operators or traditional communication operators
INPUT DATA AND SERvICE CLASSIfICATION
The source data needed to feed an accurate analysis must be obtained from several entities. For example, the content provider generates information about contents such as title, theme, and so on, on the other hand, service devices provide access information, such as delivered bytes, access times, lost packets, and so on. However, in most cases, all the data is not available. The methodology classifies services into six groups, based on the entities that provide source data. Table 1 shows the proposed service classification. Data provided by source entities can be quite abundant. However, the minimum necessary information is presented in Table 2 .
METHODOLOGy LIfE CyCLE
The life cycle, which is shown in Figure  1 , passes through several stages when the methodology is applied to a service. Initially, it begins with the service deployment. In this stage, the service that is going to be analyzed and configured starts to run, servers are installed, contents stored and the initial configuration is defined. Once the service is running, it must be classified based on the data available to perform the analysis. Once the service is classified, the initial performance stage begins. In this step, the monitoring and services analysis provide the first information about service performance. However, the number of users and contents is not sufficient to obtain accurate results. When the service evolution allows enough analysis information to be gathered, the life cycle can jump to the stable performance stage. The last step in the life cycle is the Service Death when the service ends. During the initial-performance and stable-performance stages, the service can be reclassified if new information can be obtained for the analysis process.
APPLICATION PROCESSES
The methodology has two types of application processes, one called iterative synchronous process, which is oriented to be used by human users, and another called reactive asynchronous process, which is oriented to automatic application by using some type of expert system. Differences Accesses Timestamp, time delivered, bytes delivered, destination, origin, packet loss, buffer reloads, users' device (PC, PDA, etc.).
Content
Publication date, theme.
Users
Connection type.
Service devices
Utilization of different elements (CPU, memory, hard disk, licenses, etc.).
Network
Exploitation and features in its different sections. 
ITERATIvE SyNCHRONOUS PROCESS
This application process, which is shown in Figure 2 , is divided into three main synchronized tasks. The first is the goals and SLA definition task where the targets must be established. The second is the analysis task where the system performance is evaluated in order to extract the best configuration parameters. The third is the configuration task where behavioral parameters can be modified to improve the quality of service. The iterative application process begins with the goals-definition task. At first, both network operator and content provider must define the values of performance that need to be reached. These goals can be revised in the following process iteration if necessary. However, once the process has started, the modification of goals will be independent for content provider and network operator, due to the variability of their expectations. The evolution of the process may require modifications both on the part of the network operator and/or the content provider.
The next task is that of analysis, which is divided into five phases. The first requires an important amount of basic analysis. This phase is subdivided into four different parts: user analysis, quality analysis, content analysis, and resource analysis. Each analysis will be composed of several tests that extract information about different behavioral characteristics. The results will be combined in the next phase to perform complex analyses, which are composed of multidimensional analyses and data-mining processes. Their results will be compiled to obtain summarized information and to reach conclusions about service behavior. To complete the conclusions, further analyses based on predictions will be developed, using models and laboratory experiments to analyze alternative situations different to the real ones. When the conclusions indicate that the goals have been achieved, the process concludes and a new process can be started with new goals. If there are still goals pending, the next task is configuration. Two independent parts, one for the network operator and another for the content provider, form the configuration task. The reason for this division is that the former must configure resources while the latter needs to configure contents. The network-operator part includes three phases: network-resources configuration, computer-resources configuration and architecture-service definition. On the other hand, the content-provider part includes content creation, content modification, and environment configuration. Once the configuration tasks are finished the original goals can be modified, if they are considered too optimistic, to adapt them to more realistic values. This process is devised to be applied over long periods (weeks or months) due to the complexity of the tasks that must be performed in it. This process is called synchronized since all the phases start when the previous ones have finished.
REACTIvE ASyNCHRONOUS PROCESS
The other application process, shown in Figure 3 , is the reactive asynchronous process. This is oriented to an automatic application using an expert system. The process uses several intermediate stores to grant independence to all the phases. The final effect is a set of unsynchronized phases that are activated by different types of events.
Some of the tasks to be carried out when an event occurs are very complex; in these cases, a trigger is used to activate them in specific periods. That is the case of complex analysis, result compiling, and conclusion-obtaining phases. All of them are activated by a control process, which coordinates their execution.
GOALS AND SLA DEfINITIONS

Goals Definition
One of the most important tasks in the configuration process is goals definition. The content provider often tries to make a profit through the service. On the other hand, the communication operator wants to obtain income from the content provider and the lowest resource consumption possible. In all cases, the success of the service will depend on the parameters presented in Table 3 .
Some of these goals are not different from those of the Web services. However, the difference in the type of information, discrete in Web, and continuous in video, makes other goals necessary to evaluate the service correctly. This is the case of reproduction length and quality. A service, whose users watch all the video, cannot be considered equal to another where users hardly visualize just a few seconds, even though the latter has more visits. In the first case, users show a greater interest, and their probability of returning to the service is high. Moreover, the complexity of the service architecture is higher in streaming services due to the important consumption of resources.
At the beginning of the method process, values for some of these parameters need to be established. When the values are reached, a new process will be started with new goals.
SLAs Definition
An SLA includes an important number of different elements that establish the relation between service provider (and network operator) and subscribers. Some of these elements are related to the quality of service evaluation. These elements can be analyzed using the metrics and evaluated using the tests included in this work. In this phase, the target values for these metrics are established, and their fulfilment will be checked in the conclusion-obtaining task. 
ANALySIS METRICS
Historically this type of service has been analyzed using metrics derived from Web services. However, Web services provide discrete information (a page, a file, etc.) while audio/video services provide continuous information. Although these metrics can be useful, sometimes they can cause misunderstanding in the analysis conclusions. For example, a typical metric in Web services is the number of visits (reproductions for audio/video services). In audio/ video services, this metric must be used consciously, because a reproduction with 0 seconds transmitted can be considered as valid as a reproduction where 100% of the audio/video has been delivered. Obviously, they are very different. In the first case, the reproduction is a failure, while in the second it is an important success. This metric can show the initial interest of the users but can never be used to evaluate service success. This methodology defines a great variety of metrics specifically designed or adapted for audio/video services. The metrics have been classified into four groups: content, quality of service, user, and resource metrics. In this section, some of the most important will be presented.
Content-Analysis Metrics
Interest
In order to evaluate the interest of users, which is generated by the contents provided, the number of different users' requests is counted. When users demand videos, they show their interest for the information offered. However, once the reproduction has started, the user can lose interest due to many reasons.
Success
To analyze the success of the service, the delivered time of contents is measured. This metric will reflect how much time users have been reproducing the audio/videos of the service.
Number of reproductions
Obtaining many reproductions means a greater interest on the part of the users.
Number of different users
Obtaining a large number of users expands the popularity of the service and increases the probability of receiving more visits in the future.
Duration of reproductions
Providing reproductions with 100% or more (backward jumps) of video length means that users are satisfied with both the information provided and the quality of the reproductions.
User's loyalty and value
Building up a base of loyal users is very important because they ensure a constant number of reproductions. Moreover, the success of the newly generated information is higher.
Quality of reproductions
Achieving reproductions without interruptions, with only the initial buffer reload, with a clear sound, and so on, allows users to appreciate the contents for their quality.
Resources consumption
The cost of resources (network, computers, software) used in this kind of service is very high. Therefore, minimizing the resource consumption is one of the main goals for the network operator. The quality must be maintained at an acceptable cost. 
Impact
This metric tries to analyze how the users have received the delivered information. Despite the fact that this metric evaluates success as well as the previous ones, it is more accurate because video length is compared with the delivered time (% reproduced). Its formula is the following:
The metric of impact tries to establish the success of the audio/video, by using the percentage of visualized video and the number of different users who have reproduced it. This metric provides an index to evaluate the evolution of the service, which is far more reliable than the number of accesses. It is also important to know if users are satisfied or not with the reproduced audio/video
Quality of Service Analysis Metrics
Packet-Loss rate
This metric compares the number of lost packets with the total number of sent packets. Its formula is the following:
packet -lost rate = lost packets sent packet
Reload Rate
One of the most important elements when an audio/video is served is the quality perceived by the user. Many of the problems produced during audio/video distribution can be corrected thanks to the client-reproduction buffer (e.g., unordered or delayed packets). However, when the packets loaded in the buffer cannot compensate these mistakes, the reproduction must be stopped to reload the buffer. That is the moment when the user detects the problem. To evaluate the quality of service perceived by the users, a metric has been designed to compare the time needed to reload the buffer with the time of reproduced audio/video. The formula is the following: reload rate = reload time reproduced time Not all buffer reloads have to be counted to calculate the metric. All the reloads that occur just after a play interaction must be considered as acceptable (initial loads) and must not be included in the reload time. Reloads per reproduction. Sometimes, a more simplified metric can be used to evaluate the cuts in the reproduction. A very simple metric can be to count the number of buffer reloads (without acceptable reloads).
Start-up time. Latency is a classic metric for performance analysis of Internet services. Based on this metric, the start-up time concept has been defined as the period between the first interaction and the beginning of the reproduction. Figure 5 shows the messages interchanged by server and client during that period.
User-Analysis Metrics
User Value 1 Calculating user value is a relatively difficult task. Experts in data mining do not agree on the method of calculation. Our methodology proposes two possibilities, depending on whether the time of reproduced audio/video is considered more important than the number of reproduced audio/videos or vice versa. In the former case, the user value is evaluated through the time of delivered video.
User Value 2
In the latter case, the number of reproductions is considered more important than the time of reproduced contents. Then the user value is calculated by multiplying the number of reproductions by the reproduced percentage.
Resource-Analysis Metrics
Throughput Throughput is a classic metric in computerperformance analysis. To adapt it to this type of service, it will be considered as the number of bytes per time unit.
Bandwidth Consumed
The bandwidth consumption is a classic metric in Internet-service analysis. In this type of service, this element is of great importance due to the bandwidth required to transmit this type of information.
Simultaneous Streams
This metric evaluates the number of active reproductions in a given period. A reproduction can be in two states, active or paused. When it is active, a data stream between client and server (or proxy) is established. When a reproduction is paused, no bandwidth is being consumed. It is quite important to determine the consumption of resources in the network in order to analyze the number of requests active in a given moment.
ANALySIS bASED ON MONITORING INfORMATION
From the point of view of the source information, there are two types of analyses. One based on monitoring information extracted from the real service and another with information extracted from lab experiments. The first is composed of several tests classified depending on the number of input variables and their complexity. According to this, the methodology defines three groups of tests: basic, multidimensional, and data mining. Figure 6 shows the reproduction-length histogram of a real service. The histogram is a combination of two distributions, one for users who are not very interested and another for those who are very interested. If the reproductions with problems are not considered in the histogram, the length can be checked using the weight of both distributions. If the first distribution is heavier, then the audio/video is too long. Otherwise, the length is correct.
basic Analysis

Fast-leaving test:
This test calculates the percentage of reproductions with less than 10 seconds of visualized video. Below this limit, the user has no interest in the content, due to a lack of quality or disappointing information.

Leaving-before-the-end test:
This test analyzes the evolution of reproductions that have finished before the end of the audio/video. The aim is to know whether users leave videos due to disappointment or for other reasons.
Interarrival-time test:
This test evaluates the cacheability of audio/videos. When an audio/video receives an important number of requests in a short period, it can be interesting to load it in a cache. These caches can belong to the server or a proxy in an intermediate point of the network.

Popularity test:
This test compares access distribution with the generalized Zipf-like distribution for different values of θ. The expression of a Zipf-like distribution is the following (where 0 ≤ θ ≤ 1 and n is the number of audio/videos):
• • Resource analysis:  Bandwidth usage: One of the most important parameters to maintain the quality of service is the bandwidth. This test analyzes the bandwidth consumed in different points of the network, which connects users with servers. Moreover, the bandwidth usage in the servers' output and in the proxies' input/output is also analyzed. It is standard practice that network operators fix a limit in the bandwidth that a server (or proxy) can consume in its network connection. This limit aims to prevent a peak in the consumption that may affect other services that are plugged into the same connection. This test analyzes the consumed bandwidth so that more can be requested if necessary.

Total bandwidth usage:
This test analyzes the evolution of the bandwidth usage in different points of the communication networks where the traffic generated by the service passes. The information provided is useful to detect networking bottlenecks, which generate low quality in the service. Figure 7 shows a chart extracted from the head-end in a real HFC network. Along with other tests, we will be able to evaluate the capacity of the devices.
Figure 7. Bandwidth usage in a network head-end
Multidimensional Analysis
Sometimes, it is necessary to cross-examine the results of different analyses to achieve more precision. Their main goal is to determine the best service-configuration parameters. These analyses are called multidimensional analyses and are performed by merging basic analyses results and/or raw source data. The methodology defines an amount of multidimensional analyses related to quality, the access network, themes, users, and so on. Some of the most important are the following:
• Network operators versus lost packets: This test evaluates the reproductions that have lost packets according to the operator. The aim is to detect the origin of the clients who have problems reproducing the audio/videos. In Figure  8 , an evolution graph is shown. In this graph, it is possible to observe how Operator 1 shows very high percentages in months 10, 11, and 12. Later, with the results of this test, the content provider realized that the quality of the videos was too high for this operator. This knowledge is important to keep the clients satisfied. If the majority of users reproduce a theme-for example, political news-the content producer will try to focus its production on this subject. However, it is not always pos- 
Data Mining
The analysis process includes a data-mining phase. To generate knowledge extracting information from the source data, the methodology uses the process presented in Berry and Linoff (2000) . This phase permits the generation of predictive information for the future and obtains accurate information about previous behavior.
ANALySIS bASED ON PREDICTION
This part of the analysis is oriented to evaluate different situations that may appear in the real service in a near future. With the results of the tests the administrator will have useful information to try to avoid problems in the future service performance. To develop the test, the methodology specifies two types of experiments: emulations (Busari & Williamson, 2002 ) and simulations (Jin & Bestavros, 2001) . The former uses test-beds to analyse future scenarios, while the latter uses simulation models. Defining situations that can appear in a near future, the experiments can detect undesired situations and can provide important results to predict future performances, all of which allows managers to reach a more robust and reliable configuration for their services.
The methodology defines a method to develop this type of experiment. Its application process, shown in Figure 9 , is divided into different steps. The first step is in charge of specifying the service. Its type and characteristics have to be determined.
The second is the goals definition. At this time, it is necessary to decide what kind of information the experiment has to provide. Once the goals are clear, it is necessary to decide which type of experiment is more adequate: to use a simulation model (García et al., 2001) or a test bed (Arias, Suárez, García, Pañeda, & García, 2002a) . The following phase is the experiment definition, which is composed of different tasks: workload definition, resource definition, architecture definition, parameters definition, and values definition. After that, the experiment is completely specified and it is time to execute it. Finally, an analysis of the results must be performed.
Goal Definition
The first step is to answer the following questions: What is the aim of the experiment? What information are we interested in?
To answer these questions, the outputs of the experiment must be defined. These outputs will be expressed by means of the metrics defined in the previous sections. Elements such as bandwidth consumed in a point of the network, throughput, CPU usage, and so on, will be considered.
Type of Experiment Definition
The second step in the method-application process is the definition of the type of experiment.
Two types of experiments can be performed: a simulation model or a test bed can be used. It is necessary to define different parameters depending on the type of experiment.
Experiment definition. The experiment definition is composed of five tasks. Three of them-workload, architecture, and resource definition-are oriented to define the base for the experiment. The others, parameters and values definition, are used to characterize the analysis that is going to be performed.
Workload definition. To perform a useful experiment, an accurate workload must be defined (Vilas, Pañeda, García, Melendi, & García, 2005) . Most of the necessary data is extracted from real services. The rest must be established as parameters that will be defined later using different values to characterize the experiment. The workload definition is divided into two different parts: user behaviour and content characteristics. Figure 10 shows the behavior of a user in a service based on streaming technology. To clearly define an experiment, the parameters of Table 4 must be specified.
Architecture definition. This phase includes two different parts that must be taken into consideration. The first is the network architecture, and the second is the service architecture. Table 5 presents different questions that must be determined when dealing with service and network architectures.
Resource definition. In this step, the quantity of resources, both in service devices (servers, proxies, etc.) and in the communication network must be established.
Parameters definition. In this phase, one or more elements must be determined as parameters. The values for these parameters are not extracted from the real service; instead, they will be defined arbitrarily depending on the goal of the experiment.
Values definition. In this phase, a set of values for each parameter of the experiment must be defined. The process is the following: Determine the maximum and the minimum value and establish the criteria for the intermediate values. For instance, determining the gap between them using a particular distribution: linear; exponential; free. When there is more than one parameter, there are two possibilities to combine them: blind combination (generating all the possibilities with all the parameters) and intelligent combination (eliminating those Background traffic: Traffic which is going to be fed into the analyzed network, not generated by the service under study. Only necessary in some types of experiments, where the main goal is to test the service behavior in a network where other types of traffic compete with the service's own traffic. Figure 10 . User behavior
Number of servers, location in the network, and load balancing policies.
Number of proxies, location in the network, and cache policies.
Transport protocol between each service device (TCP, UDP, etc.).
Number of clients and location in the network.
Number of producers and location in the network (only in live services with online generated information). Table 5 . Elements to be determined combinations which are not interesting).
Results analysis. The last phase is the results analysis. The results from lab experiments are not different from the analyses of the information gathered from the real service. So, the results can be evaluated in the same way as the analyses based on monitoring information.
RESULTS COMPILATION AND CONCLUSION ObTAINING Results Compilation
Results compilation is the process that is responsible for coordinating all the results obtained in the previous stages. By combining analysis test results, several lists, graphs and tables are created to help reach conclusions:
• Themes and length Figure 11 .
Conclusion Achievement
This task is divided into three different phases: one oriented to evaluate if the goals have been satisfied, another oriented to evaluate the current configuration, and the last oriented to introduce external information.
• • Evaluation of the current configuration: Some questions must be answered in this phase: Are the qualities used in the audios/videos appropriate? What themes must be produced preferentially? Are there bottlenecks in the distribution network? Are the service devices overloaded? To help answer these questions, the lists and graphs in Table 7 can be defined.
• External-information introduction:
Although this methodology has a clear technical aim, it cannot be forgotten that the final goal of content providers and network operators is to make a profit from the services. This phase of conclusion achievement is used to add external data, such as economic information that can modify the conclusions obtained through the analysis process. To this aim, it can be useful to define a table with action/cost.
CONTENT PROvIDER CONfIGURATION
This section describes the configuration process specified in the method. A video service can be configured in two different situations: first, when goals have not been reached and the service must be reconfigured; and second, during the initial configuration. For the first situation, the process must be based on results that were achieved in the analysis task. However, for the latter, the configuration of the service cannot be based on these results and market research must be carried out.
Content Creation
In this task, new contents will be developed following the criteria determined in the analyses. These criteria are the following: theme of the video, length, and quality. Quality will be defined by using the list of recommended qualities. The selection of the theme will not only deal with the list and tables established in the conclusionachievement task, but also with external factors. For example, it is impossible to produce news if there is nothing to report. So, using the order established in the tables the most interesting theme will be chosen. The length will depend on the selected theme.
Content Modification
The content modification is one of the most difficult problems due to two main reasons: impossibility to obtain the original material to repeat the production; and the cost of making a new production, mainly when contents are not hits yet. However, there are some modifications without a high cost, which are presented in Table 8 .
NETWORk OPERATOR CONfIGURATION
This task is composed of three phases: one to configure the service architecture, another to alter network resources, and a phase where an increase in computational resources is applied to the service. Since all these phases are not independent, they will be applied in a circular process until no more changes are necessary.
Network Resources
This configuration task involves bandwidth modifications. Usually, bandwidth has to be increased; however, when reserved resources are underused, a decrease is logical. To solve the lack of bandwidth in
List of recommended qualities
The list will be defined in the following way: One quality for each type of users. The difference between the line capacity and the quality proposed must be greater than 20%. If the results of the analysis show quality problems, the difference must be increased. Intermediate qualities. If the distance between qualities is greater than 25%, new qualities will be introduced with intermediate characteristics.
List of most interesting themes
This list presents the themes ordered by the interest metric. For each theme, the recommended length is calculated with the formula: 120% of the average reproduction length, considering only the valid reproductions without unacceptable buffer reloads.
Bottleneck graph
This graph is defined by adding to the traffic-distribution graph the values of perceived reproduction quality in percentage for each operator and informing the operators where quality problems are high.
Overload resources table
A row with each overloaded resource is defined with the following information: average utilization percentage, maximum utilization percentage, and the overload period.
Length decrease
The video can be cut without cost, to adapt it to the new specifications.
Quality modification
If the original video is available, generating a new video in streaming format is relatively easy and cheap.
Cacheability allowing
If the number of reproductions is low, it is a good decision to deny the cacheability of the video, as saving the videos in cache consumes important resources, and it does not improve the quality if the video is rarely requested.
Removing a video
When there is no free space in the server disk or the video is harmful to the service (bad quality), removing the information can be a good option. the output of video servers, an increase may be requested to the network operator or the workload may be balanced using a redundant server. This problem is more difficult to solve when the lack of bandwidth is located in the user connection. In this case, commercial problems prevent the increase, so the best solution is to change the requirements of the video. When the problems are in an intermediate point of the network, introducing a proxy can be a good solution to cache the most reproduced videos. Table 9 shows possible solutions for the lack of bandwidth.
Computational Resources
There are two types of computational resources, hardware resources and software resources. The hardware-configuration task allows network operators to modify the power of their computers, such as increasing the number of CPUs, expanding the memory, and even sometimes changing the whole computer or adding a redundant computer. The software configuration task is carried out in order to change program versions (server, proxy) and mainly to increase or decrease the number of licenses. Commercial technologies usually limit the number of simultaneous clients who may be connected to the server. It is common to increase the number of licenses as the number of clients increases. Both computational and network resources are closely related to service architecture. A modification in the architecture can render unnecessary or insufficient the resources previously reserved for the service.
Service Architecture
Sometimes, increasing the number of resources in the network or in service devices is not the best solution. In these cases, a modification in the service architecture can improve service performance. Two entities can be introduced: caches, and additional servers. These elements are recommended in the cases presented in Table 10 . A bottleneck graph can be used to determine the best location for every new device.
ExTENSIbILITy
The evolution of technology can render any analysis and configuration process obsolete.
Point Solution
User access line Decreasing video bandwidth requirements.
Intermediate point Cache installation or workload balance.
Server access line Workload balance.
External operator Cache installation or decreasing video bandwidth requirements.
Function Problem
Cache Important number of reproductions from network or a subnet.
Workload balancing
High traffic in an intermediate point, in the server connection line; overload in the existing servers.
Redundant servers Connectivity problems in the server access line. Server unavailable. Pañeda (2004) , organizes the tasks and causes others that may be necessary when a new element is added. Figure 12 shows the process dependences. When a new element is added the rest of the elements behind must also be evaluated since it may be necessary to add them in order to avoid inconsistencies.
CASE STUDy Description
The presented study has been performed on the video-on-demand service of La Nueva España Digital (www.lne.es), which is one of the most successful news services in Spain. This digital service has an important number of accesses and has reached the eighth position in the ranking of digital news sites in Spain. In 2001, www. lne.es presented its video-on-demand service (http://tv.lne.es) developed by the Computer Science Department of the University of Oviedo.
The multimedia section of www. lne.es has an architecture formed by two servers (Suárez, Pañeda, & García, 2002) . One is the streaming server, and the other supports the Web pages used to access the videos and the analysis system and is the redundant streaming server.
Helix of RealNetworks (2002) is the technology used to stream the videos delivered on demand when a subscriber performs a request. The analysis server stores all the modules of the analysis tool (Pañeda et al., 2003) , including the database, the Web server, loaders, and analyzers.
The multimedia service contents have been classified in nine subsections according to their subject, and they are the following: News, Music, Tourism, Science, Cinema, Comedy, Leisure, Sports, and Others. The lengths range from 30 seconds, the shortest, to more than an hour, the longest. Currently, the service has approximately 1,500 videos, which are available with a quality of 250 kbps (using Surestream technology).
Results
After applying the presented methodology over a period of 4 years, the LNE TV streaming service has evolved very positively and achieved a very high performance (e.g., success, number of users, quality of service, etc.). These results are of special importance since the number of videos produced daily has been the same throughout this period, which has allowed LNE to increase its income without additional investment. The methodology has been applied using the Figure 12 . Extensibility process information provided by the analysis tool the team has gathered enough information to act over the system. The most important modifications in the system configurations have been:
• The quality used to code the videos.
It has been increased from 90 kbps to 250 Kbps passing by 120, 150, 180, and 220.
• The servers out-bandwidth. It has been increased form 1Mbps to 18Mbps. • The content production has been focused on the subjects, which had previously generated more interest, and their length has been adjusted based on the reproduction percentage study. Since it is not always possible to produce the subject the journalists want, the lists with the most interesting topics can help to choose the best option each time. The content production has been focused on these subjects with the results shown in Figure 13 . The most valuable sections are currently more valuable than they used to be and others with little success have been closed • The presentation has been modified several times and SMILs have been introduced to make sequences of videos (e.g., trailers of the week).
These actions have produced different results in service performance. Part of them (produced until July of 2004) was presented in detail as a case study in Pañeda (2004) . Some of the most interesting results are the following:
• The success of the service has increased exponentially. Due to the content-subjects selection, we have more users and more users that are valuable. In Table  11 , the evolution of the success, interest, and impact metrics during the last 5 years are shown.
• The user value is another parameter that has been improved. One of the generators of this effect has been the inclusion of SMIL files, which have increased Figure 13 . Evolution of the number of requests per section the number of videos reproduced in the same session. Figure 14 shows the increase in 2005 when this new presentation element was introduced.
• Quality problems have been reduced to marginal values thanks to the study of the most suitable qualities.
• The consumption of resources has not reached the limits of any service device. Increases in the servers' bandwidth have always been ordered in advance thanks to the resource tests, which show consumption tendencies.
CONCLUSION
The configuration of video on demand services is a complex process, due to the high resource consumption, the cost of the production of contents and the difficulties of managing continuous information. Nowadays, this task is principally based on manager's experience. However, a formalization of the steps that must be followed can help to decrease this component, and, above all, can facilitate the job of inexpert administrators. The developed methodology has been used to configure the videoon-demand services of La Nueva España Digital (www.lne.es) for 5 years. After this period of guided analysis and configuration, an important improvement in the quality of service and a great number of satisfied users has been reached. The methodology has detected the most interesting themes, the most useful quality for videos, and the resources consumption in a clear and organized way. The results provided have allowed their administrators to decide the best configuration for the service, in spite of their lack of experience in this type of services.
fUTURE WORk
The next step in this research work is to extend the methodology to deal with live audio/video service. This type of service has specific characteristics and new analysis, roles, and classifications have to be introduced. Moreover, one of the weakest tasks in the current design is the specification of the service deployment. Accurate steps will be defined to make this initial task easier for service managers. Apart from that, since the methodology is being used in real systems, where their characteristics and the underlying technology are improving continuously, modifications and improvements will be necessary. Currently, the research group is working on the definition of more accurate analysis in different areas, such as users and predictions.
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