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The prediction of the structure of turbulent flow in a 3-D channel is very difficult, 
thus hydraulic engineers often divide the flow region into sub-regions to simplify its 
calculation, and then a complex 3-D problem can be treated using a 1-D technique. 
This treatment has been found effective in estimating some real world hydraulic 
parameters, such as the boundary shear stresses. In practice, engineers generally 
separate the flow regions into three sub-regions associated with a channel bed and its 
side-walls. It is widely believed that the theory of flow partitioning is an effective 
mathematical tool to simplify the hydraulic calculation without any physical 
meaning, and the practice shows that such treatment can significantly enhance the 
accuracy for estimation of bedload transport, the bedform resistance, and the 
pollutant transport. Therefore, it is necessary to experimentally ascertain the 
existence of the division lines in a channel flow.  
 
This research attempts to address these research gaps with respect to turbulent 
structures and flow partitioning in flows and explain why the flow region is 
dividable. An intensive laboratory investigation was carried out. The major part of 
this study involved the development and use of a sophisticated instrumentation 
system based on a new 2-D Laser Doppler Anemometer (LDA) system by Dantec. 
Special attention has been paid to the time-averaged velocity, from which the 
location of division lines can be observed. The channel bed was specially designed to 
observe the variation of division lines corresponding to the bed’s curvature, and 
channel bed-form has been fabricated as the flat bed, convex bed and concave bed. 
 
The literature review shows that although the flow partitioning argument is intensive, 
no similar experiments have been conducted to verify the existence of division line in 
a channel flow, and none of the previous researchers have examined the relationship 
between the division lines and mean velocity profiles. The main novel contribution 
of this thesis is to examine the existence of division lines by analysing the mean 
velocity distribution in a flume with a flat or curved bed. Two new methods have 
been developed to detect whether division lines actually exist from experiments, one 
uses the condition of zero total shear stress and the other uses the log-law. The 




from author’s experimental data, as well as available data in literature. Throughout 
this research, it can be confirmed that the division lines indeed exist in a 3-D flow, 
and they can be determined from the mean velocity distribution in a flume for a flat 
or curved bed. Moreover, the experimental research verified those previously 
proposed mathematical methods, which can yield the most accurate division line 
locations. 
 
The experiments were classified into three channel shapes. Detailed measurements of 
instantaneous velocities were carried out for the three different channel shapes at 
various depths of water. Using the LDA technique, a comprehensive set of high 
quality data of the 2-D turbulence structure have offered valuable information for 
further understanding of open channel flow with a convex or concave boundary. 
 
Determination of local boundary shear stress from a very thin boundary layer is 
difficult as it requires special skills and instruments. Hence, a new method called 
Momentum Balance Method (MBM) is developed to estimate the local boundary 
shear stress using the main flow data. A theoretical relationship between the 
boundary shear stress and parameters of main flow region has been established. The 
results obtained from MBM agree reasonably well with other methods, indicating 
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NOTATIONS AND ABBREVIATIONS 
A = flow area 
A  = unit area 
 ,C  = coefficient in Power-Law 
a  = coefficient used by Daido 
B = channel width 
b = half channel width 
  = pressure gradient parameters for non-uniform open channel flow 
D = characteristic length 
cD  = relative distance hyn /  
mD
 
= relative distance hLn /  
Da = receiver aperture 
d = pipe diameter 
dx = measuring volume diameter 
dz = measuring volume length 
  = fringe separation 
dydu /  = streamwise velocity (u) gradient with respect to the wall normal 
direction (y) 
E = averaged deviation value 
ED = beam separation 
Ed = beam diameter 
  = random error 
f = focal length 
  = geometrical distance between a point in the main flow to the 
boundary 
 = minimum relative distance 
g = gravitational acceleration 
h = water depth 
Nih  = flow depth along the line normal to the wetted perimeter 
ih  = vertical flow depth 
nh  




j = number of instantaneous measurements 
kc = curvature of curve 
  = von Karman constant 
lm = mixing length 
l = normal distance from the bed to maximum curvature point 
L = channel length 
Ln = normal distance from the boundary to the division line 
  = wavelength 
T  = eddy viscosity 
  = kinematic viscosity coefficient 
  = parameter in wake-term 
Pr = distance along the wetted perimeter which started at the right bank at 
the free surface 
P = half length of the wetted perimeter 
 = dynamic viscosity 
n = Manning coefficient 
n = normal direction of the division line interface 
Q = flow discharge 
R = hydraulic radius 
wR  
= hydraulic radius corresponding to the wall 
bR  = hydraulic radius corresponding to the bed 
Re  = friction Reynolds number 
r = semi-pipe radius 
  = fluid density 
S = energy slope 
  = half central angle 
wSF%  = the percentage of the shear force acting on the sidewall 
  = mean boundary shear stress 
b  = mean shear sidewall stress 
ij  = Reynolds shear stress in i and  j directions 




w  = mean shear bed stress 
xy , xz  = the shear stress on the horizontal and vertical interface 
Um = centre line mean velocity 
u, v, w = time-averaged flow velocities in the streamwise, vertical and lateral     
directions 
Uj = mean value of each velocity component 
ui = instantaneous velocity at a different time i 
Nu  = mean velocity from 20,000 samples 
u’, v’, w’ = velocity fluctuations in the streamwise, vertical and lateral directions 
vn’, wn’ = velocity fluctuations along the normal direction of division line 
ui’, vj’ = fluctuating velocities in i and j directions 
''vu  = Reynolds shear stress in the Cartesian coordinate system 
nvu ''  = momentum flux caused by secondary currents 

mu  = measured u
+ data 

cu  = “log-law” u
+ calculations 
1*u  
= mean shear velocity used in log-law 
su*  = local shear velocity used in log-law 
Lnu*  = local shear velocity determined from the path of energy transfer 
ZTSSu*  = local shear velocity determined from the normal distance from the bed 
to maximum curvature point 
bu*  = shear velocity on the bed 
w*u  = shear velocity on the side walls 
vn velocity component of secondary flow normal to the interface of 
division line 
x, y, z = streamwise, vertical and lateral coordinates 
y0 = constant of integration in log-law 
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1 INTRODUCTION  
1.1 Research background 
 
Turbulent flow plays an important role in the transport of momentum, heat and mass. 
Classical theoretical investigations of the phenomena of turbulent flow by Prandtl 
(1925) and Von Kármán (1934, 1935) have prepared the way for rational 
interpretations of experimental results in circular pipe flow. These have largely 
enhanced our understanding of the turbulent flow in pipes. However, in nature, the 
free surface channel flows are driven by gravity rather than by pressure. (Yoon et al. 
2012). Hence, intensive research on turbulent flow in open channels, mainly in 
rectangular flat-bed channels, has been performed theoretically, experimentally and 
numerically in the past decades (Knight and Patel 1985, Chiu and Murray 1992, 
Wang and Cheng 2005, Yang 2006, 2008, Joung and Choi 2010). These have largely 
enhanced our understanding of the turbulent flow over a smooth flat bed. 
 
Most hydraulic problems, as presented in real-world situations, require the 
calculation of the shear stresses around the wetted perimeter, and depending on the 
problem at hand this may either be in the form of a mean or a local value. This 
important property of turbulent flow is particularly useful in the calculation of 
sediment transport in rivers and estuaries, the evolution of channels, and in the 
design of open channels. Through the assumption of uniform boundary shear stress 
distribution, the mean boundary shear stress can be easily calculated. For practical 
importance, it is helpful to separate the flow regions and to separate the bed or side-
wall shear stress from the total shear stress. This also allows many flow phenomena, 
such as the estimation of bed load transport, the bedform resistance, and the pollutant 
transport, to be more accurately modelled (Bose and Dey 2009). This is why the idea 
of partitioning the flow has been widely used by hydraulic engineers. Currently, 
there are various hypotheses given by different researchers on the concept of division 
line (Leighly 1932, Keulegan 1938, Yang and Lim 1997, Guo and Julien 2005). 
Several mathematical treatments have been proposed, but little experimental research 
has been performed and the physical existence of division lines is still in question. 
For this reason, it is required that experimental research is conducted in order to 




1.2 Research gaps and expected outcomes 
 
Identification and prioritization of research gaps has the potential to lead to more 
rapid generation of subsequent research of turbulent flow. In this study, the following 
research gaps have been identified. 
 
1. To simplify a complex 3-D problem, hydraulic engineers and some specialists 
in fluid mechanics often assume that a flow region is dividable and each sub-
region can be approximated as a 2-D flow. However, no one has designed a 
specific experiment to verify whether the division lines actually exist. Hence, 
further experimental research is needed to verify the physical existence of 
division line. 
 
2. The hydraulic and hydrological engineers who have used the concept of flow 
region division include renowned researchers such as Leighly (1932), 
Keulegan (1938), Haywood (1940), Einstein (1942), and Chien and Wan 
(1999), but they reached no consistent conclusion on why the flow region is 
dividable and how it can be divided. For this reason, it is necessary to 
conduct experiments to examine the existence of division lines. If it indeed 
exists, experimental research is needed to verify which model can yield the 
most accurate results. 
 
3. More importantly, the challenge faced by practical engineers is how to detect 
the division lines from their measured mean velocity data. Hence, it is also 
important to identify feasible methods to determine the location of division 
line from mean velocity measurements. 
 
4. Currently, researchers claim that their models for the division lines are valid 
and yield good agreement with the experimental data from a channel flow 
that has a flat bed. It is not clear whether their models are still effective to 
model the division lines when the channel bed is curved. Hence, it is 
necessary to observe the variation of division lines in channels with curved 





5. Currently, researchers directly determine the boundary shear stress by 
measuring the turbulence structures in the viscous sub-layer where accurate 
data is very hard to acquire relative to the data in the main flow region. Thus, 
it would be essential to develop a novel method to be able to determine the 
boundary shear stress using the main flow data in order to avoid the viscous 
sub-layer measurements. This new method would be user-friendly to 
hydraulic engineers.  
 
1.3 Aims and specific objectives  
 
The present study acts as the fundamental door to close the above mentioned 
knowledge gaps in turbulent flows. Hence this study expects to achieve the following 
specific objectives: 
 
1. Commissioning of a new laser Doppler Anemometer (LDA) system to 
measure 2-D turbulent flows in open channel. 
 
2. Design and fabricate a curve bed channel within an open channel laboratory 
flume and perform extensive experimentation with a flat or curved bed. 
 
3. To develop new methods of detecting flow division lines from author’s 
detailed laboratory investigations and dataset obtained from literature.  
 
4. Suggest a suitable mathematical method of calculating division line locations 
that yield the most accurate profile in the experimental data used in this 
study.  
 
5. Develop a new method to estimate the boundary shear stress using the main 
flow data and establish a theoretical relationship between the boundary shear 






1.4  Scope of work 
 
A significant part of this research work was involved in designing and conducting 
suitable experiments and associated analysis. 
 
The present investigations were directed toward the structure of turbulent flow in a 
uniform open channel in which the channel bedforms have been fabricated as the flat 
bed, convex bed and concave bed. Throughout the experimental process, the water 
velocities were measured using a Dantec two component LDA system. No 
calibration is necessary because the relevant relationship between the velocity and 
the Doppler frequency can be determined quite accurately from theory. However, the 
effects of sample size and particle seeding concentration need to be considered in 
order to obtain good quality data. A comprehensive set of high quality data of the 2-
D turbulence structure was also obtained by this LDA system, such as velocities, 
turbulence intensities, Reynolds stresses and boundary shear stresses. All the data, 
including the mean flow and turbulence characteristics with respect to current 
experimental data included in this study will offer valuable information for further 
understanding of open channel flow with a convex or concave boundary. 
 
Two methods have been developed to detect, from experiments, whether division 
lines actually exist from experiments; one uses the condition of zero total shear stress 
and the other uses the log-law. The feasibility of these two experimental analytical 
methods developed for division lines will be discussed from current experimental 
data in this study, as well as available data in the literature. 
 
Compare the location of the physical division lines with those proposed 
mathematically by Keulegan (1938), Daido (1992), Yang and Lim (1997) and Guo 
and Julien (2005), and then the reasonable mathematical model of calculating 
division lines can be obtained. 
 
A theoretical relationship between the boundary shear stress and parameters of main 
flow region has been established. As the first step towards this goal, only a simple 




Momentum balance method (MBM) need to be verified by other existing methods 
and experimental measurements. 
1.5 Layout of the thesis 
 
The thesis comprises eight chapters which are briefly discussed below: 
 
Chapter 1: Provides research background information and shows how the topic fits 
into a broader framework, and what approach we are taking. By doing this, we can 
point to the research gap and explain why the topic is significant. Meanwhile, the 
concise aims and specific objectives are also listed to clearly demonstrate our 
research work throughout this thesis. Following the objectives, the scope of work is 
proposed in order to explain the specific objectives. 
 
Chapter 2: A literature review of velocity distribution theories is presented. The 
experimental work done on the subject of distribution of shear stress is reviewed. 
The various hypotheses given by different researchers on the concept of division 
lines are discussed. It also includes some research done on the turbulence structures 
in 2-D flow. 
 
Chapter 3: Presents the design and fabrication of a 10.5 m long flume constructed at 
the Fluid Mechanics Laboratory at the University of Wollongong. This chapter also 
presents the methods, equipment and procedure of an extensive experimental study 
conducted on the flume. In the first stage of the experimental program, the 
reasonable sample size of data collection and seeding concentration range has 
investigated. In the second stage, experiments were carried out in a rectangular flume 
with a flat or a curved bed. The data obtained from the experimental program were 
used for findings given in Chapters 4, 5, 6 and 7. 
 
Chapter 4: The aim of this chapter is to examine the existence of division lines by 
analysing the mean velocity distributions in a rectangular channel flume with a flat 
bed. Two methods of examining the existence of division lines are presented here. 




exist; one uses the condition of zero total shear stress and the other uses the log-law. 
The models of division lines proposed by different authors are examined. 
 
Chapter 5: This chapter extends these two methods developed in Chapter 4 to the 
rectangular channel flow with a convex bed. It is important to investigate whether the 
discussion in Chapter 4 is still valid for a channel flow with a convex bed. The 
existing theoretical models of division lines are also examined in this chapter. The 
characteristics of the turbulence observed from this experiment are also presented at 
the end of the chapter. 
 
Chapter 6: This chapter extends the findings in Chapter 4 and Chapter 5 further into 
the semi-circular channel experiments. The purpose of this chapter is to discuss 
whether these two methods can also be applied into semi-circular channels. The 
model from Yang and Lim (1997) is selected for considerations in this comparison 
because other models were unable to produce the theoretical division lines in these 
cases. In this chapter, the streamwise turbulence intensities in semi-circular pipe flow 
are also analysed. The results from this study may be of interest to hydraulic 
engineers for application to the flow of wastewater in sewers and storm drainage 
systems. 
 
Chapter 7: This chapter describes a theoretical relationship basis for boundary shear 
stress and main flow based on the momentum balance or the Momentum Balance 
Method (MBM). This new method was developed and verified using the 
experimental data and the results obtained were used to compare with other methods 
(e.g. the Log-law method (LLM), Reynolds shear stress method (RSM) and the 
Viscous sub-layer Method (VLM)). Thus, the Momentum Balance Method can be 
used to determine the boundary shear stress using the main flow data in order to 
avoid the viscous sub-layer measurements. 
 
Chapter 8: This chapter presents major conclusions drawn from this study. It also 
describes how to apply these methods in practice, which is of great interest to 
hydraulic engineers. This chapter also makes recommendations for further research 




2 LITERATURE REVIEW 
2.1 Introduction 
 
Since early investigations of fluid flow many great researchers have devoted large 
portions of their lives to developing a greater understanding of turbulent flow and the 
increasingly complex nature of its effects (Chézy 1775, Manning 1891, Prandtl 1925, 
Nikuradse 1932, Von Kármán 1934, Keulegan 1938, Hinze 1959, Perkins 1970, 
Chow 1973, White 1974, Chien and Wan 1999, Marusic and Kunkel 2003). In 
hydraulic engineering, it is essential to investigate structures of open channel 
turbulence in order to evaluate friction laws, to control turbulent flows and to design 
hydraulic structures (Chien and Wan 1999, Dey 2002, Berlamont et al. 2003). In the 
past decades, flows in rectangular channels and closed circular pipes have been 
widely investigated due to the importance of fundamental and simple geometric 
shapes. Hence, the turbulent flow over complex boundary is of considerable 
engineering interest and fundamental importance (Chow 1973, Ead et al. 2000, 
Knight and Sterling 2000, Chan et al. 2003). Intensive research has led to significant 
advances towards understanding and developing methods of accurately predicting 
turbulence behaviour in open channel flow (Yang 2004, Bonakdari et al. 2008).  
 
This literature review focuses on two aspects: one is to critically review some general 
and significant contributions of theoretical and experimental investigations of 2-D 
flows, the other reviews the historical development of flow partitioning and division 
line theory for 3-D channels. The concept of dividing the channel cross section into 
different parts corresponding to the bed and sidewalls for calculation of boundary 
shear stress is classical and different researchers from time to time have developed 
new concepts based on different hypotheses. The contributions of different 






2.2 Turbulence structures in 2-D flows 
2.2.1 Velocity distribution in 2-D flows 
 
Velocity distribution in open channel flows has been studied theoretically and 
experimentally by many investigators (Coles 1956, Coleman 1986, Kirkgoz 1989, 
Kirkgoz and Ardichoglu 1997, Yang 2005). The achievements from both theoretical 
and experimental investigations are significant for understanding turbulent flows in 
both 2-D and 3-D open channels (Nezu and Rodi 1986). All the flows referenced in 

















Fig. 2.1 Coordinate system in an open channel 
 
Fig. 2.1 illustrates the coordinate system which has been adopted in this study. The 
components of u, v and w represent mean velocities, whilst u’, v’ and w’ are the 
velocity fluctuations along the x-axis (streamwise), y-axis (wall normal) and z-axis 
(lateral), respectively. Only fully developed turbulent, steady and uniform flows are 
discussed in the thesis. 
 
After Reynolds’ famous experiment in 1883, researchers knew the existence of 
laminar and turbulent flows. Thus, all fluid flow is classified into one of two broad 
categories or regimes. In concrete terms, turbulent flows always occur in rivers, 
lakes, estuaries and oceans. Since Turbulent flows and their effects are encountered 
in nearly every case where fluid motion is involved, it is important to understand 
their behaviours. The Reynolds equations can be derived from the Navier-Stokes 




with a mean value. The resulting time-averaged equations have additional terms 
involving the time-average velocity fluctuations. These terms are commonly referred 
to as the Reynolds stresses: 
 
 '' jiij vu   (2.1) 
 
where ij  denote the Reynolds shear stress and ui’ and vj’ are the fluctuating 
velocities in i and j directions respectively, and   is fluid density. In the past 
century, extensive research has been performed in order to further understand 
velocity distribution associated with turbulence in open channel flows. Boussineq 










where ''vu  denotes the Reynolds stress in the Cartesian coordinate system, dydu /  
stands for the streamwise velocity, and (u) is the gradient with respect to the wall 
normal direction (y). For wall-bounded turbulent flows, the eddy viscosity T  must 
vary with the distance from the wall. In 1925, Prandtl proposed the mixing length 
theory of turbulent flow by analogy with the kinetic theory of gases so that the 










In the region near a wall, he assumed the shear stress to be constant thus the Eq. (2.3) 


























By assuming that the mixing length lm is proportional to the distance to the boundary, 
ylm  , where  is the von Karman constant and 1*u  is a mean friction velocity. The 
integration of Eq. (2.5) with the boundary condition y = y0, u = 0 (Yang et al. 2006), 















In Eq. (2.6), the parameter y0 is the constant of integration that must be determined 
using the boundary condition, where it is expected that the parameter y0 in Eq. (2.6) 
should be a variable as well (Smits et al. 2011). By using the velocity continuity 











where c is the coefficient to be determined experimentally,   is the kinematic 
viscosity coefficient and s*u  is denoted as the local friction velocity, which may be 
different from 1*u . Then, by substituting the Eq. (2.7) into Eq. (2.6), the velocity 
























   
where  = 0.4 and B =5.5 are the most acceptable parameters in classic log law 
(Nikuradse 1932). In pressurised pipe flow, the overall mean shear stress is identical 
with the local boundary shear stress due to its symmetry, i.e. 1*u s*u , but in open 
channel flows the local boundary shear stress may be variable, or 1*u s*u . Thus, it 
is necessary to examine whether Eq. (2.9) is universal. 
 
It is widely reported that the log-law is applicable only in the inner wall region (y/h< 
0.2) of an open channel flow (Nezu and Nakagawa 1993), where h is the water depth. 
In the outer region (y/h> 0.2), the log-law cannot predict the velocity distribution 
accurately. The velocity distribution deviates from the logarithmic law in the outer 
region owing to the effect of the wake flow. Coles (1956) extended the log-law, by 
introducing a purely empirical correction function. He developed an additional term 
(i.e. wake-term), which acts as a supplement to the log-law, to cater for the velocity 













  (2.10) 
 
where 1*u used in the LHS and the RHS of Eq. (2.10) is identical.   = the "profile" 




called the "law of the wake" and is given by )2/(sin2 2 hy  for open channel flow.  
 
For open channel flows, Coleman (1986) obtained an average   value of 0.19. Nezu 
and Rodi (1986) yielded   = 0 - 0.20, and Kirkgoz (1989) reported a value of   = 
0.1. Cardoso et al. (1989) obtained a Π value of -0.077 over a smooth bed. Kironoto 
et al. (1995) found   value in the range of -0.08 to 0.15 for water flows over a 
gravel bed. Song and Graf (1996) concluded that the wake strength parameter  
depends on the flow’s non-uniformity, the aspect ratio, and the roughness of the bed. 





 13800880 ..    (2.11) 
 
where   is the pressure gradient parameters for non-uniform open channel flow. 
From this past research it is obvious that the   value is not universal and may be 
negative or positive.  
 
For more than one hundred years, researchers have found the position of the 
maximum velocity well below the water surface. The mean streamwise velocity 
subsequently shifts the maximum velocity from the water surface as observed by 
Cardoso et al. (1989). This is known as a dip-phenomenon, as discussed in detail by 
Yang et al. (2004) and Guo et al. (2005). The log-wake law is not able to describe the 
entire velocity profile when the dip-phenomenon exists. Yang et al. (2004) presented 
a dip-modified log-law based on Reynolds-averaged Navier-Stokes equations. This 
model consists of two logarithmic distances; one from the bed (i.e. log-law) and the 
other from the free surface, i.e., )/1ln( hy , and a deviation-correction factor, which 
is the only parameter and can be determined empirically.  
 
Yang (2012) shows that the wake-term appears when upward flow occurs in open 
channels. It can be seen that the previous research stressed each term in a simple 
condition, i.e., either upward motion or downward motion, thus the previous research 
addressed only one condition at a time. But for an open channel flow, the upward 
motion co-exists with the downward motion, and they are driven by secondary 
currents. Yang (2012) shows that both dip-phenomenon term and the wake term are 
needed. 
 
Due to practical considerations, many of investigations have also been conducted at 
high Reynolds numbers. Marusic et al.(2013) discussed the question of whether the 
logarithmic region in wall turbulence is indeed universal in high Reynolds number. 
They analysed recent experimental data in the Reynolds number range of  
54 106Re102    for boundary layers, pipe flow and the atmospheric surface 




of a universal logarithmic region. Both mean velocities and streamwise turbulence 
intensities follow logarithmic functions of distance from the wall. 
 
However, Barenblatt et al. (1993, 1997) stimulated a great deal of new work with 
regard to the mean flow behaviour in high Reynolds numbers. They triggered one of 
the major controversies regarding wall-bounded turbulent flows when they suggested 
that power laws provide a more accurate description for the mean velocity profile 
than the classical wall formulation first advanced by Prandtl (1925). 
 
Zagarola et al. (1997) presented mathematical and experimental evidence to the 
effect that the velocity profile in the region of 50060  y   in a pipe obeys a 
Reynolds-number dependent power law rather than the widely believed log-law for 
Reynolds numbers greater than 310400 . The power law velocity profile, in fully 
developed turbulent pipe or channel flows, is given as: 
 
  Cyu  (2.12) 
 
Zagarola and Smits (1998) discovered that two regions of the mean-velocity profile 
can be distinguished, one following a power law and another following a logarithmic 
law. McKeon et al. (2004) confirmed that the power law region exists close to the 
wall (50<y+<300). However, according to Zagarola and Smits (1998) both the 
multiplicative factor   and the exponent C  are Reynolds number independent. 
Afzal (2001) also proposed that  and C are a function of the friction Reynolds 
number  /Re 1* du  (d is the diameter of the pipe).  
 
The relationships for   and C  proposed by various workers from pipe flow 
experiments are summarized in the following Table 2.1. The work of these authors 
suggests that the power law velocity profiles in pipe flow typify can predict velocity 







Table 2.1The relations for the power law constants   and C   
Present study   C  




Zagarola et al. 
(1997) 
2Re)/(ln535.6Reln/085.1   3055.0Reln7053.0   
Zagarola and Smits 
(1998) 
0.137 8.70 
Afzal  (2001)  Reln/  














Furthermore, further observation and innovative experiments have proliferated with 
the availability of new laboratory facilities capable of generating high-Reynolds 
number flows, such as famous Princeton Super-pipe (McKeon et al. 2004), boundary 
layer (Purushothaman 1993, Hites 1997, Metzger 2002) and fully developed channel 
flow (Liu et al. 2001, Zanoun et al. 2003).  All of these experiments extensively 
investigated the mean flow behaviour over a reasonably large range of Reynolds 
numbers.  
 
2.2.2 Distribution of boundary shear stress in open channel flows 
 
Knowledge of boundary shear stress, be its local or mean value, is required in almost 
all hydraulic problems, such as in computational fluid dynamics, sediment/pollutant 
transport or diffusion, dispersion, channel erosion or deposition, designs of channels 
(Blizard and Wohl 1998, Dey and Raikar 2007, Dwivedi et al. 2010), and in benthic 
ecology (Carling 1992) and lotic environments. The determination of local boundary 
shear stress s  is a prerequisite for scour, deposition, and channel change. 
Apparently a modest error in s  can produce a substantial error in these predictions. 
Determination of local boundary shear stress in an open channel or a closed duct has 
been studied extensively by many researchers, but it still remains one the most 




estimates of s  are important not only for fundamental research, but also for practical 
problems like sediment transport (Wilcock 1996).  
 
2.2.2.1 Determination of shear stress from direct measurements 
 
The boundary region is the source of turbulent eddies. It is also the place where the 
turbulent energy is dissipated into thermal energy due to resistance (Chien and Wan, 
1999). However, because this region has the greatest velocity gradient and highest 
turbulence, it is very hard to obtain reliable experimental data even using the modern 
technologies like the Particle Image Velocimeter (PIV) or Acoustic Doppler 
Velocimeter (ADV). In order to determine the boundary shear stress, researchers 
have to measure the flow structures in a very thin layer near the boundary, and in this 
layer accurate measurement is difficult.  
 
There have been many techniques proposed for measuring the boundary shear stress. 
Ludweig (1949) developed an indirect method that relates shear force to the loss of 
heat from a hot spot on the boundary to the flow medium. A method developed by 
Murphy and Smith (1956) relates shear force to the evaporation of a liquid film from 
the boundary. For both these methods, the insulation between the boundary and its 
surrounding must be excellent or considerable error may result.  
 
Liepman and Dhawan (1952) conducted direct measurement of the boundary shear in 
air by measuring the shear force on a small isolated floating element of the surface. 
However, maintaining a small distance around the element, keeping it in line and 
recording small shear forces are very difficult indeed. 
 
A Preston tube can be used to directly measure the turbulent skin friction (Knight 
and Patel 1985, Rhodes and Knight 1994). It makes use of a simple Pitot tube resting 
on the surface, and the local shear stress can be obtained from water head difference 





Recently some new techniques have been developed to measure the boundary shear 
stress and most of them are useful in the study of boundary layer flows. Wietrzak and 
Lueptow (1994) measured instantaneous fluctuations of the wall shear stress using a 
hot-element probe. The probe was placed in a thick axis symmetric turbulent 
boundary layer on a cylinder aligned parallel to the flow; the probe needs to operate 
very near to, or in contact with, the wall. However, the high noise level due to 
boundary’s deflection or inflection significantly affects the accuracy of 
measurements. 
 
More recently, the wall-shear-stress measurement was conducted using a liquid-
crystal coating, which is thin enough to detect the local wall-shear-stress distribution 
(Reda et al. 1997, Fujisawa et al. 2009). This technique has been tested by Reda et al 
(1997) and Fujisawa et al.(2009) for full field measurement of shear stress 
distribution on the surface of solid bodies immersed in fluid streams, but it has not 
been applied to the wall-shear-stress measurement in a viscous sub-layer.  
 
Therefore, it can be seen that the boundary shear stress can be measured only in 
simple conditions, i.e., flow over a smooth boundary where the flow near the 
boundary is relatively simple to measure. Hence, it is necessary to develop a novel 
method to determine the boundary shear stress using the main flow data and to avoid 
the viscous sub-layer measurements. This may provide hydraulic engineers an 
alternative tool to measure boundary shear stress.   
 
2.2.2.2 Determination of boundary shear stress from various analytical models 
 
There are various methods available for the computation of boundary shear stress in 
open channel flows. Some researchers (Khodashenas et al. 2008) assume that the 
local shear stress s at a given point i  in the wetted perimeter is proportional to the 
local water depth ih . However, Lundgren and Jonsson (1964) recognized that the 
concept of “vertical depth” is not applicable for the calculation of the boundary shear 




Normal Depth Method (NDM) as shown in Fig. 2.2 in which ih  is replaced by Nih , 
where Nih  is the flow depth calculated along the line normal to the wetted perimeter. 
 
Khodashenas and Paquirer (1999) developed a geometrical method to compute the 
local shear stress in an irregular cross section. This merged perpendicular method 
neglects the secondary flow structures and the transfer of momentum between the 
main channel and its floodplains. Furthermore, the roughness distribution along the 






Fig. 2.2 Schematic illustration of the NDM 
 
 
Fig. 2.3 General overview of boundary shear stress distribution from Knight et al. 





Knight et al. (1985, 1994, 2000) worked on the boundary shear stress and boundary 
shear force distribution in smooth channels as shown in Fig. 2.3. They compiled the 
data of previous researchers on the subject and then derived empirical equations that 
give the percentage of the total shear force carried by sidewalls as a function of the 
aspect ratio b/h. They also made some comparisons between boundary shear stress 
distribution in open channels and closed conduits. They noticed certain differences in 
the distribution due to the different secondary flow structure. 
 
Utilising a compilation of data points from the previous research by Ghosh and Roy 
(1970), Kartha and Leutheusser (1970), Myers (1982) and Noutsopoulos and 



























where w  and b  are the mean shear bed and sidewall stresses respectively, S is the 
energy slope, b = channel width, and wSF% = the percentage of the shear force acting 













  146.63log23.3exp% 10 h
b
SFw  (2.15) 
 
Eq. (2.15) above is only valid in smooth rectangular channels for aspect ratios, b/h 
less than 10. Rhodes and Knight (1994), derived the following equation which is 



























Natural alluvial channels very rarely have a flat bed, and the curvature affects the 
flow of water in an open channel in several ways. However, only little research has 
been done to evaluate the boundary shear stress in turbulent open channel over a 
convex or concave bedform. With the curvature effects, variation in the bed shear 
stress over longitudinal ridges is not yet as well understood as that with a flat bed in 
open channel. Replogle and Chow (1966) performed an experimental study of open 
channel flows in smooth and rough circular pipes, to measure the boundary shear 
stress and mean velocity distribution, but they did not develop any general 
correlations for velocity field and boundary shear stress. 
 
 Knight and Sterling (2000) carried out experiments on the boundary shear stress 
distribution in circular conduits running partially full using the Preston tube 
technique. The results for the percentage of total shear force carried by the sidewalls 
agreed well with Knight’s (1985) empirical formula for prismatic channels. 
However, the mechanisms responsible for the redistribution of the boundary shear 
stress in circular open channels are still not clear. Hence, it is necessary to conduct 
exploratory experiments in an open channel flow with curved bed to determine 
effects on the division lines and associated parameters such as velocity distribution 
and boundary shear stress distribution. 
 
2.2.3 Secondary currents in open channel flows 
 
Nikuradse (1926) first made the observations of secondary currents that appeared 
near the corners of duct cross sections, leading to a deformation of the mean velocity 
contours. Such corner vortices in a straight noncircular duct flow have been 
classified as secondary flows of Prandtl’s second kind. An explanation of the origin 
of secondary flows of the second kind was first offered by Prandtl (1926), who 
suggested that in a region of isovels curvature, secondary flows are created by 




fluctuations are greater parallel to the isovels than normal to the isovels, causing flow 
toward the concave side of the isovels. Prandtl (1952) explained the distorted isovels 
by the convection of mean velocity toward regions with low shear (e.g. along the 
corner bisector in square duct flow) from regions with high shear (e.g. along the 
walls in square duct flow). This results in an increased mean velocity along the 
corner bisector and a reduced mean velocity near the wall bisector, as first 
documented experimentally by Nukuradse (1926).  
 
Even though secondary velocities usually amount to a few percent of the bulk 
velocity, the presence of secondary flow considerably displaces the velocity 
contours. Overall, previous works can be separated into two groups. The first is the 
large number of experimental investigations following Nikuradse’s observations by 
means of velocity measurements or flow visualization techniques, such as Tracy 
(1965), Gessner (1973), Melling and Whitelaw (1976), Perkins (1970), Nezu and 
Nakagawa (1984), and Wang and Cheng (2005).  
 
The second group is the theoretical research, which probably started from Einstein 
and Li (1958) who deduced the equation for the relationship between the longitudinal 
vortices and Reynolds shear stresses. They ascribed secondary flows are induced by 
the imbalance of normal Reynolds shear stress, i.e.,  2'2' wv   in the cross sectional 
plate. Gessner (1973) discovered that, after experimentally examining the normal 
stress balance along a corner bisector, the anisotropy of the turbulent normal stresses, 
2'v and 2'w , did not play a major role in the generation of secondary currents because 
all the terms in the equation derived by Einstein and Li (1958) are at least an order of 
magnitude smaller than the terms involving vortices. He inferred from his 
experimental data that the secondary motion is initiated and directed towards the 
corner as a direct result of turbulent shear stress gradients in the main flow region; 
not the imbalance of normal stresses. Gessner’s experimental conclusion was 
surprising since it totally played down the role of the anisotropy of the turbulent 
normal stresses. Thereafter, many experimental results supported Gessner’s 





Furthermore, the underlying mechanisms that initiate secondary flow in developed 
turbulent flow along a corner have been investigated by Yang (2009, 2012). By 
analysing the Reynolds equation in the wall-normal and wall-tangent directions, 
Yang’s study reveals that, like other types of vortices, the secondary currents 
originate in the near-boundary region, and the magnitude (or strength) of secondary 
flow is proportional to the lateral gradient of near-wall velocity. The near-wall 
secondary flow always moves from the region with lower velocity (or lower 
boundary shear stress) to the location with higher velocity (or higher boundary shear 
stress). Subsequently, the near-boundary secondary flow creeps into the main flow 
and drive circulation within a region enclosed by lines of zero total shear stress, and 
leads to anisotropy of turbulence in the main flow region. Yang’s research also 
discusses typical secondary currents in open channel flows and presents the 
relationship between sediment transport and secondary currents. The formation of 
sand ridges widely observed on the earth surface is explained in the light of the 
proposed relationship. 
 
In general, the magnitude of secondary currents is typically less than five percent of 
the bulk velocity (Wang 1992). Based on experimental evidence, it is widely 
accepted that secondary flows do exist in channel flows as shown in Fig. 2.4 (Tracy 
1965, Perkins 1970, Melling and Whitelaw 1976, Tracy 1976, Nezu and Nakagawa 
1984, Yokosawa et al. 1989, Wang and Cheng 2005, Yang et al. 2012). It can be 
clearly observed that two vortices rotate in the corner. One of the vortices is close to 
centre region; the other is located near the side wall in the corner of the channel.  
Although this type of secondary flow is relatively weak, its effects on shear stress 
distribution, heat transfer rates, or transport of passive tracers are quite significant 
(Demuren 1990). Hence, the secondary currents effects in an open channel flow are 


















Fig. 2.4 Vector plot of cross sectional flow velocities (Yokosawa et al. 1989) 
 
Some experimental research work has been carried out on the fluid motion in 
conduits with longitudinal bed forms. Using Laser Doppler Anemometer (LDA) and 
ultra-sonic bed form instruments. Nezu and Nakagawa (1984) found that some 
organized fluid motions and the associated sediment transport occurred side by side 
on a moveable plane sand bed as shown in Fig. 2.5. Nezu and Nakagawa (1984, 
1993) proposed that the evolution process of longitudinal bed forms starts with the 
presence of the corner vortex, which is created due to the sidewall effect. This corner 
vortex creates lateral variations in bed shear stress and ultimately leads to the 
formation of the sand ridges near the walls. This further induces bed shear stress in 
the lateral direction, generating new vortices. This process carries on until the 
cellular secondary currents and the sand ridges occur across the entire section. These 
instantaneous secondary currents may be responsible for the formation of smooth and 
rough strips on the bed and ultimately, sand ribbons, which in turn stabilize 
secondary currents in space (Wang and Cheng 2005).  
 
Besides attempts to clarify generation mechanisms, much effort has been expended 
to make clear the basic characteristics of cellular secondary flows and associated 
longitudinal bedforms. All of the longitudinal bedforms in current experiments are 
relative small (Nezu and Nakagawa 1984, Wang and Cheng 2006). However, 
experimental studies in an open channel with a longitudinal convex bed should 




The large scale bed element can then be used to characterise the elevation variations 
in the spanwise direction. For further investigation, these studies need to be 
combined with the variation of bed shear stress. Furthermore, highly accurate 
datasets are required for development and evaluation of turbulent models for three 
dimensional with ridges. 
 
Fig. 2.5 Schematic flow pattern of secondary currents over longitudinal ridge 
 
2.2.4 Turbulence coherent structures 
 
Coherent structures are important characteristics in river dynamics and coastal 
engineering. They distribute particles and pollutants across the whole water column 
much faster than small scale turbulence. The process of these coherent structures is 
termed the “bursting process”. The study of bursting process in river flows is 
essential in order to understand the mixing and transport processes related to 
intermittent flow. However, due to the complexity and stochastic nature, the structure 
of turbulent flow of these structures is not completely understood. The concept of 
bursting process and its contribution to turbulent shear stress was firstly introduced 
by Kline et al. (1967) as a quasi-periodic process by which momentum is transferred 
into the boundary layer. 
 
Following quadrant analysis of two-dimensional velocity fluctuation, Yang (2010) 
concluded that the bursting process consists of four different types of event: outward 
interaction ( 0',0'  vu ), ejection ( 0',0'  vu ), inward interaction ( 0',0'  vu ) and 




quadrants identified for the velocity fluctuations and the associated bursting event are 
shown in Fig.2.6. 
 
 
Fig.2.6 Four classes of bursting events and their associated quadrants 
 
The contributions of coherent structures, such as the sweep (quadrant IV) and 
ejection (quadrant II) events, to momentum transfer have been extensively studied 
through quadrant analyses and probability analyses based on two-dimensional 
velocity information. Using similar techniques, the contributions of the four events to 
the surface renewal motion has been determined from experimental measurements.  
 
Numerical techniques for turbulent shear flows may be classified as multi-equation 
turbulence mode, large-eddy simulation and direct numerical simulation. The rapid 
development of numerical fluid mechanics is surprising (Beale et al. 1993, Frank et 
al. 2008, Gui et al. 2010, Joung and Choi 2010, Pradeep and Hussain 2010, 
Nejadmalayeri et al. 2013) and is associated with the progress of powerful 
supercomputer technology. Supercomputers provide a powerful lead for the 
development of improved models of complicated turbulent flows in hydraulic 
engineering. However, computed databases will be further verified by experimental 
data. Experiments can assist in the clarification of coherent structures and other 






2.3 Review of existing models of division lines 
 
Hydraulic and hydrological engineers who have used the concept of flow region 
division include renowned researchers such as Leighly (1932), Keulegan (1938), 
Haywood (1940), Einstein’s (1942), Chien and Wan (1999). Among those who 
embraced the concept of a dividable flow region, some believe that the division lines 
be straight, e.g., Keulegan (1938), Yang and Lim (1997), while others such as Daido 
(1992) and Guo and Julien (2005) assume they should be curves. There is a debate 
about whether the flow region is dividable and how it should be divided. Even those 
who believe that the flow region is dividable find there is also a debate about the 
physical existence of a division line. Einstein, for example, did not believe in the 
existence of division lines and his model of a hydraulic radius division is only a 
mathematical treatment with no real physical interpretation. As for the division lines, 
it is also unclear whether they are straight or curved. 
 
It is necessary to verify, using experimental data, whether flow regions are dividable. 
A simply way to do this is to measure the shear stress in a flow field and to examine 
whether the shear stress along the lines is zero. But the literature suggests that there 
has been no research to infer the existence of lines that divide the flow. 
 
2.4 Various models of division lines 
 
The idea of mapping the cross section of a channel and defining these sub-regions by 
bounding orthogonals to the isovels as shown in Fig. 2.7, was firstly proposed by 
Leighly (1932), who suggested that a flow region could be divided into infinite 
elements by curves normal to the isovels. He suggested the idea of indirect 
determination of shear stress distribution with the help of velocity distribution. The 
shear exerted on the unit area A  was computed as the product of turbulent exchange 












Fig. 2.7 The relationship between the local boundary shear stress and flow area 
 
Chiu and his colleagues (1986, 1992, 1995) later suggested a mathematical model 
based on the concept of isovel patterns permitting the application of the Leighly’s 
idea. They developed a method for a 3-D flow, which does not require primary flow 
velocity data. The method was applied to study a dimensional structure of flow in 
rectangular open channels as shown in Fig. 2.8. However, Nezu and Nakagawa 
(1993) comment the description of isovel curves by means of simple analytical 
functions is difficult. Meanwhile, Nezu and Nakagawa (1993) pointed out that the 
results calculated by Chiu and his colleagues (1986, 1992, 1995) had large errors. 
Therefore, this method is not really reliable. Hence, we may develop a new method 
based on the application of the Leighly’s idea to determine the locations of division 
line.  
 
Fig. 2.8 Coordinate systems and model parameters as given by Chiu and Chiou 
(1986) 
 
Keulegan (1938) hypothesised that a flow region in a prismatic river channel could 
be partitioned by straight division lines which bisect the base angles (see Fig. 2.9). 




for two flow conditions: case 1, when the bisectors of the internal angles intersect 
above the water surface and case 2, when they intersect below the water surface. It 
can be seen that Keulegan’s method assumes that the division line is the bisector of 
base angles of a polygonal channel, but it is not clear whether the base angle should 
be bisected equally if the sidewalls and bed are composed of different roughness 
elements. At this juncture, it may be pointed out that Keulegan’s method is 
applicable only to a channel with equal roughness on side walls and bed. 
 
Einstein (1942) proposed that the hydraulic radius is separable, which permits a 
separation of the cross section of a river into regions which are governed by 
Manning’s equation based on a local hydraulic radius and roughness coefficient 
relevant to the wall and bed to which they are adjacent. Unfortunately Einstein did 
not provide any theoretical explanation of why the flow region is dividable or how it 





Fig. 2.9 Diagrams of trapezoidal channels to illustrate Keulegan’s (1938) division 





Chien and Wan (1999) attempted to explain Einstein’s hypothesis in terms of the 
energy transport mechanism by stating that “the energy from a unit element of water 
transmits only in one direction: to the left wall, to the right wall or to the channel 
bed. Thus from the view of energy the whole flow section can be divided into three 
parts” (see Fig. 2.10). In addition, they did not provide a useful way of determining 




Fig. 2.10 Partitioning of flow cross sectional area after Einstein (1942) and Chien 
and Wan (1999) 
 
Using Einstein’s logic, can then be separated into separate sidewall and bed mean 
shear stresses, b and w respectively. Calculations of the mean shear stresses can be 
performed by following Eqs. (2.17) and (2.18):  
 
 SgRbb    (2.17) 
 Sww gR   (2.18) 
 
where g = gravitational acceleration, bR and wR =hydraulic radius corresponding to 















Fig. 2.11 Flow partitioning theory and boundary shear stress distribution 
 
2.5 Analytical models used in the present study 
 
Daido (1992), performed extensive research in order to derive an equation for the 
division lines present in a rectangular open channel flow. Daido’s Method (DM): 
applied the Karman-Prandtl velocity equation from the sidewall and the bed 





































where z and y are normal to the boundary, as shown in Fig. 2.12, 1u  and 2u  are the 
velocities at a distance from the bed (= y ) and side wall (= z ) respectively, bu* and 
w*u are the shear velocities on the bed and side walls, respectively, and is the 
kinematic viscosity. He assumed that at any point on the division line 1u = 2u  must be 


























However, an experimental validation of Daido’s model by applying Eq. (2.21) and 
Eq. (2.22) has not yet been undertaken.  
 
Guo and Julien (2005) determined the bed and sidewall shear stresses in a 
rectangular open channel flow by solving the continuity and momentum equations. 
Conformal mapping was used to partition the flow and the following equation (2.23) 


















where b is the width of the channel.  
 
The Guo and Julien Method (GJM) considers the control volume partitioned by the 
curved division line by their first approximation, as illustrated in Fig. 2.12. Yang and 
Lim (2006) analysed GJM’s second approximation of their division line expression, 



















































where 4/21   . 
 
Yang and Lim (1997) hypothesised that turbulent energy must be transported 
towards the boundary for dissipation through a minimum relative distance   that is 
defined as: 
 





where  denotes geometrical distance from any point of energy source in the main 
flow field to the boundary, and D is the characteristic length indicating the energy 
dissipation capacity of the boundary. For a smooth boundary, 
 
 */uD   (2.26) 
 
Yang and Lim Method (YLM) argues that as the energy in a region adjacent to a 
wall needs to transfer to the wall, thus the structure of its turbulence is mainly 
governed by the characteristics of the sidewalls, same as the bed region, which is 
why the flow region is dividable. As the energy transfers from the main flow region 
to the boundary, it is always accompanied with a variation of Reynolds shear stress 
and velocity. Thus Yang and Lim (1997) inferred that along the path of energy 
transfer the Reynolds shear stress increases linearly from zero at the division lines in 
the main flow region to the boundary shear stress, and the velocity increases 
logarithmically from zero at the boundary to its maximum value on the division lines 
that must satisfy: 
 
 w = b  (2.27) 
 
where the subscripts “w” and “b” denote the wall and bed. In other words the linear 
and logarithmical profiles of Reynolds and the velocity will vanish beyond the path 
of energy transfer. If the measured mean velocity does not increase logarithmically 
with the distance to the sidewall it means the energy is no longer transferred towards 
the sidewall, but to the bed. This also means that the division in the flow region is 
detectable from the characteristics of mean velocity distribution. The equation of the 
division line can then be derived as: 
 




  // ** bw yuzu   (2.29) 
 
where z and y are normal to the boundary and their lengths are the shortest to the 
boundary concerned. 
 
Cacqueray (2009) recently divided the rectangular channel cross section based on 
Leighly’s concept with the help of CFD simulations. Using the Guo and Julien 
(2005) equations for boundary shear stress, they have shown that the effect of 
secondary currents and internal fluid shear stress at the interface is not negligible but 
contribute significantly to the shear stress development at the boundaries. The shifts 
of the line due to changes in the channel aspect ratios have also been analysed. After 
calculating the boundary shear stress with the help of CFD simulations, the results 
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   (a)                                                        (b) 
Fig. 2.12 Division lines proposed by previous researchers in shallow-wide (a) and 
deep-narrow (b) types in rectangular channels where the dashed lines are normal to 
the boundary. 
 
The above literature review reveals that many division lines have been proposed as 
shown in Fig. 2.12. As for the division lines, it is easy to infer that the flow region is 
dividable if the shear stress measured along these lines is zero (Vanoni and Brooks 




this. Therefore, there is an urgent need to experimentally verify the existence of 





The literature review shows that much effort has been devoted in the past to the study 
of velocity distribution in 2-D open channel turbulent flows. It has been well 
accepted that in the wall region (y/h<0.2), mean velocity distribution in open channel 
flows follows the logarithmic law, and in the outer region (y/h>0.2), it follows the 
log-wake law or log-wake-dip law. Furthermore, a brief review of the experiments 
and theories associated with high Reynolds number flows show that power laws 
provide a new description for the mean velocity profile in open channels and closed 
conduits. 
 
An extensive review of the work done on shear stress distribution has been 
presented, including various analytical model and experimental findings in open 
channels and closed conduits. Different techniques available for the measurement of 
shear stress in laboratories are reviewed. However, researchers have not often 
applied these techniques to field work because the measurements of the boundary 
shear stress in the viscous sub-layer could be significantly affected by boundary 
turbulence. Thus, it is essential to develop a novel method to determine the boundary 
shear stress using the main flow data and avoid the viscous sub-layer measurements.   
 
In turbulent flows, an in depth review of the mechanisms for the formation of 
secondary currents in a natural channel has been undertaken. The contributions of the 
coherent structures in 2-D flow are also reviewed in this chapter. Although current 
simulation technique provides a powerful lead for the development of coherent 
structures in hydraulic engineering, these simulated results still need to be further 
verified by experimental data.  
 
The various hypotheses given by different researchers on the concept of division 




assume they should be curves. Hence, there is a debate about the shape of division 
lines but there is no agreement in the literature about why the flow region is 
dividable and how it can be divided. For this reason, experimental research is needed 
to verify whether the division lines actually exist in flow regions. Meanwhile, 
rigorously designed experiments are required in order to verify the existing 





3 EXPERIMENTAL SETUP AND PROCEDURE 
3.1 Introduction 
 
Experimental studies allow precise control of variables, enabling the experimenter to 
isolate one key variable in order to observe its effect on designed phenomena. 
Experimental research also provides an opportunity to study various flow scenarios 
and their relative importance to the problem in hand. Furthermore, experimental 
models provide necessary data to validate analytical models. 
 
This chapter first briefly describes the general arrangement of the experimental flume 
and its water circuit. It then presents the development (design, fabrication and 
commissioning) of the experimental set-up, test procedure and measurement 
instrument LDA. Following this, the effects of sample size and particle seeding 
concentration are carefully analysed in this chapter in order to obtain good quality 
data. The reasonable sample size of data collection and concentration range has been 
investigated and the obtained results are given at the end of the chapter. 
 
3.2 Flume construction 
 
The general arrangement of the experimental channel is illustrated in Fig.3.1. The 
experiments were undertaken in a large-scale flow loop at the University of 
Wollongong, Australia in which water was supplied from a head tank. The main 
components of this flume were the head tanks, tail tank, glass water channel, 
recirculation pipe system, and two pumps. This flume was used for all the 
experiments throughout this study. 
 
The head tank and the tail tank were constructed using stainless steel as shown in the 
design drawing. The head tank was aligned centrally to the flume and symmetrical 
about the centre line of the channel so that the flow at the entrance of the channel 
was as uniform as possible. A honeycomb section was also located at the entrance to 
the flume. Through the addition of this honeycomb, the velocity distribution within 




flume was controlled by an adjustable tailgate in the downstream tail tank. The 
relative height of this tailgate was adjusted by rotating the attached handle. This was 
installed at the entrance of the tail tank. Four sampling locations were chosen at 
distances X = 1.0 m, 2.6 m, 4.0 m and 6 m from the channel entrance respectively. 
From the data recorded at these locations, it was possible to visually analyse the 
development of uniform flow in the channel prior to experiments. 
 
Clear float glass panels of 12 mm thickness were selected to construct the channel 
section of the flume and they were fastened together by small 2.5 mm bolts. Fifty 
millimetre diameter fittings were used in most of the pipe work and connections. For 
releasing the excess pressure produced by the pumps, bleed valves were incorporated 
in the plumbing system design. In the design, transition pieces were added to connect 
the tank outlet to the channel.  
 
The flow of the flume was generated using a 40 L/s pump connected to the head tank. 
For monitoring the flow rates in the channel, an electromagnetic flow metre (F-2000 
from Blue White Industries Ltd) was fixed to the plumbing system. The flow rate 
through the flume was controlled by the pump’s frequency. This was set via the 
pump control panel as shown in Fig. 3.2.  
 
3.3 Determination of bed slope 
 
According to Kazemipour and Apelt (1983), for one channel slope there is only one 
flow rate which would give a water surface profile parallel to the bed of the channel, 
in other words a uniform flow. Hence, for such a condition, the average velocity of 
flow would be the same everywhere. 
. 
To determine the channel slope, elevations of the bed along the centre lines of the 
channel was obtained with a surveyor’s level. This instrument has accuracy to one 
tenth of a millimetre. With the experiments set up, the representative value of 0.1% 
and 0.2% were chosen as the bed slope for the whole channels as shown in the 


























































































































































Fig. 3.2 The photograph of the pump control panel 
 
3.4 Setting uniform flow 
 
The following procedure was used to obtain uniform flow. For a particular discharge, 
the sluice gate at downstream was gradually adjusted such that the required water 
depth was achieved. At this point, the flow depths measured downstream and 
upstream of the test section using point gauges should be equal. If not, then the 
discharge and the sluice gate were adjusted until the desired water depth was 
obtained. 
 
It is well known Hinze (1959) proposed that the concept of “fully developed 
turbulent flow” is applicable to the flow of fluid with constant properties or constant 
time-mean structures. According to Nezu and Rodi (1985) and Gessner (1981), the 
following condition should be satisfied for the required entry length RL 240 to 
achieve the fully developed two dimensional flow in a rectangular duct. Here, R 
stands for hydraulic radius. In previous work, Gessner and Jones (1965) found that 
the value of RL / =160 (for a square duct) also gave the fully developed conditions. 
Nezu and Rodi (1986) used RL / = 232-316 for their experiments in open channel 
flows. Steffler et al. (1985) and Kirkgoz (1989) carried out their LDA measurements 
of fully developed steady flow in rectangular open channels. Kirkgoz’s test section 




aspect ratio b/h of 5.08, the hydraulic radius is 0.102 m, resulting in an L/R value of 
about 130. Other researchers seem to have shown a marked reluctance to ascribe a 
minimum limit to the development length. In the above cases, the researchers have 
accepted the flow as fully developed in significantly shorter lengths than that 
proposed in Gessner’s work. As mentioned by Johnson (1991), entrance conditions 
for open channel flow are inordinately influential on conditions far downstream. 
Depending upon the extent of inlet smoothing and upstream turbulent reduction, the 
minimum length to achieve fully developed uniform conditions will obviously vary 
significantly. 
 
Kirkgoz and Ardichoglu (1997) proposed an empirical equation to determine the 
length of the developing zone with Reynolds number and Froude number Fr. A 
length no less than )Re/0001.076( Frh   is recommended to establish fully 
developed flow. For our experiments, the required entry length (according to Kirkgoz 
and Ardichoglu (1997)) would be approximately 5.4 m. Yen (2003) also proposed 
that an upstream length of about 100R is often recommended in laboratory practice 
for full pipes and channels for mean flow establishment. Meanwhile a length no less 
than 50R is often recommended to reduce the effect from downstream. In our 
experiments, the maximum hydraulic radius is 0.075 m, therefore the required entry 
length according to Yen (2003) would be approximately 7.5 m. However, the 
maximum length of the flume is 10.5 m, thus the provision of such a length was not 
possible in the current laboratory situation due to the downstream effects. By 
considering the recommended locations from Kirkgoz and Ardichoglu (1997) and 
Yen (2003), we set the test section at 6 m downstream which is approximately 80R 
from the entrance and 67R from the tail gate.  
 
In order to ensure that fully developed flow was achieved using the above entry 
length, measurements of the stream wise velocity (U) were normalized by the centre 
line mean velocity Um along four cross sections at X=1.0 m, 2.6 m, 4.0 m and 6.0 m 
were obtained along the total width of the channel. Each velocity profile from the 
centre line to each side wall was measured. The following figures from Fig. 3.3 to 
Fig. 3.6 ensure that the fully developed flow is achieved at an entry length of X = 6.0 




achieved exactly at z/B = 0.5 (B = 300 mm, channel width). Finally, the test location 
was chosen at 6 m downstream from the entrance, and the uniform flow was 
established within the flume prior to the collection of any experimental data. 
 












Fig. 3.3 Horizontal profiles of u/Um distribution over smooth flat bed at X= 1.0 m, 
when y/h = 0.83 (R1) 
 
 













Fig. 3.4 Horizontal profiles of u/Um distribution over smooth flat bed at X= 2.6 m, 

















Fig. 3.5 Horizontal profiles of u/Um distribution over smooth flat bed at X= 4.0 m, 

















Fig. 3.6 Horizontal profiles of u/Um distribution over smooth flat bed at X= 6.0 m, 
when y/h = 0.83 (R1) 
 
3.5 Different channel cross section used in research 
 
Experiments were classified into three groups. Three different bed forms were set up 
in the flume; namely the flat bed, convex bed and concave bed. The aim of this 
research is to examine whether the division lines can be determined from the mean 
velocity distribution in a flume with a flat or curved bed. A fully developed, uniform 





The first group consisted of experiments in smooth rectangular open channel, and the 
flume was 10.5 m long, 0.3 m wide and 0.45 m high (Fig. 3.7) with a slope set to a 
certain value for different experimental conditions. Experimental conditions are 
given in Table 3.1. A series of velocity profiles were measured as sample mesh 
shown in Fig. 3.7 with different B/h values. The channel width was fixed, and the 
flow depth h was changed in order to examine the effect of aspect ratio in this study. 
Hence, a comprehensive set of high quality data, such as velocities, turbulence 
intensities, Reynolds stresses and boundary shear stresses of the 3-D turbulence 




Fig. 3.7 Experimental arrangement and flume sample mesh for LDA measurements 








Table 3.1 Summary of the main hydraulic parameters in rectangular channel 
Trail Slope h (m) B (m) R (m) B/h n Q (m3/s) Um (m/s) u*1= gRS (m/s) 
Run 1 0.001 0.065 0.3 0.045 4.62 0.01 0.008 0.47 0.021 
Run 2 0.001 0.09 0.3 0.056 3.33 0.01 0.013 0.57 0.023 
Run 3 0.001 0.11 0.3 0.063 2.73 0.01 0.017 0.59 0.025 
Run 4 0.001 0.15 0.3 0.075 2.00 0.01 0.025 0.6 0.027 
Run 5 0.001 0.16 0.3 0.077 1.875 0.01 0.028 0.63 0.028 
Run 6 0.002 0.065 0.3 0.045 4.62 0.01 0.008 0.49 0.030 
Run 7 0.002 0.09 0.3 0.056 3.33 0.01 0.013 0.62 0.033 
Run 8 0.002 0.11 0.3 0.063 2.73 0.01 0.017 0.67 0.035 
 
Secondly, the flat bed was replaced by a smooth PVC semi-pipe (radius r=150mm) 
to form a convex bed, as shown in Fig. 3.8. A curved bedform was inserted in the 
channel to give a different convex level to simulate a non-erodible deposited 
sediment bed or a certain type of hydraulic structure in the channel. Joints in the 
glass sidewall and bedform were sealed with silicone and made as flat as possible. 
The reason for selecting PVC pipe as the fabricating material is its low Manning 
roughness (≈0.01), hence eliminating the effect of different roughness on the side 
wall and bed. The main hydraulic parameters are shown in Table 3.2. In order to 
visualize the mean flow pattern across the section, sampling mesh (Fig. 3.8) was 
extended to a complete rectangular size, in which unknown values at the extended 
points were extrapolated from the collected data using interpolation. It is important to 
note that the N1 to N8 in Fig. 3.8 are lines normal to the convex boundary. Similarly, 
the horizontal lines from S1 to S15 are also presented in Fig. 3.8. Thus, it was worth 
attempting to analysis the velocity profile at different normal directions from the 









































Fig. 3.8 Experimental arrangement and flume Sample mesh for LDA measurements 




Table 3.2 Summary of the main hydraulic parameters in rectangular channel with 
convex bedform 
Trail slope h (m) b (m) R (m) b/h n Q (m3/s) Um(m/s) u*1= gRS (m/s) 
A 1 0.002 0.175 0.3 0.021 1.719 0.01 0.011 0.31 0.018 
A 2 0.002 0.185 0.3 0.024 1.622 0.01 0.012 0.34 0.019 
A 3 0.002 0.198 0.3 0.028 1.515 0.01 0.013 0.41 0.021 
 
Thirdly, a smooth PVC semi-pipe (radius r = 150 mm) was incorporated into the 
flume to form a circular cross section, as shown in Fig. 3.9. Similarly, the 
experimental program was to undertake a series of velocity distribution 
measurements with different h/r values (Table 3.3). In order to obtain the entire mean 
flow pattern across the section, sampling mesh (Fig. 3.9) were extended to a 
complete rectangular size, in which unknown values at the extended points were 
extrapolated from the collected data using interpolation.  
 
The main hydraulic parameters calculated from Eqs. (3.1) to (3.2) are shown in Table 
3.3. The flow depth h was varied from 50% to 100% of the cross section radius r. 
The hydraulic radius R was determined from the flow area A and the half wetted 
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Fig. 3.9 Experimental arrangement and flume sample mesh for LDA measurements 
in circular channel 
 
Table 3.3 Summary of the main hydraulic parameters in circular channel 
Trail slope h (m) r (m) R (m) h/r n Q (m3/s) Um (m/s) u*1= gRS (m/s) 
C1 0.001 0.075 0.15 0.059 0.50 0.01 0.009 0.461 0.024 
C2 0.001 0.105 0.15 0.067 0.70 0.01 0.013 0.543 0.026 
C3 0.001 0.125 0.15 0.071 0.83 0.01 0.016 0.56 0.026 
C4 0.001 0.14 0.15 0.073 0.93 0.01 0.018 0.569 0.027 
C5 0.001 0.15 0.15 0.075 1 0.01 0.02 0.59 0.027 
 
3.6 Components of LDA system and the test rig 
 
Throughout the experimental process in this study the particle velocities were 
measured using a Dantec two component LDA system. It is a two component 
configuration with a 60 mm optical fibre probe and a front lens with a 400 mm focal 
length. The system consists of a 300 mW continuous wave Argon-Ion laser, 
transmitting optics including a beam splitter Bragg-cell and signal processors. Green 
(514.5 nm) and blue (488 nm) components were used to measure the horizontal and 
vertical components of the velocity respectively. The optics for 2-D LDA was 




from a particle refers to the reflected light being captured by the receiving optics on 
the same side as the incident laser beams, with reflected light going back into the 
prove head through the front lens. The wavelength of the dimension of the 
measurement volume was approximately 0.189×0.189×3.97 mm for both colours 
when measured in air. The characteristics of the LDA system used are summarized in 
Table 3.4. 
 
It is well known that LDA offers unique advantages in comparison with other fluid 
flow instrumentation. 
 
 No calibration is necessary because the relevant relation between the velocity 
and the Doppler frequency can be determined quite accurately from theory. 
 No probe is introduced into the flow. 
 High spatial resolution. 
 Well defined directional response 
 Reverse velocity and turbulence in flow with zero mean velocity can be 
measured accurately. 
 
Hence, no calibration for LDA was necessary prior to the experiments. It is important 
to note that during the measurement of the two velocity components (u and v) by 
LDA, data acquisition of the components needed to be coincidental in time for all the 
data pairs u(t) and v(t). The signal processor is a Dantec Burst Spectrum Analyser 
(BSA) connected to an oscilloscope and a PC. The BSA converts the electrical 
signals, which are processed by the oscilloscope into velocity data, which again are 
monitored online by a PC. Raw data exported from BSA can be processed into 
statistical values like mean velocities, root mean squared values of velocity 
fluctuations and Reynolds stresses.  
 
By using coincident measurements, the measuring volumes are essentially coupled 
into one net measuring volume and all data relating to an individual particle are 
processed simultaneously. Once the system is properly configured, the data retrieval 
process could begin (as shown in Fig. 3.10). Throughout this process, the bursting 




system was performing properly. The validation ratio of the in Dantec Burst 
Spectrum Analyser is a good indicator of some of the possible problems encountered 
while using a LDA. The manufacturers have typically recommended re-alignment of 
the whole LDA system with validation scores below 70. During data acquisition, the 
recorded data samples at each location were tabulated and placed into a new sheet in 
the LDA file. Once the acquisition was complete, all sheets of recorded data were 
exported into Microsoft Excel format so that a detailed analysis of the recorded data 
could be performed.  
 
 
Fig. 3.10 Dantec Burst Spectrum Analyser 
 
Table 3.4 LDA Characteristics 
Wavelength   nm 500 
Beam separation ED mm 38 
Beam diameter Ed mm 2.2 
Receiver aperture Da mm 47 
Focal length f mm 400 
Measuring volume diameter dx m 189 
Measuring volume length dz mm 3.97 
Fringe separation   m 5.27 




3.7 Sample size and seeding concentration effects 
 
Sample size determination is the act of choosing the number (j) of instantaneous 
measurements to calculate the mean value of each velocity component jU . 
Experimental data are always subject to measuring errors and statistical uncertainties 
(Kikura et al. 1996). A reasonable instantaneous sample size can provide accurate 
results and avoid the statistical uncertainties. Therefore, it is necessary to quantify 
the reasonable instantaneous velocity sample size in open channel experiments. For 
the experiment, sample size could be set into the BSA software manually and be 
automatically recorded for each individual point by BSA software. The system noise 
originates from vibrations of the test setup. The measured noise contributing to the 
velocities was subtracted from the velocity data by the BSA software. The sampling 
rate varied point by point, and it generally ranged 10 - 100 Hz. However, for the 
points very close to the bed, the sampling rate for some of such points reduced to less 
than 10 Hz, and the data collection automatically terminated once the sampling 
number reached software setting. Some experimenters only consider the time scales; 
it means they measure instantaneous velocities for each individual point with the 
same acquisition time (Zhang 2002). However, if we fix the acquisition time, the 
sample size may not be the same due to the data rate variation, and it may create a 
relative larger error with small sample size. In order to analyse the accuracy of mean 
velocities and other statistical parameters, it is useful to determine the reasonable 
instantaneous sample size during experiments. 
 
3.7.1 Influence of the sample size on mean velocity  
 
In normal user interface mode, the record length mode is set to auto-adaptive mode. 
The record interval for each burst signal depends on the record length and the 
velocity span properties of the channel. The burst signal mostly is longer than the 
record length, thus only the part within the record interval was used for the frequency 
estimation. The spectrum of a burst which is cut off at both ends will have some side 
peaks, but since we are only estimating the main peak, the cut off effect is small. 




processors. The mean quantities are the assembled averaged values, or the mean 
value of the data calculated for a given position as explained in the following 
expressions. Velocity bias is present for all LDA systems operating in “burst” mode. 
Assuming the particles are uniformly distributed in the fluid, the likelihood of a 
particle passing through the measurement volume is proportional to the fluid 
velocity. In situations where the data density is high, this bias can be avoided by high 
numbers sampling of the processor output. The mean quantities are the averaged 
values for a given position, as explained in the following expressions, and the mean 











where jU is the mean velocity component in a streamwise direction and the subscript 
j is the sample size used in the calculation. The different sample sizes, i.e. 
j= s , s2 , s3 … s2000 ( 10s ) were used to calculate the mean value, 
and iu denotes the instantaneous velocity at a different time i. In situations where the 
data density, i.e. j, is high, this bias can be avoided by sampling high numbers from 
the processor output. We therefore chose a different sample size to calculate the 
longitudinal mean velocity to estimate the uncertainty. Here, y/h stands for the 
vertical distance above the bed along the centreline.  
 
Normally, the mean value was much steadier as the size of the sample increased so it 
can be concluded that comparable estimates of mean value will require a 
significantly larger sample population. However, it is important to set an appropriate 
sample size to save experiment time on each single point. It is therefore very 
important to acquire an adequate number of samples in order to reduce the effects of 
sample size and inherent measurement error on the estimated statistics.  
 
To propose an empirical equation for the relationship between random error  and 
sample size, an error analysis is calculated in the following section. Experimental 




errors in a general way is very difficult we use random errors in this section to 
analyse the influence of sample size in estimating the mean velocity. For this 
purpose, tests were performed with measuring errors using the specified possible 













The mean velocity Nu was calculated from 20,000 samples. As noted in Fig. 3.11, 
the error seems to be approximately equal to zero for a large sample size. To 
provide a predictive tool, an empirical equation has been developed to predict the 
random error from Fig. 3.11. In current LDA configuration, the following proposed 
empirical equation was obtained: 
 
 7.0.19  N  (3.7) 
 
This equation provides a satisfactory data representation, with R2  = 0.86. Clearly, Eq. 
(3.7) can be used to predict the sample size prior to experiments. Throughout our 
current experiment the size of the sample chosen was 1000. From the calculation of 
Eq. (3.7), the likely random error is only around 0.15%. Hence, it can be considered 
to be sufficient in two components LDA in their current configuration. Thus, this 
sample size was set into the software manually and then each individual point was 
recorded automatically by BSA software. The LDA system operates by measuring 
the velocity of particles within the fluid flow under the assumption that the particles 



















Fig. 3.11 Error analysis about the mean velocity calculated from different sample 
size in the depth of 70 mm water flow ( j = 20000) 
 














Fig. 3.12 Error analysis about the mean velocity calculated from different sample 
size in the depth of 70 mm water flow ( j = 2000) 
 
3.7.2 Effect of seeding concentration  
 
The incident laser beams have a specific velocity and frequency, but the particles, 
due to their movement, see a different frequency which is subsequently scattered 
back to the receiver (Diasinos et al. 2013). The LDA system operates by measuring 




and fluid have equal velocities. In order to obtain accurate measurements, it is 
paramount that the seeding particles within the fluid are distributed uniformly and 
homogenously. The water was seeded with polyamide particles with diameters of 20 
m and 50 m  (Dantec’s PSP-20 and 50). Samples were prepared using a range of 
concentrations from which the turbidity was measured. The relationship between 
concentration and turbidity was determined by experiments in the Environmental lab 
of UOW. Hence, particle concentration is defined from Eq. (3.8) by water sample 
turbidity, and the water sample was collected from the flume. It is useful for practical 
purposes to calculate the accurate seeding concentration from LDA operation. 
 
 7995.1)(3314.0)( NTUTurbidityppmionConcentrat   (3.8) 
 
It would be helpful to point out the effect of particle seeding concentration in 
velocity measurements, i.e. mean velocity and Reynolds shear stress. In the existing 
literature, there is little research regarding to the appropriate seeding concentration in 
LDA measurement. Thus, it is worthwhile to measure the velocity patterns in an 
open channel with different particle concentrations. In order to obtain measurements 
over a range of seeding concentration, different concentrations (5 ppm, 7 ppm, 9 
ppm, 11 ppm) were used in the open channel flow with the diameters of 20 m  and 
50 m PSP. Therefore, the measurements could be obtained at various particles 
seeding concentration, and the measuring results were used for comparison.  
 
According to the relationship between concentration and turbidity in Eq. (3.8), the 
concentration in water flow can be determined by experiments. Fig. 3.13 depicts 
velocity profiles of the longitudinal velocity component measured by the different 
seeding concentrations in the open channel. By plotting the measured velocity profile 
as 1*/ uuu 
 versus /* yuy s

, the friction velocity *u  are determined 
by  0.5gRSu 1* and  
0.5ghSu s * . Fig. 3.13 illustrates the velocity distribution at 
the centre of the channel b/2 for the four data sets used in this study. Comparison of 
selected measured velocity profiles and the log-law is given in Fig. 3.13 in which the 
classic log-law is plotted as a solid line. The following plot of central channel 





As expected, each of the data sets produced a streamwise velocity distribution profile 
that was nearly linear as described by the classical log-law. The figure shows that the 
measured velocity profiles agree well with the log-law in the seeding concentration 
between 7-11 ppm, and the measured velocity profiles deviate significantly from the 
log-law when the seeding concentration is 5 ppm. This deviation could be the result 
of low seeding concentration. As particles traverse this volume, scattered signals 
from particles are detected and the time elapsed between the entry and exit of the 
particle are recorded. Thus this unexpected error in measurement may come from 
seeding number reduction near to the measuring location. 
 
From the analysis of Fig. 3.13, it can be said that the velocity distribution is more 
accurately comparable to the theoretical log-law distribution for the concentration 
between 7-11 ppm. The velocity is obtained from frequency of light scattered by 
particles, which is a source of additional information on the particles, i.e. their 
concentration. It was found that particle concentration yields physical effects in the 
measurements of water flow. 
 
The distributions of normalized Reynolds shear stress 2*/'' uvu in the central channel 
region of each data set are presented in this section. This Reynolds shear stress, or 
turbulent shear stress as it is often referred to, can be used to analyse the uniformity 
and the development of flow (Hitching and Lewis 1999). In Fig. 3.14, the 
experimentally obtained Reynolds shear stress has been plotted along with a 
theoretical line (y=-x) for comparison. The measured Reynolds shear stress profiles 
have been plotted as 2*/'' uvu versus y/h in Fig. 3.14. The data show that the 
Reynolds stress distribution is linear for 7-11 ppm. However, for a 5 ppm flow, the 
measured Reynolds stress distribution become concave and the data points 
distributed clutter. Hence, it can be seen that the seeding concentration 5 ppm data 
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Fig. 3.13 Mean velocity profiles for different particle seeding concentration 
 

















Fig. 3.14  Reynolds shear stress distribution for different particle seeding 
concentration 
 
From analysis of mean velocity distribution and Reynolds shear stress distribution, it 
can be said that the mean velocity and Reynolds shear stress distribution are more 
accurately comparable to the theoretical for the concentration between 7-11 ppm. 







This chapter introduces the development (design, fabrication and commissioning) of 
the experimental set-up, the test procedure undertaken with three different cross-
sections, and measurement techniques. A powerful 2-D Laser Doppler Anemometer 
(LDA) system was used to perform velocity measurements in fully developed open 
channel flows. Two possible sources of error in measurements by LDA that can 
cause to a “bias” of the measured mean values have been considered separately. In 
describing the effects of sample size and particle seeding concentration, this chapter 
has addressed the reasonable sample size and concentration range in the design of 
water flow prior to experimental application. After this confirmation, experiments 






4  FLOW PARTITIONING IN A RECTANGULAR CHANNEL FLOW  
The theory of flow partition can be used as an effective mathematical tool to simplify 
hydraulic problems such as sediment transport, dispersion of pollution, and river 
evolution. An intensive literature review did not yield any specially designed 
experiment to verify the physical existence of division lines. More importantly, 
practical engineers need to know how to detect the division lines from their measured 
velocity data. The aim of this chapter is to examine the existence of division lines by 
analysing the mean velocity distribution in a rectangular flume. In this chapter, two 
methods are developed to detect whether division lines actually exist; one uses the 
condition of total zero shear stress and the other uses the log-law.  
 
4.1 Determining division lines from experiments 
4.1.1 Inferred division lines from velocity profiles 
 
The potential energy carried by flowing water in an arbitrary volume is always 
transferred towards the boundary for dissipation by friction (Yang and Lim, 1997). 
To cater for the energy transfer, the velocity distribution along a boundary normal 
line must follow the log-law from the boundary to the upper limit, i.e., the division 
line, which separates the sub-flow regions (Yang and Lim, 1997). If a flow region is 
dividable as shown in Fig. 4.1, then the local boundary stress may be estimated by 
the relationship 2*u s  and su* = SgLn , where Ln denotes the normal distance from the 
boundary to the division line as shown in Fig. 4.1 (Yang, 1997). Thus, a method to 
test whether a flow region is dividable can be developed from the local boundary 
shear stress that contains a single parameter Ln.  
 
Because of the difficulties involved in the direct measurement of the local shear 
stress, the shear velocity su* could be determined by the velocity distribution. Thus, it 











Fig. 4.1 Hydraulic division lines (dash line) and Ln (solid lines) in rectangular open 
channel  
 
Generally, in a plot of measured velocity against log yn (normal direction) for every 
profile along the solid lines in Fig. 4.1, the unknown 1*u  can be evaluated from its 
slope as shown in Eq. (2.6) (i.e., 1*u / and the other unknown s*u can be evaluated 
from its interception). In an open channel flow, once the local shear velocities s*u  
are obtained from the velocity profiles then the characteristic distance of Ln from the 
division line to the boundary can be determined, i.e. )/(u 2* gSL sn  . Therefore, the 
upper boundary of the sub-region or division line can be inferred from the location of 
Ln. This is one method to determine division lines. Thus, it is necessary to investigate 
whether the above discussion is valid for velocity distribution in channel flows, i.e., 
whether the shear velocities on both sides of Eq. (2.6) are identical or are different. 
4.1.2 Inferred division lines from Zero Total Shear Stress (ZTSS) condition 
 
Yang and Lim (2006) propose that the zero total shear stress in a flow is a direct and 
straight forward method of identifying the existence of division lines; which means 
that no water particle is transferred across the division lines. The total shear stress 










  (4.1) 
   
where n represents the direction normal to the division line interface, nvu '' is the 
momentum flux caused by secondary currents, and vn is the velocity component of 
secondary flow normal to the interface of division line.  
 
Boussinesq correlated the Reynolds shear stress and the strain rate by drawing an 








 ''  (4.2) 
 






 )(  (4.3) 
 
Hence, the measurement of 0  (ZTSS) can be directly used to verify whether the 
flow is dividable as expressed in Eq. (4.1).Thus, to meet the condition of 0  in Eq. 
(4.3), the following conditions must be simultaneously satisfied: 
 
1. 0/  nu  
2. 0nv  
 
The first condition states the velocity gradient (first term) along the division line as 
defined in Eq. (4.3) is approximately equal to zero. Most previous researchers like 
Leightly (1932) and Chiu and Chiou (1986), speculated that the division line should 
be the normal line of isovel curves due to its zero gradients. 
 
The secondary condition states that no fluid particles are allowed to penetrate the 




defined in Eq. (4.3) are approximately equal to zero. If so, the locations of division 
lines are not only considered as zero gradients, but also should be considered as zero 
normal velocity (ZNV) along the interface of division line, i.e., vn = 0.. Thus, it 
further confirms the approximate locations of division lines, and this is why many 
isovel normal lines are not the division lines as Chiu and Chiou (1986) assumed. 
 
Chiu and Chiou’s (1986) condition is incomplete as vn = 0 should be satisfied 
simultaneously. This is why their work is useful, although inaccurate as critiqued by 
Nezu and Nakagawa (1993), but they still do not know the physical reason for the 
failure. Now it becomes simple to understand; not all normal lines to the isovel are 
division lines that meet the condition 1 – only the lines that satisfy conditions 1 and 2 
are the division lines. In other words, former researchers did not consider the effects 
of secondary currents that can transfer the momentum from one element to another, 
leading to the flow region being undividable. But if the conditions 1 and 2 are 
satisfied simultaneously, it means that no momentum is transferred from one region 
to the other by secondary currents and turbulent velocity, just like the free surface or 
symmetrical lines, therefore the flow region is dividable.    
 
It is important to identify the locations of zero n /u  in flow region. It is interesting 
to find that n /u  is negative along the direction n normal to the dash line in flow 
region I in Fig.4.2, but nu  /  would be positive along the same direction in the 
other region. Therefore, it is reasonable to speculate that the value of n /u  should 
be positive and negative on either side of zero n /u (dashed line) as shown in 
Fig.4.2. We should also be aware that this dash line links the points of maximum 
curvature (MC) on the isovel, and it also approximately satisfies with zero n /u  as 
plotted in Fig.4.2. Experimental research from Melling and Whitelaw (1976) and 
Tracy (1965) also show that the isovel lines bulge markedly toward the corner. If so, 
we can define the curvature, kc and calculate the point of maximum curvature along 
the isovel lines. 
In order to satisfy the conditions 1 and 2 simultaneously, the calculation for 
determining the locations of division lines in a channel flow by considering the 





i. It is important to first plot am isovel graph u/ Um. After that, fit the data of z 
and y to a polynomial for each isovel line. Thus each isovel line can be 
described as： 
 
)z(fy   (4.4) 
 
ii. According to the definition of curvature in differential geometry, the 
curvature of every point along the isovel was computed by MATLAB 







  (4.5) 
   
iv. A series of calculation was carried out along the isovel line, and it is possible 
to select the maximum curvature points for each of the isovels. Thus, the line 
linking all the points of maximum curvature (MC) on isovels can be obtained 
and is approximately satisfied with zero 0/u  n .  
 
v. The secondary current vectors also need to be plotted into the same graph, 
and then a partitioning line (ZNV) of the secondary cells delineated in the 
graph. The line of ZNV denotes vn = 0 and no mean flow penetrated the lines 
in the flow region.  
 
vi. Plot the ZTSS division line in the middle of ZNV and MC. Thus, both 
n /u and vn are approximately equal to zero on the interface of the ZTSS 
line. Finally, the ZTSS division line obtained from ZNV and MC provides an 
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Fig. 4.2 Origin of transverse turbulent shear stress gradients in transitional corner 
flow 
4.2 Shear velocities on both sides of log-law  
 
Tracy and Lester (1961) measured the velocity distribution along the central profile 
of rectangular channels and found that the measured velocity cannot be represented 
very well by the “log-law” when the shear velocities *u on both sides of the log-law 
are identical, but the log-law becomes valid if the same experimental data is plotted 
using RS1* gu   and hS* gu s  . Unfortunately, Tracy and Lester (1961) did not 
explain why they selected two different shear velocities in their calculations. To 
examine whether the discovery by Tracy and Lester (1961) is universal, data by 
Cardoso et al. (1989), Melling and Whitelaw (1976), Kirkgoz (1989), 
Coleman(1986), Kirkgoz and Ardichoglu (1997), and Lemmin and Rolland (1997) 
was analysed in this present study. All the experimental information is included in 
Table 4.1. 
 
In an attempt to provide a clear comparison, the classic examples from Cardoso et al. 
(1989), Melling and Whitelaw (1976), Kirkgoz (1989) were analysed first and then 
plotted into Fig. 4.3. The measured velocities along their central lines were plotted as 
open symbols where both the velocity and distance are normalised by the shear 
velocity, i.e., hS* gu s  on the semi-logarithmic form, and the results are shown in 




measured velocity s*/uu . Significant deviations can be noticed if identical shear 
velocities are used on both sides of the log-law. It is also widely believed that *u  in 
the velocity and distance scale is the mean shear stress, i.e., RS* gu 1 . However, 
as can been seen from 1/ *uu data (solid symbols) in Fig. 4.3, the classic log-law 
equation cannot fit it with significant deviations. This phenomenon is clear evidence 
that the measured velocity cannot be represented very well by the log-law when the 
shear velocities u* on both sides of the log-law are identical.  
 














Cardoso et al. 
(1989) 
41.0 2.00 0.37 5.43 0.012 0.015 
Melling and 
Whitelaw (1976) 
1.80 0.04 0.041 0.98 0.044 0.069 
Kirkgoz (1989) 12.00 0.30 0.40 7.50 0.010 0.011 
Coleman (1986) 15.00 0.36 0.17 20.70 0.058 0.041 
Kirkgoz and 
Ardichoglu (1997) 
4.50 0.30 0.075 4.00 0.017 0.021 
Lemmin and 
Rolland (1997) 
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Fig. 4.3 Point velocity in the central region related to the identical shear velocity 
based on data by Cardoso et al. (1989); Melling and Whitelaw (1976) and Kirkgoz 
(1989). The open symbols stand for identical hS** guu s   in the log-law 
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Fig. 4.4 Point velocity in the central region using different shear velocities 
RSgu 1*  and hSgu s * in the log-law equation based on data by Cardoso and 










mu  is introduced, where measured u
+ data and predicted u+ by log law 
have been labelled as subscript m and c, respectively. Relative deviation E computed 
from log-law and measured velocity data are included in Table 4.2. The data from 
Cardoso et al. (1989), Melling and Whitelaw (1976), Kirkgoz (1989), Coleman 
(1986), Kirkgoz and Ardichoglu (1997), and Lemmin and Rolland (1997) show an 
averaged E of 16.6%, 54.14%, 7.33%, 39.68%, 21.47% and 44.42% between the 
predicted and measured velocities of the six different experiments in Table 4.2 
respectively. The maximum value of E (=54.14%) occurs in Melling and Whitelaw’s 
(1976) experiments in which the aspect ratio is equal to 1 and the sidewall (or 3-D) 
effect is strongest among the channels. This suggests that the log-law is not valid in 
3-D flows when both shear velocities are identical as hSgu s * . Similarly, the 
results of the comparison show that the semi-logarithmic plots of 1*/uu versus 
/1 yu*
 
for all experiments in Table 4.2 have a relatively larger deviation between 
log-law calculations and measured velocity respectively, with the maximum being E 
= 7.59%. However, the log-law becomes valid when the shear velocity RSg is used 
to normalise the measured velocity and hSg is used to normalise the distance away 
from the boundary, as shown in Fig. 4.4, the same data points collapse into a single 
line where the minimum averaged E is only 0.79% in Cardoso et al.’s (1989) 
experiments. Fig. 4.4 shows that by using different shear velocities, Eq. (2.6) is able 
to capture the velocity distribution profile and gives a good description of the 
velocity.  
 
The velocity distribution along the boundary normal direction in 3-D flows was 
analysed and it was found that the classical log-law is valid if the shear velocities are 
different on both sides of the equation, and the appropriate form of these shear 
velocities are obtained. The log-law gives a good description of the velocity 
distribution in the central region after introducing the local shear velocity hSg into 




can conclude that the shear velocities are not identical on the LHS and RHS of the 
log-law. 
Table 4.2 Relative deviation E computed from log-law and measured velocity data 
Relative deviation 
Identical shear 
velocity su* in 
log-law 
Identical shear 
velocity 1*u in 
log-law 
Different shear velocities 
1*u and su* in log-law 
Deviations as percentage 
Cardoso et al. 
(1989) 
16.60% 1.25% 0.79% 
Melling and 
Whitelaw (1976) 
54.14% 7.59% 2.51% 
Kirkgoz (1989) 7.33% 6.47% 4.63% 




21.47% 3.70% 0.93% 
Lemmin and 
Rolland (1997) 
44.42% 2.10% 1.49% 
 
4.3 Division lines in a closed rectangular duct 
 
The previous discussion has shown that the shear velocities on each sides of the log-
law are different. In an open channel flow, once the local shear velocity s*u is 
obtained from the velocity profiles then the characteristic distance of Ln from the 
division line to the boundary can be determined, i.e. )/(* gSL sn
2u . Therefore, the 




Ln. This is one method to determine the division line. Hence, we try to analyse the 
measured velocity distribution profile for the whole flow region in order to verify 
whether a flow region in a closed duct is dividable. 
 
Firstly, the measured velocity along each vertical profile by Melling and Whitelaw 
(1976) was plotted in the form gRSu / versus log y in Fig. 4.5. It demonstrates that 
the velocity profile at different vertical profiles cannot be represented well. Melling 
and Whitelaw’s (1976) dataset was measured in a square duct, hence the distributions 
of gRSu /  versus log y or log z were exactly the same. Fig. 4.5 also suggests that to 
a certain extent, the measured velocity in the near wall region follows a straight line 
(red line in Fig. 4.5). It is interesting to note that all straight lines share the same 
slope but have different intercepts. The identical slope implies that 1*u in Eq. (2.6) is 
constant as mean shear velocity, but the different intercepts imply that the shear 
velocity u*s in Eq. (2.6) is a variable. Thus, when the s*u from each straight line can 
be obtained, the calculated results show that local shear velocity s*u  increases when 
z/b increase. 
 
As discussed above, once the local shear velocity s*u is obtained from the velocity 
profiles, then the distance of Ln from the division line to the boundary can be 
determined, i.e. )/(u 2* gSL sn  . Therefore, the upper boundary of the sub-region or 
division line can be obtained and the results are shown in Fig. 4.6. The solid points 
denote the measured Ln from the intercepts of straight lines shown in Fig. 4.6. Ln  also 
stands for the normal distance to the boundary. Yang and Lim (1997) hypothesized 
that turbulent energy must be transported through the minimum relative distance 
towards the boundary for dissipation. Thus, the distance of Ln can be denoted as the 
energy transfer path. For comparison, the division lines proposed by different authors 
are also included in Fig. 4.6. It can be seen that the proposed division lines of the 
KM, DM and YLM are close to the obtained division line. 
 
Following the calculation to determine the location of the ZTSS, the isovel graph 
u/Um needs to be plotted as shown in Fig. 4.7.  Furthermore, all the MC points along 




in the previous section, the velocity gradient n /u  is closed to zero on the interface 
of the MC line. Thus, the locations of MC lines can be confirmed by linking all the 
points with maximum curvature. As observed in Fig. 4.7, the MC line is a dash line 
along the corner to corner in this case.  
 
Meanwhile, the ZNV line is plotted into Fig. 4.7, which clearly partitions two 
rotating secondary cells. Again the location of ZNV in Fig. 4.7 stands for almost no 
velocity component of secondary flow normal to the interface of ZNV. Therefore, 
the ZTSS division line is produced in the middle of two lines, i.e., ZNV and MC as 
shown in Fig. 4.7, where both n /u and vn can be considered as zero. The ZTSS 
line seems to physically present the location of division line in a channel flow. 
 
Division lines of ZTSS are distributed around the proposed division line locations, 
most of which are nearest to the lines obtained by the DM, KM and YLM’s model. 
These findings agree that the locations of Ln determined by local shear velocities and 
ZTSS are quite similar; as shown in Fig. 4.8. Both of them can suggest a physical 
division line profile in the same region as the theoretical division line produced by 
the DM, KM and YLM. From the arrangement of these locations, it may be stated 
that the physical division line present in this duct experimental flow has an 
approximately linear profile. 
 
Comparison between the values of Lnu* and ZTSSu*  are shown in Fig. 4.9, and the 
values of shear velocities calculated from these two methods appear to generally 
agree well. Herein, Lnu* denotes the local shear velocities determined from the path of 
energy transfer, i.e., SgLn , and ZTSSu*  denote the shear velocities calculated from 
glS  where l stands for the normal distance from the bed to the ZTSS division line. 
From the comparisons, it can be stated that these two methods yield quite similar 
local shear velocity results. This means that the normal distance from the boundary 
to the ZTSS division line is approximately equal to the distance by Ln. This 
observation can be well explained from the view of energy transport. Hence, the 
division line indeed existed, and it can be detected from the characteristics of mean 




























Fig. 4.5 Measured velocity distribution for smooth channel after Melling and 
Whitelaw’s (1976) data 
 















Fig. 4.6 Comparison between measured division line by Ln and predicted division 































Fig. 4.7 Measured division line by ZTSS and the locations of MC and ZVN after 
Melling and Whitelaw’s (1976) data 
 




















Fig. 4.8 Comparison between measured division line by ZTSS and predicted division 



















Fig. 4.9 Comparison of two shear velocities calculated from Ln and ZTSS after 
Melling and Whitelaw’s (1976) data 
 
The above datasets are measured from square ducts, to check whether the flow 
partition discovery is universal. Tracy’s (1965) experimental data from a rectangular 
duct is also analysed in this study. Tracy’s (1965) experiment was conducted in a 
wind tunnel; air was supplied and the fan speed was controlled by varying the current 
to the drive motor. The experimental cross section was 5 inch (b=0.127 m) wide and 
32 inch (0.812 m) high. Hot-wire was used to measure the streamwise velocity u and 
secondary currents (v and w). 
 
The distribution of mean velocity in the rectangular duct is shown in dimensionless 
form in Fig. 4.10, in terms of 1*/uu and log z. It also shows very good agreement 
between the log-law and velocity distribution in the centre region as shown in Fig. 
4.10. Similar deviation is evident that the velocity profiles for different vertical lines 
do not have a common intercept. In Fig. 4.10, it can be clearly seen that the slope of 
each profile is quite similar, thus it means the mean shear velocity 1*u  used into the 
LHS of Eq. (2.6) is constant for different vertical location. These findings in Tracy’s 
experiments reveal a same conclusion as Melling’s (1976) data that the variation of 




of Eq. (2.6) must be different. Likewise, once the local shear velocities su* are 
obtained from velocity distributions for each velocity profile from Fig.4.10, then the 
distance nL can be determined from local shear, i.e., )/(* gSL sn
2u . Similarly, the 
bed local shear stress can also be calculated by plotting 1*/uu and log y. Here, the 
square or triangle solid points stand for nL determined from sidewall or bed local 
shear stresses respectively. Hence, we can conclude that the distance Ln depicts the 
upper boundary of the sub-region or division line presented as square and triangle 
solid points in Fig. 4.11. Consequently, the division locations obtained by Ln as well 
as the proposed division line locations obtained from the KM, DM, YLM and GJM 
are represented in Fig. 4.11. Based on these results presented in this present study, 
the assumption by the YLM and the physical existence of division lines in a smooth 
rectangular duct has been verified.  
 
As discussed previously, if a flow region is dividable, then the velocity gradient and 
secondary currents along the division line as defined in Eq. (4.3) are approximately 
equal to zero. Fig. 4.12 below shows the arrangement of secondary currents in the 
experimental data used by Tracy (1965). The two secondary cells at the corner of the 
duct can be clearly observed from Fig. 4.12. Two secondary cells at the corner of the 
duct can be almost divided by the dotted line which is probably the zero normal 
velocity at the interface of the ZNV line in Fig. 4.12. Meanwhile, the locations of 
MC (dash line) where the velocity gradient is approximately equal to zero can be 
determined from Eq. (4.5) by MATLAB program. Herein, the ZTSS line can be 
drawn between ZNV and MC and it is clear to see that the two secondary cells at the 
corner of the duct can be divided by this ZTSS line, which is also probably the zero 
velocity gradient line in Fig. 4.12. This is clear experimental proof that zero total 
shear stress lines seem to exist in channel flows. As can be seen in this figure, the 
experimental division line, or zero-shear line, can be well represented by straight 
lines in the experimental conditions as shown in Fig. 4.12.  
 
The geometry of the ZTSS locations suggests that the physical division line present 
in this data set is approximately linear. A comparison of the experimental division 
line and the proposed methods obtained from the KM, DM, YLM and GJM yielded 




division line is quite close to the theoretical line of YLM. The methods of ZTSS 
experimentally examined the existence of the division line which separates the sub-
flow regions. For this case, the experimental research based on Tracy’s data proves 
the previously proposed mathematical method of YLM can yield the most accurate 
division line locations.  
 
Further analysis was performed to compare the shear velocities data calculated using 
two methods, i.e., SgLn and glS . From the detailed analysis shown Fig. 4.14, we 
may verify that shear velocities determined by these two methods are fundamentally 
the same. It must be true that the energy transfer path Ln is the same as the normal 
distance from the boundary to zero shear stress. It also means the logarithmical 
profiles of velocity will vanish beyond the path of energy transfer. It may be seen 
from all the above experiments that the experimental data supports the physical 
existence of division line. Even though this assumption can be proven through 
Tracy’s duct flow experimentation fairly well, the physical existence of division line 
was still a question mark in universal open channel flow. Thus, there is need to 

























Fig. 4.10 Measured velocity distribution from sidewall for smooth channel after 
























Fig. 4.11 Comparison between measured division line by energy transfer path Ln 
(square and triangle dot determined from sidewall and bed respectively) and 
predicted division lines by DM, GJM, KM and YLM after Tracy’s (1965) data 




















































Fig. 4.13 Comparison between measured division line by ZTSS and predicted 
division lines by DM, GJM, KM and YLM after Tracy’s (1965) data 
 






















4.4 Division lines in a rectangular open channel 
4.4.1 Inferred division lines from velocity distribution 
 
The experiments were undertaken in a large-scale flow loop channel as described in 
Chapter 3. The test was conducted in a rectangular open channel 10.5 m long, 0.3 m 
wide and 0.45 m high in which water was supplied from a pump. Water velocities 
were measured using a Dantec two component LDA system. As stated in the 
previous section, the physical existence of division lines in a smooth rectangular duct 
flow has been verified using the data available in the literature. These results raise 
one interesting question; whether the physical division line can be obtained by 
detecting velocity distribution in open channel flow. To answer this, the experiments 
and hydraulic conditions are presented in Table 3.1. The measured velocities were 
used to test the methods discussed above by analysing the distribution of velocity. 
 
The logarithmic distributions of mean velocities were plotted in Fig. 4.15 to Fig. 
4.22. First, the velocity along each normal profile y (Fig. 4.1) was plotted in the form 
gRSu / versus log y in Fig. 4.15 to Fig. 4.22, all the figures suggest that the 
velocities measured in the near wall region follows a straight line (solid and dashed 
lines in Fig. 4.15 to Fig. 4.22). It is interesting to note that all the straight lines share 
the same slope but with different intercepts; which is the same as for the duct flows 
discussed earlier. Hence, having an identical slope implies that 1*u  in Eq. (2.6) is 
constant as the mean shear velocity, but the different intercepts confirms that the 
shear velocity su*  in Eq. (2.6) is a variable.  
 
Thus, when the su* from each straight line can be obtained, then the distance nL can 
be determined from local shear, i.e., )/(u 2* gSL sn  .The same analysis has been done 
for the velocity along each horizontal profile z (Fig. 4.1), and we can use the distance 
Ln to depict the experimental division line. The aim was to compare the experimental 
division lines determined by nL and ZTSS, therefore, the tests R1 to R4 were selected 
as representative samples in this study. The datasets of Ln for different aspect ratios 




as shown from Fig. 4.27 to Fig. 4.30. This is the first feasible method to determine 



























































































































































































































4.4.2 Determination of division line from an isovel graph 
 
The second method to determine the location of division lines uses the isovel and 
secondary currents graphs. In the following discussion, due to their relative clear 
secondary currents cell in flow region we have selected the representative tests R1 to 
R4 to determine the division line from isovel graphs by ZTSS. Here, the measured 
streamwise velocity u within the cross section and four depths of flow is shown in 
Fig. 4.23 to Fig. 4.26. The primary velocity was normalized by the centre line mean 
velocity Um and the data were present in isovel contours. The isovel plots show there 
were steep velocity gradients close to the bed and the walls. From Fig. 4.23 to Fig. 
4.26, each figure shows that there is a significant bulge of contours towards the 
bottom corner of the open channel. The secondary currents were also included in Fig. 
4.23 to Fig. 4.26. The scale of both vortices is very similar, suggesting a similar 
velocity of fluid circulation by the secondary currents.  
 






















Fig. 4.23 Measured division line by ZTSS and the locations of MC and ZVN from 

























Fig. 4.24 Measured division line by ZTSS and the locations of MC and ZVN from 
contour (Run 2) 






















Fig. 4.25 Measured division line by ZTSS and the locations of MC and ZVN from 




























Fig. 4.26 Measured division line by ZTSS and the locations of MC and ZVN from 
contour (Run 4) 
 
In each set of experimental data, the presence of division lines was observed through 
the determination of ZTSS locations within the flow cross-section as discussed in the 
previous session. The ZTSS line is always between the lines of ZVN and MC which 
approximately satisfy no normal velocity and zero velocity gradient on its surface. It 
can also be seen from these figures that the secondary current patterns in open 
channels are quite different for the closed channel as shown in Fig. 4.3. The essential 
reason for this difference could be the presence of a free surface, instead of a plane of 
symmetry.  
 
The ZTSS division lines as shown in Fig. 4.23-Fig. 4.26 can be approximately 
divided into two secondary flow cells and almost zero velocity gradients, which can 
be used to depict a physical division line in the channel. The smooth 3-D rectangular 
open channel flows can be partitioned into sub-areas pertaining to each sidewall and 
the bed by a curved division line. In a closed duct, the experimental division line can 
be well presented as a linear line in the flow region which distinguishes them from 
the open channel experiments. As we speculated, it may be attributed to the 




According to the present results in open channels, the current approach ZTSS 
provides a reasonable result because it takes the effect of secondary currents into 
account. 

















Fig. 4.27 Comparison between measured division line by ZTSS and Ln (circular and 
triangle points stand for the different calculation from sidewall and bed) and 
predicted division lines by DM, GJM, KM and YLM using experimentally obtained 
data in R1 
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Fig. 4.28 Comparison between measured division line by ZTSS and Ln (circular and 
triangle points stand for the different calculation from sidewall and bed) and 
predicted division lines by DM, GJM, KM and YLM using experimentally obtained 
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Fig. 4.29 Comparison between measured division line by ZTSS and Ln (circular and 
triangle points stand for the different calculation from sidewall and bed) and 
predicted division lines by DM, GJM, KM and YLM using experimentally obtained 
data in R3 
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Fig. 4.30 Comparison between measured division line by ZTSS and Ln (circular and 
triangle points stand for the different calculation from sidewall and bed) and 
predicted division lines by DM, GJM, KM and YLM using experimentally obtained 






As discussed above, two methods (ZTSS and Ln) have been developed to detect 
whether division lines actually exist. These discussions are based on experimental 
research. Hence, the division line theories of KM, DM, GJM and YLM were also 
selected for comparison in this study. As observed from Fig. 4.27 to Fig. 4.30, there 
is a perceptible difference between the division line theories and results of the 
experiments. To check the difference between the experimental and theoretical 
division lines, the averaged deviations, values E, between experimental and 
theoretical division lines were calculated as shown in Table 4.3.  
 
The accuracy can be obtained by comparing the deviation value E between 
experimental and the existing empirical methods. The deviations between KM and 
the current approach ZTSS or Ln give a relative smaller averaged E of 15.84% and 
30.63%, respectively. Note that the concept adopted by Keulegan (1938) can be 
accepted compared with other concepts developed in the present study. Meanwhile, 
the deviations between measured division lines by ZTSS and Ln and predicted 
division lines YLM have a smaller error, i.e., 13.30% and 28.40%, respectively. Having 
an error of 13.30% compared to the measured values indicates that, the theoretical 
development of YLM is more applicable in practical situations, thus unveiling the 
existence of division lines with two milestones of experimental and theoretical 
results.  
 
Moreover, it can be observed that the locations of division lines determined with 
these two methods do not fit well as for closed ducts, with the largest deviation E = 
31.6% in R3. The essential reason for this difference between ZTSS and Ln, as 
suggested before, is due to the presence of a free surface. The free surface causes two 
irregular secondary currents cells in the flow region. The division line determined by 









Table 4.3 The averaged deviation value E between experimental and theoretical 
division lines 
Methods R1 R2 R3 R4 
Average deviations 
 
ZTSS and YLM 16.80% 8.20% 12.80% 15.40% 13.30% 
ZTSS and DM 13.40% 31.40% 49.00% 15.40% 27.30% 
ZTSS and KM 24.60% 9.37% 14.00% 15.40% 15.84% 
ZTSS and GJM 25.80% 10.90% 11.00% 16.00% 15.93% 
Ln and YLM 29.90% 16.10% 32.30% 35.30% 28.40% 
Ln and DM 25.00% 34.60% 63.20% 35.30% 39.53% 
Ln and KM 36.40% 14.40% 36.40% 35.30% 30.63% 
Ln and GJM 39.90% 21.00% 37.90% 48.7% 36.88% 
ZTSS and Ln 16.80% 16.30% 31.60% 12.00% 19.18% 
 
Tominaga et al.’s (1989) experimental data in open channels was also analysed in 
this study in order to check whether the flow region can be divided by these two 
methods in open channels. From our experimental observation, the division lines 
determined from ZTSS and Ln in open channels do not fit as well as in closed ducts. 
Hence, it is also worth discussing whether the same conclusion can be obtained by 
using other researcher’s data.  
 
Experiments were conducted in a tilting flume with 12.5 m length and 40 cm × 40 
cm cross section. Honeycomb and mesh screens were set up at the entrance of the 
channel to regulate the flow. A fully developed uniform flow was established at the 


















mU  (cm/s) Re 
S2 7.58  20 cm 10.15 cm 1.97 23.50  41004.5 
S3 15.14 L/s 20 cm 19.90 cm 1.01 24.36 cm/s 41031.7 
 
As observed from Fig. 4.31 and Fig. 4.33, the presence of division lines can also be 
determined through a line of ZTSS within the flow cross-section. Similarly, 
Tominaga’s et al. (1989) experiments also show the secondary current patterns in 
open channels are quite different for the patterns in the closed channels. The 
measured division line (red line) as shown in Fig. 4.31 and Fig. 4.33 respectively 
also approximately divides two secondary flow cells which can be used to depict a 
physical division line in open channel. These findings arrive at the same results as 
discussed in this section; that the smooth rectangular open channel can be partitioned 
into sub-areas by a curved division line. Furthermore, the local shear velocities 
su* are obtained from the velocity profiles from Tominaga’s et al. (1989) two group 
data, then the distance of Ln from the division line to the boundary can be determined 
as discussed, i.e. )/(u 2* gSL sn  . Therefore, the division line can be obtained and the 
results are plotted in Fig. 4.32 and Fig. 4.34, respectively.  
 
Meanwhile, the division line theories of KM, DM, GJM and YLM were also selected 
for comparison in this study. As observed from Fig. 4.32, there are some significant 
differences between the division line theories and experiments in non-symmetry 
channel, i.e., test S2, and these differences have been determined from current UOW 
experiments in non-symmetric channel. In general, the theories of YLM and KM 
seem to be a reasonable predictor of division lines for locations of ZTSS and Ln with 
the minimum averaged E of all the theoretical curves as shown in Table 4.5. 
Meanwhile, the proposed division lines of the KM, DM and YLM are close if the 
particular aspect ratio is equal to 1 (S3), and as a result have been shown with a 
single line. To check the difference between the experimental and theoretical 




When the channel is symmetrical, a relatively accurate estimation of division lines by 
the KM, DM and YLM theories can be obtained.   
 
Similarly, it can be observed that the locations of division line determined from the 
two methods ZTSS and Ln  do not match as well as in closed duct; the largest 
deviation can reach 32% (in S2). However, when the aspect ratio is equal to one, the 
division line determined by the two methods (ZTSS and Ln) are relatively similar as 
shown in Fig. 4.33 and Fig. 4.34. It can be explained that the secondary current cells 
are regular in flow region at the corners of channel due to the symmetry. 
 
Both methods of ZTSS and Ln physically depict the locations of division lines from 
experiments. The division lines seem indeed to physically exist in open channel. We 
can conclude that the division line determined from ZTSS and Ln seems to match 
better in closed ducts than in open channel. That is why flow in a straight, 
rectangular closed duct has attracted considerable attention from many researchers 
due to its simple boundary geometry and nonexistence of free surface effects. 
Overall, the current method of ZTSS provides a reasonable result because it takes the 
effect of secondary currents into account. 
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Fig. 4.32 Comparison of theoretical division line locations using experimentally 
obtained data from Tominaga et al. (1989) (S2) 
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Fig. 4.34 Comparison of theoretical division line locations using experimentally 
obtained data from Tominaga et al. (1989) (S3) 
 
Table 4.5 The averaged deviation value E between experimental and theoretical 
division lines 
Methods S2 S3 
Average 
deviations 
ZTSS and YLM 20.00% 15.50% 17.75% 
ZTSS and DM 25.10% 15.50% 20.30% 
ZTSS and KM 15.00% 15.50% 15.25% 
ZTSS and GJM 21.30% 15.00% 18.15% 
Ln and YLM 56.00% 13.40% 34.70% 
Ln and DM 63.10% 13.40% 38.25% 
Ln and KM 46.80% 13.40% 30.10% 
Ln and GJM 59.00% 12.00% 35.50% 







1) In 3-D flows the velocity distribution along the boundary normal direction 
was analysed and it was found that the classical log-law is still valid in the 
near boundary region if the shear velocities are different on both sides of the 
equation, and the appropriate form of these shear velocities is used.  
 
2) If a flow region is dividable as shown in Fig. 4.1, then the local boundary 
stress may be estimated by the relationship 2*u s and su* = SgLn , where Ln 
denotes the normal distance from the boundary to the division line. Thus, for 
a rectangular duct and channel flow, the division line can be represented by 
determining the locations of Ln. In addition, our experiment confirms that the 
division lines exist for different aspect ratios. 
3) In 3-D flows, the ZTSS lines are discernible from the velocity contour and 
secondary currents. This research has shown that points with “maximum 
curvature” in a velocity contour are close to the zero velocity gradients. 
Meanwhile, it is also possible to depict a ZNV partitioning line to divide two 
secondary cells in the flow region, in which the flux across is therefore in 
existence. Thus, the shear stress   along ZTSS line is close to zero and this is 
why the flow region is dividable. 
 
4) The division lines determined from ZTSS and Ln seem to coincide in closed 
duct. However, the locations of division lines determined from these two 
methods do not fit well in open channel. The essential reason for this 
difference between ZTSS and Ln in open channel may be attributed to the 
presence of a free surface, and the free surface brings two irregular secondary 
currents cells in the flow region. However, ZTSS and Ln can be used as 
feasible methods to determine the division line from mean velocity 
measurements. 
 
5) The models of division lines proposed by KM, DM, YLM, and GJM recorded 
in the literature were examined in this study. A comparison of the 




However, the theoretical method of KM and YLM could provide an 




5  FLOW PARTITIONING IN A SMOOTH RECTANGULAR CHANNEL 
WITH CONVEX BED 
 
In Chapter 4, we discussed and confirmed that the open channel flow is dividable 
when its bed is flat and some existing equations of division lines agree reasonably 
well with the experimental data. It would be worthwhile to verify these conclusions 
in more complex flows, such as a flow with a convex bed. The study of turbulence 
characteristics in an open channel with convex bedform is essential because natural 
rivers often possess longitudinal convex bedforms (Karcz 1966). For a more general 
point of view, flow over a curved bedform may differ considerably from those over 
flat boundaries (Chan et al. 2003, Stewardson 2005). The existing theorems of 
turbulence have been systematically tested only over flat beds, and it would be 
interesting to observe their performance over a convex bed. Generally, convex 
bedforms refer to large scale bed elements or ridges that are elongated parallel with 
the primary flow and characterised by alternate elevation variations in the spanwise 
direction (Wang and Cheng 2006, Yang et al. 2012). Meanwhile, the longitudinal 
bedforms have also been observed in natural rivers and oceans. Sometimes, the 
longitudinal ridges, of which the crests are several meters high, are formed over the 
entire bed. On the basis of the foregoing concepts, the theory of the proposed 
division line should be extendable to an open channel with any arbitrary bed 
including the convex bed as shown in Fig. 5.1. Thus, the experiment could be 
important for theoretical and practical applications. In this research, we focussed on 
experimental evaluation of whether flow partitioning theory can be extended to a 
rectangular cross section with a convex bed. 
 
The aims of this study are: 1) all the methodology in Chapter 4 only assesses the 
division lines in the rectangular duct or channel, but it does not distinguish the 
models due to the simple geometrical configuration, i.e., rectangular channels. It is 
important to investigate whether the discussion in the Chapter 4 is still valid for a 
channel flow with a curved bed; 2) to examine how the division lines are affected by 
the channel’s geometry by analysing the mean velocity distribution in a channel with 




“discovered” division lines determined by ZTSS and Ln from experiments were used 




Fig. 5.1 Cross-section of rectangular channel with convex bedform and division lines 
 
5.1 Division lines inferred from ZTSS and predicted by YLM and DM 
 
A uniform flow was established within the flume prior to the collection of any 
experimental data. Measurements were straight forward and performed in 
coincidence mode using the BSA Flow Software on the connected PC. This software 
package allowed the user to configure LDA system and the traversing mechanism so 
that automated data retrial could be performed for the entire sampling mesh (Fig.5.2). 
A convex semi-pipe (radius r = 150 mm) was incorporated into the flume to 
manufacture a convex bed form, as shown in (Fig.5.2). A curved semi-pipe was 




were extended to a complete cross section, in which unknown values at the extended 
































Fig.5.2 Sample mesh for LDA measurements 
 
In this case, the primary velocity was normalized by the centre line mean velocity Um 
and the isovel distribution was plotted for a different aspect ratio, i.e., b/h = 1.7, 1.6 
and 1.5 in Fig. 5.3, Fig. 5.4 and Fig. 5.5, respectively. The isovel plots show there are 
steep velocity gradients close to the bed and the walls, and they also show a 
significant bulge of contours towards the bottom corner of the channel. This finding 
is similar to the contour obtained from the closed flat channel, i.e., the isovel lines 
bulge markedly toward the corner along the corner bisector and slightly towards the 
core along the axes of symmetry (Nezu and Nakagawa 1993).These figures show that 
as the water depth increases, the bulge of the u/ Um contour lines becomes stronger 
toward the lower corner. 
 
The division lines obtained from YLM and DM were plotted in Fig. 5.3, Fig. 5.4 and 




division lines. The model proposed by Yang and his co-authors (1997, 2004, 2006) 
relies on an analysis along the normal direction and thus it may be used to evaluate a 
relative complex boundary conditions. Here, it could be used to determine the 
location of the division lines in the cross section of a curved boundary based on the 
concept of energy transportation through minimum relative distance. On the other 
hand, DM assumes that at any point on the division line 1u = 2u  must be satisfied. 
From this, the 1u = 2u  can be found and are presented in Fig. 5.3, Fig. 5.4 and Fig. 5.5 
as dotted lines. Other models like KM and GJM were unable to produce the 
theoretical division lines in these three cases because of their curved boundary. For 
this particular experimental arrangement, only YLM and DM can produce a division 
line. From Fig. 5.3 to Fig. 5.5 one may acknowledge that the YLM and DM division 
lines partitioned the flow region and both were almost like “the line of zero velocity 
gradients” from the velocity contours.  
 
An important aspect of this thesis is a detailed experimental analysis of the locations 
of the zero shear stress to verify whether the division lines physically existed. 
Consequently, a series comparison of the measured division lines with the division 
lines proposed by YLM and DM was conducted to verify which theoretical division 















































































































Fig. 5.5 Isovel Patterns in a rectangular open channel with a convex boundary (A3)
 
In order to determine the locations of ZTSS, as the first step, it is necessary to mark 
the MC points as defined in Eq. (4.5) from contour lines. At these MC locations, the 




approximately equal to zero. Thus, the MC line can be drawn to show the 
partitioning of a cross section. In each set of experimental data, the presence of MC 
lines is observed as curved lines within the flow cross-section as shown in Fig. 5.3, 
Fig. 5.4 and Fig. 5.5.  
 
Furthermore, the locations of vn = 0 must be determined prior to the determination of 
the ZTSS line. The vectors are then plotted to clearly illustrate the arrangement of 
secondary currents within the flow cross-section for each data set. Due to the 
symmetrical condition of fully developed uniform flow, it is only necessary to show 
half of the channel cross-section. The vectors of v and w in each plot are scaled so 
that the location and size of vortices within each cross-section is more clearly 
distinguishable. These two vortices can be observed; one located near the side wall in 
the corner of the channel, and the other near to the bedform. All the figures (Fig. 5.6, 
Fig. 5.7 and Fig. 5.8) show very similar secondary flow patterns, i.e., a clockwise 
secondary cell of relatively small size existed near the sidewall in the bottom corner 
of the channel, and a larger, ellipse shaped secondary cell was present in every flow 
and spans the entire half channel width.  
 
The secondary currents graphs may now be partitioned with ZNV lines presented in 
this study and as shown in Fig. 5.3, Fig. 5.4 and Fig. 5.5. The ZNV lines presented in 
Fig. 5.6, Fig. 5.7 and Fig. 5.8 clearly divide two secondary cells with almost zero 
normal velocity on the ZNV lines’ interface. One of the vortices is located on the 
right side of the ZNV line close to centre region. The other is almost located on the 
left side of the ZNV line near the side wall in the corner of the channel.  
 
It is clearly from Fig. 5.6, Fig. 5.7 and Fig. 5.8 that the MC lines appear to be 
approximately zero velocity gradients on the interface of the MC line. Meanwhile, 
from Fig. 5.6 to Fig. 5.8, the existence of ZNV lines are further considered as vn = 0 
along the interface of the division line. Therefore, two lines are now merged. The 
ZTSS line was plotted in between and it can be seen that the ZTSS division line is 
also approximately curved in these cases as shown in Fig.5.9, Fig.5.10 and Fig.5.11. 
In each set of experimental data, the presence of ZTSS division lines is verified and 




division line. Thus, the measurement of 0  on the surface of ZTSS can be directly 
used to verify whether the flow is dividable as expressed in Fig. 5.9, Fig. 5.10 and 
Fig. 5.11. 
 


















Fig. 5.6 Relationship between ZNV line (red dish line) and secondary currents in 
channel (A1) 




































Fig. 5.8 Relationship between ZNV line (red dish line) and secondary currents in 
channel (A3) 
 
5.2 Division lines inferred from Ln and predicted by YLM and DM 
 
The velocity profiles normal to the curved bed in Fig. 5.2 were analysed and the local 
shear velocities could be obtained by analysing the velocity profiles along the eight 
normal directions on the convex boundary, i.e. the red lines N1 to N8 as shown in 
Fig. 5.2, or along the horizontal lines from the sidewall (S1- S15) shown as solid 
points in Fig. 5.2. Thus, we needed to analysis the velocity profiles at different 
normal directions from the bed form or sidewall respectively. From this point Eqs. 
(2.6) and (2.7) were used to determine the local wall shear stress from velocity along 
horizontal lines, i.e., from S1 to S15. The local bed shear stress was also determined 
from lines normal to the convex boundary i.e., from N1-N8. As discussed above, 
once the local shear velocities u*s were obtained from the velocity profiles, then the 
energy transfer path Ln from the division line to the boundary could be determined. 
As expected, a division line can also be inferred from the location of Ln, and the 
results are shown for a different aspect ratio, i.e., b/h = 1.7, 1.6 and 1.5 in Fig. 5.9, 
Fig. 5.10 and Fig. 5.11, respectively. Thus it is clear that the flow regions can be 




exists in the flow region. When the velocity along horizontal lines and normal lines 
of bed form were analysed, similar results were obtained, and the data points 
scattered around the YLM and DM’s division line, as shown in Fig. 5.9, Fig. 5.10 
and Fig. 5.11. 
 
The DM and YLM models were then selected for consideration in this comparison 
due to the significant attention and on-going debate surrounding the methods 
proposed. In this data set the experimental points were closely aligned with the 
prediction of the YLM’s model. Using the YLM model, the division line (or zero 
shear stress line) should divide the flow region inside first and then be presented as 
the free surface line in channel flows. Therefore, when compared, the measured Ln 
values indicate that, the theoretical development of YLM is more applicable in 
practical situations.  
 
 

















 Ln from N1-N8







Fig. 5.9 Comparison between division line measured by Ln and ZTSS and division 























Ln from N1-N8 







Fig. 5.10 Comparison between division line measured by Ln and ZTSS and division 
lines predicted by YLM and DM (A2) 
 

















 Ln from N1-N8







Fig. 5.11 Comparison between division line measured by Ln and ZTSS and division 
lines predicted by YLM and DM (A3) 
 
 
These results agree with the fact that the division line derived from local shear 




Both lines seem to support Yang’s (1997) model where the surplus energy from the 
main flow region is transferred towards the nearest boundary and subsequently 
dissipates as friction. To cater for the energy transfer the velocity distribution along a 
normal line must follow the log-law from the boundary to the upper limit, i.e., the 
division line which separates the sub-flow regions. Therefore, the experimental 
analysis suggests that division lines indeed exist. 
 
To clearly evaluate the division lines as determined by the energy transfer path Ln 
and ZTSS, particular comparisons are presented in Fig. 5.12. The local shear 
velocities Lnu*  and ZTSSu* can be calculated from SngL  and Sgl respectively. For 
the sake of comparison, the perfect agreement, i.e., y = x was also plotted and the 
agreement with the local shear velocities data from energy transfer path and ZTSS 
show that these two methods reach a similar conclusion. In other words, the physical 
existence of a division line in the cross section with a convex boundary as 
determined by these two methods is reliable. 
 
























5.3 Turbulence characteristics 
 
The existing theory of turbulence characteristics have only been systematically tested 
over flat beds and it is interesting to observe their performance over a convex bed. 
Nezu and Nakagawa (1993) propose the following function for 1*/' uu and 1*/' uv  in 
the equilibrium region in which the turbulent energy production is approximately in 
balance with the viscous dissipation: 
 
 )/88.0(exp26.2/' 1* hyuu   (5.1) 
 )/67.0(exp23.1/' 1* hyuv   (5.2) 
 
Eq. (5.1) and Eq. (5.2) are readily available for predicting the distribution of the 
turbulence intensities in rectangular ducts and channels. However, these equations 
have not been proved in a channel with a convex bed. To verify the equations, the 
streamwise and vertical turbulence intensities are firstly plotted versus y/h along the 
centre line. For comparison, the data from the cross-section centre line of all tests, 
i.e., A1 to A3 have been considered. To show more clearly the changes in the 
longitudinal turbulence intensity 1*/' uu at the centre line of channel throughout the 
whole flow depth, irrespective of Reynolds and Froude numbers, the results are 
plotted in Fig. 5.13. This figure particularly shows the distribution of 1*/' uu for all 
the experimental results from one extreme (low depth) to the other (high depth). Fig. 
5.13 shows that 1*/' uu  along the centre line can be represented well by Eq. (5.1). The 
averaged deviations between the theoretical equation and measurements, i.e. A1, A2 
and A3, are only 4.3%, 4.9% and 6.1% respectively (see Fig. 5.13).  
 
Similarly, Fig. 5.13 also shows that the Eq. (5.2) can produce reasonable agreement 
with the data 1*/' uv .The averaged deviations between the theoretical equation and 
experiments, i.e., A1, A2 and A3, are 13%, 7.4% and 9.5% respectively. A maximum 
deviation of 13% can be observed from the experiment trail A1. It is mainly caused 
by a disparity between Eq. (5.2) and measurements close to the wall. Since the 
turbulence intensity should be zero at the boundary, the empirical equation is not 




























Fig. 5.13 Vertical Profiles of streamwise and vertical turbulent intensities over a 
convex bed for several aspect ratios 
 
It is also interesting to provide an overall physical description of turbulence 
characteristics in a rectangular channel with a convex bed. The following contour 
maps illustrate the turbulence structure of the flow over a convex bed. The 
distribution of normalized streamwise velocity fluctuations 10/' mUu  for each data 
set is presented in this section. The magnitude of the velocity fluctuations is recorded 
with the LDA system and is presented using the contour plots as shown in Fig. 5.15 
to Fig. 5.17. Normally, the maximum streamwise velocity fluctuation occurs very 
near to the channel boundary in rectangular channel as shown in Fig. 5.14.  By 
comparing the data from a channel with a flat bed (Fig. 5.14) and convex bed (Fig. 
5.15), it can be seen that both have the same phenomenon that along most vertical 
lines away from sidewalls, i.e., 10/' mUu  has a lower value in a region below the 
free surface, where longitudinal velocity u is maximum, but it has higher values in 
the lower region (see Fig. 5.14 and Fig. 5.15). 
 
Fig. 5.15 to Fig. 5.17 show that higher values of 10/' mUu  exist in the region near 
the sidewalls over the entire flow depth. For example, the cross sectional maximum 
value of 10/' mUu  is near the channel bed with magnitude about 1.3, and the 




the cross sectional minimum values of 10/' mUu in Fig. 5.15 are on the core region 
with magnitude about 0.77. Fig. 5.15 to Fig. 5.17 show that the distributions of 
10/' mUu  in this channel are generally similar with small progressive changes for 
different aspect ratios. It can also be seen that a significant bulge occurs towards the 
bottom corners of the channel which is similar to those exhibited in the streamwise 
velocity plots shown in Fig. 5.3 to Fig. 5.5. As water level increases, the local 
maximum of 10/' mUu near the side walls decreases from 1.3 to 0.99 gradually see 
Fig. 5.15 to Fig. 5.17. Similarly, near the channel bed 10/' mUu decreases gradually 
as the water level increases.  
 
Here, it is interesting to extend the division line theory into this turbulence intensities 
analysis. Based on the ZTSS and Ln locations presented in this study, the turbulence 
intensities contour in channel flows may now be partitioned with division lines. 
These locations of 0  as well as the Ln locations are represented in Fig. 5.15 to 
Fig. 5.17. A similar location of these divisions can be observed as determined by the 
energy transfer path Ln and ZTSS. In Fig. 5.15, a high magnitude 10/' mUu is 
located on the right side of division lines close to the centre region. The other is 
almost located on the left side of division lines near the side wall in the corner of the 
channel. Thus, the division line determined from Ln and ZTSS not only presents the 
flow partitioning in a mean streamwise velocity contour, but can also show flow 






































Fig. 5.14 Contour plot of streamwise turbulent intensity 10/' mUu  in a rectangular 






























Fig. 5.15 Contour plot of streamwise turbulent intensity 10/' mUu  in a rectangular 

























Fig. 5.16 Contour plot of streamwise turbulent intensity 10/' mUu  in a rectangular 

































 Fig. 5.17 Contour plot of streamwise turbulent intensity 10/' mUu  in a rectangular 
open channel with a convex boundary (A3) 
Due to the lateral turbulence intensity, in the current experimental study w' was not 
able to be measured by 2-D LDA and so the analysis of resultant turbulence 
intensity, i.e. 'nv  and nw'  is not discussed in the following part. The following 
discussion aims to provide a complete physical description of the turbulence 
characteristics in a channel with a convex bed. It is necessary to show the 
100/' mUv  contour graph of vertical turbulence intensity for full flow region. As 
observed from Fig. 5.18, the maximum vertical velocity fluctuation occurs very near 
to the channel boundary in rectangular channel. For changes in bedform from flat to 
convex (Fig. 5.18 to Fig. 5.21), the data sets have a similar shaped vertical velocity 
fluctuation distribution 100/' mUv  as in rectangular channel. Meanwhile, the 
location of minimum velocity fluctuation consistently depressed from the water 
surface. High velocity fluctuation is only observed along the sidewall as shown from 
Fig. 5.19 to Fig. 5.21. This is slightly different from rectangular channel. Their 
magnitudes along convex bedform are relatively smaller. The reason for this 












































Fig. 5.18 Contour plot of vertical turbulent intensity 100/' mUv  in a rectangular 




































Fig. 5.19 Contour plot of vertical turbulent intensity 100/' mUv  in a rectangular 










































Fig. 5.20 Contour plot of vertical turbulent intensity 100/' mUv  in a rectangular 





































Fig. 5.21 Contour plot of vertical turbulent intensity 100/' mUv  in a rectangular 





Similarly, due to the lack of data ''wu , the Reynolds shear stress distribution along 
the different normal directions on the convex boundary is not able to be analysed. 
Thus, we can only provide a physical description of the Reynolds shear stress 
distribution in flow region, which is of great interest to hydraulic engineers.  
 
The distribution of normalised Reynolds shear stress 1000/'' 2  mUvu  is presented 
in this section. The Reynolds shear stresses were measured with the LDA system and 
have been presented using contour plots. A similar pattern is observed here in all of 
figures from Fig. 5.22 to Fig. 5.24. Near the flow boundaries, the Reynolds shear 
stresses are significantly higher. This becomes obvious when considering the 

























Fig. 5.22 Contour plot of Reynolds shear stress in a rectangular open channel with a 






































Fig. 5.23 Contour plot of Reynolds shear stress in a rectangular open channel with a 





























Fig. 5.24 Contour plot of Reynolds shear stress in a rectangular open channel with a 







1) This chapter investigated whether a rectangular channel flow with a convex 
bedform is dividable by analysing the measured mean velocity data. To validate 
the existence of division lines from velocity distribution, two generalised 
methods were applied in the channel flows with a convex bed. These two 
methods developed for determination of division lines, i.e. ZTSS and Ln can be 
extended to the convex boundary based on the results of velocity distribution. 
For a rectangular channel flow with a convex bedform, the division line can be 
well represented by curved lines because our experiment confirms that the 
division lines are not always straight lines; they depend on the boundary 
characteristics. 
 
2) The models of division lines proposed by KM, DM, YLM, and GJM were 
examined in this study. The models proposed by KM and GJM are unable to 
predict the division lines in a cross section with a curved boundary, but the 
division line from YLM and DM’s models can be used in this flow pattern. The 
comparison between the theoretical and the measured lines indicate that the 
theoretical development of YLM is more applicable in practical situations. 
 
3) The existing theory of turbulence characteristics proposed by Nezu and 
Nakagawa (1993) has been systematically tested in rectangular channel with a 
convex bed. A noticeable feature is that the distribution of 1*/' uu and 1*/' uv along 
the centre line can be represented well by Nezu and Nakagawa’s (1993) 
equations. It is interesting to note that the division lines determined from Ln and 
ZTSS not only present the flow partitioning for a mean streamwise velocity 
contour, but can also clearly show a flow partitioning in streamwise turbulence 
intensity contours. 
 
4) It is also interesting to provide an overall physical description of turbulence 
characteristics in a rectangular channel with a convex bed, i.e., mUv /'  and 
mUvu /'' . To the author’s knowledge, this is the first time such turbulence 




6  FLOW PARTITIONING IN A SMOOTH SEMI-CIRCULAR CHANNEL 
 
The experimental investigation of division lines described in Chapters 4 and 5 
illustrates the existence of division lines in the rectangular ducts or channels by 
analysing velocity distribution. Especially Chapter 5 confirms the existence of a 
division line in a channel with a convex bed. However, Chapter 5 does not discuss 
whether the division line exists in a cross-section with the concave boundary. The 
purpose of this chapter is to discuss the existence of division lines in a semi-circular 
channel flow, and to examine the conclusions from the previous chapters using the 
special channel. . 
 
To achieve this purpose, a series of velocity distribution measurements with different 
h/r values were taken. The experimental conditions are shown in Table 3.3. The 
velocity profiles normal to the curved bed in Fig. 6.1 was analysed and the local 
shear velocities obtained by analysing the velocity profiles along the normal lines to 
the concave boundary, i.e. the red line lines as shown Fig. 6.1. These measured 
velocities were used to test whether the semi-circular flow region can be divided by 
















6.1 Inferred division lines from Ln in semi-circular channel 
 
Yang (1996, 2005) found that a log law gives a good description of the distribution 
of velocity in the centre region after introducing RSgu 1*  and hSgu s * . The 
question then is whether this principle is still valid for all the velocity profiles normal 
to the wetted perimeter in a circular channel? To answer these questions, data from 
research conduction by Knight and Sterling (2000) has also been analysed in this 
study. Relevant experimental information is shown in Table 6.1. 
 














0.67 0.122 0. 081 -30136.5   0.394 0. 021 
1. 01 0.122 0.124 -3017.11   0.493 0. 026 
 
The other experiments (C1, C2 and C3) were undertaken in a large-scale flow loop at 
the University of Wollongong (UOW), Australia. A semi-pipe (radius r = 150mm) 
was incorporated into the flume to simulate a concave channel, as shown in Fig. 6.1. 
Uniform flow was established within the flume prior to the collection of any 
experimental data. Throughout the experimental process the velocities were 
measured using a Dantec Laser Doppler Anemometry (LDA) system.  
 
For the research purpose, the measured velocities by Knight and Sterling (2000) were 
firstly plotted (Fig. 6.2), in the form of gRSu / versus log yn at different locations of 
Pr/P, in which Pr is the distance along the wetted perimeter which started at the right 
bank at the free surface. P denotes the half length of the wetted perimeter. Fig. 6.2 
suggests that, to a certain extent, the velocity measured in the near wall region 




all the straight lines share the same slope but with different intercepts. Having an 
identical slope implies that 1*u  in Eq. (2.6) is constant as the mean shear velocity, but 
the different intercepts imply that the shear velocity su*  in Eq. (2.7) is a variable. 
Thus, when the u*s from each straight line is obtained, and u*s increases when Pr/P 
increases. 
 
Likewise, the distributions of mean velocity measured from the UOW circular 
channel (C1, C3 and C4) are also shown in dimensionless form in Figs. 6.3, Fig. 6.4 
and Fig. 6.5 respectively in terms of 1*/uu and log yn. The similar deviation is evident 
and the velocity profiles for different normal lines do not have a common intercept. It 
can also be seen that the slopes of the profiles are similar, which means that the mean 
shear velocity 1*u used in the LHS of Eq. (2.6) is constant for different normal line 
locations. These findings confirm the results of Knight and Sterling’s (2000) data, 
i.e., only the shear velocity in RHS of Eq. (2.6) is a variable. 
 
 Likewise, once the local shear velocity su* is obtained from the velocity distributed 
for each velocity profile, then the distance nL can be determined from local shear, 
i.e., )/(u 2* gSL sn  . Hence, we can check the existence of the division line as shown 
in  Fig. 6.7. Firstly, to check whether the flow partition theory in a full semi-pipe 
channel, Knight and Sterling’s (2000) experimental data were analysed. In Fig. 6.6, it 
can be seen that the slope of the profiles is quite similar, which means that the mean 
shear velocity 1*u used in the LHS of Eq. (2.6) is constant for different locations. 
Likewise, the variation of intercepts corresponding to each velocity profile that 
represents the shear velocity in the RHS of Eq. (2.6) must be different. In Fig. 6.7, 
the distance nL can be determined from local shear velocities su* which are obtained 
from the intercepts of straight lines in a plot of u versus log(y). 
 
The division lines obtained from YLM were also plotted (Fig. 6.7) to demonstrate the 
relationship between the experimental and theoretical division lines. Other models 
like DM, KM and GJM are unable to produce the division lines in these cases 




For any point in a semi-circular channel flow field, there is only one normal line 
from that point to the curved boundary. Thus, according to the concept proposed in 
YLM, the surplus energy within the flow area will be transferred towards, and 
dissipated on, the wetted perimeter along normal lines. Thus, the Reynolds shear 
stress increases linearly from zero at the division lines in the main flow region to the 
boundary shear stress, and the velocity increases logarithmically from zero at the 
boundary to its maximum value on the division lines. Hence, using the YLM model, 
the division line or zero shear stress line should be presented as the free surface line 
in channel flows. Therefore, the experimental results can be used to check whether 
YLM is accurate enough to express the measured division lines. A comparison of the 



















Fig. 6.2 Measured velocity distribution for a semi-circular channel running partially 
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Fig. 6.6 Measured velocity distribution for a semi-circular channel running full h/r= 





Fig. 6.7 shows the comparison between the division lines obtained by YLM and the 
measured result by Ln. It is seen that the relative distance ( hyn / ) calculated from 
YLM agrees reasonably well the measured data hLn / , even though noticeable small 
discrepancies exist in the region ( PPr / ) from 0.5 to 0.8. By using the YLM model, 
the division line should stand for the free surface line in channel flows. Therefore, it 
seems the division line determined from Ln in semi-circular channel is quite close to 
the water surface.  
 
To validate the accuracy of YLM, the relative error between YLM calculations 
( hyD nc / ) and measured results from Ln ( hLD nm / ) has been defined as E 
=│ cD - mD │/ mD . The division line shown in Fig. 6.7 has the averaged E of 20%, 
5%, 11%, 15% and 16% between YLM and measured results from Ln respectively. 
The large discrepancy in the trial C1 is likely to be caused by the maximum velocity 
not being located at the free surface in this case. Overall, the locations of division 
lines determined from Ln is similar to YLM (as shown in Fig. 6.7), especially when 
h/r is equal to 0.67 from Knight and Sterling’s (2000) data with the averaged E only 
5%. It can be reasonable explained by YLM as the energy transfer from the main 
flow region to the boundary is always accompanied with a variation of velocity.  
 
The velocity contours are presented in Fig. 6.8 to Fig. 6.9 for Knight and Sterling’s 
(2000) and current experimental data. As shown in previous chapters, the direct 
method for determining the division line is to mark the MC point from each isovel. 
By marking the MC points from contour lines, then the division line can be drawn to 
show the partitioning of a cross section. However, the isovel lines in a semi-circle 
channel are almost parallel with the boundary. The isovels are approximately shown 
as similar semi-circular shapes (see Fig. 6.8 and Fig. 6.9). Thus, it is difficult to 
present a clear location line by marking MC locations in flow region. Although, the 
division lines can be well represented by marking MC locations in rectangular 
channel with a flat or a convex bed in the experimental conditions as shown in 
chapters 4 and 5, it seems that it would be difficult to apply this method to semi-
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Fig. 6.7 The division lines measured by Ln and YLM after experimental data (C1, C3 
and C4) and Knight and Sterling’s (2000) data 
 
Therefore, for smooth semi-circular channel, the energy transfer path Ln can be used 
to suggest the physical division line as shown in Fig. 6.7. As discussed in Chapters 4 
to 6, this method may be extended to concave or convex boundary channel flows 
based on the results of the distribution of velocity. However, as discussed in this 
section, the method of marking MC locations seems difficult to apply to a semi-
circular channel. Thus, the MC method is not discussed further in this chapter. The 











































Fig. 6.8 Isovel Patterns in a semi-circular channel running partially full h/r= 0.67 









































Fig. 6.9IsovelPatterns ina semi-circular channel running partially full h/r= 1after 
Knight and Sterling’s (2000) data 
 
6.2 Turbulence characteristics in a semi-circular cross section 
 
It is also interesting to understand its characteristics of turbulence in a semi-circular 
flow. Many of researchers (Chow 1973, Ead et al. 2000, Knight and Sterling 2000, 
Chan et al. 2003) have examined flows in closed smooth pipes and rectangular open 
channels, but only a few researchers have paid attention to open channels with 
circular cross section. The turbulence characteristics of pressurized flow are well 
known, but the problem is entirely different if the pipe is partially filled, since the 





As we discussed in Chapter 5, Nezu and Nakagawa (1993) proposed universal 
function for 1*/' uu  and 1*/' uv  in rectangular channel, i.e., Eqs. (5.1) and (5.2). 
However, it has not been proved whether these models are readily able to predict the 
distribution of the turbulence intensities in a semi-circular channel. The measured 
turbulence intensity 1*/' uu  and 1*/' uv  along the centre line of channel throughout the 
whole flow depth is plotted in Fig. 5.13. It can be seen that the distribution of  1*/' uu  
along the centre line can be well represented by the equations proposed by Nezu and 
Nakagawa (1993). The averaged error between the prediction and measurement, i.e. 
C1, C3 and C4, is only 3.9%, 7.1% and 4.1% respectively as shown in Fig. 5.13. 
Meanwhile, Fig. 5.13 also shows the variation of 1*/' uv  along the centre line for tests 
C1, C3 and C4 combined, where the deviations between the equation and 
measurements, i.e. C1, C3 and C4 are only 7.1%, 5.0% and 6.0% respectively. 
Hence, it seems Eq. (5.2) also can provide a reasonable curve (dashed) as presented 
in Fig. 5.13 with regards to the present data 1*/' uv  along the centre line. Overall, the 
theoretical equations proposed by Nezu and Nakagawa (1993) work well in a semi-
circular channel for the centre region. 
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Fig. 6.10 Vertical Profiles of streamwise and vertical turbulent intensities along 
centre line over a convex bed for several aspect ratios 
 
Furthermore, it is also interesting to see whether 1*/' uu  along the different normal 




intensities 1*/' uu were analysed along the different normal directions in semi-circular 
channel, i.e. the red line as shown in Fig. 6.1. The slope of normal directions is 
determined as k. Furthermore, the data for all tests (C1 to C5) are plotted in Fig. 6.11 
to Fig.6.13. All the datasets have the same trend from the boundary to the free 
surface, and are well represented by equation of Nezu and Nakagawa (1993). The 
streamwise turbulence intensities have the averaged errors of 7.5%, 7.0%, 7.4%, 
7.8% and 6.5% between Eq. (5.1) and experiments of C1, C2, C3, C4 and C5 
respectively (see Fig. 6.11 to Fig. 6.13).  From the experimental research, it seems 
the concave bed geometry has no significant effect on the turbulence intensities 
distributions. Of particular interest is that when the 1*/' uu  along normal lines of 
bedform were analysed, a reasonable prediction can be obtained by Eq. (5.1). Yang 
and his co-authors (1997, 2004, 2006) proposed that the streamwise velocity 
distribution should be logarithmic along the boundary normal lines. The observation 
of Fig. 6.11 to Fig.6.13 suggests that this theory can also be properly extended to 
analysis of streamwise turbulence intensities in semi-circular channel. Therefore, it 
further confirms that the assumptions proposed by from Yang and his co-authors 
(1997, 2004, 2006) are reasonable. 
































Fig. 6.11 Vertical profiles of streamwise turbulent intensities in semi-circular 




































Fig. 6.12 Vertical profiles of streamwise turbulent intensities in semi-circular 
channel (C3 and C4) 






















Fig.6.13 Vertical profiles of streamwise turbulent intensities in semi-circular channel 
(C5) 
 
Clark and Kehler (2011) found their experimental data from circular channel was not 
well represented by the equations of Nezu and Nakagawa (1993) and they attribute 
the large discrepancy to the geometrical effect. The following empirical equations 






















uu  (6.1) 
 
It is also worth checking whether Clark and Kehler’s (2011) empirical equation can 
give a more reasonable curve with regards to the present data 1*/' uu . The present 
data 1*/' uu  from test C1 was chosen to verify the feasibility of Clark and Kehler’s 
(2011) method (CKM). Likewise, 1*/' uu  versus nn hy / at different normal directions 
along the curved bed (Fig.5.2) were analysed. The turbulence intensities distribution 
could be obtained by analysing the 1*/' uu  along the different normal directions on 
the convex boundary. However, the results seem quite unacceptable 
when 2.0/ nn hy . Hence, the present data cannot be well represented by CKM, and 
it indicates their empirical equation is not universal. The present data indicates the 
CKM with empirical correction factors are not a suitable predictor of the 
distributions of turbulence intensities. It is likely that this theoretical equation of 
Nezu and Nakagawa (1993) can give a better prediction either for a flat or a curved 
bed as discussed in Chapters 5 and 6. 
 
As mentioned in Chapter 5, the lateral turbulence intensities w'were not able to be 
measured in the present experiments, hence, the analysis of resultant turbulence 
intensity, i.e., 'nv and nw' would not be discussed in the following part. However, we 
have provided all of our data sources in the Appendix. This dataset of muv /'  included 
in the Appendix may be useful for further mathematical modelling validation. 
Meanwhile, a comprehensive set of data of 2/'' muvu were obtained and is also 
included in the Appendix for future numerical validation. Hence, there is potential 
for work to be undertaken based on current data sources in order to further discuss 
the theorem of turbulent intensity and the mechanism of the turbulence development 










































1) The experimental method used to test the existence of the division line is to 
determine the normal distance from a boundary Ln, based on the local boundary 
shear stress. Using the YLM analytical model, the division line or zero shear 
stress line should be presented as the free surface line in channel flows. By 
analysing the velocity data from the literature and our experiments, it is 
interesting to find that the upper-boundary or division line determined from Ln is 
similar to YLM which is closer to the water surface as shown in Fig. 6.7.  
 
2) To validate the YLM, the relative error between YLM and measured results has 
been calculated. The minimum relative error (5%) existed when the aspect ratio 
was 0.67 using Knight and Sterling’s (2000) data. The range of relative error has 
been found to be between 5% to 20% for the h/r ratio between 0.5 to 1 from 




and his co-authors (1997, 2004, 2006) that the energy transportation occurs 
through minimum relative distance.  
 
3) It seems that the method of ZTSS will be difficult for application to a semi-
circular channel. Thus, further research on applying the ZTSS method in semi-
circular channels is required.  
 
4) The distribution of the */' uu and */' uv along the centre line of channel through 
the whole flow depth are represented well by theoretical equations proposed by 
Nezu and Nakagawa (1993). It is also found that the */' uu versus nn hy / at 
different normal directions along the concave bed are also well represented by 
equations of Nezu and Nakagawa (1993). It indicates that the concave bed 




7 DETERMINATION OF BOUNDARY SHEAR STRESS USING MAIN 
FLOW DATA IN SMOOTH CLOSED DUCTS 
 
The importance of the boundary shear stress distribution is demonstrated in almost 
every equation in hydraulics and fluid mechanics. Currently, it is determined directly 
or indirectly from the measuring data in the viscous sub-layer. However, accurate 
measurement in the very thin viscous sub-layer is very difficult relative to the data in 
the main flow region. Hence, it is easier to rise up a question whether the local shear 
stress can be determined by the main flow data in order to avoid the viscous sub-
layer measurements. There is one approach of dividing the channel cross section into 
sub-regions to accurately predict local shear stress. The physical existence of 
division line and how to determine it have been discussed in previous chapters. 
Following this line, another approach named as Momentum Balance Method (MBM) 
has been proposed in this chapter to determine the boundary shear stress distribution 
along the wetted perimeter in three dimensional flows in this chapter. This approach 
is based on a theoretical relationship between the boundary shear stress and 
parameters of main flow region within cross section. The unique contribution of 
MBM is that, only the main flow data is used to determine the local boundary shear 
stress. To test the model, experiments in closed ducts are applied in MBM.  
 
Flow in a straight, rectangular closed duct has attracted considerable attention in the 
research community due to its simple boundary geometry and nonexistence of free 
surface effects. Knowledge of the distribution of boundary shear stress around the 
wetted perimeter of an open channel or closed duct is a matter of fundamental 
importance in many hydraulic equations concerning resistance, sediment, dispersion, 
or cavitation’s problems (Dey and Lambert 2005, Dwivedi et al. 2010).  
 
The purpose of this chapter is to present a theoretical relationship basis for boundary 
shear stress and main flow based on the momentum balance or the Momentum 
Balance Method (MBM), and this new method was verified using the experimental 
data, also the obtained results are compared with other methods, e.g. Log-law 






7.1 Theoretical considerations 
 
Yang (2010) established the momentum balance equation which is validated for a 
steady, uniform, and fully developed turbulent flow (see Fig. 7.1). For any arbitrary 
channel or closed duct, taking the element “abcd” as an example, the gravitational 
force component for a unit length in the x-direction has to be balanced by the friction 


























bsabcd   4321   (7.1) 
 
where abcdA = area of flow region “abcd” shown in Fig. 7.1; τ = the shear stress on the 
interface of “abcd”; s = the length of the interface, e.g. “bc”, “cd” and “da” in Fig. 
7.1; 1 , 2 , 3 =shear stresses on the interface “bc”, “cd” and “da” respectively; 
and 4 = the boundary shear stress to be determined. In streamwise direction, 
gAabcdS denote the gravitational force component for a unit length. The shear stress 












where n = direction normal to the interface. In the Cartesian coordinate system, Yang 

















where xy , xz  = the shear stress on the horizontal and vertical interface, respectively; 
In the main flow region, the viscosity effect can be ignored. Therefore, for an 
arbitrary control volume (see Fig.7.2 and Fig.7.3), the averaged sidewall shear stress 
),( yyy   (acting on boundary from y to y+∆y on the y-axis) can be computed and Eq. 













dydydzdzdsgAS ),(0 0 21 
 (7.5) 
 
where A = the shadowed area (see Fig.7.2 and Fig. 7.3); 1xy  , 2xy  = the shear stress 
on the upper and lower horizontal interfaces, respectively; xz = the shear stress on the 
vertical interface from the point (z, y) to the point (z, y+∆y). From experiments, the 
first three terms can be calculated from the measured 3-D velocities, thus the 
sidewall averaged shear stress from y to y + ∆y could be determined by using this 
momentum balance equation. Likewise, the bed shear stress can be evaluated from a 
















  (7.6) 
 
In calculation, one can set at the same strip but choosing different momentum 
balance elements to build the equation, thus the averaged calculation value would be 
used. To check the feasible of MBM, the different methods as discussed in literature 





Fig. 7.2 Orientation of test channel and calculation grids in measured cross-section 
by Tracy (1965) 
 
Fig. 7.3 Orientation of test channel and calculation grids in measured cross-section 
by Tracy (1976) 
 
In general, for fundamental research purposes, hydraulic engineers determine the 
local boundary shear stress from the indirect measurement of friction velocity su* or 





Log-law method (LLM): su* can be determined from the measured mean velocity 
distribution )(yu  in conjunction with the logarithmic law followed by Eq. (2.9). 
 
Reynolds shear stress method (RSM): su* can be determined from the measured 



















In near boundary region y ≈ 0, thus the measured Reynolds shear stress can be used 
for the boundary shear stress when y is above the viscous sub-layer where the 
viscous effect is negligible. 
 
Viscous sub-layer Method (VLM): It is well known that the velocity in the viscous 










  (7.8) 
 
su* can be determined from the velocity distribution measured there (Yang et al. 
2006), with the aid of Eq.(7.8). 
 
Overall, LLM is based on the velocity distribution and the assumption is that the 
velocity near the boundary follows Eq. (2.9). RSM and VLM require accuracy of 
measurements slightly above or inside the viscous sub-layer. Presently, the best 
techniques can only measure mean wall-shear stress to within approximately 2% 
errors (Nezu 2005, Yu and Tan 2006). However, these methods are almost 
impossible for hydraulic engineers to use in natural channel, in which the bed is 
always covered by particles or sediment. Direct measurements of su* value near to an 
irregular bed mean that sometimes the probe is immersed within the boundary. 






7.2 MBM application to smooth closed duct flows 
 
In this section, two computational modules are comprised to prove the MBM 
conception, which are based on the experimental components carried out on a 
rectangular test duct and a complex boundary duct by Tracy (1965, 1976) 
respectively. In these two test ducts, the air was supplied to a wind tunnel. In Tracy’s 
(1965) experiment, a rectangular closed duct was used. In the original paper the 
value of secondary currents are discernible only for the region of 1/20  by  and 
1/20  bz , so we will mainly focus on this domain. The bed shear stress 
distribution on the side wall and the bottom are in unity in this domain. While 
Tracy’s (1976) experiment was conducted in a compound channel, its flow 
characteristics could be analysed by dividing the duct into upper and lower parts. 
Tracy (1976) only reported velocity measurements in the lower part, hence, only the 
data from the lower part was used. If this lower duct was cut horizontal and vertically 
down its centre line, and then the flow in marked area would be the same as a 
rectangular duct. Hence, for the rectangular duct illustrated in Fig.7.3, the horizontal 
plane of symmetry, having zero shear stress, is analogous to the free surface, the 
calculation domain of these two ducts provides the physical model of a rectangular 
open channel also. It is obvious the aspect ratios of these two models are equal to 1. 
The parameters measured include u , v , w , ''vu  and ''wu , thus this dataset can be 
used to test the model. In performing the computations, Tracy (1965, 1976) datasets 
reported in literatures are used in the 11×11(see Fig.7.2) and 10×8 (see Fig.7.3) mesh 
grid respectively. 
 
To demonstrate the boundary shear stress distribution using MBM, the calculation 
was firstly developed by using Tracy’s (1965) measurements in 1/0  hy  and 
measured section-cross. In his measurement, Tracy used the grids as shown in Fig. 
7.4, here, the grid spacing s is 0.1, by following his grids, the bed and the sidewall 
are divided into ten parts in horizontal and vertical directions, respectively as shown 






Fig. 7.4 Calculation grids on measured cross-section 
 
For each node sketched in the calculation grid Fig. 7.4, each node involved five 
components (u, v, w, ''vu , ''wu ) corresponding to various coordinates. The value of 
longitudinal mean velocity u were provided by the velocity distribution curve along 
vertical lines between y/h equal to 0.009 and 1 from Tracy’s measurements, it is 
noted that each profile in his literature represented a horizontal traverse of velocity u 
from the vertical wall to the centre line (between z/h equal to 0.01 and 1) at a 
constant distance (y/h value) above the lower boundary. Thus, it simply indicates 
each node would be obtained the one longitudinal velocity u according to its 
coordinate. Following the extraction data, the result of vertical and lateral velocity (v 
and w) reported in velocity vector figures by Tracy were also applied in grids 
depending on coordinates. Similarly, for the distribution of ''vu and ''wu (were 
relative to 2*u  in literature), it shows the value of ''vu and ''wu according to their 
coordinates. In this way, when we started the calculation from element “ABCD” (see 
Fig.7.4) which is closed to the wall. Data ( u , v , ''vu ) from the experiments on 
points A (0, 1), B (0, 0.9), C (0.1, 0.9) and D (0.1, 1) in calculation grid can be used 
to determine the averaged shear stress on the horizontal interfaces 1xy  (AD interface) 
and 2xy (BC interface), thus, 1xy and 2xy were computed from Eq. (7.3). It is 




1xy and 2xy reduced to the following simple calculation as 2xy = 2
xyCxyB    and 
1xy = 2
xyDxyA   , in which xyA , xyB , xyC , xyD  are shear stress on point A, B, C, D 
defined by uvvu   '' . For the cases of averaged shear stress xz on CD vertical 
interface are evaluated from the two points measurements (C and D) , where the 
values of u , w , ''wu  on these two points were used in Eq. (7.4) calculation, in this 
way, xz will reduce to the following from as xz = 2
xzDxzC   , where xzC , xzD are 
shear stress on point C and D defined by uwwu   '' . In this work, the values of 
1xy , 2xy and xz  are defined, which result the wall “AB” shear stress 1AB  can be 
obtained firstly according to gravitational force component in the streamwise 
direction must be balanced by the friction force on the element interface by Eq. (7.5), 
where A defined as the area of this element  22 )0635.01.0()(  hsA . 
Following this calculation, the boundary shear force 1ABF was determined by Eq. (7.5) 
( 1ABF = ABAB L1 , ABL are the length AB equal to 0.00635m). Due to the regularity of 
the grid and the simplicity of the algorithm, the calculation can be set at the same 
location but choosing different force balance elements to build up the equation, and 
then the calculated value should get the averaged value as used. Herein, the local 
boundary shear stress w along wall side corresponding to different y/h strips, i.e., 
from 0-0.1 to 0.9-1.0 can be evaluated using Eqs. (7.5) and (7.6). 
 
The wall side shear stress distributions by using Tracy’s (1965) data are made 
dimensionless as ww  / represented in bar figure in Fig. 7.5. Furthermore, we repeat 
this calculation method to Tracy’s (1976) data, in the similar calculation grid as 
Fig.7.3 shown, the calculations of wall shear stress distribution by using Tracy’s 
(1976) data by MBM are also presented in as bars in Fig. 7.6. MBM defines the 
theoretical relationship between the local boundary averaged shear stress and the 
interface shear stress. Therefore, the boundary shear stress could be approximately 





Fig. 7.5 Comparison of averaged sidewall shear stress distributions between MBM 
and other three methods based on Tracy’s (1965) data 
 
 
Fig. 7.6 Comparison of averaged sidewall shear stress distributions between MBM 
and other three methods based on Tracy’s (1976) data 
 
Calculations of bed shear stress distribution based on Tracy’s (1965) data by MBM 




applied first to the element “GJIH” which closed to the boundary 
 22 )0635.01.0()(  hsA . In this case, we firstly use Eqs. (7.3) and (7.4) to 
determine the averaged shear stress on the horizontal interface xy (IJ interface) and 
vertical interfaces 1xz (IH interface) and 2xz (JG interface). Thus, as the previously 
introduced, the following simple calculation for xy , 1xz , 2xz  can be determined as 
xy = 2
xyJxyI   , 1xz = 2
xzHxzI   , and 2xz = 2
xzGxzJ   , respectively, in which xyI , 
xyJ ,are shear stress on points I and J defined by uvvu   '' , and xzG , 
xzH , xzI , xzJ  are computed by uwwu   ''  to define the shear stress on points I, 
J, G and H. Thus, the local averaged shear stress GH can be determined by MBM as 
theoretical part outlined, when this is repeated for the next element “GLKJ”, the 
GL can be determined as well. Hence, HL  can be determined from the above two 













In this way, averaged local wall shear stress on different z/h strips, i.e., from from 0-
0.1 to 0.9-1.0 would be determined correspond to different calculation elements. This 
clearly indicates the boundary shear stress distributions are made dimensionless 
as bb  / in Fig. 7.7 as bars. 
 
Similarly, as MBM outlined in the above discussion, the averaged bed shear stress 
distributions based on Tracy’s (1976) data for each strips (see Fig.7.3) would be 
further explored from Eq. (7.1) to (7.5). The bed side shear stress distributions are 
made dimensionless as bb  / represented in bar figure in Fig. 7.8. It further proves 
this method can be used in calculation of boundary shear stress for turbulent flow 
over the wetted perimeter in closed ducts. The mechanism of force balance can be 







Fig. 7.7 Comparison of averaged bed shear stress distributions between MBM and 
other three methods based on Tracy’s (1965) data 
 
Fig. 7.8 Comparison of averaged bed shear stress distributions between MBM and 
other three methods based on Tracy’s (1976) data 
Herein, LLM, VLM and RSM have been performed to investigate the value of 
*u along the wetted perimeter. Following this, the value of w can be computed using 
2




normalized by the mean wall shear stress, i.e., ww  /  and the data are presented in 
Fig. 7.5 and Fig. 7.6 respectively.  
 
The velocity u value closed to the wall, i.e., z/h < 0.02 from Tracy’s (1965) data and 







 ) respectively. Here, it appears from VLM that the friction velocity 
*u would be computed, and define the boundary shear stress 
2
*uw    along the duct 
perimeter (on the sidewall), then they obtained results are presented (see Fig. 7.5 and 
Fig. 7.6) as ww  / .  
 
The measured the Reynolds shear stress near the boundary can be used to determine 








uwu   (7.10) 
 
Eq. (7.10) is also proposed by Nikora and Goring (2002). The distribution of ''wu  
relative to 2*u be shown from Tracy’s paper (Tracy 1965, Tracy 1976), therefore,  
''wu  can be used to define wall shear stress, where all the measurements of ''wu  
closed to the wall , i.e., z/h < 0.02 from Tracy’s (1965) data and z/h < 0.0167 from 
Tracy’s (1976) data were used in computation, respectively. The data points (see Fig. 
7.5 and Fig. 7.6) also show the variation of ww  / along the duct perimeter, which is 
computed by RSM.  
 
Overall, as observed from Fig. 7.5 and Fig. 7.6, it is noted that w determined by 
MBM is similar with these three methods, i.e., LLM, VLM, RSM. However, there is 
still a relative large discrepancy exists in the corner region between LLM and MBM 
as shown in Fig. 7.5. To validate the accuracy of MBM, the relative error between 
MBM calculations (subscript c) and other methods (subscript m) has been defined as 




1.9% between MBM and LLM, VLM, RSM respectively (see Fig. 7.5) based on 
Tracy’s (1965) data; The sidewall shear stress has the averaged E of 4.3%, 6.8% and 
3.8% between MBM and LLM, VLM, RSM respectively (see Fig. 7.6) based on 
Tracy’s (1976) data; It should also be noticed that our model relied on Tracy’s data, 
which calculates only certain layer due to the data limited, therefore, the grids cannot 
be detailing. The accuracy also depends on the main stream velocity on each grid 
points. The present model simulates this behaviour fairly well, and is actually in 
better agreement with present experiment data. Tracy’s two groups of experimental 
data (1965, 1976) prove MBM are able to provide a reasonably estimation for the 
distribution of wall shear stress. The wall shear stress rises from the corner and 
approaches stable value when it is nearly the symmetry plane. Fig. 7.5 and Fig. 7.6 
clearly shows that MBM can match the experiment measurements overall trend, it 
suggests that MBM can be used for the determination of boundary shear stress. 
 
Similarly, LLM, VLM and RSM are also applicable to assess the boundary shear 
stress distribution along the bed. Based on Tracy’s measurement data (1965, 1976) in 
the boundary region, like velocity and Reynolds shear stress, one can determine the 
local *u values using LLM and VLM. Following the calculation of 
2
*ub   , thus, 
the variation of bed shear stress bb  / along the duct perimeter is  presented in Fig. 
7.7 and Fig. 7.8. As the distribution of ''vu  relative to 2*u be showed in literature, it is 
used to investigate the boundary shear stress along the bed by RSM. To validate the 
accuracy of MBM, the relative error also can be calculated as E =│ c - m │/ m . Fig. 
7.7 shows the comparison along the bed by Tracy’s 1965 dataset, it presents the 
relative error between MBM and LLM, VLM, RSM is acceptable, i.e., the averaged 
E=11%, 3.1% and 1.0% respectively. Similarly, Fig. 7.8 shows the calculation results 
from Tracy’s 1976 data, the comparison shows that MBM can determine reasonable 
results, and relative error between MBM and LLM, VLM, RSM are equal to 8.1%, 
11% and 5.7%, respectively. Comparing the MBM results with previous 
measurements using different methods for ww  /  and bb  /  is meaningful, which 
indicates that the boundary shear stress can be well determined using the proposed 
MBM if the grids are fine enough. However, there is still a distinct existed between 




pointed out that the MBM calculation can be set at the same location but choosing 
different force balance elements to build up the equation and the mean value are 
obtained, therefore the element size would affect the accuracy of calculation results. 
Thus, how to select a reasonable element sizes is also quite crucial in the application 
of MBM to determine the boundary shear stress. In current situation, we chosen the 
element size from calculation grids as shown in Fig. 7.4, however, it also need to be 
further discussed how to select a reasonable calculation element size in the future 
study.  
 
7.3 Uncertainty analysis in MBM  
 
Analysis of uncertainty in a mathematical model is crucial to estimate the model’s 
accuracy. The uncertainties in MBM mainly depend on the accuracy of main stream 
velocity measurements at each of the grid points. For this reason, to minimise the 
MBM calculation uncertainties, all the calculations (bar charts) plotted in Fig. 7.5 to 
7.10 represent the averaged local boundary shear stress for different y/h or z/h strips. 
Thus in case some measurements at some grids are not accurate, the calculation can 
be set at the same location but choosing different momentum balance elements to 
build the equation, and the averaged calculation values are used in the  analysis.  
 
Fig. 7.9 and Fig. 7.10 show the comparison between the averaged local boundary 
shear stress obtained by MBM and other researchers’ measured results, including 
those of Hoagland (1960), Leutheusser (1963) and Knight and Patel (1985). Their 
experiments were also conducted in the long rectangular ducts controlled by airflow 
through the system. In their experiments, values of local wall shear stress were 
measured by Preston tubes, which were placed in direct contact with the boundary. 
We compared bb  / with others’ experimental data (as presented in Fig. 7.9) where 
the averaged E are only 5.38% (Hoagland), 5.51% (Leutheusser) and 5.49% (Knight 
and Patel). It is seen that the relative bed shear stress bb  / of MBM agrees 
reasonably well with Tracy’s (1965) data. Similarly, Fig. 7.10 shows the calculation 
results from Tracy’s (1976) data. The comparison shows that MBM can determine 




Hoagland (1960), Leutheusser (1963), Knight and Patel (1985) are equal to 4.1%, 
3.0% and 2.7%, respectively. According to the comparison of these averaged local 
boundary shear stresses determined by MBM, with other researchers’ measured 
results, it further shows these average values are in better agreement with the present 
experiment data. Hence, we can conclude that these averaged boundary shear stresses 
over the measurement grid used in this study are commonly run at high resolution. It 
further proves that the averaged value can provide accurate results and avoid the 




Fig. 7.9 Comparison of averaged bed shear stress distribution between MBM based 






Fig. 7.10 Comparison of averaged bed shear stress distribution between MBM based 
on Tracy’s (1976) and other researcher’s data for the same aspect ratio 
 
It should also be noted that our model relied on Tracy’s data, which calculate only 
certain layers due to the data limitation; therefore the grids cannot be more detailed. 
Thus, the element size selection may also affect the calculation results and cause 
uncertainties in calculations. We therefore choose a larger momentum element size 
to re-calculate the local boundary shear stress to estimate the MBM uncertainty. As 
discussed from Tracy’s (1965) data, the local boundary shear stress w along wallside 
corresponding to different y/h strips, (i.e., from 0-0.1 to 0.9-1.0) can be evaluated 
using Eqs. (7.5) and (7.6). In section 7.2, for all the calculations we chose the 
element size as A from calculation grids. But now, by choosing the 2A as the new 
calculation element, the averaged local wall shear stress can be determined on 
different y/h strips (i.e., from 0-0.2 to 0.8-1.0). All the calculations of 2A are made 
dimensionless as ww  / (in Fig. 7.11 as red bars). Comparing the MBM results by 
using different element sizes, i.e. A and 2A, the present model produces quite 
similar results. Fig. 7.11 also means that the boundary shear stresses can be well 






Fig. 7.11 Comparison of averaged sidewall shear stress distributions calculated from 
MBM by using different element size ( A and A2 ) based on Tracy’s (1965) data 
 
To validate the results difference calculated by MBM, the relative error E between 
A and 2A has been determined and plotted in Fig.12. The relative error E between 
A and 2A (subscript A ) and other methods (subscript A2 ) has been defined as 
E =│ AA   2 │/ A . The sidewall shear stress shown in Fig 7.12 has the average E 
of 6% for two different element sizes, but the maximum value of E (=15.1%) occurs 
in the strip of 0.0-0.2. This maximum value may be caused by the measurements of 
the velocity distribution in the corner region. Velocity distribution in this region is 
difficult to measure accurately. Overall, the mechanism of momentum balance can be 
conveniently analysed in terms of the volume of flow towards a particular wetted 
boundary area. Different element size can also provide a reasonably good estimation 
for the distribution of boundary shear stress. Meanwhile, the elements can be 
modified according to the practical requirements. Hence, it is concluded that MBM 

























Fig. 7.12 Error analysis about the averaged sidewall shear stress calculated from 
MBM by using different element size ( A and A2 ) 
 
Based on Tracy’s measurement data (1965) in the boundary region, Fig. 7.13 shows 
that calculation results from the A2 element size by MBM also works well and 
agrees with other methods (the averaged E=12.0%, 3.1% and 3.4% between MBM 
and LLM, VLM, RSM respectively). The distribution of ww  /  by using 2A is 
similar to the distribution of ww  / by using A, so we compared ww  / with LLM, 
VLM and RSM data and the relative error E values as presented in Table 7.1. This 
also clearly shows that by using A2 element size the MBM is also comparable with 
these existing methods. Hence, it may conclude that MBM can assess the distribution 
of boundary shear stress, and its performance is as good as other methods without 
element size effects. 
 
The present grids division on cross-sections shows that the proposed new method is 
viable and reliable. An important feature of MBM is the theoretical relationship 
between the boundary shear stress and interface averaged apparent shear stress in 
channels. This relationship has been established for each calculation element in grids. 




over the wetted area can be conveniently analysed in terms of the volume of flow 
towards a particular wetted boundary area. It investigates the main flow data that are 
important for calculation accuracy, on the basis of this concept, the flow cross-
sectional area in different flow geometries can be divided and the grids used to build 




Fig. 7.13 Comparison of averaged sidewall shear stress distributions between MBM 
( A2 ) and three other methods based on Tracy’s (1965) data 
 
Table 7.1 The averaged relative error E between MBM and three other methods 
based on Tracy’s (1965) data 
 
 LLM VLM RSM 
MBM (ΔA) 9.9% 3.3% 1.9% 








A novel method called Momentum Balance Method (MBM) has been developed to 
determine the boundary shear stress using main flow data based on the concept of 
momentum balance. The existing experimental data in smooth closed ducts (Tracy 
1965, Tracy 1976) have been used to test the MBM. In terms of the average wall or 
bed shear stress, comparison between three existing methods and other researcher’s 
experimental data shows that MBM is possible to measure local boundary shear 
stress accurately and quickly under field conditions. The following conclusions can 
be drawn from this study: 
 
1) MBM outlined the local boundary shear stress for turbulent flow over the wetted 
area can be conveniently analysed in terms of the volume of flow towards a 
particular wetted boundary area. Thus, the main flow data that are important for 
calculation accuracy, on the basis of this concept, the flow cross-sectional area 
in different flow geometry can be divided and the grids used build momentum 
balance equation.  
 
2) This study used smooth rectangular duct flows to test the MBM, and other 
existing methods were used for comparison including LLM, RSM and VLM. 
These comparisons showed that the MBM is comparable with these existing 
methods. When the estimated shear stress by MBM was compared with 
Hoagland (1960), Knight and Patel (1985) and Leutheusser (1963), it agrees 
with these existing data. 
 
 
3) For smooth rectangular duct flows, MBM can assess the distribution of 
boundary shear stress. The applicability of MBM in this session only provides a 




8 CONCLUSIONS & RECOMMENDATIONS 
8.1 Flow partitioning in a rectangular channel  
 
This thesis investigates whether division lines exist in a 3-D channel flow by 
analysing the measured mean velocity data. Two methods are developed to detect 
whether division lines actually exist, one uses the “log-law” and the other uses the 
“zero total shear stress”. For a rectangular duct or open channel flow the division line 
can be represented by determining the locations of Ln and our experiments confirmed 
that the division lines always exist in different aspect ratios. In addition, in 3-D flows 
the division lines are also discernible through the lines of ZTSS within the flow 
cross-section.  
 
From the experimental observation, we may conclude that these two methods 
developed for division lines could be properly used in rectangular ducts or channels. 
Moreover, the division lines determined from ZTSS and Ln seemed to be matching 
better in the closed duct rather than in the open channel. A comparison of the 
experimental division line and the predictions by KM, DM, YLM, and GJM yielded 
varying results. In general, the theories of KM and YLM can be used as a reliable 
predictor of division lines for the locations of ZTSS and Ln.  
 
8.2 Flow partitioning in a rectangular channel with convex bed 
 
These two analytical methods, i.e., ZTSS and Ln are also extensively discussed in a 
channel flow with convex bed. For a channel flow with convex bedform, the division 
line can be well represented by curved lines because our experiment confirmed that 
the division lines are not always straight lines, but it also depends on the boundary 
characteristics. The division lines determined from ZTSS and Ln seem to coincide in 
a rectangular channel with convex bed. It is further confirmed that these two 
experimental methods developed for division lines could be extended to convex 






The models of division lines proposed by KM, DM, YLM, and GJM are also 
examined in this study. The models proposed by KM and GJM are unable to predict 
the division lines in a cross section with a curved boundary, but the division line 
from YLM and DM’s models could be used in this flow pattern. The present dataset 
is closely aligned with the prediction of the YLM’s model. 
 
8.3 Flow partitioning in a semi-circular channel  
 
The methods of ZTSS and Ln are also applied in testing the existence of the division 
line in a semi-circular channel based on the velocity distribution. The division lines 
obtained from YLM are also plotted for various experimental flows to demonstrate 
the relationship between the experimental and theoretical division lines. Other 
models like DM, KM and GJM are unable to predict division lines in these cases 
because they are not able to distinguish the sidewalls and beds in semi-circular 
channels.  
 
Using the YLM model, the division line or zero shear stress line should be presented 
as the free surface line in channel flows. By analysing the velocity data from the 
literature and our experiments, it is interesting to find that the upper-boundary or 
division line determined from Ln is similar to YLM which is closer to the water 
surface. To validate the accuracy of YLM, the relative error between YLM and 
measured results has been calculated. Based on Knight and Sterling’s (2000) data, a 
minimum relative error of 5% was found for h/r = 0.67. The range of relative error 
has been found to be between 5% to 20% for the h/r ratio between 0.5 to 1 from 
experiments. Hence, we can speculate that the location of the division line in a semi-










8.4 Application of MBM in smooth closed ducts 
 
The MBM has been developed to determine the boundary shear stress using main 
flow data based on the concept of momentum balance. The existing experimental 
data in smooth closed ducts (Tracy 1965, Tracy 1976) has been used to test the 
MBM. In terms of the average wall or bed shear stress, comparisons between three 
existing methods and other researcher’s experimental data shows that MBM is 
possible to measure local boundary shear stress accurately and quickly under field 
conditions. The local boundary shear stress for turbulent flow over the wetted area 
can be conveniently analysed in terms of the volume of flow towards a particular 
wetted boundary area by using MBM.  
 
This study used smooth rectangular duct flows to test the MBM, and other existing 
methods were used for comparisons including LLM, RSM and VLM. These 
comparisons showed that the MBM is comparable with these existing methods. 
When the estimated shear stress by MBM was compared with Hoagland (1960), 
Knight and Patel (1985) and Leutheusser (1963), it presents that this method works 
well with this existing data. No empirical coefficient or assumption is involved in the 
method. This method’s reliability mainly depends on the accuracy of velocity 
measurement in the main flow region. 
 
For smooth rectangular duct flows, MBM can assess the distribution of boundary 
shear stress. The applicability of MBM only provides a brief method to predict 
boundary shear stress in a rectangular duct.  
 
8.5 Turbulence intensities in open channels 
 
The existing empirical equations of turbulence characteristics proposed by Nezu and 
Nakagawa (1993) for a rectangular channel with convex bed and a semi-circular 
channel are systematically tested. It has been found that the distribution of */' uu and 
*/' uv along the centre line of these two channels indeed follows the empirical 





For a rectangular channel with a convex bed, the division lines determined from Ln 
and ZTSS are also re-plotted into streamwise turbulence intensity contours. It is 
interesting to note that the division lines not only divide mean streamwise velocity 
contours, but also divide the turbulence intensity contours. 
 
The equation proposed by Nezu and Nakagawa also agrees well when the 
experimental data is plotted as */' uu versus nn hy / at different normal directions 
along the concave bed in semi-circular channels. It indicates that the concave bed 
geometry has no significant effect on the distribution of turbulence intensities. This is 
also a future confirmation of the theory proposed by Yang and other co-authors 
(1997, 2004, 2006) that the energy transportation occurs through minimum relative 
distance. 
 
8.6 Recommendations for future studies 
 
This study contributes to the knowledge on the flow division in open channel flows, 
by developing two analytical methods based on experiments. Also, it avidly 
illustrates and documents the turbulence characteristics in rectangular channels with 
a convex bed and semi-circular channels. Even though this study seems to contribute 
in many ways to existing hydraulic problems, still there are a few areas that warrant 
further research.  
 
1. This thesis is trying to clarify a fundamental problem in hydraulic 
engineering, i.e., to verify the existence of division lines in a smooth channel 
flow by analysing the mean velocity distribution. Obviously, it has some real-
world applications for smooth pipes or channels, but one limitation is that it 
has not been verified for rough channel flows. Further validation in rough 
flows is recommended. 
 
2. The free surface effects on the shape of secondary currents are well 
recognised. In this study, we have observed secondary currents from 




point measurement and future work must use techniques such as PIV to 
capture the dynamics of secondary currents.  
 
3. The division line proposed by MC is difficult to be used in semi-circular 
channels due to its limitation; hence, more experiments and research in 
complex boundary channels are recommended such as compound channels. 
We may optimise the method of MC for future work. 
 
4. For smooth rectangular duct flows, MBM can assess the distribution of 
boundary shear stress. The applicability of MBM should be extended to 
complex boundary conditions and rough channels, hence, more research work 
should be carried out for its applicability in complex flows.  
 
5. Further research should be conducted in curved as well as complex 
boundaries using computation of fluid dynamics models to validate the 
existence of division lines. It would be worthy to apply the fluid dynamics 
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A.1 Streamwise velocity in Rectangular Channel 
Table A.1.1 – Streamwise velocity u/ um data –R1 
y/h z/b 
0.095 0.276 0.457 0.638 0.819 0.909 1 
0.092 0.704 0.706 0.766 0.841 0.852 0.857 0.859 
0.131 0.721 0.764 0.786 0.875 0.872 0.85 0.882 
0.154 0.725 0.753 0.78 0.876 0.88 0.893 0.889 
0.185 0.735 0.781 0.813 0.903 0.929 0.919 0.939 
0.231 0.744 0.813 0.84 0.952 0.951 0.957 0.963 
0.308 0.751 0.849 0.885 0.98 0.977 1.007 0.99 
0.385 0.774 0.885 0.929 0.989 1.034 1.034 1.038 
0.538 0.771 0.917 0.943 1.029 1.074 1.08 1.082 
0.692 0.761 0.901 0.965 1.031 1.075 1.082 1.087 
0.769 0.761 0.884 0.952 1.034 1.095 1.112 1.084 
0.846 0.749 0.876 0.952 1.031 1.098 1.097 1.114 
 
Table A.1.2 – Streamwise velocity u/ um data –R2 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 0.693 0.754 0.757 0.723 0.698 0.796 0.845 0.853 
0.111 0.701 0.758 0.783 0.73 0.714 0.819 0.853 0.864 
0.167 0.724 0.81 0.824 0.778 0.75 0.835 0.905 0.91 
0.222 0.73 0.832 0.849 0.809 0.789 0.855 0.925 0.949 
0.278 0.742 0.859 0.863 0.822 0.815 0.892 0.964 0.976 
0.333 0.76 0.858 0.885 0.843 0.836 0.919 0.985 0.987 
0.389 0.776 0.878 0.895 0.865 0.854 0.926 0.997 1.011 
0.444 0.794 0.895 0.901 0.879 0.871 0.938 1 1.02 
0.667 0.826 0.923 0.947 0.939 0.942 0.974 1.037 1.064 
0.722 0.823 0.931 0.951 0.948 0.949 0.989 1.05 1.063 
0.778 0.815 0.925 0.955 0.961 0.969 1.001 1.046 1.076 
0.833 0.808 0.913 0.938 0.958 0.965 1 1.047 1.079 
0.889 0.799 0.885 0.919 0.939 0.963 1.008 1.049 1.07 




Table A.1.3 – Streamwise velocity u/ um data –R3 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.077 0.679 0.726 0.743 0.735 0.71 0.771 0.805 0.801 
0.091 0.692 0.738 0.771 0.76 0.732 0.75 0.826 0.825 
0.182 0.726 0.813 0.845 0.83 0.792 0.824 0.901 0.905 
0.227 0.753 0.829 0.857 0.839 0.813 0.837 0.908 0.934 
0.273 0.732 0.833 0.878 0.861 0.854 0.843 0.951 0.949 
0.364 0.768 0.857 0.905 0.903 0.88 0.882 0.999 0.993 
0.455 0.788 0.875 0.927 0.943 0.927 0.93 1.025 1.035 
0.545 0.801 0.895 0.957 0.975 0.963 0.965 1.058 1.064 
0.636 0.823 0.91 0.981 0.998 1.001 1.019 1.079 1.081 
0.727 0.837 0.909 0.993 1.015 1.034 1.05 1.099 1.102 
0.818 0.803 0.911 0.978 1.008 1.037 1.06 1.1 1.105 
0.864 0.791 0.898 0.96 0.997 1.018 1.055 1.111 1.113 
0.909 0.78 0.875 0.921 0.958 0.996 1.045 1.104 1.118 
0.927 0.784 0.854 0.916 0.951 0.982 1.027 1.105 1.114 
 
Table A.1.4 – Streamwise velocity u/ um data –R4 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.057 0.619 0.658 0.696 0.706 0.782 0.811 0.795 0.784 
0.067 0.635 0.666 0.684 0.719 0.81 0.824 0.821 0.792 
0.1 0.684 0.757 0.733 0.797 0.847 0.868 0.847 0.815 
0.133 0.779 0.779 0.839 0.816 0.883 0.902 0.882 0.857 
0.167 0.735 0.783 0.862 0.85 0.889 0.922 0.9 0.884 
0.2 0.749 0.816 0.872 0.885 0.913 0.944 0.923 0.907 
0.333 0.782 0.844 0.94 0.982 1 1.014 1.011 0.976 
0.4 0.78 0.852 1.027 1.005 1.052 1.054 1.029 1.018 
0.467 0.716 0.833 0.994 1.021 1.066 1.069 1.048 1.044 
0.533 0.744 0.836 0.995 1.015 1.093 1.101 1.082 1.069 
0.6 0.763 0.868 1.009 1.04 1.112 1.121 1.101 1.107 
0.667 0.786 0.846 0.981 1.063 1.125 1.131 1.136 1.134 
0.733 0.8 0.846 0.986 1.063 1.137 1.165 1.15 1.163 
0.8 0.843 0.975 0.993 1.08 1.141 1.163 1.161 1.18 
0.867 0.883 0.978 1.035 1.073 1.119 1.152 1.164 1.165 




Table A.1.5 – Streamwise velocity u/ um data –R5 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.052 0.152 0.295 0.439 0.584 0.726 1.013 1.3 1.444 1.587 
0.062 0.635 0.669 0.677 0.688 0.732 0.756 0.77 0.767 0.762 
0.093 0.665 0.688 0.691 0.692 0.729 0.784 0.802 0.798 0.767 
0.123 0.695 0.725 0.736 0.741 0.766 0.828 0.843 0.83 0.815 
0.154 0.692 0.752 0.768 0.784 0.798 0.848 0.871 0.854 0.85 
0.185 0.731 0.775 0.781 0.811 0.817 0.876 0.901 0.896 0.86 
0.247 0.725 0.801 0.815 0.833 0.835 0.909 0.923 0.922 0.881 
0.309 0.751 0.802 0.815 0.864 0.855 0.952 0.963 0.951 0.925 
0.37 0.72 0.8 0.842 0.892 0.871 0.984 0.983 0.992 0.972 
0.432 0.748 0.785 0.838 0.89 0.883 1.015 1.034 1.018 1.013 
0.494 0.706 0.796 0.862 0.913 0.886 1.034 1.063 1.054 1.048 
0.556 0.777 0.803 0.849 0.901 0.894 1.048 1.081 1.082 1.074 
0.617 0.772 0.846 0.865 0.935 0.891 1.059 1.097 1.101 1.097 
0.679 0.8 0.885 0.89 0.956 0.898 1.088 1.115 1.126 1.121 
0.741 0.825 0.916 0.915 0.965 0.897 1.103 1.14 1.137 1.142 
0.802 0.882 0.972 0.963 1.011 1.043 1.115 1.151 1.158 1.155 
 
Table A.1.6 – Streamwise velocity u/ um data –R6 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 0.693 0.754 0.757 0.723 0.698 0.796 0.845 0.853 
0.111 0.701 0.758 0.783 0.73 0.714 0.819 0.853 0.864 
0.167 0.724 0.81 0.824 0.778 0.75 0.835 0.905 0.91 
0.222 0.73 0.832 0.849 0.809 0.789 0.855 0.925 0.949 
0.278 0.742 0.859 0.863 0.822 0.815 0.892 0.964 0.976 
0.333 0.76 0.858 0.885 0.843 0.836 0.919 0.985 0.987 
0.389 0.776 0.878 0.895 0.865 0.854 0.926 0.997 1.011 
0.444 0.794 0.895 0.901 0.879 0.871 0.938 1 1.02 
0.667 0.826 0.923 0.947 0.939 0.942 0.974 1.037 1.064 
0.722 0.823 0.931 0.951 0.948 0.949 0.989 1.05 1.063 
0.778 0.815 0.925 0.955 0.961 0.969 1.001 1.046 1.076 
0.833 0.808 0.913 0.938 0.958 0.965 1 1.047 1.079 
0.889 0.799 0.885 0.919 0.939 0.963 1.008 1.049 1.07 




Table A.1.7 – Streamwise velocity u/ um data –R7 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.094 0.873 0.9 0.895 0.849 0.83 0.86 0.918 0.944 0.935 
0.111 0.893 0.91 0.91 0.854 0.838 0.872 0.947 0.935 0.95 
0.133 0.906 0.927 0.917 0.878 0.841 0.892 0.959 0.963 0.949 
0.167 0.917 0.948 0.935 0.903 0.893 0.883 0.951 0.979 0.962 
0.2 1.009 1.025 0.999 1.084 1.01 0.955 1.109 1.048 1.025 
0.333 1.004 1.012 1.115 0.924 0.978 0.948 1.077 1.042 1.026 
0.389 0.972 1.082 1.063 1.059 1.16 1.035 0.98 1.028 1.057 
0.444 0.995 0.97 0.989 0.922 0.919 0.951 1.052 1.071 1.02 
0.5 1.016 1.015 1.123 0.993 0.993 0.988 1.062 1.08 1.04 
0.611 0.969 1.064 1.079 0.947 0.933 0.91 1.014 1.049 1.06 
0.667 0.983 0.992 1.016 1.001 1.075 1.006 1.051 1.088 1.038 
0.778 0.952 1.058 0.947 0.97 0.881 1.063 1.046 0.999 1 
0.889 0.989 0.999 1.091 1.022 0.947 0.933 1.072 1.041 1.053 
Table A.1.8 – Streamwise velocity u/um data –R8 
y/h 
z/b 
0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.077 0.892 0.955 0.934 1.05 1.107 1.088 1.089 1.09 
0.091 0.783 0.827 0.954 0.831 0.777 0.835 0.875 0.896 
0.109 0.789 0.844 0.959 0.839 0.802 0.85 0.901 0.911 
0.136 0.804 0.858 0.957 0.856 0.809 0.852 0.9 0.927 
0.164 0.809 0.87 0.987 0.862 0.816 0.873 0.89 0.939 
0.182 0.818 0.89 0.987 0.891 0.846 0.895 0.93 0.96 
0.227 0.825 0.889 1.005 0.896 0.85 0.882 0.936 0.961 
0.273 0.826 0.907 1.012 0.933 0.874 0.914 0.943 0.973 
0.291 0.838 0.922 1.027 0.942 0.892 0.935 0.973 0.997 
0.318 0.837 0.925 1.044 0.934 0.892 0.945 0.969 1.002 
0.364 0.839 0.935 1.037 0.946 0.905 0.945 0.976 0.993 
0.409 0.851 0.95 1.011 0.96 0.913 0.964 0.995 1.026 
0.455 0.857 0.957 0.845 0.981 0.949 0.977 1.016 1.026 
0.5 0.866 0.967 0.865 0.999 0.97 1.012 1.028 1.034 
0.545 0.88 0.979 0.869 1.012 0.983 1.017 1.019 1.051 
0.636 0.88 0.98 0.886 1.02 1.013 1.029 1.054 1.048 
0.727 0.892 0.997 0.906 1.048 1.041 1.063 1.068 1.067 




A.2 Vertical Velocity Data in Rectangular Channel 
Table A.2.1 – Vertical velocity v/um×100 data –R1 
y/h 
z/b 
0.095 0.276 0.457 0.638 0.819 0.909 1 
0.092 -0.353 1.583 0.711 1.012 1.31 0.888 1.765 
0.131 -0.394 1.054 0.859 0.419 0.603 0.702 0.362 
0.154 -0.178 1.293 1.056 0.703 1.108 0.273 0.243 
0.185 -0.282 1.243 0.851 -0.429 0.663 -0.194 0.283 
0.231 0.02 1.002 1.451 -0.176 1.205 -0.194 0.989 
0.308 0.463 0.817 1.657 -0.285 -0.187 -0.107 -0.307 
0.385 0.885 1.267 -0.063 -0.619 0.522 0.149 -0.163 
0.538 0.99 0.703 -0.351 -0.599 -1.262 1.126 -0.313 
0.692 1.089 0.03 0.222 -1.659 -1.376 -1.476 0.402 
0.769 0.788 0.169 0.101 -1.21 -0.703 -0.628 1.287 
0.846 1.228 0.189 -0.072 0.748 -0.091 -2.147 1.265 
 
Table A.2.2 – Vertical velocity v/um×100 data –R2 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 -0.338 -0.208 0.4 1.347 1.814 0.996 0.68 1.788 
0.111 -0.109 0.294 0.397 1.613 1.782 0.579 0.962 -0.021 
0.167 0.202 -0.273 0.321 1.376 2.167 0.86 0.177 0.126 
0.222 0.463 -0.452 0.152 1.701 2.528 0.71 -0.031 -0.292 
0.278 0.281 -0.603 0.075 1.943 2.442 0.551 -0.055 -0.39 
0.333 0.45 -0.453 0.084 2.039 2.106 0.942 -0.631 -0.587 
0.389 0.492 -0.071 0.118 1.502 1.925 0.234 -0.526 -0.872 
0.444 0.596 -0.129 0.263 1.583 2.072 -0.007 -0.664 -0.891 
0.667 1.005 0.68 0.42 0.791 0.526 -0.121 -1.377 -1.658 
0.722 1.828 0.297 0.705 0.95 0.523 -0.313 -1.392 -1.854 
0.778 1.836 1.192 0.745 0.529 0.316 0.068 -0.557 -1.887 
0.833 1.829 1.386 0.646 -0.185 0.082 0.119 -1.411 -1.479 
0.889 1.654 1.354 0.455 0.117 0.281 -0.654 -1.54 -2.128 






Table A.2.3 – Vertical velocity v/um×100 data –R3 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.077 0.145 0.379 0.151 0.575 1.267 0.825 0.245 2.346 
0.091 -0.2 0.224 0.189 0.84 1.323 1.19 0.611 0.559 
0.182 0.8 -0.513 -0.251 0.317 1.744 0.91 -0.139 0.773 
0.227 0.235 -0.346 -0.318 1.038 2.042 1.689 0.869 0.232 
0.273 0.599 -0.404 -0.462 0.593 1.379 1.728 0.063 0.249 
0.364 2.095 0.014 -0.172 0.539 1.667 1.965 -0.137 0.116 
0.455 0.968 0.523 0.202 0.786 1.593 1.486 0.265 0.154 
0.545 1.883 0.746 0.02 0.306 1.063 1.171 0.221 -0.045 
0.636 1.384 0.725 0.624 0.911 1.04 1.19 0.33 0.158 
0.727 1.126 1.051 0.66 0.824 0.703 -0.037 -0.004 -0.229 
0.818 1.607 1.32 1.198 1.44 0.418 0.656 -0.5 -0.189 
0.864 1.843 1.422 1.031 0.879 0.401 0.453 -1.037 -0.249 
0.909 2.172 1.512 1.053 0.828 1.505 -0.735 0.008 -0.157 
0.927 2.525 1.192 1.432 1.144 0.026 0.373 -1.196 -0.31 
 
Table A.2.4 – Vertical velocity v/um×100 data –R4 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.057 1.598 1.286 1.526 1.338 1.097 0.772 0.736 1.01 
0.067 0.197 0.565 1.153 0.565 0.601 0.454 0.685 1.224 
0.1 1.146 0.129 2.009 0.487 0.762 0.347 0.745 1.496 
0.133 -0.75 1.097 1.525 0.851 0.58 0.277 0.228 1.925 
0.167 0.21 0.272 1.837 0.743 0.254 0.519 0.671 1.383 
0.2 0.75 -0.017 -0.195 0.604 0.444 0.526 0.889 1.72 
0.333 3.434 1.21 1.059 -0.177 -0.036 0.592 0.964 2.099 
0.4 2.508 2.106 0.088 0.217 0.391 0.155 1.274 2.338 
0.467 -0.026 1.207 0.197 0.218 -0.409 0.594 1.356 2.655 
0.533 0.998 2.929 0.435 0.482 -0.204 0.319 0.969 2.315 
0.6 1.794 1.436 0.679 0.414 -0.16 0.867 0.72 2.161 
0.667 1.455 2.737 1.806 0.714 -0.148 -0.438 1.179 2.129 
0.733 1.521 1.793 3.384 0.85 -0.316 -0.35 0.2 2.136 
0.8 0.175 1.131 1.955 0.992 -0.582 -0.95 0.117 2.734 
0.867 0.635 1.708 -0.132 1.246 -0.567 -1.452 0.48 1.672 




Table A.2.5 – Vertical velocity v/um×100 data –R5 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.052 -0.097 0.484 0.827 1.067 0.708 1.35 0.969 0.588 0.933 
0.062 -0.241 0.72 1.179 1.341 0.787 0.469 0.791 0.682 1.176 
0.093 -0.167 0.661 0.855 1.341 0.867 0.638 1.112 0.442 1.185 
0.123 0.745 0.356 0.934 0.781 1.258 0.67 0.655 0.318 1.096 
0.154 0.765 0.669 0.98 1.487 1.044 0.951 0.584 0.965 1.355 
0.185 0.89 0.556 0.896 0.874 1.462 0.359 0.3 0.604 1.428 
0.247 1.444 0.801 0.896 0.705 1.237 0.503 0.522 0.899 1.474 
0.309 2.466 0.78 0.525 0.823 1.399 0.271 0.702 0.889 1.336 
0.37 1.4 0.884 0.559 0.924 1.184 0.421 0.242 0.672 1.042 
0.432 1.605 1.297 0.83 1.436 0.848 0.142 0.218 0.604 0.761 
0.494 -0.143 1.678 1.339 1.847 1.412 0.06 0.228 0.736 0.923 
0.556 -0.397 1.569 1.334 1.873 2.086 0.151 -0.117 0.103 0.536 
0.617 1.153 0.959 1.654 2.183 2.097 0.561 0.377 0.702 0.216 
0.679 0.229 1.154 2.269 2.582 2.985 0.077 -0.403 -0.014 0.29 
0.741 0.752 1.737 2.451 2.818 1.579 -0.325 -0.29 -0.563 -0.165 
0.802 1.434 1.742 2.636 2.096 1.63 0.416 0.242 -1.203 -0.593 
 
Table A.2.6 – Vertical velocity v/um×100 data –R6 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 -0.338 -0.208 0.4 1.347 1.814 0.996 0.68 1.788 
0.111 -0.109 0.294 0.397 1.613 1.782 0.579 0.962 -0.021 
0.167 0.202 -0.273 0.321 1.376 2.167 0.86 0.177 0.126 
0.222 0.463 -0.452 0.152 1.701 2.528 0.71 -0.031 -0.292 
0.278 0.281 -0.603 0.075 1.943 2.442 0.551 -0.055 -0.39 
0.333 0.45 -0.453 0.084 2.039 2.106 0.942 -0.631 -0.587 
0.389 0.492 -0.071 0.118 1.502 1.925 0.234 -0.526 -0.872 
0.444 0.596 -0.129 0.263 1.583 2.072 -0.007 -0.664 -0.891 
0.667 1.005 0.68 0.42 0.791 0.526 -0.121 -1.377 -1.658 
0.722 1.828 0.297 0.705 0.95 0.523 -0.313 -1.392 -1.854 
0.778 1.836 1.192 0.745 0.529 0.316 0.068 -0.557 -1.887 
0.833 1.829 1.386 0.646 -0.185 0.082 0.119 -1.411 -1.479 
0.889 1.654 1.354 0.455 0.117 0.281 -0.654 -1.54 -2.128 




Table A.2.7 – Vertical velocity v/um×100 data –R7 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.094 0.988 1.041 1.679 2.356 1.776 0.718 0.619 0.239 1.082 
0.111 0.674 1.063 0.758 2.576 2.027 1.254 0.041 0.075 0.179 
0.133 0.569 0.628 1.159 2.001 1.801 1.486 -0.284 -0.201 0.074 
0.167 1.027 0.66 1.333 2.74 1.564 1.148 0.591 -0.19 0.14 
0.2 2.795 1.428 1.02 2.48 4.024 0.214 -3.702 0.354 -0.603 
0.333 3.424 1.204 3.517 2.269 2.251 0.887 -1.171 -0.957 -0.118 
0.389 1.179 3.284 1.739 1.837 4.899 -1.18 0.035 -1.027 -1.318 
0.444 2.292 0.481 1.266 2.677 2.892 1.686 -0.857 -0.999 -0.375 
0.5 3.803 1.297 -0.142 2.453 0.935 0.031 -0.719 -1.432 -0.488 
0.611 1.686 4.176 2.011 1.541 3.678 1.81 -0.66 -0.963 -0.524 
0.667 5.116 0.549 2.362 1.416 -1.034 -0.013 -1.671 -1.926 -0.128 
0.778 0.972 2.243 1.407 1.28 1.509 -1.511 -1.052 -0.454 -0.317 
0.889 1.674 1.001 2.726 2.911 4.382 0.987 -1.575 -0.567 -0.381 
Table A.2.8 – Vertical velocity v/um×100 data –R8 
y/h 
z/b 
0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.077 0.861 -0.458 0.156 -3.771 -0.38 -1.845 -3.394 -1.446 
0.091 0.28 0.454 -0.204 1.363 2.108 0.814 0.645 0.567 
0.109 -0.054 -0.049 -0.498 1.315 2.33 1.465 0.756 0.156 
0.136 0.139 -0.042 0.174 1.149 2.209 1.451 0.53 -0.031 
0.164 0.456 0.138 -0.866 1.197 2.181 1.604 0.977 -0.551 
0.182 0.316 -0.393 0.097 1.059 2.027 0.869 0.215 -0.294 
0.227 -0.297 -0.015 -0.467 1.052 2.588 1.222 0.55 -0.165 
0.273 -0.03 -0.096 -0.997 1.089 2.366 0.439 0.324 0.138 
0.291 0.378 -0.767 -0.016 0.249 2.045 0.299 0.024 0.302 
0.318 0.829 -0.269 -0.706 0.541 1.764 0.246 0.039 -0.045 
0.364 0.366 -0.128 -1.155 0.611 2.317 0.894 0.629 -0.047 
0.409 0.573 -0.235 -2.958 0.901 1.692 -0.236 -0.063 -0.696 
0.455 0.91 -0.472 0.065 -0.321 1.153 0.596 -0.674 -0.42 
0.5 0.706 -0.087 0.543 0.391 1.087 -0.066 -0.583 -0.375 
0.545 0.748 -0.233 0.452 -0.188 0.818 -0.335 0.471 -0.233 
0.636 0.883 -0.184 0.177 -0.544 -0.324 -0.647 -1.737 -0.517 
0.727 1.409 -0.296 -0.061 -0.43 -0.285 -1.041 -0.345 -0.331 




A.3 Streamwise Turbulence Intensity Data in Rectangular 
Channel 
Table A.3.1 – Streamwise turbulence intensity u’/um×100 data –R1 
y/h 
z/b 
0.095 0.276 0.457 0.638 0.819 0.909 1 
0.092 7.082 9.05 8.327 8.214 8.966 8.127 8.197 
0.131 6.717 8.224 8.006 7.923 8.137 8.49 8.327 
0.154 7.293 7.694 8.448 7.645 8.316 8.171 8.09 
0.185 7.719 8.409 7.975 7.413 6.97 7.954 8.124 
0.231 7.645 7.212 7.46 6.484 7.181 6.785 6.81 
0.308 8.2 7.14 6.711 6.104 6.708 6.184 5.936 
0.385 8.218 5.674 6.095 5.113 6.032 5.758 5.533 
0.538 8.142 4.669 4.539 4.573 4.167 4.306 4.222 
0.692 8.029 4.065 4.717 4.425 3.913 4.628 3.829 
0.769 7.847 4.33 4.463 4.365 4.018 3.426 5.06 
0.846 7.059 4.686 4.636 4.497 3.811 4.159 3.654 
 
Table A.3.2 – Streamwise turbulence intensity u’/um×100 data –R2 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 7.637 7.204 7.251 7.991 7.45 7.96 8.056 8.457 
0.111 7.427 7.47 7.763 8.185 8.14 8.338 8.802 8.447 
0.167 7.402 6.331 6.52 7.345 7.623 8.591 7.284 7.19 
0.222 7.544 5.667 6.779 7.341 7.066 8.033 7.247 6.901 
0.278 8.628 5.975 6.407 6.616 7.023 7.652 5.964 5.967 
0.333 7.938 6 6.414 6.045 6.473 6.533 5.497 5.831 
0.389 8.062 6.046 5.869 6.2 6.249 6.353 5.307 5.31 
0.444 7.675 5.908 5.727 6.174 6.052 5.723 4.682 5.327 
0.667 7.797 4.939 4.519 4.647 4.862 4.88 4.013 3.896 
0.722 8.477 4.821 4.338 4.767 4.523 4.577 4.397 3.486 
0.778 8.325 5.026 4.067 4.495 4.554 4.307 4.847 3.447 
0.833 8.047 4.75 4.431 4.024 4.216 4.811 4.055 3.517 
0.889 7.704 6.431 4.615 4.404 3.927 4.228 4.771 3.266 





Table A.3.3 – Streamwise turbulence intensity u’/um×100 data –R3 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.077 6.718 8.317 7.83 8.605 8.101 9.099 8.565 8.957 
0.091 8.226 7.827 7.928 7.567 8.347 8.476 9.117 8.796 
0.182 8.417 7.165 6.702 7.325 7.689 8.09 7.698 7.801 
0.227 7.986 7.04 6.222 6.883 6.938 7.767 7.96 7.315 
0.273 8.506 6.978 6.582 6.903 7.601 7.065 7.04 7.614 
0.364 8.409 7.408 6.167 6.524 6.346 7.564 5.976 6.595 
0.455 11.094 8.518 6.328 6.312 7.407 6.594 6.006 5.803 
0.545 8.71 8.151 6.211 5.895 6.357 7.09 5.06 4.838 
0.636 9.339 8.298 6.261 5.568 5.525 5.63 4.127 4.505 
0.727 7.936 7.674 5.759 5.109 4.411 4.639 3.687 3.408 
0.818 8.967 7.649 5.712 4.657 3.947 3.592 2.898 2.763 
0.864 6.835 7.473 5.883 4.885 4.29 3.696 2.638 2.724 
0.909 8.871 6.922 6.163 5.63 5.087 3.526 2.867 2.593 
0.927 7.134 6.547 5.976 5.125 4.629 3.885 2.959 2.536 
 
Table A.3.4 – Streamwise turbulence intensity u’/um×100 data –R4 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.057 9.421 8.123 10.319 9.367 9.305 8.654 9.805 9.076 
0.067 7.003 7.946 9.146 9.135 8.986 9.159 9.041 9.267 
0.1 7.265 7.163 7.159 9.692 8.52 8.17 9.724 8.692 
0.133 8.539 6.741 8.551 9.733 8.437 8.41 8.573 8.891 
0.167 7.969 6.563 7.778 7.835 8.642 8.191 8.004 8.534 
0.2 8.613 6.743 7.313 7.746 8.127 7.545 8.059 8.509 
0.333 7.035 6.765 7.583 7.121 7.216 7.426 8.019 8.325 
0.4 7.214 9.383 5.272 7.426 6.207 6.631 7.217 7.941 
0.467 8.961 9.444 6.029 6.491 5.731 6.377 6.901 7.455 
0.533 9.729 7.998 6.353 7.04 5.21 5.832 6.419 7.161 
0.6 12.525 8.616 7.405 7.19 5.3 5.048 5.641 6.175 
0.667 8.786 9.322 6.473 6.759 4.692 4.95 5.71 5.777 
0.733 9.572 8.185 7.643 7.031 4.513 4.23 4.773 5.001 
0.8 9.076 7.852 7.646 5.691 4.522 3.452 4.272 4.524 
0.867 8.353 6.961 5.445 5.985 4.406 3.974 3.989 4.257 




Table A.3.5 – Streamwise turbulence intensity u’/um×100 data –R5 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.052 6.402 7.442 7.578 8.167 7.918 8.902 8.732 9.169 8.556 
0.062 6.98 7.982 8.419 8.345 9.12 8.773 8.39 8.723 8.288 
0.093 6.171 7.463 8.286 8.01 7.9 8.183 8.235 8.274 8.492 
0.123 7.071 6.944 7.27 7.899 7.152 8.321 7.932 7.8 8.219 
0.154 7.339 6.591 6.944 7.528 7.212 7.745 7.61 8.06 8.15 
0.185 8.554 6.82 6.55 7.121 5.867 7.329 8 7.998 8.044 
0.247 11.547 6.994 6.55 6.337 6.168 6.398 6.898 7.148 7.877 
0.309 9.813 7.807 6.841 7.489 4.499 6.608 6.796 6.691 7.429 
0.37 9.313 8.021 7.105 7.018 3.712 5.955 5.651 6.527 6.835 
0.432 7.841 7.733 6.633 6.89 4.581 5.431 5.257 5.68 6.174 
0.494 9.699 7.868 7.574 6.966 4.18 5.191 5 5.159 5.411 
0.556 9.218 8.673 7.712 7.284 3.283 5.51 4.414 4.521 4.958 
0.617 10.612 8.835 8.224 7.385 4.836 5.273 3.918 3.819 4.32 
0.679 8.617 8.655 7.63 7.145 5.267 4.855 4.323 3.831 3.997 
0.741 7.424 7.571 7.117 6.53 6.108 4.534 3.782 3.514 3.829 
0.802 8.601 7.09 7.616 6.183 5.514 4.408 4.024 3.445 3.682 
 
Table A.3.6 – Streamwise turbulence intensity u’/um×100 data –R6 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 7.637 7.204 7.251 7.991 7.45 7.96 8.056 8.457 
0.111 7.427 7.47 7.763 8.185 8.14 8.338 8.802 8.447 
0.167 7.402 6.331 6.52 7.345 7.623 8.591 7.284 7.19 
0.222 7.544 5.667 6.779 7.341 7.066 8.033 7.247 6.901 
0.278 8.628 5.975 6.407 6.616 7.023 7.652 5.964 5.967 
0.333 7.938 6 6.414 6.045 6.473 6.533 5.497 5.831 
0.389 8.062 6.046 5.869 6.2 6.249 6.353 5.307 5.31 
0.444 7.675 5.908 5.727 6.174 6.052 5.723 4.682 5.327 
0.667 7.797 4.939 4.519 4.647 4.862 4.88 4.013 3.896 
0.722 8.477 4.821 4.338 4.767 4.523 4.577 4.397 3.486 
0.778 8.325 5.026 4.067 4.495 4.554 4.307 4.847 3.447 
0.833 8.047 4.75 4.431 4.024 4.216 4.811 4.055 3.517 
0.889 7.704 6.431 4.615 4.404 3.927 4.228 4.771 3.266 




Table A.3.7 – Streamwise turbulence intensity u’/um×100 data –R7 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.094 7.95 8.211 8.659 9.048 9.049 9.376 8.954 8.438 8.486 
0.111 6.994 7.592 8.697 9.449 8.297 9.355 8.844 9.023 8.024 
0.133 7.429 7.826 8.604 9.341 9.441 9.633 8.015 7.7 7.921 
0.167 7.279 7.68 8.149 8.937 9.175 9.564 9.434 8.443 7.957 
0.2 7.288 7.052 7.712 7.105 7.557 9.01 5.688 6.173 6.882 
0.333 7.803 6.659 5.865 8.734 8.157 7.971 6.102 6.156 6.245 
0.389 7.303 6.239 7.386 7.412 5.724 6.984 7.793 6.143 6.152 
0.444 7.42 7.156 8.383 9.236 8.115 8.743 7.216 6.198 6.583 
0.5 7.57 6.805 6.112 8.671 7.786 7.235 6.147 6.313 6.514 
0.611 7.622 6.46 6.866 8.35 8.287 9.156 7.284 6.405 5.582 
0.667 7.138 7.105 8.129 7.685 7.335 8.244 6.374 5.58 5.48 
0.778 7.187 6.755 8.776 8.609 9.515 6.345 6.898 6.675 6.806 
0.889 7.326 7.625 6.198 7.851 8.069 8.528 5.708 6.19 5.526 
Table A.3.8 – Streamwise turbulence intensity u’/um×100 data –R8 
y/h 
z/b 
0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.077 7.913 7.019 7.819 5.836 6.538 5.553 5.542 5.91 
0.091 7.321 8.032 7.249 8.88 8.959 9.86 9.668 9.077 
0.109 7.732 7.504 7.502 8.436 8.675 9.741 8.703 8.554 
0.136 7.71 7.434 7.747 8.914 9.016 9.963 9.175 8.652 
0.164 7.934 7.541 7.09 9.029 8.547 9.44 8.823 8.253 
0.182 7.705 6.959 6.792 8.598 9.045 9.269 8.447 7.985 
0.227 7.968 7.378 7.16 8.705 8.695 8.759 8.271 8.021 
0.273 8.222 7.659 7.031 8.608 8.417 9.188 8.495 8.491 
0.291 8.469 7.296 6.571 7.742 8.621 8.725 8.143 7.466 
0.318 8.526 7.514 6.173 8.401 8.548 8.346 8.116 7.564 
0.364 8.703 7.308 6.319 8.331 7.731 8.248 7.328 7.698 
0.409 8.589 7.555 5.842 8.153 8.632 8.202 7.987 7.129 
0.455 8.888 7.41 8.047 7.927 8.15 8 7.602 7.09 
0.5 8.686 7.283 8.165 7.587 8.343 8.169 7.152 7.14 
0.545 8.988 7.283 7.998 7.602 8.048 7.433 6.975 6.568 
0.636 8.707 7.586 8.135 7.418 7.683 7.037 6.818 6.912 
0.727 8.988 7.018 8.36 6.322 7.021 6.41 6.916 5.811 




A.4 Vertical Turbulence Intensity Data in Rectangular 
Channel 
Table A.4.1 – Vertical turbulence intensity v’/um×100 data –R1 
y/h 
z/b 
0.095 0.276 0.457 0.638 0.819 0.909 1 
0.092 4.307 4.304 4.396 4.372 4.807 4.652 4.655 
0.131 4.89 4.345 4.804 4.579 4.683 4.928 4.673 
0.154 4.473 4.388 4.918 4.46 4.721 4.346 4.675 
0.185 4.454 4.63 4.308 4.198 4.572 4.722 4.502 
0.231 4.614 4.357 4.312 4 4.249 4.209 4.122 
0.308 4.76 4.13 4.202 3.925 4.011 4.009 4.013 
0.385 4.757 4.056 3.975 3.615 3.804 3.698 3.557 
0.538 4.978 3.824 3.525 3.326 3.059 3.197 3.319 
0.692 4.672 3.262 3.527 3.075 2.821 2.919 3.451 
0.769 4.535 3.836 3.199 2.809 2.879 2.705 3.157 
0.846 3.987 3.292 2.954 2.858 3.643 2.558 2.567 
 
Table A.4.2 –Vertical turbulence intensity v’/um×100 data –R2 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 4.469 4.907 4.215 4.23 3.983 4.19 4.545 4.467 
0.111 4.599 4.329 4.044 4.356 4.51 4.489 4.814 4.648 
0.167 4.604 4.104 4.453 4.217 4.67 4.379 4.136 4.388 
0.222 4.878 4.089 3.838 4.166 4.314 4.152 3.96 4.086 
0.278 5.1 3.896 3.744 4.075 4.211 4.67 3.763 3.91 
0.333 5.012 4.084 3.702 4.033 4.361 4.202 3.68 3.667 
0.389 5.053 3.909 3.926 3.86 4.116 4.135 3.43 3.533 
0.444 5.08 3.727 3.685 4.327 4.277 3.809 3.347 3.425 
0.667 5.163 3.389 3.381 3.611 3.767 3.6 2.922 2.623 
0.722 6.089 3.357 3.022 3.49 3.73 3.353 2.785 2.502 
0.778 4.723 3.338 3.966 3.342 3.3 3.193 2.971 2.485 
0.833 4.956 3.518 3.376 3.414 3.299 3.099 2.754 2.288 
0.889 4.575 3.455 3.088 3.15 3.528 2.873 2.662 2.27 





Table A.4.3 –Vertical turbulence intensity v’/um×100 data –R3 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.077 3.797 4.32 4.262 4.413 4.289 4.376 4.471 4.687 
0.091 3.943 4.256 4.411 4.29 4.276 4.385 4.586 4.534 
0.182 5.483 4.499 4.207 4.216 4.34 4.835 4.281 4.579 
0.227 5.92 4.49 4.05 4.342 4.775 4.804 4.552 4.443 
0.273 5.713 4.496 4.096 4.25 4.556 4.675 4.579 4.443 
0.364 6.074 4.723 4.299 4.347 4.036 4.218 3.814 4.19 
0.455 5.19 4.547 4.278 4.053 4.082 4.416 3.763 3.853 
0.545 5.49 4.787 3.988 3.896 4.035 4.052 3.304 3.273 
0.636 5.092 4.586 3.707 3.562 3.546 3.688 3.069 3.043 
0.727 5.526 4.717 3.83 3.528 3.287 3.358 2.767 2.442 
0.818 5.146 4.547 3.65 3.315 3.088 2.948 2.315 2.098 
0.864 5.987 4.355 3.724 3.246 3.119 2.942 2.012 2.083 
0.909 5.14 4.043 3.707 3.481 2.922 2.673 2.107 2.011 
0.927 4.348 3.992 3.535 3.083 2.888 2.596 1.977 1.82 
 
Table A.4.4 –Vertical turbulence intensity v’/um×100 data –R4 
h z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.057 4.666 4.301 4.352 4.732 4.915 4.58 4.882 4.506 
0.067 3.903 4.143 5.04 4.771 5.009 4.85 5.02 4.852 
0.1 5.385 4.956 5.396 4.808 4.974 4.871 4.944 4.87 
0.133 4.514 4.243 6.302 5.097 5.118 4.794 4.9 4.596 
0.167 5.013 4.007 5.131 5.193 5.035 4.982 4.907 5.122 
0.2 4.974 4.407 4.718 5.128 5.072 4.775 4.735 4.922 
0.333 5.071 4.219 5.687 4.604 4.608 4.734 4.762 4.743 
0.4 5.325 5.902 5.374 5.001 4.251 4.537 4.441 4.862 
0.467 6.566 5.828 5.981 4.726 4.048 4.115 4.485 4.532 
0.533 5.67 6.387 6.197 4.766 3.779 3.705 4.098 4.49 
0.6 5.916 5.107 5.724 4.572 3.496 3.642 3.878 4.04 
0.667 4.988 5.187 6.105 4.438 3.73 3.451 3.804 3.838 
0.733 5.748 5.284 6.327 4.798 3.226 3.519 3.667 3.535 
0.8 5.238 5.041 5.288 4.043 3.478 3.282 3.66 3.317 
0.867 6.674 5.137 3.497 4.001 3.378 3.497 3.8 3.664 




Table A.4.5 –Vertical turbulence intensity v’/um×100 data –R5 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.052 3.972 4.215 4.26 4.478 4.598 4.512 4.561 4.751 4.785 
0.062 4.261 4.234 4.719 4.724 4.971 4.467 4.701 4.693 4.413 
0.093 4.216 4.232 4.723 4.797 4.734 4.605 4.65 4.855 4.845 
0.123 4.698 4.364 4.711 4.487 4.742 4.927 4.658 4.7 4.497 
0.154 4.933 3.864 4.484 4.662 4.644 4.47 4.553 4.656 4.719 
0.185 4.535 4.286 4.499 4.473 4.906 4.284 4.493 4.591 4.625 
0.247 4.565 4.368 4.499 5.068 4.636 4.202 4.253 4.444 4.546 
0.309 4.849 4.89 4.435 4.784 4.887 4.199 4.138 4.289 4.308 
0.37 5.671 5.037 4.931 4.575 4.835 3.888 3.727 3.879 4.337 
0.432 5.171 5.373 5.106 5.173 4.888 3.683 3.495 3.477 3.87 
0.494 5.494 5.62 5.246 5.173 4.766 4.005 3.535 3.392 3.537 
0.556 5.283 5.37 5.297 5.024 4.885 3.658 3.253 3.174 3.643 
0.617 5.559 5.092 5.337 4.941 4.892 3.763 3.218 3.07 2.945 
0.679 5.12 4.778 5.192 4.356 4.83 3.706 3.082 3.01 3.055 
0.741 5.963 4.599 4.43 4.382 4.392 3.51 2.93 2.959 2.892 
0.802 5.593 4.604 4.561 4.062 4.003 3.391 3.2 3.068 3.068 
 
Table A.4.6 –Vertical turbulence intensity v’/um×100 data –R6 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 4.469 4.907 4.215 4.23 3.983 4.19 4.545 4.467 
0.111 4.599 4.329 4.044 4.356 4.51 4.489 4.814 4.648 
0.167 4.604 4.104 4.453 4.217 4.67 4.379 4.136 4.388 
0.222 4.878 4.089 3.838 4.166 4.314 4.152 3.96 4.086 
0.278 5.1 3.896 3.744 4.075 4.211 4.67 3.763 3.91 
0.333 5.012 4.084 3.702 4.033 4.361 4.202 3.68 3.667 
0.389 5.053 3.909 3.926 3.86 4.116 4.135 3.43 3.533 
0.444 5.08 3.727 3.685 4.327 4.277 3.809 3.347 3.425 
0.667 5.163 3.389 3.381 3.611 3.767 3.6 2.922 2.623 
0.722 6.089 3.357 3.022 3.49 3.73 3.353 2.785 2.502 
0.778 4.723 3.338 3.966 3.342 3.3 3.193 2.971 2.485 
0.833 4.956 3.518 3.376 3.414 3.299 3.099 2.754 2.288 
0.889 4.575 3.455 3.088 3.15 3.528 2.873 2.662 2.27 




Table A.4.7 –Vertical turbulence intensity v’/um×100 data –R7 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.094 5.292 5.143 5.437 5.237 5.524 5.396 5.371 5.162 5.113 
0.111 4.829 4.981 5.186 5.64 5.226 5.155 5.272 5.279 5.009 
0.133 5.007 4.91 5.437 5.695 5.579 5.641 5.152 5.066 4.838 
0.167 5.036 4.794 5.125 5.325 5.512 5.572 5.219 4.905 4.511 
0.2 5.226 4.704 5.211 4.891 5.504 5.272 4.286 4.483 4.691 
0.333 5.118 4.639 4.724 5.368 5.532 5.167 4.594 4.46 4.639 
0.389 5.091 4.655 4.999 5.193 6.23 5.174 4.817 4.538 4.276 
0.444 5.133 4.829 4.883 5.317 5.507 5.535 4.692 4.56 4.6 
0.5 4.941 4.344 5.783 5.562 5.481 5.272 4.817 4.404 4.5 
0.611 5.121 4.685 4.944 5.444 5.578 5.528 5.036 4.528 4.369 
0.667 5.037 4.811 4.899 5.311 5.33 5.581 4.785 4.179 4.622 
0.778 4.983 4.607 5.19 5.241 5.939 4.956 4.864 4.87 4.687 
0.889 5.329 4.846 4.565 5.201 5.891 5.472 4.51 4.66 4.318 
Table A.4.8 –Vertical turbulence intensity v’/um×100 data –R8 
y/h 
z/b 
0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.077 5.614 5.322 4.867 5.669 8.858 5.619 4.76 5.745 
0.091 5.25 5.115 4.83 5.033 5.482 5.329 5.285 4.816 
0.109 5.23 5 4.868 5.339 5.389 5.316 5.151 5.147 
0.136 5.557 4.912 4.968 5.121 5.289 5.625 4.882 4.999 
0.164 5.317 4.853 4.79 5.322 5.379 5.616 5.282 5.002 
0.182 5.695 5.278 4.68 5.287 5.492 5.374 5.236 4.9 
0.227 5.651 4.987 4.78 5.444 5.49 5.496 5.291 4.896 
0.273 6.117 5.074 4.686 5.061 5.268 5.373 5.4 4.844 
0.291 5.895 5.347 4.946 5.286 5.597 5.467 5.195 4.874 
0.318 6.181 5.303 4.619 5.158 5.652 5.581 5.319 4.934 
0.364 6.32 5.34 4.479 5.149 5.364 5.305 5.14 5.054 
0.409 6.344 5.147 4.79 4.925 5.427 5.376 5.121 4.755 
0.455 6.217 5.1 5.033 5.038 5.682 5.373 5.101 4.831 
0.5 5.909 4.985 4.921 4.982 4.983 5.18 4.678 4.846 
0.545 6.139 5.061 4.671 4.905 5.618 5.232 4.848 4.812 
0.636 6.208 4.921 4.965 4.894 5.302 5.246 4.665 4.888 
0.727 6.461 4.853 4.869 4.636 5.181 5.198 5.087 4.62 




A.5 Reynolds Shear Stress Data in Rectangular Channel 
Table A.5.1 –Reynolds shear stress u’v’/um×100 data –R1 
y/h z/b 
0.095 0.276 0.457 0.638 0.819 0.909 1 
0.092 -0.272 -0.632 -0.658 -0.516 -0.754 -0.731 -0.597 
0.131 -0.241 -0.571 -0.727 -0.613 -0.724 -0.857 -0.695 
0.154 -0.218 -0.638 -0.739 -0.582 -0.731 -0.516 -0.743 
0.185 -0.179 -0.741 -0.566 -0.42 -0.532 -0.677 -0.717 
0.231 -0.02 -0.574 -0.546 -0.335 -0.468 -0.505 -0.454 
0.308 -0.144 -0.507 -0.43 -0.313 -0.375 -0.339 -0.433 
0.385 -0.138 -0.355 -0.274 -0.271 -0.455 -0.374 -0.33 
0.538 0.016 -0.107 -0.133 -0.197 -0.199 -0.181 -0.123 
0.692 0.063 0.013 -0.121 -0.125 -0.011 -0.061 -0.015 
0.769 0.064 0.071 0.007 0.007 -0.091 -0.011 -0.147 
0.846 0.151 0.101 0.004 0.023 -0.006 -0.006 -0.017 
 
Table A.5.2 –Reynolds shear stress u’v’/um×100 data –R2 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 -0.319 -0.667 -0.659 -0.642 -0.541 -0.607 -0.81 -0.727 
0.111 -0.203 -0.568 -0.544 -0.767 -0.695 -0.691 -0.931 -0.856 
0.167 -0.16 -0.333 -0.416 -0.532 -0.654 -0.74 -0.557 -0.678 
0.222 -0.156 -0.272 -0.438 -0.669 -0.541 -0.551 -0.602 -0.573 
0.278 -0.413 -0.32 -0.387 -0.577 -0.452 -0.516 -0.33 -0.442 
0.333 -0.394 -0.224 -0.499 -0.413 -0.689 -0.365 -0.176 -0.411 
0.389 -0.308 -0.303 -0.466 -0.447 -0.554 -0.343 -0.264 -0.289 
0.444 -0.385 -0.325 -0.426 -0.536 -0.429 -0.246 -0.149 -0.282 
0.667 0.079 -0.118 -0.146 -0.315 -0.34 -0.143 -0.03 -0.102 
0.722 0.209 0.02 -0.131 -0.24 -0.289 -0.12 -0.017 -0.025 
0.778 0.015 0.005 -0.105 -0.087 -0.191 -0.128 -0.153 -0.069 
0.833 0.053 0.115 0.099 -0.049 -0.151 -0.144 -0.058 -0.032 
0.889 0.026 0.156 0.138 0.057 -0.03 -0.126 -0.09 -0.032 






Table A.5.3 –Reynolds shear stress u’v’/um×100 data –R3 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.077 -0.377 -0.77 -0.675 -0.902 -0.727 -0.732 -0.941 -0.913 
0.091 -0.705 -0.619 -0.864 -0.563 -0.742 -0.745 -1.051 -0.98 
0.182 -0.42 -0.372 -0.55 -0.679 -0.655 -0.916 -0.706 -0.838 
0.227 0.112 -0.363 -0.421 -0.538 -0.728 -0.696 -0.762 -0.797 
0.273 -0.584 -0.222 -0.453 -0.673 -0.815 -0.743 -0.728 -0.91 
0.364 -0.26 -0.249 -0.462 -0.639 -0.542 -0.745 -0.434 -0.585 
0.455 -0.639 -0.348 -0.477 -0.596 -0.725 -0.561 -0.491 -0.573 
0.545 0.085 -0.314 -0.405 -0.47 -0.58 -0.76 -0.31 -0.335 
0.636 0.142 -0.257 -0.281 -0.385 -0.303 -0.452 -0.252 -0.32 
0.727 -0.139 -0.123 -0.07 -0.214 -0.274 -0.304 -0.166 -0.149 
0.818 -0.174 0.155 0.063 0.04 -0.017 -0.131 -0.1 -0.057 
0.864 0.036 0.146 0.176 0.187 0.102 -0.02 -0.02 -0.041 
0.909 0.485 0.318 0.317 0.326 0.184 0.055 -0.034 -0.042 
0.927 0.305 0.406 0.359 0.167 0.149 0.065 -0.01 -0.02 
Table A.5.4 –Reynolds shear stress u’v’/um×100 data –R4 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.91 1 
0.057 -0.588 -0.668 -1.03 -0.825 -1.16 -0.907 -1.037 -0.787 
0.067 -0.334 -0.749 -1.287 -0.973 -1.063 -0.925 -1.027 -0.853 
0.1 -0.85 -0.14 -0.688 -1.014 -0.89 -0.804 -1.02 -0.857 
0.133 -0.347 -0.459 -1.409 -1.259 -1.006 -0.925 -0.805 -0.886 
0.167 0.083 -0.454 -0.529 -1.023 -0.92 -0.897 -0.838 -0.809 
0.2 -0.007 -0.254 -0.845 -0.768 -0.912 -0.811 -0.714 -0.795 
0.333 0.406 -0.411 -0.646 -0.503 -0.702 -0.72 -0.672 -0.937 
0.4 0.572 0.451 0.009 -0.445 -0.459 -0.565 -0.667 -0.923 
0.467 -0.928 0.856 -0.187 -0.184 -0.307 -0.557 -0.559 -0.741 
0.533 0.03 -0.16 -0.54 -0.055 -0.3 -0.3 -0.473 -0.684 
0.6 -0.2 -0.439 -0.391 -0.233 -0.224 -0.302 -0.366 -0.581 
0.667 -0.396 -0.935 -0.059 -0.325 -0.218 -0.238 -0.354 -0.4 
0.733 -0.732 -0.873 -0.02 -0.28 -0.126 -0.23 -0.27 -0.266 
0.8 -0.117 -0.026 -0.034 -0.012 -0.014 -0.123 -0.233 -0.17 
0.867 -0.535 -0.113 -0.02 -0.15 0.061 -0.001 -0.022 0.063 





Table A.5.5 –Reynolds shear stress u’v’/um×100 data –R5 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.052 -0.462 -0.833 -0.543 -0.739 -0.961 -0.936 -0.832 -1.055 -1.016 
0.062 -0.496 -0.773 -0.964 -0.734 -1.091 -0.885 -0.814 -1.063 -0.697 
0.093 -0.197 -0.72 -1.017 -0.922 -0.753 -0.864 -1.005 -0.913 -1.074 
0.123 -0.068 -0.506 -0.869 -0.781 -0.652 -1.07 -0.82 -0.929 -0.856 
0.154 -0.59 -0.391 -0.628 -0.772 -0.614 -0.791 -0.822 -1.066 -1.033 
0.185 0.309 -0.46 -0.648 -0.631 -0.641 -0.755 -0.799 -0.928 -0.882 
0.247 0.369 -0.204 -0.648 -0.565 -0.379 -0.519 -0.646 -0.771 -0.832 
0.309 0.589 0.251 -0.346 -0.325 -0.356 -0.506 -0.716 -0.677 -0.83 
0.37 -0.056 -0.021 -0.096 -0.175 -0.128 -0.42 -0.407 -0.529 -0.792 
0.432 0.138 -0.089 -0.086 -0.085 0.06 -0.217 -0.345 -0.455 -0.492 
0.494 -1.353 -0.385 -0.155 0.023 -0.028 -0.232 -0.421 -0.37 -0.471 
0.556 -0.476 -0.835 -0.31 -0.064 -0.014 -0.157 -0.255 -0.294 -0.439 
0.617 -0.699 -0.774 -0.511 -0.516 -0.023 -0.156 -0.124 -0.225 -0.269 
0.679 -0.276 -0.917 -0.705 -0.608 -0.114 -0.29 -0.135 -0.168 -0.179 
0.741 -0.886 -0.7 -0.518 -0.325 -0.258 -0.218 -0.022 -0.166 -0.144 
0.802 0.109 -0.459 -0.777 -0.258 -0.232 -0.093 -0.096 -0.026 -0.188 
 
Table A.5.6 –Reynolds shear stress u’v’/um×100 data –R6 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 1 
0.094 -0.319 -0.667 -0.659 -0.642 -0.541 -0.607 -0.81 -0.727 
0.111 -0.203 -0.568 -0.544 -0.767 -0.695 -0.691 -0.931 -0.856 
0.167 -0.16 -0.333 -0.416 -0.532 -0.654 -0.74 -0.557 -0.678 
0.222 -0.156 -0.272 -0.438 -0.669 -0.541 -0.551 -0.602 -0.573 
0.278 -0.413 -0.32 -0.387 -0.577 -0.452 -0.516 -0.33 -0.442 
0.333 -0.394 -0.224 -0.499 -0.413 -0.689 -0.365 -0.176 -0.411 
0.389 -0.308 -0.303 -0.466 -0.447 -0.554 -0.343 -0.264 -0.289 
0.444 -0.385 -0.325 -0.426 -0.536 -0.429 -0.246 -0.149 -0.282 
0.667 0.079 -0.118 -0.146 -0.315 -0.34 -0.143 -0.03 -0.102 
0.722 0.209 0.02 -0.131 -0.24 -0.289 -0.12 -0.017 -0.025 
0.778 0.015 0.005 -0.105 -0.087 -0.191 -0.128 -0.153 -0.069 
0.833 0.053 0.115 0.099 -0.049 -0.151 -0.144 -0.058 -0.032 
0.889 0.026 0.156 0.138 0.057 -0.03 -0.126 -0.09 -0.032 




Table A.5.7 –Reynolds shear stress u’v’/um×100 data –R7 
y/h 
z/b 
0.095 0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.094 -0.83 -0.782 -1.016 -1.121 -1.186 -1.028 -1.102 -0.728 -1.052 
0.111 -0.614 -0.824 -0.931 -1.114 -1.007 -1.209 -0.968 -0.995 -0.804 
0.133 -0.635 -0.859 -0.93 -1.154 -1.375 -0.858 -0.855 -0.679 -0.725 
0.167 -0.538 -0.729 -1.017 -0.902 -0.933 -0.901 -1.158 -0.875 -0.556 
0.2 -0.467 -0.72 -0.712 -0.633 -0.885 -0.927 -0.56 -0.277 -0.166 
0.333 -0.343 -0.53 -0.455 -1.011 -0.902 -0.882 -0.414 -0.393 -0.3 
0.389 -0.325 -0.394 -0.815 -0.957 -0.722 -0.727 -0.674 -0.364 -0.248 
0.444 -0.409 -0.461 -1.039 -1.193 -0.997 -1.116 -0.515 -0.443 -0.325 
0.5 -0.051 -0.494 -0.102 -1.165 -0.873 -0.712 -0.445 -0.323 -0.331 
0.611 -0.488 0.081 -0.706 -0.949 -0.928 -1.287 -0.646 -0.376 -0.294 
0.667 0.223 -0.613 -0.987 -0.794 -0.746 -0.936 -0.533 -0.423 -0.247 
0.778 -0.321 -0.495 -1.169 -0.966 -1.298 -0.516 -0.579 -0.582 -0.584 
0.889 -0.33 -0.629 -0.571 -1.066 -1.019 -1.08 -0.307 -0.436 -0.14 
Table A.5.8 –Reynolds shear stress u’v’/um×100 data –R8 
y/h 
z/b 
0.186 0.276 0.368 0.457 0.638 0.819 0.91 1 
0.077 0.051 0.095 -0.778 -0.386 -1.082 -0.575 -0.434 -0.604 
0.091 -0.503 -0.969 -0.717 -0.904 -1.312 -1.196 -1.261 -1.044 
0.109 -0.534 -0.617 -0.595 -1.106 -1.232 -1.26 -0.87 -0.985 
0.136 -0.529 -0.693 -0.815 -1.059 -1.139 -1.418 -0.845 -0.736 
0.164 -0.299 -0.663 -0.617 -1.206 -1.009 -1.157 -1.145 -0.785 
0.182 -0.234 -0.578 -0.756 -1.003 -1.232 -1.004 -0.851 -0.757 
0.227 -0.368 -0.45 -0.665 -1.177 -0.96 -1.013 -0.923 -0.768 
0.273 -0.307 -0.474 -0.685 -1.074 -0.935 -1.233 -1.024 -0.894 
0.291 -0.399 -0.506 -0.445 -1.042 -1.278 -1.227 -1.075 -0.794 
0.318 -0.32 -0.548 -0.32 -1.109 -1.062 -0.963 -0.991 -0.877 
0.364 -0.385 -0.737 -0.041 -1.03 -0.843 -1.043 -0.794 -0.985 
0.409 -0.365 -0.475 -0.007 -0.88 -1.082 -0.982 -0.792 -0.616 
0.455 -0.36 -0.396 -0.856 -1.089 -1.258 -1.003 -0.899 -0.727 
0.5 -0.322 -0.391 -0.949 -0.879 -1.167 -1.179 -0.691 -0.752 
0.545 -0.603 -0.449 -0.812 -0.853 -1.188 -0.77 -0.733 -0.564 
0.636 -0.431 -0.435 -0.725 -0.961 -0.891 -0.846 -0.848 -0.669 
0.727 -0.192 -0.335 -0.754 -0.51 -0.837 -0.789 -0.65 -0.345 




B.1 Streamwise Velocity in Rectangular Channel with Convex Bedform 
Table B.1.1 – Streamwise velocity u/ um data –A1 
y/h 
 z/b 
 0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.974  0.862 0.887 0.916 0.944 1.019 1.07 1.119 1.154 1.179 1.197 1.217 1.197 1.166 1.156 1.154 
0.94  0.885 0.912 0.935 0.976 1.061 1.116 1.172 1.181 1.199 1.173 1.174 1.158 1.119 1.101 1.076 
0.905  0.882 0.88 0.917 0.985 1.075 1.142 1.194 1.183 1.18 1.168 1.132 1.087 1.04 1.005 0.978 
0.877  0.915 0.946 0.953 0.996 1.089 1.146 1.2 1.171 1.16 1.121 1.061 1.022 0.944 0.882 0.808 
0.86  0.915 0.944 0.958 1.007 1.087 1.15 1.189 1.161 1.103 1.096 1.045 0.957 0.865 0.242 
0.842  0.911 0.93 0.949 0.999 1.083 1.148 1.178 1.143 1.097 1.034 0.985 0.878 0.719 
0.814  0.907 0.934 0.954 1.004 1.1 1.139 1.165 1.112 1.053 0.98 0.859 0.681 
0.786  0.913 0.933 0.954 1.001 1.079 1.139 1.147 1.079 0.996 0.904 0.714 
0.746  0.93 0.93 0.93 0.986 1.071 1.116 1.112 1.037 0.904 0.354 
0.727  0.866 0.894 0.923 0.978 1.072 1.117 1.105 1.003 0.835 
0.709  0.925 0.925 0.967 1.046 1.096 1.055 0.946 1.009 
0.679  0.842 0.876 0.897 0.926 1.025 1.068 1.023 0.921 
0.664  0.829 0.859 0.886 0.939 1.009 1.06 0.99 0.842 
0.648  0.826 0.864 0.881 0.918 1.012 1.034 0.974 0.738 
0.633  0.82 0.844 0.864 0.911 0.989 1.015 0.936 




0.594  0.785 0.819 0.848 0.895 0.969 0.981 0.819 
0.577  0.784 0.816 0.836 0.874 0.94 0.943 0.776 
0.56  0.765 0.797 0.824 0.868 0.924 0.903 0.666 
0.532  0.77 0.753 0.81 0.848 0.911 0.835 
0.504  0.719 0.741 0.777 0.814 0.836 0.796 
0.49  0.707 0.722 0.738 0.804 0.763 0.723 
0.476  0.704 0.71 0.721 0.748 0.788 0.689 
0.464  0.678 0.698 0.74 0.742 0.769 0.645 
0.441  0.627 0.677 0.674 0.712 0.726 
0.413  0.606 0.632 0.649 0.654 0.631 
0.384  0.594 0.606 0.597 0.61 
0.364  0.531 0.55 0.566 0.541 
0.359  0.543 0.55 0.548 0.557 
0.354  0.527 0.552 0.572 0.543 
0.344  0.499 0.532 0.55 0.538 














0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 0.923 0.96 0.971 1.026 1.105 1.146 1.217 1.27 1.316 1.335 1.33 1.345 1.302 1.278 1.253 
0.886 0.935 0.966 0.988 1.035 1.122 1.192 1.256 1.291 1.303 1.303 1.292 1.262 1.244 1.2 1.167 
0.854 0.93 0.958 0.987 1.037 1.122 1.201 1.271 1.285 1.262 1.244 1.248 1.216 1.133 1.105 1.076 
0.827 0.943 0.974 0.997 1.042 1.127 1.195 1.255 1.26 1.22 1.178 1.139 1.114 1.031 0.948 0.896 
0.811 0.942 0.972 0.994 1.035 1.126 1.176 1.242 1.234 1.18 1.157 1.112 1.049 0.925 0.512 
0.795 0.936 0.957 0.984 1.028 1.113 1.184 1.225 1.203 1.168 1.12 1.062 0.978 0.832 
0.768 0.93 0.945 0.991 1.039 1.13 1.176 1.214 1.155 1.102 1.062 0.952 0.815 
0.741 0.92 0.946 0.977 1.023 1.116 1.176 1.186 1.128 1.048 0.955 0.811 
0.704 0.895 0.932 0.954 1.003 1.079 1.144 1.146 1.068 0.954 0.489 
0.686 0.895 0.913 0.935 0.998 1.079 1.134 1.123 1.029 0.881 
0.669 0.892 0.914 0.937 0.994 1.069 1.124 1.094 0.99 0.768 
0.64 0.872 0.887 0.915 0.961 1.05 1.09 1.047 0.978 
0.627 0.853 0.88 0.908 0.95 1.04 1.086 1.022 0.87 
0.611 0.853 0.871 0.892 0.937 1.026 1.064 0.981 0.761 
0.597 0.837 0.858 0.893 0.926 1.018 1.043 0.959 
0.577 0.814 0.844 0.867 0.919 0.998 1.016 0.901 





0.544 0.792 0.813 0.841 0.881 0.96 0.951 0.784         
0.528 0.774 0.797 0.829 0.871 0.934 0.923 0.695         
0.502 0.754 0.788 0.805 0.839 0.876 0.843           
0.476 0.712 0.741 0.761 0.794 0.818 0.786           
0.462 0.696 0.712 0.737 0.764 0.78 0.728           
0.449 0.69 0.694 0.725 0.741 0.757 0.686           
0.438 0.664 0.688 0.706 0.722 0.727 0.645           
0.416 0.646 0.661 0.673 0.684 0.658             
0.389 0.594 0.615 0.625 0.643 0.602             
0.362 0.554 0.569 0.585 0.585               
0.343 0.526 0.541 0.553 0.552               
0.339 0.52 0.535 0.547 0.548               
0.334 0.527 0.535 0.55 0.544               











Table B.1.3 –Streamwise velocity u/ um data –A3 
y/h 
z/b 
0.048 0.072 0.095 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 1.133 1.154 1.159 0.776 1.102 0.814 1.015 1.097 0.857 1.05 1.149 0.96 1.079 
0.838 0.786 0.822 0.864 0.984 1.055 1.068 1.07 1.045 1.037 1.035 1.067 1.045 1.047 
0.798 0.793 0.837 0.874 0.994 1.057 1.058 1.033 1.028 0.977 0.97 0.973 0.94 0.969 
0.773 0.797 0.841 0.873 0.985 1.046 1.038 1.016 0.973 0.93 0.924 0.874 0.832 0.874 
0.758 0.793 0.833 0.868 0.989 1.034 1.035 0.993 0.946 0.917 0.848 0.783 0.804 
0.742 0.789 0.834 0.872 0.989 1.037 1.017 0.972 0.94 0.878 0.844 0.904 
0.717 0.815 0.826 0.862 0.977 1.027 0.978 0.932 0.874 0.763 0.604 
0.693 0.774 0.818 0.852 0.981 1.002 0.957 0.877 0.813 0.598 
0.657 0.756 0.797 0.844 0.968 0.964 0.895 0.812 0.111 
0.641 0.745 0.793 0.833 0.953 0.95 0.866 0.737 
0.625 0.739 0.785 0.824 0.944 0.917 0.832 0.536 
0.598 0.73 0.766 0.802 0.922 0.88 0.809 
0.585 0.73 0.766 0.802 0.922 0.88 0.809 
0.571 0.73 0.766 0.802 0.922 0.88 0.809 
0.558 0.686 0.729 0.753 0.888 0.774 
0.539 0.677 0.719 0.776 0.843 0.723 
0.524 0.677 0.715 0.77 0.83 0.636 
0.509 0.652 0.738 0.729 0.789 0.606 




0.469 0.622 0.665 0.698 0.694 
0.445 0.606 0.634 0.688 0.597 
0.432 0.577 0.604 0.632 0.545 
0.419 0.55 0.579 0.596 0.544 

















B.2 Vertical Velocity in Rectangular Channel with Convex Bedform 
Table B.2.1 – Vertical velocity v/ um×100 data –A1 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.974 2.047 1.937 2.253 2.544 2.075 2.509 0.385 -0.322 -3.059 -3.001 -1.389 -0.833 0.719 2.001 0.628 
0.94 2.204 1.991 2.251 2.49 2.101 1.669 0.434 0.225 0.81 -1.378 0.221 0.053 0.979 1.602 1.388 
0.905 1.745 1.319 1.885 2.091 1.794 1.765 0.669 -0.33 -0.958 -1.176 -0.503 0.657 0.806 1.104 0.83 
0.877 2.206 1.938 1.821 2.279 1.626 1.37 -0.037 -0.126 0.335 -0.352 0.474 0.415 0.814 0.232 0.795 
0.86 2.126 2.541 2.044 1.924 1.315 0.983 0.274 0.625 0.632 0.029 -0.014 0.362 -0.025 0.421 
0.842 1.77 1.7 1.789 1.675 1.499 0.876 0.804 0.089 0.905 1.098 0.186 0.958 0.5 
0.814 1.482 1.57 2.106 1.327 1.055 0.901 -0.167 1.276 0.699 1.452 0.039 0.149 
0.786 2.159 2 1.694 1.951 0.954 0.252 0.696 1.106 1.289 0.169 -0.024 
0.746 1.835 1.835 1.835 1.207 0.76 -0.116 0.519 1.348 1.135 -0.038 
0.727 1.225 1.689 1.443 1.353 0.455 0.27 0.544 2.24 1.497 
0.709 0.719 0.719 0.628 0.292 -0.45 0.454 1.715 0.475 
0.679 0.956 1.525 0.738 0.369 0.31 -0.902 0.481 1.27 
0.664 1.147 2.057 1.081 0.191 -0.285 -0.848 0.501 2.286 
0.648 1.674 1.457 0.93 0.726 -0.162 -0.456 0.203 2.047 
0.633 1.747 1.118 0.701 -0.028 -0.713 -0.656 1.136 
0.611 1.33 1.153 0.964 0.337 -1.225 -0.415 1.28 






0.577 1.274 0.566 -0.016 0.146 -1.204 -0.304 1.681     
0.56 1.164 0.836 0.353 -0.633 -1.27 -0.042 1.631     
0.532 2.077 2.134 0.713 -0.176 -1.741 0.095       
0.504 1.832 -0.3 -0.062 -1.646 -0.107 0.049       
0.49 0.248 0.831 -0.25 -1.368 0.325 1.162       
0.476 0.741 0.349 0.23 1.796 -0.991 1.003       
0.464 0.168 -0.065 -0.341 -0.583 -2 2.511       
0.441 0.02 1.144 0.323 -0.033 -0.634         
0.413 -0.502 -0.207 -0.378 -0.213 0.308         
0.384 -0.325 -1.17 0.306 -0.996           
0.364 1.492 -0.791 0.171 0.655           
0.359 0.124 -1.048 -0.061 0.164           
0.354 0.725 -0.628 -0.006 0.265           













0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 1.5 1.221 1.176 1.416 0.594 0.23 -1.734 -1.553 -3.307 -2.733 -2.342 -1.785 -1.752 0.333 3.144 
0.886 1.078 1.258 1.002 1.033 1.548 0.511 0.258 -0.085 -1.578 -1.659 -1.858 -1.185 -0.24 0.568 0.325 
0.854 0.962 1.453 1.461 1.805 0.66 1.021 -0.281 -0.339 -1.227 -0.78 -0.434 -0.015 -0.158 -0.127 0.717 
0.827 1.266 0.972 1.352 1.312 1.271 0.49 -0.141 -0.602 -0.449 -0.808 0.055 0.606 0.749 0.948 0.533 
0.811 1.42 1.426 1.387 1.38 0.404 0.701 0.115 -1.003 -0.149 -0.55 0.673 0.141 0.625 0.49 
0.795 1.413 1.511 1.418 0.871 0.655 0.609 0.076 0.008 0.503 1.088 -0.159 0.366 0.802 
0.768 1.206 1.127 1.626 1.204 0.324 -0.073 -0.163 1.493 1.518 0.274 0.471 0.009 
0.741 1.884 1.476 1.5 0.991 0.059 0.071 -0.221 0.799 0.397 0.245 0.176 
0.704 1.614 1.487 1.541 1.528 0.121 -0.143 0.039 1.174 1.878 0.311 
0.686 1.949 1.312 1.434 0.945 0.642 -0.302 0.278 1.579 1.682 
0.669 1.774 2.125 1.626 0.722 -0.281 -0.388 0.231 1.868 0.544 
0.64 1.941 1.756 1.762 0.774 -0.211 -0.493 0.521 1.403 
0.627 1.595 1.749 1.104 0.993 -0.153 -0.509 0.784 2.112 
0.611 1.622 1.727 1.269 0.691 -0.307 -1.133 1.255 2.478 
0.597 1.772 1.277 1.65 0.353 -0.393 -0.57 1.317 
0.577 1.841 1.431 0.603 0.035 -0.586 -0.444 1.401 








0.544 1.899 1.42 0.65 0.686 -0.544 -0.128 1.628     
0.528 1.303 1.232 0.595 -0.277 -0.637 -0.537 2.178     
0.502 1.261 1.506 0.481 -0.16 -0.284 0.363       
0.476 1.107 0.662 0.692 0.234 -0.038 0.555       
0.462 1.471 0.732 0.218 -0.028 -0.316 0.727       
0.449 0.525 0.445 0.155 -0.08 -0.354 1.123       
0.438 0.661 0.324 0.088 0.212 -0.038 1.196       
0.416 0.163 0.736 0.577 -0.242 0.568         
0.389 0.902 0.244 0.308 -0.165 0.531         
0.362 1.004 0.262 -0.186 0.688           
0.343 0.756 0.414 0.395 0.36           
0.339 0.871 0.088 0.241 0.135           
0.334 0.491 0.486 0.063 0.118           








Table B.2.3 – Vertical velocity v/ um×100 data –A3 
y/h 
z/b 
0.048 0.072 0.095 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 -1.83 -0.124 0.721 1.678 0.853 2.021 1.347 2.202 2.302 0.731 -0.073 2.162 -0.315 
0.838 1.809 1.545 1.927 1.529 1.072 0.789 0.395 0.719 0.583 0.048 0.113 0.324 0.809 
0.798 1.528 1.578 1.571 1.362 0.685 0.892 1.466 0.987 1.007 0.971 0.106 0.521 1.033 
0.773 2.078 1.694 1.907 1.086 0.564 0.722 0.59 1.71 1.067 0.773 -0.539 0.578 0.592 
0.758 1.902 1.581 1.257 0.575 0.129 0.738 1.045 1.213 1.532 1.319 0.346 0.427 
0.742 2.16 2.219 1.556 0.786 0.4 0.319 1.203 0.964 0.91 0.737 0.073 
0.717 1.485 1.489 1.564 0.443 0.52 0.92 1.398 1.724 0.722 -0.011 
0.693 2.209 1.638 1.041 0.164 0.46 1.158 1.609 0.724 0.348 
0.657 2.154 1.846 1.09 -0.076 0.653 1.613 1.427 0.034 
0.641 1.812 1.12 1.074 -0.178 0.302 1.471 1.251 
0.625 2.419 1.527 1.04 -0.269 0.674 1.459 0.561 
0.598 1.986 0.951 0.339 -0.75 0.327 1.636 
0.585 1.986 0.951 0.339 -0.75 0.327 1.636 
0.571 1.986 0.951 0.339 -0.75 0.327 1.636 
0.558 2.683 1.273 0.295 0.712 3.013 
0.539 2.765 1.118 -0.272 -0.406 1.715 
0.524 2.765 0.222 -0.578 0.317 2.431 
0.509 1.523 0.527 -0.483 -0.295 2.35 






0.469 0.542 -0.076 -0.144 0.593 
0.445 0.675 0.236 -0.627 1.409 
0.432 0.998 0.137 -0.066 3.25 
0.419 0.199 -0.245 0.725 0.322 
















B.3 Streamwise Turbulence Intensity in Rectangular Channel with Convex Bedform 
Table B.3.1 – Streamwise turbulence intensity u’/ um×100 data –A1 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.974 9.989 10.604 9.234 9.858 9.726 8.049 6.577 6.065 5.629 6.018 6.603 5.834 6.608 6.829 7.196 
0.94 10.883 10.949 10.28 9.229 8.417 7.072 5.634 5.716 5.745 7.058 7.349 7.128 9.073 8.198 8.31 
0.905 10.61 10.734 10.54 10.61 8.974 7.406 5.699 6.107 6.819 7.081 8.525 7.938 9.44 9.283 9.687 
0.877 11.434 11.107 10.864 10.114 9.045 7.817 5.592 6.824 8.028 8.15 8.72 10.225 10.258 10.976 12.105 
0.86 11.44 11.585 11.033 10.327 8.66 7.399 6.311 7.911 8.993 8.621 9.674 10.79 11.447 10.299 
0.842 11.38 11.753 10.891 10.919 8.792 7.327 7.08 8.194 8.934 10.378 10.555 11.474 14.328 
0.814 11.547 10.762 10.738 10.444 8.963 7.158 6.924 8.333 9.462 10.203 11.899 14.396 
0.786 12.237 10.877 10.759 10.297 9.035 7.002 6.676 8.562 10.279 11.293 13.805 
0.746 10.971 10.971 10.971 9.714 8.319 7.602 7.888 8.983 10.017 17.101 
0.727 10.903 11.092 11.646 10.953 8.607 7.454 8.688 10.155 11.698 
0.709 11.609 11.609 10.753 8.393 6.998 8.059 10.481 12.947 
0.679 11.308 11.171 10.562 10.426 9.059 7.211 8.645 10.326 
0.664 10.558 10.704 10.083 9.856 8.467 7.107 9.921 10.511 
0.648 10.964 10.505 10.528 9.659 8.724 6.933 8.806 12.001 
0.633 11.132 10.016 11.011 9.874 7.929 8.168 10.317 
0.611 10.041 10.116 9.667 9.509 8.228 8.2 9.41 




0.577 9.611 10.406 10.036 9.622 8.187 8.71 12.303     
0.56 10.939 8.874 9.51 9.399 8.689 9.132 12.846     
0.532 9.807 11.869 8.944 9.942 8.582 8.124       
0.504 9.581 9.815 13.413 9.584 8.927 8.777       
0.49 9.195 9.769 11.892 10.867 10.262 8.717       
0.476 9.656 9.967 9.279 10.747 8.719 8.336       
0.464 12.646 9.754 10.505 9.741 9.921 9.273       
0.441 11.555 12.478 10.752 9.449 10.509         
0.413 9.229 11.772 10.116 9.63 9.63         
0.384 9.238 10.094 9.393 10.199           
0.364 10.112 9.194 9.49 9.666           
0.359 9.328 9.664 8.653 9.192           
0.354 9.745 9.561 9.851 9.384           















0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 11.214 10.765 10.02 9.553 8.82 7.875 6.881 6.584 6.264 5.701 6.359 6.181 6.742 7.317 7.752 
0.886 10.851 11.164 10.851 9.902 9.436 8.3 6.309 6.959 6.004 7.836 7.579 7.847 8.548 9.243 9.634 
0.854 11.118 11.596 10.934 10.543 10.361 8.228 5.414 6.522 8.136 8.588 7.769 9.405 10.407 10.546 11.408 
0.827 11.54 12.069 11.324 10.768 9.509 8.112 6.931 6.703 8.531 9.134 9.993 10.007 11.717 11.537 12.452 
0.811 11.717 11.973 11.615 10.587 9.574 8.361 7.33 7.885 9.327 9.804 10.496 10.749 12.561 16.282 
0.795 11.977 11.984 10.824 10.213 9.525 8.455 6.534 8.241 9.364 10.552 11.09 11.907 14.636 
0.768 12.093 12.516 11.634 11.197 9.196 7.819 7.298 9.137 10.085 11.323 11.749 14.557 
0.741 11.6 10.728 11.03 11.137 9.205 7.962 7.855 8.818 10.425 11.876 14.682 
0.704 10.905 11.811 11.285 10.79 9.32 7.935 8.491 10.381 11.149 18.739 
0.686 12.338 11.41 12.147 11.058 9.096 7.824 8.232 10.518 11.584 
0.669 11.198 11.01 11.115 11.477 9.575 7.914 8.552 10.502 12.81 
0.64 11.191 12.562 10.811 10.027 9.222 7.784 8.702 11.355 
0.627 11.65 10.73 10.947 9.826 8.586 8.976 10.126 11.506 
0.611 11.272 10.908 11.655 11.193 9.176 8.026 10.49 11.653 
0.597 10.925 10.706 10.523 10.192 8.44 8.667 10.403 
0.577 10.714 11.536 10.919 10.211 8.613 8.364 10.302 






0.577 10.814 11.232 10.069 10.04 8.643 9.777 10.36 
0.56 11.872 10.783 10.662 10.318 9.865 9.551 12.001 
0.532 12.217 11.585 10.944 10.497 10.726 10.089 
0.504 10.577 11.185 10.666 11.268 10.6 10.575 
0.49 11.024 10.759 10.787 11.02 10.742 10.31 
0.476 11.764 11.359 10.88 11.244 11.021 10.89 
0.464 10.983 10.77 11.11 11.01 10.687 10.775 
0.441 11.416 12.734 12.104 11.714 11.36 
0.413 10.391 10.69 11.965 11.233 10.997 
0.384 12.043 10.544 10.287 11.008 
0.364 9.702 9.887 10.058 9.999 
0.359 9.543 9.932 9.929 10.027 
0.354 9.683 9.501 10.053 9.507 










Table B.3.3 – Streamwise turbulence intensity u’/ um×100 data –A3 
y/h 
z/b 
0.048 0.072 0.095 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 6.591 6.643 6.621 10.304 5.647 9.469 6.712 6.46 9.114 6.138 7.011 7.415 5.465 
0.838 9.771 9.822 9.77 7.711 5.506 5.774 6.18 7.104 7.846 8.713 8.024 8.985 8.802 
0.798 10.723 9.443 9.241 7.576 5.918 5.563 7.506 8.014 9.041 8.917 8.694 9.612 9.734 
0.773 10.449 9.615 9.858 7.811 5.624 6.365 7.591 9.097 9.81 10.164 11.355 10.11 10.341 
0.758 10.341 10.287 10.317 7.196 5.911 6.466 8.023 9.14 9.617 10.581 10.201 10.753 
0.742 9.96 10.3 9.168 6.85 6.728 6.759 8.49 8.901 10.356 10.563 9.948 
0.717 10.102 9.651 9.251 6.813 6.796 7.739 8.388 9.862 10.367 14.279 
0.693 10.419 10.077 9.781 6.837 6.776 8.314 9.023 9.652 12.588 
0.657 10.137 9.656 9.835 6.915 7.08 8.592 9.927 11.702 
0.641 10.212 9.496 9.093 7.088 7.298 9.166 10.618 
0.625 10.125 10.057 9.441 6.76 8.243 8.889 14.084 
0.598 10.157 9.806 8.793 7.002 8.767 9.626 
0.585 10.157 9.806 8.793 7.002 8.767 9.626 
0.571 10.157 9.806 8.793 7.002 8.767 9.626 
0.558 10.108 9.703 10.741 7.773 8.234 
0.539 10.28 9.215 9.779 9.296 9.498 
0.524 10.28 9.581 8.279 10.645 10.286 
0.509 11.543 6.977 9.057 9.492 9.805 






0.469 10.176 8.642 8.167 10.123 
0.445 9.425 11.077 10.934 10.308 
0.432 9.913 10.831 11.715 10.042 
0.419 9.268 10.361 9.413 10.73 















B.4 Vertical Turbulence Intensity in Rectangular Channel with Convex Bedform 
Table B.4.1 – Vertical turbulence intensity v’/ um×100 data –A1 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.974 6.435 6.268 6.093 6.204 5.598 5.239 4.932 5.005 4.655 3.857 4.616 3.989 4.116 4.449 4.392 
0.94 7.314 7.047 6.955 6.461 5.665 5.202 4.531 4.387 5.145 4.522 4.674 4.736 4.71 4.818 4.848 
0.905 6.813 7.144 7.23 6.572 5.71 5.033 4.463 4.484 4.774 4.916 5.064 5.389 5.819 5.799 5.702 
0.877 7.209 7.127 7.006 6.658 5.954 5.145 4.108 4.941 5.403 5.356 6.013 5.808 5.915 5.829 5.411 
0.86 7.578 7.427 6.935 6.503 5.954 4.954 4.121 4.95 5.532 5.563 5.673 6.304 5.783 
0.842 7.204 7.147 7.159 6.455 5.856 4.952 4.443 5.389 5.587 6.09 6.067 6.297 
0.814 7.73 7.192 7.08 6.247 5.677 4.805 4.44 5.108 6.04 6.593 6.285 
0.786 7.284 7.073 6.971 6.62 5.97 4.93 4.932 6.13 6.169 6.39 
0.746 7.572 7.572 7.572 6.987 5.724 4.889 5.274 6.234 6.926 
0.727 7.524 7.546 6.948 6.471 5.926 5.025 5.345 6.315 6.652 
0.709 6.916 6.916 6.603 5.524 4.667 5.421 6.353 6.004 
0.679 7.478 6.649 7.076 6.935 5.701 5.04 5.44 6.237 
0.664 7.488 7.677 7.38 6.42 6.207 5.168 6.053 7.127 
0.648 7.582 7.236 6.577 6.734 5.879 4.958 6.211 7.023 
0.633 7.869 7.317 7.104 6.716 5.827 5.317 6.78 
0.611 7.582 7.058 6.966 6.855 5.794 5.351 6.841 





0.577 7.09 6.812 6.767 6.583 5.499 6.175 7.418         
0.56 6.965 7.026 6.73 6.711 6.062 6.163 6.944         
0.532 7.374 6.811 6.42 5.51 5.75 6.099           
0.504 7.233 6.678 6.128 5.585 5.522 6.499           
0.49 6.423 6.221 6.934 6.079 6.03 6.741           
0.476 6.189 6.543 6.162 6.13 5.728 7.325           
0.464 6.583 6.55 6.099 5.976 5.342 6.176           
0.441 6.415 6.535 6.266 6.3 6.42             
0.413 6.416 5.945 6.786 6.464 5.879             
0.384 5.932 6.302 5.3 6.147               
0.364 5.89 5.45 6.275 6.474               
0.359 5.671 5.526 6.307 5.98               
0.354 5.331 6.436 5.593 5.945               










Table B.4.2 – Vertical turbulence intensity v’/ um×100 data –A2 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 7.15 6.865 7.091 6.822 5.987 5.095 4.743 4.904 5.091 4.97 4.049 4.633 4.77 5.086 5.041 
0.886 7.444 7.567 7.537 6.893 5.901 5.208 4.758 4.961 4.918 5.302 5.249 5.299 5.419 6.082 5.704 
0.854 7.511 7.459 7.349 7.13 6.403 5.458 4.494 5.094 5.07 5.609 5.48 5.737 5.917 6.367 6.3 
0.827 7.405 7.36 7.219 7.117 6.414 5.309 4.364 5.038 5.676 6.058 6.118 6.183 6.383 6.362 6.353 
0.811 7.658 7.432 7.346 6.932 6.01 5.477 4.617 5.09 5.642 6.313 6.377 6.4 6.689 
0.795 7.549 7.315 7.164 6.839 6.367 5.55 4.62 5.739 5.864 6.399 6.619 6.812 
0.768 7.401 7.554 7.389 7.117 5.984 5.228 4.803 5.822 6.223 6.46 6.738 
0.741 7.65 7.724 7.268 7.056 5.931 5.415 5.179 6.138 6.619 6.81 
0.704 7.469 7.302 7.48 7.334 6.039 5.371 5.715 6.587 6.76 
0.686 7.514 7.879 7.255 6.759 6.14 5.526 5.623 6.816 6.615 
0.669 7.494 7.669 7.713 6.924 6.185 5.63 5.653 6.731 
0.64 8.184 7.43 7.389 7.124 5.915 5.349 6.24 6.617 
0.627 7.482 7.495 7.66 6.6 5.893 5.627 6.3 7.425 
0.611 7.847 7.221 7.484 7.335 6.097 5.599 6.493 
0.597 7.736 7.75 7.034 7.079 5.993 5.894 6.847 
0.577 7.605 7.769 7.261 6.707 6.08 6.084 7.032 








0.577 7.557 7.453 7.439 7.037 6.214 6.372 7.504 
0.56 7.778 7.397 7.28 6.981 5.795 6.17 7.346 
0.532 7.707 6.923 6.834 6.84 6.232 6.578 
0.504 6.732 6.943 7.038 6.481 6.157 6.818 
0.49 6.676 6.574 6.762 6.398 6.286 6.964 
0.476 6.655 6.655 6.602 6.458 6.412 6.58 
0.464 6.981 6.513 6.457 6.358 6.283 6.919 
0.441 6.752 6.626 6.427 6.533 6.448 
0.413 6.333 6.493 6.353 6.441 6.292 
0.384 6.326 6.058 6.126 6.372 
0.364 6.073 6.358 6.379 5.767 
0.359 5.781 6.3 6.146 6.164 
0.354 6.056 5.856 6.216 6.07 









Table B.4.3 – Vertical turbulence intensity v’/ um×100 data –A3 
y/h 
z/b 
0.048 0.072 0.095 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 4.347 4.392 5.577 5.953 4.519 5.822 4.548 5.233 5.598 4.237 4.555 4.848 4.094 
0.838 6.3 6.309 5.972 5.051 4.214 4.394 4.46 4.754 4.797 5.194 5.024 4.969 4.959 
0.798 6.34 6.053 6.089 4.817 4.056 4.152 4.627 4.954 5.305 5.198 5.589 5.517 5.488 
0.773 6.352 5.993 6.077 4.666 4.346 4.475 4.679 5.239 5.514 5.307 5.878 5.554 5.549 
0.758 6.464 6.378 5.98 4.807 4.177 4.246 4.909 5.166 5.5 5.477 5.631 
0.742 6.508 6.207 6.126 4.67 4.045 4.701 5.209 5.108 5.603 5.35 
0.717 5.958 6.361 6.377 4.668 4.317 5.043 5.156 5.776 5.74 
0.693 6.776 6.444 6.127 4.758 4.667 5.317 5.702 5.867 
0.657 6.75 6.112 6.109 4.707 4.556 5.613 5.834 
0.641 6.618 6.662 6.174 4.72 4.986 5.61 5.671 
0.625 6.854 6.289 5.986 4.874 5.399 6.037 
0.598 6.878 6.657 6.09 4.804 5.476 6.102 
0.585 6.878 6.657 6.09 4.804 5.476 6.102 
0.571 6.878 6.657 6.09 4.804 5.476 6.102 
0.558 7.44 6.765 5.52 4.644 5.39 
0.539 8.597 7.304 6.754 4.955 6.627 
0.524 8.597 6.105 5.864 5.673 6.658 
0.509 7.321 5.535 6.08 5.923 7.121 






0.469 7.123 6.385 5.928 5.949 
0.445 5.718 6.28 6.423 5.905 
0.432 6.376 6.739 6.705 5.511 
0.419 6.536 5.388 5.266 5.557 
















B.5 Reynolds Shear Stress in Rectangular Channel with Convex Bedform 
Table B.5.1 – Reynolds shear stress u’v’/ um×1000 data –A1 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.974 0.034 0.067 0.062 0.124 0.159 0.186 0.138 -0.031 -0.075 -0.103 -0.162 -0.104 -0.228 -0.275 -0.172 
0.94 0.029 -0.032 0.074 0.082 0.128 0.157 0.104 0.077 -0.111 -0.347 -0.321 -0.29 -0.509 -0.44 -0.386 
0.905 0.015 -0.045 0.098 -0.028 -0.037 0.121 0.019 -0.238 -0.339 -0.379 -0.442 -0.453 -0.683 -0.668 -0.663 
0.877 0.084 0.198 0.13 0.039 0.021 0.075 -0.04 -0.34 -0.537 -0.464 -0.67 -0.595 -0.754 -0.79 -0.707 
0.86 0.098 -0.072 -0.04 0.022 -0.007 -0.195 -0.158 -0.293 -0.501 -0.598 -0.6 -0.712 -0.742 
0.842 0.058 0.038 0.046 0.054 -0.025 -0.158 -0.208 -0.379 -0.547 -0.846 -0.715 -0.804 
0.814 -0.062 -0.223 -0.148 -0.021 -0.183 -0.194 -0.216 -0.4 -0.579 -0.742 -0.835 
0.786 -0.24 -0.103 -0.176 -0.181 -0.095 -0.235 -0.319 -0.592 -0.738 -0.778 
0.746 -0.126 -0.126 -0.126 -0.176 -0.158 -0.228 -0.416 -0.437 -0.586 
0.727 -0.304 -0.373 -0.249 -0.11 -0.094 -0.249 -0.43 -0.438 -0.668 
0.709 -0.381 -0.381 -0.374 -0.191 -0.18 -0.316 -0.496 -0.552 
0.679 -0.143 -0.216 -0.058 -0.201 -0.166 -0.231 -0.268 -0.727 
0.664 -0.247 -0.433 -0.182 -0.296 -0.247 -0.289 -0.553 -0.581 
0.648 -0.222 -0.349 -0.149 -0.288 -0.313 -0.303 -0.622 
0.633 -0.201 -0.463 -0.188 -0.253 -0.268 -0.449 -0.482 
0.611 -0.141 -0.12 -0.235 -0.046 -0.315 -0.37 -0.61 






0.577 -0.187 -0.247 -0.137 -0.402 -0.45 -0.545 -0.615 
0.56 -0.486 -0.152 -0.389 -0.4 -0.45 -0.521 
0.532 -0.067 -0.352 -0.326 -0.276 -0.448 -0.532 
0.504 -0.154 -0.165 0.158 -0.563 -0.577 -0.854 
0.49 -0.019 -0.397 -0.582 -0.299 -0.759 -0.48 
0.476 -0.56 -0.572 -0.721 -0.861 -0.685 -0.572 
0.464 -0.629 0.015 -0.887 -0.698 -0.71 
0.441 -0.582 -0.979 -0.867 -0.814 -1.066 
0.413 -0.621 -1.082 -1.204 -0.738 
0.384 -0.741 -0.904 -0.482 -1.082 
0.364 -0.997 -0.613 -1.155 -1.121 
0.359 -0.825 -0.706 -0.891 -0.906 
0.354 -0.735 -1.061 -0.867 -0.879 









Table B.5.2 – Reynolds shear stress u’v’/ um×1000 data –A2 
y/h 
z/b 
0.048 0.06 0.072 0.095 0.141 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 0.034 0.067 0.062 0.124 0.159 0.186 0.138 -0.031 -0.075 -0.103 -0.162 -0.104 -0.228 -0.275 -0.172 
0.886 0.029 -0.032 0.074 0.082 0.128 0.157 0.104 0.077 -0.111 -0.347 -0.321 -0.29 -0.509 -0.44 -0.386 
0.854 0.015 -0.045 0.098 -0.028 -0.037 0.121 0.019 -0.238 -0.339 -0.379 -0.442 -0.453 -0.683 -0.668 -0.663 
0.827 0.084 0.198 0.13 0.039 0.021 0.075 -0.04 -0.34 -0.537 -0.464 -0.67 -0.595 -0.754 -0.79 -0.707 
0.811 0.098 -0.072 -0.04 0.022 -0.007 -0.195 -0.158 -0.293 -0.501 -0.598 -0.6 -0.712 -0.742 
0.795 0.058 0.038 0.046 0.054 -0.025 -0.158 -0.208 -0.379 -0.547 -0.846 -0.715 -0.804 
0.768 -0.062 -0.223 -0.148 -0.021 -0.183 -0.194 -0.216 -0.4 -0.579 -0.742 -0.835 
0.741 -0.24 -0.103 -0.176 -0.181 -0.095 -0.235 -0.319 -0.592 -0.738 -0.778 
0.704 -0.126 -0.126 -0.126 -0.176 -0.158 -0.228 -0.416 -0.437 -0.586 
0.686 -0.304 -0.373 -0.249 -0.11 -0.094 -0.249 -0.43 -0.438 -0.668 
0.669 -0.381 -0.381 -0.374 -0.191 -0.18 -0.316 -0.496 -0.552 
0.64 -0.143 -0.216 -0.058 -0.201 -0.166 -0.231 -0.268 -0.727 
0.627 -0.247 -0.433 -0.182 -0.296 -0.247 -0.289 -0.553 -0.581 
0.611 -0.222 -0.349 -0.149 -0.288 -0.313 -0.303 -0.622 
0.597 -0.201 -0.463 -0.188 -0.253 -0.268 -0.449 -0.482 
0.577 -0.141 -0.12 -0.235 -0.046 -0.315 -0.37 -0.61 







0.544 -0.187 -0.247 -0.137 -0.402 -0.45 -0.545 -0.615 
0.528 -0.486 -0.152 -0.389 -0.4 -0.45 -0.521 
0.502 -0.067 -0.352 -0.326 -0.276 -0.448 -0.532 
0.476 -0.154 -0.165 0.158 -0.563 -0.577 -0.854 
0.462 -0.019 -0.397 -0.582 -0.299 -0.759 -0.48 
0.449 -0.56 -0.572 -0.721 -0.861 -0.685 -0.572 
0.438 -0.629 0.015 -0.887 -0.698 -0.71 
0.416 -0.582 -0.979 -0.867 -0.814 -1.066 
0.389 -0.621 -1.082 -1.204 -0.738 
0.362 -0.741 -0.904 -0.482 -1.082 
0.343 -0.997 -0.613 -1.155 -1.121 
0.339 -0.825 -0.706 -0.891 -0.906 
0.334 -0.735 -1.061 -0.867 -0.879 










Table B.5.3 – Reynolds shear stress u’v’/ um×1000 data –A3 
y/h 
z/b 
0.048 0.072 0.095 0.186 0.276 0.368 0.457 0.548 0.638 0.729 0.819 0.912 1 
0.919 -0.211 -0.367 -0.179 -0.053 0.022 0.077 0.14 -0.163 0.098 0.071 -0.28 0.213 -0.052 
0.838 0.19 0.174 0.007 -0.027 -0.057 -0.263 -0.259 -0.439 -0.354 -0.715 -0.365 -0.643 -0.657 
0.798 0.083 -0.029 0.093 -0.102 -0.103 -0.234 -0.366 -0.69 -0.802 -0.62 -0.747 -0.807 -0.844 
0.773 0.016 0.007 -0.178 -0.085 -0.193 -0.33 -0.498 -0.68 -0.883 -0.846 -0.947 -0.678 -0.851 
0.758 -0.038 -0.198 -0.131 -0.069 -0.225 -0.332 -0.513 -0.587 -0.747 -0.871 -0.869 -0.719 
0.742 -0.146 -0.232 -0.176 -0.112 -0.237 -0.335 -0.688 -0.569 -0.868 -0.817 -0.826   
0.717 -0.183 -0.139 -0.206 -0.203 -0.277 -0.465 -0.591 -0.846 -0.865 -0.742    
0.693 -0.378 -0.095 -0.139 -0.171 -0.402 -0.644 -0.713 -0.831      
0.657 -0.33 -0.281 -0.348 -0.288 -0.367 -0.812 -0.53       
0.641 -0.391 -0.295 -0.27 -0.282 -0.413 -0.714 -0.712       
0.625 -0.316 -0.236 -0.311 -0.24 -0.693 -0.738       
0.598 -0.18 -0.317 -0.163 -0.29 -0.617 -0.789        
0.585 -0.18 -0.317 -0.163 -0.29 -0.617 -0.789        
0.571 -0.18 -0.317 -0.163 -0.29 -0.617 -0.789       
0.558 -0.02 -0.641 0.029 -0.469 -0.661         
0.539 -0.359 -0.193 -0.806 -0.393 -0.653         
0.524 -0.359 -0.225 -0.601 -1.072 -0.56         
0.509 -0.541 -0.237 -0.619 -0.595 -0.471         





0.469 -0.656 -0.902 -0.657 -0.737 
0.445 -1.059 -0.831 -1.523 -0.129 
0.432 -0.755 -1.035 -1.317 -0.814 
0.419 -0.837 -0.492 -0.975 -1.044 
















C.1 Streamwise Velocity in Semi-circular Channel 
Table C.1.1 – Streamwise velocity u/ um data –C1 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 
0.733 1.158 1.111 1.096 1.072 0.976 0.742 1.195 1.217 1.182 
0.667 1.174 1.195 1.188 1.129 1.082 1.048 1.038 0.95 0.435 
0.6 1.145 1.185 1.158 1.089 1.053 1.021 0.998 0.897 0.454 
0.56 1.127 1.165 1.14 1.073 1.013 0.991 0.988 0.867 
0.5 1.118 1.139 1.122 1.059 0.989 0.955 0.936 0.8 
0.4 1.073 1.104 1.08 1.015 0.959 0.896 0.835 
0.367 1.062 1.077 1.064 0.992 0.918 0.872 0.793 
0.333 1.051 1.079 1.056 0.98 0.923 0.862 0.716 
0.267 1.009 1.046 1.027 0.97 0.864 0.78 
0.2 0.975 1.002 0.988 0.929 0.822 0.658 
0.133 0.936 0.964 0.945 0.863 0.75 
0.1 0.91 0.93 0.903 0.833 






Table C.1.2 – Streamwise velocity u/ um data –C2 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.81 1.249 1.234 1.227 1.212 1.223 1.125 1.223 1.031 1.244 0.867 1.237 
0.762 1.219 1.205 1.203 1.192 1.202 0.819 1.222 1.089 1.179 0.988 1.226 
0.714 1.194 1.202 1.19 1.146 1.175 1.179 0.951 1.212 1.18 0.68 1.072 
0.667 1.163 1.176 1.158 1.143 0.913 1.138 1.17 1.102 1.036 1.193 
0.619 1.142 1.148 1.131 1.108 1.127 1.14 0.989 1.117 0.836 1.166 
0.571 1.107 1.112 1.104 1.074 0.932 1.123 1.127 1.084 1.1 0.63 
0.524 1.078 1.08 1.08 1.061 1.048 0.856 1.087 1.095 1.07 
0.476 1.077 1.072 1.059 1.025 1.069 1.025 0.717 1.001 1.073 
0.429 1.031 1.043 1.028 0.992 1.04 0.956 0.734 1.022 1.054 
0.4 1.016 1.03 0.997 1.009 1.03 1.002 0.907 1.04 
0.381 0.996 1.011 0.976 0.979 0.987 0.867 1.005 1.01 
0.357 0.986 1.004 0.959 0.955 0.969 0.923 1.008 0.979 
0.333 0.981 0.988 0.958 0.937 0.989 0.764 0.976 0.951 
0.31 0.961 0.965 0.93 0.928 0.976 0.939 0.917 0.734 
0.286 0.952 0.956 0.931 0.913 0.942 0.944 0.893 




0.238 0.919 0.933 0.911 0.886 0.789 0.89 0.901 
0.214 0.91 0.909 0.889 0.865 0.868 0.717 0.867 
0.19 0.897 0.898 0.863 0.851 0.851 0.857 
0.167 0.891 0.895 0.855 0.827 0.85 0.784 
0.143 0.874 0.883 0.838 0.803 0.727 0.807 
0.119 0.878 0.867 0.828 0.79 0.762 
0.095 0.873 0.849 0.8 0.755 0.719 
 
0.071 0.842 0.831 0.784 0.714 













Table C.1.3 – Streamwise velocity u/ um data –C3 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.92 1.317 0.948 1.287 1.308 1.021 1.161 1.277 1.22 1.114 1.064 1.279 
0.76 0.879 1.239 1.241 1.216 1.158 1.151 1.204 1.071 0.981 1.169 1.172 
0.68 1.212 1.198 1.179 1.135 1.117 1.04 1.127 0.97 1.121 0.837 1.115 
0.64 1.2 1.161 1.16 1.106 1.088 0.796 1.093 1.014 1.088 0.916 1.104 
0.6 1.175 1.168 1.135 1.083 1.073 1.057 0.897 1.088 1.052 0.663 0.999 
0.56 1.166 1.15 1.105 1.056 0.858 1.038 1.035 1.003 0.962 1.033 
0.52 1.137 1.114 1.096 1.035 1.012 0.989 0.921 1.012 0.791 1.049 
0.48 1.113 1.114 1.084 1.025 0.875 0.989 0.988 0.971 0.986 0.591 
0.44 1.099 1.083 1.058 1.002 0.962 0.819 0.951 0.95 0.948 
0.4 1.098 1.082 1.043 0.967 0.929 0.93 0.679 0.906 0.937 
0.36 1.042 1.048 1.027 0.965 0.894 0.87 0.685 0.916 0.897 
0.336 1.043 1.036 1.009 0.928 0.883 0.907 0.83 0.882 
0.32 1.035 1.024 0.996 0.921 0.898 0.808 0.882 0.867 
0.3 1.007 1.024 0.987 0.924 0.848 0.831 0.862 0.873 
0.28 1.017 1.001 0.965 0.93 0.844 0.702 0.857 0.832 




0.24 0.983 0.988 0.959 0.897 0.803 0.836 0.785 
0.22 0.963 0.957 0.953 0.882 0.745 0.832 0.792 
0.2 0.961 0.957 0.931 0.883 0.697 0.819 0.766 
0.18 0.94 0.949 0.923 0.857 0.739 0.622 0.815 














0.718      
0.1 0.869 0.87 0.845 0.791 0.721 
0.08 0.839 0.855 0.825 0.773 0.661 
0.06 0.81 0.817 0.792 0.741 











Table C.1.4 – Streamwise velocity u/ um data –C4 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.857 1.278 1.278 1.278 1.277 1.274 1.238 1.231 1.208 1.2 1.183 1.109 
0.75 1.268 1.282 1.223 1.214 0.926 1.026 1.185 1.195 1.188 1.18 1.104 
0.679 0.899 1.249 1.239 1.205 1.141 1.148 1.161 1.08 1.005 1.147 1.152 
0.607 0.834 0.911 1.223 1.207 1.11 1.045 1.093 1.105 1.099 1.174 1.144 
0.571 1.197 1.206 1.159 1.111 1.09 0.768 1.065 1.027 1.075 0.939 1.088 
0.536 1.18 1.189 1.149 1.09 1.085 1.058 0.899 1.066 1.037 0.625 0.991 
0.5 1.172 1.173 1.133 1.074 0.846 1.027 1.021 1.01 0.957 1.035 
0.464 1.17 1.139 1.118 1.047 1.015 1.006 0.914 1.01 0.783 1.017 
0.429 1.13 1.135 1.092 1.045 0.864 0.969 0.983 0.973 0.982 0.559 
0.393 1.121 1.137 1.058 1.018 0.937 0.801 0.961 0.964 0.955 
0.357 1.117 1.083 1.056 0.998 0.917 0.94 0.652 0.916 0.947 
0.321 1.078 1.064 1.058 0.962 0.884 0.851 0.643 0.902 0.897 
0.3 1.064 1.054 1.022 0.957 0.883 0.907 0.815 0.887 
0.286 1.059 1.045 1.017 0.938 0.911 0.789 0.87 0.861 
0.268 1.031 1.04 0.993 0.942 0.843 0.819 0.854 0.882 
 




0.25 1.009 1.006 1.001 0.952 0.85 0.676 0.86 0.832 
0.232 0.631 1.005 1.011 0.965 0.805 0.941 0.878 0.776 
0.214 0.988 1.001 0.968 0.926 0.8 0.852 0.751 
0.196 0.985 0.975 0.96 0.922 0.721 0.85 0.776 
0.179 0.663 0.972 0.957 0.942 0.83 0.902 0.769 
0.161 0.942 0.947 0.933 0.884 0.74 0.592 0.8 
0.143 0.928 0.943 0.919 0.863 0.717 0.811 
 0.125 0.917 0.908 0.906 0.857 0.801 0.666 
0.107 0.885 0.893 0.883 0.84 0.618 0.765 
0.089 0.88 0.886 0.873 0.831 0.746 
0.071 0.86 0.866 0.854 0.797 0.69 
0.054 0.841 0.843 0.821 0.767 













1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.867 1.082 1.315 1.293 1.274 1.14 1.267 1.219 1.252 1.01 1.252 1.163
0.8 0.996 1.282 1.291 1.281 1.221 1.226 1.088 1.198 1.151 1.268 1.227
0.7 1.257 1.242 1.257 1.199 0.956 1.045 1.157 1.169 1.114 1.165 1.118
0.633 1.208 1.202 1.194 1.154 1.135 1.13 0.91 1.068 1.006 1.108 1.142
0.567 0.971 1.181 1.172 1.155 1.083 1.038 1.09 1.055 0.839 1.042 1.116
0.533 1.155 1.164 1.142 1.087 1.07 0.768 1.035 1.018 1.046 0.938 1.046
0.5 1.127 1.133 1.118 1.062 1.05 1.019 0.891 1.047 1.012 0.607 0.971
0.467 1.1 1.128 1.101 1.046 0.852 1.009 0.999 1.015 0.95 1.008   
0.433 1.09 1.105 1.094 1.043 0.993 0.969 0.913 0.994 0.763 0.978   
0.4 1.058 1.087 1.084 1.03 0.854 0.957 0.975 0.95 0.959 0.519   
0.367 1.05 1.074 1.042 1.005 0.924 0.781 0.925 0.943 0.944   
0.333 1.053 1.059 1.039 0.977 0.897 0.916 0.632 0.905 0.896   
0.3 1.012 1.057 1.003 0.975 0.854 0.835 0.638 0.898 0.854   
0.28 1.001 1.004 1.005 0.957 0.837 0.894 0.785 0.849   




0.25 0.971 0.99 0.984 0.949 0.79 0.782 0.821 0.873   
0.233 0.948 0.977 0.988 0.94 0.823 0.668 0.858 0.795   
0.217 0.936 0.957 0.964 0.926 0.802 0.868 0.768 0.615   
0.2 0.932 0.966 0.947 0.919 0.788 0.856 0.742   
0.183 0.925 0.961 0.956 0.91 0.691 0.829 0.764   

















0.117 0.841 0.874 0.896 0.88 0.801 0.689   












C.2 Vertical Velocity in Semi-circular Channel 




1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 
0.733 1.38 2.498 0.795 0.815 1.032 1.059 -0.912 -1.402 0.435 
0.667 -0.35 -0.457 -0.15 1.612 1.722 2.149 0.531 0.934 0.328 
0.6 -0.27 -0.495 0.49 1.599 2.352 2.483 0.696 0.211 -0.066 
0.56 -0.093 -0.319 0.454 1.231 3.124 2.231 0.549 -0.222 
0.5 0.238 -0.048 -0.171 1.379 2.498 2.724 0.44 0.025 
0.4 0.297 -0.4 0.506 1.104 1.443 2.01 0.113 
0.367 0.671 0.429 0.137 1.384 2.255 1.85 0.401 
0.333 -0.049 -0.245 -0.308 1.465 1.863 1.28 -0.265 
0.267 1.136 -0.038 0.545 0.795 1.915 1.265 
0.2 0.372 0.329 0.552 0.747 1.725 0.578 
0.133 0.699 0.37 0.434 0.829 1.322 
0.1 0.337 0.307 0.843 1.081 




Table C.2.2 – Vertical velocity v/ um×100 data –C2 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.81 -3.196 -1.619 -1.371 -0.802 1.413 -0.082 -0.173 -0.826 -0.845 -0.954 -1.217 
0.762 -2.945 -1.915 -1.188 -0.646 -0.503 -1.229 -1.313 -0.034 -0.246 -0.711 -0.828 
0.714 -1.54 -1.569 -1.188 0.44 -0.208 -0.168 -0.902 -1.233 0.027 -1.965 -0.891 
0.667 -1.575 -1.062 -0.864 0.131 -0.834 0.493 -0.155 1.041 -0.472 -1.043 
0.619 -0.86 -1.695 -1.182 1.201 -0.83 -0.175 -0.387 0.702 -0.161 -1.31 
0.571 -0.688 -0.586 -0.174 1.111 -0.465 0.23 -0.545 0.763 -0.75 -0.83 
0.524 -0.512 -0.461 -0.258 0.57 -0.877 -0.782 0.092 -0.328 0.356 
0.476 -0.589 -1.157 0.352 1.094 -0.374 1.504 -1.157 -0.589 -0.965 
0.429 -0.07 -0.745 0.463 1.464 -0.646 -0.577 -1.645 1.079 -0.229 
0.4 -0.082 -0.699 0.82 0.62 -0.601 0.771 -0.216 -0.312 
0.381 -0.06 -0.074 1.182 1.435 1.157 -0.274 -0.623 -0.009 
0.357 -0.407 -0.288 1.004 1.989 -0.578 -0.868 -0.711 0.862 
0.333 -0.289 -0.226 0.722 1.871 -0.115 -1.079 1.223 -0.489 
0.31 -0.205 0.21 1.205 1.629 -1.093 1.193 -0.213 -0.876 
0.286 0.358 0.257 1.411 1.388 -0.087 0.335 -0.291 




            
0.238 0.55 -0.015 0.747 1.224 -0.462 0.624 -0.683 
0.214 0.651 0.816 2.087 1.318 -0.239 -0.702 1.009 
0.19 0.816 0.61 2.18 1.557 -0.332 0.667 
0.167 0.22 0.839 1.481 1.524 0.173 0.155 












0.294    
 
0.071 0.277 0.8 1.55 0.878 












Table C.2.3 – Vertical velocity v/ um×100 data –C3 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.92 1.698 4.373 3.471 1.138 4.823 4.068 -1.52 3.197 5.277 4.774 2.677 
0.76 2.645 2.776 1.082 3.797 4.758 3.211 1.313 2.453 3.064 2.977 3.565 
0.68 2.17 1.843 2.081 3.596 2.194 1.714 4.139 2.457 2.97 1.712 3.359 
0.64 1.145 2.407 1.869 4.366 1.65 1.71 3.168 1.403 3.14 2.249 3.421 
0.6 1.607 2.235 1.431 3.698 1.379 4.275 1.603 1.502 3.544 1.395 1.032 
0.56 0.729 1.103 1.204 1.607 1.392 3.312 3.055 1.291 1.215 2.627 
0.52 0.134 0.389 1.697 3.63 0.953 3.664 0.721 3.746 1.39 0.173 
0.48 0.59 0.905 1.132 2.242 1.137 2.767 1.803 4.375 0.539 1.101 
0.44 0.04 0.196 1.41 2.557 0.554 0.27 2.468 1.988 4.226 
0.4 0.526 0.546 1.57 2.611 2.47 2.938 0.462 0.349 1.163 
0.36 -0.004 0.595 0.629 2.15 1.463 0.275 0.049 3.076 2.566 
0.336 0.115 -0.07 0.814 2.297 1.126 2.752 -0.034 2.496 
0.32 0.197 -0.153 0.25 1.674 2.807 -0.267 0.695 2.819 
0.3 -0.429 0.434 0.612 2.197 0.887 0.093 2.275 2.553 
0.28 -0.3 0.152 0.325 1.559 1.895 -0.315 3.374 0.623 




        
0.24 0.535 0.404 0.713 1.548 2.32 2.277 0.276 
0.22 0.494 0.015 0.256 1.068 0.14 1.904 1.639 
0.2 0.144 0.338 0.476 1.491 0.154 2.267 0.935 














1.373      
0.12 0.592 0.549 1.165 1.207 0.855 1.118 
0.1 0.805 0.738 0.772 1.238 1.691 
0.08 0.792 0.594 0.504 0.903 1.167 
0.06 0.075 0.376 0.735 0.876 










Table C.2.4 – Vertical velocity v/ um×100 data –C4 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.857 1.36 1.36 1.36 -1.272 -1.222 -1.276 -2.461 -0.705 -3.195 -2.15 -0.973 
0.75 0.064 -1.242 2.621 -1.802 -0.923 -0.275 1.139 -0.431 1.694 0.466 -0.664 
0.679 -1.095 0.7 0.159 0.759 1.943 -0.296 -0.563 -0.047 -0.519 -0.543 0.193 
0.607 -0.875 1.851 -0.823 0.289 -0.891 -0.032 2.191 0.042 0.493 2.136 0.329 
0.571 0.979 -0.643 1.731 2.216 -0.431 -1.544 1.645 -0.904 2.271 -0.093 0.948 
0.536 0.943 0.14 1.306 1.816 -0.756 2.33 -0.793 0.383 1.938 -1.938 -2.044 
0.5 0.755 -0.866 0.14 1.973 -0.222 2.092 1.932 -0.928 -0.103 0.599 
0.464 0.382 0.285 1.435 1.472 -0.848 3.096 -0.498 2.59 -0.969 0.602 
0.429 0.689 0.341 0.811 1.236 -0.917 2.81 0.896 1.957 -0.595 -1.117 
0.393 -0.306 -0.405 0.917 1.38 -0.467 -0.86 2.2 1.163 3.056 
0.357 0.153 0.076 0.848 1.58 2.024 2.706 -1.364 -0.925 0.453 
0.321 0.225 0.252 -0.059 2.468 0.597 -0.941 -0.958 2.876 1.987 
0.3 0.025 -0.965 0.93 0.834 0.724 2.207 -0.84 2.128 
0.286 0.127 -0.446 0.157 3.127 1.851 -0.617 0.131 1.777 
0.268 0.211 0.162 0.784 2.004 0.225 -0.236 1.772 2.634 




0.232 -0.199 0.393 0.203 0.372 2.672 0.413 1.73 0.165 
0.214 0.475 0.546 0.452 0.527 2.396 1.688 0.412 
0.196 0.22 0.101 0.275 0.687 0.338 1.449 2.324 
0.179 0.163 0.42 0.793 0.331 1.19 0.389 1.696 














1.15    
 
0.107 1.405 1.446 1.2 0.949 0.98 0.785 
0.089 1.619 1.344 1.135 1.325 1.316 
0.071 1.543 0.805 1.394 1.569 1.349 
0.054 0.666 0.774 1.133 1.283 










Table C.2.5 – Vertical velocity v/ um×100 data –C5 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.867 4.971 11.354 10.736 10.283 5.486 10.542 8.107 10.466 4.509 9.774 5.762
0.8 4.051 8.206 10.458 9.262 8.323 7.958 4.904 6.558 5.844 10.271 7.201
0.7 7.131 5.687 7.037 7.83 2.627 3.527 5.633 7.095 5.315 3.745 4.647
0.633 5.069 5.518 6.651 7.129 7.311 1.624 2.486 5.01 1.7 6.487 6.283
0.567 2.141 5.68 4.879 5.872 2.566 2.699 7.08 4.921 2.094 5.501 6.235
0.533 5.036 5.225 4.203 5.795 2.865 2.353 5.458 1.7 5.256 1.655 4.469
0.5 4.138 3.323 3.935 5.142 2.55 5.522 1.621 3.92 5.589 0.786 1.723
0.467 2.772 3.315 3.076 4.13 1.053 5.568 5.807 0.888 1.434 4.029   
0.433 2.834 2.343 2.74 4.766 0.843 5.118 1.213 4.802 0.988 3.938   
0.4 3.62 3.001 2.559 3.119 0.984 4.792 2.485 4.771 1.747 0.081   
0.367 3.381 2.221 2.319 4.077 1.4 0.559 5.085 2.947 4.668   
0.333 2.952 2.017 2.349 3.579 4.005 4.025 0.635 0.57 2.652   
0.3 3.049 1.556 1.424 2.775 2.106 0.548 1.006 3.74 4.566   
0.28 2.595 1.322 0.784 2.06 2.373 4.295 0.725 3.427   
0.267 2.652 1.329 1.233 2.72 2.952 0.394 2.069 3.41   




      
0.233 2.207 1.18 0.315 1.419 3.193 0.279 3.809 1.474   
0.217 2.426 1.146 0.795 2.031 3.426 2.961 1.212 -0.327   
0.2 2.295 1.208 1.437 1.546 3.354 2.104 0.995   
0.183 2.327 0.939 0.133 0.748 1.392 2.414 3.122   

















0.117 2.335 1.533 0.791 0.394 1.2 1.793   












C.3 Streamwise Velocity Intensity in Semi-circular Channel 
Table C.3.1 – Steamwise velocity intensity u’/ um×100 data –C1 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 
0.733 7.745 9.325 8.122 6.738 8.774 10.467 7.414 6.656 7.254 
0.667 8.135 6.785 7.046 8.157 8.225 8.342 8.061 8.579 20.254 
0.6 7.979 6.74 6.997 8.935 8.752 9.314 7.941 9.364 19.461 
0.56 7.975 7.236 7.664 8.879 8.584 9.221 9.325 10.011 
0.5 8.377 7.483 7.871 8.377 9.199 8.768 9.851 10.411 
0.4 8.773 8.262 7.973 9.766 9.365 9.698 10.444 
0.367 8.752 8.348 8.75 9.865 9.614 10.218 10.779 
0.333 8.711 8.007 8.64 9.625 9.605 10.955 10.982 
0.267 9.307 8.715 9.225 10.047 9.472 10.303 
0.2 9.302 8.974 8.961 9.973 10.364 11.807 
0.133 9.706 9.446 9.335 9.242 10.864 
0.1 9.943 10.085 9.709 10.276 





Table C.3.2 – Steamwise velocity intensity u’/ um×100 data –C2 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.81 6.911 6.828 7.267 7.206 6.787 9.422 6.556 10.354 6.129 11.096 6.295
0.762 7.571 6.877 6.914 7.375 8.049 11.814 6.624 9.597 7.272 10.342 6.772
0.714 7.829 7.579 7.48 7.607 8.399 7.659 11.131 6.562 7.651 15.297 9.659
0.667 8.205 7.772 7.97 8.494 11.804 7.75 7.25 9.127 10.598 7.201   
0.619 8.043 8.25 8.376 7.296 8.373 7.38 10.402 7.86 11.388 7.431   
0.571 8.77 7.826 8.539 7.981 11.243 7.872 8.006 7.722 8.93 17.668   
0.524 8.471 9.064 8.725 8.544 9.709 11.535 8.041 8.345 7.915   
0.476 9.144 8.428 8.524 8.474 8.2 8.177 12.771 9.586 8.619   
0.429 8.764 8.665 8.443 8.003 8.517 10.21 12.782 9.106 8.185   
0.4 8.672 8.241 8.188 7.866 9.199 8.467 10.853 8.076   
0.381 8.697 8.603 8.537 9.043 7.944 10.707 8.621 8.252   
0.357 8.6 8.228 8.328 8.12 9.148 10.549 8.466 8.723   
0.333 9.04 8.647 8.401 7.815 8.863 11.334 8.297 9.437   
0.31 9.096 8.623 8.043 8.327 8.39 8.674 9.643 12.196   
0.286 9.311 9.12 8.631 8.034 8.557 8.655 9.876   




       
0.238 8.549 9.179 8.501 8.747 10.412 9.098 9.204   
0.214 8.805 8.758 8.14 8.233 9.907 10.583 9.386   
0.19 9.051 9.059 8.725 8.935 10.509 9.453   















0.095 9.577 10.045 9.338 9.645 10.2   
0.071 10.355 9.985 9.937 9.756   












Table C.3.3 – Steamwise velocity intensity u’/ um×100 data –C3 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.92 4.333 10.258 5.398 4.766 8.762 6.027 5.328 5.848 6.683 7.443 4.653
0.76 10.275 5.018 5.07 5.332 7.117 7.707 6.606 8.549 10.056 6.257 5.731
0.68 4.913 5.79 6.339 6.958 7.028 8.677 7.358 9.753 7.348 10.564 7.467
0.64 5.513 6.201 6.944 7.148 7.392 11.553 7.067 9.374 8.026 9.67 7.578
0.6 5.902 5.934 7.086 7.851 7.526 7.784 10.035 6.943 7.275 14.802 9.083
0.56 6.12 6.519 7.34 7.515 9.593 8.206 8.37 8.371 9.086 7.698   
0.52 6.19 6.681 7.292 7.792 8.212 7.975 9.973 7.732 10.539 7.886   
0.48 6.949 6.615 7.534 8.134 9.652 7.359 8.066 8.227 8.786 16.971   
0.44 6.768 7.643 8.441 7.845 8.384 9.786 8.68 8.883 7.731   
0.4 6.796 7.164 7.919 7.761 8.202 7.632 12.899 8.707 8.415   
0.36 8.026 7.02 8.222 8.277 7.939 8.979 12.853 7.897 8.178   
0.336 7.206 7.748 8.085 8.11 8.844 8.126 9.383 7.975   
0.32 7.484 7.442 8.396 8.231 7.97 9.408 9.311 7.75   
0.3 7.941 7.308 8.176 8.289 9.112 9.148 8.517 7.668   
0.28 7.687 7.769 8.352 8.221 8.467 10.193 8.083 9.068   




0.24 7.943 7.813 8.37 8.562 8.755 8.222 8.663   
0.22 8.494 8.443 8.544 8.839 9.544 8.707 8.705   
0.2 8.368 7.993 8.414 8.648 10.045 8.49 8.568   
0.18 8.686 8.245 8.199 8.886 8.631 10.761 8.66   
0.16 8.299 8.242 8.722 8.797 8.675 9.57   
0.14 8.689 8.313 8.63 9.051 9.21 8.81   
9.069   0.12 8.425 8.072 9.028 9.185 9.16
0.1 8.871 9.117 8.861 9.172 9.109   
0.08 8.663 9.101 8.877 9.71 8.718   
0.06 9.335 9.085 9.034 9.359   











Table C.3.4 – Steamwise velocity intensity u’/ um×100 data –C4 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.857 3.915 3.915 3.915 4.167 5.186 5.152 5.149 5.594 5.328 6.804 7.594 
0.75 4.566 5.277 5.962 6.557 11.893 9.514 6.537 6.657 6.672 6.239 8.605 
0.679 11.025 5.584 6.258 6.959 7.744 7.148 7.684 8.892 9.906 7.442 7.704 
0.607 11.07 8.909 6.063 6.855 7.593 8.843 8.724 8.046 8.008 7.448 7.833 
0.571 6.485 6.711 7.219 7.78 7.711 10.925 8.302 9.935 8.937 10.394 8.045 
0.536 6.633 7.076 7.944 8.105 7.597 8.398 10.655 8.262 8.172 15.63 9.449 
0.5 7.044 7.154 7.936 8.888 10.556 9.013 8.194 8.868 9.223 8.418 
0.464 6.83 7.64 8.734 8.966 8.629 8.109 10.258 8.887 10.719 8.284 
0.429 7.462 7.559 7.774 8.45 10.445 8.222 8.43 8.122 8.81 18.204 
0.393 7.823 7.749 8.669 9.374 8.755 10.565 8.647 8.489 8.4 
0.357 8.178 8.603 8.898 9.049 7.861 8.779 12.579 8.955 8.956 
0.321 8.562 7.781 8.275 9.389 8.916 10.178 12.461 8.388 8.231 
0.3 8.491 8.375 9.246 9.056 9.713 8.483 10.207 8.581 
0.286 8.486 9.123 8.528 9.31 8.909 10.066 9.215 7.925 
0.268 8.864 8.284 9.144 9.625 9.701 9.68 8.566 8.377 




            
0.232 11.738 8.895 8.693 8.771 8.832 9.443 9.005 9.361 
0.214 8.852 9.138 9.329 9.227 8.838 8.572 9.942 
0.196 8.741 9.138 8.916 9.64 9.668 8.801 8.632 
0.179 10.161 9.078 9.328 8.834 9.411 9.122 8.891 
0.161 8.981 9.105 9.463 9.457 9.079 10.942 9.433 
0.143 9.277 9.57 9.162 9.453 9.991 9.674 
0.125 9.362 8.986 9.207 10.126 10.186 10.175 
0.107 9.476 9.304 9.554 9.378 10.3 9.686 
0.089 9.464 9.244 9.429 9.687 10.545 
0.071 9.408 9.77 9.851 9.551 10.797 
0.054 9.439 9.645 9.377 9.987 










Table C.3.5 – Steamwise velocity intensity u’/ um×100 data –C5 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.867 9.511 6.309 5.743 5.278 8.013 5.031 6.711 5.368 9.872 5.612 5.628
0.8 10.87 5.676 5.16 6.41 6.831 6.694 9.803 8.162 7.693 6.063 7.275
0.7 6.452 6.005 7.045 6.556 11.331 9.447 8.007 7.951 7.22 9.032 9.279
0.633 6.469 6.217 6.699 6.987 7.635 7.227 10.604 8.529 9.553 7.994 8.359
0.567 10.213 6.352 6.657 7.456 8.323 8.798 7.587 7.901 11.55 8.58 7.641
0.533 7.267 6.681 7.487 7.759 8.096 11.661 8.437 8.694 8.306 9.923 8.779
0.5 7.357 6.899 7.05 7.919 7.413 8.261 9.951 8.805 8.379 15.81 9.16
0.467 7.86 7.181 7.763 8.301 10.868 8.207 8.129 8.234 9.386 8.583   
0.433 8.07 7.448 7.32 8.112 8.338 8.254 9.198 7.98 10.884 8.264   
0.4 8.575 7.156 7.476 8.572 9.828 8.107 8.659 7.494 9.224 17.984   
0.367 8.515 7.272 7.899 8.147 8.808 10.691 8.083 8.295 8.173   
0.333 8.072 7.76 7.668 8.011 8.239 8.188 13.025 8.713 9.233   
0.3 8.763 7.217 7.806 8.676 9.029 9.277 13.395 8.14 7.89   
0.28 8.449 8.285 7.36 8.832 8.564 8.687 9.502 8.443   
0.267 8.906 8.453 8.003 8.181 8.466 9.863 8.664 8.363   




       
0.233 9.291 8.455 7.974 8.455 8.569 10.726 8.554 9.269   
0.217 8.875 8.729 8.085 8.811 8.225 8.505 8.987 11.205   
0.2 9.385 8.789 8.514 8.358 8.316 8.793 9.066   
0.183 9.049 8.225 8.448 8.378 9.164 8.464 8.274   
0.167 9.289 8.485 8.544 8.337 9.412 8.975 8.964   
0.15 9.173 8.857 8.537 8.718 8.446 10.432 9.519   
0.133 9.553 9.193 8.253 8.553 9.01 9.205   
0.117 8.987 8.94 8.156 8.443 8.8 9.318   











C.4 Vertical Velocity Intensity in Semi-circular channel 




1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 
0.733 5.312 5.752 5.695 5.254 5.942 7.242 4.729 4.773 4.939 
0.667 5.329 4.774 4.938 5.278 6.034 5.829 5.517 6.318 5.526 
0.6 5.242 5.433 5.365 6.234 6.126 6.274 5.825 6.433 5.914 
0.56 5.453 5.105 5.347 5.936 6.101 6.572 5.684 6.784 
0.5 5.409 4.999 5.495 6.138 6.045 6.083 6.229 7.287 
0.4 5.812 5.47 5.779 5.795 6.511 6.236 6.333 
0.367 5.888 5.493 5.66 6.263 6.263 6.237 6.559 
0.333 5.9 5.463 5.774 5.792 6.489 6.574 6.776 
0.267 5.866 5.734 6.054 6.215 6.426 6.83 
0.2 5.91 5.851 6.08 6.565 6.34 6.064 
0.133 6.208 6.297 6.074 6.105 6.713 
0.1 5.832 6.312 5.958 6.151 




Table C.4.2 – Vertical velocity intensity v’/ um×100 data –C2 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.81 4.932 4.848 4.79 5.158 4.536 6.145 4.564 6.837 4.162 8.167 4.389
0.762 4.678 4.925 5.102 5.143 4.805 8.39 4.956 6.5 5.111 7.238 4.756
0.714 5.129 4.979 5.379 5.241 5.188 4.829 7.618 4.535 5.047 7.867 6.913
0.667 5.377 5.6 5.3 5.532 7.989 5.287 5.051 6.001 6.919 4.841   
0.619 5.449 5.68 5.383 5.725 5.576 5.017 6.931 5.275 8.431 5.103   
0.571 5.373 5.611 5.446 5.53 7.311 5.365 5.43 5.416 5.621 7.274   
0.524 5.443 5.541 5.642 5.864 6.463 7.939 5.74 5.413 5.577   
0.476 5.598 5.628 5.6 5.738 5.084 5.392 7.138 6.358 5.578   
0.429 5.672 5.902 5.631 5.503 5.828 6.598 7.498 5.757 5.542   
0.4 5.64 5.563 5.581 5.369 5.799 5.546 6.679 5.424   
0.381 5.731 5.615 5.516 5.869 5.553 7.051 6.046 5.726   
0.357 5.651 5.365 5.426 5.691 6.08 6.641 5.669 5.677   
0.333 5.64 5.506 5.614 5.444 5.619 7.093 5.531 6.116   
0.31 5.337 5.572 5.557 5.941 5.533 5.588 6.407 6.547   
0.286 5.306 5.365 5.887 5.291 5.576 5.524 6.448   




      
0.238 5.248 5.628 5.633 5.584 6.608 5.688 5.57   
0.214 5.429 5.206 5.368 5.212 5.909 6.533 5.374   
0.19 5.488 5.673 5.575 5.553 6.239 5.893   
0.167 5.329 5.534 5.611 5.353 5.827 6.053   
0.143 5.1 5.469 5.642 5.501 6.28 5.868   
0.119 5.353 5.352 5.562 5.545 6.425   
0.095 5.454 5.574 5.754 5.536 6.198   
0.071 5.495 5.505 5.841 6.006   












Table C.4.3 – Vertical velocity intensity v’/ um×100 data –C3 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.92 4.726 6.009 4.697 4.108 5.485 4.37 4.522 5.567 4.274 5.383 4.583
0.76 7.186 4.016 4.118 4.027 4.872 4.682 4.999 5.91 6.556 4.931 4.516
0.68 4.027 4.102 4.651 5.218 4.98 5.78 5.36 6.733 5.066 7.503 5.516
0.64 4.168 4.528 4.877 5.132 5.293 7.648 5.105 6.287 5.882 6.887 5.062
0.6 4.156 4.427 4.801 5.588 5.424 5.566 6.984 4.912 5.524 7.166 6.353
0.56 4.297 4.931 5.337 5.486 7.081 5.485 5.58 5.64 6.14 5.032   
0.52 4.942 4.937 5.25 5.325 5.481 5.451 6.587 5.743 7.07 4.927   
0.48 4.584 4.861 5.051 5.55 6.372 5.4 5.265 5.7 5.614 6.696   
0.44 4.9 4.987 5.189 5.523 5.855 6.692 5.699 5.44 5.769   
0.4 4.859 4.705 5.542 5.549 5.782 5.713 6.997 5.934 5.535   
0.36 4.867 5.283 5.342 5.656 5.651 5.926 6.857 5.62 5.321   
0.336 5.118 5.446 5.404 5.836 5.818 5.811 6.236 5.923   
0.32 5.054 5.104 5.764 5.539 5.522 6.03 5.855 5.673   
0.3 5.024 5.231 5.378 5.438 5.643 5.908 5.477 5.555   
0.28 5.032 5.13 5.519 5.411 5.582 6.185 5.551 5.456   




     
0.24 5.373 5.436 5.801 5.3 5.773 5.822 5.696   
0.22 5.196 5.231 5.161 5.486 5.596 5.752 5.487   
0.2 5.212 5.221 5.414 5.429 6.089 5.373 5.498   
0.18 5.422 5.524 5.262 5.175 5.839 5.765 5.375   
0.16 5.464 5.397 5.364 5.677 5.835 5.542   
0.14 5.266 5.455 5.601 5.086 5.257 5.804   
0.12 5.353 5.526 5.509 5.282 5.547 5.191   
0.1 5.324 5.514 5.32 5.281 5.735   
0.08 5.43 5.733 5.612 5.555 5.826   
0.06 5.337 5.403 5.488 5.607   














1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.857 5.069 5.069 5.069 3.765 5.071 4.271 4.426 5.363 4.773 4.886 5.545 
0.75 4.57 3.921 4.486 4.836 7.319 6.703 5.554 5.427 5.845 4.612 5.8 
0.679 7.828 5.009 4.492 5.055 5.503 5.085 5.077 5.77 6.864 5.323 5.432 
0.607 7.831 6.082 4.378 4.784 5.173 5.977 5.967 5.182 5.367 5.073 5.516 
0.571 4.607 4.597 5.261 5.346 5.046 7.533 6.044 6.214 6.091 6.882 5.179 
0.536 4.729 4.851 5.609 5.859 5.283 5.676 6.916 5.164 5.432 7.616 6.142 
0.5 4.673 4.812 5.459 5.987 7.183 6.038 5.875 5.458 6.474 5.533 
0.464 5.036 5.051 5.568 5.433 5.689 5.843 6.487 5.844 7.549 5.726 
0.429 5.086 4.83 5.237 5.956 6.714 5.735 5.648 6.142 5.576 6.963 
0.393 4.893 5.155 5.573 5.964 5.804 7.148 6.179 5.548 5.617 
0.357 5.507 5.441 5.929 5.816 5.628 5.7 6.789 5.569 5.658 
0.321 5.358 5.389 5.528 6.156 5.674 5.963 6.672 6.052 5.885 
0.3 5.594 5.582 5.641 6.084 5.848 6.015 6.16 6.155 
0.286 5.773 5.452 5.712 6.33 6.082 6.281 5.931 5.841 




           
0.25 5.622 5.357 5.621 5.838 5.621 6.537 5.683 5.819 
0.232 6.482 5.535 5.585 5.48 5.79 5.82 5.907 6.176 
0.214 5.614 5.616 5.634 5.476 5.582 5.829 6.134 
0.196 5.654 5.574 5.726 5.558 5.709 5.791 5.821 
0.179 6.207 5.734 5.4 5.42 5.775 5.687 5.678 
0.161 5.694 5.595 5.768 5.543 5.79 5.763 5.755 
0.143 5.58 5.6 5.771 5.757 5.875 5.61 
0.125 5.507 5.385 5.455 5.439 5.964 5.743 
0.107 5.661 5.463 5.518 5.444 5.927 5.385 
0.089 5.79 5.745 5.56 5.82 5.965 
0.071 5.773 5.47 5.67 5.744 6.16 
0.054 5.424 5.583 5.621 5.506 










Table C.4.5 – Vertical velocity intensity v’/ um×100 data –C5 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.867 5.718 4.223 3.601 3.854 5.205 4.257 4.349 3.656 6.833 4.381 5.14 
0.8 6.819 4.456 3.258 3.864 4.098 5.58 5.87 4.03 4.735 3.98 4.746 
0.7 3.937 4.611 4.332 4.673 7.072 6.161 4.878 5.404 4.778 4.667 5.489 
0.633 5.102 4.584 4.688 4.812 5.35 5.084 7.084 5.372 6.503 5.287 5.071 
0.567 6.543 4.475 4.593 5.028 5.293 5.64 5.51 5.373 7.226 5.678 5.237 
0.533 4.796 4.609 5.024 5.231 4.932 7.764 5.502 5.858 5.735 6.644 5.083 
0.5 4.792 4.504 4.765 5.533 4.955 5.865 6.328 5.044 5.522 7.404 5.87 
0.467 5.09 4.903 5.332 5.354 7.003 5.771 5.463 5.57 6.222 5.422 
0.433 5.204 4.906 5.511 5.729 5.378 5.55 5.999 5.988 7.306 5.478 
0.4 5.226 4.886 5.167 5.601 6.792 5.362 5.423 5.799 5.422 6.314 
0.367 5.262 4.805 5.42 5.423 5.452 7.265 5.649 5.263 5.945 
0.333 5.171 5.193 5.063 5.801 5.604 5.67 6.995 5.702 5.468 
0.3 5.721 5.157 5.314 5.649 5.502 5.865 6.652 6.129 5.582 
0.28 5.527 5.341 5.472 5.487 5.318 6.16 5.812 5.527 




           
0.25 5.307 5.417 4.906 5.543 5.716 5.551 6.008 5.6 
0.233 5.288 5.174 5.576 5.576 5.721 6.079 5.467 5.425 
0.217 5.567 5.634 5.202 5.804 5.654 5.708 5.581 6.188 
0.2 5.42 5.426 5.239 5.289 5.606 5.778 5.368 
0.183 5.511 5.153 5.311 5.25 5.86 5.595 5.571 
0.167 5.313 5.089 5.486 5.194 5.716 5.394 5.405 
0.15 5.483 5.608 5.227 5.569 5.298 5.492 5.203 
0.133 5.483 5.47 5.32 5.152 5.558 5.278 
0.117 5.458 5.463 5.243 5.442 5.673 5.52 











C.5 Reynolds Shear Stress in Semi-circular channel 




1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 
0.733 -0.619 -0.897 -0.748 -0.426 -0.453 -0.523 -0.416 -0.337 -0.406 
0.667 -0.679 -0.41 -0.382 -0.461 -0.743 -0.956 -0.592 -0.401 -0.307 
0.6 -0.569 -0.501 -0.465 -0.851 -0.837 -1.121 -0.687 -0.604 -0.214 
0.56 -0.571 -0.473 -0.528 -0.638 -0.696 -1.223 -0.802 -0.575 
0.5 -0.523 -0.507 -0.46 -0.623 -0.843 -0.965 -1.062 -0.847 
0.4 -0.538 -0.538 -0.619 -0.784 -0.804 -0.91 -1.01 
0.367 -0.664 -0.681 -0.556 -0.91 -0.673 -1.284 -1.018 
0.333 -0.563 -0.528 -0.536 -0.75 -0.653 -1.196 -1.019 
0.267 -0.533 -0.382 -0.565 -0.508 -0.739 -1.159 
0.2 -0.496 -0.439 -0.571 -0.752 -0.677 -0.99 
0.133 -0.353 -0.453 -0.272 -0.779 -0.94 
0.1 -0.288 -0.143 -0.25 -0.962 





Table C.5.2 – Reynolds shear stress u’v’/ um×1000 data –C2 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.81 -0.588 -0.661 -0.655 -0.827 -0.233 -0.482 -0.568 -0.335 -0.437 -0.342 -0.421
0.762 -0.716 -0.604 -0.622 -0.707 -0.423 -0.315 -0.618 -0.568 -0.779 -0.356 -0.501
0.714 -0.676 -0.794 -0.731 -0.797 -0.625 -0.659 -0.789 -0.436 -0.783 -0.421 -0.56
0.667 -0.893 -0.783 -0.85 -1.057 -0.653 -0.718 -0.644 -0.361 -0.873 -0.501   
0.619 -0.893 -0.948 -1.126 -0.666 -0.702 -0.656 -0.91 -0.837 -0.74 -0.874   
0.571 -0.961 -0.751 -1.06 -0.785 -0.786 -0.765 -0.727 -0.727 -0.77 -0.376   
0.524 -0.877 -1.091 -0.844 -1.049 -0.83 -1.153 -0.975 -0.858 -0.8   
0.476 -0.899 -0.714 -0.981 -0.854 -0.749 -0.821 -0.635 -0.857 -0.982   
0.429 -0.888 -0.924 -1.083 -0.723 -0.658 -0.989 -0.835 -1.042 -0.862   
0.4 -0.955 -0.859 -0.763 -0.716 -0.868 -0.975 -0.868 -0.75   
0.381 -1.129 -0.878 -0.935 -1.248 -0.832 -1.106 -0.951 -0.782   
0.357 -0.815 -0.863 -0.837 -0.976 -1.196 -1.08 -0.922 -1.026   
0.333 -0.913 -0.825 -0.895 -0.817 -0.893 -1.029 -0.905 -0.993   
0.31 -0.91 -0.97 -0.769 -1.037 -0.754 -0.998 -0.92 -0.975   




      
0.262 -1.052 -0.829 -1.016 -0.814 -0.897 -1.018 -1.048   
0.238 -0.778 -0.896 -0.843 -0.96 -1.399 -1.143 -1.051   
0.214 -0.77 -0.762 -0.679 -0.735 -1.158 -1.098 -0.959   
0.19 -0.558 -0.68 -0.614 -0.733 -1.136 -1.187   
0.167 -0.597 -0.705 -0.625 -0.753 -1.082 -1.179   
0.143 -0.535 -0.529 -0.351 -0.788 -1.119 -1.022   
0.119 -0.674 -0.326 -0.37 -0.783 -1.335   
0.095 -0.5 -0.479 -0.35 -0.624 -1.085   
0.071 -0.246 -0.261 -0.257 -0.687   















1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.92 -0.34 -0.024 -0.473 -0.134 -0.03 0.124 -0.319 -0.259 0.25 -0.056 -0.309 
0.76 -0.316 -0.407 -0.322 -0.393 -0.768 -0.398 -0.446 -0.258 -0.401 -0.567 -0.482 
0.68 -0.343 -0.433 -0.599 -0.693 -0.567 -0.523 -0.859 -0.555 -0.94 -0.225 -1.135 
0.64 -0.434 -0.48 -0.41 -0.638 -0.711 -0.304 -0.729 -0.596 -1.206 -0.49 -0.887 
0.6 -0.375 -0.395 -0.614 -0.93 -0.671 -1.067 -0.602 -0.743 -0.947 -0.787 -0.547 
0.56 -0.375 -0.486 -0.672 -0.711 -0.581 -0.998 -1.053 -0.703 -0.629 -0.844 
0.52 -0.478 -0.424 -0.672 -0.593 -0.809 -1.034 -0.76 -1.011 -0.514 -0.637 
0.48 -0.474 -0.356 -0.668 -0.584 -0.81 -0.807 -0.979 -0.933 -0.877 -0.64 
0.44 -0.528 -0.512 -0.463 -0.768 -0.831 -0.837 -1.19 -1.016 -0.833 
0.4 -0.433 -0.567 -0.764 -0.629 -1.144 -0.718 -1.263 -1 -1.014 
0.36 -0.463 -0.664 -0.603 -0.679 -0.979 -0.896 -0.858 -0.824 -0.887 
0.336 -0.639 -0.697 -0.484 -0.707 -1.23 -0.557 -0.792 -1.078 
0.32 -0.577 -0.716 -0.728 -0.726 -0.676 -1.027 -1.241 -0.809 
0.3 -0.543 -0.742 -0.675 -0.547 -1.418 -1.229 -0.923 -0.578 




           
0.26 -0.807 -0.621 -0.827 -0.636 -0.94 -0.648 -1.018 -0.99 
0.24 -0.619 -0.766 -0.712 -0.609 -1.001 -0.481 -0.978 
0.22 -0.916 -0.56 -0.724 -0.746 -1.036 -0.508 -0.909 
0.2 -0.84 -0.573 -0.708 -0.666 -1.101 -0.527 -1.059 
0.18 -0.799 -0.631 -0.685 -0.682 -1.023 -1.001 -0.597 
0.16 -0.669 -0.534 -0.717 -0.641 -1.056 -0.682 
0.14 -0.571 -0.73 -0.747 -0.661 -0.534 -0.778 
0.12 -0.615 -0.561 -0.513 -0.582 -0.864 -0.704 
0.1 -0.435 -0.503 -0.437 -0.438 -0.527 
0.08 -0.247 -0.577 -0.293 -0.734 -0.642 
0.06 -0.133 -0.087 -0.271 -0.554 










Table C.5.4 – Reynolds shear stress u’v’/ um×1000 data –C4 
y/h 
z/b 
1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186 
0.857 -0.292 -0.292 -0.292 -0.231 -0.555 -0.292 -0.233 -0.367 -0.174 0.077 0.007 
0.75 -0.339 -0.384 -0.331 -0.704 -0.405 0.034 -0.508 -0.732 -0.914 -0.278 -0.314 
0.679 -0.209 -0.519 -0.518 -0.588 -1.023 -0.406 -0.734 -0.357 -0.131 -0.95 -1.038 
0.607 -0.519 -0.659 -0.487 -0.58 -0.676 -0.174 -1.178 -0.838 -0.987 -0.878 -0.701 
0.571 -0.514 -0.429 -0.527 -0.709 -0.724 -0.353 -1.196 -0.752 -0.913 -0.6 -0.775 
0.536 -0.645 -0.662 -0.722 -0.734 -0.808 -0.762 -0.711 -0.875 -0.785 -0.758 -0.65 
0.5 -0.649 -0.506 -0.665 -1.003 -0.513 -1.094 -0.943 -0.622 -0.843 -0.99 
0.464 -0.669 -0.612 -0.786 -0.824 -0.912 -0.858 -0.682 -1.032 -0.828 -0.807 
0.429 -0.795 -0.701 -0.767 -0.801 -0.928 -0.94 -1.075 -0.871 -0.977 -0.839 
0.393 -0.633 -0.646 -0.867 -0.846 -0.947 -0.791 -1.072 -1.029 -0.663 
0.357 -1.083 -0.996 -0.789 -0.716 -0.86 -0.491 -0.614 -0.82 -1.108 
0.321 -0.881 -0.714 -0.722 -0.91 -1.012 -1.137 -0.805 -0.882 -0.827 
0.3 -1.044 -0.973 -0.955 -0.884 -1.216 -0.683 -1.118 -1.003 
0.286 -0.918 -1.014 -0.737 -0.904 -0.659 -1.003 -1.22 -0.779 
0.268 -1.092 -0.965 -0.822 -1.011 -0.989 -1.244 -0.694 -0.777 




           
0.232 -1.009 -1.032 -0.974 -0.892 -0.931 -0.887 -0.671 -1.302 
0.214 -0.897 -1.081 -0.734 -0.788 -0.87 -0.806 -1.363 
0.196 -1.001 -0.954 -0.715 -0.699 -1.158 -0.634 -0.71 
0.179 -1.297 -0.77 -1.003 -0.796 -0.711 -0.848 -0.544 
0.161 -0.807 -0.72 -0.841 -1.018 -0.8 -1.149 -0.679 
0.143 -0.774 -0.821 -0.434 -0.679 -0.667 -0.499 
0.125 -0.662 -0.611 -0.723 -0.707 -0.781 -0.676 
0.107 -0.572 -0.707 -0.625 -0.701 -0.791 -0.57 
0.089 -0.413 -0.609 -0.54 -0.652 -0.906 
0.071 -0.374 -0.478 -0.828 -0.665 -0.898 
0.054 -0.156 -0.296 -0.253 -0.629 













1 0.912 0.819 0.729 0.638 0.548 0.457 0.368 0.276 0.233 0.186
0.867 0.186 0.504 0.276 0.141 0.466 0.082 0.144 -0.042 0.657 0.204 0.454
0.8 0.17 0.101 -0.288 -0.078 -0.314 0.001 0.126 0.021 0.051 -0.122 -0.196
0.7 -0.243 0.023 -0.741 -0.536 0.013 -0.135 -0.575 -0.436 -0.631 -0.456 -0.449
0.633 -0.447 -0.424 -0.531 -0.55 -0.798 -0.363 0.091 -0.359 -0.115 -0.988 -0.99
0.567 -0.379 -0.571 -0.503 -0.77 -0.816 -0.504 -0.777 -0.905 -0.651 -1.011 -0.795
0.533 -0.765 -0.646 -0.679 -0.567 -0.656 -0.767 -1.089 -0.742 -0.913 -0.261 -0.878
0.5 -0.68 -0.513 -0.486 -0.916 -0.664 -0.829 -0.443 -0.968 -0.836 -0.222 -0.578
0.467 -0.86 -0.73 -0.673 -0.709 -0.685 -0.741 -0.875 -0.747 -0.621 -0.993   
0.433 -0.814 -0.651 -0.613 -0.745 -0.952 -0.902 -0.612 -0.996 -0.555 -0.768   
0.4 -0.981 -0.644 -0.651 -0.779 -0.876 -1.015 -0.878 -0.498 -1.058 -0.409   
0.367 -0.972 -0.549 -0.738 -0.535 -0.845 -1.251 -0.895 -0.933 -0.838   
0.333 -0.92 -0.831 -0.752 -0.68 -0.8 -0.802 -1.061 -0.973 -1.135   
0.3 -0.961 -0.687 -0.868 -0.593 -1.158 -1.039 -0.762 -0.767 -0.832   
0.28 -0.99 -0.822 -0.866 -0.72 -0.957 -0.893 -1.029 -0.84   




      
0.25 -0.95 -1.126 -0.671 -0.69 -1.201 -1.223 -0.824 -0.481   
0.233 -1.213 -0.783 -0.799 -0.519 -0.775 -1.256 -0.837 -1.181   
0.217 -1.065 -0.983 -0.815 -0.708 -0.923 -0.736 -1.208 -0.932   
0.2 -1.013 -0.859 -0.883 -0.523 -0.704 -0.708 -1.011   
0.183 -1.067 -0.83 -0.759 -0.575 -1.065 -0.787 -0.596   
0.167 -1.058 -0.785 -0.825 -0.657 -0.828 -0.798 -0.726   
0.15 -0.674 -0.888 -0.782 -0.847 -0.593 -0.783 -0.625   
0.133 -0.907 -0.795 -0.486 -0.623 -0.683 -0.668   
0.117 -0.783 -0.7 -0.602 -0.644 -0.587 -0.69   
0.1 -0.752 -0.605 -0.79 -0.604 -0.69 -0.659           
 
 
 
 
 
