I. Introduction
In previous studies of inefficiency using stochastic frontier models, Caudill, Ford and Gropper (1995) noted that measures of inefficiency are based on residuals derived from the estimation of a stochastic frontier. They observed that residuals are sensitive to specification errors, particularly in stochastic frontier models, and that this sensitivity will be passed on to the inefficiency measures. To correct for this, they suggested that one should consider testing for and, if present, correcting for heteroscedasticity in the one-sided error term. Hadri (1999) argued that we might expect the two-sided error term to be affected by heteroscedasticity as well, and that if this likely eventuality is ignored, it will lead to inconsistent maximum likelihood (ML) estimators. Consequently, the usual tests will be no longer valid. Hence, in order to obtain correct estimators and conduct valid tests one must test for heteroscedasticity in both error terms and, if indicated, appropriate correction should be taken in the estimation procedure. In Hadri (1999) , heteroscedastic frontier cost functions were estimated using cross-sectional data.
In this paper, we extend the Hadri (1999) correction for heteroscedasticity to stochastic production frontiers and to panel data, including unbalanced panel data. We consider one homoscedastic and three heteroscedastic specifications namely, heteroscedasticity in the one-sided term, heteroscedasticity in the symmetrical term and heteroscedasticity in both error terms. Using panel data on cereal farms, we find that the usual measures used in stochastic production frontiers are significantly sensitive to the extended correction for heteroscedasticity.
The paper is organised as follows. The theoretical models are presented in section 2. In section 3 the models are applied to a set of panel data on 102 mainly cereal farms in England for the harvest years 1982-1987. Section 4 concludes the paper.
II. Theoretical Models
Before introducing the heteroscedastic stochastic production frontier models, we briefly present the basic model used in the literature to describe a frontier production function. Greene (1993) provides a recent survey of this literature. The basic model can be written as follows:
where y it denotes the logarithm of the production for the ith sample farm (i = 1, ... , N) in the tth time period (t = 1 , ... , T i ); X it is a (1 x k) vector of the logarithm of the inputs associated with the ith sample farm in the tth time period (the first element would be one when an intercept term is included); β is a (k x 1) vector of unknown parameters to be estimated; w it is a two-sided error term with E [w it ] = 0 for all i and t and E [w it w jl ] = 0 for all i and j, i ≠ j and for all t and l; var (w it ) = 2 ; w σ v it is a non-negative one-sided error term The advantage of stochastic frontier estimation is that it permits the estimation of firm-specific inefficiency. The most widely used measure of firm-specific inefficiency, suggested by Jondrow, Lovell, Materov and Schmidt (1982) , is based on the conditional expected value of v it given ε it , and is given by:
In what follows, we derive the log-likelihood functions. The corresponding first partial derivatives for the three possible cases, heteroscedasticity in the one-sided, two-sided and both error terms, are given in the Appendix. These
derivations are used among other things to evaluate log-likelihood ratios for testing purposes. Following Hadri (1999) we assume the following multiplicative heteroscedasticity for the one-sided error term.
where Z it is a vector of nonstochastic explanatory variables related to characteristics of firm management and α is a vector of unknown parameters. Z it is assumed to include an intercept term. The standard deviation of the twosided error term is also written in exponential form so that σ w = exp(γ o ). The density function corresponding to model HV, where only the one-sided error term is assumed heteroscedastic, is given by: 
∑∑
As argued earlier, in the cross-section dimension the two-sided error is likely to be affected by size-related heteroscedasticity. The misspecification resulting from not incorporating heteroscedasticity in the ML estimation of our frontier can cause parameter estimators to be inconsistent as well as invalidating standard techniques of inference (White, 1982) . In order to incorporate heteroscedasticity in the two-sided error term we specify σ wit = exp (Y it γ), where Y it is a vector of nonstochastic explanatory variables related generally to characteristics of firm size and γ is a vector of unknown parameters. Y it is assumed to include an intercept term. The standard deviation of the one-sided error term, assumed here to be homoscedastic, is now σ v = exp(α 0 ). The density function is still as in (5) The most likely correct specification is the one where the two error terms are assumed to be concurrently heteroscedastic. This specification gives model
HVW. Equation (5) The first partial derivatives are needed when maximizing the likelihood function using the algorithm proposed by Berndt, Hall, Hall and Hausman (1974) .
III. Empirical Applications
A set of panel data on 102 English farms, classified as 'mainly cereal' under the nationally organised Farm Business Survey, was used for the years 1982-1987 to estimate five stochastic frontier production functions. Data on output and input are collected only in value and cost terms, and are here deflated by the appropriate price index to proxy output and inputs. The characteristics of the data are summarised in Table 1 . One feature of the sample is variability. In all variables, the standard deviation is large compared to the mean. Another feature is size dispersion; a farm that is one standard deviation above the mean is more than 9 times larger than a farm that is one standard deviation below the mean. We estimated five stochastic frontier production functions using GQOPT/ PC version 6.01 routines for the optimisation of our likelihood functions. Model H0 is the usual homoscedastic stochastic frontier production defined by All the variables are in logarithms. C represents the total value of cereals output; Lab represents the total cost of labour; MEO represents the total cost of machinery, energy and miscellaneous items; CC represents the total cost of seeds; CA represents area under cereals; LPC represents land and property charges; FC represents total cost of fertilizer; CP represents total cost of crop protection products; t indicates the year of observation; and w and v are the random variables whose distributional properties are defined in the previous sections.
The value of output and inputs were deflated by the appropriate price index. The year of observation is included in the model to account for technological change (Hicksian neutral) even though the time period considered is short.
Model HO, defined by equation (7), σ w = exp(γ 0 ) and σ v = exp(α 0 ), contains nine β parameters and two additional parameters associated with the distributions of the w and v random variables. The two error terms are clearly assumed to be homoscedastic.
In model HV we assume that v is heteroscedastic and w homoscedastic. The model is defined by equation (7), σ w = exp(γ 0 ), and For Model HW we assume that w is heteroscedastic and v homoscedastic. Model HW is defined by equation (7) 
heteroscedastic. The model is defined by equations (7), (8) and (9). The maximum-likelihood estimates of each model are reported in Table 2 . Likelihood ratio statistics were used to test hypotheses. All the tests were carried out using the 5% significance level. Model HVW nests all the other models. Using general to specific methodology (see Abadir et al (1999) and Abadir and Hadri (2000) on the importance of general to specific methodology), we started by testing the hypothesis of a homoscedastic v (H 0 : α 1 = α 2 = α 3 = α 4 = α 5 = 0, against the alternative that at least one parameter is different from zero). We obtained a likelihood ratio of 13.16 indicating the rejection of the null hypothesis. We then tested the hypothesis of a homoscedastic w (H 0 : γ 1 = γ 2 = γ 3 = γ 4 = γ 5 = 0, against the alternative that at least one parameter is different from zero). The likelihood ratio reached a value of 11.92 indicating the rejection of the null hypothesis. Next, we tested the joint hypothesis that v and w are homoscedastic. This hypothesis is also rejected on the basis of a likelihood ratio of 33.54. Therefore, HVW is statistically the preferred model as far as testing for heteroscedasticity is concerned.
This result shows the necessity of testing for heteroscedasticity in both error terms and making the appropriate corrections. By allowing both error terms to be heteroscedastic, model HVW is correcting for the corresponding double heteroscedasticity. Now, model HVW can be reduced further by noticing that all the parameters in the production function are significant, while three parameters associated with the error terms appear to be insignificant, namely α 0 , γ 3 and γ 5 . To test the joint hypothesis H 0 : α 0 = γ 3 = γ 5 = 0, we estimated a restricted model called model HVWR. Its parameter estimates are shown in Table 2 . We obtained a likelihood ratio of 1.28 leading to the acceptance of the restrictions. Table 3 shows some descriptive statistics of efficiencies estimated from the five models. While the maxima are similar, there is a clear difference between the minima of the two doubly heteroscedastic models (HVW and HVWR) and the other three specifications. The means of models HVW and HVWR are equal, and the standard deviations and skewness are very close. We notice that model HV is the closest to model HVW and dissimilar from model HO and model HW. This suggests that heteroscedasticity is stronger in the one-sided term. Table 4 confirms this last result where we find a very high correlation between model HV and model HVW efficiencies. Table 4 displays correlations and rank correlations between efficiencies estimated from the five models. The ranking is clearly affected by the specification used. Hence, accounting correctly for heteroscedasticity has a significant effect not only on estimation and on testing but on ranking farm efficiencies as well. In our selected model HVWR, it is clear that neither size (CA) nor time have any effect on the variance of the double-sided error term (w). For the inefficiency term v, the parameters associated with Labour and MEO are positive (0.258 and 0.218 respectively), suggesting that larger farms in terms of labour and machinery cost tend to have more variability in efficiency. Typically, an increase by 100% in labour tends to increase the variance of the inefficiency error term by around 5%, and an increase of 100% in machinery, energy and other costs (MEO) tends to increase the variance by around 4%. We can deduce from this that farms with higher expenditure on labour, machinery, energy, and other costs tend to be different in terms of efficiency than farms with lower expenditure on these items. Similarly, farms with lower Correlation coefficient levels of expenditure on labour and MEO tend to have a smaller variance, which means that they are similar to each other in terms of efficiency than farms with higher levels of expenditure.
By contrast, land area (CA) and fertilizer cost (FC) have negative parameters in the variance of the inefficiency term. This means that these two variables tend to dampen variability in efficiency. The time parameter is small but significant, indicating that time has a slight positive effect on the inefficiency variance.
The parameter estimates for model HVWR have the expected sign and are all positive except for the time variable. Although the parameter associated with time is very small (-0.024), it is nevertheless significant. The elasticity for MEO, cost of seeds, cereal area, land and property charges, and crop protection costs are relatively important, with values of 0.25, 0.11, 0.18, 0.12, and 0.19 respectively. The elasticities for labour and fertilizer costs are less important with values of 0.03 and 0.05 respectively. The return to scale parameter is 0.931, which indicates roughly constant returns to scale. The estimated technical efficiencies for the 102 farms are available from the authors.
IV. Conclusion
This paper extends the Hadri (1999) correction for heteroscedasticy to stochastic production frontiers and to panel data. It demonstrates that heteroscedasticity within an estimation can have a significant effect on results. The models developed in this paper demonstrate that the correction for heteroscedasticity is essential in order to obtain valid estimates, tests and correct measures of efficiency.
The first partial derivatives of the log-likelihood function where only the one-sided term is assumed heteroscedastic:
The first partial derivatives of the log-likelihood function where only the two-sided term is assumed heteroscedastic: 
The first partial derivatives of the log-likelihood function where both disturbance terms are assumed heteroscedastic: 
