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Abstract Classical information theory can be used to quan-
tify the resolution performance of optical imaging systems.
When an optical parametric amplifier (OPA) operated as a
phase-sensitive amplifier (PSA) in the transverse spatial do-
main is used for point source imaging, the angular resolution
improvement can approach the de Broglie resolution (i.e.
Heisenberg limit). In this paper, classical information theory
is employed to quantify the signal-to-noise ratio (SNR) im-
provement for both an ideal and a realistic multimode PSA
applied to the problem of sub-Rayleigh imaging. When only
considering the noise originating from the detector, the SNR
improvement is found to scale quadratically as a function of
the PSA gain, in the limit of noise power comparable to sig-
nal power. Differences in performance of an ideal PSA and
a realistic PSA are discussed.
1 Introduction
The resolution of an imaging system is usually represented
by the ability to distinguish between two points exhibiting
a small angular separation. The Rayleigh criterion specifies
the minimum angular separation that can be resolved, and
represents one of the usual metrics of resolution. Accord-
ing to the Rayleigh criterion, the minimum resolvable an-
gular separation, θR, is given by θR = 1.22λ/D, where λ is
the wavelength of the optical signal, and D is the circular
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aperture diameter of the imaging system. The Rayleigh cri-
terion represents an arbitrary measure of resolution; a more
rigorous approach to quantifying the resolution of an imag-
ing system is the use of the signal-to-noise ratio (SNR). For
two point sources separated by a distance 2|u|, and with the
power of each point source of Ps, the threshold SNR has
been previously shown to be [1]:
SNR ∝ |u|4 P 2s . (1)
If θ ∝ |u| is the small departure angle of each point source
from the normal to the aperture (detector) surface, the mini-
mum departure angle, θmin, which can be resolved for a fixed
SNR scales as θmin ∝ 1/√Ps, corresponding to the classi-
cal shot-noise limit. Significant amount of prior work has
been done in the area of quantum imaging [2] with a goal to
enhance the resolution beyond the limits achieved by clas-
sical sensors by noting that the noiseless image amplifica-
tion can be achieved in a phase-sensitive amplifier (PSA)
[3, 4]. This noiseless amplification has also been experi-
mentally demonstrated using parametric amplifiers [5–7].
One method that has been suggested to improve resolu-
tion beyond that achievable by passive optical imaging sys-
tems is the use of PSA operated in a phase amplification
mode. This mode of operation can be achieved via nonlinear
three-wave mixing in an optical parametric amplifier (OPA)
configured as a photon number deamplifier [8, 9]. When
an ideal, constant deamplification phase relationship exists
among the three waves involved in the difference-frequency
mixing process, the relative phase of the three waves is pre-
served. If a phase shift is present in the signal beam such
that the signal phase departs from this ideal phase condition,
this signal phase shift can be amplified [9]. In our previ-
ous work, we have derived the criteria for which a realistic
OPA operating on spatially multimode beams with a trans-
versely variable phase shift can be made phase-sensitive [9].
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Analysis showed that an OPA operated as a PSA can signifi-
cantly redistribute the spatial frequencies of optical beams in
a fashion that allows the discrimination between on-axis and
off-axis beams. In other work, a full quantum treatment has
been invoked to suggest that phase amplification can be used
to reduce the bit error rate (BER) in communication proto-
cols [8]. A quantum mechanical analysis of the squeezed
state generated by phase amplification [10] indicates that an
improvement of SNR in the temporal domain is expected,
when a coherent input state and homodyne receiver are used.
Here we apply a formal methodology to assess the impact of
the use of the nonlinear transformation of a beam by PSA on
the performance of an imaging system. The formal method-
ology adopted here is the rigorous use of the classical in-
formation theory to assess the suggestion that the PSA may
also be used to improve spatial resolution in imaging prob-
lems by increasing the apparent incident beam angle. Both
an ideal PSA and the real PSA realized by an optical para-
metric amplifier is included in this analysis. The mechanism
by which the incident beam angle can be increased by the of
PSA is illustrated in Fig. 1, and amounts to the amplification
of the phase difference between the incident signal and the
reference beam normal to the amplifier aperture. This phase
amplification is spatially variable in the direction transverse
to beam propagation. A simple single-mode treatment as-
sumption [11] suggests that the SNR in an ideal PSA scales
as
SNR ∝ G2|u|4P 2s = |u|4(GPs)2, (2)
where G is the power deamplification gain of the PSA. Since
phase amplification is limited by the ability to deamplify
photon number, the maximum gain that can be achieved
is G = Ps, where Ps is in the units of photon number.
In this case, an ideal PSA operated at maximum gain de-
creases the minimum signal power required to resolve two
point sources by Ps. Therefore, the minimum angular sepa-
ration between two point sources, or the angular resolution
that can be resolved for a fixed SNR, scales as 1/Ps. This
shows the PSA has a potential to beat the classical Rayleigh
limit and achieve the de Broglie resolution, or Heisenberg
limit [12]. We apply our previously developed numerical
model for multimode PSA [9] to study the distinguishability
problem posed in [1]. The distinguishability problem stud-
ied is shown in Fig. 2, and it consists of discriminating be-
tween two points, where one of the points is located on-axis,
and the other is located off-axis of the imaging system. For
the first time to our knowledge, we demonstrate that a realis-
tic, spatially multimode PSA based on phase-sensitive opti-
cal parametric amplification can improve distinguishability
in imaging systems.
Fig. 1 Principle of transverse
angular amplification by PSA.
The angles have been
exaggerated for clarity. The
PSA increases the apparent
signal incident angle as
measured in reference to the
signal angle of the pump
Fig. 2 Schematic of two asymmetrically separated point sources,
A and B , which are located at (0,R) and (−u,R) with a separation
angle θ . R is the distance from the point source to the center of the
aperture with diameter D, and the x axis is parallel to the surface of
the detector system
Fig. 3 Schematic of an imaging system that uses a PSA. The incident
angular separation of the two point sources to be imaged, A and B ,
is θin. With the PSA turned on, the apparent angle between the two
point sources increases to θout
2 Application of the phase-sensitive amplification
model to the distinguishability problem
We study a realistic three-wave mixing OPA realized in
β-barium borate (BBO) with λ1 = λ2 = 800 nm, and λ3 =
400 nm, where λ1, λ2, and λ3 are the wavelengths of the sig-
nal, idler, and pump beams, respectively. The incident pump
intensity is set as 10 GW/cm2 and the signal/idler intensity
is 0.5 GW/cm2. The gain of the OPA is adjusted by varying
the crystal thickness. For simplicity, the canonical imaging
system used in this study utilizes a one-dimensional aper-
ture, as shown in Fig. 3. The apparent angular separation
of the two point sources is increased as a result of the re-
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distribution of spatial frequencies produced by the PSA [9].
This redistribution occurs without increasing in the width of
the spatial frequency distribution. This is in stark contrast to
the use of a simple magnifying telescope, which would in-
crease the apparent angular separation of two point sources,
but also increase the width of the point-spread function as-
sociated with the aperture. Thus the increase in angular sep-
aration due to PSA is equivalent to conventional imaging of
two point sources separated by an angle greater than their
original separation angle. For our analysis we choose a typ-
ical sub-Rayleigh imaging problem. The effect of PSA on
the spatial frequency distributions measured at the detector
is calculated and shown in Fig. 4. The distribution in Fig. 4a
corresponds to a single point source located at the zenith of
the imaging system, or on-axis. The distribution in Fig. 4b
corresponds to two point sources, one located on-axis and
the other off-axis, with small angular separation compared
to the Rayleigh limit, θ = θR/100. It is evident that for the
case in Fig. 4a, the dominant effect of the PSA is to de-
crease the signal intensity, while for the case in Fig. 4b, the
PSA also increases the apparent angular separation of the
two points.
3 Resolution improvement from classical information
theory
Helstrom’s classical test is applied to calculate the SNR as-
sociated with the distinguishability problem posed in Fig. 2.
Two hypotheses can be constructed, corresponding to cases
shown in Fig. 4. One hypothesis, H0, represents a single
point source, Fig. 4a, and the other hypothesis, H1, repre-
sents two point sources, Fig. 4b. The resolution of two point
sources can be determined by a choice between an illumi-
nance J0 and J1, where J0 represents the illuminance due to
one point source and its background and J1 corresponds to
two point sources and their background, respectively [1].
It is assumed that the number of incident photons de-
tected by an optical receiver is shot-noise limited, and thus
exhibits a Poisson distribution. The detection is conducted in
a one-dimensional geometry with unit quantum efficiency,
and the mean number of observed photons at the transverse
coordinate x due to hypothesis Hk (k = 0,1) per unit area
and unit time is given by [13]
n¯k =
∫
Jk(x,ω)dω/ω = Mk(x), (3)
where Jk(x,ω) is the illuminance at angular frequency ω.
Mk(x) represents the count-rate density at point x and the
background illuminance Jb is assumed to be uniform for
both J1 and J0.
Fig. 4 Intensity distributions in spatial frequency (angular) space for
a single on-axis point source and b two point sources, one on-axis and
one off-axis, without (G = 1) and with (G = 40, 80, 120) PSA. In (a),
the intensity is decreased, while the main characteristics of the shape
of the distribution are preserved. In (b), the separation of the two peaks
increases, improving the distinguishability of two points
The correlation between the measured signal and the hy-





Here, ni1 and ni0 are the mean numbers of photons at the
position xi under hypotheses H1 and H0, respectively, while
ni is the detected number of photons at the position xi . The




According to the central limit theorem, when the number
of incident photons is large, the likelihood ratio g is well
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Fig. 5 Likelihood ratios for two hypotheses with a PSA turned off and
b PSA turned on in 100 simulated individual measurements. The red
and blue curves represent the likelihood ratios for hypothesis 0 and 1,
respectively. The straight lines show the average value of likelihood
ratios. In this example, the number of incident signal photons is 100









The likelihood ratio calculated for the two hypotheses is
compared with a pre-set threshold, gT, to choose the correct
hypothesis. The threshold gT is obtained from the variance-
weighted likelihood ratios for two hypotheses [14]:
gT = σ0g1 + σ1g0
σ1 + σ0 . (8)
Here, g1 and g0 represent the likelihood ratios under hy-
potheses H1 and H0, respectively, and σ 21 and σ
2
0 are the
corresponding variances. An example of the calculation of
the likelihood ratio for a fixed number of incident photons
exhibiting a Poissonian distribution is shown in Fig. 5. The
likelihood ratios shown in Fig. 5 are calculated from the spa-
tial intensity distributions in Fig. 4. Since the chosen num-
ber of incident photons is small, the likelihood ratios for the
two hypotheses are not well separated before PSA is ap-
plied, Fig. 5a. It is thus difficult to identify which hypothesis
should be selected. Conversely, the distinction between the
likelihood ratios increases when the PSA is introduced into
the imaging process, Fig. 5b. In this case, the distinguisha-
bility of the two hypotheses is improved after the PSA is
applied.
Fig. 6 SNR as a function of the number of incident photons (ranging
from 10 to 1000). The SNR improvement is constant when the PSA is
used for three example gains: 10, 50, 100
Formally, the likelihood SNR for the stated distinguisha-
bility problem can be evaluated analytically [1] as








where M(x) is the difference between expected count-rate
densities for two hypotheses:
M(x) = M1(x) − M0(x). (10)
Let SNR1 and SNR0 represent the SNR for PSA turned on
and off, respectively. The SNR change, SNR, associated
with PSA can be calculated as:
SNR(dB) = 10 ln SNR1 − 10 ln SNR0
= 10 ln SNR1
SNR0
. (11)
As can be seen from (9), the SNR is approximately pro-
portional to the number of incident photons; therefore the
change of SNR is invariant with respect to the photon num-
ber.
A semi-continuous intensity distribution in spatial fre-
quencies is used for the calculation, corresponding to 100
points over the range shown in Fig. 4. The analytically calcu-
lated SNR with the PSA turned off (G = 1) and on (G = 1)
is shown in Fig. 6, as a function of the number of incident
photons. SNR increases with the number of incident pho-
tons. The rate of increase is greater when the number of in-
cident photons is small, and the SNR improves when the
PSA is utilized.
When the signals are exceptionally weak compared to the
background, the threshold SNR is used [1], and can be ob-





where Mb(x) is the count-rate density for background. In
our further calculation, we assume Mb to be uniform and
utilize the threshold SNR.
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Fig. 7 Schematic of two symmetrically separated point sources,
A′ and B ′, which are located at (−u,R) and (u,R) with a separation
angle 2θ
3.1 Ideal multimode PSA SNR scalings
The details of the redistribution of spatial frequencies shown
in Fig. 4 depend on the PSA gain. For an ideal single-
mode PSA, the threshold SNR scales quadratically with
PSA gain for small gains [11]. The intensity distributions for
the two hypotheses in the spatial domain are approximated
as Gaussian functions of various orders, corresponding to
apertures of variable sharpness. A configuration for the hy-
pothesis of two point sources is used, Fig. 7, compared with
that of a real PSA in Fig. 2. The modification is limited to the
symmetric configuration of two sources with respect to the
aperture axis, with no overall change in angular separation
between sources. This choice is identical to the one used in
prior work by Helstrom [1]. It is also assumed that the total
power is identical for both hypotheses.
The total illuminance J (x,R) for each point source is the
sum of signal illuminance Js(x,R) and the uniform back-
ground illuminance Jb(x),









where A is the maximum magnitude of the signal illumi-
nance at the center of source plane. The signal illuminance
Js(x,u) is assumed to be a γ -order Gaussian. The total illu-
minance for H0 is
J0(x) = 2J (x,0), (14)
and the total illuminance for H1 is
J1(x) = J (x,−u) + J (x,u). (15)
When an ideal PSA with a gain G is applied to the hy-






Fig. 8 a Normalized threshold SNR associated with the ideal PSA
gain (G) within the range of 1–100 for several Gaussian orders, γ :
(1) γ = 2; (2) γ = 4; (3) γ = 6; (4) γ = 8. b Ratio of threshold SNR






J (x,−Gu) + J (x,Gu)] (17)
for H0 and H1, respectively.
The apparent angle between the two point sources is am-
plified after utilizing the ideal PSA, which contributes to
the improvement of angular resolution. The relationship be-
tween the threshold SNR and gain of an ideal PSA is shown
in Fig. 8 for Gaussian orders of 2, 4, 6, and 8. It is ev-
ident that the quadratic scaling between SNR and gain is
only valid for small gains. For higher gains, this scaling
is slower than quadratic, and the intensity distributions of
higher Gaussian orders result in a slower rate of increase of
SNR with gain.
3.2 Real multimode PSA SNR scalings
For a real multimode PSA implemented by phase-sensitive
optical parametric amplification, we find the performance
to be significantly different than that of an ideal multimode
PSA, which can be attributed to the differences in the evolu-
tion of the spatial frequency spectrum. In an ideal multimode
PSA all spatial frequencies experience a constant phase gain
and an equal and constant deamplification gain. In contrast,
the gain in a real, multimode PSA departs from this idealized
condition, as evidenced in Fig. 4. The results of SNR calcu-
lations for a realistic multimode PSA are shown in Fig. 9.
The increase in SNR for the Gaussian order of 2 is signif-
icantly greater than that of greater Gaussian orders. More-
over, when the gain is modified by an offset, the associated
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Fig. 9 a Normalized threshold SNR associated with the real PSA
gain (G) within the range of 1–100 for several Gaussian orders (γ ):
(1) γ = 2; (2) γ = 4; (3) γ = 6; (4) γ = 8. b Ratio of threshold SNR
over G2 as a function of gain. The initial angular separation in this case
is 0.1θR
SNR scalings for the Gaussian order of 2 and 6 are greater
than quadratic. Thus the SNR performance of a real PSA is
different than that of an ideal PSA, and a larger SNR im-
provement can be achieved by applying the real PSA with
high gains. For the Gaussian order of 8, the scaling of the
threshold SNR as a function of gain is studied for differ-
ent initial separation angles, Fig. 10. A quadratic scaling
only applies for higher gains, but there is an offset, i.e. SNR
∝ (G − G0)2. The SNR decreases for small gains, which
can be understood by studying the evolution of angular dis-
tributions in a real PSA, Fig. 4. This effect is attributed to
the reduction of the number of photons without angular am-
plification, while a significant redistribution of spatial fre-
quencies occurs. Another conclusion from this analysis of
real PSAs is that a larger initial separation angle, θ0, results
in a larger SNR improvement, Fig. 10. Thus the gain that is
needed to compensate the SNR loss from the photon num-
ber deamplification and recover the SNR will be larger for a
smaller θ0.
4 Conclusions
It has been demonstrated numerically that the SNR asso-
ciated with the problem of imaging resolution can be en-
hanced when a PSA is employed on a transversely vary-
ing field distribution. Quadratic scaling of SNR with the
PSA gain is deduced from analyzing the threshold SNR.
This improvement is restricted by the maximum PSA gain,
which theoretically equals to the signal power: Gmax = Ps,
Fig. 10 a Threshold SNR associated with the PSA gain (G)
for several different initial angular separations: (1) θ0/θR = 1/10,
(2) θ0/θR = 1/20, (3) θ0/θR = 1/50, (4) θ0/θR = 1/100. b Ratio of
threshold SNR and G2 as a function of gain. The Gaussian order of the
spatial intensity distribution is fixed at 8 in this case
in the units of photon number. Consequently, the maximum
resolution improvement in the angular domain that can be
achieved for a fixed SNR will be improved by a factor of
1/Ps, which shows the angular resolution for point source
sensing can approach the quantum limit of the de Broglie
resolution (i.e. Heisenberg limit).
PSAs have a potential to enhance the imaging resolution
by improving the distinguishability of a single on-axis point
source and two asymmetrically distributed point sources.
However, different configurations of point source locations
can affect the distinguishability improvement of the PSA.
Investigation of the application of PSA to distinguishing dif-
ferent configurations of two point sources and resolution of
more than two point sources in similar sub-Rayleigh prob-
lems is the subject of a future analysis.
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