A network performance evaluation algorithm is presented based on deep learning framework RNN on this paper. The algorithm collects 8 index parameters in the private LAN and realizes the automatic evaluation of the three levels of the private LAN: excellent, good, and unqualified. The results of the example verification and analysis show that the algorithm proposed in this paper evaluates the performance of the private area network using K-fold cross-validation. The correctness of the algorithm is over 90%. The robustness and high efficiency of the algorithm, the computing time of milliseconds, can be effectively applied to the real-time performance evaluation of the local area network.
assessment model. However, the method chooses less when selecting evaluation parameters and only selects three time points for evaluation in one day. The final result can only reflect the status of the network and cannot quantify the network status. This method is suitable for general network performance evaluation, to remind the manager of the network status. Literature [6] proposed a method based on Support Vector Machine (SVM). This method uses the cloud model to model the parameters of the network performance, uses the historical data (normal samples and fault samples) to calculate the parameter distance through the vector machine to train, and finally evaluates the network performance effectively. To a certain extent, this method can objectively evaluate the network performance. However, this objectivity depends on the number of samples and the gap between the samples. If the sample gap is too large, the result of the final evaluation will be inaccurate after normalization. This method requires a lot of accurate data, too little data may cause the above problems. In literature [7] , JTID is divided into network structure performance index, network quality performance index and network capacity index, and each layer is compared by AHP. This method uses JTID network performance evaluation model to propose a gray AHP based network performance evaluation method. This method comprehensively divides each performance index into three types of "excellent", "good" and "medium". In the experimental phase, the author compares the results calculated by this method with those given by experts, and the method can reflect the performance of the network. As with reference [5] , this method also does not give quantitative performance indicators.
These methods all have some problems, in the final analysis, because these statistical methods do not meet the network performance evaluation input and output nonlinear complex relationship. And because of the many parameters involved in the evaluation of network performance, the number of samples and the quality of the general pattern recognition training methods are high.
As a new mode of pattern recognition, deep learning is often used in image processing and speech processing [8] [9] [10] [11] [12] [13] . The mathematical model of network performance evaluation system can be established by using RNN algorithm theory, which provides a meaningful reference value for the research of network performance evaluation system. In this paper, we propose a network performance evaluation algorithm based on RNN. Based on the VS2012 development platform, the system collects 8 parameters of network devices and their data links in a private LAN. Combined with deep learning, we evaluate the network performance levels of private LANs.
Analysis on the Index of Performance Evaluation of LAN
Evaluation elements are the basis and object of the development of evaluation criteria. The selection of evaluation elements is reasonable and is directly related to whether the evaluation criteria are important or not. For different local area networks, the indicators that reflect the performance of their networks may differ. For example, the network latency and network bandwidth of remote medical communication networks are important indicators of network performance evaluation. For some public service networks, their network security and throughput are important indicators of network performance evaluation. How to select a reasonable network performance parameters, should follow the following principles: Select the network performance evaluation parameters with simplicity, testability, representative.
In a private LAN, switch device CUP utilization, memory utilization is an important parameter for evaluating the performance of such network devices. Network link, network link off, delay, delay jitter, bandwidth, send bit rate, receive bit rate network link performance evaluation is an important parameter. Taking full account of the network quality requirements of private LAN, this article selects the above eight parameters as the index parameters of system evaluation.
CUP utilization refers to the CPU resources occupied by the running program, which indicates the operation of the device at a certain point in time. The higher the usage rate, the more programs the device is running at this time, and vice versa. The level of utilization is directly related to CPU strength.
Memory utilization refers to the memory overhead of the secondary process. A program occupy memory is too large, will affect the overall performance of the device.
Network links on and off mainly with connectivity (or accessibility) to represent. Connectivity: Connectivity among network components is one of the basic metrics for measuring network availability and reflects the ability of data to be transmitted between various network components. Usually use the ping command to measure the connectivity between two points on the IP network. In order to measure the connectivity of the network, you can use the network connection rate, defined as the proportion of the number of connected lines occupying the total number of buses.
Time delay includes one-way delay, two-way delay and maximum delay, one-way delay, two-way delay: mainly reflects the average time overhead of data transmission through the device and in the link; Reflects the maximum amount of time it takes for data to travel through the device and in the link.
Delay jitter: mainly reflects the stability of the equipment and links to provide data transmission services, and has a great impact on video transmission services. Bandwidth: The maximum number of bits that a physical path theoretically transmits per unit time, which represents the transmission capacity of the network transmission path or link. The relevant parameters are link bandwidth, bottleneck bandwidth and available bandwidth.
Sent bit rate is the number of bits sent per second, the higher the number of bits sent, the faster the data transfer speed.
The receiving bit rate refers to how many bits are received per second. The higher the receiving bit number, the faster the receiving data rate.
Analysis of Key Techniques in Deep Learning

Deep Learning Basic Principles
Deep learning is a kind of representation learning method developed based on artificial neural network (ANN). It is also a machine learning method, and its main The model is a variety of deep neural networks. Deep learning subverts the algorithm design ideas in many fields such as speech recognition, image classification and text comprehension, and forms an end-to-end model from the training data and then outputs the final result directly A new model. Each layer of deep learning can adjust itself for the ultimate task, and finally achieve the cooperation between all levels, thus greatly improving the accuracy of the task [15] .
The essence of deep learning is actually multi-layer neural network. The layer of neural network is actually a linear change plus a simple non-linear operation, and the multi-layer neural network is actually the complex of multiple simple nonlinear functions, so as to get a higher-level and more abstract representation, so that the high-dimensional Intricate structure of data [16, 17] .
Cycle Neural Network
Deep learning has now made breakthroughs in a variety of applications. Currently used deep learning models include deep belief network (DBN) [18] , stacked deoising autoencoders (SDA) [18] 19], AutoEncoder [20] , Sparse Coding [21] , Restricted Boltzmann Machine (RBM) [22] , convolutional neural networks (CNNs ) [23] , recurrent neural networks (RNNs) [24] . Among them, RNN is a deep learning model designed to process sequence data.
In RNN, each output element is generated based on the same network, so that variable length results can be simply output. Each element of the output sequence is a function of the output elements of the previous position, so that the sequence elements Order dependencies. Therefore, RNN applies to the processing of sequence data.
RNN consists of three network layers: input layer, hidden layer, output layer. The basic form of RNN is shown in Figure 1 . 
where t x is the input at time t , t s is the state value of hidden layer at time t , t o is the output value at time t , and ˆt y is the normalized prediction probability.
An important concept in RNN is parameter sharing, that is, for each moment, the parameter matrix U , W , V does not change but uses the same set of parameters. The parameter sharing makes the RNN can handle sequences of arbitrary length. As long as the elements of the sequence are introduced to the network one by one in sequence, the RNN network can process one by one.
BPTT Algorithm
In traditional neural network supervised learning, model training essentially determines the value of model parameters by minimizing the loss function. For traditional neural networks, the parameters are usually updated using classical back-propagation (BP) algorithm. Each iteration of the BP algorithm has two phases: a forward phase and a backward phase. In the forward propagation phase, the model completes the computation from the input node to the output node until the loss value of the current model is finally obtained. The back-propagation phase calculates the gradient value for each parameter from the output node to the input node and updates it according to the learning rate. However, in the recurrent neural network, because of the "loop" in the network, the weight parameters W , U , and V matrices are both shared by multiple layers in the network. Therefore, the common BP algorithm cannot be directly applied to the training of the RNN model [25] .
BPTT (Back-Propagation Through Time) algorithm is a variant of BP algorithm in the structure of RNN, which takes the gradient calculation on the expansion of RNN model. To simplify the derivation, neglecting the bias parameter in the RNN node formula can be expressed as: 
Back-propagation is to calculate the gradient of each value in the parameter matrix W , U , V based on the cost function value L obtained by forward propagation so as to obtain the most suitable parameter value by using the stochastic gradient descent algorithm. RNN at this time the expansion of the form shown in Figure Taking the 2 L in Fig. 2 as an example, the gradient of the parameter W is calculated according to the chain method: 
The method for calculating the gradient of parameters U and V is similar to W . From the calculation process, BPTT and BP algorithm is basically the same. The main difference is that in the RNN network, the parameter W is shared by each layer of computation. Therefore, when calculating the gradient, the gradients of W obtained at each layer need to be accumulated to ensure that the calculated errors of each layer are all fixed Correct degree.
RNN Structure
Different application scenarios, RNN network architecture can have a variety of flexible forms. From the perspective of whether input and output are lengthened or not, it can be divided into one to one, one to many, many to one, many to many, many to many (sync) As shown in Figure 3 . Each box represents a vector, the bottom box represents the input, the top box represents the output, the middle box represents the hidden layer RNN state vector of the model, and each arrow represents the calculation function applied to the vector.
The five structures are applied to different scenes respectively. The one to one structure is mainly used in the traditional text classification algorithms; the one to many structure can be used for word interpretation; the typical application scene for many to many structures is machine translation; many to many are available Marked in the text sequence. In this article's approach, many to one is used, many to one is a model whose input is a long sequence of edges and whose output is a fixed length. The entire sequence has only one output, which can be used to classify the input sequence.
Example and Analysis of Network Performance Evaluation
The scale of private LAN is as follows: A total of 89 switches, a total of 168 data links. The system is based on Visual Studio 2012 development platform, using C + + programming language. Combined with the SNMP protocol in the network TCP/IP protocol suite, real-time acquisition of eight indicator parameters of each switch and data link in the task network is realized: CUP utilization, memory utilization, network link continuity, Delay, Delay Jitter, Bandwidth, Sent Bit Rate, Received Bit Rate. The real-time data acquisition frequency: Every 10 seconds on the network all the performance parameters of a collection.
The algorithm first uses the test sample to test and evaluate the algorithm, and then applies the algorithm to the real-time network performance evaluation system.
The network data samples are as follows: In the special local area network excellent, good, unqualified three states, collecting all the network equipment and data link network parameters. In each state, network data parameters collected 1000 times. That is, a total of 3000 sets of network data samples. Each set of data includes network status labels (excellent, good, unqualified), and 8 types of network performance evaluation parameters of all network devices and data links in this state.
The algorithm uses K-fold cross-validation, and the correct rate of the algorithm is 92%. The network algorithm is applied to real-time network evaluation, each evaluation time is 0.5ms.
Summary
In this paper, a network performance evaluation algorithm based on deep learning is proposed. The accuracy of the evaluation algorithm is above 90% and the calculation time is short. It can effectively evaluate the real-time network performance of private LANs and meet the real-time requirements of private LAN network performance evaluation. Network quality provides a reliable basis and technical support, can be extended to other local area network real-time network performance evaluation.
