We propose a novel greedy algorithm for the support recovery of a sparse signal from a small number of noisy measurements. In the proposed method, a new support index is identified for each iteration based on bit-wise maximum a posteriori (B-MAP) detection. This is optimal in the sense of detecting one of the remaining support indices, provided that all the detected indices in the previous iterations are correct. Despite its optimality, it requires an expensive complexity for computing the maximization metric (i.e., a posteriori probability of each remaining support) due to the marginalization of highdimensional sparse vector. We address this problem by presenting a good proxy (named B-MAP proxy) on the maximization metric which is accurate enough to find the maximum index, rather than an exact probability, Moreover, it is easily evaluated only using vector correlations as in orthogonal matching pursuit (OMP), but the use completely different proxy matrices for maximization. We demonstrate that the proposed B-MAP detection provides a significant gain compared with the existing methods as OMP and MAP-OMP, having the same complexity. Subsequently, we construct the advanced greedy algorithms, based on B-MAP proxy, by leveraging the idea of compressive sampling matching pursuit (CoSaMP) and subspace pursuit (SP). Via simulations, we show that the proposed method outperforms also OMP and MAP-OMP under the frameworks of the advanced greedy algorithms.
I. INTRODUCTION
An inverse problem is widely studied in which a vector signal x ∈ R N is recovered from a set of linear noisy
with an M × N measurement matrix A. In particular when M < N (i.e., underdetermined system), this problem has infinite solutions and thus, it can be solved only when some additional a priori information of x is available. In [1] , [2] , it was proved that x can be exactly reconstructed with a priori knowledge on the sparsity of x (i.e., x 0 = K with K ≪ N ), where K is called sparsity-level. Also, the optimal sparse signal can be obtained by solving ℓ 0 -minimization as
x ⋆ = arg min x x 0 subject to y − Ax 2 ≤ η, (2) where x 0 is introduced to ensure the sparsity of x. In general, the ℓ 0 -minimization is known to be NP-hard [3] . Leveraging the idea of convex optimization, a well-established method, called least absolute shrinkage and selection operator (LASSO) (a.k.a., basis pursuit denoising (BPDN)), was proposed in [4] - [8] , where ℓ 1 -norm is used as a convexrelaxation of ℓ 0 -norm. LASSO is usually solved via convexoptimization techniques such as iterative shrinkage thresholding method (ISTA), alternating direction method of multipliers (ADMN), coordinate descent (CD), and primal-dual interiorpoint method (PDIPM). They can provide the stability and uniform guarantees but have polynomial complexities. A greedy approach seems to be attractive due to its lower complexities than convex-based algorithms in sparse signal recovery problems. The underlying idea of greedy-based algorithms is to estimate the support of a sparse signal in a sequential fashion. Namely, a new index is added to a target support for each iteration by solving the so-called suboptimization problem. Since it has much lower complexity than the overall vector-wise optimization, the greedy approach can significantly reduce the computational complexity. Orthogonal matching pursuit (OMP) is the most popular greedy method in which the sub-optimization problem is just to find an index having the maximum correlation with a residual vector [9] - [12] . This metric in the maximization is referred to OMP proxy. Furthermore, to overcome the inherent drawback of OMP, several advanced greedy algorithms have been proposed as stagewise orthogonal matching pursuit (StOMP) [13] , iterative hard thresholding (IHT) [14] , compressive sampling matching pursuit (CoSaMP) [15] , subspace pursuit (SP) [16] and generalized OMP [17] . The main idea lies in the selection of multiple support indices (based on OMP proxy) for each iteration, thus being able to degrade the miss-detection probability. However, these approaches may not be optimal due to the use of OMP proxy, if a probabilistic model for a sparse signal recovery is provided.
Bayesian matching pursuit (BMP) was proposed in [18] - [22] where it exploits the probabilistic knowledge on a sparse signal and noise for a support detection. In [19] , fast BMP (FBMP) estimates a sparse signal using probabilistic model selections and the associated parameter estimations. Also in [21] , [22] , a sparse signal is updated for each iteration so that the enhancement of a local likelihood function is maximized by assuming a Bernoulli-Gaussian sparse signal models. These methods can show a better recovery probability than the matching pursuit algorithms but they are restricted to certain distributions of a sparse signal. Recently, MAP-OMP was proposed in [23] , where OMP proxy is improved using the probabilistic modes of a measurement matrix and a sparse signal. The corresponding proxy is called MAPratio proxy, it relies on the log-MAP ratios of OMP proxy.
It was demonstrated in [23] that MAP-OMP can outperform OMP with the same computational complexity, provided that a Gaussian measurement matrix is used.
In this paper, we propose a novel greedy algorithm for the support recovery of a sparse signal. The underlying idea of the proposed method is to determine a new support index for each iteration, based on bit-wise maximum a posteriori (B-MAP) detection. This is optimal in the sense of detecting one of the remaining support indices, provided that all the detected ones in the previous iterations are correct. In other words, this detection is optimal under the greedy framework, thus being able to outperform the existing counterparts as OMP and MAP-OMP. The challenging part of B-MAP detection is to compute a posteriori probability for each candidate support index (in short, maximization metric) given the probability distributions of a sparse signal and an additive noise, since it requires a heavy marginalization of high-dimensional sparse vector. Our contribution is to present a good proxy (named B-MAP proxy) of this metric and verify that it is accurate enough to find the maximum one, rather than an exact probability. Furthermore, B-MAP proxy has the same complexity with the popular OMP proxy, as both only need vector correlations. With this proxy, it is shown that the proposed greedy algorithm can exactly recover a K-sparse binary signal within K iterations almost surely, provided that the number of measurements scales with
where SNR = E x 2 /E[ z 2 denotes the (vector-wise) signal-to-noise ratio. This achieves the almost same scaling with MAP-OMP in [23] , both extending the existing statistical guarantees in [9] by including the impact of noise. Beyond the asymptotic analysis, we demonstrate that for practical settings (i.e., finite M and N ), the proposed algorithm yields a significant gain compared with MAP-OMP as well as OMP, having the same computational complexity. Also, the proposed method can ensure a good recovery performance for various types of measurement matrices as in OMP, while MAP-OMP is restricted to Gaussian measurement matrices. We then propose the advanced greedy algorithms, called B-CoSaMP and B-SP, by replacing OMP proxy with the proposed B-MAP proxy based on CoSaMP [15] and SP [16] , respectively. Simulation results demonstrated that the proposed iterative algorithms outperform the corresponding counterparts based on OMP proxy and MAP-ratio proxy. The remainder of this paper is organized as follows. In Section II, we provide some useful notations, define our sparse recovery problem, and propose a greedy framework based on B-MAP detection. In Section III, we derive a good proxy (named B-MAP proxy) which is simply evaluated with the same complexity of OMP proxy. Section IV performs an asymptotic analysis of the proposed greedy algorithm, yielding the scaling-law of the required measurements to ensure a perfect recovery. In Section V, advanced greedy algorithms, based on B-MAP proxy, are proposed, which are named B-CoSaMP and B-SP. Simulation results are provided in Section VI to verify the superiorities of the proposed greedy algorithms. Section VII concludes the paper.
II. PRELIMINARIES
In this section, we provide some useful notations which will be used throughout the paper, and describe a sparse signal recovery problem. Then, we define the proposed greedy framework based on bit-wise MAP (B-MAP) detection.
A. Notations
Let [N ] ∆ = {1, ..., N } for any positive integer N . We use x and A to denote a column vector and matrix, respectively.
Also, for a vector x ∈ R N ,
Also, the i-th column and row vectors of B are denoted by B(i, :) and B(: , i), respectively. For any positive integer K ≤ N , the set of all length-N binary vectors with the sparsity-level K is defined as Ω, namely,
Also, given an index subset I ⊆ [N ], the subset of Ω is defined as
where the size of the subset is equal to |Ω I | = (N −|I|) (K−|I|) . For a vector x ∈ R N , S(x) represents its support which contains the indices of non-zero components of x, i.e.,
S(x)
As an extension to the set of vectors, we also define the
Given any two subsets S and T , the difference between two sets S and T are denoted by S \ T . Also, for a given index subset T , we use the subscript notations x T (resp. x |T ) and A T (resp. A |T ) to represent the subvector of x and column submatrix of A, respectively, which contain only the components and columns whose indices are belong (resp. not belong) to T , respectively. Finally, we let 1 denote the all ones vector.
B. Problem Formulation
We consider a N -dimensional sparse signal recovery problem from a noisy measurement. Let x ∈ R N be a K-sparse signal (i.e., x 0 = K). Then, a noisy measurement vector y ∈ R M is obtained as
where A = [a 1 , a 2 , · · · , a N ] ∈ R M×N denotes a measurement matrix and z ∈ R M denotes the additive noise vector whose components are independent and identically distributed as Gaussian random variables with zero mean and variance σ 2 . For this model, our goal is to recover the support of the sparse signal x using a noisy measurement y and a measurement matrix A. The support vector of x is denoted as
. Throughout the paper, we assume that the sparsity-level K is known as a priori information and in some cases, the marginal probability mass functions (PMFs) of a support random variable s i are given as
Note that if it is not mentioned specifically, uniform distribution (i.e., p i = 0.5 for i ∈ [N ]) is implicitly assumed. For the case of s i = 1 (i.e., i ∈ S(x)), its value x i is generated by a continuous probability density function (PDF) f xi . We remark that the system model in (8) is fully described by random variables x, s, z, and y. Also, the conditional PDF f y|x is known as
where the equality follows the mutually independence of z i 's given x, and
Given the above probabilistic model, we would like to investigate the maximum a posteriori (MAP) support recovery, which is mathematically formulated aŝ
In general, it is too complicated to solve the above problem due to the combinatorial nature. Specifically, it is required to check the maximization metric in (12) for all the N K plausible candidates. This problem will be addressed by presenting a novel greedy framework based on B-MAP detection (see Section II-C). 
• Select the largest index of B-MAP proxy:
• Merge the support:Î (k) =Î (k−1) ∪ {î k }.
• Update the residual vector for the next iteration:
C. The Proposed Greedy Framework
We propose a novel greedy algorithm which efficiently solves MAP support recovery problem in (12) . The key idea of the proposed method is to perform the factorization of a posteriori probability (i.e., objective function) in (12) with respect to the support S(x). This enables to determine support indices in a greedy manner. Specifically, using the chain rule, the objective function in (12) can be factorized as (13) where the sequence of index subsets I (k) , k = 0, 1, ..., K is defined as
Based on this, the fundamental principle of the proposed greedy algorithm is to determine a new support index at each iteration by taking the solution of (14) whereÎ (k) = {î 1 , ....,î k } denotes the support indices chosen during the previous k iterations. The maximization problem in (14) is referred to as B-MAP detection, which is optimal in the sense of detecting one support index from S(x) \Î (k) , with the assumption ofÎ (k) ⊂ S(x). It is noticeable that the search-space of the proposed greedy algorithm grows linearly with K while that of (vector-wise) MAP detection in (12) is exponential. In this way, the search-space complexity of the optimal MAP detection is completely addressed by keeping an optimality in the other sense. Nevertheless, the proposed B-MAP detection still has the computational complexity as the evaluation of the objective function in (14) requires the marginalization of a large-scale dimensional vector (i.e., the summations of all possible K-sparse support signals s ∈ ΩÎ (k) ). This problem will be addressed in the following section.
III. THE PROPOSED B-MAP PROXY
In this section we propose a good proxy of the objective function (i.e., bit-wise a posteriori probability) in (14) by assuming a constant-value sparse signal (e.g., binary sparse signal). Namely, it is assumed that x i = β = 0 with probability 1 for i ∈ S(x). Before stating our main results, we first provide the useful notations and definitions below:
We define one-to-one mapping to rearrange the indices not belong toÎ (k) as
Also, its inverse mapping is defined as π −1 k . Given two PMFs p and q, Kullaback-Leiber (KL) divergence is denoted as D KL (p||q). For 0 ≤ ǫ ≤ 1, Bern(ǫ) stands for the Bernoulli distribution with P(x = 1) = ǫ. Also, to simplify the expressions, we use the notation λ k throughout the paper, given by
GivenÎ (k−1) , the residual vector for the k-th iteration is defined as
With the above definition, we have:
, the lower-bound on the objective function of B-MAP detection is derived as
where
, the constant C 1 , which does not depend on i k , is given in (33), α j = 1 for j ∈ I and α j = λ k , otherwise, and the components of R (i k ) are given as
Proof: The proof is provided in Section III-A.
Under the maximization in (14), we only need to consider the terms associated with i k in (17) as the other constant terms with respect to i k do not impact on the maximization. Based on this, we can further simplify the lower-bound on (17) as follows:
Corollary 1: For any i k / ∈Î (k−1) , the lower-bound in (17) can be rewritten as
for some constant C 2 with respect to j and
Proof: The proof is provided in Section III-B.
Note that the lower-bound in (19) is referred to as B-MAP proxy, which will be used as an alternative of OMP proxy [9] and MAP-ratio proxy [23] . The proposed greedy algorithm, based on B-MAP proxy, is described in Algorithm 1. In Section VI, it will be shown that the propose B-MAP proxy can provide a significant gain compared to the existing ones.
A. Proof of Theorem 1
This section provides the proof of Theorem 1. Without loss of generality, we focus on the k-th iteration by assuming that the indices chosen during the pervious k − 1 iterations are belong to the true support (i.e.,Î (k−1) = {î 1 , ...,î k−1 } ⊂ S(x). Following the notation in the statement of Theorem 1, we also let I =Î (k−1) ∪ {i k }. With these notations, we can have:
where p s and f y|s denote the joint PMF and conditional PDF, respectively, Ω I is defined in (5) , and the constant term D 1 is equal to D 1 = log P(Î (k−1) ⊂ S(x)|y, A). Before deriving the lower-bound on (20) , we first provide the useful definition which will be used for this proof.
Definition 2: Given I =Î ∪ {i k }, we define a length-N auxiliary random vector t which can take values from Ω I uniformly. Namely, t is a binary random vector with sparsitylevel K. We can easily see that each component of t follows a Bernoulli random variable such as
Here, for consistency, we used the notation of Bern(1) to indicate the constant value 1.
To avoid the confusion, we remark that in the rest of this section, s, x, y, and t represent random vectors and u is used to represent a constant vector. From Definition 2, (20) can be rewritten as
A priori
where (a) follows the Jensen's inequality due to the concavity of log function and D 2 = log 1/|Ω I |. In the following subsubsections, we will derive the closed-form expressions for the above two parts, which will complete the proof.
1) A priori part:
We derive a closed-form expression for a priori part in (22) by approximating the joint probability of s such as
for u j ∈ {0, 1}, where P(s j = 1) = p j . Then, we have:
where I A denotes an indicator function with I A = 1 if an event A occurs, and I A = 0, otherwise. Since t j is a Bernoulli random variable as in (21), we have: (25) where H 2 and D KL (·||·) denote the binary entropy function and KL divergence, respectively. Plugging (25) into (24), we have:
). This proves the first part (i.e., a priori part) of Theorem 1.
2) Likelihood part: From the measurement model in (10) and (11), we first have:
Here, each term in the summation is given as
. Focusing only on the interesting terms associated with i k , we can obtain:
where the constant term D 4 is given as
From Definition 2, we can easily compute the above expectations such as
Similarly, from Definition 2, we can get
where the (i, j)th component of R (i k ) is obtained as
Finally, from (26) and (28), we obtain the following lowerbound:
where the constant term with respect to i k is given as
This completes the proof of Theorem 1.
B. Proof of Corollary 1
For the ease of expression, we define the following positive semidefinite matrix:
and also define the lower-bound in (17) as h L (j) for j / ∈ I (k−1) . Then, for any i, j / ∈Î (k−1) , we have the difference of lower-bounds as
We next consider the computation of the following term:
It is noticeable that due to the similarity of R (j) and R (i) , their difference R (j) − R (i) is very sparse, i.e., it only has the non-zero components at the i-th column and rows, and jth columns and rows. This sparsity makes it easy to compute the diagonal components of R (accordingly, tr(R)). Letting ζ k = (λ k − λ k λ k+1 ), we obtain the diagonal components of R such as
From (38), (39), and (40), we have:
Since B is a symmetric matrix, we have that 
where (a) is due to the fact that B ℓ,ℓ = a ℓ 2 2 and B(:, j)−B(: , i) = (A |Î (k−1) ) T (a j − a i ). From (36) and (42), we obtain
where (35) and (43), we obtain the lower-bound, which only includes the terms associated with j, such as
for some constant C 2 . This completes the proof of Corollary 1.
IV. ASYMPTOTIC ANALYSIS FOR EXACT SUPPORT RECOVER
In this section, we perform an asymptotic analysis for the exact support recover of the proposed greedy algorithm (see Algorithm 1) . It is assumed that x is a binary sparse signal (e.g., β = 1) as the impact of magnitude β can be completely captured by the noise variance σ 2 . For the analysis, we first derive a lower-bound on the success probability that a true support is successfully recovered by the proposed greedy algorithm. Based on this, we identify a scaling law on the required number of measurements for the perfect recovery especially when N and K go to infinity with lim N →∞ K N = δ K for some 0 < δ K < 1. We first provide the technical lemma for the proof of our main result. 
which implies that v T v = 1 with probability 1. Then, for some constant vector u, we can obtain the following conditional expectation and variance:
where (a) is due to the fact that the realization of v T v is equal to 1 with probability 1. Using (46) and (47), we have:
which implies that a T ℓ v is a Gaussian random variable with zero mean and variance 1/M . This completes the proof.
Definition 3: We define the signal-to-noise ratio (SNR) by
For the asymptotic analysis, it is assumed that
for some strictly positive δ SNR > 0. Namely, the power of a sparse signal is not disappeared compared to the noise power in the large system limit.
The following theorem states the scaling law on the required measurements.
Theorem 2: Suppose that all the components of a measurement matrix A follow i.i.d. Gaussian distributions with zero mean and variance 1 M . Then, the proposed greedy algorithm can perfectly recover a K-sparse binary signal with M noisy measurements within K number of iterations, provided that the number of measurements scales as
where N and K go to infinity with lim N →∞ K N = δ K for some strictly positive δ K .
Proof: Assuming thatÎ (k−1) ⊂ S (i.e., (k − 1) indices are successfully recovered), we focus on the k-th iteration of the proposed greedy algorithm. For any two indices i ∈ S(x)\ I (k−1) and j / ∈ S(x), the corresponding B-MAP proxies are given as
We notice that γ (k) i and γ (k) j are random variables as functions of an additive noise z, a random measurement matrix A, and support S(x). Based on this, we will derive the following error probability:
From (51) and (52), we have:
where the so-called effective noisez i,j is given as
where v = ai−aj ai−aj 2 . Clearly, we have E[z i,j ] = 0 and using the fact that a T ℓ v ∼ N (0, 1/M ) from Lemma 1, we have:
From (54) and (55), the conditional error probability is obtained as
where Q(·) denotes the well-known Q-function and the last inequality follows the Chernoff bound of Q-function (i.e., Q(x) ≤ e −x 2 /2 ). Finally, we have:
where (a) is due to the convexity of the exponential function and E a i − a j 2 2 = 2. We are now ready to derive the success probability that the proposed greedy algorithm recovers the support perfectly. Let E k denote the event that the k-th estimated support is belong to the true support set. Then, the success probability is computed as
The lower-bound on P(E k |E 1 , ..., E k−1 ) can be computed as
where (a) is from the upper-bound of the error-probability in (57). From (58) and (59), we derive the lower-bound for the success probability as
where we used the fact that
and K = δ K N for some 0 < δ K < 1, we can further simplify the lower bound as
(62) From this, it is shown that lim N →∞ P s = 1 as follows:
where (a) follows the L'Hospital's rule. From the facts that N > M > 2K (the condition for a unique sparse solution) and accordingly, ln(K(N − K)) = ln(N − K) + ln(K) ≤ 2 ln(N − K), we can see that a K-sparse binary signal is perfectly recovered within K number of iterations, provided that the number of measurements scales with 8(M σ 2 + K − 1) ln(N − K). Therefore, the scaling law of the required number of measurements becomes
since in the large system limit, it is assumed that M σ 2 → K/δ SNR . This completes the proof.
V. EXTENSIONS OF THE PROPOSED B-MAP PROXY
We first extend the proposed B-MAP proxy for a more general sparse signal with random non-zero values and then combine the proposed method with some advanced greedy algorithms.
A. B-MAP proxy: Random non-zero values
In Section III, we have proposed a novel greedy algorithm based on B-MAP proxy, with the assumption of a constantvalue sparse signal (e.g., binary sparse signal). In some applications, however, the values of non-zero components of a sparse signal can be an arbitrary value. In this section, we extend the proposed B-MAP proxy for the case that x i is drawn from a continuous PDF f xi . Also, it is assumed that f xi 's are known as a priori information.
For some fixed values x j = β j for j ∈ [N ], we can obtain the following B-MAP proxy from (19) by simply replacing the common constant β with the associated constant values β j :
The major difference from the previous constant-value case is that the actual realizations of random variables x i 's are not known. Suppose that x ⋆ i denotes the actual realization of x i for i ∈ S(x) where S(x) represents the true support. Assuming thatT (k−1) ⊂ S and the corresponding values are completely recovered, the residual vector can be represented as
Plugging (65) into (64), we can define the metrics according to the following two difference cases: Case 1: For j ∈ S(x) \T (k−1) , B-MAP proxy in (64) can be represented as
wherez 1,j includes all the rest of terms. (
wherez 0,j includes all the rest of terms. For the special case of β i = β for i ∈ S (i.e., a constant sparse signal), the above two metrics can be simplified as
is positive with high-probability for j ∈ S(x), while it is negative with high probability for j / ∈ S(x). This is the fundamental principle of the proposed B-MAP proxy for the case of a constant-value sparse signal. Going back to the case of a general sparse signal, we should carefully choose β j at least such that
This is required to ensure the correctness of γ (k) j with high probability. Since we do not know the actual realization x ⋆ j , we can accomplish it in a probability sense. Specifically, β j should be chosen such that
for some arbitrary small δ > 0. If x j is a continuous random variable which can take both positive and negative values, it is not available to find such constant β j . In other words, we require at least two candidates with different signs. For this reason, we consider two different cases in the below. We first assume that x j is the so-called one-sided random variable, i.e., it can take only either negative or positive value with high probability. Without loss of generality, it is assumed that P(x j > 0) ≥ 1 − δ 1 for an arbitrary small δ 1 > 0. In this case, we can satisfy the condition in (71) with a positive β j alone. Due to the identicalness of x j , we can let β j = β for all j ∈ [N ]. Thus, we can determine the β ⋆ by taking the solution of
In the above, we try to choose β ⋆ j as close to the mean as possible among all possible values that satisfies the condition in (71). Assuming x j 's are i.i.d. random variables, B-MAP proxy can be defined as
where β ⋆ is given in (72), and
In this case, usingÎ (k−1) and B-MAP proxy, the k-th support index is determined aŝ
Example 1: For example, x j ∼ unif[a, b] for some nonnegative a < b. In this case, we can choose
where we used δ = 0.001 for simulations. We next consider a Gaussian random variable as x j ∼ N (m X , σ 2 X ). From the fact that Q(−3.0) ≈ 0.999, we obtain:
for δ = 0.001. Since β ⋆ should be positive, he variance should satisfy the σ X < mx 3.1 for a given mean m X .
Next, we consider a more general case that x j is an arbitrary continuous random variable. As mentioned before, it is not available to choose a constant value β j that satisfies the condition in (70). This is because unknown realization x ⋆ j can be either positive or negative. We thus consider the following two hypothesis according to the sign of x ⋆ j : • For x ⋆ j > 0, the condition holds by choosing
• Likewise, for x ⋆ j < 0, the condition holds by choosing
Then, we choose β ⋆ = min{|β ⋆ + |, |β ⋆ − |}, which can satisfy the condition in (70) simultaneously. With this, we can define B-MAP proxy as
As before, the proposed greedy algorithm is defined aŝ 
• Update the residual vector: r (k+1) = y − AÎ (k) xÎ (k) . ♦ The B-MAP proxy is defined in (73) and (79) for one-sided and both-sided sparse signals, respectively. ♦ This algorithm encompasses Algorithm 1 with β ⋆ = β (i.e., the fixed signal value).
B. Advanced Greedy Algorithms
We introduce advanced greedy algorithms based on the proposed B-MAP proxy. Specifically, we construct B-CoSaMP and B-SP by following the basic frameworks of CoSaMP [15] and SP [16] , respectively, having B-MAP proxy instead of OMP proxy.
1) B-CoSaMP: CoSaMP is an efficient iterative recovery algorithm which can ensure the same performance guarantees as the best optimization-based approach (e.g., ℓ 1minimization) with lower computational complexity [15] . Differently from OMP, it identifies the L = 2K largest indices based on OMP proxy for each iteration among all the possible N candidate indices. After merging the previously chosen indices, least-square (LS) estimation is performed to estimate a sparse signal and then, from which the support indices are updated. As usual, these procedures are repeated until a stopping criterion is satisfied. In [23] , MAP-CoSaMP was proposed by replacing OMP proxy with MAP-ratio proxy. Leveraging the proposed B-MAP proxy in (73), we propose B-CoSaMP where the detailed algorithm is provided in Algorithm 3. It is noticeable that differently from the existing ones in [15] , [23] • Select the K largest indices using B-MAP proxy:
• Update the residual vector:
♦ The B-MAP proxy is defined in (73) and (79) for one-sided and both-sided sparse signals, respectively.
2) B-SP:
In [16] , another iterative recovery algorithm, named SP, was proposed. This method almost follows the basic structures of CoSaMP but it has the additional leastsquare estimation for each iteration, in order to improve the accuracy of an estimated sparse signal. As before, MAP-SP was proposed in [23] by replacing proxy function. Likewise, we propose B-SP by using the proposed B-MAP proxy in (73). The detailed algorithm is described in Algorithm 4. Note that all the SP-based methods choose the L = K differently from CoSaMP-based methods. These methods have the same computational complexity as O(M N K). • Select the K largest indices using B-MAP proxy: 
VI. NUMERICAL RESULTS
In this section, we provide the simulation results to demonstrate the superiorities of the proposed (advanced) greedy algorithms. The construction probability is used as performance metric and OMP and MAP-OMP based algorithms are used as benchmark methods. If not mentioned explicitly, a priori probability is assumed to be uniform, i.e., there is no a priori knowledge. Note that in this case, the a priori part (i.e., the first term in (73) is ignored and the likelihood part (i.e., the second term in (73) Bernoulli random variable having either 0 or 1 with equal probability. Binary sparse signal: We examine the proposed B-MAP detection (in Algorithm 1), assuming a binary sparse signal.
Here, each component of x can be a support index with probability 0.5 under the constraint of the sparsity-level K. Fig. 1 shows the reconstruction probabilities of B-MAP, OMP, and MAP-OMP for the above four types of measurement matrices. Since MAP-OMP is constructed with the assumption of Gaussian matrix above [23] , it performs poor with the other measurement matrices. Even for Gaussian matrix, the proposed method can outperform MAP-OMP as well as OMP. More importantly, the proposed method can yield more uniform performance guarantees for various measurement matrices. In Fig. 2 , we we verify that the proposed method can indeed improve the reconstruction performance by exploiting a priori information, while the other methods cannot use it. In this simulation, it is assumed that some of K components have a priori probability of 0.55 and the others have 0.5. Gaussian matrix is also assumed. This result shows that if acquiring a priori knowledge on a sparse signal, the proposed can significantly improve the reconstruction probability by exploiting it appropriately.
Random sparse signal: We now consider the performances of the proposed (advanced) greedy algorithms for a more practical scenario in which non-zero components of a sparse signal are not a constant (e.g., binary) but are uniformly distributed between 0.5 and 1.5 (i.e., x i ∼ Unif[0.5, 1.5]). The corresponding reconstruction probabilities are provided in Figs. 3 and 4 for Gaussian and uniform matrices, respectively. As in the binary sparse signal, the proposed B-MAP detection yields a significant gain compared with the existing methods as OMP and MAP-OMP. It seems that OMP can provide a good performance only when the components of a measurement matrix can both positive and negative (e.g., Gaussian and uniform II matrices). Regarding the advanced algorithms, the proposed B-CoSaMP and B-SP achieve higher reconstruction probabilities than their counterparts as CoSaMP and MAP-CoSaMP, and SP and MAP-SP, respectively. This verifies that the proposed B-MAP proxy is better to identify support indices than the correlation-magnitude proxy and MAP-ratio proxy. If not included in the paper, we confirmed that for the other measurement matrices, the proposed greedy algorithms yield a better performance than the corresponding counterparts and the gap is usually higher than that of Gaussian matrix. From the above simulations, we can see that the proposed B-MAP proxy can be better alternative of the existing correlationmagnitude proxy in [9] and MAP-ratio proxy [23] . Therefore, we expect that the proposed proxy can enhance the other advanced greedy algorithms as generalized OMP [17] and multipath matching pursuit [25] .
VII. CONCLUSION
We proposed a novel greedy algorithm based on bit-wise maximum a posteriori (B-MAP) detection for a sparse recov- ery problem. This method performs an optimal detection for each greedy iteration, provided that all the detected indices in the previous iterations are correct. Furthermore, we considerably reduced the complexity of B-MAP detection by deriving a good proxy (named B-MAP proxy) on the optimization metric. It is remarkable that the proposed B-MAP proxy has the same computational complexity with the popular OMP proxy, only requiring vector correlations. We proposed advanced greedy algorithms, referred to as B-CoSaMP and B-SP, by simply replacing OMP-proxy with B-MAP proxy. Via simulations, we demonstrated that the proposed greedy algorithms yielded non-trivial gains compared with the counterpart methods based on OMP proxy and MAP-ratio proxy. Therefore, the proposed B-MAP proxy would a better alternative of the existing proxies. One interesting future work is to analyze the proposed advanced greedy algorithms asymptotically, in order to derive their scaling-laws. Another interesting future work is to develop novel advanced greedy algorithms by leveraging the idea of advanced tree-search algorithms as list, stack, and Fano decodings.
