ABSTRACT
INTRODUCTION
A common technique for saving energy in wireless sensor networks is to periodically put each radio into a sleep mode, since listening to idle channels consumes considerable processing and transceiver power [l]. The lifetime of such networks is primarily a function of the duty cycle of the nodes, and networks whose nodes are in a sleep state for a higher percentage of time will last longer. Several protocols have been recently proposed for sensor networks with sleeping nodes. A complete survey is outside the scope of this paper, but the interested reader is referred to [2] and the references therein. Such protocols can behave in one of two ways: (1) Nodes awaken according to a deterministic rendezvous schedule, and (2) Nodes cycle on-and-off at random. This paper focuses on the second type of protocol, as it lends itself to simpler implementation by allowing each node to autonomously set its own sleep schedule and allows for accurate analysis through the application of probability theory.
If nodes know their own position and messages are addressed by location, rather than by MAC address, then this geographic information could guide the routing mechanism. A recent protocol that uses this concept is Geographic Random Forwarding (GeRaF) [Z]. With GeRal?, the message is broadcast to a11 nodes within range and the one node that both decodes the message and is closest to the destination is the for determining (in a distributed fashion) which node should serve a s the relay. GeRaF has the benefit of not requiring a route to be established prior to transmission, obviating the need for routing tables. Furthermore, it takes advantage of the spatial diversity in the network due to the presence of multiple nodes. In environments with fading and interference, tllis distributed spatial diversity could alIow dramatic improvements in performance if properly exploited, i.e. by implementing cooperutzve diversity [3] .
While GeRaF is effective, it tends to require a dense distribution of active nodes. If no node i s within range of the source, GeRaF waits until the sleep state changes and then starts over again in the hopes that a node within range has awakened. If the density of active nodes is insufficient, the source may need to retransmit several times before there is any forward progress. However, there may be active nodes just out of the source's range that could be used. While these nodes are too far away to successfully decode the initial source transmission, they might be able to decode after the second (or later) transmission if they combine all the information they have received. This is the underlying concept behind hybrid-ARQ [4, 51. With (type-11) hybrid-ARQ, each node will combine all received transmissions prior to decading a particular message. Information can be combined in one of two ways: (1) The message is repeated by the source (repetition-coding); the receiver diversity-combines the repeated transmissions, (2) The source encodes the message by a low rate code and through rate-compatible puncturing a distinct portion of the codeword is transmitted each time (incremental-redundancy); the receiver code-combines the received code fragments [4] . With diversity-combining the receiver sees a channel with a higher effective SNR, while with code-combining it receives a code with a lower effective rate. Because the capacity of code-combining is always at least as good as the capacity of diversity-combining [4] , that will be the focus of the remainder of this discussion.
By using hybrid-ARQ, performance can be improved by allowing nodes just outside of the source's range to keep previously transmitted packets to be combined with retransmissions. In an AWGN channel and in the absence of interference, all nodes within radius R I can be reached during the initial transmission. If there are no geographically advantaged nodes (i.e. nodes that provide positive forward progress) within this range, the source must transmit again. Nodes within the coverage circle successfully decode the initial transmission, while those outside the circle do not. This model assumes an AWGIV channel with exponential pathloss and capacity-approaching channel coding (e.g. turbo or LDPC codes) but neglects the influence of interference and fading. For a discussion of the impact of block fading, the reader is referred to [7] .
Once a node has a message to transmit, it will send a request-to-send (RTS) packet at the beginning of the next NCI to detect if there is a potential relay nearby. A node is said to be geogruphzcdy advantaged if it is closer to the destination than the source is, and only geographically advantaged nodes may serve as a relay. If there is no such relay to be found, the source will send another RTS packet in the next NCI. Hopefully, through random node activity, a potential relay will appear and respond with a clear-to-send (CTS) packet indicating that it is ready to receive the subsequent data packet. If multiple potential relays respond with CTS packets, the source will use a contention scheme to choose a particular relay (ideally, the most geographically advantaged).
HARBINGER
With GeRaF if the active node density is fairly low (due to low duty cycle nodes), it is highly probably that the source will need to attempt transmission of the same message in the next NCI, which greatly increases delay. To overcome this drawback, HARBINGER incorporates hybrid Automatic Repeat reQuest (ARQ) into GeRaF. With hybrid-ARQ, distant nodes outside of the source's first attempt transmission range accumulate additional information after each retransmission until they are eventually able to decode. Equivalently, the coverage circle increases after each transmission (since the effective code rate decreases). In HARBINGER, the source will first encode the message with a low rate mother code.
The mother codeword is then partitioned into &I data packets, where each packet is a distinct portion of the low rate mother code (achieved through rate compatible puncturing 151 A particular node that decides to receive packets will keep every packet received so that old information may be combined with fresh information gained after each new ARQ transmission. Eventually this node will be able to decode the message, although it is possible that some other node decodes it first. If multiple nodes successfully decode the message after the same packet transmission, then a contention scheme similar to that in GeRaF could be used to choose the single relay that is most geographically advantaged. Once a specific relay is chosen, all the active nodes within the coverage area will flush their old memory (discard previously received packets) for the new message. While message flushing results in a simple protocol and tractable analysis, more sophisticated protocols can be developed that don't flush their memory and therefore experience a cooperative diversity effect [3, 71.
MATHEMATICAL FRAMEWORK
Let the effective coverage radius after the mth transmission be R,. Under the assumption of capacity-approaching channe1 coding, exponential path loss, and AWGN, this radius can be found by first finding the channel capacity aker the mth transmission:
where & is the transmit signal to noise ratio, p the path loss coefficient, KO the signal propagation coefficient, d, the propagation distance. 
PERFORMANCE ANALYSIS
In this section, we characterize the message delay and energy efficiency of both GeRaF and Slow-HARBINGER under the same mathematical framework. As we assume that data packets consume much more energy than signaling packets, the energy analysis is equivalent to finding the average number of data packet transmissions per message. and ~2 separated by a distance of D.
probability w ( j , k ) to denote the joint probability, is an integer multiple of the NCI duration , for the remainder of the paper we normalize the delay with respect to 7. Accordingly, the upper bound n l ( j ) and lower bound nz(j) on delay become
with initial condition nl(j) = nz(j) = 1 for j = 1, . . . , v. 
where w ( j , k, m ) denotes the joint probability of message progress from location j/v to A,-k+l with exactly m data packet transmissions. In particular,
In addition wo(j) = Pr {na1Xi}. Now consider A4 > 1. When j > R M V , the destination is outside coverage area OM. When k = RP-lu + 1,. . ,,&U, the corresponding message progress probability w ( j , k) is
where w ( j , k) could be further decomposed into k=1 m=l
SLOW-HARBINGER B
Unlike Slow-HARBINGER A, Slow-HARBINGER B intends to minimize the data packet transmissions per NCI, thus it will increase the message delay. In particular, Slow-HARBINGER B picks the relay node that is reachable with a minimum number of ARQ retransmissions. Consider M = 2. The progress probability w(j, k) is as given by (14) where
In addition w~( j ) = Pr (n;=?=lXi).
its corresponding probability w(j, k) is found its On the other hand, when j = JLp-lv 4-1,. . . , RPu, the destination is within partition <p, thus is reachable with at most p data packets. In particular, wo(j) = 0, and
Correspondingly, the upper and lower bounds of average deIay as well as average data packets could be calculated recursively with initial condition n l ( j ) = nz(j) = 1 when j = 1,. . . , U , e l ( j ) = e n ( j ) = 1 when j = l , , . . , v.
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NUMERICAL RESULTS
The upper and lower bounds of message delay in HARBINGER are plotted in Fig. 2 and Fig. 3 for Slow-HARBINGER A, and Slow-HARBINGER B respectively. The bounds are calculated for M = 2,12. The delay performance of G e h F is also included ( M = 1) as comparison. In both figures, the message delay is normalized by the corresponding network (topology). coherence time T . The block code rate is T = 1 and the number of intervals per unit distance is U = 50. If we change the code rate T , the radius { Ri} of coverage circles change accordingly which will affect the delay performance. As observed in both figures, the upper and lower bounds are quite close to each other indicating the tightness of both bounds. As the interval l / v becomes smaller, the bounds will become more accurate and vice versa. In Fig 2, we observe that Slow-HARBINGER A significantly reduces the message delay as M increases. The result is rather intuitive. With hybrid ARQ the source/destination separation is effectively reduced by a factor of RM due to progressive coverage expansion. It further increases the population of active nodes within the coverage region. In particular, as active node density p -+ 03, the message delay will asymptotically converge to L D + 11, where D is the source/destination separation. Note in Fig.  3 , Slow-HARBINGER B has different delay characteristics. In particular, in a dense network, both GeRaF and Slow-HARBINGER B will asymptotically converge to a message delay of {D f 11 as node density p + 00. The performance difference between Slow-HARBINGER A and Slow-HARBINGER B in dense networks is primarily due to their different relay selection criterion. More specifically, Slow-HARBINGER A picks the relay closest to the destination while Slow-HARBINGER B picks the relay requiring minimum ARQ retransmissions.
An interesting phenomenon we observed in Fig3 is that ay the rate constraint gets fairly large, i.e. M = 12, the delay performance is not a monotonically decreasing function of node density. In particular, at low density, the message delay actually decreases with the node density. This observation is counter-intuitive. To explain this phenomenon, we calculate and plot the average message progress Awg(j) per NCI under different node density in Fig. 4 , where w ( j , k ) as a function of node density could be calculated through (20) . Notice that in Fig. 4 the message progress is actually larger in networks with lower density, indicating that nodes closer to the destination are more likely to be chosen as relay in low density network. Therefore, its corresponding message delay becomes smeller as shown in Fig.  3 .
The delay performance of HARBINGER indicates that with hybrid-ARQ, nodes are allowed to remain in a sleep state for a relatively longer percentage of time than GeRaF (for the same total node density) while still able to achieve the same delay performance as GeRaF. Alternative, with the same duty cycle of network devices, HARBINGER could significantly reduce the message delay.
The energy efficiency analysis of HARBINGER is highly dependent on the ratio of energy consumed by signalling packets to the energy consumed by data packets. As mentioned earlier, if we assume that data packets take up a majority of energy dissipation and ideally ignore the energy dissipation of signalhg packets, the energy dissipation is proportional to the average number of data packet transmissions per message. Due to the proximity of both bounds, we only plot the Iower bound of data packet transmissions per message for Slow-HARBINGER and Fast-HARBINGER in Fig. 5 and Fig. 6 . We observe that in both figures, GeRaF actually has the best energy efficiency. HARBINGER consumes more energy than GeRaF primarily due to its relatively aggressive packet transmission strategy, non-linear coverage expansion behavior and more importantly, memory flushing mechanism. Further notice that unlike the message delay which decreases as the rate constraint increases, the energy consumption of HARBINGER actually increases along with M . In particular, with Slow-HARBINGER A the energy dissipation increases significantly as M increases in both dense and sparse networks. Unlike Slow-HARBINGER A, although the energy efficiency of Slow-HARBINGER 3 is worse than GeRaF in low density networks, it converges to GeRaF in high density networks. In fact, as p + 00, Slow-HARBINGER B asymptotically requires lD+ 11 data packet transmissions for each message.
Altogether we investigated two different network setups where the source and destination are separated by distances of 10 and 20. We observe that both message delay and average data packets per message are almost linearly proportional to the separation distance. Further note that the above bounds are derived under the assumption of memory flushing (after each successful message transmission) which significantly reduces the relaying gain in the protocol. Therefore, in practice, without memory flushing, HARBINGER should perform much better in the Sense of both message delay and energy efficiency (see [7] ). Finally, we need to point out that each version of Slow-HARBINGER could be most suitable for different sensor network applications. Increasing the rate constraint does not necessarily improve the performance of HARBINGER: Rather HARBINGER with a small rate constraint, i.e. M = 2,3, is appropriate for.
network implementation, since under small rate constraints HARBINGER could dramatically decrease the message delay without a significant increase in the energy dissipation.
CONCLUSIONS
HARBINGER is an effective cross-layer protocol for ad hoc networks that combines Geographic Random Forwarding with hybrid-ARQ. The analysis presented in this paper generalizes GeRaF, which corresponds to the specific case that M = 1. HARBINGER is especially beneficial over GeRaF in lower density networks when Hybrid-ARQ is applied with small rate constraint, indicating that a smaller duty-cycIe sleep schedule could be used for network devices with HARBINGER, thereby increasing the useful lifetime of sensor networks. Alternatively, for the same sleep schedule, HARBINGER allows reduced end-teend delay compared to GeRaF.
