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Abstract :
In 2001, S. Barannikov showed that the Frobenius manifold coming from the quantum
cohomology of the complex projective space of dimension n is isomorphic to the
Frobenius manifold associated to the Laurent polynomial x1+ . . .+ xn+1/x1 . . . xn.
The purpose of this thesis is to generalize this result. More precisely, given some
positive integers w0, . . . , wn, we show, up to a conjecture on the value of some orbifold
Gromov-Witten invariants, that the Frobenius structure obtained on the orbifold
quantum cohomology of the weighted projective spaces with weights w0, . . . , wn is
isomorphic to the one obtained from the Laurent polynomial f(u0, . . . , un) := u0 +
. . .+ un restricted to U := {(u0, . . . , un) ∈ Cn+1 |
∏
i u
wi
i = 1}.
Re´sume´ :
En 2001, S. Barannikov a montre´ que la varie´te´ de Frobenius provenant de la coho-
mologie quantique de l’espace projectif complexe de dimension n est isomorphe a` la
varie´te´ de Frobenius associe´e au polynoˆme de Laurent x1 + . . .+ xn + 1/x1 . . . xn.
L’objectif de cette the`se est de ge´ne´raliser ce re´sultat. Plus pre´cise´ment, e´tant
des entiers strictement positifs w0, . . . , wn, nous montrons, modulo une conjecture
sur la valeur de certains invariants de Gromov-Witten orbifold, que la structure
de Frobenius obtenue sur la cohomologie quantique orbifolde de l’espace projectif de
poids w0, . . . , wn est isomorphe a` celle obtenue a` partir du polynoˆme f(u0, . . . , un) :=
u0 + . . .+ un restreint a` U := {(u0, . . . , un) ∈ Cn+1 |
∏
i u
wi
i = 1}.
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CHAPITRE I
Introduction
I.1. Historique du proble`me
En 1991, B.Dubrovin a de´fini la structure de Frobenius sur une varie´te´ com-
plexe pour axiomatiser une partie de la riche structure mathe´matique de la the´orie
topologique des champs (cf. introduction de [Dub96]). Il s’est inspire´ des travaux
des quatre physiciens E.Witten [Wit90], R.Dijkgraaf, E. Verlinde et H.Verlinde
[DVV91]. Les varie´te´s de Frobenius sont des varie´te´s complexes munies d’une forme
biline´aire non de´ge´ne´re´e plate et d’un produit sur le fibre´ tangent complexe qui sat-
isfont certaines conditions de compatibilite´. Elles posse`dent aussi un potentiel qui
satisfait le syste`me d’e´quations aux de´rive´es partielles WDVV du nom des quatre
physiciens cite´s plus haut. B.Dubrovin a montre´ qu’une varie´te´ de Frobenius semi-
simple est de´termine´e par des « conditions initiales » en un point. Ces varie´te´s ont
une structure assez riche et elles apparaissent naturellement dans diffe´rents domaines
des mathe´matiques : notamment en the´orie des singularite´s et en cohomologie quan-
tique.
La cohomologie quantique, de´couverte par les physiciens E.Witten, R.Dijkgraaf
et C.Vafa dans la the´orie des mode`les sigma, a e´te´ axiomatise´e en ge´ome´trie
alge´brique par M.Kontsevich et Y.Manin en 1994. En 1995, Y. Ruan et G.Tian ont
donne´ une version de la cohomologie quantique en ge´ome´trie symplectique.
Dans ces deux approches toute la difficulte´ re´side dans la de´finition des invariants
de Gromov-Witten. Ces invariants « comptent » le nombre de courbes de genre et
de degre´ fixe´ qui ve´rifient certaines conditions d’incidence dans une varie´te´ compacte
(symplectique ou projective). Si l’on ne conside`re que les invariants de Gromov-
Witten qui comptent les courbes de genre 0 alors on obtient la cohomologie quantique
et elle est naturellement munie d’une structure de varie´te´ de Frobenius. Son potentiel,
appele´ potentiel de Gromov-Witten, est la se´rie ge´ne´ratrice forme´e par ces invariants
de Gromov-Witten. La forme biline´aire non de´ge´ne´re´e plate est donne´e par la dualite´
de Poincare´ et le produit, qui est une de´formation du cup produit, est de´fini a` l’aide
du potentiel de Gromov-Witten et la dualite´ de Poincare´.
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Une autre source d’exemples de varie´te´ de Frobenius vient de la the´orie des
singularite´s. Dans les anne´es soixante-dix et quatre-vingt, K. Saito a e´tudie´ les
de´ploiements universels des singularite´s isole´es d’hypersurfaces. En 1983, K. Saito a
introduit la notion de structure plate, et a conjecture´ qu’une telle structure existe
de manie`re naturelle sur la base du de´ploiement universel d’une singularite´ isole´e
d’hypersurface. Cette conjecture a e´te´ montre´e par M. Saito en 1983. Par ailleurs,
la notion de structure plate s’est re´ve´le´e eˆtre identique a` la notion de structure de
Frobenius, conside´re´e plus tard par B. Dubrovin.
La syme´trie miroir peut se formuler en termes d’isomorphisme entre les varie´te´s
de Frobenius provenant de la cohomologie quantique (coˆte´ A) et celle provenant de
la the´orie des singularite´s (coˆte´ B).
Inspire´ par un article de A.Givental [Giv95], S. Barannikov a montre´ en 2000
dans l’article [Bar00] que la varie´te´ de Frobenius provenant de la cohomologie quan-
tique des espaces projectifs complexes est isomorphe a` une varie´te´ de Frobenius
naturelle sur la base du de´ploiement universel du polynoˆme de Laurent x1 + · · · +
xn + 1/x1 . . . xn.
L’objectif de cette the`se est de ge´ne´raliser ce re´sultat aux espaces projectifs a`
poids. Pour cela, nous utilisons la the´orie des orbifolds et les constructions qui s’y
rattachent. Dans les articles [CR04] et [CR02], W.Chen et Y.Ruan de´finissent l’an-
neau de cohomologie orbifolde via les invariants de Gromov-Witten orbifolds. Le cup
produit orbifold est de´fini comme la partie de degre´ ze´ro du produit quantique orb-
ifold et il se calcule via la classe d’Euler d’un fibre´ obstruction. Le produit quantique
orbifold est de´fini par le potentiel de Gromov-Witten. Ainsi, comme dans le cas des
varie´te´s, la cohomologie quantique orbifolde est naturellement munie d’une structure
de Frobenius.
D’un autre coˆte´, A. Douai et C. Sabbah (cf. [DS03]) ont explique´ comment con-
struire une varie´te´ de Frobenius canonique sur la base d’un de´ploiement universel de
tout polynoˆme de Laurent commode et non de´ge´ne´re´ par rapport a` son polye`dre de
Newton. En particulier, dans l’article [DS04], les auteurs ont mis cette construction
en pratique sur le polynoˆme w0u0 + · · · + wnun restreint a` U := {(u0, . . . , un) ∈
Cn+1 | ∏i uwii = 1} ou` w0, . . . , wn sont des entiers strictement positifs et premiers
entre eux. Les travaux de A.Douai et C. Sabbah ou ceux de S. Barannikov portent
sur le polynoˆme de Laurent lui-meˆme et non sur une e´tude locale de ses singularite´s.
Dans cette the`se, nous comparons les structures de Frobenius, dont l’existence
est assure´e par les re´sultats ge´ne´raux rappele´s ci-dessus, obtenues sur la cohomologie
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quantique orbifolde des espaces projectifs a` poids P(w0, . . . , wn) (coˆte´ A) et celles
obtenues a` partir du polynoˆme f(u0, . . . , un) := u0+ · · ·+ un restreint a` U (coˆte´ B).
Nous de´montrons d’abord une correspondance entre « les limites classiques ».
Pour expliquer cela, introduisons quelques notations. Pour le coˆte´ A, nous notons
H2⋆orb(P(w0, . . . , wn),C) la cohomologie orbifolde de P(w0, . . . , wn), ∪ le cup produit
orbifold et 〈·, ·〉 la dualite´ de Poincare´ orbifolde. Pour le coˆte´ B, nous conside´rons
l’espace vectoriel Ωn(U)/df ∧ Ωn−1(U). Il est naturellement muni d’une filtration
croissante, appele´e filtration de Newton et note´e N•, et d’une forme biline´aire non
de´ge´ne´re´e. Le choix d’une forme volume sur U nous permet de de´finir un produit sur
cet espace vectoriel. Comme le produit et la forme biline´aire non de´ge´ne´re´e respectent
la filtration de Newton, nous avons un produit, note´ ∪, et une forme biline´aire non
de´ge´ne´re´e, note´e [[g]], sur le gradue´ de Ωn(U)/df ∧Ωn−1(U) par rapport a` la filtration
de Newton. Le the´ore`me suivant est de´montre´ au paragraphe VII.1.
The´ore`me I.1.1 (Correspondance classique). On a un isomorphisme d’alge`bres
de Frobenius gradue´es entre (
H2⋆orb(P(w),C),∪, 〈·, ·〉
)
et (
grN⋆
(
Ωn(U)/df ∧ Ωn−1(U)) ,∪, [[g]](·, ·)) .
Signalons que dans un contexte alge´brique et plus ge´ne´ral, A. Borisov, L. Chen et
G. Smith [BCS05] ont calcule´ l’anneau de cohomologie orbifolde pour un champ de
Deligne-Mumford associe´ a` une varie´te´ torique simpliciale et, dans le cas des espaces
projectifs a` poids, trouvent le meˆme re´sultat, sans la forme biline´aire non de´ge´ne´re´e
cependant.
Puis, nous e´nonc¸ons une conjecture (cf. V.3.6) sur la valeur de certains invariants
de Gromov-Witten orbifolds et nous montrons au paragraphe VII.2 que cette con-
jecture implique un isomorphisme entre les varie´te´s de Frobenius provenant du coˆte´
A et du coˆte´ B.
Les deux e´nonce´s de correspondance sont de´montre´s, modulo la conjecture V.3.6,
au chapitre VII. Ils utilisent les re´sultats des chapitres IV et V pour le coˆte´ A et les
re´sultats du chapitre VI pour le coˆte´ B.
Au paragraphe I.3 (resp. I.4) de l’introduction, nous reviendrons plus en de´tails
sur les contenus des chapitres IV et V (resp. VI).
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I.2. Les varie´te´s de Frobenius
Rappelons d’abord la de´finition d’une varie´te´ de Frobenius, introduite par
Dubrovin dans [Dub96].
Soit M une varie´te´ complexe. Notons OM le faisceau des fonctions holomorphes
sur M et ΘM le faisceau des champs de vecteurs holomorphes sur M .
De´finition I.2.1 ([Dub96] Lecture 1, voir aussi [Man99] p.19, [Her02] p.146,
[Sab02] p.240). E´tant donne´ un champ de vecteurs E, appele´ champ d’Euler, une
forme biline´aire non de´ge´ne´re´e g, un produit ⋆ associatif et commutatif d’e´le´ment
unite´ e sur le fibre´ tangent complexe TM . On dit que (M, g, ⋆, e,E) est une structure
de Frobenius si les conditions suivantes sont satisfaites :
(1) la forme biline´aire non de´ge´ne´re´e g est plate et ∇(e) = 0, ou` ∇ est la
connexion sans torsion associe´e a` g ;
(2) pour tous champs de vecteurs ξ, η, ζ, on a
∇ξ(η ⋆ ζ)− η ⋆∇ξζ −∇η(ξ ⋆ ζ) + ξ ⋆∇ηζ − [ξ, η] ⋆ ζ = 0 ;
(3) pour tous champs de vecteurs ξ, η, ζ, on a g(ξ ⋆ η, ζ) = g(ξ, η ⋆ ζ) ;
(4) pour tous champs de vecteurs ξ, η, on a LE(ξ ⋆ η)−LEξ ⋆ η− ξ ⋆LEη = ξ ⋆ η.
(5) il existe un nombre complexe D tels qu’on a LE(g(ξ, η)) − g(LEξ, η) −
g(ξ,LEη) = D · g(ξ, η) pour tous champs de vecteurs ξ, η ou` L est la de´rive´e
de Lie ;
Remarque I.2.2. (1) D’apre`s les conditions (1) et (5), l’endomorphisme∇E
de ΘM est une section ∇-horizontale du faisceau EndOM (ΘM).
(2) Supposons que M soit simplement connexe. Soit (t1, . . . , tn) un syste`me de
coordonne´es plates surM . D’apre`s le lemme 1.2 du cours 1 de [Dub96] (voir
aussi le paragraphe V II.2.b de [Sab02]), il existe une fonction holomorphe,
appele´e potentiel, F : M → C telle que pour tous i, j, k dans {1, . . . , n},
nous ayons
Fijk :=
∂3F
∂ti∂tj∂tk
= g(∂ti ⋆ ∂tj , ∂tk).
Le potentiel n’est de´termine´ qu’a` l’addition pre`s d’un polynoˆme de degre´ 2.
Comme le produit ⋆ est associatif, le potentiel est solution des e´quations
WDVV suivantes, qu’on appelle aussi e´quations d’associativite´, Pour tout
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i, j, k, ℓ dans {1, . . . , n}, nous avons∑
a,b
Fijag
abFbkℓ =
∑
a,b
Fjkag
abFbiℓ ∀ i, j, k, ℓ ∈ {1, . . . , n}
ou` (gab) est l’inverse de la matrice de la forme biline´aire non de´ge´ne´re´e g
dans les coordonne´es (t1, . . . , tn). De plus, ce potentiel ve´rifie la condition
d’homoge´ne´ite´ suivante par rapport au champ d’Euler : la fonction E(F )−
(D + 1)F est un polynoˆme de degre´ infe´rieur ou e´gal a` deux.
(3) La condition (4) implique que [e,E] = e. Si nous prenons ξ = ζ = e et η = E
dans l’e´galite´ (2) nous obtenons ∇eE = e. Nous avons aussi les e´galite´s
∇E+ (∇E)∗ = D. id et (E⋆)∗ = E⋆
ou` (·)∗ est l’adjoint par rapport a` la me´trique g.
Pour montrer un isomorphisme entre deux varie´te´s de Frobenius, nous utilisons
le the´ore`me suivant.
The´ore`me I.2.3 ([Dub96], lecture 3 ; voir aussi [Sab02], p.250). Soit g◦ : Cµ×
Cµ → C une forme biline´aire non de´ge´ne´re´e. Soit A◦0 une matrice complexe de taille
µ × µ semi-simple re´gulie`re telle que (A◦0)∗ = A◦0. Soit A∞ une matrice complexe
de taille µ × µ telle que A∞ + A∗∞ = w · id avec w ∈ Z. Soit e◦ un vecteur propre
de A∞ pour la valeur propre q tel que (e◦, A◦0e
◦, . . . , A◦0
µ−1e◦) soit une base de Cµ.
Le quadruplet (A◦0, A∞, g
◦, e◦) de´termine un unique germe de varie´te´ de Frobenius
((M, 0), ⋆, e,E, g) (avec la constante D := 2q + 2 − w) tels que via l’isomorphisme
entre T0M et Cµ on ait g◦ = g(0), A◦0 = E⋆, A∞ = (q + 1)id−∇E et e◦ = e(0).
Signalons que ce the´ore`me a e´te´ ge´ne´ralise´ par C.Hertling et Y.Manin dans
[HM04](cf. the´ore`me 4.5).
Pour montrer un isomorphisme entre la varie´te´ de Frobenius provenant de
P(w0, . . . , wn) et celle provenant du polynoˆme de Laurent f , nous allons montrer que
leurs conditions initiales ve´rifient les hypothe`ses du the´ore`me ci-dessus et qu’elles
sont e´gales.
I.3. Le coˆte´ A
Nous construisons la structure de Frobenius sur l’espace vectoriel complexe
H⋆orb(P(w0, . . . , wn),C) de dimension µ := w0 + · · · + wn. La forme biline´aire
non de´ge´ne´re´e est donne´e par la dualite´ de Poincare´ pour les orbifolds, nous
la notons 〈·, ·〉. Au paragraphe IV.3, nous de´finirons une base (η0, . . . , ηµ−1) de
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l’espace vectoriel H⋆orb(P(w0, . . . , wn),C). Notons (t0, . . . , tµ−1) les coordonne´es sur
H⋆orb(P(w0, . . . , wn),C) dans cette base. Le champ d’Euler est donne´ par la formule
suivante
E := µ∂t1 +
µ−1∑
i=0
(1− σ(i))ti∂ti
ou` σ(i) est la moitie´ du degre´ orbifold de ηi. Le produit quantique, note´ ⋆, est de´fini
a` l’aide du potentiel de Gromow-Witten orbifold, note´ FGW , par la formule suivante
∂3FGW (t0, . . . , tµ−1)
∂ti∂tj∂tk
= 〈∂ti ⋆ ∂tj , ∂tk〉
Les conditions initiales de la varie´te´ de Frobenius sont les donne´es (A◦0, A∞, 〈·, ·〉, η0)
ou` A◦0 := E⋆ |t=0 et A∞ := id−∇E (q = 0 et w = n). On peut calculer facilement la
matrice A∞, mais pour calculer la matrice A◦0, il faut calculer le cup produit orbifold
et certains invariants de Gromow-Witten orbifolds.
Le chapitre III est compose´ de rappels sur les orbifolds complexes et commutatives
que nous utiliserons aux chapitres IV et V.
Au chapitre IV, nous e´tudions la cohomologie orbifolde de P(w0, . . . , wn) et nous
en donnons une base naturelle. Puis, nous exprimons la dualite´ de Poincare´, note´e
〈·, ·〉, et le cup produit orbifold dans cette base. En particulier, le fibre´ obstruction
est calcule´ dans le the´ore`me IV.5.13.
Au chapitre V, nous e´tudions la cohomologie quantique orbifolde des espaces
projectifs a` poids. Nous de´finissons le champ d’Euler et nous calculons la matrice A∞
a` la proposition V.2.11. Puis, nous de´crivons pre´cise´ment les invariants de Gromov-
Witten orbifolds qui nous permettent de calculer la matrice A◦0. A l’aide du cup
produit orbifold, du the´ore`me V.3.3 et de la conjecture V.3.6, nous pouvons calculer
la matrice A◦0.
I.4. Le coˆte´ B
Soit U := {(u0, . . . , un) ∈ Cn+1 |
∏
i u
wi
i = 1}. Dans l’article [DS04], le polynoˆme
conside´re´ est w0u0 + · · · + wnun restreint a` U et les poids sont premiers entre eux
dans leur ensemble. Dans notre cas, nous ne faisons pas cette hypothe`se sur les poids
et le polynoˆme f est u0 + · · ·+ un restreint a` U . Ne´anmoins, nous pouvons utiliser
les meˆmes techniques et nous de´montrons le the´ore`me suivant.
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The´ore`me I.4.1. Il existe une structure de Frobenius canonique sur tout germe
de de´ploiement universel du polynoˆme de Laurent restriction de f(u0, . . . , un) = u0+
· · ·+ un a` U .
Le chapitre VI est consacre´ a` l’e´tude de cette structure de Frobenius associe´e au
polynoˆme de Laurent f . Au paragraphe VI.1, nous calculons les conditions initiales
de cette structure de Frobenius.
Au deuxie`me paragraphe, nous montrerons que le potentiel de la structure est
de´finie par certaines conditions initiales, en fait les meˆmes que celles pour le coˆte´ A,
si la correspondance est exacte.
Au troisie`me paragraphe, nous conside´rons l’espace vectoriel Ωn(U)/df∧Ωn−1(U)
muni d’une filtration croissante, appele´e filtration de Newton, et d’une forme
biline´aire non de´ge´ne´re´e. Le choix d’une forme volume sur U nous permet de
de´finir un produit sur cet espace vectoriel. Nous montrerons que le gradue´ de cet
espace vectoriel par rapport a` la filtration V• est muni d’une structure d’alge`bre de
Frobenius.

CHAPITRE II
Pre´liminaires combinatoires
II.1. Notations
Dans la suite de ce travail, nous utiliserons les notations ci-dessous.
Soient n et w0, . . . , wn des entiers strictement positifs. Posons µ = w0+ · · ·+wn.
Pour tout sous-ensemble I = {i1, . . . , iδ} de {0, . . . , n}, notons wI = (wi1 , . . . , wiδ).
Pour tout γ ∈ [0, 1[, posons I(γ) := {i ∈ {0, . . . , n} | γwi ∈ N} et notons δ(γ) son
cardinal. Posons a(γ) := {γw0}+ · · ·+ {γwn} ou` {·} de´signe la partie fractionnaire.
Nous avons les relations suivantes :
I(γ) = I({1− γ}) ;
a(γ) + a({1− γ}) = n+ 1− δ(γ) ;(II.1.1)
γ0 + γ1 + γ∞ ∈ N⇔ e2iπγ0e2iπγ1e2iπγ∞ = 1⇔ γ∞ = {1− {γ0 + γ1}}.(II.1.2)
II.2. La combinatoire des nombres σ
Conside´rons l’ensemble
⊔n
i=0{ℓ/wi | ℓ ∈ {0, . . . , wi− 1}} ou`
⊔
de´signe la re´union
disjointe. Soit V l’application naturelle
n⊔
i=0
{ℓ/wi | ℓ ∈ {0, . . . , wi − 1}} → Q ∩ [0, 1[
d’image note´e Sw. Choisissons une bijection
s : {0, . . . , µ− 1} →
n⊔
i=0
{ℓ/wi | ℓ ∈ {0, . . . , wi − 1}}
telle que V ◦ s soit croissante. Pour tout γ dans Sw, posons kmax(γ) := max{i ∈
{0, . . . , µ− 1} | s(i) = γ}. Nous avons
1 + kmax(γ) = #{i ∈ {0, . . . , µ− 1} | s(i) ≤ γ}.(II.2.1)
Dans la suite, nous allons utiliser la notation suivante
kmin(γ) := min{i ∈ {0, . . . , µ− 1} | s(i) = γ}.(II.2.2)
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Pour tout γ ∈ Sw, le cardinal de V−1(γ) est δ(γ). Il est clair que nous avons l’e´galite´
kmin(γ) = kmax(γ)− δ(γ) + 1.(II.2.3)
Proposition II.2.4. Soit γ dans Sw. Alors, on a :
kmax(γ) = n+ [γw0] + · · ·+ [γwn]
ou` [x] de´signe la partie entie`re de x.
De´monstration. Soit γ ∈ Sw. Les e´le´ments de Sw infe´rieurs ou e´gaux a` γ sont
0,
1
w0
, . . . ,
[γw0]
w0
, 0,
1
w1
, . . . ,
[γw1]
w1
, . . . , 0,
1
wn
, . . . ,
[γwn]
wn
.
Ainsi, #{i ∈ {0, . . . , n} | s(i) ≤ γ} = n + 1 +∑ni=0[γwi]. Puis, l’e´galite´ (II.2.1)
de´montre la proposition. 
Corollaire II.2.5. Soit γ > 0 dans Sw. On a l’e´galite´
kmax(γ) + kmax({1− γ}) = n + µ+ δ(γ)− 1.
De´monstration du corollaire II.2.5. Si γ > 0 alors nous avons {1− γ} =
1 − γ. La proposition II.2.4 implique que kmax({1 − γ}) = k(1 − γ) = n + µ +∑n
i=0[−γwi]. Comme on a
[γwi] + [−γwi] =
{
0 si i ∈ I(γ) ;
−1 sinon,
nous en de´duisons que kmax(γ) + kmax({1 − γ}) = 2n + µ − #I(γ)c ou` I(γ)c est le
comple´mentaire de I(γ) dans {0, . . . , n}. 
Conside´rons, comme dans l’article [DS04], les nombres rationnels suivants :
σ(i) = i− µs(i) pour i ∈ {0, . . . , µ− 1}.
Proposition II.2.6. Soient γ dans Sw et d ∈ {0, . . . , δ(γ)−1}. On a les e´galite´s
σ(kmax(γ)− d) = n− (d+ a(γ)) et σ(kmax({1− γ})− d) = δ(γ)− 1− d+ a(γ).
Remarque II.2.7. La proposition pre´ce´dente et la formule (II.1.1) impliquent
l’e´quivalence suivante :
σ(kmax(γ)− d) + σ(kmax({1− γ})− d′) = n⇔ d+ d′ = δ(γ)− 1.
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De´monstration de la proposition II.2.6 . Par de´finition, nous avons
σ(kmax(γ)− d) = kmax(γ)− d−
∑
γwi.
Puis, la proposition II.2.4 nous donne la premie`re e´galite´.
Pour la seconde e´galite´, il suffit d’appliquer la premie`re partie de la proposition
et d’utiliser la formule (II.1.1). 

CHAPITRE III
Orbifolds complexes et commutatives
Dans ce chapitre, nous rappelons des de´finitions et des proprie´te´s ge´ne´rales sur
les orbifolds complexes et commutatives (c’est-a`-dire que tous les groupes conside´re´s
seront commutatifs).
III.1. Les cartes, atlas et applications orbifolds
La notion d’orbifold (ou de V -varie´te´) a e´te´ introduite par Satake dans l’article
[Sat56]. Nous allons utiliser les notations de Chen et Ruan dans leurs articles [CR02]
et [CR04]. Dans ce paragraphe, nous allons de´finir les objets que nous utiliserons par
la suite et nous ne donnerons pas les e´nonce´s les plus ge´ne´raux. Pour plus de de´tails,
les lecteurs pourront consulter l’article original de Satake [Sat57] ou les articles plus
re´cents de Chen et Ruan [CR04] et [CR02] voire celui de Fukaya et Ono [FO99].
Dans cette section, nous allons d’abord de´finir les cartes orbifoldes puis les atlas
orbifolds et enfin les applications entre orbifolds.
III.1.a. Les cartes orbifoldes. Soit U un espace topologique connexe. Une
carte de U est un triplet (U˜ , G, π) ou` U˜ est un ouvert connexe de Cn, G est un groupe
fini qui agit de manie`re holomorphe sur U˜ et π une application de U˜ sur U telle que
π induise un home´omorphisme entre U˜/G et U . Dans les exemples que nous allons
conside´rer par la suite, les groupes seront commutatifs. Ainsi, pour simplifier, nous
supposons dore´navant que tous les groupes sont commutatifs. Quand nous n’aurons
pas besoin de pre´ciser le groupe ou la projection, nous noterons simplement U˜ pour
une carte de U .
Deux cartes (U˜1, G1, π1) et (U˜2, G2, π2) d’un meˆme ouvert U sont isomorphes s’il
existe un biholomorphisme ϕ : U˜1 → U˜2 et un isomorphisme de groupes κ : G1 → G2
tels que ϕ soit κ-e´quivariant et π2◦ϕ = π1. Si (ϕ, κ) est un automorphisme d’une carte
(U˜ , G, π) alors il existe g ∈ G tel que ϕ(x) = g · x et κ = id. Un tel automorphisme
est note´ (ϕg, id). L’e´le´ment g est unique si le groupe G agit de manie`re effective sur
U˜ . Notons Ker(G) le sous-groupe de G qui agit trivialement sur U˜ . Remarquons que
ϕg = ϕg′ si et seulement si gg
′−1 est dans Ker(G).
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Soit U un ouvert connexe de U ′. Soit (U˜ ′, G′, π′) une carte de U ′. Une carte
(U˜ , G, π) de U est induite par (U˜ ′, G′, π′) s’il existe un monomorphisme de groupes
κ : G→ G′ et un plongement ouvert κ-e´quivariant α de U˜ dans U˜ ′ tels que κ induise
un isomorphisme entre Ker(G) et Ker(G′) et π′ = α ◦π. Satake appelle un tel couple
(α, κ) : (U˜ , G, π) →֒ (U˜ ′, G′, π′) une injection de cartes. Quand nous n’aurons pas
besoin d’expliciter κ, nous noterons simplement une injection par α : U˜ →֒ U˜ ′.
Lemme III.1.1. Soient (α1, κ1) et (α2, κ2) deux injections de (U˜ , G, π) dans
(U˜ ′, G′, π′). Alors il existe g′ ∈ G′ tel que α1 = ϕg′ ◦ α2.
Remarque III.1.2. (1) Si G′ agit effectivement c’est-a`-dire Ker(G′) = {id}
alors nous avons l’unicite´ de g′ dans le lemme ci-dessus.
(2) Le lemme ci-dessus implique que κ1 = κ2.
De´monstration du lemme III.1.1. Pour tout x˜ dans U˜ , nous avons
π′ ◦ α1(x˜) = π′ ◦ α2(x˜). Il existe donc g′ ∈ G′ tel que α1(x˜) = g′ · α2(x˜). Nous en
de´duisons que
U˜ =
⋃
g′∈G′
{x˜ ∈ U˜ | α1(x˜) = g′ · α2(x˜)}.
Ainsi, U˜ est une re´union finie d’ensembles ferme´s. Il existe g′ ∈ G′ tel que l’ensemble
Eg′ := {x˜ ∈ U˜ | α1(x˜) = g′ · α2(x˜)} ne soit pas d’inte´rieur vide. En particulier, les
applications holomorphes α1 et ϕg′ ◦α2 co¨ıncident sur un ouvert inclus dans Eg′ ⊂ U˜ .
D’apre`s le the´ore`me du prolongement analytique, nous en de´duisons que α1 = ϕg′◦α2
sur U˜ car U˜ est connexe. 
Le lemme suivant est duˆ a` Chen et Ruan (cf. lemme 4.1.1 dans l’article [CR02]).
Lemme III.1.3. Soit (U˜ ′, G′, π′) une carte de U ′. Si U est un ouvert connexe de
U ′, alors il existe une carte de U , unique a` isomorphisme pre`s, qui s’injecte dans
(U˜ ′, G′, π′).
De´monstration. Existence : Soit U˜ une composante connexe de π′−1(U ′). Soit
G le sous-groupe de G′ forme´ des e´le´ments qui laissent stable U˜ . Soit π la restriction
de π′ a` U˜ . Nous avons ainsi construit une carte (U˜ , G, π) de U .
Unicite´ :
– Nous allons d’abord montrer que deux composantes connexes diffe´rentes de
π′−1(U ′) donnent deux cartes isomorphes. Soient U˜1 et U˜2 deux composantes
connexes de π′−1(U ′). Nous en de´duisons deux cartes (U˜1, G1, π1) et (U˜2, G2, π2).
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Pour tout g ∈ G, l’application de ϕg|π′−1(U ′) : π′−1(U ′) → π′−1(U ′) qui a` x˜
associe gx˜ est un home´omorphisme. Ainsi, il existe g ∈ G tel que ϕg(U˜1) = U˜2.
Finalement (ϕg, id) est un isomorphisme entre (U˜1, G1, π1) et (U˜2, G2, π2).
– Soit (U˜1, G1, π1) une carte de U qui s’injecte dans (U˜
′, G′, π′). Par de´finition, il
existe un couple (α, κ) tel que :
(i) κ soit un monomorphisme de groupes de G1 dans G
′ tel que Ker(G1) =
Ker(G′) ;
(ii) α soit un plongement κ-e´quivariant de U˜1 dans U˜
′.
Comme U˜1 est connexe, α(U˜1) est contenu dans une composante connexe de
π′−1(U). Notons U˜2 cette composante connexe. Soit (U˜2, G2, π′|U˜2) la carte de
U construite dans la partie existence. Nous avons le diagramme commutatif
suivant :
G1
κ
G′ ⊃ G2
U˜1
α
π1
U˜2 ⊂ U˜ ′
π′
U ⊂ U ′
Nous allons montrer que α(U˜1) = U˜2 par un argument de connexite´. Par construction,
nous avons α(U˜1) ouvert dans U˜2. Il reste a` montrer que α(U˜1) est ferme´ dans U˜2.
Soit (x˜n)n∈N une suite dans U˜1 telle que α(x˜n) converge vers y˜ ∈ U˜2. Il suffit de
montrer que y˜ ∈ α(U˜1). La suite π1(x˜n) = π′(α(x˜n)) converge vers π′(y˜) ∈ U ′. Ainsi,
il existe x˜ ∈ π−11 (π′(y˜)) et il existe une suite (x˜′n)n∈N dans U˜1 telle que
(i) π1(x˜
′
n) = π1(x˜n) ;
(ii) (x˜′n)n∈N converge vers x˜.
Comme x˜n et x˜
′
n sont dans la meˆme orbite, il existe gn ∈ G1 tel que gnx˜′n = x˜n pour
tout n. Comme G1 est un groupe fini, quitte a` extraire une sous-suite, nous pouvons
supposer que gn = g. Puis, nous avons α(x˜n) = α(gx˜
′
n) = κ(g)α(x˜
′
n). En passant
a` la limite nous obtenons l’e´galite´ y˜ = κ(g)α(x˜) ∈ α(U˜1) ⊂ U˜2, ce qui prouve que
U˜2 = α1(U˜1).
Il reste a` montrer que κ(G1) = G2. Comme κ(G1) stabilise α(U˜1) = U˜2, nous en
de´duisons que κ(G1) ⊂ G2. Inversement, soit g2 ∈ G2. Pour tout x˜ ∈ U˜1, il existe
g1 ∈ G1 tel que g2α(x˜) = α(g1x˜) = κ(g1)α(x˜). Nous en de´duisons que U˜1 est la
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re´union sur G1 ×G2 des ensembles ferme´s
{x˜ ∈ U˜1 | g2α(x˜) = κ(g1)α(x˜)}.
Le meˆme raisonnement que dans la de´monstration du lemme III.1.1 implique que
g2α = κ(g1)α. En d’autres termes, g
−1
2 κ(g1) appartient a` Ker(G2) = Ker(G
′) ≃
Ker(G1). Nous obtenons que g2 est dans κ(G1). 
Corollaire III.1.4. Soient (U˜ , GU , πU), (V˜ , GV , πV ), (W˜ ,GW , πW ) trois cartes
de respectivement U, V,W telles qu’il existe deux injections U˜ →֒ W˜ et V˜ →֒ W˜ . Si
U est inclus dans V alors il existe une injection U˜ →֒ V˜ .
De´monstration. Comme U ⊂ V , d’apre`s le lemme III.1.3 il existe une carte
U˜V de U qui s’injecte dans V˜ . Par hypothe`se, nous avons deux cartes U˜ et U˜V de U
qui s’injectent dans W˜ . Ainsi, le lemme III.1.3 montre que ces deux cartes U˜ et U˜V
sont isomorphes. Nous en de´duisons le corollaire. 
III.1.b. Les atlas orbifolds. Soit |X| un espace topologique. D’apre`s l’article
[MP97], un atlas orbifold A(|X|) de |X| est la donne´e d’un recouvrement de |X|
par des ouverts connexes (Ui)i∈I tels que
(III.1.5) chaque ouvert Ui de ce recouvrement ait une carte (U˜i, Gi, πi) ;
(III.1.6) pour tout x ∈ Ui ∩Uj , il existe un ouvert Uk ⊂ Ui ∩Uj contenant x et deux
injections U˜k →֒ U˜i et U˜k →֒ U˜j.
D’apre`s le lemme III.1.3, nous pouvons toujours affiner l’atlas orbifold c’est-a`-
dire rajouter toutes les cartes induites. Deux atlas orbifolds sont dits e´quivalents s’il
existe un troisie`me atlas orbifold plus fin que chacun d’eux.
De´finition III.1.7. Une orbifold est un espace topologique se´pare´, muni d’une
classe d’e´quivalence d’atlas orbifold. Pour alle´ger les notations, nous notons simple-
ment X pour l’orbifold (|X|, [A(|X|)]).
Nous dirons qu’une orbifold est compacte, connexe, ... si son espace topologique
l’est.
Lemme III.1.8. Soit X une orbifold. Soient x dans |X| et (U˜ , G, π) une carte
d’un voisinage U de x. Soit x˜ un releve´ de x dans U˜ . Le groupe {g ∈ G|g · x˜ = x˜}
ne de´pend que de x.
Ce groupe est appele´ groupe d’isotropie au point x et nous le notons Gx.
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De´monstration du lemme III.1.8. Notons GU˜x˜ le sous-groupe de G de´fini par
{g ∈ G|g · x˜ = x˜}.
Montrons que GU˜x˜ = G
U˜
gx˜ pour tout g dans G. Soit h dans G
U˜
x˜ . Comme G est com-
mutatif, nous avons h(gx˜) = gx˜ c’est-a`-dire h ∈ GU˜gx˜. L’autre inclusion est directe.
Notons GU˜x := G
U˜
x˜ .
Montrons que s’il existe une injection (α, κ) : (V˜ , GV˜ , πV˜ ) →֒ (U˜ , GU˜ , πU˜) alors
nous avons GU˜x = G
V˜
x . D’apre`s le lemme III.1.3, nous pouvons supposer que V˜ est
une composante connexe de π−1
U˜
(V ), GV˜ est le sous-groupe de GU˜ qui agit sur V˜ et
πV˜ = πU˜ |V˜ . Il est clair que GV˜x ⊂ GU˜x . Inversement, soit g ∈ GU˜x . Soit x˜ un releve´ de x
dans V˜ . Il suffit de montrer que g ∈ GV˜ . L’application ϕg|π−1
V˜
(U) : π
−1
V˜
(U)→ π−1
V˜
(U)
qui a` y˜ associe gy˜ est un home´omorphisme donc elle envoie les composantes connexes
sur les composantes connexes. Or nous avons gx˜ = x˜, donc ϕg(V˜ ) = V˜ , c’est-a`-dire
g ∈ GV˜ .
Soit x dans U1∩U2. CommeX est une orbifold, il existe une carte (V˜ , GV˜ , πV˜ ) d’un
ouvert V ⊂ U1∩U2 contenant x et il existe deux injections (V˜ , GV˜ , πV˜ ) →֒ (U˜1, G1, π1)
et (V˜ , GV˜ , πV˜ ) →֒ (U˜2, G2, π2). Nous en de´duisons que GV˜x = GU˜1x = GU˜2x . 
Remarque III.1.9. Soit X une orbifold. Soit x un point de X . D’apre`s le lemme
III.1.3, quitte a` prendre un ouvert Ux, contenant x, assez petit, il existe une carte
(U˜x, Gx, πx) de Ux.
Lemme III.1.10. Soit X une orbifold connexe. Le groupe Ker(Gx) ne de´pend pas
du point x dans |X|.
Notons Ker(X) ce groupe qui agit globalement trivialement.
De´monstration du lemme III.1.10. Soit (U˜ , G, π) une carte de U . D’apre`s
le lemme III.1.3 et la de´finition d’une injection, pour tous x, y dans U , nous avons
Ker(Gx) = Ker(Gy) = Ker(G). Ceci montre que l’ensemble {p ∈ |X| | Ker(Gp) ≃
Ker(G)} est ouvert et ferme´ dans |X|. 
Une orbifold est dite re´duite si Ker(X) est re´duit a` l’identite´. A toute carte
(U˜ , G, π) de U d’un atlas A(|X|), nous lui associons la carte re´duite
(U˜ , G/Ker(X), πred)
de U ou` πred : U˜ → U induit un home´omorphisme entre U˜/(G/Ker(X)) ≃ U˜/G et
U . Ainsi, a` l’atlas A(|X|), nous lui associons un unique atlas re´duit. Nous obtenons
alors une orbifold re´duite note´ Xred.
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La partie re´gulie`re de X , note´e Xreg, est {x ∈ |X| | Gx = Ker(X)}. Remar-
quons que Xreg est une varie´te´ complexe munie d’une action triviale du groupe
Ker(X). Cette de´finition est diffe´rente de celle de Chen et Ruan (cf. de´finition 4.1.2
de [CR02]) ou` ils de´finissent X̂reg := {x ∈ |X| | Gx = {id}}.
Exemple III.1.11. (1) Une varie´te´ complexe X est une orbifold ou` nous
avons Ker(X) = {id}, Gx = {id} pour tout x ∈ X et Xreg = X̂reg = X .
(2) Soit G un groupe commutatif fini qui agit trivialement sur une varie´te´ com-
plexe Y . Le quotient X := Y/G est naturellement munie d’une structure
orbifolde. Nous avons Ker(X) = G, Gx = G pour tout x ∈ X , Xreg = Y
mais X̂ = {∅}.
(3) Notons D le disque unite´ ouvert de C. Soit π : D˜ → D l’application qui
a` z associe zn ou` D˜ = D. Le triplet (D˜,µn, π), ou` ζ · z := ζz pour tout
(ζ, z) ∈ µn × D˜, est une carte de D. L’ensemble forme´ de la seule carte
(D˜,µn, π) est un atlas orbifold. Nous avons
– Gz = {id} sauf pour z = 0 ou` G0 = µn ;
– Dreg = D̂reg = D − {0}.
(4) Soit P1 la droite projective complexe. Soient U0 := {[x, y] | x 6= 0} et
U1 := {[x, y] | y 6= 0}. Soit (U˜0,µw0, π0) (resp. (U˜1,µw1, π1)) la carte de
U0 (resp. U1) de´finie par U˜0 = C (resp. U˜1 = C), ζ · z = ζz pour tout
(ζ, z) ∈ µw0 × U˜0 (resp. ζ · t = ζt pour tout (ζ, t) ∈ µw1 × U˜) et π0(z) = zw0
(resp. π1(t) = t
w1). Soit U un ouvert connexe de P1. Une carte (U˜ , GU˜ , πU˜)
de U est dite admissible s’il existe i ∈ {0, 1} tel que
– U˜ est une composante connexe de π−1i (U) ;
– GU˜ est le sous-groupe de µwi qui agit sur U˜ , c’est-a`-dire que GU˜ :=
{g ∈ µwi | gU˜ ⊂ U˜} ;
– πU˜ := πi |U˜ .
Proposition III.1.12. L’ensemble des cartes admissibles est un atlas
orbifold. Notons P1w0,w1 l’orbifold ainsi construite.
De´monstration. Le point (III.1.5) est e´vident. Nous allons montrer le
point (III.1.6). Soit x ∈ V ∩W .
Supposons que V˜ et W˜ soient dans U˜0. Soit V˜ ∩W une composante
connexe de π−10 (V ∩W ) qui contient un releve´ de x. Soit GV˜ ∩W le sous-groupe
de µw0 qui agit sur V˜ ∩W . Ainsi, le triplet (V˜ ∩W,GV˜ ∩W , πV˜ ∩W ) est une
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carte de V ∩W ou` π
V˜ ∩W = π0 |V˜ ∩W . Il est clair qu’il existe g0, g1 ∈ µw0 tels
que ϕg0 : V˜ ∩W →֒ V˜ et ϕg1 : V˜ ∩W →֒ W˜ .
Supposons que V˜ ⊂ U˜0 et W˜ ⊂ U˜1. Comme les applications πi |U˜i−{0}
sont des reveˆtements, il existe un disque ouvert D(x, ε) tel que pour i ∈
{0, 1}, π−1i (D(x, ε)) soit la re´union disjointe de wi disques. Tous ces dis-
ques sont biholomorphes a` D(x, ε). Soient D˜V (resp. D˜W ) une composante
connexe de π−10 (D(x, ε)) ∩ V˜ (resp. π−11 (D(x, ε)) ∩ W˜ ). Ainsi, les triplets
(D˜V , id, π0 |D˜V ) et (D˜W , id, π1 |D˜W ) sont des cartes de D(x, ε) et elles sont
isomorphes. De plus, elles s’injectent dans respectivement V˜ et W˜ . 
Cet exemple est important car les cartes induites sur U0 ∩ U1 par
celles de U0 et U1 ne sont pas isomorphes : elles sont respectivement
(U˜0 − {0},µw0, π0 |U˜0−{0}) et (U˜1 − {0},µw1, π1 |U˜1−{0}). Ainsi, pour ve´rifier
la condition (III.1.6) de la de´finition d’un atlas orbifold, il faut prendre des
ouverts assez petits, ce qui complique les de´monstrations.
III.1.c. Les applications entre orbifolds. Soient (U˜ , G, π) et (U˜ ′, G′, π′) deux
cartes de respectivement U et U ′. Soit f une application continue de U dans U ′. Un
rele`vement holomorphe (resp. C∞) de f est une application f˜ : U˜ → U˜ ′ holomorphe
(resp. C∞) telle que
(1) π′ ◦ f˜ = f ◦ π ;
(2) pour tout g dans G, il existe g′ dans G′ tel que pour tout x˜ dans U˜ on ait
g′ · f˜(x˜) = f˜(g · x˜).
Lemme III.1.13. Soient (U˜ , G, π) et (U˜ ′, G′, π′) deux cartes de respectivement U
et U ′. Soit f˜ un rele`vement d’une application continue f : U → U ′. Supposons que
l’action de G′ soit effective. Alors il existe un morphisme de groupe κ : G → G′ tel
que f˜ soit κ-e´quivariante.
De´monstration. Comme l’action de G′ est effective, pour tout g ∈ G il ex-
iste un unique g′ ∈ G′ tel que g′f˜(x˜) = f˜(gx˜). Posons κ(g) := g′. Ceci de´finit un
morphisme de groupes κ : G→ G′. 
Deux rele`vements f˜1 et f˜2 sont isomorphes s’il existe deux isomorphismes de
cartes (ϕ, κ) et (ϕ′, κ′) tels que ϕ′ ◦ f˜1 = f˜2 ◦ ϕ.
Soit f˜ : U˜ → U˜ ′ un rele`vement de f : U → U ′. Soient V ⊂ U et V ′ ⊂ U ′ deux
ouverts connexes tels que f |V : V → V ′. Un rele`vement h : V˜ → V˜ ′ de f |V est induit
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par le rele`vement f˜ si pour toute injection (α, κ) : (V˜ , GV , πV ) → (U˜ , G, π) il existe
une injection (α′, κ′) : (V˜ ′, GV ′ , πV ′)→ (U˜ ′, G′, π′) telle que h˜ = (α′)−1 ◦ f˜ ◦ α.
Lemme III.1.14. Soit f˜ : U˜ → U˜ ′ un rele`vement de f : U → U ′. Soient V ⊂ U
et V ′ ⊂ U ′ tel que f |V : V → V ′. Alors il existe un unique, a` isomorphisme pre`s,
rele`vement de f |V induit par f˜ .
De´monstration. Existence : Soient (U˜ , G, π) une carte de U et (U˜ ′, G′, π′) une
carte de U ′. Soient V ⊂ U et V ′ ⊂ U ′ tels que f |V : V → V ′. Soit V˜ une composante
connexe de π−1(V ). Ainsi, l’ensemble f˜(V˜ ) est contenu dans une unique composante
connexe, note´e V˜ ′, de π′−1(V ′). Montrons que l’application f˜ |V˜ : V˜ → V˜ ′ est un
rele`vement induit de f˜ . Soit (α, κ) : (V˜ , GV , πV ) →֒ (U˜ , G, π) une injection. D’apre`s
le lemme III.1.1, il existe g ∈ G tel que α(x˜) = g · x˜ et d’apre`s la de´finition d’un
rele`vement, il existe g′ ∈ G′ tel que f˜(g · x˜) = g′ · f˜ |V˜ (x˜).
Unicite´ : D’apre`s le lemme III.1.3, nous pouvons supposer que f˜1 et f˜2 sont deux
rele`vements entre les meˆmes cartes. Ainsi, nous avons f |V ◦ π = π′ ◦ f˜1 = π′ ◦ f˜2.
Pour tout x˜ dans V˜ il existe g′ ∈ G′ tel que f˜1(x˜) = g′ · f˜2(x˜). Nous en de´duisons que
V˜ est la re´union sur les e´le´ments g′ de G′ des ensembles ferme´s
{x˜ ∈ V˜ | f˜1(x˜) = g′ · f˜2(x˜)}.
Le meˆme raisonnement que dans la de´monstration du lemme III.1.1 montre que
f˜1 = g
′ · f˜2 sur V˜ . 
De´finition III.1.15. Soient X et Y deux orbifolds. Une application holomorphe
orbifolde entre X et Y est une application continue |f | : |X| → |Y | telle que, pour
tout point x de |X| il existe une carte (U˜x, Gx, πx) d’un ouvert Ux qui contient x et
une carte (U˜|f |(x), G|f |(x), π|f |(x)) d’un ouvert U|f |(x) qui contient |f |(x), satisfaisant
aux proprie´te´s suivantes :
(1) |f |(Ux) est inclus dans U|f |(x) ;
(2) il existe un rele`vement f˜x : U˜x → U˜|f |(x) de f |U ;
(3) si y ∈ πx(U˜x) alors f˜x et f˜y induisent des rele`vements isomorphes sur un
voisinage de y.
Deux applications orbifoldes f1, f2 : X → Y sont isomorphes si |f1| = |f2| et
si pour tout x dans |X|, f˜1,x et f˜2,x induisent des rele`vements isomorphes sur un
voisinage de x.
Une application orbifolde f : X → Y est un plongement orbifold si les rele`ve-
ments f˜x sont des immersions et l’application continue sous-jacente |f | : |X| → |Y |
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est un home´omorphisme sur son image. Une sous-orbifold de Y est l’image d’un
plongement orbifold.
Exemple III.1.16. Soit µ2 agissant sur C × C de la fac¸on suivante g(x, y) =
(gx, y). Le quotient Y := C × C/µ2 est une orbifolde. Nous avons G(0,y) = µ2 et
G(x,y) = {id} si x 6= 0. Le lieu singulier du quotient est ({0} × C)/µ2.
Soit l’orbifoldX1 := C/µ2 ou` µ2 agit trivialement sur C. L’application C→ C×C
qui a` y associe (0, y) induit un plongement orbifold X1 → Y . Ainsi, ({0} × C)/µ2
est une sous-orbifold de Y . Nous pouvons voir X1 comme le lieu singulier de Y que
nous avons « sorti » de |Y |.
Soit l’orbifold X2 := C/µ2 ou` µ2 agit sur C par multiplication. L’application
C → C × C qui a` x associe (x, 0) induit un plongement orbifold X2 → Y . Ainsi,
(C× {0})/µ2 est une sous-orbifold de Y .
Nous de´finissons le faisceau des fonctions holomorphes sur |X|. Notons OXreg le
faisceau des fonctions holomorphes sur la varie´te´ complexeXreg. Notons j : Xreg →֒ X
l’inclusion naturelle. Nous allons de´finir le faisceau d’anneaux commutatifs et uni-
taires O|X| comme le sous-faisceau de j∗OXreg forme´ des fonctions localement borne´es.
Ainsi, (|X|,O|X|) est un espace annele´. Remarquons que la donne´e de l’espace annele´
(|X|,O|X|) est plus faible que la donne´e d’une structure orbifolde sur |X|. Sur un
espace annele´ (|X|,O|X|) nous « oublions » les actions de groupes. La proposition
suivante explique cette perte.
Exemple III.1.17. Il est clair que l’espace annele´ (|P1w0,w1|,O|P1w0,w1 |) est isomor-
phe a` l’espace annele´ (|P1|,O|P1|).
Proposition III.1.18. Soit X une orbifold. Soit U un ouvert de X. Soit f dans
O|X|(U). Pour tout x dans U −U ∩Xreg, il existe une carte (U˜x, Gx, πx) d’un ouvert
Ux contenant x et f1 ∈
(
πx∗OU˜x
)Gx
(Ux) tel que f1 = f ◦ πx.
De´monstration. Posons f1 := f ◦ πx |π−1x (Ux∩Xreg): π−1x (Ux ∩ Xreg) → C. La
fonction f1 est holomorphe sur l’ouvert dense π
−1
x (Ux ∩ Xreg) ⊂ U˜x et elle est Gx-
invariante. Comme f est localement borne´e, f1 est localement borne´e sur U˜x. Ainsi,
la fonction f1 se prolonge en une fonction holomorphe Gx-invariante sur U˜x. 
Pour finir ce paragraphe, nous allons de´finir le faisceau, note´ C∞|X|, des fonctions
C∞ sur une orbifold complexe X .1 Le faisceau C∞|X| est le sous-faisceau de j∗C∞Xreg
1Ce faisceau est l’analogue pour les orbifolds du faisceau des fonctions C∞ sur une varie´te´
complexe.
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de´fini par
C∞|X|(U) :=
 f ∈ j∗C
∞
Xreg
(U) | ∀ x ∈ Using, ∃ (U˜x, Gx, px) une carte
de Ux et f1 ∈
(
πx∗C∞U˜x
)Gx
(Ux) telles que f1 = f ◦ πx sur Ux,reg

Soit U := (Uα)α∈A un recouvrement ouvert de |X|. Une partition de l’unite´ sur
l’orbifold X subordonne´e au recouvrement U est une famille (ρα)α∈A de fonctions C∞
telle que
(1) pour tout α ∈ A et pour tout x ∈ |X|, ρα(x) ∈ [0, 1] ;
(2) pour tout α ∈ A, les supports de ρα sont inclus dans Uα ;
(3) la famille des supports des fonctions ρα est un recouvrement localement fini ;
(4) pour tout x ∈ |X|, nous avons ∑α∈A ρα(x) = 1.
Proposition III.1.19 (cf. lemme 4.2.1 dans [CR02]). Soit |X| un espace
topologique paracompact. Soit A(|X|) un atlas orbifold de |X|. Soit (Uα)α∈A le
recouvrement de |X| associe´ a` cet atlas. Il existe une partition de l’unite´ subordonne´e
au recouvrement (Uα)α∈A.
De´monstration. Comme |X| est paracompact, il existe un raffinement (Vi)i∈I
localement fini du recouvrement (Uα)α∈A. Chaque Vi admet une carte (V˜i, Gi, πi).
Montrons qu’il existe une famille de fonctions C∞ f˜i : V˜i → C Gi-invariantes et
positives telle que les fonctions induites fi sur Vi soient a` support dans Vi et que la
re´union des supports des fonctions fi recouvre |X|. Il existe un recouvrement Bi de
|X| tel que Bi ⊂ Vi. Il existe une famille (hi)i∈I de fonctions continues telle que
– hi ≥ 0 ;
– hi ≡ 1 sur Bi ;
– le support de hi est inclus dans Vi.
Nous relevons les fonctions hi en des fonctions continues h˜i Gi-invariantes sur V˜i.
Remarquons que h˜i ≡ 1 sur π−1i (Bi). Nous lissons ses fonctions et nous obtenons des
fonctions C∞, note´es h˜∞i , telles que h˜
∞
i ≡ 1 sur π−1i (Bi). Puis, nous posons
f˜i :=
1
#Gi
∑
g∈G
h˜∞i ◦ ϕg.
Pour tout i ∈ I, la fonction f˜i est positive, Gi-invariante, C∞ et son support contient
π−1i (Bi). Notons fi la fonction induite par f˜i sur Vi. Le support de fi contient Bi et
donc l’ensemble des supports des fonctions fi recouvre |X|.
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Puis, nous prolongeons les fonctions fi par 0 en dehors de Ui. Nous en de´duisons
que f :=
∑
i fi est une fonction strictement positive sur |X|. La famille des fonc-
tions ρi := fi/f est une partition de l’unite´ subordonne´e au recouvrement (Vi)i∈I .
Comme le recouvrement (Vi)i∈I est un raffinement du recouvrement (Uα)α∈A, nous
en de´duisons une partition de l’unite´ subordonne´e au recouvrement (Uα)α∈A. 
III.2. Les fibre´s vectoriels complexes orbifolds
Dans ce paragraphe, nous allons d’abord de´finir les fibre´s vectoriels complexes
orbifolds triviaux et de´finir leurs faisceaux des sections. Puis, nous donnerons la
de´finition ge´ne´rale des fibre´s vectoriels complexes orbifolds et de leur faisceau des
sections.
III.2.a. Les fibre´s vectoriels complexes orbifolds triviaux. Soit (U˜ , G, π)
une carte de U . Soient E une orbifold et pr : E → U une application orbifolde
surjective. L’application pr : E → U est un fibre´ vectoriel complexe orbifold trivial
de rang r sur U si
(III.2.1) Ker(E) = Ker(U) ;
(III.2.2) (U˜ × Cr, G, πE) est une carte de E ;
(III.2.3) l’application pr se rele`ve en la projection p˜r : U˜ × Cr → U˜ c’est-a`-dire
π ◦ p˜r = pr ◦πE ;
(III.2.4) l’action de G sur U˜ ×Cr est donne´e par g(x˜, w) = (gx˜, ρ(x˜, g)w) ou` l’appli-
cation ρ : U˜ ×G→ GLr(C) est holomorphe telle que
ρ(x˜, gh) = ρ(hx˜, g) ◦ ρ(x˜, h).
La condition (III.2.1) implique que
– ρ(x˜, g) = id pour tout x˜ ∈ U˜ et pour tout g ∈ Ker(U) ;
– l’application pr |Ereg : Ereg → Ureg est un fibre´ vectoriel complexe trivial sur la
varie´te´ complexe Xreg ;
– l’application pr |Ered: Ered → Ured est un fibre´ vectoriel orbifold trivial.
La fibre Ex := pr
−1(x) est isomorphe a` Cr/Gx ou` l’action de Gx sur Cr est donne´e
par l’application ρ(x, ·). La fibre Ex contient l’espace vectoriel EGxx := {πE(x˜, v˜) |
∀ g ∈ Gx, g(x˜, v˜) = (x˜, v˜)}.
Une section holomorphe d’un fibre´ orbifold trivial pr : E → U est une application
orbifolde s : U → E qui se rele`ve en une application holomorphe (id, s˜) : U˜ → U˜ ×
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Cr G-e´quivariante. En d’autres termes, une section est la donne´e d’une application
holomorphe s˜ : U˜ → Cr telle que
s˜(gx˜) = ρ(x˜, g)s˜(x˜).
Ainsi, l’ensemble des sections holomorphes est un faisceau de O|U |-modules. Nous le
notons E|U |. Nous de´finissons l’action de G sur l’ensemble des applications holomor-
phes s˜ : U˜ → Cr par la formule
g · s˜(x˜) = ρ(g−1x˜, g)s˜(g−1x˜).(III.2.5)
Une application holomorphe s˜ : U˜ → Cr G-invariante induit par passage au quotient
une section holomorphe s : U → E. Le faisceau E|U | des sections holomorphes du
fibre´ pr : E → U est isomorphe au faisceau (π∗OU˜ r)G.
En remplac¸ant le mot holomorphe par C∞ au paragraphe pre´ce´dent, nous
de´finissons le faisceau des sections C∞ d’un fibre´ orbifold pr : E → U .2 Ce faisceau,
note´ E∞|U |, est un faisceau de C∞|U |-module. Il est isomorphe au faisceau
(
π∗C∞U˜
r
)G
.
Soit s : U → E une section holomorphe ou C∞ du fibre´ pr : E → U . Nous en
de´duisons que
– si s˜(x˜) est non nul alors s˜(x˜) est un vecteur propre de la matrice ρ(x˜, g) pour
la valeur propre 1 pour tout g ∈ Gx ;
– pour tout x dans U , s(x) appartient a` l’espace vectoriel EGxx .
Contrairement au cas des varie´te´s, le faisceau des sections d’un fibre´ vectoriel orbifold
ne permet de reconstruire le fibre´ vectoriel orbifold car nous perdons l’action du
groupe G sur le fibre´.
Exemple III.2.6. Nous reprenons les notations de l’exemple III.1.11.(3). Consi-
de´rons le fibre´ orbifold trivial de´fini par le diagramme commutatif
D˜ × C
p˜r
πE
(D˜ × C)/µn
pr
D˜
π
D
ou` ζ · (z, v) := (ζz, ζv). Soit s une section de ce fibre´. Ainsi, nous avons
s˜(ζx˜) = ζs˜(x˜).
Ceci implique que s˜(0) = 0.
2Ce faisceau est l’analogue du faisceau des sections C∞ pour un fibre´ holomorphe sur une
varie´te´ complexe.
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Remarque III.2.7. Au paragraphe 4.1 de l’article [CR02], un fibre´ vectoriel
orbifold trivial ve´rifie les conditions (III.2.2), (III.2.3) et (III.2.4). Un fibre´ vectoriel
qui ve´rifie aussi (III.2.1) est appele´ un bon fibre´ (cf. paragraphe 4.3 de [CR02]).
Nous avons l’e´quivalence suivante :
E → U est un bon fibre´ orbifold trivial
⇔ Ered → Ured est un fibre´ orbifold trivial.
Modifions le´ge`rement l’exemple du fibre´ vectoriel III.2.6 de la fac¸on suivante : l’action
de µn sur D˜ est trivial et l’action de µn sur D˜×C est donne´e par ζ · (z, v) := (z, ζv).
Pour ce fibre´, nous avons Ker(E) = {id} et Ker(D˜) = µn. Soit s une section de ce
fibre´ alors nous avons
s˜(x˜) = s˜(ζx˜) = ζs˜(x˜).
Ceci implique que la seule section possible d’un tel fibre´ est la section nulle. C’est
pour cette raison que nous ne conside´rons que les bons fibre´s orbifolds.
Soient (U˜1, G1, π1) et (U˜2, G2, π2) deux cartes de U . Deux fibre´s vectoriels orbifolds
triviaux pr1 : E1 → U et pr2 : E2 → U sont isomorphes s’il existe un isomorphisme
de cartes (ϕ, κ) : (U˜1, G1, π1) →֒ (U˜2, G2, π2) et s’il existe une application δ : U˜1 →
GLr(C) telle que l’application
U˜1 × Cr −→ U˜2 × Cr(III.2.8)
(x˜, w) 7−→ (ϕ(x˜), δ(x˜)w)
soit κ-e´quivariante.
Soient pr1 : E1 → U et pr2 : E2 → U deux fibre´s orbifolds triviaux. Soient
(U˜ , G, π) une carte de U et (U˜ × Cr1 , G, πE1) (resp. (U˜ × Cr2 , G, πE1)) une carte de
E1 (resp. E2). Un morphisme entre deux fibre´s orbifolds triviaux est une application
orbifolde ϕ : E1 → E2 qui commute avec les projections pr1 et pr2 telle qu’il existe
un rele`vement line´aire (id, ϕ˜) : U˜ × Cr1 → U˜ × Cr2 G-e´quivariant c’est-a`-dire que
nous avons
ϕ˜(gx˜)ρE1(x˜, g) = ρE2(x˜, g)ϕ˜(x˜) ∀ (x˜, g) ∈ U˜ ×G.(III.2.9)
Soit (U˜ , G, π) une carte de U . Soit pr : E → U un fibre´ vectoriel orbifold trivial.
Soit V un ouvert connexe de U . Soit (α, κ) : (V˜ , GV˜ , πV˜ ) →֒ (U˜ , G, π) une injection.
Soit prV : F → V un fibre´ vectoriel orbifold trivial. Le fibre´ prV : F → V s’injecte
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dans le fibre´ pr : E → U s’il existe une application holomorphe ψα : V˜ → GLr(C)
telle que l’application
V˜ × Cr −→ U˜ × Cr
(x˜, w) 7−→ (α(x˜), ψα(x˜)w)
soit une injection de cartes. En particulier, nous avons
ψα(gx˜) ◦ ρV˜ (x˜, g) = ρU˜(α(x˜), κ(g)) ◦ ψα(x˜).
Lemme III.2.10. Soit (U˜ , G, π) une carte de U . Soit pr : E → U un fibre´ vectoriel
orbifold trivial. Soit V un ouvert connexe de U . Il existe un unique, a` isomorphisme
de fibre´s pre`s, fibre´ vectoriel orbifold F → V qui s’injecte dans pr : E → U .
De´monstration. Existence : Soit V˜ une composante connexe de π−1(V ). No-
tons GV˜ le sous-groupe de G qui stabilise V˜ . Ainsi, V˜ × Cr ⊂ U˜ × Cr est une
composante connexe de π−1E pr
−1(V ). Le groupe GV˜ agit sur V˜ × Cr. Finalement,
(V˜ × Cr, GV˜ , πE|V˜×Cr) est une carte de pr−1(V ) et pr |pr−1(V ) : pr−1(V ) → V est un
fibre´ trivial qui s’injecte dans pr : E → U .
Unicite´ : Soit F → V un fibre´ trivial qui s’injecte dans pr : E → U .
Soit (V˜F , GV˜F , πV˜F ) une carte de V . Soit (αF , κ) : (V˜F , GV˜F , πV˜F ) →֒ (U˜ , G, π)
une injection. D’apre`s le lemme III.1.3, il existe un isomorphisme de cartes
(ϕ, κ′) : (V˜F , GV˜F , πV˜F ) → (V˜ , GV˜ , πV˜ ) ⊂ (U˜ , G, π). Alors, l’application
V˜F × Cr → V˜ × Cr qui a` (x˜, w) associe (ϕ(x˜), ψαF (x˜)w) est un isomorphisme
de fibre´s triviaux. 
III.2.b. Le cas ge´ne´ral : les fibre´s vectoriels complexes orbifolds.
De´finition III.2.11. Une application pr : E → X surjective entre deux orbifolds
est un fibre´ vectoriel complexe orbifold de rang r si pour tout x dans X, il existe
une carte (U˜x, Gx, πx) d’un ouvert Ux contenant x telle que
(1) l’application pr |pr−1(Ux) : pr−1(Ux) → Ux est un fibre´ vectoriel complexe
orbifold trivial de rang r ;
(2) pour toute injection (α, κ) : (U˜y, Gy, πy) →֒ (U˜x, Gx, πx), le fibre´ orbifold
trivial pr−1(Uy)→ Uy s’injecte dans pr−1(Ux)→ Ux.
Soit pr : E → X un fibre´ vectoriel orbifold de rang r. Une carte (U˜ , G, π) de
U ⊂ X est dite trivialisante si (U˜×Cr, G, πE) est une carte de pr−1(U). Remarquons
que
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– pr |Ereg : Ereg → Xreg est un fibre´ vectoriel complexe de rang r sur la varie´te´
complexe Xreg ;
– Ered → Xred est un fibre´ vectoriel orbifold.
Une section holomorphe (resp. C∞) d’un fibre´ orbifold pr : E → X est une appli-
cation orbifolde s : X → E qui localement se rele`ve en une application holomorphe
(resp. C∞) de (id, s˜x) : U˜x → U˜x×Cr Gx-invariante c’est-a`-dire que nous avons pour
tout g ∈ Gx
g · s˜x = s˜x.
Notons EXreg (resp. E∞Xreg) le faisceau des sections holomorphes (resp. C∞) du fibre´
vectoriel pr |Ereg : Ereg → Xreg. Nous allons de´finir le faisceau, note´ E|X| (resp. E∞|X|),
des sections holomorphes (resp. C∞) d’un fibre´ orbifold pr : E → X comme un
sous-faisceau de j∗EXreg (resp. j∗E∞Xreg), ou` j est l’inclusion naturelle de Xreg dans X .
Pour tout ouvert U dans |X|, nous posons
E|X|(U) :=

s ∈ j∗EXreg(U) | ∀ x ∈ U − Ureg, ∃ (U˜x, Gx, πx) une carte
trivialisante d’un voisinage de Ux et ∃ (id, s˜) : U˜x → U˜x × Cr
Gx-e´quivariante tels que π
E
x ◦ (id, s˜) = s ◦ πx

E∞|X|(U) :=

s ∈ j∗E∞Xreg(U) | ∀ x ∈ U − Ureg, ∃ (U˜x, Gx, πx) une carte
trivialisante d’un voisinage de Ux et ∃ (id, s˜) : U˜x → U˜x × Cr
Gx-e´quivariante tels que π
E
x ◦ (id, s˜) = s ◦ πx

Nous pouvons aussi de´finir le faisceau E|X| (resp. E∞|X|) en recollant les faisceaux
(πx∗OU˜xr)Gx (resp. (πx∗C∞U˜x
r)Gx).
En ge´ne´ral, on ne peut pas reconstruire le fibre´ a` partir du faisceau de ses sections
c’est-a`-dire que la donne´e d’un fibre´ orbifold est plus riche que la donne´e de son
faisceau des sections.
Lemme III.2.12. Soit E → X un fibre´ orbifold. Soient (U˜ , GU , πU), (V˜ , GV , πV )
et (W˜ ,GW , πW ) trois cartes trivialisantes telles qu’il existe des injections (α, κα) :
(U˜ , GU , πU) →֒ (V˜ , GV , πV ) et (β, κβ) : (V˜ , GV , πV ) →֒ (W˜ ,GW , πW ). Pour tout x˜
dans U˜ , nous avons
ψβ◦α(x˜) = ψβ(α(x˜)) ◦ ψα(x˜).
De´monstration. Par hypothe`se, nous en de´duisons deux injections de (U˜ ×
Cr, GU , πE) →֒ (W˜ × Cr, GW , πE). La premie`re injection est donne´e par la formule
suivante (x˜, w) 7→ (β ◦ α(x˜), ψβ◦α(x)w) et la deuxie`me injection par (x˜, w) 7→ (β ◦
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α(x˜), ψβ(α(x˜)) ◦ ψα(x)w). D’apre`s le lemme III.1.3, il existe g ∈ GW tel que pour
tout x˜ ∈ U˜ et pour tout w ∈ Cr nous ayons
g · (β ◦ α(x˜), ψβ◦α(x)w) = (β ◦ α(x˜), ψβ(α(x˜)) ◦ ψα(x)w).
Nous en de´duisons que pour tout x˜ dans U˜{
g · β ◦ α(x˜) = β ◦ α(x˜);
ρU˜(β ◦ α(x˜))(g)ψβ◦α(x) = ψβ(α(x˜)) ◦ ψα(x)w.
La premie`re condition implique que g ∈ Ker(U) et donc que ρU˜(β ◦ α(x˜))(g) = id
car Ker(E) = Ker(X). 
Deux fibre´s orbifolds pr1 : E1 → X et pr2 : E2 → X sont isomorphes s’il existe
une application ψ : E1 → E2 telle que pour tout x dans X , il existe un isomorphisme
(U˜1x×Cr, G1x, πE1x )→ (U˜2x×Cr, G2x, πE2x ) qui soit line´aire entre les fibres de p˜r1 et celles
de p˜r2 et qui induise un isomorphisme entre les cartes (U˜
1
x , G
1
x, π
1
x) et (U˜
2
x , G
2
x, π
2
x).
En d’autres termes, pour chaque x ∈ X , il existe une carte (U˜x, Gx, πx) d’un ouvert
contenant x telle que nous ayons un isomorphisme entre les fibre´s orbifolds triviaux
E1|Ux → Ux et E2|Ux → Ux.
Soient fibre´s orbifolds pr1 : E1 → X et pr2 : E2 → X . Un morphisme entre les
fibre´s pr1 : E1 → X et pr2 : E2 → X est une application orbifolde ϕ : E1 → E2 qui
commute avec les projections pr1 et pr2 telle que pour tout x ∈ X , il existe une carte
(U˜x, Gx, πx) d’un ouvert Ux contenant x qui ve´rifie
(1) ϕ |Ux: pr−11 (Ux)→ pr−12 (Ux) est un morphisme de fibre´s orbifold trivial ;
(2) pour toute injection α : U˜y →֒ U˜x, nous avons
ψE2α ◦ ϕ˜ |Uy = ϕ˜ |Ux ◦ψE1α(III.2.13)
ou` ϕ˜ |Uy : E˜1 |Uy := U˜y × Cr1 → E˜2 |Uy := U˜y × Cr2 (resp. ϕ˜ |Ux) est un releve´
line´aire Gy-e´quivariant (resp. Gx-e´quivariant) de ϕ |Ux (resp. ϕ |Uy).
Soit ϕ : E1 → E2 un morphisme de fibre´s orbifolds. Pour tout x ∈ |X|, nous
avons une application ϕx : E1,x := pr
−1
1 (x) → E2,x := pr−12 (x) qui se rele`ve en une
application ϕ˜ |Ux (x˜) : {x˜} × Cr1 → {x˜} × Cr2 Gx-e´quivariante ou` x˜ est un releve´ de
x. Nous posons
Kerϕ :=
⋃
x∈|X|
πE1x (Ker(ϕ˜ |Ux (x˜))) ;
Imϕ :=
⋃
x∈|X|
πE2x (Im(ϕ˜ |Ux (x˜))).
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Remarquons que Kerϕ ⊂ E1 et Imϕ ⊂ E1 ne de´pendent pas du choix des cartes et
des releve´s.
Proposition III.2.14. Soient pr1 : E1 → X et pr2 : E2 → X deux fibre´s
orbifolds. Soit ϕ : E1 → E2 un morphisme de fibre´s orbifolds tel que pour tout
x ∈ Ux le rang de ϕ˜ |Ux est constant. Les espaces topologiques Kerϕ et Imϕ sont des
fibre´s vectoriels orbifolds.
De´monstration. Nous allons de´crire les fonctions de transition de ses fibre´s
orbifolds puis nous appliquerons le the´ore`me III.2.15. Pour toute injection α : U˜y →֒
U˜x, nous avons le diagramme commutatif suivant (cf. l’e´galite´ (III.2.13))
E˜1 |Ux
(id, ϕ˜ |Ux)
(α, ψE1α )
E˜2 |Ux
(α, ψE2α )
E˜1 |Uy
(id, ϕ˜ |Uy)
E˜2 |Uy
Nous en de´duisons que
ψE1α |Ker ϕ˜|Ux : Ker ϕ˜ |Ux −→ Ker ϕ˜ |Uy ;
ψE2α |Im ϕ˜|Ux : Im ϕ˜ |Ux −→ Im ϕ˜ |Uy .
D’apre`s les re´sultats sur les fibre´s vectoriels sur une varie´te´, Ker ϕ˜ |Ux et Im ϕ˜ |Ux
sont des fibre´s sur U˜x car le rang de ϕ˜ |Ux est constant. Nous posons
ψKerϕα := ψ
E1
α |Ker ϕ˜|Ux ;
ψImϕα := ψ
E2
α |Ker ϕ˜|Uy .
Ces fonctions de transition satisfont bien les hypothe`ses du the´ore`me III.2.15. Nous
en de´duisons que Kerϕ et Imϕ sont des fibre´s vectoriels orbifolds sur X . 
The´ore`me III.2.15. Soit X une orbifold. Les donne´es suivantes de´finissent un
unique, a` isomorphisme pre`s, fibre´ orbifold de rang r :
(1) un atlas orbifold A(|X|) ;
(2) pour toute injection α : U˜i →֒ U˜j entre deux cartes de l’atlas, on se donne
une application holomorphe ψα : U˜i → GLr(C) telle que
(a) l’application
U˜i × Cr −→ U˜j × Cr
(x˜, w) 7−→ (α(x˜), ψα(x˜)w)
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soit un plongement ouvert ;
(b) pour deux injections successives α, β nous ayons
ψβ◦α(x˜) = ψβ(α(x˜)) ◦ ψα(x˜).
Remarque III.2.16. Soit E → X un fibre´ vectoriel orbifold donne´e par ses
fonctions de transition c’est-a`-dire donne´e par les ψα. Soit (Ui)i∈I le recouvrement
de |X| induit par A(|X|). Supposons que pour tout i ∈ I, il existe s˜i : U˜i → Cr
Gi-e´quivariante tel que pour toute injection α : U˜i →֒ U˜j nous ayons
s˜j(α(x˜)) = ψα(x˜)s˜i(x˜).
Ces donne´es se recollent en une section globale du fibre´ E → X .
De´monstration. Pour tout i ∈ I, notons (U˜i, Gi, πi) la carte de Ui dans l’atlas
orbifold A(|X|). Nous de´finissons l’action de Gi sur U˜i × Cr de la fac¸on suivante.
Pour tout g ∈ Gi, l’application ϕg : U˜i → U˜i qui a` x˜ associe gx˜ est une injection.
Nous posons g · (x˜, w) := (ϕg(x˜), ψϕg(x˜)w) pour tout (x˜, w) ∈ U˜ × Cr. Remarquons
que nous avons ρ(x˜, g) = ψϕg(x˜).
Conside´rons l’espace topologique
⊔
i∈I U˜i × Cr/Gi. Notons [x˜i, wi] la classe de
(x˜i, wi).
Nous dirons que [x˜i, wi] ∼ [x˜j , wj] s’il existe deux injections αi : U˜ij →֒ U˜i et
αj : U˜ij →֒ U˜j et (x˜ij , wij) ∈ U˜ij × Cr tels que
[αi(x˜ij), ψαi(x˜ij)wij] = [x˜i, wi] ;
[αj(x˜ij), ψαj (x˜ij)wij] = [x˜j , wj].
Quitte a` modifier les injections, nous pouvons supposer que les e´galite´s ci-dessus sont
sur les couples et non sur les classes.
Montrons que cette relation est une relation d’e´quivalence. Le seul point
de´licat est la transitivite´. Soient [x˜i, wi], [x˜j , wj], [x˜k, wk] tels que [x˜i, wi] ∼ [x˜j , wj]
et [x˜j , wj] ∼ [x˜k, wk]. Ainsi, il existe βj : U˜jk →֒ U˜j et βk : U˜jk →֒ U˜k et
(x˜jk, wjk) ∈ U˜jk × Cr tels que
(αi(x˜ij), ψαi(x˜ij)wij) = (x˜i, wi) ;
(αj(x˜ij), ψαj (x˜ij)wij) = (x˜j , wj).
Comme x := ϕij(x˜ij) = ϕjk(x˜jk), il existe deux injections γij : U˜ijk →֒ U˜ij et γjk :
U˜ijk →֒ U˜jk et x˜ijk ∈ U˜ijk, wijk, w′ijk ∈ Cr tels que γij(x˜ijk) = x˜ij , γjk(x˜ijk) = x˜jk et
ψγij (x˜ijk)wijk = wij , ψγjk(x˜ijk)w
′
ijk = wjk. D’apre`s le lemme III.1.1, il existe gj ∈ Gj
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tel que αj ◦ γij = ϕgj ◦ βj ◦ γjk. Pour re´sumer, nous avons le diagramme commutatif
suivant :
U˜ijk
γij γjk
U˜ij
αj
αi
U˜jk
βj
βk
U˜i U˜j U˜j
≃
ϕgj
U˜k
Nous en de´duisons que gj ∈ Gx ⊂ Gj . Ainsi, il existe gijk ∈ Gx ⊂ Gijk tel que
ϕgj ◦ βj ◦ γjk = βj ◦ γjk ◦ ϕgijk . Comme nous avons
wj = ψαj◦γij (x˜ijk)wijk = ψϕgj ◦βj◦γjk(x˜ijk)wijk
et
wj = ψβj◦γjk◦ϕgijk (x˜ijk)w
′
ijk.
nous obtenons que w′ijk = ψϕgijk (x˜ijk)wijk. Finalement, les injections βj ◦ γjk ◦ ϕgijk :
U˜ijk →֒ U˜k et αj ◦ γij : U˜ijk →֒ U˜j et (x˜ijk, wijk) ∈ U˜ijk × Cr montre que [x˜i, wi] =
[x˜k, wk].
Posons |E| :=
(⊔
i∈I U˜i × Cr/Gi
)
/ ∼. Notons [[x˜i, wi]] la classe de [x˜i, wi] pour
(x˜i, wi) ∈ U˜i × Cr. L’application | pr | : |E| → |X| qui a` [[x˜i, wi]] associe πi(x˜i) est
bien de´finie et elle est continue. De plus, (U˜i ×Cr, Gi, πE,i), ou` πE,i est la projection
de U˜i × Cr dans U˜i × Cr/Gi , est une carte de pr−1(Ui). Nous en de´duisons un atlas
orbifold sur |E|. Finalement, pr : E → X est un fibre´ orbifold de rang r sur X . 
Remarque III.2.17. Soit pr : E → X un fibre´ orbifold sur X . Soit Y une sous-
orbifold de X . L’application prY : pr
−1(Y ) → Y est naturellement munie d’une
structure de fibre´ orbifold. De plus, la restriction E|X| ||Y |, comme faisceau de O|X|-
modules, du faisceau des sections E|X|s est le faisceau des sections de prY : pr−1(Y )→
Y .
Exemple III.2.18 (Le fibre´ tangent complexe orbifold). Soit X une orbifold
complexe de dimension n. Nous allons de´finir le fibre´ tangent complexe orbifold. Soit
α : (U˜ , G, π) →֒ (U˜ ′, G′, π′) une injection. Soient (ui) des coordonne´es complexes sur
34 III. ORBIFOLDS COMPLEXES ET COMMUTATIVES
U˜ et (u′i) des coordonne´es complexes sur U˜
′. Nous notons ψα(x˜) la matrice suivante(
∂u′i ◦ α
∂uj
)
i,j∈{1,...,n}
.(III.2.19)
Les conditions du the´ore`me III.2.15 sont ve´rifie´s et nous obtenons un fibre´ orbifold
qu’on appelle fibre´ tangent complexe orbifold de X . Le faisceau des sections du fibre´
tangent est note´ Θ|X|.
Une section du fibre´ tangent complexe orbifold est appele´e un champ de vecteurs
complexe. Soit l’injection ϕg : U˜ → U˜ qui a` x˜ associe gx˜. Nous avons les e´galite´s
suivantes
ρ(x˜, g) = ψϕg(x˜) = dϕg(x˜).
Ainsi, localement un champ de vecteurs est une application X : U → TU qui se
rele`ve en un champ de vecteurs X˜ : U˜ → T U˜ ou` T U˜ est le fibre´ vectoriel tangent
complexe de U˜ tel que X˜ (gx˜) = dϕg(x˜)(X˜ (x˜)).
Remarquons, que si l’on se restreint a` |Xreg|, alors le fibre´ tangent complexe
orbifold n’est rien d’autre que le fibre´ tangent complexe de la varie´te´ |Xreg|.
Exemple III.2.20 (Le fibre´ cotangent complexe orbifold). Nous allons de´finir le
fibre´ cotangent complexe. Soit α : (U˜ , G, π) →֒ (U˜ ′, G′, π′) une injection. Nous posons
ψT
∗X
α (x˜) :=
t ψTXα (x˜)
−1.(III.2.21)
Les conditions du the´ore`me III.2.15 sont ve´rifie´s et nous obtenons un fibre´ orbifold
qu’on appelle fibre´ cotangent complexe orbifold de X . Nous notons ce fibre´ T ∗X .
Ainsi, nous avons ρT ∗X(x˜, g) =
tρTX(x˜, g)
−1 = tdϕg(x˜)−1. Le faisceau des sections
du fibre´ orbifold T ∗X est note´ Ω1|X|. Une section du fibre´ T
∗X est appele´e une 1-forme
holomorphe. Localement une 1-forme holomorphe est une application ω : U → T ∗U
qui se rele`ve en une application ω˜ : U˜ → T ∗U˜ telle que
ω˜(gx˜)(X) = ω˜(x˜)(dϕg(x˜)
−1(X))(III.2.22)
ou` X ∈ Tgx˜U˜ . La condition (III.2.22) est e´quivalente a` g · ω˜ = ω˜ ou` l’action de G sur
les 1-formes holomorphes de U˜ est donne´e par la formule
g · ω˜ = (ϕ−1g )∗ ω˜ = (ϕg−1)∗ ω˜.(III.2.23)
Soit α : (U˜ , G, π) →֒ (U˜ ′, G′, π′) une injection. Nous posons
ψ∧
kT ∗X
α := ∧k ψT
∗X
α .(III.2.24)
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Les conditions du the´ore`me III.2.15 sont ve´rifie´es et nous obtenons un fibre´ orbifold
qu’on appelle fibre´ des k-formes holomorphes de X . Nous notons ce fibre´ ∧kT ∗X .
III.3. Faisceaux des formes diffe´rentielles sur une orbifold et inte´grale
orbifolde
Dans ce paragraphe, nous allons de´finir le faisceau des k-formes diffe´rentielles C∞
sur une orbifold. Puis, nous montrerons que ces faisceaux permettent d’interpre´ter
une classe de cohomologie de l’espace topologique sous-jacent a` une orbifold comme
la classe d’une forme diffe´rentielle ferme´e. Ceci nous permettra de de´finir l’inte´grale
orbifolde.
Dans ce paragraphe X est une orbifold complexe connexe de dimension n.
Notons Ek|Xreg| le faisceau des k-formes diffe´rentielles C∞ a´ valeur complexe sur la
varie´te´ complexe Xreg. Soit j l’inclusion de |Xreg| dans |X|. Soit (U˜ , G, π) une carte
de U . Nous notons Ek
U˜
le faisceau des k-formes diffe´rentielles a` valeur complexe sur U˜ .
Notons (π∗EkU˜)G le sous-faisceau G-invariant de π∗EkU˜ . Nous allons de´finir le faisceau
des k-formes diffe´rentielles sur l’orbifold X comme un sous-faisceau de j∗E|Xreg|. Pour
tout ouvert U dans |X|, posons
Ek|X|(U) :=
{
ω ∈ j∗EkXreg(U) | ∀ x ∈ Using, ∃ (U˜x, Gx, πx) carte de Ux
et ω′ ∈ (πx∗EkU˜x)
Gx(Ux) telles que ω
′ = ω sur Ux,reg
}
.
De la meˆme manie`re que dans l’exemple III.2.20, nous pouvons de´finir le com-
plexifie´ du fibre´ cotangent re´el orbifold de X . Nous le notons T ⋆CX . Son faisceau
des sections est E1|X|. De manie`re ge´ne´rale, le faisceau des sections du fibre´ orbifold
∧kT ⋆CX est Ek|X|.
Proposition III.3.1. Supposons |X| paracompact.
(1) Les faisceaux Ek|X| sont acycliques pour le foncteur Γ(|X|, ·).
(2) Il existe une diffe´rentielle d telle que
E•|X| : E0|X| d E1|X| d · · · d En|X| d 0
soit une re´solution du faisceau constant C|X|.
De´monstration. (1) D’apre`s la fin du paragraphe III.1, le faisceau E0|X| est
le faisceau des fonctions C∞ sur X . Comme |X| est paracompact, il existe
des partitions de l’unite´ dans E0|X| (cf. proposition III.1.19). Ainsi, le faisceau
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E0|X| est fin. Comme Ek|X| est un faisceau de E0|X|-modules, nous en de´duisons
que le faisceau Ek|X| est fin.
(2) Comme la condition est locale, il suffit de la ve´rifier pour tout ouvert assez
petit. Soit (U˜ , G, π) une carte de U . Comme U˜ est un ouvert de Cn, le
complexe de De Rham
E•
U˜
: E0
U˜
d E1
U˜
d · · · d En
U˜
d
0
est une re´solution de CU˜ . Puis, nous appliquons le foncteur exact a` gauche
π∗ a` E•U˜ . Pour tout x ∈ U , nous avons
(Riπ∗EkU˜)x = limV |x∈V H
i(π−1(V ), Ek
U˜
|V ).
Comme Ek
U˜
est un faisceau fin, nous avons H i(π−1(V ), Ek
U˜
|V ) = 0 pour i > 0.
Ainsi, (Riπ∗EkU˜)x est nul c’est-a`-dire que le complexe
π∗E•U˜ : π∗E0U˜
π∗d
π∗E1U˜
π∗d · · · π∗d π∗EnU˜
π∗d
0
est une re´solution de π∗CU˜ . Les diffe´rentielles π∗d sont les restrictions de la
diffe´rentielle d.
Puis, nous appliquons le foncteur covariant exact a` gauche qui a` un
faisceau F sur lequel G agit, associe le sous-faisceau G-invariant, note´ FG.
Nous en de´duisons le complexe
(π∗E•U˜)G : (π∗E0U˜)G
π∗d
(π∗E1U˜)G
π∗d · · · π∗d (π∗EnU˜)G .
Il reste a` montrer que ce complexe est encore exact.
Soit x un point de U . Soit ω˜ ∈ (π∗EkU˜)Gx tel que (π∗d)ω˜ = 0 ou` k est
un entier strictement positif. Le complexe π∗E•U˜ est exact, il existe η˜ dans
π∗Ek−1U˜ ,x tel que (π∗d)η˜ = ω˜. Puis on pose α˜ := 1#G
∑
g∈G g
∗η˜. Il est clair que
α˜ est G-invariante et
(π∗d)α˜ =
1
#G
∑
g∈G
(π∗d)(g∗η˜)
=
1
#G
∑
g∈G
g∗(π∗d)η˜
= ω˜.
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Nous en de´duisons aise´ment que le complexe (π∗E•U˜)G est une re´solution
de (π∗CU˜)
G. Or nous avons les e´galite´s suivantes (π∗CU˜)
G = C|U | = C|X| ||U |.

La proposition pre´ce´dente implique directement le corollaire suivant.
Corollaire III.3.2. Pour k ∈ {0, . . . , n}, on a un isomorphisme d’espace vec-
toriel entre Hk(|X|,C) et Hk
(
Γ(|X|, E•|X|)
)
.
Supposons que |X| soit compacte. Soit ω dans Hn(|X|,C). Graˆce au corollaire
III.3.2, nous voyons ω comme une classe de forme diffe´rentielle et nous de´finissons∫ orb
X
ω :=
1
#Ker(X)
∫
|Xreg|
ω.(III.3.3)
III.4. Classes de Chern orbifoldes par la the´orie de Chern-Weil
Dans cette section, nous allons de´finir les classes de Chern pour les fibre´s vectoriels
complexes orbifolds. Nous adaptons l’appendice C du livre de Milnor et Stasheff
[MS74] aux orbifolds.
Nous commenc¸ons par une e´tude locale. Soit pr : F → U un fibre´ vectoriel
complexe orbifold trivial sur une orbifold complexe U . Soient (U˜ , G, π) une carte de
U et (U˜ ×Cr, G, πF ) une carte de F . L’action de G sur F˜ := U˜ ×Cr est donne´e par
g · (x, w) = (gx, ρ(x, g)w), ∀ (g, x, w) ∈ G× U˜ × Cr
ou` ρ : U˜ × G → GL(r,C) est holomorphe. Rappelons que l’action de G sur une
section s est donne´e par
g · s(x˜) := ρ(g−1x˜, g)s(g−1x˜).
Soit s une section C∞ du fibre´ trivial F˜ → U˜ . Soit ω une 1-forme C∞ sur U˜ .
Nous de´finissons l’action de G sur ω ⊗ s par la formule suivante
g · (ω ⊗ s) := (g · ω)⊗ (g · s).
Une connexion ∇˜ G-e´quivariante sur le fibre´ trivial F˜ → U˜ est une connexion qui
ve´rifie ∇˜(g · s) = g · (∇˜s) ou` s est une section C∞ du fibre´ trivial F˜ → U˜ 3.
3Les connexions G-e´quivariantes existent. En effet, si nous avons une connexion ∇ sur le fibre´
trivial F˜ → U˜ , la connexion
∇˜ :=
∑
g∈G
g · ∇(g−1·)
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Lemme III.4.1. Soit ∇˜ une connexion G-e´quivariante sur le fibre´ trivial U˜×Cr →
U˜ . Soit ω˜ la matrice de cette connexion dans une base s1, . . . , sr de sections du fibre´
U˜ × Cr → U˜ . Pour tout g ∈ G, nous avons
ϕ∗g−1ω˜ = ρ(·, g)−1ω˜ρ(·, g) + ρ(·, g)−1dρ(·, g).
De´monstration. Nous allons calculer ∇˜(gsi) de deux manie`res. D’abord, nous
utilisons la G-e´quivariance de la connexion ∇˜. Pour tout g ∈ G, nous avons
∇˜(gsi) = g∇˜si
= g
r∑
i=1
ω˜ij ⊗ sj
=
r∑
i=1
ϕ∗g−1ω˜ij ⊗ gsj.
D’un autre coˆte´, nous savons comment la matrice d’une connexion se comporte par
un changement de base. Ainsi dans la base gs1, . . . , gsr, la matrice de la connexion
est
ρ(·, g)−1ω˜ρ(·, g) + ρ(·, g)−1dρ(·, g).
Nous en de´duisons le lemme. 
Soit (U˜ , G, π) une carte de U . Le fibre´ orbifold trivial pr : F → U est muni
d’une connexion ∇ s’il existe (F˜ := U˜ ×Cr, G, πF ) une carte de F et une connexion
G-e´quivariante telles que l’application p˜r : F˜ → U˜ rele`ve pr.
Pour i ∈ {1, 2}, soient (Fi,∇i) deux fibre´s orbifolds triviaux sur U munis d’une
connexion. Nous dirons que (F1,∇1) et (F2,∇2) sont isomorphes s’il existe un iso-
morphisme ϕ entre les cartes (F˜1, G1, πF1) et (F˜2, G2, πF2) de respectivement F1 et
F2 tel que ϕ
∗∇˜2 = ∇˜1.
Le fibre´ trivial F1 → U1 muni d’une connexion ∇1 s’injecte dans le fibre´ F2 → U2
muni d’une connexion ∇2 s’il existe une injection de fibre´s orbifolds (α, ψα) c’est-a`-
dire un diagramme commutatif
F˜1
(α, ψα)
F˜2
U˜1
α
U˜2
est G-e´quivariante.
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telle que (α∗F˜2, α∗∇˜2) soit isomorphe a` (F˜1, ∇˜1).
Lemme III.4.2. Soit (F2,∇2) un fibre´ orbifold trivial sur U2 muni d’une con-
nexion. Soit F1 un fibre´ orbifold trivial sur U1 qui s’injecte dans F2. Il existe une
connexion ∇1 unique, a` isomorphisme pre`s, sur F1 telle que (F1,∇1) s’injecte dans
(F2,∇2).
De´monstration. Pour i ∈ {1, 2}, soient (U˜i, Gi, πi) deux cartes de Ui. Soient
(F˜i, Gi, πFi) deux cartes de Fi. Soit ∇˜2 la connexion sur le fibre´ trivial F˜2 → U˜2.
D’apre`s le lemme III.2.10, nous pouvons supposer que U˜1 ⊂ U˜2 et F˜1 ⊂ F˜2.
Existence : Nous posons ∇˜1 := ∇˜2 |F˜1. Ceci de´finit bien une connexion G1-
e´quivariante sur F˜1 → U˜1.
Unicite´ : Soient (F˜3, G3, πF3) une carte de F1 et ∇˜3 une connexion G3-e´quivari-
ante sur le fibre´ trivial F˜3 → U˜1 telles qu’on ait le diagramme commutatif
F˜3
(α, ψα)
F˜2
U˜1
α
U˜2
Supposons que (α∗F˜2, α∗∇˜2) soit isomorphe a` (F˜3, ∇˜3). D’apre`s le lemme III.2.10, le
fibre´ F˜3 → U˜1 est isomorphe au fibre´ F˜1 := (α, ψα)(F˜3)→ α(U˜1). Pour finir, il suffit
de remarquer que α∗F˜2 = α∗F˜1 et α∗(∇˜2 |F˜1) = α∗∇˜2. 
De´finition III.4.3. Soit pr : F → X un fibre´ orbifold. Une connexion orbifolde
sur le fibre´ orbifold pr : F → X est la donne´e pour chaque x ∈ X d’une carte
(U˜x, Gx, πx) d’un ouvert Ux contenant x telle que
(1) pr−1(Ux)→ Ux est un fibre´ orbifold trivial muni d’une connexion ∇x ;
(2) pour toute injection α : U˜x →֒ U˜y, il existe une injection (pr−1(Ux),∇x) →֒
(pr−1(Uy),∇y).
Rappelons que le fibre´ orbifold T ∗CX est le complexifie´ du fibre´ cotangent re´el de
X et que son faisceau des sections est E1|X| (cf. paragraphe III.3).
Proposition III.4.4. Soit X une orbifold paracompacte. Soit F → X un fibre´
orbifold.
(1) Il existe une connexion sur F .
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(2) La diffe´rence entre deux connexions orbifoldes est une section du fibre´
T ∗CX ⊗C∞|X| End(F ).
De´monstration. La premie`re partie de la proposition est de´montre´e dans le
lemme 4.3.2 de [CR02]. Soit F˜ → U˜ un fibre´ trivial orbifold muni de deux connexions
G-e´quivariantes note´es ∇˜1 et ∇˜2. Il suffit de voir que ∇˜1−∇˜2 est une section orbifold
du fibre´ T ∗CU˜⊗C∞
U˜
End(F˜ ). Soit s1, . . . , sr une base de sections du fibre´ F˜ → U˜ . Notons
η˜ la matrice de ∇˜1 − ∇˜2 dans cette base. Montrons que g · η˜ = η˜, ou` l’action de G
sur la matrice de 1-forme diffe´rentielle est donne´e par
g · η˜ = ρ(·, g) (ϕ∗g−1 η˜) ρ(·, g)−1 ou` (ϕ∗g−1 η˜)ij = ϕ∗g−1 η˜ij .
L’e´galite´ ci-dessus est une conse´quence directe du lemme III.4.1. 
Lemme III.4.5. Soit (U˜ , G, π) une carte de U . Soit pr : F → U un fibre´ orbifold
trivial muni d’une connexion ∇. Soit p˜r : F˜ := U˜ × Cr → U˜ le releve´ du fibre´
orbifold trivial pr : F → U muni d’une connexion ∇˜ G-e´quivariante. La courbure,
note´e K(∇˜), de la connexion ∇˜ est une section G-invariante du fibre´ ∧2 T ∗CU˜ ⊗C∞
U˜
End(F˜ )→ U˜ .
De´monstration. Soit s1, . . . , sr une base de sections du fibre´ trivial U˜ ×Cr →
U˜ . Notons Ω˜ la matrice de la courbure dans cette base. Montrons que g · Ω˜ = Ω˜, ou`
l’action du groupe G sur la matrice de 2-formes est donne´e par
g · Ω˜ = ρ(·, g)(ϕ∗g−1Ω˜)ρ(·, g)−1 ou` (ϕ∗g−1Ω˜)ij = ϕ∗g−1Ω˜ij .(III.4.6)
Avant de de´montrer cette e´galite´, nous allons montrer que
K(∇˜)(gs) = gK(∇˜)(s),
pour tout (g, s) ∈ G×F˜U˜(U˜), ou` F˜U˜ est le faisceau des sections C∞ du fibre´ F˜ → U˜ .
La courbure K(∇˜) est la compose´e de ̂˜∇ avec ∇˜ ou`̂˜∇ : F˜U˜ ⊗C∞U˜ E1U˜ −→ F˜U˜ ⊗C∞U˜ E2U˜
est de´finie par ̂˜∇(θ ⊗ s) := dθ ⊗ s− θ ∧ ∇˜s.
Un calcul direct montre que
̂˜∇(g · (θ⊗ s)) = g ̂˜∇(θ⊗ s) pour tout g ∈ G et pour tout
(θ, s) ∈ F˜U˜(U˜) × E1U˜(U˜). Nous en de´duisons que K(∇˜)(gs) = gK(∇˜)(s) pour tout
(g, s) ∈ G× F˜U˜(U˜).
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Pour de´montrer l’e´galite´ (III.4.6), nous allons calculer K(∇˜)(gsi) de deux fac¸ons.
D’un coˆte´ nous avons
K(∇˜)(gsi) = gK(∇˜)(si)
= g
(
r∑
j=1
Ω˜ij ⊗ sj
)
=
r∑
j=1
ϕ∗g−1Ω˜ij ⊗ gsj.(III.4.7)
D’un autre coˆte´, le changement de base entre (s1, . . . , sr) et (gs1, . . . , gsr) montre
que la matrice de K(∇˜) dans la base (gs1, . . . , gsr) est
ρ(·, g)Ω˜ρ(·, g)−1.(III.4.8)
En comparant les e´galite´s (III.4.7) et (III.4.8), nous en de´duisons l’e´galite´ (III.4.6)
c’est-a`-dire que K(∇˜) est une section G-e´quivariante du fibre´ ∧2 T ∗CU˜ ⊗C∞
U˜
End F˜ →
U˜ . 
Soit pr : F → X un fibre´ orbifold de rang r muni d’une connexion ∇. Pour tout
x ∈ |X|, il existe une carte (U˜x, Gx, πx) d’un ouvert Ux contenant x telle que le fibre´
trivial F˜x := U˜x ×Cr → U˜x soit muni d’une connexion, note´ ∇˜x, Gx-e´quivariante ou`
U˜x × Cr est une carte de pr−1(Ux). D’apre`s le lemme III.4.5, la courbure K(∇˜x) est
une section Gx-invariante du fibre´
∧2 T ∗CU˜x ⊗C∞
U˜x
End(F˜x).
Pour i ∈ {1, . . . , n}, notons σi le i-ie`me polynoˆme syme´trique e´le´mentaire en r
variables. Soit A une matrice carre´e de taille r. Notons σi(A) le polynoˆme σi e´value´
en les valeurs propres de A. Nous avons
det(id+tA) = 1 + tσ1(A) + · · ·+ tnσn(A).
Pour tout x ∈ |X|, soit s1,x, . . . , sr,x une base de sections du fibre´ F˜x → U˜x. No-
tons Ω˜x la matrice de la courbure K(∇˜x) dans cette base. Comme les 2-formes
diffe´rentielles commutent entre elles, nous pouvons e´valuer les polynoˆmes σi en Ω˜x.
La forme diffe´rentielle σi(Ω˜x) est de degre´ 2i. Dans une nouvelle base de sections,
la matrice de la courbure est P−1Ω˜xP ou` P est la matrice de changement de base.
Comme σi(P
−1AP ) = σi(A), la forme diffe´rentielle σi(Ω˜x) ne de´pend pas de la base
choisie. Dore´navant, nous notons σi(K(∇˜x)) cette forme diffe´rentielle. Pour tout
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g ∈ Gx, nous avons
ϕ∗gσi(Ω˜x) :=σi(ϕ
∗
gΩ˜x)
=σi(Ω˜x) d’apre`s l’e´galite´ (III.4.6).
Ainsi, σi(K(∇˜x) de´finie une forme diffe´rentielle de degre´ 2i Gx-invariante sur U˜x
qui, par passage au quotient, de´finit une forme diffe´rentielle, note´e σi(K(∇x)), dans
E2i|Ux|(Ux).
Lemme III.4.9. Soit F → X un fibre´ orbifold muni d’une connexion ∇. Nous
gardons les notations ci-dessus. Pour tout i ∈ {1, . . . , r}, les formes diffe´rentielles
σi(K(∇x) dans E2i|Ux|(Ux) se recollent en une forme diffe´rentielle, note´e σi(K(∇)),
dans E2i|X|(|X|).
De´monstration. Soit α : U˜x →֒ U˜y. Il suffit de montrer que
σi(K(∇y)) |Ux = σi(K(∇x)).
Par de´finition d’un fibre´ orbifold muni d’une connexion, il existe deux applications
ψα et ϕ : F˜x → α∗F˜y telles que
– le diagramme suivant soit commutatif
F˜x
(α, ψα)
F˜y
U˜x
α
U˜y
– ϕ soit un isomorphisme de cartes ;
– ϕ∗α∗∇˜y = ∇˜x.
Nous en de´duisons l’e´galite´ ϕ∗α∗K(∇˜y) = K(∇˜x). Puis, nous obtenons l’e´galite´
σi(K(∇y)) |Ux= σi(K(∇x)). 
Proposition III.4.10. Soit F → X un fibre´ orbifold muni d’une connexion ∇.
Pour tout i ∈ {1, . . . , n}, la forme diffe´rentielle σi(K(∇)) est ferme´e.
De´monstration. Soit F → X un fibre´ orbifold muni d’une connexion ∇. Nous
en de´duisons une connexion, note´e ∇reg, sur le fibre´ vectoriel Freg → Xreg. Nous en
obtenons l’e´galite´
σi(K(∇reg)) = σi(K(∇)) |Xreg .
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Dans le cas des varie´te´s, on sait que σi(K(∇reg)) est ferme´e. Ainsi dσi(K(∇)) est
nulle sur un ouvert dense. Nous en de´duisons que σi(K(∇)) est ferme´e. 
Cette proposition montre que les formes diffe´rentielles σ0(K(∇)), . . . , σr(K(∇))
sont ferme´es de degre´ respectivement 0, . . . , 2r. Nous noterons [σi(K(∇))] la classe
de cette forme diffe´rentielle dans H2i(|X|,C) (cf. le corollaire III.3.2).
Corollaire III.4.11. Soit F → X un fibre´ orbifold muni d’une connexion. La
classe de la forme diffe´rentielle σi(K(∇)) ne de´pend pas du choix de la connexion
sur F .
De´monstration. Soit pr : F → X un fibre´ vectoriel orbifold muni de deux
connexions ∇0 et ∇1. Pour tout x ∈ X , nous avons deux connexions ∇˜0,x et ∇˜1,x
sur F˜x → U˜x ou` U˜x est une carte d’un ouver Ux contenant x et F˜x une carte de
pr−1(Ux). Posons η˜x := ∇˜1,x−∇˜0,x. D’apre`s la proposition III.4.4, η˜x est une section
Gx-invariante de T
∗
CU˜x ⊗C∞
U˜x
End(F˜x). Pour t ∈ [0, 1], nous de´finissons une connexion
sur le fibre´ F˜x → U˜x par la formule
∇˜t,x := ∇˜0,x + tη˜x.
D’apre`s les calculs dans [GH94] p.405, nous avons
d
(∫ 1
0
σ˜i
(
η˜x, K(∇˜t,x), . . . , K(∇˜t,x)
)
dt
)
= σi(K(∇˜1,x))− σi(K(∇˜0,x))(III.4.12)
ou` σ˜i est l’application i-line´aire de Mr(C)× · · · ×Mr(C) dans C telle que
σ˜i(A, . . . , A) = σi(A) pour toute matriceA ∈ Mr(C).
L’e´galite´ (III.4.12) montre que σi(K(∇˜1,x))− σi(K(∇˜0,x)) est une forme exacte.
Montrons que pour toute injection α : U˜y →֒ U˜x, nous avons
α∗σ˜i
(
η˜x, K(∇˜t,x), . . . , K(∇˜t,x)
)
= σ˜i
(
η˜y, K(∇˜t,y), . . . , K(∇˜t,y)
)
.
D’apre`s le lemme III.4.2, nous pouvons supposer que α∗(∇˜i,x) = ∇˜i,y pour i ∈ {1, 2}.
Ceci implique que α∗ηx = ηy et que α∗K(∇˜t,x) = K(∇˜t,y). Finalement, nous avons
α∗σ˜i
(
η˜x, K(∇˜t,x), . . . , K(∇˜t,x)
)
=σ˜i
(
a∗η˜x, α∗K(∇˜t,x), . . . , α∗K(∇˜t,x)
)
=σ˜i
(
η˜y, K(∇˜t,y), . . . , K(∇˜t,y)
)
.
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Les e´galite´s ci-dessus nous montrent que les formes diffe´rentielles
σ˜i
(
η˜x, K(∇˜t,x), . . . , K(∇˜t,x)
)
de degre´ 2i− 1 sur U˜x sont Gx-invariantes. Elles de´finissent par passage au quotient
une forme diffe´rentielle de degre´ 2i− 1, note´e σ˜i (ηx, K(∇t,x), . . . , K(∇t,x)), sur |X|.
Nous en de´duisons que σi(K(∇1))− σi(K(∇0)) est une forme exacte. 
Soit F → X un fibre´ orbifold. Nous de´finissons la i-ie`me classe de Chern du fibre´
F → X par
ci(F ) := [σi(K(∇))] /(2
√−1π)i
ou` ∇ est une connexion sur F . D’apre`s le corollaire III.4.11, les classes de Chern de
F ne de´pendent pas de la connexion choisie et la i-ie`me classe de Chern de´finit une
classe de cohomologie dans H2i(|X|,C). La classe de Chern totale est
c(F ) = c0(F ) + tc1(F ) + · · ·+ tncn(F ).
Proposition III.4.13. Soit
0 E
α
F
β
G 0
une suite exacte de fibre´s orbifolds sur l’orbifold X. Nous avons l’e´galite´
c(F ) = c(E)c(G).
De´monstration. Cette proprie´te´ est locale. Soit p (resp. r) le rang du fibre´
E (resp. F ). Pour tout x ∈ |X|, il existe une carte (U˜x, Gx, πx) d’un ouvert Ux
contenant x qui trivialise les trois fibre´s. Soient E˜ |Ux, F˜ |Ux et G˜ |Ux trois cartes de
respectivement pr−1E (Ux),pr
−1
F (Ux) et pr
−1
G (Ux). Nous avons une suite exacte de fibre´s
triviaux sur U˜x
0 E˜ |Ux
α˜ |Ux
F˜ |Ux
β˜ |Ux
G˜ |Ux 0.
Soit (sE1 , . . . , s
E
p ) une base des sections du fibre´ E˜ |Ux→ U˜x. Notons sFi := α˜ |Ux
(sEi ). On comple`te (s
F
1 , . . . , s
F
p ) en une base (s
F
1 , . . . , s
F
r ) des sections du fibre´ trivial
F˜ |Ux→ U˜x. Pour i ∈ {p + 1, . . . , r}, les sections sGi := β˜ |Ux (sFi ) forment une base
des sections du fibre´ trivial G˜ |Ux→ U˜x.
Nous choisissons une connexion ∇˜F,x Gx-e´quivariante de matrice ω˜Fx sur F˜ |Ux
telle que sa matrice soit triangulaire supe´rieure sur U˜x dans la base (s
F
1 , . . . , s
F
r ).
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Nous en de´duisons deux connexions ∇˜E,x de matrice ω˜Ex et ∇˜G,x de matrice ω˜Gx sur
E˜ |Ux et sur G˜ |Ux qui sont de´finis par les matrices(
ω˜Ex
)
ij
:=
(
ω˜Fx
)
ij
pour i, j ∈ {1, . . . , p} ;(
ω˜Gx
)
ij
:=
(
ω˜Fx
)
i+p,j+p
pour i, j ∈ {1, . . . , r − p}.
La courbure K(∇˜F,x) sur F˜ |Ux est triangulaire supe´rieure. Nous en de´duisons que
det(id+tK(∇˜F,x)) = det(id+tK(∇˜E,x)) det(id+tK(∇˜G,x)).

III.5. Bonne application orbifolde et image inverse de fibre´s vectoriels
orbifolds
Dans la the´orie ge´ne´rale des orbifolds, l’image inverse d’un fibre´ vectoriel orbifold
n’existe pas toujours. C’est pour cette raison que Chen et Ruan ont de´fini la notion
de bonne application orbifolde (cf. paragraphe 4.4 de [CR02]). Soit |X| un espace
topologique se´pare´. D’apre`s Satake [Sat57], un recouvrement U = (Ui)i∈I est dit
compatible si
(III.5.1) chaque ouvert Ui de ce recouvrement a une carte (U˜i, Gi, πi) ;
(III.5.2) pour tout x ∈ Ui ∩ Uj , il existe un ouvert Uk ⊂ Ui ∩ Uj tel que x ∈ Uk ;
(III.5.3) si Ui ⊂ Uj alors il existe une injection de (U˜i, Gi, πi) dans (U˜j , Gj, πj).
Un recouvrement compatible sur |X| est un atlas orbifold (cf. le de´but du para-
graphe III.1.b).
Nous avons la proposition suivante.
Proposition III.5.4 (cf. paragraphe 4.1 p.67 de [CR02]). Soit |X| un espace
topologique paracompact. E´tant donne´ un atlas orbifold sur |X|, il existe un recou-
vrement compatible plus fin sur |X|.
Remarque III.5.5. Si X est une varie´te´ complexe, un atlas orbifold est aussi
un atlas de X en tant que varie´te´. Or un atlas de varie´te´ ve´rifie bien les conditions
(III.5.1), (III.5.2) et (III.5.3). C’est-a`-dire que pour une varie´te´, la proposition ci-
dessus est vraie.
De´monstration de la proposition III.5.4. Soit A(|X|) un atlas orbifold
sur |X|. Comme |X| est paracompact, on peut supposer que le recouvrement associe´
a` A(|X|) est localement fini. Notons-le (Ui)i∈I . Soit x ∈ |X|. Le point x appartient
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a` un nombre fini d’ouverts de (Ui)i∈I . Notons-les Ui1 , . . . , Uin(x). Ainsi, il existe une
carte (V˜x, Gx, πx) d’un ouvert Vx contenant x tel que
(1) Vx est inclus dans Ui1 ∩ . . . ∩ Uin(x) ;
(2) la carte V˜x s’injecte dans U˜iα pour tout α ∈ {1, . . . , n(x)}.
Notons U le recouvrement forme´ par de tels ouverts Vx et les ouverts inclus dans
Vx et contenant x. Montrons que V est un recouvrement compatible. Les conditions
(III.5.1) et (III.5.2) sont clairement ve´rifie´es.
PSfrag replacements
xVkVx
y Vℓ
Vy
Fig. 1 –
Il nous reste a` montrer la condition (III.5.3). Soient Vk, Vℓ deux ouverts de V tels
que Vk ⊂ Vℓ. Montrons qu’il existe une injection entre une carte de Vk et une carte de
Vℓ. Il existe x, y ∈ |X| tels que Vk ⊂ Vx et Vℓ ⊂ Vy (cf. la figure 1). Par de´finition, s’il
existe i ∈ I tel que nous ayons Vk ⊂ Ui (resp. Vk ⊂ Ui) alors i ∈ {i1, . . . , in(x)} (resp.
i ∈ {j1, . . . , jn(y)}). L’inclusion de Vk dans Vℓ implique que l’ensemble {j1, . . . , jn(y)}
est un sous-ensemble de {i1, . . . , in(x)}. Soit V˜k,x (resp. V˜ℓ,y) une carte de Vk (resp.
Vℓ) induite par V˜x (resp. V˜y). Nous en de´duisons qu’il existe i ∈ I tel que V˜x et V˜y
s’injectent dans U˜i. Finalement, le corollaire III.1.4 applique´ avec U := Vk, V := Vℓ
et W := Ui montre qu’il existe une injection de V˜k,x dans V˜ℓ,y. 
De´finition III.5.6 (cf. paragraphe 4.4 de [CR02]). Soit f : X → Y une applica-
tion orbifolde. On dit que f est une bonne application s’il existe deux recouvrements
compatibles UX et VY de respectivement |X| et |Y | tels que
(1) il existe une correspondance bijective, note´e F, entre les ouverts de UX et
ceux de VY telle que pour tout U ouvert de UX , nous ayons f(U) ⊂ F(U) et
que si U1 ⊂ U2 alors F(U1) ⊂ F(U2) ;
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(2) l’ensemble des rele`vements f˜UV : U˜ → V˜ ve´rifie la condition suivante : a`
chaque injection α : (U˜1, G1, π1) →֒ (U˜2, G2, π2), correspond une injection,
note´e F(α) : (V˜1, H1, p1) →֒ (V˜2, H2, p2) ou` pi(V˜i) := F(Ui) telle que
– le diagramme suivant soit commutatif
(U˜1, G1, π1)
α
f˜U1V1
(U˜2, G2, π2)
f˜U2V2
(V˜1, H1, p1)
F(α)
(V˜2, H2, p2)
– pour toutes compose´es d’injections α◦β, on ait F(α◦β) = F(α)◦F(β).
Soit f : X → Y une application orbifolde. Nous appelons syste`me compatible
l’ensemble des donne´es supple´mentaires {f˜UV ,F} tel que l’application f : X → Y
soit une bonne application. Remarquons que la notation F est utilise´e pour deux
correspondances : la premie`re au niveau des ouverts des recouvrements compatibles
et la deuxie`me au niveau des injections.
Chen et Ruan ont de´montre´ les deux propositions suivantes dans l’article [CR02].
Proposition III.5.7 (cf. lemme 4.4.3 dans [CR02]). Soit f : X → Y une bonne
application entre deux orbifolds. Supposons qu’on ait un fibre´ vectoriel orbifold E
sur Y alors on peut de´finir un fibre´ vectoriel, note´ f ∗E, sur X par les fonctions
de transition suivantes : pour toute injection α : U˜1 →֒ U˜2 entre deux cartes du
recouvrement compatible de |X|, on pose
ψf
∗E
α (x˜) := ψ
E
F(α)(f˜(x˜)).
Proposition III.5.8 (cf. lemme 4.4.3 de [CR02]). Les classes de Chern orb-
ifoldes sont fonctorielles c’est-a`-dire que pour tout fibre´ vectoriel orbifold complexe
E → Y et pour toute bonne application orbifolde f : X → Y , on a f ∗c(E∞|Y |) =
c(f ∗E∞|Y |).
De´monstration de la proposition III.5.8. Soient UX et VY deux recouvre-
ments compatibles de respectivement |X| et |Y |. Notons F la bijection
{ ouverts de UX} → { ouverts de VY } .
Soit ∇ une connexion sur le fibre´ pr : E → Y . Soit V un ouvert du recouvrement VY .
Comme F est bijective, il existe un unique U tel que F(U) = V . Soit f˜U,V : U˜ → V˜ un
rele`vement de f |U : U → V . Soit ∇˜V˜ la connexion sur le fibre´ E˜V := V˜ ×Cr → V˜ ou`
E˜V est une carte de pr
−1(V ). Notons ω˜V˜ la matrice de la connexion ∇˜V˜ dans une base
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de sections du fibre´ E˜V → V˜ . Conside´rons la matrice f˜ ∗U,V ω˜V˜ de 1-formes sur U˜ . Le
diagramme commutatif applique´ avec α := ϕg de la de´finition III.5.6 montre que la
matrice de 1-formes f˜ ∗U,V ω˜V˜ est GU˜ -invariante. Cette matrice de´finit une connexion,
note´e f˜ ∗U,V ∇˜V˜ , sur le fibre´ U˜ × Cr → U˜ . Le diagramme commutatif de la de´finition
III.5.6 montre que nous avons bien de´fini une connexion, note´e f ∗∇, sur le fibre´
f ∗E → X . Nous en de´duisons l’e´galite´ suivante, qui implique la proposition,
f˜ ∗U,VK(∇˜V˜ ) = K(f˜ ∗U,V ∇˜V˜ ).

De´finition III.5.9 (cf. de´finition 4.4 de [CR02]). Soit f : X → Y une ap-
plication orbifolde. Deux syste`mes compatibles ξ et ξ′ sont isomorphes si pour tout
fibre´ vectoriel orbifold E → Y , les deux fibre´s vectoriel orbifold f ∗ξE et f ∗ξ′E sont
isomorphes.
Nous rappelons que la partie re´gulie`re d’une orbifold X d’apre`s Chen et Ruan
est X̂reg = {x ∈ |X ′| | Gx = {id}}.
Proposition III.5.10 (cf. lemme 4.4.11 dans [CR02]). Soit f : X → Y une
application entre deux orbifolds. Si f−1(X̂reg) est un ouvert dense et connexe de X
alors il existe un unique syste`me compatible, a` isomorphisme pre`s.
CHAPITRE IV
Cohomologie orbifolde des espaces projectifs a` poids
Dans ce chapitre, nous calculons l’anneau de cohomologie orbifolde des espaces
projectifs a` poids muni de la dualite´ de Poincare´ orbifolde.
Dans le premier paragraphe, nous de´finissons la structure orbifolde sur les espaces
projectifs a` poids. Dans le deuxie`me, nous de´finissons les fibre´s OP(w)(·) sur P(w).
Les trois derniers suivants se pre´sentent de la fac¸on suivante. Dans chaque de´but
de paragraphe, nous rappelons rapidement les de´finitions et les proprie´te´s ge´ne´rales
puis nous les appliquerons a` notre exemple pre´fe´re´ P(w).
Le paragraphe IV.3 traite de la cohomologie orbifolde en temps qu’espace vectoriel
et la proposition IV.3.14 donne une base, note´e η, de la cohomologie orbifolde des
espaces projectifs a` poids.
Le troisie`me paragraphe IV.4 est consacre´ a` la dualite´ de Poincare´ orbifolde et la
proposition IV.4.4 calcule la dualite´ de Poincare´ de P(w) dans la base η.
Le dernier paragraphe concerne le cup produit orbifold. Le the´ore`me IV.5.13
explicite le fibre´ obstruction et le corollaire IV.5.26 donne une formule explicite pour
le cup produit orbifold de P(w) dans la base η.
IV.1. La structure orbifolde sur P(w)
Dans ce paragraphe, nous de´finissons l’atlas orbifold des espaces projectifs a` poids.
Nous de´finissons l’action du groupe multiplicatif C⋆ sur Cn+1 − {0} par
λ · (y0, . . . , yn) := (λw0y0, . . . , λwnyn).(IV.1.1)
L’espace projectif a` poids est le quotient de Cn+1−{0} par cette action. Notons |P(w)|
cet espace topologique quotient et πw l’application de passage au quotient. Notons
[y0 : . . . : yn]w la classe de πw(y0, . . . , yn) dans |P(w)|. Pour tout y := [y0 : . . . : yn]w
dans |P(w)|, posons
Iy := {k | yk 6= 0}.(IV.1.2)
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On a le diagramme commutatif suivant :
(z0, . . . , zn) Cn+1 − {0}
f˜w
π
Pn
fw
[z0 : . . . : zn]
(zw00 , . . . , z
wn
n ) C
n+1 − {0} πw |P(w)| [zw00 : . . . : zwnn ]w
ou` π est l’application standard de passage au quotient pour les espaces projectifs
complexes. Notons µk le groupe des racines k-ie`mes de l’unite´. L’espace projectif a`
poids peut eˆtre muni de deux structures orbifoldes diffe´rentes.
(i) Le groupe µw0 × · · · × µwn agit sur Pn de la fac¸on suivante :
µw0 × · · · × µwn × Pn −→ Pn
((λ0, . . . , λn), [z0 : . . . : zn]) 7−→ [λ0z0 : . . . : λnzn]
L’application fw induit un home´omorphisme entre Pn/µw0×· · ·×µwn et
|P(w)|. Ainsi, l’espace topologique |P(w)| est muni d’une structure orbifolde,
dite globale.
(ii) L’espace topologique |P(w)| peut aussi eˆtre muni d’une structure orbifolde
via l’application πw. L’atlas orbifold qui de´finit cette structure est de´crit
ci-dessous.
Dans la suite de la the`se, nous nous inte´ressons uniquement a` la structure orbifolde
provenant de (ii). Pour i ∈ {0, . . . , n}, notons Ui := {[y0 : . . . : yn]w | yi 6= 0} ⊂
|P(w)|. Soit U˜i l’ensemble des points de Cn+1 − {0} tels que yi = 1. Le sous-groupe
de C⋆ qui stabilise U˜i est µwi. L’application πi := πw |U˜i: U˜i −→ Ui induit un
home´omorphisme entre U˜i/µwi et Ui.
Soit U un ouvert connexe de |P(w)|. Une carte (U˜ , GU˜ , πU˜) de U est dite admis-
sible s’il existe i ∈ {0, . . . , n} tel que
(IV.1.3) U˜ soit une composante connexe de π−1i (U) ;
(IV.1.4) GU˜ soit le sous-groupe de µwi qui stabilise U˜ ;
(IV.1.5) πU˜ = πi |U˜i.
En particulier, les cartes (U˜i,µwi, πi) de Ui sont des cartes admissibles. Notons
A(|P(w)|) l’ensemble des cartes admissibles. L’ensemble des cartes de A(|P(w)|) in-
duit un recouvrement, note´ Uw, de |P(w)|.
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Lemme IV.1.6. Soit α : (U˜ , GU˜ , πU˜) →֒ (V˜ , GV˜ , πV˜ ) une injection entre deux
cartes de A(|P(w)|). Il existe une unique fonction holomorphe λα : U˜ → C telle que
α(y0, . . . , yn) = (y0λ
w0/pgcd(w)
α (y), . . . , ynλ
wn/pgcd(w)
α (y)). Pour deux injections succes-
sives α, β, on a
λβ◦α(y) = λβ(α(y))λα(y).
Remarque IV.1.7. Soit p˜ = (p0, . . . , pn) dans Cn+1 − {0}. Notons Dn+1(p˜, ε) le
produit des disques D1(pi, ε) de centre pi et de rayon ε. Pour tout k ∈ Iπ(p˜) et pour
toute de´termination de l’argument argk(·) dans D1(pk, ε), conside´rons l’application
ψp˜,argk : D
n+1(p˜, ε) −→ U˜k
(y0, . . . , yn) 7−→ (y0/yw0/wkk , . . . , 1k, . . . , yn/ywn/wkk )
ou` y
1/wk
k := |yk|1/wk exp(i argk(yk)/wk).
Soit arg′k une autre de´termination de l’argument sur D
1(pk, ε). Il existe un unique
α ∈ Z tel que argk− arg′k = 2πα. Nous en de´duisons que
ψp˜,argk = e
2iπα/wk · ψp˜,arg′k .(IV.1.8)
De´monstration du lemme IV.1.6. – Il existe une fonction
λ˜α : U˜ ∩ ∩nk=0{y ∈ Cn+1 | yk 6= 0} −→ C⋆
telle que
λ˜α(y) · y = α(y) = (α0(y), . . . , αn(y)).
Ainsi pour tout k ∈ {0, . . . , n}, nous avons λ˜α(y)wkyk = αk(y). Nous en
de´duisons que la fonction λ˜wkα = αk/yk est holomorphe sur U˜ ∩ {yk 6= 0}.
Montrons que λ˜wkα est holomorphe sur U˜ . Il existe un unique j tel que
V˜ ⊂ U˜j . Pour tout p˜ ∈ U˜ ∩ {yk = 0}, la remarque IV.1.7 implique qu’il existe
argj tel que nous ayons une application holomorphe
ψp˜,argj |U˜∩Dn+1(p˜,ε): U˜ ∩Dn+1(p˜, ε)→ U˜j
Nous ve´rifions sans peine que cette application est une injection. Nous obtenons
alors deux injections α |U˜∩Dn+1(p˜,ε) et ψp˜,argj |U˜∩Dn+1(p˜,ε) de U˜ ∩Dn+1(p˜, ε) dans
U˜j . D’apre`s le lemme III.1.1 et l’e´galite´ (IV.1.8), nous pouvons choisir une
de´termination de l’argument arg′j tel que ψp˜,arg′j = α sur U˜ ∩Dn+1(p˜, ε). Nous
obtenons que λ˜wkα est holomorphe sur U˜ . D’apre`s Be´zout, λα := λ˜
pgcd(w)
α est
aussi holomorphe sur U˜ . L’unicite´ de´coule de Be´zout.
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– Nous avons l’e´galite´
β ◦ α(y) = λ˜β◦α(y) · y =
(
λ˜β(α(y))λ˜α(y)
)
· y.
Ainsi, il existe ζ ∈ µpgcd(w) tel que λ˜β◦α(y)ζ = λ˜β(α(y))λ˜α(y). Nous e´levons
cette e´quation a` la puissance pgcd(w) et nous en de´duisons l’e´galite´ voulue.

Notation IV.1.9. Soit α : (U˜ , GU˜ , πU˜) →֒ (V˜ , GV˜ , πV˜ ) une injection entre deux
cartes de A(|P(w)|). Supposons que U˜ ⊂ U˜i et que V˜ ⊂ U˜j. Nous avons alors deux
possibilite´s
(1) soit i = j et α est simplement l’action d’un e´le´ment de µwi c’est-a`-dire que
α(y) = ζ · y avec ζ ∈ µwi. Dans ce cas, nous avons λα(y) · y = ζpgcd(w) · y.
(2) Soit i 6= j et alors nous avons λwj/pgcd(w)α (y) = 1/yj. Ainsi, nous notons
1/y
pgcd(w)/wj
j := λα(y).
Proposition IV.1.10. L’ensemble A(|P(w)|) est un atlas orbifold.
Nous noterons P(w) l’orbifold (|P(w)|,A(|P(w)|)).
De´monstration de la proposition IV.1.10. Il faut ve´rifier les conditions
(III.1.5) et (III.1.6) p.18. La premie`re condition est trivialement vraie, il reste a`
montrer la seconde condition.
Conside´rons des cartes (U˜ , GU˜ , πU˜) de U et (V˜ , GV˜ , πV˜ ) de V dans A(|P(w)|).
Soit p dans U ∩ V . Il existe i et j tels que U˜ ⊂ U˜i et V˜ ⊂ U˜j .
Puisque π−1i (p)∩U˜i est fini, il existe un re´el ε > 0 tel que les polydisques Dn+1(p˜, ε)
avec p˜ ∈ π−1i (p) soient disjoints (cf. figure 1).
Fixons p˜U = (pU0 , . . . , 1i, . . . , p
U
n ) un releve´ de p dans U˜ . Quitte a` diminuer ε, on
peut supposer que Dn+1(p˜U , ε)∩ U˜i ⊂ U˜ et que πi(Dn+1(p˜U , ε)∩ U˜i) ⊂ U ∩V. Posons
W˜ := Dn+1(p˜U , ε)∩ U˜i et W := πi(W˜ ). Nous avons π−1i (W ) =
⊔
p˜∈π−1i (p)D
n+1(p˜, ε)∩
U˜i car µwi agit transitivement sur {Dn+1(p˜, ε) ∩ U˜i | p˜ ∈ π−1i (p)}. Ainsi, W˜ est une
composante connexe de π−1i (W ).
Posons GW˜ := ∩k∈Ipµwk ou` Ip est de´fini par (IV.1.2). Le groupe GW˜ fixe p˜U et il
stabilise W˜ . De plus, comme π−1i (p) ∩ W˜ = {p˜U}, un e´le´ment qui stabilise W˜ doit
fixer p˜U . Finalement, GW˜ est le sous-groupe de µwi qui stabilise W˜ .
Posons πW˜ := πi |W˜ . Ainsi, (W˜ ,GW˜ , πW˜ ) est bien une carte de W et elle est dans
A(|P(w)|).
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PSfrag replacements
U V
W
p˜U1
p˜U
e˜je˜j(p˜
U)
p |P(w)|
U˜i ⊂ Cn+1 − {0}
πi Dn+1(p˜U , ε)
Dn+1(p˜U1 , ε)
Dn+1(p˜Uℓ , ε)
D1(e˜j(p˜
U), ε) ⊂ C
Fig. 1 – e˜j : Cn+1 − {0} → C est la projection sur la j-ie`me coordonne´e.
Montrons que (W˜ ,GW˜ , πW˜ ) s’injecte dans (U˜ , GU , πU˜). Pour cela il suffit de mon-
trer que GW˜ est inclus dans GU˜ . Supposons qu’il existe g ∈ GW˜ − GU˜ . Comme la
carte (U˜ , GU˜ , πU˜) est dans A(|P(w)|), g envoie U˜ sur une autre composante connexe
de π−1i (U) or ceci est impossible car g stabilise W˜ ⊂ U˜ .
Finalement, nous avons montre´ que W˜ ⊂ U˜ , GW˜ ⊂ GU˜ et πW˜ = πU˜ |W˜ c’est-a`-
dire que nous avons une injection (W˜ ,GW˜ , πW˜ ) →֒ (U˜ , GU˜ , πU˜) qui est donne´e par
l’inclusion.
Montrons qu’il existe une injection (W˜ ,GW˜ , πW˜ ) →֒ (V˜ , GV˜ , πV˜ ).
Comme pUj est non nul, nous appliquons la remarque IV.1.7 pour k = j. Notons
α := ψp˜U ,argj |W˜ . D’apre`s l’e´galite´ (IV.1.8), on peut choisir argj tel que α(W˜ ) ⊂ V˜ .
Montrons que α est injective. Soient y˜ et y˜′ dans W˜ tels que α(y˜) = α(y˜′). Pour
tout k, nous avons
yk
y
wk/wj
j
=
y′k
y′wk/wjj
.
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En particulier, pour k = i, nous obtenons(
y
1/wj
j
y′1/wjj
)wi
= 1.
Ceci implique que
(
argj(yj)− argj(y′j)
)
wi/wj est dans 2πZ. Quitte a` diminuer ε (cf.
figure 1), on peut supposer que argj(yj) = argj(y
′
j). Nous obtenons yj = y
′
j et nous
en de´duisons que α est injective.
Il reste a` montrer que GW˜ est un sous-groupe de GV˜ . Pour tout g ∈ GW˜ , nous
avons g · α(y˜) = α(g · y˜). Ainsi, GW˜ stabilise l’ouvert α(W˜ ). Nous utilisons le meˆme
raisonnement que pre´ce´demment pour montrer que GW˜ ⊂ GV˜ . 
Remarque IV.1.11. (1) D’apre`s la de´monstration pre´ce´dente, le groupe
d’isotropie au point p ∈ P(w) est Gp = ∩k∈Ipµwk .
(2) Nous avons Ker(P(w)) = ∩ni=0µwi et #Ker(P(w)) = pgcd(w).
(3) Nous avons |P(w)reg| = {p ∈ |P(w)| | ∩k∈Ipµwk = ∩ni=0µwi}. Par contre
|P̂(w)reg| = {∅} si pgcd(w) > 1.
(4) Soient w0, w1 deux entiers premiers entre eux. Il est facile de voir que les
orbifolds P(w0, w1) et P1w0,w1 (cf. proposition III.1.12) sont isomorphes.
(5) Nous de´finissons l’espace topologique |P(w)I | := {p ∈ |P(w)| | ∀ i ∈ Ic, pi =
0}. Montrons que l’orbifold P(w) induit une structure orbifolde sur |P(w)I |.
Pour tout i ∈ I, posons Ui |I := Ui ∩ |P(w)I | et U˜i |I := {(y0, . . . , yn) ∈
Cn+1 − {0} | yi = 1 et ∀ k ∈ Ic, yk = 0}. Nous avons U˜i |I= π−1i (Ui |I).
Posons πi |I := πi |U˜i|I . Ainsi, (U˜i |I ,µwi , πi |I) est une carte de Ui |I . Soit U |I
un ouvert connexe de |P(w)I |. Une carte (U˜ |I , GU˜ |I , πU˜ |I ) de U |I⊂ |P(w)I|
est dite I-admissible s’il existe i ∈ I tel que :
(IV.1.12) U˜ |I soit une composante connexe de (πi |I)−1 (U |I) ;
(IV.1.13) GU˜ soit le sous-groupe de µwi qui stabilise U˜ |I ;
(IV.1.14) πU˜ |I = (πi |I) |U˜i|I .
Notons A(|P(w)|) |I l’ensemble des cartes I-admissibles et notons Uw |I
le recouvrement de |P(w)I | induit par les cartes de A(|P(w)|) |I . Le meˆme
type de raisonnement que dans la de´monstration de la proposition IV.1.10
montre que A(|P(w)|) |I est un atlas orbifold. Notons P(w)I l’orbifold
(|P(wI)|,A(|P(w)|) |I).
IV.1. LA STRUCTURE ORBIFOLDE SUR P(w) 55
Pour tout sous-ensemble I := {i0, . . . , iδ} de {0, . . . , n}, conside´rons les applica-
tions C⋆-e´quivariantes :
ι˜I : C
#I − {0} −→ Cn+1 − {0}
(yi0, . . . , yiδ) 7−→ (0, . . . , 0, yi0, 0, . . . , 0, yiδ , 0, . . . , 0)
π˜I : C
n+1 − {0} −→ C#I
(y0, . . . , yn) 7−→ (yi0, . . . , yiδ)
Notons ιI : |P(wI)| → |P(w)| l’application quotient.
Proposition IV.1.15. L’application
ιI : P(wI) −→ P(w)
[z0 : . . . : zδ]wI 7−→ [0 : . . . : 0 : zi0 : 0 : . . . : 0 : ziδ : 0 : . . . : 0]w
est une bonne application orbifolde.
De´monstration. Pour simplifier la de´monstration, nous allons de´montrer la
proposition pour I = {0, . . . , δ}. Il faut ve´rifier les conditions (1) et (2) de la de´finition
III.5.6. Mais, nous allons d’abord expliciter les recouvrements compatibles que nous
allons conside´rer.
La structure orbifolde sur |P(wI)| est donne´e par l’atlas orbifold A(|P(wI)|).
D’apre`s la proposition III.5.4, il existe un recouvrement compatible, note´ UI , associe´
a` cet atlas. Pour tout ouvert UI dans UI nous conside´rons l’ouvert de P(w) de´fini par
F(UI) := {[y0 : . . . : yn]w | [y0 : . . . : yδ]wI ∈ UI}. Soit (U˜I , GUI , πUI ) une carte de UI
dans UI . Il existe i ∈ I tel que U˜I ⊂ U˜I,i. Posons F˜(UI) := {y ∈ Cn+1−{0} | π˜I(y) ∈
U˜I} = U˜I×Cn−δ ⊂ U˜i. L’ensemble F˜(UI) est une composante connexe de π−1i (F(UI)).
Notons GF(UI ) le sous-groupe de µwi qui stabilise F˜(UI) et posons πF(UI ) := πi |F˜(UI).
Ainsi (F˜(UI), GF(UI), πF(UI )) est une carte de F(UI). L’ensemble des ouverts F(UI)
avec UI dans UI forme un recouvrement compatible de P(w).
Soit F la correspondance qui a` UI associe F(UI). Cette correspondance ve´rifie
clairement le point (1) de la de´finition III.5.6. Nous avons le diagramme commutatif
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suivant :
U˜I
ι˜I |U˜I
πUI
F˜(UI)
πF(UI )
UI
ιI |UI
F(UI)
Le meˆme raisonnement que dans la de´monstration de la proposition IV.1.10 montre
que GUI = GF(UI ). Soit α : (U˜I , GUI , πUI ) →֒ (V˜I , GVI , πVI ) une injection. Soient
(F˜(UI), GF(UI), πF(UI)) et (F˜(VI), GF(VI ), πF(VI )) les cartes de F(UI) et F(VI) construi-
tes ci-dessus. Posons F(α) := (α, id) c’est-a`-dire qu’on applique α aux δ+1 premie`res
coordonne´es et l’identite´ aux autres.
L’application F(α) : F˜(UI)→ F˜(VI) est injective. Comme GUI est un sous-groupe
de GVI , GF(UI ) est un sous-groupe de GF(VI ). Finalement, F(α) est une injection qui
satisfait la condition (2) de la de´finition III.5.6. 
Corollaire IV.1.16. Pour tout sous-ensemble I de {0, . . . , n}, l’application orb-
ifolde ιI : P(wI)→ P(w) induit un isomorphisme entre P(wI) et P(w)I.
Dans la suite, nous identifions les orbifolds P(wI) →֒ P(w) et P(w)I ⊂ P(w).
De´monstration du corollaire IV.1.16. L’application
ιI : |P(wI)| −→ |P(w)I |
est un home´omorphisme. Pour toute carte (U˜I , GUI , πUI ) de UI dans A(|P(wI)|),
ι˜I |U˜I : (U˜I , GUI , πUI ) → (ι˜I(U˜I), GUI , π |ι˜I(U˜I)) est un isomorphisme de carte et
(ι˜I(U˜I), GUI , π |ι˜I(U˜I )) est une carte de ιI(UI) ∩ |P(w)I| dans A(|P(w)|) |I . 
Le corollaire suivant est une conse´quence de la proposition III.5.7.
Corollaire IV.1.17. Soit I un sous-ensemble de {0, . . . , n}. Pour tout fibre´
vectoriel orbifold E sur P(w), l’image inverse de E, note´ ι∗IE, par l’application ιI est
un fibre´ vectoriel orbifold.
Proposition IV.1.18. L’application
fw : P
n −→ P(w)
[z0 : . . . : zn] 7−→ [zw00 : . . . : zwnn ]w
est une bonne application orbifolde.
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Remarque IV.1.19. Le degre´ de fw, vue comme une application entre espaces
topologiques, est
∏
wi/ pgcd(w0, . . . , wn).
De´monstration de la proposition IV.1.18. Rappelons que l’application
f˜w : C
n+1 − {0} −→ Cn+1 − {0}
(z0, . . . , zn) 7−→ (zw00 , . . . , zwnn )
est C⋆-e´quivariante et qu’elle rele`ve |fw| : |Pn| → |P(w)|. L’application fw est surjec-
tive et ouverte.
Remarquons que si les poids sont premiers entre eux, nous avons P(w)reg =
P̂(w)reg (cf. remarque IV.1.11.(3)). Ainsi, l’application fw est une application orb-
ifolde re´gulie`re c’est-a`-dire que f−1w (|̂P(w)|reg) est un ouvert connexe et dense. Puis,
la proposition III.5.10 montre que l’application fw est bonne.
Dans la suite, nous de´montrons la proposition dans le cas ge´ne´ral. Soit U un ou-
vert de Pn. Soit (U˜ , id, πU) une carte de U ou` U˜ est un ouvert de U˜i = {(y0, . . . , yn) ∈
Cn+1 − {0} | yi = 1}. Soit f˜w(U) ⊂ U˜i la composante connexe de π−1i (fw(U)) qui
contient f˜w(U˜). Nous obtenons une carte (f˜w(U), Gfw(U), πfw(U)) de fw(U) et nous
avons le diagramme commutatif
U˜
f˜w
πU
f˜w(U˜)
πfw(U)
U
fw
fw(U)
Pour tout p ∈ Pn, il existe un ouvert connexe Up contenant p tel que
(1) la carte f˜w(Up) s’injecte dans U˜i1 , . . . , U˜in(p) ou` {i1, . . . , in(p)} = Ifw(p) (cf.
de´finition (IV.1.2)) ;
(2) la carte f˜w(Up) soit incluse dans D
n+1(f˜w(p), ε) ∩ U˜i ou` ε est choisi pour
qu’on ait une de´termination de l’argument (cf. remarque IV.1.7).
La famille UPn := (Up)p∈Pn de tels ouverts est un recouvrement compatible de Pn.
Montrons que la famille UP(w) := (fw(Up))p∈Pn est un recouvrement compatible de
P(w). Le point (III.5.1) est trivialement vrai. Soit fw(y) ∈ fw(Up)∩fw(Uq). D’apre`s la
preuve de la proposition IV.1.10, il existe une carte U˜fw(y) de Ufw(y) qui s’injecte dans
f˜w(Up) et dans f˜w(Uq). Nous prenons un ouvert Uy ⊂ Pn tel que fw(Uy) ⊂ Ufw(y).
Ainsi, nous avons l’injection f˜w(Uy) →֒ U˜fw(y), ce qui nous montre le point (III.5.2).
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Supposons que fw(Up) ⊂ fw(Uq). Ainsi, la carte f˜w(Up) s’injecte dans U˜i pour i ∈
Ifw(p) et la carte f˜w(Uq) s’injecte dans U˜j pour j ∈ Ifw(q). Comme fw(Up) ⊂ fw(Uq),
nous avons Ifw(q) ⊂ Ifw(p). Soit f˜w(Up)q ⊂ f˜w(Uq) une carte de fw(Up) induite par la
carte f˜w(Uq). Ainsi, f˜w(Up)q et f˜w(Up) s’injectent dans les cartes U˜j pour j ∈ Ifw(q).
Le lemme III.1.3 montre que les cartes f˜w(Up)q et f˜w(Up) sont isomorphes. Nous en
concluons que f˜w(Up) s’injecte dans f˜w(Uq). Ce qui montre le point (III.5.3).
Nous allons maintenant ve´rifier que les conditions de la de´finition III.5.6 sont
satisfaites. La correspondance F : UPn → UP(w) de´finie par Up 7→ fw(Up) ve´rifie la
condition (1) de la de´finition III.5.6.
Soit α : U˜p ⊂ U˜i →֒ U˜q ⊂ U˜j une injection. Nous avons deux cas
(1) soit i = j et α est simplement une inclusion ;
(2) soit i 6= j et nous avons
α(z0, . . . , 1i, . . . , zn) = (z0/zj , . . . , 1j, . . . , zn/zj).
Dans le premier cas, F(α) est simplement l’inclusion de f˜w(Up) dans f˜w(Uq). Nous
avons le diagramme commutatif
U˜p
α
f˜w
U˜q
f˜w
f˜w(Up)
F(α)
f˜w(Uq)
Nous avons unicite´ de F(α) car d’apre`s le lemme III.1.1 une autre injection aurait la
forme ϕg ◦ F(α) avec g ∈ Gfw(Uq) mais le diagramme ci-dessus ne serait commutatif
que si g ∈ Ker(P(w)) c’est-a`-dire ϕg = id.
Dans le second cas, F(α) est l’injection
F(α) : f˜w(Up) →֒ f˜w(Uq)
(y0, . . . , 1i, . . . , yn) 7→ (y0/yw0/wjj , . . . , 1j, . . . , yn/ywn/wjj )
Cette injection est bien de´finie car nous avons choisi ε assez petit pour avoir une
de´termination de l’argument. Nous avons un diagramme commutatif comme le
pre´ce´dent et l’unicite´ de F(α) se de´duit de la meˆme manie`re.
L’unicite´ montre que pour deux injections successives, nous avons F(α ◦ β) =
F(α) ◦ F(β). Ce qui termine la de´monstration. 
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IV.2. Les fibre´s vectoriels orbifolds OP(w)(k) sur P(w)
Avant de de´finir les fibre´s vectoriels orbifolds OP(w)(pgcd(w)), nous allons faire
une remarque sur les notations. Remarquons que la notation OPn(k) est ambigue¨ car
elle de´signe a` la fois un fibre´ vectoriel holomorphe sur Pn et son faisceau des sections.
Cette confusion n’est pas geˆnante car nous avons une e´quivalence de cate´gories en-
tre les faisceaux de OM -modules localement libres de rang r et les fibre´s vectoriels
holomorphes de rang r sur une varie´te´ M . Pour les orbifolds, nous n’avons pas cette
e´quivalence de cate´gories : le fibre´ vectoriel orbifold contient plus d’informations que
son faisceau des sections (cf. paragraphe III.2.b).
Proposition IV.2.1. Il existe un fibre´ vectoriel complexe orbifold de rang 1,
note´ OP(w)(pgcd(w)), sur P(w) tel que f ∗wOP(w)(pgcd(w)) soit isomorphe au fibre´
OPn(pgcd(w)) sur Pn.
De´monstration. Pour alle´ger les notations, notons d(w) := pgcd(w). Nous
utilisons les re´sultats du paragraphe III.5.
Nous allons de´finir le fibre´ vectoriel orbifold OP(w)(d(w)) sur P(w) par ses fonc-
tions de transition. D’apre`s le lemme IV.1.6 et la notation IV.1.9, pour toute injection
α : (U˜ , GU˜ , πU˜) →֒ (V˜ , GV˜ , πV˜ ) entre deux cartes de A(|P(w)|), notons ψ
O
P(w)
(d(w))
α (y)
l’application de C dans C qui a` t associe λα(y)t. Plus pre´cise´ment (cf. notation
IV.1.9), supposons que U˜ ⊂ U˜i et V˜ ⊂ U˜j alors nous avons
(1) soit i = j et ψ
O
P(w)
(d(w))
α (y)(t) = ζd(w)t ou` ζ ∈ µwi ;
(2) soit i 6= j et ψOP(w) (d(w))α (y)(t) = t/yd(w)/wjj .
D’apre`s le lemme IV.1.6, nous avons la relation de cocycle orbifolde suivante
ψ
OP(w)(d(w))
β◦α (y)(t) = ψ
O
P(w)
(d(w))
β (α(y))
(
ψ
O
P(w)
(d(w))
α (t)
)
.
Nous avons ainsi de´fini un fibre´ vectoriel orbifold de rang 1, note´ OP(w)(d(w)),
sur P(w) et Ker(OP(w)(d(w))) = Ker(P(w)).
D’apre`s la proposition IV.1.18, l’application fw est une bonne application orb-
ifolde. D’apre`s la proposition III.5.7 le fibre´ f ∗w(OP(w)(d(w))) existe.
Montrons que les fonctions de transition de f ∗w(OP(w)(d(w))) sont les meˆmes que
les fonctions de transition de OPn(d(w)). Soit p ∈ UPni ∩ UPnj avec i 6= j. Ainsi,
fw(p) est dans U
P(w)
i ∩ UP(w)j . Soit
(
W˜fw(p), GW˜fw(p)
, πW˜fw(p)
)
une carte de Wfw(p) de
A(|P(w)|) telle que
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– fw(p) ∈ Wf(p) ⊂ UP(w)i ∩ UP(w)j ;
– il existe une injection
α :
(
W˜fw(p), GW˜fw(p)
, πW˜fw(p)
)
→֒ (U˜P(w)j ,µwj , πj)
Soit UP
n
p la composante connexe de f
−1
w
(
Wfw(p)
)
qui contient p. Posons
U˜P
n
p := f˜
−1
w
(
W˜fw(p)
)
∩ U˜Pni .
Ainsi, (U˜P
n
p , id, π |U˜Pnp ) est une carte de UP
n
p .
Nous avons le diagramme commutatif
U˜P
n
p
f˜w |U˜Pnp
β
W˜fw(p)
α
U˜P
n
j
f˜w |U˜Pnj
U˜
P(w)
j
ou` β((z0, . . . , 1i, . . . , zn)) = (z0/zj, . . . , 1j, . . . , zn/zj). Ainsi, nous avons
ψ
f∗wOP(w)(d(w))
β (z)(t) = ψ
OP(w)(d(w))
α (fw(z))(t) = t/z
d(w)
j .

Remarque IV.2.2. (1) Soit m un entier. Nous de´finissons le fibre´ orbifold
de rang 1, note´ OP(w)(m. pgcd(w)), en prenant m fois le produit tensoriel
du fibre´ OP(w)(pgcd(w)) avec lui-meˆme. Avec les notations ci-dessus, les
fonctions de transition du fibre´ OP(w)(m. pgcd(w)) sont
ψ
OP(w)(m. pgcd(w))
α (y) : C −→ C
t 7−→ tλmα (y)
(2) A l’orbifold P(w), on peut associer l’orbifold, dite re´duite, P(w/ pgcd(w)) en
quotientant par le groupe Ker(P(w)). Comme nous avons
Ker(P(w)) = Ker(OP(w)(pgcd(w))),
le fibre´ orbifold OP(w)(pgcd(w)) → P(w) peut aussi eˆtre re´duit en un fibre´
vectoriel orbifold OP(w/pgcd(w))(1)→ P(w/ pgcd(w)).
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On peut de´finir un fibre´ vectoriel orbifold, au sens de Chen et Ruan (cf.
remarque III.2.7), OP(w)(1) sur P(w). Mais ce n’est pas un fibre´ vectoriel
orbifold au sens de la de´finition III.2.11 car
Ker(OP(w)(1)) = {id} 6= Ker(P(w)).
(3) D’apre`s le corollaire IV.1.17, pour tout sous-ensemble I de {0, . . . , n}, le
fibre´ orbifold ι∗IOP(w)(pgcd(wI)) est isomorphe au fibre´ vectoriel orbifold
O
P(wI )
(pgcd(wI)).
Lemme IV.2.3. Pour toute carte (U˜ , GU , πU) de U ou` U˜ ⊂ U˜i, nous posons
s˜k,U˜ : U˜ −→ C
(y0, . . . , 1i, . . . , yn) 7−→ yk
Ces sections locales sont compatibles avec les changements de cartes et elles de´finis-
sent une section, note´e sk, du fibre´ OP(w)(wk)→ P(w).
De´monstration. D’apre`s la remarque III.2.16, il suffit de montrer que ces sec-
tions locales sont compatibles avec les changements de cartes c’est-a`-dire que
s˜k,V˜ (α(y)) = ψ
OP(w)(wk)
α (y)(s˜k,U˜(y)) = λ
wk/pgcd(w)
α (y)s˜k,U˜(y)(IV.2.4)
pour toute injection α : U˜ →֒ V˜ . Nous utilisons les notations de IV.1.9, supposons
que U˜ ⊂ U˜i et V˜ ⊂ U˜j , nous avons
– soit i = j et α(y) = ζ · y ou` ζ ∈ µwi et nous avons
s˜k,V˜ (ζ · y) = ζwkyk = λwk/d(w)α (y)s˜k,U˜(y).
– Soit i 6= j et nous avons
s˜k,V˜ (y0/y
w0/wj
j , . . . , 1j, . . . , yn/y
wn/wj
j ) = yk/y
wk/wj
j = λ
wk/d(w)
α (y)s˜k,U˜(y).

IV.3. La cohomologie orbifolde de P(w) vue comme C-espace vectoriel
gradue´
Dans ce paragraphe, nous allons d’abord donner la de´finition de la structure de
C-espace vectoriel gradue´ de la cohomologie orbifolde pour les orbifolds complexes
et commutatives. Nous nous appuierons sur l’article de Chen et Ruan [CR04]. Puis,
nous appliquerons cette de´finition a` notre exemple favori P(w). En particulier, nous
expliciterons une base (cf. proposition IV.3.14) de la cohomologie orbifolde des
espaces projectifs a` poids.
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IV.3.a. De´finition de la cohomologie orbifolde. Nous allons rappeler la
de´finition de la cohomologie orbifolde pour une orbifold complexe et commutative.
Pour plus de pre´cisions, nous renvoyons le lecteur a` l’article de Chen et Ruan [CR04]
paragraphe 3.2.
Soit X une orbifold complexe, compacte et commutative de dimension n. Notons
ΣX :=
⊔
x∈X Gx. Nous de´finissons une topologie sur ΣX a` l’aide d’une base d’ouverts.
Pour tout (x, g) ∈ ΣX et pour toute carte (U˜x, Gx, πx) d’un ouvert Ux contenant x,
nous posons
V(x,g)(U˜x) :=
{
(y, h) ∈ ΣX | ∃ (α, κ) : (U˜y, Gy, πy) →֒ (U˜x, Gx, πx)
qui ve´rifie κ(h) = g
}
.(IV.3.1)
Lemme IV.3.2. (1) La collection de ces sous-ensembles de ΣX de´finit une
topologie sur ΣX.
(2) L’ensemble ΣX muni de cette topologie est se´pare´.
De´monstration. (1) Il est clair que (x, g) appartient a` V(x,g)(U˜x).
Il reste a` montrer que si (z, k) ∈ V(x,g)(U˜x)∩V(y,h)(U˜y) alors il existe une
carte W˜z d’un ouvert contenant z telle que
V(z,k)(W˜z) ⊂ V(x,g)(U˜x) ∩ V(y,h)(U˜y).
Soit (z, k) ∈ V(x,g)(U˜x) ∩ V(y,h)(U˜y). Il existe deux injections
(α, κα) : U˜z →֒ U˜x ;
(α′, κα′) : U˜ ′z →֒ U˜y
telles que κα(k) = g et κα′(k) = h. Il existe une carte (W˜z, Gz, πz) d’un
ouvert Wz ⊂ Uz ∩ U ′z qui s’injecte dans respectivement U˜z et U˜ ′z. Nous en
concluons que V(z,k)(W˜z) ⊂ V(x,g)(U˜x) ∩ V(y,h)(U˜y).
(2) Soient (x1, g1) et (x2, g2) deux e´le´ments diffe´rents dans ΣX . Si x1 6= x2 alors
il existe deux cartes U˜x1 et U˜x2 de Ux1 et Ux2 contenant respectivement x1
et x2 telles que Ux1 ∩ Ux2 = {∅}. Nous en de´duisons que V(x1,g1)(U˜x1) ∩
V(x2,g2)(U˜x2) = {∅}. Supposons que x := x1 = x2 et g1 6= g2. Soit U˜x une
carte d’un ouvert contenant x. Supposons qu’il existe (y, h) ∈ V(x,g1)(U˜x) ∩
V(x,g2)(U˜x). Il existe deux injections
(α, κα) : (U˜y, Gy, πy) →֒ (U˜x, Gx, πx) ;
(α′, κα′) : (U˜ ′y, Gy, πy) →֒ (U˜x, Gx, πx)
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telles que κα(h) = g1 et κα′(h) = g2. Quitte a` diminuer U
′
y, on peut supposer
que U ′y ⊂ Uy. Puis le corollaire III.1.4 implique qu’il existe une injection de
U˜ ′y dans U˜y. Le morphisme de groupes κ : Gy → Gy associe´ a` cette injec-
tion est l’identite´. Nous en concluons que κα(h) = κα′(h). Ce qui contredit
l’hypothe`se g1 6= g2.

L’application P : ΣX → |X| qui a` (x, g) associe x est une application continue
et #P−1(x) = #Gx.
Lemme IV.3.3. Soit X une orbifold complexe, compacte et commutative. L’espace
topologique ΣX n’a qu’un nombre fini de composantes connexes.
De´monstration. Nous allons montrer que P : ΣX → |X| est une application
propre. Il faut montrer que, pour tout x dans X , P−1(x) est quasi-compact, c’est-
a`-dire que de tout recouvrement ouvert on peut en extraire un sous-recouvrement
fini1, et que l’application P est ferme´e. Le premier point est e´vident car P−1(x) est
un ensemble fini.
Montrons que l’application P est ferme´e. Soit F un ferme´ de ΣX . Soit x ∈ P (F ).
Pour toute carte (U˜x, Gx, πx) de Ux, il existe y ∈ P (F )∩Ux. Nous en de´duisons qu’il
existe h ∈ Gy tel que (y, h) ∈ F ⊂ ΣX et qu’il existe une injection
(α, κ) : (U˜y, Gy, πy) →֒ (U˜x, Gx, πx)
Conside´rons (Ux,n)n∈N une suite d’ouverts emboˆıte´s contenant x telle que
∩n∈NUx,n = {x}.
Nous en de´duisons une suite (yn, hn)n∈N d’e´le´ments de F telle que yn converge vers
x. Comme Gx est fini, quitte a` prendre une sous-suite, nous pouvons supposer que
la suite (κn(hn))n∈N dans Gx est constamment e´gale a` un e´le´ment κ(h) ∈ Gx. Nous
en de´duisons que la suite (yn, hn)n∈N converge vers (x, κ(h)). Comme F est ferme´,
l’e´le´ment (x, κ(h)) appartient a` F . Nous en concluons que P est une application
ferme´e puis qu’elle est propre.
Comme ΣX est un espace topologique se´pare´ (cf. lemme IV.3.2) et que X est
compacte, nous en de´duisons (cf. Proposition 7 du chapitre I paragraphe 10.3 de
[Bou71]) que pour tout compact K de |X|, l’ensemble P−1(K) est compact. Finale-
ment, l’espace topologique ΣX est compact et n’a qu’un nombre fini de composantes
connexes. 
1Rappelons qu’en France un espace topologique est compact s’il est quasi-compact et se´pare´.
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Nous dirons que (x, g) ∼ (y, h) si (x, g) et (y, h) sont dans la meˆme composante
connexe de ΣX . Soit T l’ensemble des classes d’e´quivalence. Pour tout g ∈ Gx, nous
notons (g) la classe d’e´quivalence de (x, g). Cette notation (g) sous-entend que g ∈ Gx
pour un certain x ∈ |X|. Notons X(g) la composante connexe de ΣX qui contient
(x, g). Nous avons la de´composition suivante de ΣX
ΣX =
⊔
(g)∈T
X(g).(IV.3.4)
Les espaces topologiques X(g) sont naturellement munis d’une structure orbifolde
(cf. lemme 3.1.1 de [CR04] ou l’article [Kaw78]). Dans le cas des espaces projectifs
a` poids, cette structure orbifolde sera claire.
Remarquons que pour g ∈ Ker(X), nous avons |X(g)| = |X|.
Dans l’article [Kaw78], Kawasaki donne une stratification canonique d’une orb-
ifold. Heuristiquement, nous pouvons voir les composantes connexes de ΣX comme
des adhe´rences de strates de l’orbifold X qu’on a « sorties » de |X|. Regardons sur
l’exemple suivant ce qu’il se passe.
Exemple IV.3.5. Conside´rons l’orbifold P1w0,w1. L’ensemble T est en bijection
avec µw0 ⊔ µw1 . L’ensemble ΣP1w0,w1 se de´compose de la fac¸on suivante
ΣP1w0,w1 = P
1 × {id}
⊔
{[1 : 0]} × (µw0 − {id})⊔{[0 : 1]} × (µw1 − {id}) .
Soit x dans |X|. Soit (U˜x, Gx, πx) une carte d’un voisinage Ux de x. L’action du
groupe d’isotropie Gx sur l’espace vectoriel tangent Tx˜U˜x induit une repre´sentation
ρx : Gx → GL(n,C) qui ne de´pend pas de la carte choisie. Comme g est d’ordre fini,
la matrice ρx(g) est diagonalisable. Dans une telle base, la matrice ρx(g) s’e´crit
diag(exp(2iπr1), . . . , exp(2iπrn))
ou` les ri sont dans l’intervalle [0, 1[∩Q.
L’aˆge de g ∈ Gx est de´fini age(g, x) := r1 + · · ·+ rn.
Lemme IV.3.6 (cf. lemme 3.2.1 de [CR04]). (1) L’application age : X(g) →
Q est constante.
(2) Nous avons age(g, x) + age(g−1, x) = n− dimX(g).
D’apre`s le lemme, l’aˆge d’un e´le´ment g ∈ Gx ne de´pend que de la composante
connexe X(g). Dore´navant, nous le notons age(g).
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De´finition IV.3.7 (cf. de´finition 3.2.3 de [CR04]). Soit X une orbifold complexe
et commutative. Nous de´finissons les espaces vectoriels complexes de cohomologie
orbifolde de X par
H⋆orb(X,C) :=
⊕
(g)∈T
H⋆−2 age(g)(X(g),C).
Remarque IV.3.8. Remarquons que |X(id)| est simplement |X|. Ainsi, la coho-
mologie ordinaire de |X| est un sous-espace vectoriel de la cohomologie orbifolde de
X .
IV.3.b. Cohomologie orbifolde des espaces projectifs a` poids. Pour l’es-
pace projectif a` poids, l’ensemble T est en bijection avec
⋃n
i=0µwi (ou avec Sw de´fini
dans le paragraphe II.2). Pour γ ∈ Sw, nous avons P(w)(e2iπγ) = {p ∈ |P(w)| | e2iπγ ∈
Gp} × {e2iπγ} (nous utilisons la notation de´finie juste avant l’e´galite´ (IV.3.4) avec
X = P(w)).
Soit p dans |P(w)|. Soit (U˜p, Gp, πp) une carte d’un voisinage Up de p. Notons p˜ le
releve´ de p dans U˜p. L’action de Gp sur l’espace tangent Tp˜U˜p induit la repre´sentation
de groupe suivante
Gp −→GL(n,C)
exp(2iπγ) 7−→ diag(e2iπγw0 , . . . , e2iπγwn)
Proposition IV.3.9. La structure de C-espace vectoriel gradue´ de la cohomologie
orbifolde de P(w) est donne´e par
H2⋆orb(P(w),C) =
⊕
γ∈Sw
H2(⋆−a(γ))(|P(w)(e2iπγ)|,C)
≃
⊕
γ∈Sw
H2(⋆−a(γ))(|P(wI(γ))|,C)
ou` a(γ) = {γw0}+ · · ·+ {γwn} et I(γ) = {i | γwi ∈ N} (cf. le paragraphe II.1).
Remarque IV.3.10. (1) Pour γ = 0, nous avons |P(wI(γ))| = |P(w)|. Ainsi,
la cohomologie ordinaire de |P(w)| est un sous-espace vectoriel de la coho-
mologie orbifolde de P(w).
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(2) Sur la deuxie`me page de l’article [Kaw73], T. Kawasaki de´montre le re´sultat
suivant
H2i(|P(w)|,C) =
{
C si i ∈ {0, . . . , n} ;
0 sinon.
Ainsi, d’apre`s la proposition pre´ce´dente, nous avons une description explicite
du C-espace vectoriel H2⋆orb(P(w),C).
(3) Nous avons |P(w)(e2iπγ)| = |P(w)I(γ)|. D’apre`s la remarque IV.1.11.(5), l’es-
pace topologique |P(w)I(γ)| est muni d’une structure orbifolde. En effet, nous
avons les e´quivalences suivantes :
[p0 : . . . : pn]w ∈ |P(w)(e2iπγ)| ⇔ e2iπγ · (p0, . . . , pn) = (p0, . . . , pn)
⇔ pi = 0 pour tout i tels que γwi /∈ N
⇔ pi = 0 pour tout i dans Ic(γ).
(4) Prenons l’exemple des poids w = (1, 2, 4). Nous avons alors
ΣP(1, 2, 4) = |P(1, 2, 4)| × {1}
⊔
|P(2, 4)| × {−1}⊔
|P(4)| × {√−1}
⊔
|P(4)| × {−√−1}.
Les « strates » de´finies par Kawasaki dans [Kaw78] sont {[0 : 0 : 1]},
{[0, y, z] | y 6= 0} et {[x : y : z] | x 6= 0}. Remarquons que l’adhe´rence des
strates est respectivement P(4), P(2, 4) et P(1, 2, 4), et qu’elle est isomorphe
comme orbifolde aux composantes connexes de ΣP(1, 2, 4).
De´monstration de la proposition IV.3.9. L’age de l’e´le´ment e2iπγ est
a(γ). Nous en de´duisons l’e´galite´ de la proposition. D’apre`s la remarque IV.3.10
(3), l’espace topologique |P(w)(e2iπγ)| est e´gal a` |P(w)I(γ)|. Puis le corollaire IV.1.16
permet d’identifier P(wI(γ)) et P(w)I(γ). 
De la remarque IV.3.10 (2), nous en de´duisons directement le corollaire suivant.
Corollaire IV.3.11. Soit γ dans Sw. Les degre´s de la cohomologie orbifolde qui
proviennent de l’espace topologique |P(w)(e2iπγ)| sont les nombres rationnels suivants :
2 (d+ a(γ)) avec d ∈ {0, . . . , δ(γ)− 1}
ou` δ(γ) = #I(γ) (cf. paragraphe II.1).
Corollaire IV.3.12. La dimension du C-espace vectoriel H2⋆orb(P(w),C) est µ.
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De´monstration. D’apre`s la proposition IV.3.9, la dimension de l’espace vecto-
riel H2⋆orb(P(w),C) est∑
γ∈Sw
dimCH
⋆(|P(w)(e2iπγ)|,C) =
∑
γ∈Sw
δ(γ) = µ.

Pour tout γ dans Sw posons
ηdγ :=
(
c1(OP(wI(γ))(pgcd(wI(γ))))
pgcd(wI(γ))
)d
∈ H2d(|P(wI(γ))|,C).
Remarquons que ηdγ est nul pour d ≥ δ(γ).
Nous renvoyons a` la formule (III.3.3) pour la de´finition de l’inte´grale orbifolde.
Proposition IV.3.13. On a l’e´galite´ suivante∫ orb
P(w)
ηn0 =
(
n∏
i=0
wi
)−1
.
De´monstration. D’apre`s la de´finition d’une inte´grale orbifolde (III.3.3) et la
remarque IV.1.11, nous avons∫ orb
P(w)
ηn0 =
1
pgcd(w)
∫
|P(w)reg|
ηn0 .
Puis les propositions IV.2.1 et III.5.8 impliquent les e´galite´s suivantes :∫
|P(w)reg|
ηn0 =
1
deg(fw)
∫
Pn
(
c1(OPn(pgcd(w)))
pgcd(w)
)n
=
1
deg(fw)
.
La remarque IV.1.19 termine la de´monstration. 
Proposition IV.3.14. L’ensemble η := {ηdγ | γ ∈ Sw, d ∈ {0, . . . , δ(γ)− 1}} est
une base du C-espace vectoriel H⋆orb(P(w),C). Le degre´ orbifold de η
d
γ est 2(d+a(γ)).
De´monstration. D’apre`s la remarque IV.3.10, la classe ηdγ engendre le C-espace
vectoriel H2d(|P(w)(e2iπγ))|,C). Ainsi, les e´le´ments η0γ , . . . , ηδ(γ)−1γ forment une base
de H⋆(|P(w)(e2iπγ)|,C). Nous en de´duisons que η est une base de l’espace vectoriel
H2⋆orb(P(w),C) et que deg
orb(ηdγ) = 2(d+ a(γ)). 
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Exemple IV.3.15. Conside´rons les poids w = (1, 2, 2, 3, 3, 3) (cet exemple est
conside´re´ dans l’article [Jia03]). Nous avons
n = 5, µ = 14 ,
Sw =
{
0,
1
3
,
1
2
,
2
3
}
,
δ(0) = 6, δ(1/3) = δ(2/3) = 3, δ(1/2) = 2
I(0) = {0, 1, 2, 3, 4, 5}, I(1/3) = I(2/3) = {3, 4, 5}, I(1/2) = {1, 2}.
Les ages sont a(0) = 0, a(1/3) = 5/3, a(1/2) = 2 et a(2/3) = 4/3. La cohomologie
orbifolde H∗orb(P(1, 2, 2, 3, 3, 3)) est
H2∗(|P(1, 2, 2, 3, 3, 3)|)⊕H2∗−10/3(|P(3, 3, 3)|)
⊕H2∗−4(|P(2, 2)|)⊕H2∗−8/3(|P(3, 3, 3)|).
Nous visualisons cette cohomologie « en ligne ». Chaque ligne correspond a` la coho-
mologie de |P(wI(γ))| et chaque groupe de cohomologie, note´ H i, qui apparaˆıt dans
le tableau ci-dessous est C.
γ = 0, |P(wI(0))| = |P(1, 2, 2, 3, 3, 3)| H0 ⊕H2 ⊕H4 ⊕H6 ⊕H8 ⊕H10
γ = 1/3, |P(wI(1/3))| = |P(3, 3, 3)| H10/3 ⊕H2+10/3 ⊕H4+10/3
γ = 1/2, |P(wI(1/2))| = |P(2, 2)| H4 ⊕H6
γ = 2/3, |P(wI(2/3))| = |P(3, 3, 3)| H8/3 ⊕H2+8/3 ⊕H4+8/3
Nous visualisons la base η de la meˆme manie`re.
γ = 0, Cη00 ⊕ Cη10 ⊕ Cη20 ⊕ Cη30 ⊕ Cη40 ⊕ Cη50
γ = 1/3, Cη01/3 ⊕ Cη11/3 ⊕ Cη21/3
γ = 1/2, Cη01/2 ⊕ Cη11/2
γ = 2/3, Cη02/3 ⊕ Cη12/3 ⊕ Cη22/3
IV.4. La dualite´ de Poincare´ orbifolde des espaces projectifs a` poids
Dans un premier paragraphe, nous donnerons la de´finition ge´ne´rale de la dualite´
de Poincare´ pour les orbifolds complexes et commutatives (cf. l’article de [CR04]).
Puis, nous appliquerons cette de´finition sur notre exemple fe´tiche P(w). La proposi-
tion IV.4.4 nous donne une formule explicite de cette dualite´ dans la base η.
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IV.4.a. De´finition ge´ne´rale de la dualite´ de Poincare´ orbifolde. Nous
suivons le paragraphe 3.3 de [CR04]. Soit X une orbifold complexe, commutative
et compacte de dimension complexe n. L’application I : X(g) → X(g−1) qui a` (x, g)
associe (x, g−1) est un isomorphisme entre orbifolds.
Pour tout g et pour tout 0 ≤ d ≤ n, posons
〈·, ·〉g : H2(d−age(g))(X(g),C)×H2(n−d−age(g−1))(X(g−1),C) −→ C
(α, β) 7−→
∫ orb
X(g)
α ∧ I∗β
La dualite´ de Poincare´ orbifolde est un accouplement
〈·, ·〉 : Hdorb(X,C)×H2n−dorb (X,C)→ C
pour tout 0 ≤ d ≤ n, de´fini par la somme directe des accouplements 〈·, ·〉g.
Proposition IV.4.1 (cf. proposition 3.3.1 de [CR04]). La dualite´ de Poincare´
orbifolde est une forme biline´aire non de´ge´ne´re´e.
Remarque IV.4.2. D’apre`s l’article de [Sat56], l’espace topologique sous-jacent
a` une orbifold a une dualite´ de Poincare´ qui est donne´e par l’inte´grale orbifolde.
Ainsi, la restriction de la dualite´ de Poincare´ orbifolde a` X(id) = |X| est la dualite´
de Poincare´ de Satake sur H⋆(|X|,C). Remarquons que si l’orbifold n’est pas re´duite
c’est-a`-dire que Ker(X) n’est pas re´duit a` {id}, alors d’apre`s la formule (III.3.3)
l’inte´grale orbifolde est un multiple de l’inte´grale ordinaire.
Exemple IV.4.3. (1) Soit Y une varie´te´ complexe vue comme orbifold. La
dualite´ de Poincare´ orbifolde est exactement la dualite´ de Poincare´ ordinaire
sur Y car l’inte´grale orbifolde est l’inte´grale ordinaire.
(2) Soit G un groupe commutatif qui agit trivialement sur une varie´te´ complexe
Y de dimension n. Le quotient X := Y/G est une orbifold. Nous avons
|X| = |Y | mais pour tout α ∈ H2n(Y,C), nous avons∫ orb
X
α =
1
#G
∫
Y
α.
Ainsi, la dualite´ de Poincare´ orbifolde restreint a` X(id) = X est a` un multiple
pre`s la dualite´ de Poincare´ de la varie´te´ Y .
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IV.4.b. Dualite´ de Poincare´ orbifolde de P(w). La proposition suivante
exprime la dualite´ de Poincare´ orbifolde de P(w) dans la base η.
Proposition IV.4.4. Soient ηdγ et η
d′
γ′ deux e´le´ments de la base η.
(1) Si γ′ 6= {1− γ}, alors on a 〈ηdγ, ηd′γ′〉 = 0.
(2) Si γ′ = {1− γ} alors on a I(γ′) = I(γ) et
〈ηdγ, ηd
′
{1−γ}〉 =

(∏
i∈I(γ) wi
)−1
si degorb(ηdγ) + deg
orb(ηd
′
{1−γ}) = 2n ;
0 sinon.
Remarque IV.4.5. (1) La remarque II.2.7 et la proposition IV.3.14 im-
pliquent que la condition degorb(ηdγ) + deg
orb(ηd
′
{1−γ}) = 2n est e´quivalente a`
la condition d+ d′ = δ(γ)− 1.
(2) Soient γ ∈ Sw et d ∈ {0, . . . , δ(γ)}. Le dual de ηdγ pour la forme biline´aire
〈·, ·〉 est
(∏
i∈I(γ) wi
)
η
δ(γ)−1−d
{1−γ} .
De´monstration de la proposition IV.4.4. D’apre`s la de´finition de la du-
alite´ de Poincare´, si γ′ 6= {1 − γ} ou d + d′ 6= δ(γ) − 1 alors 〈ηdγ, ηd′{1−γ}〉 = 0. Si
d+ d′ = δ(γ)− 1, alors nous avons
〈ηdγ, ηd
′
{1−γ}〉 =
∫ orb
P(wI(γ))
ηdγ ∧ ηd
′
{1−γ}
=
∫ orb
P(wI(γ))
(
corb1 (OP(wI(γ))(pgcd(wI(γ))))
pgcd(wI(γ))
)d+d′
.
Puis la proposition IV.3.13 implique que cette inte´grale vaut
(∏
i∈I(γ) wi
)−1
. Fi-
nalement, la remarque IV.4.5.(1) nous permet de conclure. 
Exemple IV.4.6. Pour les poids w = (1, 2, 2, 3, 3, 3), la dualite´ de Poincare´ dans
la base η (cf. l’exemple IV.3.15) s’exprime par
2−23−3 antidiag6 0 0 0
0 0 0 3−3 antidiag3
0 0 2−2 antidiag2
0 3−3 antidiag3 0 0

ou` antidiagn est la matrice antidiagonale de taille n×n avec des 1 sur l’antidiagonale.
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IV.5. Cup produit orbifold des espaces projectifs a` poids
Dans un premier paragraphe, nous donnons la de´finition du cup produit orbifold
pour les orbifolds complexes, compactes et commutatives (cf. l’article [CR04]).
Dans un second paragraphe, nous expliciterons le cup produit orbifold de P(w)
dans la base η. Ce re´sultat est donne´ explicitement dans le corollaire IV.5.26. En
particulier, le fibre´ obstruction est calcule´ dans le the´ore`me IV.5.13.
IV.5.a. La de´finition du cup produit orbifold. Avant de commencer la
de´finition, a priori surprenante, du cup produit orbifold, nous allons expliquer
l’heuristique du proble`me. Si on veut couper une classe d’homologie de X(g) avec
une classe de X(h), on ne peut pas force´ment choisir des repre´sentants de ces classes
d’homologie de fac¸on qu’ils soient transverses. En effet ces repre´sentants doivent
rester dans leur espace tordu respectif, ce qui est une contrainte supple´mentaire.
Ainsi, il se peut que l’intersection des repre´sentants n’ait pas la bonne dimension.
Pour reme´dier a` ce phe´nome`ne, on doit introduire un fibre´ correcteur. Dans la
litte´rature, on l’appelle aussi fibre´ obstruction.
Nous suivons le paragraphe 4.1 de [CR04]. Soit X une orbifolde complexe, com-
pacte et commutative.
Conside´rons l’ensemble
Σ3X = {(x, g1, g2, g3) ∈ ⊔x∈XGx ×Gx ×Gx | g1g2g3 = id}.
Comme au paragraphe IV.3, nous de´finissons une topologie sur Σ3X a` l’aide d’une
base d’ouverts. Pour tout (x, g1, g2, g3) ∈ Σ3X et pour toute carte (U˜x, Gx, πx) d’un
ouvert Ux contenant x, nous posons{
(y, h1, h2, h3) ∈ Σ3X | ∃ (α, κ) : (U˜y, Gy, πy) →֒ (U˜x, Gx, πx)
qui ve´rifie κ(hi) = gi.
}
Le lemme suivant se de´montre de la meˆme fac¸on que le lemme IV.3.2.
Lemme IV.5.1. (1) La collection de ces sous-ensembles de Σ3X de´finit une
topologie sur Σ3X.
(2) L’ensemble Σ3X muni de cette topologie est se´pare´.
L’application P3 : Σ3X → |X| qui a` (x, g1, g2, g3) associe x est continue. Le lemme
suivante se de´montre de la meˆme fac¸on que le lemme IV.3.3.
Lemme IV.5.2. Soit X une orbifolde complexe, compacte et commutative. L’es-
pace topologique Σ3X a un nombre fini de composantes connexes.
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Nous dirons que (x, g1, g2, g3) ∼ (y, h1, h2, h3) si (x, g1, g2, g3) et (y, h1, h2, h3)
sont dans la meˆme composante connexe de Σ3X . Soit T3 l’ensemble des classes
d’e´quivalence. Nous notons (g1, g2, g3) la classe d’e´quivalence de (x, g1, g2, g3). La
notation (g1, g2, g3) sous-entend que g1, g2, g3 sont dans un groupe Gx pour un cer-
tain point x ∈ |X|. Notons X(g1,g2,g3) la composante connexe de ΣX qui contient
(x, g1, g2, g3). Nous avons la de´composition suivante de ΣX
Σ3X =
⊔
(g1,g2,g3)∈T3
X(g1,g2,g3).
D’apre`s le lemme 4.1.1 de [CR04], les espaces topologiques X(g1,g2,g3) sont na-
turellement munis d’une structure d’orbifolde. Nous ne donnerons pas de pre´cision
supple´mentaire concernant le cas ge´ne´ral mais dans le cas des espaces projectifs a`
poids, cette structure orbifolde est donne´e par la remarque IV.3.10.(3).
Soit P1 la sphe`re de Riemann avec trois points marque´s (0, 1,∞). Soit U0 la carte
affine de P1 contenant 0. Notons z une coordonne´e sur U0. Soit z = 1/2 le point base
note´ ∗. Nous conside´rons les lacets suivants :
λ0 : [0, 2π]→ U0
t 7→ exp(it)/2 ;
λ1 : [0, 2π]→ U0
t 7→ 1− 1
2
exp(it) ;
λ∞ := (λ0λ1)−1.
Le groupe fondamental de P1−{0, 1,∞} est engendre´ par les lacets λ0, λ1, λ∞ (nous
notons de la meˆme fac¸on le lacet et sa classe dans le groupe fondamental). Soit
(x, g0, g1, g∞) un e´le´ment de Σ3X . Nous avons un morphisme de groupes surjectif ρ :
π1(P1−{0, 1,∞}, ∗)→ H qui a` λi associe gi ou` H est le sous-groupe de Gx engendre´
par g0, g1, g∞. Nous en de´duisons un reveˆtement galoisien de P1−{0, 1,∞} de groupe
d’automorphismes H . Nous comple´tons ce reveˆtement en un reveˆtement ramifie´,
note´ π : Σ → P1. La varie´te´ Σ est une surface de Riemann compacte. Conside´rons
l’application ev : X(g0,g1,g∞) → X qui a` (x, g0, g1, g∞) associe x. L’application ev est
une bonne application. Nous renvoyons le lecteur a` l’article de Chen et Ruan pour
la de´monstration dans le cas ge´ne´ral (cf. le lemme 4.2.3 dans [CR04]). Cependant,
dans le cas des espaces projectifs a` poids, nous verrons que l’application ev est une
bonne application orbifolde (cf. 5 lignes avant l’e´quation (IV.5.12)). Nous de´finissons
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le fibre´ orbifold sur X(g0,g1,g∞) par
E(g0, g1, g∞) :=
(
ev∗ TX ⊗H0,1(Σ,C))H .(IV.5.3)
Ce fibre´ est appele´ fibre´ d’obstruction.
D’apre`s la preuve du the´ore`me 4.1.5 p.20 de l’article [CR04], le rang du fibre´
E(g0, g1, g∞) est
dimCX(g0,g1,g∞) − dimCX + age(g0) + age(g1) + age(g∞).(IV.5.4)
De´finition IV.5.5 (cf. de´finition 4.1.2 dans [CR04]). Soient α, β, γ dans
H⋆orb(X,C). On de´finit
(α, β, γ) :=
∑
(g1,g2,g3)∈T3
∫ orb
X(g1,g2,g3)
ev∗1 α ∧ ev∗2 β ∧ ev∗3 γ ∧ cmax(E(g1, g2, g3))
ou` cmax(E(g1, g2, g3)) ∈ H2 rang(E(γ0,γ1,γ∞))(|X(g0,g1,g∞)|,C) est la classe de Chern max-
imale du fibre´ orbifold E(g1, g2, g3) et evi : X(g1,g2,g3) → ΣX est l’application qui a`
(x, (g1, g2, g3)) associe (x, gi) pour i ∈ {1, 2, 3}.
Puis, nous de´finissons le cup produit orbifold.
De´finition IV.5.6 (cf. de´finition 4.1.3 dans [CR04]). On de´finit le cup produit
orbifold sur H⋆orb(X,C) par la formule
〈α ∪ β, γ〉 = (α, β, γ).
Exemple IV.5.7. (1) Soit Y une varie´te´ complexe vue comme orbifold. Le
fibre´ obstruction est de rang 0 et le cup produit orbifold est simplement le
cup produit ordinaire car l’inte´grale orbifolde est l’inte´grale ordinaire.
(2) Soit G un groupe commutatif qui agit trivialement sur une varie´te´ complexe
Y de dimension n. Le quotient X := Y/G est une orbifold. Le rang du fibre´
obstruction est 0. Le cup produit ordinaire sur |Y | = |X| est le cup produit
orbifold restreint a` X(id) = X . En effet, comme dans la de´finition IV.5.5,
nous inte´grons avec l’inte´grale orbifolde, nous avons la meˆme constante qui
apparaˆıt de part et d’autre de l’e´galite´ dans la de´finition IV.5.6.
Nous e´nonc¸ons les proprie´te´s du cup produit orbifold donne´es dans le the´ore`me
4.1.5 de [CR04] mais nous renvoyons a` la preuve dans l’article [CR04].
The´ore`me IV.5.8. Soit X une orbifold complexe, commutative, compacte et con-
nexe.
74 IV. COHOMOLOGIE ORBIFOLDE DES ESPACES PROJECTIFS A` POIDS
(1) Le cup produit orbifold respecte la graduation de H⋆orb(X,C), c’est-a`-dire
∪ : Hporb(X,C)×Hqorb(X,C)→ Hp+qorb (X,C).
(2) Le cup produit est associatif et son unite´ est la classe de 1 dans H0(|X|,C).
(3) Pour tout (α, β) ∈ Hdorb(X,C)×H2n−dorb (X,C), nous avons∫ orb
X
α ∪ β = 〈α, β〉.
(4) Le cup produit orbifold restreint a` la cohomologie ordinaire H⋆(|X|,C) est
le cup produit ordinaire sur |X|.
IV.5.b. Calcul du cup produit pour l’orbifold P(w). Avant de calculer
le fibre´ obstruction dans le cas de P(w), nous de´montrons quelques re´sultats
pre´liminaires.
Nous allons calculer le fibre´ tangent orbifold de P(w). Conside´rons l’injection
suivante (cf. notation IV.1.9 ) :
α : U˜ →֒ V˜
(y0, . . . , 1i, . . . , yn) 7→ (y0/yw0/wjj , . . . , 1j, . . . , yn/ywn/wjj )
ou` U˜ ⊂ U˜i et V˜ ⊂ U˜j . Pour k 6= j, nous notons tk := yk/ywk/wjj . La fonction de
transition sur U ∩ V est donne´e par la matrice :
ψα(y0, . . . , 1i, . . . , yn) =
(
∂tk
∂yℓ
)
(k,ℓ)∈{0,...,n}×{0,...,n}−{(j,i)}
(IV.5.9)
D’apre`s le corollaire IV.1.17, un fibre´ vectoriel orbifold sur P(w) se restreint a`
P(wI).
Lemme IV.5.10. Pour tout sous-ensemble I de {0, . . . , n}, on a la de´composition
suivante :
TP(w) |P(wI)≃
(⊕
i∈Ic
OP(wI )(wi)
)⊕
TP(wI).
De´monstration. Nous allons de´montrer le re´sultat pour I = {0, . . . , δ}. Soient
i, j dans {0, . . . , n}. Nous reprenons les notations ci-dessus. En coordonne´es, la ma-
trice de transition de TP(w) est donne´e par
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∂
∂yℓ
=

n∑
k=0
k 6=j
−wk
wj
yk
y
wk
wj
−1
j
∂
∂tk
si ℓ = j ;
1
y
wℓ/wj
j
∂
∂tℓ
si ℓ 6= j.
(IV.5.11)
pour ℓ 6= i.
Restreindre le fibre´ TP(w) a` P(wI) revient a` poser yℓ = 0 pour ℓ > δ. Ainsi, les
fonctions de transition du fibre´ orbifold TP(w) |P(wI) sont donne´es par les relations
(IV.5.11) ou` on ne fait la somme que jusqu’a` δ. Finalement, la matrice de transition
du fibre´ TP(w) |P(wI) qui correspond a` l’injection α est du type suivant(
Aij 0
0 Bij
)
ou` Aij est une matrice (de taille δ × δ) de transition du fibre´ TP(wI) et Bij est la
matrice diagonale
diag
(
1
y
wδ+1/wj
j
, . . . ,
1
y
wn/wj
j
)
.
D’apre`s la remarque IV.2.2(1), l’ensemble des matrices {Bij | i, j ∈ {0, . . . , δ}}
forme les fonctions de transition du fibre´ OP(wI )(wδ+1)⊕ . . .⊕OP(wI)(wn). 
Soient γ0, γ1 et γ∞ dans Sw tels que γ0 + γ1 + γ∞ ∈ N. Nous posons
I(γ0, γ1, γ∞) := I(γ0) ∩ I(γ1) ∩ I(γ∞).
Soit H le groupe abe´lien engendre´ par e2iπγ0 , e2iπγ1 et e2iπγ∞ . De la construction
explique´e dans le de´but du paragraphe IV.5, nous de´duisons un reveˆtement ramifie´
de groupe d’automorphismes H , note´ π : Σ → P1 ou` Σ est une surface de Riemann
compacte.
L’application ev est simplement une inclusion de P(wI(γ0,γ1,γ∞)) dans P(w). C’est
une bonne application d’apre`s la proposition IV.1.15. Nous en de´duisons que le fibre´
obstruction, de´fini par la formule (IV.5.3) est
E(γ0, γ1, γ∞) :=
(
TP(w) |P(wI(γ0,γ1,γ∞)) ⊗H0,1(Σ,C)
)H
.
D’apre`s la formule (IV.5.4), le rang de ce fibre´ est
dimC P(wI(γ0,γ1,γ∞))− dimC P(w) + a(γ0) + a(γ1) + a(γ∞).(IV.5.12)
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The´ore`me IV.5.13. Soient γ0, γ1 et γ∞ dans Sw tels que γ0 + γ1 + γ∞ ∈ N. Le
fibre´ orbifold E(γ0, γ1, γ∞) est isomorphe a`
⊕
j∈Jw(γ0,γ1,γ∞)
OP(wI(γ0,γ1,γ∞))(wj)
ou` Jw(γ0, γ1, γ∞) = {i ∈ {0, . . . , n} | {γ0wi}+ {γ1wi}+ {γ∞wi} = 2}.
De´monstration du the´ore`me IV.5.13. D’apre`s la de´composition du lemme
IV.5.10, le fibre´ obstruction E(γ0, γ1, γ∞) est ⊕
i∈Ic(γ0,γ1,γ∞)
OP(wI(γ0,γ1,γ∞))(wi)⊗H0,1(Σ,C)
H⊕(TP(wI(γ0,γ1,γ∞))⊗H0,1(Σ,C)
)H
.
Puisque H agit trivialement sur TP(wI(γ0,γ1,γ∞)) et
H0,1(Σ,C)H = 0 car H1(P1,C) = 0,
nous obtenons la de´composition suivante :
E(γ0, γ1, γ∞) =
 ⊕
i∈Ic(γ0,γ1,γ∞)
OP(wI(γ0,γ1,γ∞))(wi)⊗H0,1(Σ,C)
H .
Pour i ∈ {0, . . . , n}, notons χi le caracte`re du groupe H qui a` e2
√−1πγj associe
e2
√−1πγjwi pour j ∈ {0, 1,∞}. Le groupe H agit sur OP(wI(γ0,γ1,γ∞))(wi) par multipli-
cation par χi. Soit ω une (1, 0)-forme diffe´rentielle ferme´e telle que ϕ
∗
gω = χi(g)ω.
Nous avons
ϕ∗gω = χi(g)ω
= χi(g)
−1ω.
Nous en de´duisons que H1,0(Σ,C)χi = H
0,1(Σ,C)χ−1i . Finalement, nous obtenons
E(γ0, γ1, γ∞) =
⊕
i∈Ic(γ0,γ1,γ∞)
(
OP(wI(γ0,γ1,γ∞))(wi)⊗H1,0(Σ,C)χi
)
.
Pour finir la de´monstration, il suffit d’appliquer le lemme suivant. 
Lemme IV.5.14. Pour tout i ∈ {0, . . . , n}, on a
H1,0(Σ,C)χi =
{
C si {γ0wi}+ {γ1wi}+ {γ∞wi} = 2 ;
0 sinon.
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Remarque IV.5.15. Nous avons l’inclusion suivante
Jw(γ0, γ1, γ∞) ⊂ (I(γ0)
⋃
I(γ1)
⋃
I(γ∞))c.
Soit χ un caracte`re du groupe H . Avant de de´montrer ce lemme, nous allons
d’abord calculer la caracte´ristique d’Euler e(P1, (π∗CΣ)χ) dans les lemmes IV.5.16 et
IV.5.17 puis le lemme IV.5.19 calculera H1(Σ,C)χ.
Pour tout ouvert U dans P1, notons h0(π−1(U)) le nombre de composantes con-
nexes de π−1(U). Le groupe H agit transitivement sur π∗CΣ(U) = C
h0(π−1(U)) en
permutant les coordonne´es de Ch0(π
−1(U)). Posons
(π∗CΣ)χ(U) = {x ∈ Ch0(π
−1(U)) | ∀h ∈ H, h · x = χ(h)x}.
Notons F le faisceau (π∗CΣ)χ. Comme π : Σ → P1 est un reveˆtement ramifie´ aux
points 0, 1 et∞ de P1, le faisceau F |P1−{0,1,∞} est un faisceau localement constant de
rang 1. En effet, une fonction constante f : π−1(U)→ C, qui ve´rifie f(hx) = χ(h)f(x)
pour tout (h, x) ∈ H × π−1(U), est de´termine´e par sa valeur sur une composante
connexe de π−1(U).
Lemme IV.5.16. On a l’e´galite´ suivante :
e(P1,F) = e(P1 − {0, 1,∞},F |P1−{0,1,∞}) + dimCF0 + dimCF1 + dimCF∞
ou` e est la caracte´ristique d’Euler.
De´monstration du lemme IV.5.16. On a la suite exacte de Mayer-Vietoris
suivante :
· · · → H i{0,1,∞}(P1,F)→ H i(P1,F)→ H i{0,1,∞}(P1 − {0, 1,∞},F |P1−{0,1,∞})→ · · ·
ou` H i{0,1,∞}(P
1,F) de´signe la cohomologie a` support dans {0, 1,∞}. Nous en de´dui-
sons l’e´galite´ suivante :
e(H⋆{0,1,∞}(P
1,F))− e(P1,F) + e(P1 − {0, 1,∞},F |P1−{0,1,∞}) = 0.
Comme nous avons
e(H⋆{0,1,∞}(P
1,F)) = e(H⋆{0}(P1,F)) + e(H⋆{1}(P1,F)) + e(H⋆{∞}(P1,F)),
il suffit de montrer que e(H⋆{0}(P
1,F)) = dimCF0. Soit V un disque ouvert centre´ en
0 ne contenant ni 1 ni ∞ tel que dimCF(V ) = dimCF0. Le lemme d’excision nous
donne la suite exacte suivante :
· · · H i{0}(V,F |V ) H i(V,F |V ) H i(V − {0},F |V−{0}) · · ·
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Nous obtenons l’e´galite´
e(H⋆{0}(V,F |V ))− e(V,F |V ) + e(V − {0},F |V−{0}) = 0.
Or comme F |V−{0} est un faisceau localement constant de rang 1, d’apre`s
[DM86] p.11, nous avons e(V − {0},F |V−{0}) = e(V − {0}) = 0 car V − {0}
est home´omorphe a` S1.
Finalement, nous obtenons e(H⋆{0}(V,F |V )) = e(V,F |V ). Le complexe de fais-
ceaux (π∗E•Σ)χ, de´fini dans la de´monstration du the´ore`me VIII.3, est une re´solution
acyclique pour le foncteur Γ(P1, ·) du faisceau F . Nous en de´duisons que le complexe
(π∗E⋆Σ)χ |V est une re´solution acyclique pour le foncteur Γ(V, ·) du faisceau F |V .
Comme V est convexe, le lemme de Poincare´ et le the´ore`me VIII.3 impliquent que
H i(V,F |V ) = 0 pour i > 0. Nous en de´duisons que e(V,F |V ) = dimCH0(V,F |V
). 
Lemme IV.5.17. Soit χ un caracte`re non trivial de H. On a
e(P1, (π∗CΣ)χ) =
{
−1 si χ(e2iπγ0) 6= 1, χ(e2iπγ1) 6= 1 et χ(e2iπγ∞) 6= 1 ;
0 sinon.
Remarque IV.5.18. Rappelons que H est engendre´ par e2iπγ0 , e2iπγ1 et e2iπγ∞ et
que γ0+ γ1+ γ∞ ∈ N c’est-a`-dire que e2iπγ0 .e2iπγ1 .e2iπγ∞ = 1. Nous en de´duisons que
si χ est un caracte`re non trivial de H alors le cardinal de l’ensemble {j ∈ {0, 1,∞} |
χ(e2iπγj ) = 1} est au plus 1.
De´monstration du lemme IV.5.17. D’apre`s le lemme IV.5.16, il suffit de
calculer les nombres e(P1 − {0, 1,∞},F |P1−{0,1,∞}), dimCF0, dimCF1 et dimCF∞.
D’apre`s la relation (2.2.1) de [DM86], on a
e(P1 − {0, 1,∞},F |P1−{0,1,∞}) = e(P1)− e({0, 1,∞}) = 2− 3 = −1.
Montrons l’e´galite´ suivante :
dimCF0 =
{
1 si χ(e2iπγ0) = 1 ;
0 si χ(e2iπγ0) 6= 1.
Soit V un voisinage ouvert de 0 tel que dimCF(V ) = dimCF0 et que le nombre
de composantes connexes de π−1(V ) soit #H/〈e2iπγ0〉, ou` 〈e2iπγ0〉 est le sous-groupe
engendre´ par e2iπγ0 . La condition χ(e2iπγ0) = 1 est e´quivalente a` l’existence d’un
e´le´ment non nul dans F(V ). Ainsi nous avons
dimCF(V ) = 1⇔ χ(e2iπγ0) = 1.
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Le meˆme raisonnement pour les points 1 et∞ et la remarque IV.5.18 nous donne
l’alternative suivante :
– soit χ(e2iπγ0) 6= 1, χ(e2iπγ1) 6= 1 et χ(e2iπγ∞) 6= 1 et alors dimF0 = dimF1 =
dimF∞ = 0 ;
– soit il existe γ ∈ {γ0, γ1, γ∞} tel que χ(e2iπγ) = 1 et alors dimF0 + dimF1 +
dimF∞ = 1.

Les deux lemmes pre´ce´dents IV.5.16 et IV.5.17, nous permettent de calculer
H1(Σ,C)χ.
Lemme IV.5.19. Soit χ un caracte`re non trivial de H. On a
H1(Σ,C)χ =
{
C si χ(e2iπγ0) 6= 1, χ(e2iπγ1) 6= 1 et χ(e2iπγ∞) 6= 1 ;
0 sinon.
De´monstration du lemme IV.5.19. Montrons que
H0(P1,F) = H2(P1,F) = 0.
Le the´ore`me VIII.3 implique que Hj(P1,F) = Hj(Σ,CΣ)χ pour tout j. Or Σ est
connexe donc H0(Σ,CΣ) = C et H
2(Σ,CΣ) = C. Puisque χ n’est pas le caracte`re
trivial, nous avons H0(Σ,CΣ)χ = H
2(Σ,CΣ)χ = 0.
Finalement, d’apre`s le the´ore`me VIII.3 et le lemme IV.5.16, nous obtenons
dimCH
1(Σ,CΣ)χ = dimCH
1(P1,F) = −e(P1,F).

Il nous reste a` de´montrer le lemme IV.5.14.
De´monstration du lemme IV.5.14. Rappelons que π : Σ → P1 est un
reveˆtement ramifie´ aux points 0, 1 et ∞ de P1 de groupe d’automorphismes H ou` Σ
est une surface de Riemann compacte. Nous avons
#π−1(0) = #H/o(e2
√−1πγ0) ;
#π−1(1) = #H/o(e2
√−1πγ1) ;
#π−1(∞) = #H/o(e2
√−1πγ∞).
D’apre`s le lemme IV.5.19, nous pouvons nous restreindre au cas ou`
i ∈ (I(γ0)
⋃
I(γ1)
⋃
I(γ∞))c.
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– Montrons d’abord que si H1,0(Σ,C)χi = C alors i ∈ Jw(γ0, γ1, γ∞).
Notons t la coordonne´e sur P1 − {∞}. Soit f une fonction holomorphe sur
Σ. Posons ω = fπ∗(dt/t(t− 1)).
Nous cherchons une condition sur f pour que
(i) ω soit holomorphe ;
(ii) on ait (h−1)∗ ω = χi(h)ω quelque soit h dans H .
Soit z0 la coordonne´e dans un voisinage d’un point de π
−1(0). Dans ces coor-
donne´es, la 1-forme holomorphe π∗(dt/t(t− 1)) s’e´crit
o(e2
√−1πγ0)dz0/z0(z
o(e2
√−1πγ0 )
0 − 1)
ou` o(e2
√−1πγ0) est l’ordre de e2
√−1πγ0 dans H . La condition (ii) avec h =
e2
√−1πγ0 se traduit par
f(exp(−2√−1π/o(e2
√−1πγ0))z0) = exp(2
√−1πγ0wi)f(z0).
Posons f(z0) =
∑
n≥n0 anz
n
0 avec an0 6= 0. Cette condition sur f impose que si
an 6= 0 alors γ0wi + n/o(e2
√−1πγ0) est dans Z. Ainsi, nous avons
n0/o(e
2
√−1πγ0) = −{γ0wi}+ α0 avec α0 ∈ Z.
La condition (i) implique que n0 ≥ 1 c’est-a`-dire α0 ≥ 1 car α0 est un entier
supe´rieur ou e´gal a` 1/o(e2
√−1πγ0) + {γ0wi}.
Nous en de´duisons que le nombre de ze´ros de ω compte´s avec multiplicite´2
aux #H/o(e2
√−1πγ0) points de π−1(0) est
(n0 − 1)#H/o(e2
√−1πγ0) = #H(−{γ0wi}+ α0 − 1/o(e2
√−1πγ0)).(IV.5.20)
Les conditions (i) et (ii) applique´es dans un voisinage d’un point de π−1(1)
impliquent que α1 ≥ 1 et que le nombre de ze´ros de ω compte´s avec multiplicite´
aux #H/o(e2
√−1πγ1) points de π−1(1) est
#H(−{γ1wi}+ α1 − 1/o(e2
√−1πγ1)).(IV.5.21)
Soit z∞ la coordonne´e dans un voisinage d’un point de π−1(∞). Dans ces
coordonne´es, nous avons
π∗(dt/t(t− 1)) = −o(e2
√−1πγ∞)dz/(1− zo(e2
√−1πγ∞)).
2Ne pas confondre la multiplicite´ des ze´ros et la multiplicite´ des points de ramifications. Chaque
point de ramification de pi−1(0) a pour multiplicite´ o(e2
√−1πγ0). Dans notre calcul, nous comptons
les multiplicite´s des ze´ros sans les multiplicite´s des points de ramifications.
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De meˆme, les conditions (i) et (ii) impliquent α∞ ≥ 0 et le nombre de ze´ros de
ω compte´s avec multiplicite´ aux #H/o(e2
√−1πγ∞) points de π−1(∞) est
#H(−{γ∞wi}+ α∞ + 1− 1/o(e2
√−1πγ∞)).(IV.5.22)
La formule de Riemann-Hurwitz nous donne le genre de Σ, note´ gΣ.
2gΣ − 2 = #H
(
1− 1
o(e2
√−1πγ0)
− 1
o(e2
√−1πγ1)
− 1
o(e2
√−1πγ∞)
)
.(IV.5.23)
Comme ω est une 1-forme holomorphe sur une surface de Riemann compacte
Σ, la somme de ses ze´ros vaut 2gΣ−2. D’apre`s les relations (IV.5.20), (IV.5.21),
(IV.5.22) et (IV.5.23), nous en de´duisons
{γ0wi}+ {γ2wi}+ {γ∞wi} = α0 + α1 + α∞.
Vu les conditions sur α0, α1 et α∞, l’e´galite´ ci-dessus n’est possible que si α0 =
α1 = 1 et α∞ = 0.
– Pour finir la de´monstration, il suffit de de´montrer que si H1,0(Σ,C)χi = 0
alors {wiγ0} + {wiγ1} + {wiγ∞} 6= 2. D’apre`s le lemme IV.5.19, nous avons
l’implication suivante
i /∈ I(γ0)
⋃
I(γ1)
⋃
I(γ∞)⇒ H1(Σ,C)χi = C.
Or, nous avons la de´composition
H1(Σ,C)χi = H
1,0(Σ,C)χi ⊕H1,0(Σ,C)χ−1i .
Ainsi si H1,0(Σ,C)χi = 0 alors H
1,0(Σ,C)χ−1i = C. Puis la premie`re partie de
la de´monstration implique que nous avons
{−wiγ0}+ {−wiγ1}+ {−wiγ∞} = 2
c’est-a`-dire
{wiγ0}+ {wiγ1}+ {wiγ∞} = 1 6= 2
car pour i /∈ I(γ0)
⋃
I(γ1)
⋃
I(γ∞), nous avons {−wiγj} = 1 − {wiγj} pour
tout j ∈ {0, 1,∞}.

Les applications evj de la de´finition IV.5.5 sont simplement des inclusions na-
turelles de P(wI(γ0,γ1,γ∞)) dans P(w)e2iπγj , pour j dans {0, 1,∞}.
Le corollaire suivant calcule l’expression du 3-tenseur (·, ·, ·) dans la base η de
H⋆orb(P(w),C).
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Corollaire IV.5.24. Soient ηd0γ0 , η
d1
γ1
et ηd∞γ∞ des e´le´ments de la base η.
(1) Si γ0 + γ1 + γ∞ n’est pas un entier, alors (ηd0γ0 , η
d1
γ1
, ηd∞γ∞) = 0.
(2) Si γ0 + γ1 + γ∞ est un entier, alors on a
(
ηd0γ0 , η
d1
γ1 , η
d∞
γ∞
)
=

∏
i∈Jw(γ0,γ1,γ∞)
wi∏
i∈I(γ0,γ1,γ∞)
wi
si
∑
i∈{0,1,∞}
degorb(ηdiγi ) = 2n ;
0 sinon.
De´monstration. (1) La premie`re partie du corollaire de´coule de la de´fini-
tion et de la formule II.1.2.
(2) Notons w0,1,∞ := wI(γ0,γ1,γ∞). Soient γ0, γ1 et γ∞ dans Sw tels que γ0+γ1+γ∞
soit un entier. Par de´finition, (ηd0γ0 , η
d1
γ1 , η
d∞
γ∞) est non nul si
d0 + d1 + d∞ + rang(E(γ0, γ1, γ∞)) = dimC P(w0,1,∞).
Sous cette condition, qui est exactement
∑
i∈{0,1,∞} deg
orb(ηdiγi ) = 2n (cf.la
formule (IV.5.12)), nous avons
(ηd0γ0 , η
d1
γ1
, ηd∞γ∞) =
∫ orb
P(w0,1,∞)
ι∗γ0η
d0
γ0
∧ ι∗γ1ηd1γ1 ∧ ι∗γ∞ηd∞γ∞ ∧ cmax(E(γ0, γ1, γ∞))
=
∏
i∈Jw(γ0,γ1,γ∞)
wi
∫ orb
P(w0,1,∞)
(
c1(OP(w0,1,∞))(pgcd(w0,1,∞))
pgcd(w0,1,∞)
)dimC P(w0,1,∞)
.
Puis la proposition IV.3.13 termine la de´monstration.

Exemple IV.5.25. Pour l’exemple w = (1, 2, 2, 3, 3, 3), nous allons regrouper les
3-tenseurs non nuls selon le triplet (γ0, γ1, γ∞). Pour (γ0, γ1, γ∞) = (0, 0, 0) le fibre´
obstruction est de rang 0 et nous avons
(η00, η
0
0, η
0
10) = 2
−23−3, (η00, η
1
0, η
4
0) = 2
−23−3,
(η00, η
2
0, η
3
0) = 2
−23−3, (η10, η
1
0, η
3
0) = 2
−23−3,
(η10, η
2
0, η
2
0) = 2
−23−3.
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Ceci va nous donner le cup produit sur H∗(|P(1, 2, 2, 3, 3, 3)|) (cf. le the´ore`me IV.5.8).
Pour (γ0, γ1, γ∞) = (0, 1/2, 1/2) le fibre´ obstruction est de rang 0 et nous avons
(η00, η
0
1/2, η
1
1/2) = 2
−2, (η10, η
0
1/2, η
0
1/2) = 2
−2.
Pour (γ0, γ1, γ∞) = (0, 1/3, 2/3) le fibre´ obstruction est de rang 0 et nous avons
(η00, η
0
1/3, η
2
2/3) = 3
−3, (η00, η
2
1/3, η
0
2/3) = 3
−3,
(η00, η
1
1/3, η
1
2/3) = 3
−3, (η10, η
1
1/3, η
0
2/3) = 3
−3,
(η10, η
0
1/3, η
1
2/3) = 3
−3, (η20, η
0
1/3, η
0
2/3) = 3
−3.
Pour (γ0, γ1, γ∞) = (1/3, 1/3, 1/3), le fibre´ obstruction est O(2)⊕O(2) et nous avons
(η01/3, η
0
1/3, η
0
1/3) = 4.3
−3.
Pour (γ0, γ1, γ∞) = (2/3, 2/3, 2/3), le fibre´ obstruction est O(1) et nous avons
(η02/3, η
0
2/3, η
1
2/3) = 1.3
−3.
D’apre`s la de´finition 4.1.3 de l’article [CR04], le cup produit orbifold est de´fini
par l’e´galite´ (α, β, γ) = 〈α∪ β, γ〉. Comme (·, ·, ·) est syme´trique en ses 3 arguments,
(H⋆orb(P(w),C),∪, 〈·, ·〉) est une alge`bre de Frobenius gradue´e.
Corollaire IV.5.26. Soient ηd0γ0 et η
d1
γ1 des e´le´ments de la base η. On a
ηd0γ0 ∪ ηd1γ1 =
 ∏
i∈K(γ0,γ1)
wi
 ηd{γ0+γ1}
ou`
K(γ0, γ1) := Jw
(
γ0, γ1, {1− {γ0 + γ1}}
)⊔
I({γ0 + γ1})− I(γ0) ∩ I(γ1)
avec d :=
degorb(η
d0
γ0
)
2
+
degorb(η
d1
γ1
)
2
− a({γ0 + γ1}).
Remarque IV.5.27. (1) Si d ≥ δ({γ0 + γ1}) alors ηd{γ0+γ1} = 0.
(2) Pour tout γ ∈ Sw et pour tout d ∈ {0, . . . , δ(γ)}, nous avons
η10 ∪ ηdγ = ηd+1γ .
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De´monstration. D’apre`s la de´finition du cup produit orbifold, nous avons
ηd0γ0 ∪ ηd1γ1 =
∑
γ∈Sw
δ∈{0,...,δ(γ)−1}
(ηd0γ0 , η
d1
γ1
, ηδγ)η
δ
γ
∗
.
La remarque IV.4.5 nous donne le dual de ηδγ . Le corollaire IV.5.24 et la formule
(II.1.2) impliquent que si (ηd0γ0 , η
d1
γ1
, ηδγ) 6= 0 alors γ = 1− {γ0 + γ1}.
Pour finir la de´monstration, il suffit de ve´rifier que la condition
degorb(ηd0γ0 ) + deg
orb(ηd1γ1 ) + deg
orb(ηδγ) = 2n
est e´quivalente a`
δ = a({γ0 + γ1})− 1 + δ({γ0 + γ1})− degorb(ηd0γ0 )/2− degorb(ηd1γ1 )/2.

Exemple IV.5.28. Pour les poids w = (1, 2, 2, 3, 3, 3), nous donnons la table du
cup produit orbifold dans la base η.
η00 η
1
0 η
2
0 η
3
0 η
4
0 η
5
0 η
0
1/3 η
1
1/3 η
2
1/3 η
0
1/2 η
1
1/2 η
0
2/3 η
1
2/3 η
2
2/3
η00 η
0
0 η
1
0 η
2
0 η
3
0 η
4
0 η
5
0 η
0
1/3 η
1
1/3 η
2
1/3 η
0
1/2 η
1
1/2 η
0
2/3 η
1
2/3 η
2
2/3
η10 η
2
0 η
3
0 η
4
0 η
5
0 0 η
1
1/3 η
2
1/3 0 η
1
1/2 0 η
1
2/3 η
2
2/3 0
η20 η
4
0 η
5
0 0 0 η
2
1/3 0 0 0 0 η
2
2/3 0 0
η30 0 0 0 0 0 0 0 0 0 0 0
η40 0 0 0 0 0 0 0 0 0 0
η50 0 0 0 0 0 0 0 0 0
η01/3 4.η
2
2/3 0 0 0 0 4η
3
0 4η
4
0 4η
5
0
η11/3 0 0 0 0 4η
4
0 4η
5
0 0
η21/3 0 0 0 4η
5
0 0 0
η01/2 3
3η40 3
3η50 0 0 0
η11/2 0 0 0 0
η02/3 1.η
1
1/3 1.η
2
1/3 0
η12/3 0 0
η22/3 0
La partie en haut a` gauche est simplement le cup produit sur H∗(|P(1, 2, 2, 3, 3, 3)|).
Parmi ces produits, le calcul explicite du fibre´ obstruction est ne´cessaire pour les
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produits
η01/3 ∪ η01/3 = 4.η22/3 ou` le fibre´ obstruction est O(2)⊕O(2);
η02/3 ∪ η02/3 = 1.η11/3 ou` le fibre´ obstruction est O(1);
η02/3 ∪ η12/3 = 1.η21/3 ou` le fibre´ obstruction est O(1).

CHAPITRE V
Cohomologie quantique orbifolde des espaces projectifs a`
poids
V.1. Les invariants de Gromov-Witten orbifolds
Nous suivons le paragraphe 2.3 de l’article [CR02].
De´finition V.1.1. Une courbe nodale de genre 0 avec k points marque´s est la
donne´e suivante :
– un ensemble fini I et pour tout i dans I, une application continue ϕi : Ci → C
entre une courbe complexe lisse de genre 0 et un espace topologique ;
– k points distincts sur C, note´s z := (z1, . . . , zk).
Ces donne´es ve´rifient les conditions suivantes :
(1) l’espace topologique C est la re´union des ϕi(Ci) ;
(2) pour tout pi dans Ci, il existe un voisinage Upi de pi tel que l’application
ϕi |Upi : Upi → C soit un home´omorphisme sur son image ;
(3) pour tout p dans C, nous avons
∑
i ϕ
−1
i (p) ≤ 2 ;
(4) pour tout zj ∈ z, nous avons
∑
i ϕ
−1
i (p) = 1 ;
(5) l’ensemble des points nodaux {p ∈ C |∑i ϕ−1i (p) = 2} est fini.
Remarque V.1.2. (1) Les points nodaux ne sont pas marque´s.
(2) Nous dirons qu’un point p ∈ Ci est marque´ (resp. nodal) si nous avons
ϕi(p) ∈ z (resp. ϕi(p) est nodal).
Une application θ : (C, z)→ (C ′, z′) est un isomorphisme si θ est un home´omor-
phisme qui se rele`ve en un biholomorphisme θij : Ci → C ′j sur chaque composante
Ci de C et si θ(zi) = z
′
i.
Pour tout (t, r) ∈ R+ × (R+ − {0}), posons X(t, r) = {(x, y) ∈ C2 | |x|, |y| ≤
r, xy = t}. Le groupe µn agit sur X(t, r) par la formule ζ(x, y) = (ζx, ζ−1y). Notons
ϕn : X(t, r)→ X(tn, rn) l’application qui a` (x, y) associe (xn, yn). Nous en de´duisons
que le triplet (X(t, r),µn, ϕn) est une carte de X(t
n, rn).
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De´finition V.1.3. Une orbicourbe nodale est une courbe nodale marque´e (C, z)
avec une structure orbifolde qui ve´rifie
(1) tout point orbifold pi de Ci, c’est-a`-dire #Gpi > 1, est un point marque´ ou
un point nodal ;
(2) pour tout point zj ∈ z, il existe une carte d’un voisinage de p qui est donne´e
par le reveˆtement ramifie´ z 7→ zmj ;
(3) pour tout point nodal, il existe une carte donne´e par (X(0, rℓ),µnℓ , ϕnℓ).
Notons (C, z,m,n), ou plus simplement (C, z) quand il n’y a pas d’ambigu¨ıte´, une
telle orbicourbe nodale.
Un isomorphisme entre deux orbicourbes nodales
θ˜ : (C, z,m,n)→ (C, z,m,n)
est une collection d’isomorphismes θij entre les orbicourbes Ci et C
′
j telle qu’ils in-
duisent un isomorphisme θ : (C, z)→ (C ′, z′).
De´finition V.1.4. Soit X une orbifold complexe et commutative. Une applica-
tion orbifolde stable est la donne´e suivante :
– une orbicourbe nodale (C, z,m,n) ;
– une application f : C → X continue ;
– et une classe d’isomorphisme de structures compatibles note´e ξ.
Ce triplet (f, (C, z,m,n), ξ) ve´rifie
(1) pour tout i ∈ I, l’application fi := f ◦ ϕi est holomorphe de Ci dans X ;
(2) pour tout point zi marque´ ou nodal, le morphisme de groupes induit par ξ de
Gzi dans Gf(zi) est injectif ;
(3) et si fi est l’application constante sur Ci alors Ci a au moins trois points
singuliers (i.e. nodal ou marque´).
Nous munissons l’ensemble des applications orbifoldes stables d’une relation
d’e´quivalence de la manie`re suivante. Nous dirons que les deux applications orb-
ifoldes stables (f, (C, z,m,n), ξ) et (f ′, (C ′, z′,m′,n′), ξ′) sont e´quivalentes s’il
existe un isomorphisme
θ˜ : (C, z,m,n)→ (C ′, z′,m′,n′)
tel que f ′ ◦ θ˜ = f et que l’image inverse de ξ par θ˜ soit isomorphe a` ξ′. No-
tons [f, (C, z,m,n), ξ] la classe d’e´quivalence de l’application orbifolde stable
(f, (C, z,m,n), ξ).
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Soit (f, (C, z,m,n), ξ) une application stable. Nous pouvons associer a` cette ap-
plication stable la classe d’homologie dans H2(|X|,Z) de´finie par f∗([C]) =
∑
i(f ◦
ϕi)∗[Ci]. Cette classe d’homologie ne de´pend que de la classe d’e´quivalence de l’ap-
plication stable. Pour chaque point marque´ zi, la classe de structure compatible ξ
induit un monomorphisme de groupes κi : Gzi →֒ Gf(zi). Ce monomorphisme ne
de´pend que de la classe d’e´quivalence de l’application stable.
Rappelons que ΣX =
⊔
x∈X Gx =
⊔
(g)∈T X(g) ou` X(g) est une composante
connexe (cf. paragraphe IV.3.a). Nous avons une application d’e´valuation, note´e
ev, qui a` chaque classe [f, (C, z,m,n), ξ] d’applications orbifoldes stables associe(
(f(z1), κ1(e
2iπ/m1)), . . . , (f(zk), κk(e
2iπ/mk))
) ∈ ΣXk.
Une application orbifolde stable (f, (C, z,m,n), ξ) est dite de type (g1, . . . , gk) si(
(f(z1), κ1(e
2iπ/m1)), . . . , (f(zk), κk(e
2iπ/mk))
)
appartient a` X(g1) × · · ·X(gk). S’il n’y
a pas d’ambigu¨ıte´ dans la notation, nous e´crirons g pour le k-uplet (g1, . . . , gk).
De´finition V.1.5. Soit X une orbifold complexe et commutative. Soit A ∈
H2(|X|,Z). Nous de´finissonsMk(A, g) l’espace de modules des classes d’e´quivalence
des applications orbifoldes stables avec k points marque´s, de classe d’homologie A et
de type g, c’est-a`-dire
Mk(A, g) =
{
[(f, (C, z,m,n), ξ)] | #z = k, f∗[C] = A,
ev(f, (C, z,m,n), ξ) ∈ X(g1) × · · · ×X(gk)
}
.
D’apre`s les re´sultats de l’article [CR02] (cf. proposition 2.3.6), l’espace de mod-
ules Mk(A, g) est un espace topologique compact et me´trisable. Chen et Ruan
de´finissent e´galement une structure de Kuranishi pour l’espace de modulesMk(A, g)
dont la dimension est donne´e par le the´ore`me suivant.
The´ore`me V.1.6 (cf. the´ore`me A de [CR02]). Soit X une orbifold complexe
et commutative. La dimension1 de la structure de Kuranishi conside´re´e par Chen et
Ruan de Mk(A, g) est
2
(∫
A
c1(TX) + dimCX − 3 + k −
k∑
i=1
age(gi)
)
.
Cette structure de Kuranishi de´finit (cf. the´ore`me 6.12 et le paragraphe 17 de
l’article [FO99]), une classe d’homologie, appele´e classe fondamentale de la structure
1Dans la litte´rature, on la trouve e´galement sous le nom de dimension attendue ou dimension
virtuelle.
90 V. COHOMOLOGIE QUANTIQUE ORBIFOLDE DES ESPACES PROJECTIFS A` POIDS
de Kuranishi,
ev∗[Mk(A, g)] ∈ H2(∫A c1(TX)+n−3+k−∑ki=1 age(gi))(X(g1) × · · · ×X(gk),C).(V.1.7)
Pour chaque i ∈ {1, . . . , k}, soit αi une classe dans H2(⋆−age(gi))(X(gi),C) ⊂
H2⋆orb(P(w),C). La formule (1.3) de [CR02] de´finit les invariants de Gromov-Witten
orbifolds par
ΨAk,g : H
⋆(X(g1),C)⊗ · · · ⊗H⋆(X(gk),C) −→ C(V.1.8)
α1 ⊗ · · · ⊗ αk 7−→
∫
ev∗[Mk(A,g)]
α1 ∧ · · · ∧ αk.
V.2. Potentiel de Gromov-Witten pour P(w)
Dans ce paragraphe, nous allons de´finir le champ d’Euler et le potentiel de
Gromov-Witten. Dans la proposition V.2.11, nous montrons que le potentiel est ho-
moge`ne par rapport au champ d’Euler et nous calculons certaines conditions initiales
de la structure de Frobenius sur H∗(P(w),C).
Nous commenc¸ons par un lemme qui va nous permettre de calculer la classe de
Chern orbifolde du fibre´ TP(w).
Lemme V.2.1. Nous avons une suite exacte de fibre´s
0 C
Φ OP(w)(w0)⊕ · · · ⊕ OP(w)(wn)
ϕ
TP(w) 0
ou` C est le fibre´ orbifold trivial de rang 1 sur P(w).
Si les poids sont tous e´gaux a` 1, ce lemme est bien connu : on peut le trouver au
paragraphe 3 du chapitre 3 de [GH94]. D’ailleurs la preuve de ce lemme s’inspire de
la preuve donne´e dans le livre de Griffiths et Harris.
De´monstration du lemme V.2.1. Pour de´montrer ce lemme, nous allons
d’abord construire les morphismes de fibre´s puis montrer que la suite est exacte.
Pour tout p ∈ P(w), soit (U˜p, Gp, πp) une carte d’un ouvert Up, qui contient p,
dans l’atlas A(|P(w)|) qui trivialise les fibre´s OP(w)(w0)⊕· · ·⊕OP(w)(wn) et TP(w). Il
existe un unique i ∈ {0, . . . , n} tel que U˜p ⊂ U˜i. Dans la suite, nous allons supprimer
l’indice p a` la carte (U˜p, Gp, πp) pour ne pas alourdir les notations.
Nous allons d’abord construire un morphisme de fibre´s, note´ ϕ, entre OP(w)(w0)⊕
· · · ⊕ OP(w)(wn) et TP(w). Notons y0, . . . , yn les coordonne´es sur U˜ . Une base du
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fibre´ tangent a` U˜ est forme´ par les champs de vecteurs ∂yk := ∂/∂yk pour k 6= i.
Conside´rons l’application line´aire (id, ϕ˜U˜)
U˜ × Cn+1 → U˜ × Cn
(y, v0, . . . , vn) 7→
(
y,
(
−w0
wi
y0vi + v0
)
∂y0 + · · ·+ î+ · · ·+
(
−wn
wi
ynvi + vn
)
∂yn
)
ou` iˆ signifie que le terme en position i n’apparaˆıt pas. Remarquons que cette appli-
cation est surjective et que Ker ϕ˜U˜(y) = C.(y0w0, . . . , ynwn).
Pour construire ce morphisme, nous allons montrer que pour toute injection α :
U˜ ⊂ U˜i →֒ V˜ ⊂ U˜j , nous avons
ψTP(w)α ◦ ϕ˜U˜ = ϕ˜V˜ ◦ ψ⊕O(wi)α .(V.2.2)
D’apre`s les notations IV.1.9, nous avons
(1) soit i = j et alors α(y) = ζy avec ζ dans µi,
(2) soit i 6= j et alors
α(y) = (y0/y
w0/wj
j , . . . , 1j, . . . , yn/y
w0/wn
j ).
Dans le cas ou` i = j, nous avons
ψTP(w)α (y)(v) = (ζ
w0v0, . . . , ζ
wnvn) = ζv
ψ⊕O(wi)α (y)(v) = ζv
ou` y = (y0, . . . , 1i, . . . , yn) et v = (v0, . . . , vn).
Nous en de´duisons que
ϕ˜V˜ ◦ ψ⊕O(wi)α (y)(v)
= ϕ˜V˜ (ζy)(ζv)
=
((
−w0
wi
ζw0y0vi + v0ζ
w0
)
, . . . , î, . . . ,
(
−wn
wi
ζwnynvi + ζ
wnvn
))
= ζϕ˜U˜(y)(v)
= ψTP(w)α ◦ ϕ˜U˜(y)(v).
Dans le cas ou` i 6= j, nous avons
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ψTP(w)α (y)(v) =
(
∂tk
∂yℓ
)
k 6=j,ℓ 6=i
v ;
ψ⊕O(wi)α (y)(v) = (1/y
1/wj
j )v =
(
v0/y
w0/wj
j , . . . , vn/y
wn/wj
j
)
ou` tk = yk/y
wk/wj
j pour k ∈ {0, . . . , n} − {j} et(
∂tk
∂yℓ
)
k 6=j,ℓ 6=i
est une matrice de taille n× n (cf. (IV.5.9)). Nous en de´duisons que
ϕ˜V˜ ◦ ψ⊕O(wi)α (y)(v)
= ϕ˜V˜ (α(y))(1/y
1/wj
j v)
=
((
−w0
wj
t0
vj
yj
+
v0
y
w0/wj
j
)
∂t0 + · · ·+ ĵ + · · ·+
(
−wn
wj
tn
vj
yj
+
vn
y
wn/wj
j
)
∂tn
)
.
D’un autre coˆte´, nous avons
ψTP(w)α ◦ ϕ˜U˜(y)(v)
= ψTP(w)α (y)
((
−w0
wi
y0vi + v0
)
∂y0 + · · ·+ î+ · · ·+
(
−wn
wi
ynvi + vn
)
∂yn
)
.
D’apre`s l’e´galite´ (IV.5.11), pour ℓ 6= i nous avons
∂yℓ =

n∑
k=0
k 6=j
−wk
wj
yk
y
wk
wj
−1
j
∂tk si ℓ = j ;
1
y
wℓ/wj
j
∂tℓ si ℓ 6= j.
Le terme devant ∂t0 dans
ψTP(w)α (y)
((
−w0
wi
y0vi + v0
)
∂y0 + · · ·+ î+ · · ·+
(
−wn
wi
ynvi + vn
)
∂yn
)
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est ((−w0
wi
y0vi + v0
)
1/y
w0/wj
j
)
+
(
−w0
wj
y0
y
w0/wj
j
1
yj
(
−wj
wi
yjvi + vj
))
.(V.2.3)
=
(
−w0
wj
t0
vj
yj
+
v0
y
w0/wj
j
)
∂t0 .
Le premier terme de (V.2.3) vient de l’e´galite´ ∂y0 = 1/y
w0/wj
j ∂t0 et le deuxie`me terme
de (V.2.3) vient du terme k = 0 dans l’e´galite´
∂yj =
n∑
k=0
k 6=j
−wk
wj
yk
y
wk
wj
−1
j
∂tk .
Nous faisons le meˆme raisonnement pour les termes devant les ∂tk pour k 6= j et
nous obtenons l’e´galite´ (V.2.2). L’ensemble des applications ϕ˜U˜ de´finit par passage
au quotient une application ϕ : ⊕O(wi) → TP(w). Comme nous avons l’e´galite´
(V.2.2) qui est satisfaite pour toute injection α, nous en de´duisons que ϕ est un
morphisme surjectif de fibre´s entre ⊕O(wi) et TP(w).
Maintenant, nous allons construire un morphisme injectif de fibre´s, note´ Φ, entre
le fibre´ trivial de rang 1, note´ C, et le fibre´ ⊕O(wi). Conside´rons l’application (id, Φ˜U˜)
U˜ × C −→ U˜ × Cn+1
(y, v) 7−→ (y, vy0w0, . . . , vynwn)
Remarquons que Im Φ˜U˜(y) = C.(w0v0, . . . , wnvn) = Ker ϕ˜U˜(y). De meˆme que
pre´ce´demment, pour construire ce morphisme, nous allons montrer que pour toute
injection α : U˜ ⊂ U˜i →֒ V˜ ⊂ U˜j , nous avons
ψ⊕O(wi)α ◦ Φ˜U˜ = Φ˜V˜ ◦ ψCα .(V.2.4)
Nous se´parons les cas j = i et j 6= i. Dans le cas j = i, nous avons
ψCα(y)(v) = v ;
ψ⊕O(wi)α (y)(v) = ζv ou` v ∈ C.
Un calcul direct montre l’e´galite´ (V.2.4).
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Dans le cas j 6= i, nous avons
ψCα (y)(v) = v ;
ψ⊕O(wi)α (y)(v) = (1/y
1/wj
j )v =
(
v0/y
w0/wj
j , . . . , vn/y
wn/wj
j
)
.
Nous en de´duisons que
Φ˜V˜ ◦ ψCα(y)(v) = Φ˜V˜ (α(y))(v)
=
(
y0
y
w0/wj
j
vw0, . . . ,
yn
y
wn/wj
j
vwn
)
.
D’un autre coˆte´, nous avons
ψ⊕O(wi)α ◦ Φ˜U˜ (y)(v) = ψ⊕O(wi)α (y)(vy0w0, . . . , vynwn)
=
(
y0
y
w0/wj
j
vw0, . . . ,
yn
y
wn/wj
j
vwn
)
.
Nous en de´duisons l’e´galite´ (V.2.4). La meˆme raisonnement que pre´ce´demment nous
montre que nous avons un morphisme de fibre´s Φ : C→ ⊕O(wi). Comme l’applica-
tion Φ˜U˜ est injective, le morphisme de fibre´s est injectif.
Comme les applications ϕ˜U˜ et Φ˜U˜ sont de rang constant (rang ϕ˜U˜ = n et
rang Φ˜U˜ = 1), la proposition III.2.14 implique que les fibre´s Kerϕ et ImΦ sont bien
de´finis. Comme Ker ϕ˜U˜(y) = Im Φ˜U˜(y) pour tout y ∈ U˜ , nous avons bien une suite
exacte de fibre´s
0 C
Φ OP(w)(w0)⊕ · · · ⊕ OP(w)(wn)
ϕ
TP(w) 0

Dans le suite de ce chapitre, pour tout i ∈ {0, . . . , µ− 1}, nous posons
ηi = η
i−kmin(s(i))
{1−s(i)} .(V.2.5)
Le lemme V.2.1 et la proposition III.4.13 implique que
c(TP(w)) = c(OP(w)(w0)⊕ · · · ⊕ OP(w)(wn))
=
n∏
i=0
(
1 + c1(OP(w)(wi))
)
=
n∏
i=0
(1 + wiη1) .
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Nous en de´duisons que
c1(TP(w)) = µη1.(V.2.6)
Soient γ1, . . . , γk dans Sw. Quand il n’y a pas d’ambigu¨ıte´, nous noterons γ =
(γ1, . . . , γk). D’apre`s le the´ore`me V.1.6, nous avons
deg ev∗
[Mk(A, γ)] = 2
(
µ
∫
A
η1 + n− 3−
n∑
i=1
a(γi)
)
.
Soient t0, . . . , tµ−1 les coordonne´es de H2⋆orb(P(w),C) dans la base η. Posons T :=∑µ−1
i=0 tiηi. Le potentiel de Gromov-Witten orbifold de l’espace projectif a` poids P(w),
note´ FGW , est de´fini par
FGW :=
∑
k≥0
∑
A∈H2(P(w),Z),
γ∈Skw
ΨAk,γ(T, . . . , T )
n!
.
Lemme V.2.7. Le potentiel de Gromov-Witten de P(w) est de la forme suivante
FGW =
∑
α
ΨA|α|,γ(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 )
tα
α!
.
De´monstration. Comme les invariants de Gromov-Witten sont line´aires en
chaque variable, nous obtenons
FGW =
∑
α
∑
A∈H2(P(w),Z),
γ∈S|α|w
ΨA|α|,γ(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 )
tα
α!
.
D’apre`s la formule (V.1.8), l’invariant ΨA|α|,γ(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 ) n’a de sens que si
γ = (s(0), . . . , s(0)︸ ︷︷ ︸
α0 fois
, . . . , s(µ− 1), . . . , s(µ− 1)︸ ︷︷ ︸
αµ−1 fois
). Ainsi, il est inutile de sommer sur
les γ dans Skw dans la formule du potentiel. D’apre`s le the´ore`me V.1.6 et la formule
(V.1.8), si ΨA|α|,γ(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 ) est non nul alors nous avons l’e´galite´
2
µ
∫
A
η1 + n− 3 =
µ−1∑
i=0
αi(σ(i)− 1).(V.2.8)
Ainsi, si l’on fixe α, la classe A est de´termine´e par l’e´quation ci-dessus. Ce qui termine
la de´monstration. 
2Il suffit de ve´rifier que degorb ηi = 2σ(i).
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D’apre`s la de´monstration ci-dessus, nous pouvons omettre l’indice γ dans la no-
tation ΨA|α|,γ(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 ).
Remarque V.2.9. Soit V une varie´te´ complexe projective. Posons H⋆(V,C) =
⊕iC∆i ou` ∆i appartient a` Hdeg(∆i)(V,C). Soit (ti) les coordonne´es plates, par rapport
a` la dualite´ de Poincare´, sur H⋆(V,C). D’apre`s le paragraphe I.4.4 du livre de Manin
[Man99], le champ d’Euler est de´fini par
E =
∑
i
(
1− deg(∆i)
2
)
ti∂ti +
∑
b|deg(∆b)=2
rb∂tb
ou` rb est de´fini par c1(TV ) =
∑
b|deg∆b=2 r
b∆b.
Dans notre cas, nous avons degorb(ηi) = 2σ(i) (cf. propositions IV.3.14 et II.2.6 )
et c1(TP(w)) = µη1 (cf. e´galite´ (V.2.6)). Nous de´finissons le champ d’Euler par
E =
µ−1∑
k=0
(1− σ(k))tk∂tk + µ∂t1 .(V.2.10)
Proposition V.2.11. (1) Le potentiel est homoge`ne de degre´ 3−n par rap-
port au champ d’Euler modulo l’addition d’un polynoˆme de degre´ infe´rieur
ou e´gal a` deux.
(2) La matrice A∞ := id−∇E dans la base η est
diag(σ(0), . . . , σ(µ− 1)).
Cette matrice ve´rifie A∞ + A∗∞ = n id.
De´monstration. (1) Le coefficient devant tα/α! du potentiel FGW est
ΨA|α|(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 ).
Le coefficient devant tα/α! de E · FGW est
ΨA|α|(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 )
(
µ−1∑
k=0
αk(1− σ(k))
)
+ µΨA|α|+1(η
⊗α0
0 , η
⊗α1+1
1 . . . , η
⊗αµ−1
µ−1 ).
D’apre`s l’axiome du diviseur (cf. the´ore`me 3.4.2 de l’article [CR02]), nous
avons
ΨA|α|+1(η
⊗α0
0 , η
⊗α1+1
1 . . . , η
⊗αµ−1
µ−1 ) =
∫
A
η1Ψ
A
|α|(η
⊗α0
0 , η
⊗α1
1 , . . . , η
⊗αµ−1
µ−1 )
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Nous en de´duisons que le coefficient devant tα/α! de EFGW est
ΨA|α|(η
⊗α0
0 , . . . , η
⊗αµ−1
µ−1 )
(
µ−1∑
k=0
αk(1− σ(k))− µ
∫
A
η1
)
.
Puis l’e´galite´ (V.2.8) finit la de´monstration.
(2) Les coordonne´es t0, . . . , tµ−1 sont plates pour la forme biline´aire non
de´ge´ne´re´e 〈·, ·〉. Comme ∇ est la connexion de Levi-Civita associe´e a` 〈·, ·〉,
nous avons
∇∂tj
∂tk = 0.
Ainsi, nous obtenons que ∇∂tjE = (1− σ(j))∂tj c’est-a`-dire
A∞ = diag(σ(0), . . . , σ(µ− 1)).
La matrice duale A∗∞ par rapport a` la forme biline´aire non de´ge´ne´re´e 〈·, ·〉
est
A∗∞ = diag(σ(n), . . . , σ(0), σ(µ− 1), . . . , σ(n+ 1)).
Pour finir la de´monstration il suffit de remarquer que si j + k = n alors
σ(j) + σ(k) = n ou´ j + k est la somme modulo µ.

V.3. Calcul de certains invariants de Gromov-Witten orbifolds
Nous rappelons que pour chaque i ∈ {0, . . . , µ− 1}, nous posons
ηi = η
i−kmin(s(i))
{1−s(i)} .(V.3.1)
Pour calculer les conditions initiales de la varie´te´ de Frobenius, il nous reste a`
calculer la matrice A◦0 := E⋆ |t=0. Or le champ d’Euler en t = 0 est simplement µ∂t1.
Il faut calculer les invariants de Gromov-Witten ΨA3 (η1, ηj, ηk) pour tous j, k et pour
tout A ∈ H2(P(w),Z).
The´ore`me V.3.2. Soient j, k dans {0, . . . , µ − 1} tels que 1 + j + k = n et
σ(1) + σ(j) + σ(k) = n ou´ 1 + j + k est la somme modulo µ. Soit A(j, k) la classe
dans H2(|P(w)|,Z) de´finie par l’e´galite´
∫
A(j,k)
η1 = (1 + j + k − n)/µ − s(j) − s(k).
Nous avons
ΨA3 (η1, ηj, ηk) =

(∏
i∈I(s(j))wi
)−1
si A = A(j, k) ;
0 sinon.
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De´monstration. Les hypothe`ses sur j et k impliquent que A(j, k) = 0. Ainsi,
nous obtenons
ΨA3 (η1, ηj , ηk) =
{
(η1, ηj , ηk) si A = 0 ;
0 sinon.
Puis le corollaire IV.5.24 termine la de´monstration. 
The´ore`me V.3.3. Supposons que µ et pw := ppcm(w0, . . . , wn) soient premiers
entre eux. Soient j, k dans {0, . . . , µ − 1} tels que 1 + j + k 6= n. Pour toute classe
A dans H2(|P(w)|,C), nous avons ΨA3 (η1, ηj , ηk) = 0.
Avant de de´montrer ce the´ore`me, nous allons e´noncer un re´sultat sur les ge´ne´ra-
teurs de H2(|P(w)|,Z).
Pour tous i, j dans {0, . . . , µ−1}, posons pij := ppcm(wi, wj) et rij := pw/pij. Sur
la dernie`re page de l’article [Kaw73], nous avons le diagramme commutatif suivant
H2(P1,Z)
fij∗
H2(Pn,Z)
fw∗ ∼=
Z
id
·pij
Z
·pw
H2(|P(wi, wj)|,Z)
ιij∗
H2(|P(w)|,Z) Z
·rij
Z
Proposition V.3.4. Il existe un ge´ne´rateur, note´ Dw, de H2(|P(w)|,Z) tel que
nous ayons ∫
Dw
η1 =
1
pw
.
De´monstration. Comme nous nous inte´ressons a` des notions topologiques,
nous pouvons supposer que les poids sont premiers entre eux. Nous en de´duisons
que les nombres rij sont premiers entre eux c’est-a`-dire qu’il existe des entiers αij
tels que
∑
i,j αijrij = 1. D’apre`s l’article [Kaw73], nous avons
H2(|P(w)|,Z) =
∑
i,j
im (H2(|P(wi, wj)|,Z)→ H2(|P(w)|,Z)) .
Nous posons Dw :=
∑
i,j αij [|P(wi, wj)|]. Finalement nous obtenons∫
Dw
η1 =
∑
i,j
αij
∫
|P(wi,wj)|
ι∗ijη1 =
∑
i,j
αij/pij =
∑
i,j
αijrij/pw = 1/pw.

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De´monstration du the´ore`me V.3.3. Nous allons de´montrer la contrapose´.
Soient A ∈ H2(|P(w)|,Z) et j, k dans {0, . . . , µ − 1} tels que ΨA3 (η1, ηj , ηk) soit non
nul. D’apre`s l’e´galite´ (V.2.8), nous obtenons∫
A
η1 =
1 + j + k − n
µ
− s(j)− s(k).(V.3.5)
Comme la classe A est un multiple entier de Dw, nous en de´duisons que
pw(1 + j + k − n)
µ
− pw(s(j) + s(k)) ∈ N.
Comme pw et µ sont premiers entre eux, nous en concluons que 1 + j + k = n. 
Conjecture V.3.6. Soient j, k dans {0, . . . , µ − 1} tels que 1 + j + k = n et
σ(1)+ σ(j) + σ(k) 6= n. Soit A(j, k) la classe dans H2(|P(w)|,Z) de´finie par l’e´galite´∫
A(j,k)
η1 = (1 + j + k − n)/µ− s(j)− s(k). Nous avons
ΨA3 (η1, ηj, ηk) =

 ∏
i∈I(s(j))⊔ I(s(k))wi
−1 si A = A(j, k) ;
0 sinon.
Posons
((η1, ηj, ηk)) :=
∂3FGW
∂t1∂tj∂tk
|t=0
Les the´ore`mes V.3.2 et V.3.3 et la conjecture V.3.6 impliquent le corollaire suiv-
ant.
Corollaire V.3.7. Supposons que µ et le plus petit commum multiple des poids
soient premiers entre eux. Soient j, k dans {0, . . . , µ− 1}.
(1) Si 1 + j + k 6= n alors ((η1, ηj, ηk)) = 0.
(2) Si 1 + j + k = n alors nous avons
((η1, ηj, ηk)) =

(∏
i∈I(j,k)wi
)−1
si σ(1) + σ(j) + σ(k) 6= n ;(∏
i∈I(s(j))wi
)−1
si σ(1) + σ(j) + σ(k) = n
ou` I(j, k) := I(s(j))
⊔
I(s(k)).
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Pour de´terminer la matrice A◦0 = E⋆ |t=0, nous utilisons la formule suivante
∂3FGW (t0, . . . , tµ−1)
∂ti∂tj∂tk
= 〈∂ti ⋆ ∂tj , ∂tk〉.
Cette formule montre que la donne´e des ((η1, ηj , ηk)) pour tout j, k ∈ {0, . . . , µ − 1}
et la dualite´ de Poincare´ orbifolde 〈·, ·〉 nous permettent de calculer la matrice A◦0.
V.4. Remarques sur la conjecture V.3.6
Dans ce paragraphe, nous nous plac¸ons dans les hypothe`ses de la conjecture
V.3.6 c’est-a`-dire que j, k sont dans {0, . . . , µ − 1} et sont tels que 1 + j + k = n
et σ(1) + σ(j) + σ(k) 6= n. Notons A(j, k) la classe dans H2(|P(w)|,Z) de´finie par
l’e´galite´
∫
A(j,k)
η1 = (1 + j + k − n)/µ− s(j)− s(k). Ces hypothe`ses impliquent que
s(k) = {1− s(j + 1)} > 0, A(j, k) 6= 0,(V.4.1)
1 + j + k = n+ µ.
D’apre`s l’axiome du diviseur (cf. the´ore`me 3.4.2. de [CR02]), nous avons
Ψ
A(j,k)
3 (η1, ηj, ηk) =
(∫
A(j,k)
η1
)
Ψ
A(j,k)
2 (ηj , ηk)
Lemme V.4.2. Le degre´ de la classe
ev∗
[M2(P(w), A(j, k), ({1− s(j)}, {1− s(k)}))]
est
2 dimC
(
P(w)I(s(j)) × P(w)I(s(k))
)
.
Remarque V.4.3. D’apre`s (V.1.7) et le lemme pre´ce´dent nous avons
ev∗[M2(P(w),A(j, k), ({1− s(j)}, {1− s(k)}))] = cst[P(w)I(s(j)) × P(w)I(s(k))].
Pour montrer la conjecture V.3.6, il suffit de montrer que cette constante est(∫
A(j,k)
η1
)−1
= (s(j + 1)− s(j))−1 d’apre`s les e´galite´s (V.4.1).
De´monstration du lemme V.4.2. D’apre`s le the´ore`me V.1.6, ce degre´ est
µ
∫
A(j,k)
η1 + n− 1− a({1− s(j)})− a({1− s(k)}).
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D’apre`s les e´galite´s (V.4.1), nous avons
µ
∫
A(j,k)
η1 = µ(s(j + 1)− s(j)) > 0.
Nous en de´duisons que
j = kmax(s(j)), j + 1 = kmin(s(j + 1)).(V.4.4)
D’apre`s l’e´galite´ (II.1.1), le degre´ cherche´ est
2(µ(s(j + 1)− s(j))− 2 + δ(s(j)) + a(s(j))− a(s(j + 1))).
Or, nous avons
µ(s(j + 1)− s(j)) = 1− σ(j + 1) + σ(j).(V.4.5)
Nous utilisons (V.4.4) dans l’e´galite´ ci-dessus. Finalement, nous de´duisons de la
proposition II.2.6 que la moitie´ de ce degre´ est
δ(s(j))− 1 + δ(s(j + 1))− 1 = dimC P(w)I(s(j)) × P(w)I(s(k)).

Remarque V.4.6. Soient j, k dans {0, . . . , µ − 1} tels que 1 + j + k = n et
σ(1) + σ(j) + σ(k) 6= n. D’apre`s les e´galite´s (V.4.4), nous en de´duisons que
j = kmax(s(j)) et k = kmax(s(k)).
Si nous revenons aux notations du chapitre pre´ce´dent (cf. (V.2.5)), nous avons
ηj = η
δ(s(j))−1
1−s(j) ∈ H2(δ(s(j))−1)(|P(w)I(s(j))|) ;
ηk = η
δ(s(k))−1
1−s(k) ∈ H2(δ(s(k))−1)(|P(w)I(s(k))|).
Ainsi, l’invariant de Gromov-Witten ψ
A(j,k)
2 (ηj , ηk) « compte » le nombre de courbes
de degre´ A(j, k) qui passent par un point ge´ne´ral dans P(w)I(s(j)) et un point ge´ne´ral
dans P(w)I(s(k)).
Dans la suite, nous supposons que les poids sont premiers entre eux deux a` deux.
Dans ce cas, l’espace des lieux singuliers de P(w) est re´duit a` n+ 1 points distincts.
Ainsi, toutes les applications orbifoldes non constantes sont bonnes de fac¸on unique
d’apre`s la proposition III.5.10. Nous n’avons donc plus de proble`me avec les classes
de syste`mes compatibles de´finis au paragraphe V.1.
Notons
Mj,k :=M2(P(w), A(j, k), ({1− s(j)}, {1− s(k)})).(V.4.7)
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D’apre`s le lemme V.4.2, nous avons
deg ev∗
[Mj,k] =
{
0 si s(j) 6= 0 ;
2n si s(j) = 0.
Le cas ou` s(j) = 0 correspond au couple (j, k) = (n, µ− 1). Comme nous avons∫
A(n,µ−1)
η1 = 1/wn
ou` wn est le plus grand poids, nous en de´duisons que
Ψ
A(n,µ−1)
3 (η1, ηn, ηµ−1) =
∫
A(n,µ−1)
η1 cst
∫ orb
P(w)×P(wn)
ηn ∧ ηµ−1
=
1
wn
cst
wn
∏n
i=0wi
d’apre`s la proposition IV.3.13.
Finalement, pour montrer la conjecture V.3.6 dans le cas (j, k) = (n, µ − 1), il
faut montrer que cette constante vaut wn.
Proposition V.4.8. Il existe une unique application f : P(1, wn) → P(w) holo-
morphe telle que
– l’application f se rele`ve en une application holomorphe de C2−{0} dans Cn+1−
{0} dont les applications composantes sont des polynoˆmes ;
– l’application f envoie les points [1 : 0] et [0 : 1] sur respectivement [a0 : . . . :
an] 6= [0 : . . . : 0 : 1] et [0 : . . . : 0 : 1] ;
– la classe f∗[P(1, wn)] soit A(n, µ− 1).
Avant de de´montrer cette proposition, nous allons montrer le lemme suivant.
Lemme V.4.9. Soit l’application
f : P(1, wn) −→ P(w)
[x : y] 7−→ [a0xw0 : . . . : an−1xwn−1 : bny + anxwn ]
Le fibre´ OP(1,wn)(1) est isomorphe au fibre´ f ∗OP(w)(1).
De´monstration. Comme les poids sont premiers entre eux deux a` deux,
l’ensemble f−1(P̂(w)reg) est un ouvert dense et connexe. Nous en de´duisons d’apre`s
les propositions III.5.7 et III.5.10 que l’image inverse du fibre´ orbifold OP(w)(1)
existe. D’apre`s les hypothe`ses sur les nombres complexes a0, . . . , an−1, il existe un
indice i tel que ai 6= 0. Pour simplifier les notations, nous supposerons que i = 0
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c’est-a`-dire que a0 6= 0. Fixons a1/w00 une racine w0-ie`me de a0. Remarquons que
l’application
P(1, wn) −→ P(1, wn)
[x : y] 7−→ [x/a1/w00 : bny + anxwn ]
est un automorphisme de P(1, wn). Quitte a` composer par l’isomorphisme ci-dessus,
nous pouvons donc supposer que an = 0, a0 = 1 et bn = 1 dans la formule de
l’application f . Notons U˜0 et U˜1 les cartes affines de P(1, wn) et U˜w0 , . . . , U˜
w
n les
cartes affines de P(w). De manie`re ge´ne´rale, nous rajouterons un exposant w pour
les objets de´finis sur P(w). Les applications suivantes rele`vent f |U0 et f |U1 :
f˜U0Uw0 : U˜0 −→ U˜w0
(1, y1) 7−→ (1, a1, . . . , an−1, y1)
f˜U1Uwn : U˜1 −→ U˜wn
(y0, 1) 7−→ (yw00 , . . . , an−1ywn−10 , 1)
Comme f est une bonne application orbifolde, nous avons une correspondance bi-
jective, note´e F, entre les ouverts d’un recouvrement compatible U de |P(1, wn)| et
les ouverts d’un recouvrement compatible Uw de |P(w)|. Soient U et V deux ouverts
du recouvrement U tels que U ⊂ V . Soit α : U˜ ⊂ U˜i →֒ V˜ ⊂ U˜j une injection ou`
i, j ∈ {0, 1} et U˜ , V˜ sont deux cartes de respectivement U et V . Posons
kmax(0) = 0 et kmax(1) = n.
Il existe une injection F(α) : F˜(U)w →֒ F˜(V )w ou` F˜(U)w ⊂ U˜wkmax(i) et F˜(V )
w ⊂
U˜wkmax(j) sont deux cartes de respectivement F(U) et F(V ) qui font commuter le dia-
gramme suivant
U˜ ⊂ U˜i
α
f˜UiUwkmax(i) |U˜
V˜ ⊂ U˜j
f˜UjUwkmax(j) |V˜
F˜(U)
w ⊂ U˜wkmax(i)
F(α)
F˜(V )
w ⊂ U˜wkmax(j)
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D’apre`s la proposition III.5.7, les fonctions de transition de f ∗OP(w)(1) sont de´finies
par
ψ
f∗OP(w)(1)
α (y) := ψ
OP(w)(1)
F(α) (f˜UiUwkmax(i) |U˜ (y)) ∀ y ∈ U˜ .(V.4.10)
Nous avons quatre cas a` calculer : (i, j) = (0, 0), (1, 1), (0, 1), (1, 0). Dans le cas ou`
(i, j) = (0, 0), l’injection α est simplement l’inclusion. Nous en de´duisons que F(α)
est aussi l’inclusion. Nous obtenons que
ψ
f∗OP(w)(1)
α (1, y1)(v) = v
pour tout (1, y1) ∈ U˜ et pour tout v ∈ C.
Dans le cas ou` (i, j) = (1, 1), l’injection α est l’action par un e´le´ment ζ de µwn (cf.
les notations IV.1.9). Nous en de´duisons que F(α) est aussi l’action par cet e´le´ment
ζ . Nous obtenons que
ψ
f∗OP(w)(1)
α (y0, 1)(v) = ζv
pour tout (y0, 1) ∈ U˜ et pour tout v ∈ C.
Dans le cas ou` (i, j) = (0, 1), l’injection α envoie (1, y1) sur (1/y
1/wn
1 , 1) (cf. les
notations IV.1.9). Nous en de´duisons que l’injection F(α) est
(1, x1, . . . , xn) 7−→ 1/x1/wnn (1, x1, . . . , xn).
D’apre`s l’e´galite´ (V.4.10), nous obtenons que
ψ
f∗OP(w)(1)
α (1, y1)(v) = v/y
1/wn
1
pour tout (1, y1) dans U˜ et pour tout v ∈ C.
Dans le cas ou` (i, j) = (1, 0), l’injection α envoie (y0, 1) sur (1, 1/y
wn
0 ) (cf. les
notations IV.1.9). Nous en de´duisons que l’injection F(α) est
(x0, . . . , xn−1, 1) 7−→ 1/x1/w00 (x0, . . . , xn−1, 1).
D’apre`s l’e´galite´ (V.4.10), nous obtenons que
ψ
f∗OP(w)(1)
α (y0, 1)(v) = v/y0
pour tout (1, y1) dans U˜ et pour tout v ∈ C.
Nous retrouvons bien les fonctions de transition du fibre´ OP(1,wn)(1) (cf. la
de´monstration de la proposition IV.2.1). 
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De´monstration de la proposition V.4.8. Existence : L’application
f : P(1, wn) −→ P(w)
[x : y] 7−→ [a0xw0 : . . . : an−1xwn−1 : bny + anxwn ]
envoie bien les deux points marque´s [1 : 0] et [0 : 1] sur respectivement [a0 : . . . : an]
et [0 : . . . : 0 : 1]. Comme [a0 : . . . : an] et [0 : . . . : 0 : 1] sont deux points diffe´rents,
cette application n’est pas constante. D’apre`s le lemme V.4.9, nous avons∫
f∗[P(1,wn)]
η1 =
∫
P(1,wn)
c1(OP(1,wn)(1)) = 1/wn.
Unicite´ : Soit h : P(1, wn) −→ P(w) une application qui ve´rifie les trois condi-
tions du lemme. Notons une application h˜ : C2 − {0} → P(w) qui rele`ve h. Nous
avons h˜(λ · (x, y)) = λ · h˜(x, y) c’est-a`-dire que pour tout i dans {0, . . . , n}, nous
avons h˜i(λ · (x, y)) = λwih˜i(x, y). Supposons que h˜i(x, y) = cixuyv avec ci dans C.
Nous obtenons l’e´galite´
u+ vwn = wi.
Comme wn > wi pour i 6= n, nous en de´duisons que
– si i 6= n alors nous avons v = 0 et u = wi ;
– si i = n alors soit v = 1 et u = 0 soit u = wn et v = 0.
Comme l’application h envoie [1 : 0] et [0 : 1] sur respectivement [a0 : . . . : an] et
[0 : . . . : 0 : 1], nous en de´duisons que h = f . 
Remarque V.4.11. (1) Si [a0 : . . . : an] 6= [0 : . . . : 0 : 1], l’application
f : P(1, wn) −→ P(w)
[x : y] 7−→ [a0xw0 : . . . : an−1xwn−1 : bny + anxwn ]
est dans l’espace de modules Mn,µ−1 (cf. notation (V.4.7)).
(2) Nous allons de´crire une autre famille d’applications dansMn,µ−1. Soit C :=
P(1, wn) ∪ P1wn,wn la courbe nodale dont le point nodal de P(1, wn) (resp.
P1wn,wn cf. exemple III.1.11.(4)) et [0 : 1] (resp. [0 : 1]) (cf. figure 1 ). Les
deux points marque´s sur C sont les points z1 := [1 : 0] est z2 := [a : b] 6=
[1 : 0], [0 : 1] sur P1wn,wn. Nous de´finissons une application g : C → P(w) sur
chacune de ses composantes. La composante P1wn,wn est envoye´e sur le point
[0 : . . . : 0 : 1] c’est-a`-dire que g est constante sur cette composante.
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PSfrag replacements
z1
z2
[1 : 0]
P(1, wn)
P1wn,wn
µwn
id
µwn
Fig. 1 –
Sur la composante P(1, wn), l’application g est de´finie par
P(1, wn) −→ P(w)
[x : y] 7−→ [a0xw0 : . . . : an−1xwn−1 : bny + anxwn]
ou` [a0 : . . . : an] 6= [0 : . . . : 0 : 1]. L’application stable (C, g) est dans
l’espace de modules Mn,µ−1.
Pour les applications dans Mn,µ−1 qui n’ont qu’une seule composante c’est-a`-
dire celles qui sont comme dans la remarque V.4.11.(1), nous avons le re´sultat de
convexite´ suivant.
Lemme V.4.12. Soit (a0, . . . , an) ∈ Cn+1 − {0} tel que [a0 : . . . : an] 6= [0 : . . . :
0 : 1] dans P(w). Soit bn un nombre complexe non nul. Soit l’application
f : P(1, wn) −→ P(w)
[x : y] 7−→ [a0xw0 : . . . : an−1xwn−1 : bny + anxwn ]
Alors nous avons H1(P(1, wn), f ∗Θ|P(w)|) = 0 ou` Θ|P(w)| est le faisceau des sections
du fibre´ tangent TP(w).
De´monstration du lemme V.4.12. D’apre`s le lemme V.2.1, nous avons la
suite exacte de faisceaux
0→ O|P(w)| → OP(w)(w0)⊕ · · · ⊕ OP(w)(wn)→ Θ|P(w)| → 0.
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Comme l’application orbifolde f : P(1, wn) → P(w) est continue entre les espaces
topologiques sous-jacents, nous en de´duisons une suite exacte
0→ f ∗O|P(w)| → f ∗OP(w)(w0)⊕ · · · ⊕ f ∗OP(w)(wn)→ f ∗Θ|P(w)| → 0.
Nous avons les e´galite´s entre les faisceaux
f ∗O|P(w)| = O|P(1,wn)| ;
f ∗OP(w)(wk) = OP(1,wn)(wk) pour k ∈ {0, . . . , n} (cf. lemme V.4.9).
Comme H2
(|P(1, wn)|,O|P(1,wn)|) = H2 (P1,OP1) = 0 (cf. l’exemple III.1.17 et la
remarque IV.1.11.(4)), nous en de´duisons une longue suite exacte en cohomologie
0→ H0 (P(1, wn),O|P(1,wn)|)→ H0 (P(1, wn),OP(1,wn)(w0)⊕ · · · ⊕ OP(1,wn)(wn))
→ H0(P(1, wn), f ∗TP(w))→ H1
(
P(1, wn),O|P(1,wn)|
)
→ H1 (P(1, wn),OP(1,wn)(w0)⊕ · · · ⊕ OP(1,wn)(wn))→ H1 (P(1, wn), f ∗TP(w))→ 0.
Pour de´montrer le lemme, le suffit de montrer que H1
(
P(1, wn),OP(1,wn)(1)
)
= 0.
Nous allons utiliser la cohomologie de Cˇech. Nous recouvrons |P(1, wn)| avec les
ouverts U0 := {[y0, y1] ∈ |P(1, wn)| | y0 6= 0} et U1 := {[y0, y1] ∈ |P(1, wn)| | y1 6= 0}.
Remarquons que
– le faisceau OP(1,wn)(1) |U0 est isomorphe au faisceau des fonctions holomorphes
sur C ;
– le faisceau OP(1,wn)(1) |U0∩U1 est isomorphe au faisceau des fonctions holomor-
phes sur C∗ ;
– le faisceau OP(1,wn)(1) |U1 est isomorphe au faisceau (π∗OC)µwn ou` π : C → C
est l’application qui a` z associe zwn . Le corollaire VIII.4 montre que
H i
(
C/µwn, (π∗OC)µwn
)
= H i (C,OC)µwn = 0 pour i > 0.
Le recouvrement U0, U1 est bien acyclique. Soit s une section de OP(1,wn)(1)(U0∩U1).
La carte (U˜0, id, π0) de U0 induit une carte (U˜0 ∩ U1
0
, id, π0) de U0 ∩ U1. De meˆme,
la carte (U˜1,µwn, π1) de U1 induit une carte (U˜0 ∩ U1
1
,µwn, π1) de U0 ∩ U1. Notons
y0 (resp. y1) la coordonne´e sur U˜0 ∩ U1
1
(resp. U˜0 ∩ U1
0
). Sur U0 ∩ U1, nous avons
[1 : y1] = [1/y
wn
1 : 1].
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C’est-a`-dire ywn0 y1 = 1. La section s ∈ OP(1,wn)(1)(U0∩U1) se rele`ve en une application
s˜ : U˜0 ∩ U1
1 −→ C
y0 7−→ y0
∑
p∈Z
apy
wnp
0
Posons s˜1(y0) := y0
∑
p≥0 apy
wnp
0 . L’application s˜1 est un releve´ d’un e´le´ment, note´
s1, de OP(1,wn)(1)(U1). Posons s˜0(y1) :=
∑
p>0 a−py
p
1. L’application s˜0 est un releve´
d’un e´le´ment, note´ s0, de OP(1,wn)(1)(U0). Montrons que s = s0 |U0∩U1 +s1 |U0∩U1.
Soit h˜ : U˜0 ∩ U1
1 → U˜0 ∩ U1
0
l’application qui a` y0 associe 1/y
wn
0 . Nous avons le
diagramme commutatif
U˜0 ∩ U1
1 × C
(h˜, ψh˜)
U˜0 ∩ U1
0 × C
U˜0 ∩ U1
1 h˜
π1
U˜0 ∩ U1
0
π0
U0 ∩ U1
ou` ψh˜ : U˜0 ∩ U1
1 → GL(1,C) est l’application qui a` y0 associe la multiplication par
1/y0. Le diagramme ci-dessus montre que si nous avons un releve´ s˜
′
1 : U˜0 ∩ U1
1 → C
d’une section s′1 de fibre´ OP(1,wn)(1) |U0∩U1, nous en de´duisons un autre releve´ s˜′0 :
U˜0 ∩ U1
0 → C de´finie par
y1 7−→ ψh˜(s˜′1(1/y1/wn1 ))(V.4.13)
ou` 1/y
1/wn
1 est dans h˜
−1(y1). L’application s˜′0 est bien de´finie car la formule (V.4.13)
ne de´pend pas du choix de l’e´le´ment dans h˜−1(y1). Le calcul ci-dessous montre que
le releve´ s˜1 induit le releve´ s˜0 :
s˜0(h˜(y0)) = ψh˜(y0)
(
y0
∑
p≥0
a−py
−wnp
0
)
=
∑
p≥0
a−py
−wnp
0 .
Nous en de´duisons que
s˜0 ◦ h˜ + s˜1 = s˜
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sur U˜0 ∩ U1
1
. Finalement, nous obtenons s = s0 |U0∩U1 +s1 |U0∩U1 c’est-a`-dire que
nous avons
H1
(
P(1, wn),OP(1,wn)(1)
)
= 0.


CHAPITRE VI
Structure de Frobenius associe´e au polynoˆme de Laurent f
Nous gardons les notations du chapitre II. Soit U := {(u0, . . . , un) ∈ Cn+1 |
uw00 · · ·uwnn = 1}. Soit f : U → C la fonction de´finie par f(u0, . . . , un) = u0+ · · ·+un.
Le polynoˆme f n’est pas exactement celui conside´re´ dans [DS04] mais nous pouvons
appliquer les meˆmes me´thodes.
Un calcul e´le´mentaire montre que les points critiques de f sont les points
ζ
(
n∏
i=0
wwii
)−1/µ
(w0, . . . , wn) ∈ U
ou` ζ est une racine µ-ie`me de l’unite´. Les valeurs critiques de f sont les nombres
complexes
µζ
(
n∏
i=0
wwii
)−1/µ
.
Nous verrons, en utilisant l’article [DS03], qu’il existe une structure de Frobenius
canonique sur la base de son de´ploiement universel.
Soit A◦0 la matrice µ × µ telle que les seuls e´le´ments non nuls soient en position
(j + 1, j) (rappelons que j + 1 est la somme modulo µ) et
(A0)j+1,j =
µ si s(j + 1) = s(j) ;µ(∏i∈I(s(j))wi)−1 sinon.
Les valeurs propres de A◦0 sont exactement les valeurs critiques de f . Ainsi, A
◦
0 est
une matrice semi-simple re´gulie`re.
Soit A∞ la matrice µ× µ de´finie par
A∞ = diag(σ(0), . . . , σ(µ− 1)).
Dans la base canonique (e0, . . . , eµ−1) de Cµ, nous de´finissons la forme biline´aire
non de´ge´ne´re´e g par
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g(ek, eℓ) =

(∏
i∈I(s(k)) wi
)−1
si k + ℓ = n ;
0 sinon.
La matrice A∞ ve´rifie A∞+ tA∞ = n · id ou` la transpose´e est de´finie par rapport
a` la forme biline´aire g.
Les donne´es (A◦0, A∞, g, e0) de´finissent (cf. the´ore`me I.2.3) un unique germe de
structure de Frobenius semi-simple au point
µ( n∏
i=0
wwii
)−1
, µζ
(
n∏
i=0
wwii
)−1
, . . . , µζµ−1
(
n∏
i=0
wwii
)−1
de Cµ.
The´ore`me VI.0.14. La structure de Frobenius canonique de tout germe de
de´ploiement universel du polynoˆme de Laurent f(u0, . . . , un) = u0 + · · · + un sur
U est isomorphe au germe de la structure de Frobenius semi-simple de´finie par les
conditions initiales (A◦0, A∞, e0, g) au pointµ( n∏
i=0
wwii
)−1
, µζ
(
n∏
i=0
wwii
)−1
, . . . , µζµ−1
(
n∏
i=0
wwii
)−1
de Cµ.
Au paragraphe suivant, nous allons re´soudre le proble`me de Birkhoff au point
0 de l’espace des parame`tres d’un de´ploiement universel de f . Cette solution sera
canonique d’apre`s les re´sultats du paragraphe 5 de [DS04]. Puis, nous allons calculer
les conditions initiales de la varie´te´ de Frobenius.
VI.1. Le syste`me de Gauss-Manin et le re´seau de Brieskorn associe´s au
polynoˆme f
Soit l’ensemble U := {(u0, . . . , un) ∈ Cn+1 | uw00 · · ·uwnn = 1}. Soit f : U → C la
fonction de´finie par f(u0, . . . , un) = u0+ · · ·+ un. Dans l’article de Douai et Sabbah
[DS04], le polynoˆme n’est pas exactement le meˆme et les poids sont premiers entre
eux dans leur ensemble. Nous aurons deux types de modifications : l’une pour le
polynoˆme et l’autre pour tenir compte du pgcd des poids.
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Notons d le plus grand diviseur commun des entiers w0, . . . , wn. Pour
α = 0, . . . , d− 1, nous posons
Uα := {(u0,α, . . . , un,α) ∈ Cn+1 | uw0/d0,α · · ·uwn/dn,α = ζα}
ou` ζ := exp(2iπ/d). Nous avons
U :=
d−1⊔
α=0
Uα.
Chaque Uα est isomorphe a` un tore complexe (C⋆)n et la restriction, note´ fα =
u0,α + . . . + un,α, de f a` Uα est un polynoˆme de Laurent. Dans des coordonne´es
convenable, son polye`dre de Newton, enveloppe convexe dans Qn des exposants de
ses monoˆmes, est un simplexe contenant l’origine dans son inte´rieur. On peut montrer
comme dans [DS04] (cf. lemme 1.2) qu’il est commode et non de´ge´ne´re´1.
Nous rappelons les notations et les principaux re´sultats des articles de Douai et
Sabbah [DS03] et [DS04] adapte´s a` notre polynoˆme de Laurent f .
Le syste`me de Gauss-Manin de fα est de´fini par :
G(fα) := Ω
n(Uα)[θ, θ
−1]/(θd− dfα∧)Ωn−1(Uα)[θ, θ−1].
Le syste`me de Gauss-Manin de f est de´fini par :
G := Ωn(U)[θ, θ−1]/(θd− df∧)Ωn−1(U)[θ, θ−1].
Comme U a d composantes connexes, nous avons
G =
d−1⊕
α=0
G(fα).(VI.1.1)
Le re´seau de Brieskorn de fα, de´fini par G0(fα) := Im(Ω
n(Uα)[θ] → G(fα)), est
un C[θ]-module libre de rang µ/d.
1Les de´finitions ci-dessous viennent de l’article de Kouchnirenko [Kou76]. Soit g ∈ C[v, v−1] =
C[v1, v
−1
1
, . . . , vn, v
−1
n ]. Le polynoˆme de Laurent g s’e´crit g =
∑
i∈Zn aiv
i. Notons Supp(g) := {i ∈
Zn | ai 6= 0}. Notons Γ(g) l’enveloppe convexe de Supp(g) − {0}. Le polynoˆme de Laurent g est
commode si le point 0 n’appartient a` aucune des faces de dimension i pour 1 ≤ i ≤ n− 1 de Γ(g).
Le polynoˆme de Laurent g est non de´ge´ne´re´ par rapport a` Γ(g) si pour chaque face ∆ de Γ(g) le
polynome de Laurent
∑
i∈Zn∩∆ aiv
i n’a pas de point critique sur (C⋆)n.
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Le re´seau de Brieskorn de f , de´fini par G0 := Im(Ω
n(U)[θ] → G), est un C[θ]-
module libre de rang µ. Nous avons
G0 =
d−1⊕
α=0
G0(fα).(VI.1.2)
On note V·G(fα) la filtration de Malgrange Kashiwara de G(fα) (cf. le paragraphe
2.e de [DS03]). Cette filtration est croissante et exhaustive. La filtration V•G(fα)
induit une filtration sur le re´seau de Brieskorn de´finie par VβG0(fα) := VβG(fα) ∩
G0(fα). D’apre`s les e´galite´s (VI.1.1) et (VI.1.2), la somme directe des filtrations
V•G(fα) est une filtration croissante et exhaustive sur G. Nous la notons V·G. Nous
en de´duisons une filtration note´e V•G0 sur le re´seau de Brieskorn G0.
Soit ω0,α la n-forme
du0
u0
∧ · · · ∧ dun
un
d (
∏
i u
wi
i )
∣∣∣∏
i u
wi/d
i =ζ
α
sur Uα. Nous posons
ω0 := (ω0,0, . . . , ω0,d−1).
La n-forme ω0 est de´finie sur U .
On de´finit par re´currence la suite (aw(k), iw(k)) ∈ Nn+1 × {0, . . . , n} par
aw(0) = (0, . . . , 0), iw(0) = 0,
aw(k + 1) = aw(k) + 1iw(k), iw(k + 1) = min{j | aw(k + 1)j/wj}.
Notons w/d := (w0/d, . . . , wn/d). Comme nous avons
iw/d(·) = iw(·), aw/d(·) = aw(·).(VI.1.3)
nous supprimons l’indice dans les notations aw et iw.
Pour tout k, on a |a(k)| := ∑i a(k)i = k. Pour tout (q, r) ∈ {0, . . . , d − 1} ×
{0, . . . , (µ/d)− 1}, nous avons les e´galite´s suivantes :
i
(qµ
d
+ r
)
= i(r), a
(qµ
d
+ r
)
= a
(qµ
d
)
+ a(r),(VI.1.4)
a
(qµ
d
)
=
(qw0
d
, . . . ,
qwn
d
)
.
Notation VI.1.5. Nous avons besoin de pre´ciser les notations du chapitre II.
Nous rajoutons un indice w ou w/d aux notations s, σ du chapitre II pour pre´ciser
que les nombres rationnels sw(·) et σw(·) (resp. sw/d(·) et σw/d(·)) sont calcule´s avec
les poids w0, . . . , wn (resp. avec les poids w0/d, . . . , wn/d).
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Lemme VI.1.6. Pour tout (q, r) ∈ {0, . . . , d−1}×{0, . . . , (µ/d)−1}, nous avons
les e´galite´s
sw
(qµ
d
+ r
)
=
q
d
+ sw(r) ; σw
(qµ
d
+ r
)
= σw(r) = σw/d(r).
De´monstration. Pour k ∈ {0, . . . , µ − 1}, nous avons sw(k) = a(k)i(k)/wi(k).
Pour k ∈ {0, . . . , (µ/d) − 1}, nous en de´duisons que sw/d(k) = dsw(k). Comme
σw(k) = k − µsw(k), nous obtenons
σw/d(k) = σw(k)(VI.1.7)
pour k ∈ {0, . . . , (µ/d)− 1}. Les e´galite´s (VI.1.4) et (VI.1.7) terminent la de´mons-
tration. 
Pour tout α ∈ {0, . . . , d − 1}, et pour k ∈ {0, . . . , µ − 1}, nous de´finissons les
e´le´ments ωk,α := u
a(k)
α ω0,α ou` u
a(k)
α := u
a(k)0
0,α · · ·ua(k)nn,α . D’apre`s les e´galite´s (VI.1.4),
pour tout (q, r) ∈ {0, . . . , d− 1} × {0, . . . , (µ/d)− 1} nous avons
ω qµ
d
+r,α = ζ
αqωr,α.(VI.1.8)
Pour tout k, la classe de ωk,α appartient a` G0(fα). Pour tout k ∈ {0, . . . , µ− 1},
nous posons
ωk := (ωk,0, . . . , ωk,d−1) ∈ G0.
Pour tout (q, r) ∈ {0, . . . , d− 1} × {0, . . . , (µ/d)− 1}, nous avons
ω qµ
d
+r = (1, ζ
q, . . . , ζq(d−1))ωr.(VI.1.9)
La proposition suivante est l’analogue de la proposition de 3.2. de [DS04].
Proposition VI.1.10. Les classes des e´le´ments ω0, . . . , ωµ−1 forment une C[θ]-
base de G0, note´e ω. De plus, pour k ∈ {0, . . . , µ− 1}, nous avons les relations
−1
µ
θ(σw(k)− θ∂θ)ωk =
ωk+1
wi(k)
ou` k + 1 de´signe la re´duction modulo µ. De plus, l’ordre de ωk pour la filtration V•
est σw(k) et ω induit une base sur ⊕αgrVα (G0/θG0).
De´monstration. Pour de´montrer cette proposition, il suffit d’adapter la de´-
monstration de la proposition de 3.2. de [DS04].
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– Nous allons d’abord de´montrer cette proposition pour le polynoˆme de Laurent
fα sur le tore Uα. En particulier, il faut changer la relation (3.5) de [DS04] en
θ
(
1
wi/d
ui,α∂ui,α −
1
w0/d
u0,α∂u0,α
)
ϕω0,α =
(
ui,α
wi/d
− u0,α
w0/d
)
ϕω0,α(VI.1.11)
pour tout ϕ ∈ C[uα, u−1α , θ, θ−1] et tout i ∈ {0, . . . , n}. Le reste de la de´-
monstration est identique a` celle de [DS04]. Nous en de´duisons la proposition
pour le polynoˆme de Laurent fα sur le tore Uα. En particulier, pour tout k ∈
{0, . . . , (µ/d)− 1}, nous avons les relations
− 1
µ/d
θ(σw/d(k)− θ∂θ)ωk = ωk+1
wi(k)/d
ou` ωµ/d,α = ζ
αω0,α.(VI.1.12)
– Montrons que ω0, . . . , ωµ−1 forment une C[θ]-base de G0. Nous savons que
ω0,α, . . . , ω(µ/d)−1,α forment une C[θ]-base de G0(fα) pour tout α ∈ {0, . . . , d}.
D’apre`s l’e´galite´ (VI.1.2), une base C[θ]-base de G0 est forme´e par les vecteurs
suivants
(ω0,1, 0, . . . , 0) (0, ω0,2, 0, . . . , 0) · · · (0, . . . , 0, ω0,d)
(ω1,1, 0, . . . , 0) (0, ω1,2, 0, . . . , 0) · · · (0, . . . , 0, ω1,d)
...
...
...
...
(ω(µ/d)−1,1, 0, . . . , 0) (0, ω(µ/d)−1,2, 0, . . . , 0) · · · (0, . . . , 0, ω(µ/d)−1,d)
Pour (i, j) ∈ {1, . . . , d} × {0, . . . , (µ/d)− 1}, notons
eid+j−1 := (0, . . . , 0, ωi,j, 0, . . . , 0).
Pour tout (q, r) ∈ {0, . . . , d− 1} × {0, . . . , (µ/d)− 1}, nous avons
ω qµ
d
+r = edr + ζ
qedr+1 + · · ·+ ζq(d−1)edr+d−1.
Nous en de´duisons que la matrice de passage entre les ω qµ
d
+r et les ei est une
matrice diagonale par bloc ou` les blocs sont tous e´gaux a` la matrice
1 1 · · · 1
1 ζ · · · ζd−1
...
...
...
1 ζd · · · ζd(d−1)

Cette matrice est inversible. Nous en de´duisons que ω0, . . . , ωµ−1 est une C[θ]-
base de G0. Le reste de la proposition de´coule de la formule (VI.1.11) et du
lemme VI.1.6.

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Pour tout α ∈ {0, . . . , d − 1}, nous avons un produit sur le quotient
G0(fα)/θG0(fα) qui provient d’un isomorphisme entre le quotient jacobien de
fα et G0(fα)/θG0(fα). Pour tout α ∈ {0, . . . , d−1}, notons [g] la classe d’un e´le´ment
g ∈ G0(fα) dans le quotient G0(fα)/θG0(fα). Ce produit est donne´ par la formule
[h1ω0,α] ⋆α [h2ω0,α] = [h1h2ω0,α](VI.1.13)
ou` h1, h2 sont dans C[uα, u−1α ]. Ceci nous permet de de´finir un produit, note´ ⋆, sur
le quotient G0/θG0. D’apre`s la proposition VI.1.10, la base ω de G0 induit une base
[ω] := ([ω0], . . . , [ωµ−1]) de G0/θG0.
Lemme VI.1.14. Dans la base [ω] de G0/θG0, le produit est donne´ par
[ωi] ⋆ [ωj] = w
a(i)+a(j)−a(i+j)[ωi+j]
ou` i+ j de´signe la somme modulo µ.
De´monstration. – D’abord, nous allons montrer que
[ωk] = [w
a(k)(u0/w0)
kω0].
Les relations (VI.1.11) dans le quotient G0/θG0 deviennent[
ui
wi
ω0ϕ
]
=
[
u0
w0
ω0ϕ
]
,(VI.1.15)
pour tout ϕ ∈ C[u, u−1, θ, θ−1] et tout i ∈ {0, . . . , n}. Nous en de´duisons que
[ωk] = [w
a(k)(u0/w0)
kω0].
– Par de´finition du produit dans G0/θG0, nous avons
[ωi] ⋆ [ωj] =
[
wa(i)+a(j)
(
u0
w0
)i+j
ω0
]
et [(
u0
w0
)i+j
ω0
]
=
[
w−a(i+j)ua(i+j)ω0
]
.
Or la relation
∏
uwii = 1 sur G induit [u
a(i+j)ω0] = [u
a(i+j)ω0] = [ωi+j].

Pour tout γ ∈ Sw, nous notons
kmin(γ) := min{j ∈ {0, . . . , (µ/d)− 1} | sw(j) = γ}.
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D’apre`s (II.2.3), nous avons kmin(γ) = kmax(γ)−δ(γ)+1. Pour tout i ∈ {0, . . . , µ−1},
posons
ω˜i :=
wa(k
min(sw(i)))
wa(i)
ωi.(VI.1.16)
Proposition VI.1.17. Dans la base ω˜ de G0, nous avons
θ2∂θω˜ = ω˜A
◦
0 + θω˜A∞.
De´monstration. D’apre`s la proposition VI.1.10, nous avons
−1
µ
θ(σw(k)− θ∂θ)ω˜k = ω˜k+1
wa(k
min(sw(k)))
wa(kmin(sw(k+1)))
θ2∂θω˜k = µ
wa(k
min(sw(k)))
wa(kmin(sw(k+1)))
ω˜k+1 + θσw(k)ω˜k.

Maintenant, nous allons calculer la forme biline´aire non de´ge´ne´re´e au point 0 de
l’espace des parame`tres d’un de´ploiement universel de f .
Soit G un C[θ, θ−1]-module. Nous notons G le C-espace vectoriel G e´quipe´ de la
structure de module p(θ) · g = p(−θ)g ou` p(θ) ∈ C[θ, θ−1] . Nous notons par g les
e´le´ments de G. Si G est e´quipe´ d’un ope´rateur ∂θ compatible a` la multiplication par
θ, alors sur G, nous avons un ope´rateur ∂θg := −∂θg. Remarquons que θ∂θg = θ∂θg.
D’apre`s les re´sultats du paragraphe 4 de l’article [DS04], pour tout
α ∈ {0, . . . , d− 1}, il existe une forme C[θ, θ−1]-biline´aire non de´ge´ne´re´e
Sα : G(fα)⊗C[θ,θ−1] G(fα) −→ C[θ, θ−1]
qui ve´rifie les proprie´te´s suivantes :
(1) θ∂θSα(p1, p2) = Sα(θ∂θp1, p2) + Sα(p1, θ∂θp2) ;
(2) Sα envoie V0G(fα)⊗ V<1G(fα) dans C[θ−1] ;
(3) Sα envoie G0(fα)⊗G0(fα) dans θnC[θ] ;
(4) Sα(p1, p2) = (−1)nSα(p1, p2).
Lemme VI.1.18. Pour tout α ∈ {0, . . . , d − 1}, il existe une unique, a` une con-
stante pre`s, forme biline´aire non de´ge´ne´re´e Sα telle que les conditions (1), (2), (3)
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et (4) soient ve´rifie´es. Dans la base ω0,α, . . . , ω(µ/d)−1,α de G(fα), nous avons
Sα(ωrj ,α, ωrk,α) =

C · Sα(ω0,α, ωn,α) si rj + rk = n ;
ζαC · Sα(ω0,α, ωn,α) si rj + rk = n+ (µ/d) ;
0 sinon.
ou` C = wnw
a(rj)+a(rk)−a(n+1)−a(rj+rk−n).
Remarque VI.1.19. Comme |a(k)| = k, nous avons l’e´galite´ suivante
wnw
a(rj)+a(rk)−a(n+1)−a(rj+rk−n) = dwn(w/d)a(rj)+a(rk)−a(n+1)−a(rj+rk−n).
De´monstration du lemme VI.1.18. Nous suivons la preuve du lemme 4.1
de l’article [DS04]. Pour tout rj , rk ∈ {0, . . . , (µ/d) − 1}, d’apre`s (3), nous avons
Sα(ωrj ,α, ωrk,α) ∈ θnC[θ] et Sα(ω0,α, ωrk,α) ∈ θ[σw/d(rk)]C[θ] d’apre`s (2) ou` [·] de´signe
la partie entie`re. Si σw/d(rk) = n alors nous avons Sα(ω0,α, ωrk,α) 6= 0. Or σw/d(rk) = n
implique que rk = n.
D’apre`s les e´galite´s (1) et (VI.1.12), nous obtenons
− 1
µ
(−θ∂θ + n)Sα(ωrj ,α, ωrk,α)
=
σw/d(rj) + σw/d(rk)− n
µ/d
S(ωrj ,α, ωrk,α)
+ θ−1
(
Sα
(
ωrj ,α,
ωrk+1,α
wi(rk)/d
)
− Sα
(
ωrj+1,α
wi(rj)/d
, ωrk,α
))
ou` ωµ/d,α = ζ
αω0,α (cf. (VI.1.8)). Comme Sα(ωrj ,α, ωrk,α) ∈ θnC[θ], le membre de
gauche de l’e´galite´ ci-dessus est nul. Puis, un raisonnement par re´currence montre
que si Sα(ωrj ,α, ωrk,α) 6= 0 alors rj + rk ≡ n mod [µ/d]. Nous en de´duisons
– Si rj + rk = n nous avons
Sα
(
ωrj ,α, ωrk+1,α
)
=
wi(rk)
wi(rj)
Sα
(
ωrj+1,α, ωrk,α
)
.
– Si rj + rk = n+ (µ/d) nous avons
Sα
(
ωrj ,α, ωrk+1,α
)
= ζα
wi(rk)
wi(rj)
Sα
(
ωrj+1,α, ωrk,α
)
.

Pour tout α ∈ {0, . . . , d− 1}, nous posons
Sα(ω0,α, ωn,α) = θ
n/(dwn).
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Pour tout (p1, p2) ∈ G0(fα) ⊗ G0(fα), le coefficient devant θn de Sα(p1, p2) ne
de´pend que de la classe de p1, p2 dans G0(fα)/θG0(fα). Nous notons [gα]([p1], [p2])
ce coefficient. Nous en de´duisons une forme biline´aire syme´trique et non de´ge´ne´re´e,
note´e [gα], sur G0(fα)/θG0(fα). Nous posons [g] :=
∑d−1
α=0[gα] et nous obtenons une
forme biline´aire syme´trique et non de´ge´ne´re´e sur G0/θG0.
Lemme VI.1.20. Dans la base [ω˜] de G0/θG0, la forme biline´aire non de´ge´ne´re´e
est donne´e par
[g]([ω˜j], [ω˜k]) =

(∏
i∈I(sw(j))wi
)−1
si j + k = n ;
0 sinon
ou` j + k de´signe la re´duction modulo µ.
De´monstration. Pour tout j, k ∈ {0, . . . , µ− 1}, il existe des uniques couples
(qj , rj) et (qk, rk) dans {0, . . . , d− 1} × {0, . . . , (µ/d)− 1} tels que
j = qj
µ
d
+ rj et k = qk
µ
d
+ rk.
Nous en de´duisons
[g]([ωj], [ωk]) =
d−1∑
α=0
[gα]([ωj,α], [ωk,α])
=
d−1∑
α=0
ζα(qj+qk)[gα]([ωrj ,α], [ωrk,α]) d’apre`s (VI.1.8).
D’apre`s le lemme VI.1.18 et un calcul direct, nous obtenons
[g]([ωj], [ωk]) =

wα si
{
(rj + rk = n)
et (qj + qk = 0 ou d) ;
wα si
{
(rj + rk = n+ (µ/d))
et (qj + qk + 1 = d) ;
0 sinon
ou`
α = a(rj) + a(rk)− a(n+ 1)− a(rj + rk − n).
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Comme j + k = n est e´quivalent a` sw(j) = {1− sw(k)}, nous avons les e´quivalences
suivantes
j + k = n⇔ rj + rk = n et qj + qk = 0 ;(VI.1.21)
j + k = n+ µ⇔

rj + rk = n et qj + qk = d
ou
rj + rk = n + (µ/d) et qj + qk + 1 = d
(VI.1.22)
Dans la base [ω] la forme biline´aire [g] est donne´e par :
[g]([ωj], [ωk]) =
{
wa(rj)+a(rk)−a(n+1)−a(rj+rk−n) si j + k = n ;
0 sinon.
Puis dans la base [ω˜] (cf. e´galite´ (VI.1.16)), nous avons
[g]([ω˜j], [ω˜k]) =

wα
wβ
si j + k = n ;
0 sinon.
ou`
α = a(kmin(sw(j))) + a(k
min(sw(k))) ;
β = a(n+ 1) + a(rj + rk − n) + a(j)− a(rj) + a(k)− a(rk)
D’apre`s les e´galite´s (VI.1.4), nous avons
a(j)− a(rj) + a(k)− a(rk) = a
(
(qj + qk)
µ
d
)
.
L’hypothe`se j + k = n, vue a` travers les e´quivalences (VI.1.21) et (VI.1.22), implique
que β = a(n+ 1) + a(j + k − n).
Si j + k = n alors sw(j) = sw(k) = 0 et nous avons [g]([ω˜j], [ω˜k]) = (
∏n
i=0wi)
−1
.
Supposons que j + k = n+ µ. D’abord nous allons montrer que pour tout γ > 0
dans Sw, nous avons
a(kmin(γ)) + a(kmax({1− γ}) + 1) = a(µ) + a(n+ 1).(VI.1.23)
Pour tout α ∈ {0, . . . , µ− 1}, nous avons
a(kmin(γ))α =
{
[wαγ] si α ∈ I(γ) ;
[wαγ] + 1 sinon.
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Comme a(kmax(γ) + 1)α = [wαγ] + 1, nous obtenons
a(kmin(γ))α + a(k
max({1− γ}) + 1)α =
{
wα + [γwα] + [−γwα] + 1 si α ∈ I(γ) ;
wα + [γwα] + [−γwα] + 2 sinon.
L’e´galite´
[γwα] + [−γwα] =
{
0 si α ∈ I(γ) ;
−1 sinon.
montre que
a(kmin(γ))α + a(k
max({1− γ}) + 1)α = wα + 1.
Puis, les e´galite´s (VI.1.4) impliquent la formule (VI.1.23).
Comme j + k = n + µ, nous avons sw(j) = {1 − sw(k)}. Nous appliquons la
formule (VI.1.23) a` γ = sw(k) et nous en de´duisons que
[g]([ω˜j], [ω˜k]) = w
a(kmin(sw(j)))−a(kmax(sw(j))+1) =
 ∏
i∈I(sw(j))
wi
−1 .

Notation VI.1.24. Dore´navant, nous supprimons les indices w dans sw et σw
car nous travaillerons toujours avec les poids w0, . . . , wn.
Soit F : U ×X → C un de´ploiement universel de f . La forme [ω0] ∈ G0/θG0 est
une section primitive homoge`ne et canonique c’est-a`-dire que [ω0] ve´rifie les proprie´te´s
suivantes :
– (primitive) [ω0] induit un isomorphisme entre G0/θG0 est le quotient jacobien
de f ;
– (homoge`ne) [ω0] est un vecteur propre de l’endomorphisme dont la matrice est
−A∞ dans la base [ω] ;
– (canonique, cf. paragraphe 3.c de [DS03]) [ω0] est un vecteur propre de la
matrice −A∞ pour la valeur propre maximale (pour le polynoˆme de Laurent f
cette valeur propre est 0).
Notons ϕ◦[ω0] : T0X → G0/θG0 l’application de pe´riode infinite´simale en x = 0
de´fini par K. Saito [Sai83] (voir aussi [Sab02] p.244). Nos conditions initiales de la
varie´te´ de Frobenius sont donc (A◦0, A∞, ϕ
−1
[ω0]
[g], ϕ−1[ω0][ω0]).
La matrice A◦0 est la multiplication par le champ d’Euler E en x = 0. Pour
faciliter la correspondance entre le coˆte´ A et le coˆte´ B, nous allons de´finir un objet
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qui va coder cette multiplication par le champ d’Euler en x = 0. Nous de´finissons
(([a], [b], [c])) := [g]([a] ⋆ [b], [c]) pour tout [a], [b], [c] dans G0/θG0.
Proposition VI.1.25. Soient j, k dans {0, . . . , µ− 1}.
(1) Si 1 + j + k 6= n alors (([ω˜1], [ω˜j], [ω˜k])) = 0.
(2) Si 1 + j + k = n alors nous avons
(([ω˜1], [ω˜j], [ω˜k])) =

(∏
i∈I(j,k)wi
)−1
si σ(1) + σ(j) + σ(k) 6= n ;(∏
i∈I(s(j)) wi
)−1
si σ(1) + σ(j) + σ(k) = n
ou` I(j, k) := I(s(j))
⊔
I(s(k)).
De´monstration. Quitte a` changer j et k, on peut supposer que j ≤ k.
– Dans un premier temps, nous allons de´montrer la formule suivante
(([ω˜1], [ω˜j], [ω˜k])) =

wa(k
min(s(j)))
wa(kmax({1−s(k)})+1)
si 1 + j + k = n ;
0 sinon.
(VI.1.26)
D’apre`s le lemme VI.1.14 et le lemme VI.1.20, nous obtenons
(([ω˜1], [ω˜j], [ω˜k])) =

wα
wβ
si 1 + j + k = n ;
0 sinon
ou`
α = a(kmin(s(j))) + a(kmin(s(k))) ;
β = a(n+ 1) + a(1 + j + k − n).
Si 1 + j + k = n alors s(j) = s(k) = 0. Nous en de´duisons la formule (VI.1.26).
Supposons que 1 + j + k = n+ µ.
Si (w0, . . . , wn) = (1, . . . , 1), la seule possibilite´ est j = k = n et la formule
(VI.1.26) est vraie.
Supposons que (w0, . . . , wn) 6= (1, . . . , 1). Nous en de´duisons que les
ine´galite´s suivantes
µ ≥ n+ 2, n+ 1 ≤ j + 1 ≤ µ− 1
et s(j + 1) > 0.
La condition 1 + j + k = n + µ implique que s(k) = {1 − s(j + 1)} > 0. Puis,
nous appliquons la formule (VI.1.23) a` γ = s(k) et nous en de´duisons la formule
(VI.1.26)
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– Soient j, k tels que 1 + j + k = ε + n ou` ε = 0 ou 1. Nous avons s(k) =
{1− s(j + 1)}. Pour finir la de´monstration, il suffit de ve´rifier que
{1− s(k)} =
{
s(j) si σ(1) + σ(j) + σ(k) = n ;
s(j + 1) 6= s(j) sinon.(VI.1.27)
Or, nous avons
1
µ
(σ(1) + σ(j) + σ(k)− n) = ε− s(j)− s(k) ∈]− 1, 1[.
Finalement, les e´quivalences suivantes de´montrent l’e´galite´ (VI.1.27)
σ(1) + σ(j) + σ(k) = n⇔ s(j) + s(k) ∈ N⇔ s(j) = {1− s(k)}.

VI.2. Les conditions initiales du potentiel
Dans ce paragraphe, nous allons montrer que les nombres (([ω˜1], [ω˜j], [ω˜k])) engen-
drent le potentiel de la structure de Frobenius du polynoˆme de Laurent f .
Soit X l’espace de base d’un de´ploiement universel de f . Soit t0, . . . , tµ−1 des
coordonne´es plates au voisinage de 0 dans X .
Le champ d’Euler est de´fini par
E =
µ−1∑
k=0
(1− σ(k))tk∂tk + µ∂t1 .(VI.2.1)
Nous de´veloppons le potentiel de la structure de Frobenius en se´rie entie`re et nous
le notons
F sing(t) =
∑
α0,...,αµ−1≥0
A(α)
tα
α!
ou` α := (α0, . . . , αµ−1) et t
α
α!
:=
t
α0
0
α0!
· · · t
αµ−1
µ−1
αµ−1!
. Nous appelons |α| := α0 + · · ·+ αµ−1,
la longueur de A(α).
Notons (gab) la matrice inverse de la forme biline´aire non de´ge´ne´re´e dans les
coordonne´es t. Pour tout a ∈ {0, . . . , µ − 1}, notons par a⋆ l’unique e´le´ment de
{0, . . . , µ−1} tel que gaa⋆ 6= 0. Pour tout i, j, k, ℓ ∈ {0, . . . , µ−1}, le potentiel ve´rifie
les e´quations WDVV
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(i, j, k, ℓ) :
µ−1∑
a=0
F singija g
aa⋆F singa⋆kℓ =
µ−1∑
a=0
F singjka g
aa⋆F singa⋆iℓ ,(VI.2.2)
la condition d’homoge´ne´ite´ par rapport au champ d’Euler
E · F sing = (3− n)F sing(VI.2.3)
et les conditions
F singijk (0) = g |t=0 (∂ti ⋆ ∂tj , ∂tk) ou` F singijk :=
∂3F sing
∂ti∂tj∂tk
.(VI.2.4)
Remarquons que g |t=0 (∂ti ⋆ ∂tj , ∂tk) = ((ω˜i, ω˜j, ω˜k)). Notons Aijk(α) le nombre
A(α0, . . . , αi + 1, . . . , αj + 1, . . . , αk + 1, . . . , αµ−1).
The´ore`me VI.2.5. Le potentiel F sing est de´termine´ par les nombres A1jk(0) avec
j, k ∈ {0, . . . , µ− 1} tels que 1 + j + k = n.
Remarque VI.2.6. (1) Nous avons A1jk(0) = ((ω˜1, ω˜j, ω˜k)).
(2) Si 1 + j + k 6= n, alors A1jk(0) = 0 d’apre`s l’e´galite´ (VI.2.4).
Lemme VI.2.7. Le potentiel F sing est de´termine´ par les nombres Aijk(0) avec
i, j, k ∈ {0, . . . , µ− 1}.
De´monstration. Nous allons de´montrer le lemme par re´currence sur la
longueur des nombres A(α). Pour tout i, j, k, ℓ ∈ {0, . . . , µ − 1}, le terme de
F singija g
aa⋆F singa⋆kℓ devant
tα
α!
est
gaa
⋆
∑
β+γ=α
(
β0
α0
)
· · ·
(
βµ−1
αµ−1
)
Aija(β)Aa⋆kℓ(γ).
Ainsi, les termes de plus grande longueur, c’est-a`-dire de longueur |α| + 3, dans la
somme ci-dessus sont gaa
⋆
Aija(α)Aa⋆kℓ(0) et g
aa⋆Aija(0)Aa⋆kℓ(α). Comme le potentiel
ve´rifie les conditions (VI.2.4), nous en de´duisons que Aija(0) 6= 0 si et seulement si
a = i+ j
⋆
.
Dans l’e´quation WDVV (1, j, k, ℓ), les termes de longueur |α|+ 3 devant tα
α!
sont
– g1+j,1+j
⋆
A1j1+j⋆(0)A1+jkℓ(α) ;
– gk+ℓ,k+ℓ
⋆
A1jk+ℓ(α)Ak+ℓ⋆kℓ(0) ;
– gj+k,j+k
⋆
Ajkj+k⋆(0)Aj+k1ℓ(α) ; et
– g1+ℓ,1+ℓ
⋆
Ajk1+ℓ(α)A1+ℓ⋆1ℓ(0).
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Les termes du type A???(0) se calculent par (VI.2.4) et la condition d’homoge´ne´ite´
(VI.2.3) implique
A(α0, α1 + 1, α2, . . . , αµ−1) =
1
µ
A(α)d(α) pour |α| ≥ 3
ou` d(α) = 3−n+∑µ−1k=0 αk(σ(k)−1). Nous en de´duisons que les nombres A1??(α) s’ex-
priment en fonction de nombres de longueur strictement plus petite. Ainsi, l’e´quation
WDVV (1, j, k, ℓ) permet d’obtenir une relation entre A1+jkℓ(α) et Ajk1+ℓ(α). 
De´monstration du the´ore`me VI.2.5. D’apre`s le lemme VI.2.7, il suffit de
montrer que les nombres Aijk(0) se calculent en fonction des termes du type A1??(0).
Les nombres de longueur 3 dans l’e´quation (1, j, k, ℓ) sont non nuls si et seulement si
1 + j + k + ℓ = n. Sous cette condition, nous avons 1 + j = k + ℓ
⋆
et j + k
⋆
= 1 + ℓ.
Ainsi, les termes de longueur 3 dans l’e´quation (1, j, k, ℓ) sont
– A1j1+j⋆(0)A1+jkℓ(0) et
– Ajk1+ℓ(0)A1+ℓ⋆1ℓ(0).
En conside´rant successivement les e´quations WDVV (1, j−1, k, ℓ+1),(1, j−2, k, ℓ+
2),..., nous pouvons exprimer A1+jkℓ(0) en fonction des nombres du type A1??(0). 
VI.3. De´finition d’une structure d’alge`bre de Frobenius gradue´e sur
grV⋆ (G0/θG0)
Dans ce paragraphe nous allons quotienter le produit ⋆ et la forme biline´aire [g]
obtenus sur G0/θG0 par la filtration V•G0.
Proposition VI.3.1. Le produit que nous avons de´fini sur G0/θG0 est compatible
avec la filtration V•(G0/θG0), c’est-a`-dire qu’on a
Vβ1(G0/θG0) ⋆ Vβ2(G0/θG0) ⊂ Vβ1+β2(G0/θG0).
Notons grV⋆ (G0/θG0) le gradue´ ⊕βgrVβ (G0/θG0) et notons ∪ le gradue´ du produit
⋆ sur grV⋆ (G0/θG0).
Remarque VI.3.2. Soit α ∈ {0, . . . , d}. Nous allons rappeler les notations et les
re´sultats du paragraphe 4.a de [DS03]. Le polynoˆme de Laurent
fα(u0,α, . . . , un,a) =
n∑
i=0
ui,α
sur le tore Uα est commode et non de´ge´ne´re´ par rapport a` son polye`dre de Newton (cf.
bas de page p.113), note´ Γ(fα). Soit σ une face de ∂Γ(fα). Soit Lσ la forme line´aire
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telle que Lσ = 1 sur σ. Pour g ∈ C[uα, u−1α ], on pose φα(g) := maxσmax{Lσ(a) |
a ∈ Supp(g)}. Dans la figure 1, on peut voir φα comme la jauge du convexe Γ(fα).
Comme la jauge d’un convexe ve´rifie l’ine´galite´ triangulaire, on en de´duit l’ine´galite´
suivante :
φα(gh) ≤ φα(g) + φα(h).(VI.3.3)
PSfrag replacements
u1
u2
0
∂Γ(f)
gh
gh
Fig. 1 – Exemple pour f = u1 + u2 + u
−2
1 u
−3
2 , g = u1u2 et h = u
−2
1 u2.
Soit v1,α, . . . , vn,α les coordonne´es de (C⋆)n qui parame`trent le tore Uα. On pose
dvα
vα
:=
dv1,α
v1,α
∧ · · · ∧ dvn,α
vn,α
. On de´finit la filtration de Ωn(U)[θ] par
NβΩn(Uα)[θ] = NβΩn(Uα) + θNβ−1Ωn(Uα) + θ2Nβ−2Ωn(Uα) · · ·
ou` NβΩn(Uα) := {g dvαvα ∈ Ωn(Uα) | φα(g) ≤ β}.
Cela induit une filtration, note´e N•G0(fα), du re´seau de Brieskorn qui est de´fini
par
NβG0(fα) := NβΩn(Uα)[θ]/(θd− dfα∧)Ωn−1(Uα)[θ] ∩ NβΩn(Uα)[θ].
Pour plus de pre´cision sur la filtration de Newton, on renvoie au paragraphe 4 de
[DS03]. D’apre`s le the´ore`me 4.5 de l’article [DS03], on a NβG0(fα) = VβG0(fα).
Par passage aux quotients, on obtient Nβ(G0(fα)/θG0(fα)) = Vβ(G0(fα)/θG0(fα)).
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De´monstration de la proposition VI.3.1. Pour de´montrer cette proposi-
tion, il suffit de ve´rifier que
Vβ1(G0(fα)/θG0(fα)) ⋆α Vβ2(G0(fα)/θG0(fα)) ⊂ Vβ1+β2(G0(fα)/θG0(fα)).
pour tout α ∈ {0, . . . , d− 1}.
Pour i ∈ {1, 2}, soit [hi] dans Vβi(G0(fα)/θG0(fα)). Nous avons
[h1] ⋆α [h2] =
[
g1
dvα
vα
]
⋆α
[
g2
dvα
vα
]
ou` g1, g2 ∈ C[vα, v−1α ] tels que φα(gi) ≤ βi
=
[
g1g2
dvα
vα
]
d’apre`s (VI.1.13)
L’ine´galite´ (VI.3.3) montre que φα(g1g2) ≤ β1 + β2 c’est-a`-dire que
[h1] ⋆ [h2] ∈ Vβ1+β2(G0(fα)/θG0(fα)).

Notons [[g]] la classe d’un e´le´ment g ∈ G0 dans grV⋆ (G0/θG0). D’apre`s le lemme
VI.1.14, la base ω de G0 induit une base [[ω]] := ([[ω0]], . . . , [[ωµ−1]]) de grV⋆ (G0/θG0).
Proposition VI.3.4. Dans la base [[ω]] de grV⋆ (G0/θG0), le produit ∪ est donne´
par la formule
[[ωi]] ∪ [[ωj]] =

wa(i)+a(j)
wa(i+j)
[[ωi+j ]] si σ(i+ j) = σ(i) + σ(j) ;
0 si σ(i+ j) < σ(i) + σ(j).
La forme biline´aire non de´ge´ne´re´e [g], de´finie sur G0/θG0, est compatible a` la
filtration V•(G0/θG0). Notons [[g]](·, ·) la forme biline´aire non de´ge´ne´re´e induite sur
grV⋆ (G0/θG0). Le lemme VI.1.20 implique la proposition suivante.
Proposition VI.3.5. Soient γ et γ′ dans Sw. Soient d et d′ dans respectivement
{0, . . . , δ(γ)− 1} et {0, . . . , δ(γ′)− 1}.
(1) Si γ′ 6= {1− γ} alors on a [[g]]([[ω˜kmax(γ)−d]], [[ω˜kmax(γ′)−d′ ]]) = 0.
(2) Si γ′ = {1− γ} alors on a
[[g]]([[ω˜kmax(γ)−d]], [[ω˜kmax({1−γ})−d′ ]])
(∏
k∈I(γ)wk
)−1
si σ(kmax(γ)− d) + σ(kmax({1− γ})− d′) = n ;
0 sinon.
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De´monstration. Soient di := k
max(s(i))− i et dj := kmax(s(j))−j. Nous avons
l’e´quivalence suivante :
i+ j = n⇔
{
s(j) = {1− s(i)}
et di + dj = δ(s(i))− 1.
D’apre`s le lemme VI.1.20, l’expression de [[g]](·, ·) dans la base [[ω]] est :
[[g]]([[ωkmax(γ)−d]], [[ωkmax(γ′)−d′ ]]) =
wα˜
wβ˜
si
{
γ′ = {1− γ}
et d+ d′ = δ(γ)− 1 ;
0 sinon
ou`
α˜ = a(kmax(γ)− d) + a(kmax(γ′)− d′)
β˜ = a(n+ 1) + a(kmax(γ)− d+ kmax(γ′)− d′ − n)
Si nous avons γ′ = {1 − γ}, la remarque II.2.7 montre que nous avons l’e´quiva-
lence entre d+ d′ = δ(γ)− 1 et σ(kmax(γ)− d) + σ(kmax({1− γ} − d′) = n. Dans la
base [[ω˜]], nous obtenons
[[g]]([[ω˜kmin(γ)+d]], [[ω˜kmax({1−γ})−d]]) =
wα
wβ
ou`
α = a(kmin(γ)) + a(kmin({1− γ})
β = a(n+ 1) + a(kmax(γ) + kmax({1− γ})− δ(γ) + 1− n)
Pour tout j dans {0, . . . , n}, nous avons a(kmax(γ) − δ(γ) + 1)j = #{ℓ ∈
{0, . . . , wj − 1} | ℓ < γwj}. Nous en de´duisons
a(kmax(γ)− δ(γ) + 1)j + a(kmax({1− γ})− δ({1− γ}) + 1)j =
0 si γ = 0 ;
wj si γ > 0 et j ∈ I(γ) ;
wj + 1 si γ > 0 et j ∈ Ic(γ).
Pour finir la de´monstration, il suffit d’utiliser le corollaire II.2.5 et l’e´galite´ a(n+1) =
(1, . . . , 1). 
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Nous de´finissons une forme 3-line´aire, note´e ((·, ·, ·)), sur gr⋆(G0/θG0) par la for-
mule ((a, b, c)) := [[g]](a ∪ b, c).
Proposition VI.3.6. Soient γ0, γ1, γ∞ dans Sw. Soient d0, d1, d∞ dans respec-
tivement {0, . . . , δ(γ0)− 1}, {0, . . . , δ(γ1)− 1} et {0, . . . , δ(γ∞)− 1}.
(1) Si γ0 + γ1 + γ∞ n’est pas un entier alors on a
(([[ω˜kmax(γ0)−d0 ]], [[ω˜kmax(γ1)−d1 ]], [[ω˜kmax(γ∞)−d∞ ]])) = 0.
(2) Si γ0 + γ1 + γ∞ est un entier alors nous avons :
(([[ω˜kmax(γ0)−d0 ]], [[ω˜kmax(γ1)−d1 ]], [[ω˜kmax(γ∞)−d∞ ]]))
=

∏
i∈Jw({1−γ0},{1−γ1},{1−γ∞})
wi∏
i∈I(γ0,γ1,γ∞)
wi
si
∑
i∈{0,1,∞} σ(k(γi)− di) = n ;
0 sinon
ou` Jw({1 − γ0}, {1− γ1}, {1− γ∞}) := {i | {{1 − γ0}wi} + {{1− γ1}wi} +
{{1− γ∞}wi} = 2}.
Remarque VI.3.7. Comme ((·, ·, ·)) est syme´trique en ses trois arguments,
l’alge`bre (grV⋆ (G0/θG0),∪, [[g]](·, ·)) est une alge`bre de Frobenius gradue´e.
De´monstration de la proposition VI.3.6. Les propositions VI.3.4 et
VI.3.5 impliquent l’e´galite´ suivante
(([[ωi]], [[ωj ]], [[ωk]])) =

wa(i)+a(j)+a(k)
wa(n+1)+a(i+j+k−n)
{
si i+ j + k = n
et si σ(i) + σ(j) + σ(k) = n ;
0 sinon.
Par de´finition des nombres spectraux, nous avons∑
i∈{0,1,∞}
σ(kmax(γi)− di) =
∑
i∈{0,1,∞}
kmax(γi)− di − µ(γ0 + γ1 + γ∞).
Nous en de´duisons l’e´quivalence{∑
i∈{0,1,∞} k
max(γi)− di = n
et
∑
i∈{0,1,∞} σ(k
max(γi)− di) = n
⇔
{
γ0 + γ1 + γ∞ ∈ N
et
∑
i∈{0,1,∞} σ(k
max(γi)− di) = n
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Nous avons l’e´quivalence
(([[ω˜kmax(γ0)−d0 ]], [[ω˜kmax(γ1)−d1 ]], [[ω˜kmax(γ∞)−d∞ ]])) 6= 0
⇔
{
γ0 + γ1 + γ∞ ∈ N
et
∑
i∈{0,1,∞} σ(k
max(γi)− di) = n.
Sous les conditions γ0 + γ1 + γ∞ ∈ N et
∑
i∈{0,1,∞} σ(k
max(γi) − di) = n, nous
avons
(([[ω˜kmax(γ0)−d0 ]], [[ω˜kmax(γ1)−d1 ]], [[ω˜kmax(γ∞)−d∞ ]])) =
wα
wβ
ou`
α = a(kmin(γ0)) + a(k
min(γ1)) + a(k
min(γ∞)) ;
β = a(n + 1) + a((γ0 + γ1 + γ∞)µ).
Posons αj := a(k
min(γ0))j + a(k
min(γ1))j + a(k
min(γ∞))j − 1.
Pour tout j ∈ {0, . . . , n}, nous avons
a(kmax(γ)− δ(γ) + 1)j =
{
[γwj ] si γ ∈ I(γ) ;
[γwj ] + 1 si γ ∈ Ic(γ).
(VI.3.8)
Comme γ0 + γ1 + γ∞ ∈ N, nous avons
{0, . . . , n} = I(γ0, γ1, γ∞)
⊔
Jw(γ0, γ1, γ∞)
⊔
Jw({1− γ0}, {1− γ1}, {1− γ∞})⊔
{i | ∃ !k ∈ {0, 1,∞} tel que i ∈ I(γk)}.
La formule (VI.3.8) permet de donner la valeur de αj dans les quatre cas suivants.
– Si j ∈ I(γ0, γ1, γ∞) alors αj = wj(γ0 + γ1 + γ∞)− 1.
– Si j ∈ Jw(γ0, γ1, γ∞) alors αj = wj(γ0 + γ1 + γ∞).
– Si j ∈ Jw({1− γ0}, {1− γ1}, {1− γ∞}) alors αj = wj(γ0 + γ1 + γ∞) + 1.
– Si j ∈ {i | ∃ !k ∈ {0, 1,∞} tel que i ∈ I(γk)} alors αj = wj(γ0 + γ1 + γ∞).
Pour terminer la de´monstration, il suffit de remarquer que a((γ0 + γ1 + γ∞)µ) =
((γ0 + γ1 + γ∞)w0, . . . , (γ0 + γ1 + γ∞)wn). 

CHAPITRE VII
Correspondances
VII.1. De´monstration de la correspondance classique
Soit Ξ l’application C-line´aire de´finie par
Ξ : H2⋆orb(P(w),C) −→ grN⋆ (G0/θG0)
ηdγ 7−→ [[ω˜kmin({1−γ})+d]]
The´ore`me VII.1.1. L’application Ξ est un isomorphisme gradue´ entre les
alge`bres de Frobenius gradue´es entre
(H2⋆orb(P(w),C),∪, 〈·, ·〉)
et
(grN⋆ (G0/θG0) ,∪, [[g]](·, ·)).
De´monstration. – D’apre`s la proposition IV.3.14, nous avons
degorb(ηdγ) = 2(d+ a(γ)).
La proposition II.2.6 et l’e´galite´ (II.2.3) impliquent que Ξ(ηdγ) est dans le gradue´
grNd+a(γ) (G0/θG0). Nous en concluons que Ξ est gradue´.
– En comparant les propositions IV.4.4 et VI.3.5, nous en de´duisons que
〈ηdγ , ηd
′
γ′〉 = [[g]](Ξ(ηdγ),Ξ(ηd
′
γ′)).
– De meˆme, le corollaire IV.5.24 et la proposition VI.3.6 impliquent l’e´galite´
(ηd0γ0 , η
d1
γ1
, ηd∞γ∞ ) = ((Ξ(η
d0
γ0
),Ξ(ηd1γ1 ),Ξ(η
d∞
γ∞ ))).

VII.2. De´monstration de la correspondance quantique
Si nous admettons la conjecture V.3.6, nous obtenons le corollaire suivant.
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Corollaire VII.2.1. Soient w0, . . . , wn tels w0 + · · ·+ wn et ppcm(w0, . . . , wn)
soient premiers entre eux. Les varie´te´s de Frobenius associe´es au polynoˆme de Laurent
f et a` P(w) sont isomorphes.
La condition sur les poids provient du corollaire V.3.7 que nous utilisons dans la
de´monstration ci-dessous.
De´monstration du corolaire VII.2.1. Nous allons utiliser le the´ore`me
I.2.3. Montrons que les varie´te´s de Frobenius ont les meˆmes conditions initiales.
Puis, d’apre`s le de´but du chapitre VI, ces conditions initiales ve´rifient les hypothe`ses
du the´ore`me I.2.3 ce qui montrera que les varie´te´s de Frobenius sont isomorphes.
Le the´ore`me VI.0.14 nous donne les conditions initiales (A◦0, A∞, e0, g) de la
varie´te´ de Frobenius pour le polynoˆme de Laurent f . D’apre`s les propositions V.2.11
et IV.4.4 nous avons la meˆme matrice A∞, le meˆme vecteur propre e0 pour la valeur
propre q = 0 et la meˆme forme biline´aire non de´ge´ne´re´e. Il reste a` comparer les ma-
trices A◦0 qui correspondent aux multiplications par les champs d’Euler a` l’origine.
Les formules (VI.2.1) et (V.2.10) montrent que les champs d’Euler sont e´gaux. A
l’origine, ils sont simplement µ∂t1 ou` t0, . . . , tµ−1 sont les coordonne´es plates de la
varie´te´ de Frobenius. Le corollaire V.3.7,via la conjecture V.3.6, et la proposition
VI.1.25 impliquent l’e´galite´
((η1, ηj , ηk)) = ((ω˜1, ω˜j, ω˜k))
pour tous j, k. Comme les formes biline´aires non de´ge´ne´re´es sont les meˆmes, la for-
mule ci-dessus montre que les multiplications par les champs d’Euler a` l’origine sont
identiques. Ceci montre que les deux varie´te´s de Frobenius ont les meˆmes conditions
initiales (A◦0, A∞, e0, g). 
CHAPITRE VIII
Annexe
Soit Y une varie´te´ C∞ de dimension n. Soit H un groupe fini qui agit sur Y . Soit
χ un caracte`re de H . Notons π : Y → Y/H .
Le complexe de de Rham
E•Y : E0Y d E1Y d · · · d EnY d 0
est une re´solution du faisceau CY . On a un isomorphisme d’espaces vectoriels
H i(E•Y (Y )) ∼−→ H i(Y,CY ).(VIII.2)
Comme H agit sur Y , nous avons une action sur H i(E•Y (Y )) de´finie par h · [ω] :=
[h−1∗ω]. Cette action ne de´pend pas du repre´sentant choisi. Soit Z iχ(E•Y (Y )) l’ensem-
ble des ω dans E iY (Y ) tels que nous ayons
– dω = 0,
– pour tout h dans H , il existe η(h) dans E i−1Y (Y ) tel que h−1∗ω = χ(h)ω+dη(h).
Soit Bi(E•Y (Y )) les formes diffe´rentielles exactes c’est-a`-dire
Bi(E•Y (Y )) = {ω ∈ E iY (Y ) | ∃ η ∈ E i−1Y (Y ), dη = ω}.
Posons
H i(E•Y (Y ))χ := Z iχ(E•Y (Y ))/Z iχ(E•Y (Y ))
⋂
Bi(E•Y (Y )).
Notons H i(Y,CY )χ ⊂ H i(Y,CY ) l’image de H i(E•Y (Y ))χ par l’isomorphisme (VIII.2).
Pour tout ouvert U de Y/H , posons
(π∗CY )χ(U) = {x ∈ C(π−1(U)) | ∀h ∈ H, h · x = χ(h)x}.
Notons (π∗CY )χ le faisceau ainsi de´fini sur Y/H .
The´ore`me VIII.3. Soit Y une varie´te´ paracompacte C∞ de dimension n. Soit H
un groupe fini qui agit sur Y . Soit χ un caracte`re du groupe H. Pour i ∈ {0, . . . , n},
nous avons un isomorphisme
H i(Y,CY )χ ≃ H i(Y/H, (π∗CY )χ).
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De´monstration. – Nous allons d’abord exprimer la cohomologie
H⋆(Y/H, (π∗CY )χ) comme la cohomologie d’un complexe.
Le complexe de faisceaux
π∗E•Y : π∗E0Y d π∗E1Y d · · · d π∗EnY d 0
est une re´solution de π∗CY (cf. la de´monstration de la proposition III.3.1 (1)).
Conside´rons le foncteur qui a` un faisceau F sur lequel H agit associe le faisceau
Fχ de´fini par Fχ(U) = {s ∈ F(U) | h ·s = χ(h)s}. Nous appliquons ce foncteur
au complexe π∗E•Y et nous obtenons le complexe
(π∗E•Y )χ : (π∗E0Y )χ δ (π∗E1Y )χ δ · · · δ (π∗EnY )χ δ 0
Montrons que (π∗E0Y )χ est fin. Comme Y est paracompacte, il existe des
partitions de l’unite´ sur Y/H . Soit (fi)i∈I une partition de l’unite´ de Y/H .
Posons f˜i :=
1∑
H χ(h)
∑
h∈H χ(h)h
∗fi. Ainsi, (f˜i)i∈I est une partition de l’unite´
de Y/H et f˜i ∈ (π∗E0Y )χ.
Comme (π∗E iY )χ est un (π∗E0Y )χ-module, le faisceau (π∗E iY )χ est fin. Nous en
de´duisons que la cohomologie du complexe (π∗E•Y )χ(Y/H) est la cohomologie
H⋆(Y/H, (π∗CY )χ).
– Posons Z i((π∗E•Y )χ(Y/H)) l’ensemble des ω dans (π∗E iY )χ(Y/H) tels qu’on ait
– dω = 0,
– pour tout h dans H , on ait h−1∗ω = χ(h)ω.
De´finissons l’application suivante :
f i : Z iχ(E iY (Y )) −→ Z i((π∗E•Y )χ(Y/H))
ω 7−→ 1∑
H χ(h)
∑
h∈H
χ(h)h∗ω
Cette application est bien de´finie car nous avons
– d(f i(ω)) = 0 et
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– pour tout h′ ∈ H , nous avons
h′−1
∗
(
1∑
H χ(h)
∑
h∈H
χ(h)h∗ω
)
=
1∑
H χ(h)
∑
h∈H
χ(h)(hh′−1)∗ω
=
1∑
H χ(h)
∑
u∈H
χ(h′)χ(u)u∗ω
= χ(h′)f i(ω)
Comme l’application f i est surjective, l’application
f˜ i : Z iχ(E iY (Y )) −→ H i(Y/H, (π∗CY )χ)
ω 7−→
[
1∑
H χ(h)
∑
h∈H
χ(h)h∗ω
]
est aussi surjective. Pour finir la de´monstration, il suffit de montrer que(
f˜ i
)−1
([0]) = Z iχ(E•Y (Y ))
⋂
Bi(E iY (Y )).
Comme f˜ i(dη) = [0], nous avons
Z iχ(E•Y (Y ))
⋂
Bi(E iY (Y )) ⊂
(
f˜ i
)−1
([0]).
Inversement, soit ω ∈ Z iχ(E•Y (Y )) tel que f˜ i(ω) = [0] c’est-a`-dire qu’il existe
η ∈ E i−1Y (Y ) tel que
dη =
1∑
H χ(h)
∑
h∈H
χ(h)h∗ω.
Or h∗ω = χ(h−1)ω + dη(h−1) avec η(h−1) ∈ E i−1Y (Y ), donc
dη =
1∑
H χ(h)
∑
h∈H
χ(h)χ(h−1)ω +
1∑
H χ(h)
∑
h∈H
χ(h)dη(h−1).
Finalement, nous en de´duisons que ω ∈ Bi(E•Y (Y )).

Nous pouvons appliquer la meˆme technique pour montrer un re´sultat sur une
varie´te´ holomorphe Y . Soit ΩpY le faisceau des p-formes diffe´rentielles holomorphes
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sur Y . Soit Ap,q le faisceau des formes diffe´rentielles C∞ de type (p, q) sur Y . Le
complexe
Ap,• : Ap,0 d
′′
Ap,1 d
′′
· · · d
′′
Ap,n d
′′
0
est une re´solution de ΩpY . On peut de´finir les meˆmes objets que pre´ce´demment et
nous obtenons le re´sultat suivant.
Corollaire VIII.4. Soit Y une varie´te´ complexe paracompacte de dimension
n. Soit H un groupe fini qui agit sur Y . Soit χ un caracte`re du groupe H. Pour
i ∈ {0, . . . , n}, on a un isomorphisme
H i(Y,ΩpY )χ ≃ H i(Y/H, (π∗ΩpY )χ).
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