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The classic Landauer bound can be lowered when erasure errors are permitted. Here we point
out that continuous phase transitions characterized by an order parameter can also be viewed as
information erasure by resetting a certain number of bits to a standard value. The information-
theoretic expression for the generalized Landauer bound in terms of error probability implies thus
a universal form for the thermodynamic entropy in the partially ordered phase. We explicitly show
that the thermodynamic entropy as a function of interaction parameters and temperature is identical
to the information-theoretic expression in terms of error probability alone in the specific example
of the Hopfield neural network model of associative memory, a distributed information-processing
system of many interacting stochastic bits. In this framework the Landauer bound sets a lower limit
for the work associated with ”remembering” rather than ”forgetting”.
PACS numbers: 11.10.-z,11.15.Wx,73.43.Nq,74.20.Mn
Forgetting is costly: this is the statement of the cel-
ebrated Landauer limit [1] that sets the lower bound
kln(2) on the entropy loss when erasing one bit of infor-
mation. Correspondingly, this erasure costs a minimum
work of kT ln(2), which reconciles Maxwell’s demon with
the second law of thermodynamics [2].
One can, however obtain a bargain by being sloppy.
Indeed, if one relaxes the requirement of perfect erasure
and admits errors, the original Landauer limit and the
associated minimum cost of erasure can be lowered [3],
although there is still an absolute minimum of work nec-
essary to erase stochastically one bit:
−∆S
k
= ln2 + p ln(p) + (1 − p) ln(1− p) , (1)
where p is the error probability.
The Landauer theorem is usually discussed in the
framework of traditional sequential digital computers
where it is derived as the energy cost needed for resetting
one information bit to its standard value, say +1, start-
ing from an unknown value. This resetting procedure
is considered as an erasure of the original information
in the register and thus the Landauer theorem is con-
sidered as setting a lower limit on the work needed to
”forget”. In this setting, although the computer is con-
sidered as in contact with a thermal bath, the switch is
fully deterministic and temperature is thus essentially ir-
relevant. As has been rightly pointed out in [3], however,
future nanoscale implementations must necessarily take
into account also thermal fluctuations of the switches.
∗Electronic address: cristina.diamantini@pg.infn.it
†Electronic address: ca.trugenberger@bluewin.ch
The corresponding error correction (1) to the traditional
Landauer formula is derived by taking into account po-
sition fluctuations and erasure errors in a double well re-
alisation of a single bit [4] and has a simple and generic
information theoretic interpretation as a mutual entropy
(or conditional entropy) [5].
In this paper, we point out that erasure errors in sin-
gle switches is not the only type of possible errors aris-
ing in information processing devices. Indeed, sequen-
tial computers are not the only existing computer archi-
tecture. One can also consider distributed information
processors comprised by a large number of interacting
stochastic bits, like neural networks [6]. Such systems
typically undergo a phase transition from a disordered
phase to an ordered phase with all the bits taking a pre-
defined value when the fictitious temperature governing
the stochastic dynamics is lowered. This phase transi-
tion is characterized by an order parameter increasing
from the value 0 at the critical temperature to 1 at zero
temperature. Lowering the fictitious temperature, thus
is akin to an erasure process with errors for the N bits
comprising the network. The entropy difference between
the two phases, thus, should be governed by the same
generic information-theoretic expression derived in [3–5].
The thermodynamic entropy of the network, as derived
from the Boltzmann distribution, however is given ex-
clusively in terms of the interaction parameter and the
fictitious temperature. Here we show, that indeed, this
thermodynamic entropy can be rewritten exactly as the
information theoretic expression (1) of [3–5] as a function
of an error probability alone, where this error probabil-
ity is related to the order parameter. This result extends
the original result of Landauer on the relation between
information theory and thermodynamics along the whole
curve describing the phase transition.
2We point out that an analogous relation holds true for
any continuous phase transitions with order parameter
η defined in the interval [0, 1] (any value of the zero-
temperature order parameter can be renormalised to 1
by a redefinition of the degrees of freedom), provided a
suitable modification for a number of degrees of freedom
larger than 2 is taken into account. The information-
theoretic expression (1) of the Landauer bound in terms
of error probability is thus a universal form for the ther-
modynamic entropy in the ordered phase as a function
of interaction parameters and temperature.
Neural networks [6] have been proposed to build ma-
chines capable of performing tasks for which the sequen-
tial circuit model of Babbage and von Neumann are not
well suited, like pattern recognition, categorization and
generalization. Since these higher cognitive tasks are typ-
ical of biological intelligences, the design of these parallel
distributed processing systems has been largely inspired
by the physiology of the human brain. The Hopfield
model [7, 8] is one of the best studied and most successful
neural networks. It was designed to model one particu-
lar higher cognitive function of the human brain, that of
associative pattern retrieval or associative memory.
In traditional computers, the storage of information
requires setting up a lookup table (RAM). The main dis-
advantage of this address-oriented memory system lies
in its rigidity. Retrieval of information requires a pre-
cise knowledge of the memory address and, therefore,
incomplete or noisy inputs are not permitted. Biologi-
cal information retrieval, on the contrary is possible on
the basis of partial knowledge of the memory content,
without knowing an exact storage location. Such an as-
sociative pattern recall is one of the main characteristics
of the human brain.
Contrary to the usual formulation, in associative mem-
ories, the transition from a totally unknown state of the
network to a state of the network corresponding to the
stored pattern (which is gauge equivalent to a state with
all neurons +1 [6]) is, by definition, the process of re-
membering, rather than forgetting. So, in this frame-
work, the Landauer limit actually sets the minimum en-
ergy cost necessary for remembering. If the noise is not
too large this energy is exactly provided by the network,
which is thus maximally efficient. Otherwise there is a
phase transition to a state in which remembering is not
anymore possible: errors become so important that they
prevent the formal reset operation, since the minimum
energy gap vanishes.
The Hopfield model [7] consists in an assembly of N
binary neurons si, i = 1 . . .N , which can take the values
±1 representing their firing (+1) and resting (-1) states.
The neurons are fully connected by symmetric synapses
with coupling strengths wij = wji (wii = 0). Depending
on the signs of these synaptic strengths, the couplings will
be excitatory (> 0) or inhibitory (< 0). The network is
characterised by an energy function
E = −
J
2
∑
i6=j
wij sisj , si = ±1 , i, j = 1 . . .N , (2)
where J represents the (positive) coupling constant. The
dynamical evolution of the network state is defined by the
random sequential updating (in time t) of the neurons
according to the rule
si(t+ 1) = sign (hi(t)) , (3)
hi(t) = J
∑
i6=j
wijsj(t) , (4)
where hi is the local magnetization. The synaptic cou-
pling strengths are chosen according to the Hebb rule
[6]
wij =
1
N
∑
µ=1...p
σµi σ
µ
j , (5)
where σµi , µ = 1 . . . p are p binary patterns to be memo-
rized.
An associative memory is now defined as a dynamical
mechanism that, upon preparing the network in an initial
state s0i retrieves the stored pattern σ
λ
i that most closely
resembles the presented pattern s0i , where resemblance
is determined by minimizing the Hamming distance, i.e.
the total number of different bits in the two patterns. As
emerges clearly from this definition, all the memory in-
formation in a Hopfield neural network is encoded in the
synaptic strengths, which correspond to the spin interac-
tions in (5).
The dynamical evolution (3) of the Hopfield model sat-
isfies exactly this requirement for an associative memory.
This is because:
• The dynamical evolution (3) minimizes the energy
functional (2), i.e. this energy functional never in-
creases when the network state is updated accord-
ing to the evolution rule (3). Since the energy func-
tional is bounded by below, this implies that the
network dynamics must eventually reach a station-
ary point corresponding to a, possibly local, mini-
mum of the energy functional.
• The stored patterns σµi correspond to, possibly lo-
cal, minima of the energy functional. This implies
that the stored patterns are attractors for the net-
work dynamics (3). An initial pattern will evolve
till it overlaps with the closest (in Hamming dis-
tance) stored pattern, after which it will not change
anymore.
Actually the second of these statements must be quali-
fied. Indeed, the detailed behavior of the Hopfield model
depends crucially upon the loading factor α = p/N , the
ratio between the number of stored memories and the
number of available bits [6]. For low loading factors all
3patterns can be efficiently retrieved, whereas for high
loading factors the network turns into a spin glass [8]
and all retrieval capabilities are lost. Here we shall be
first interested in the case of a single stored memory σi :
in this case the Hopfield model reduces to the long-range
(”finite-dimensional”) Ising model. Indeed, by a gauge
transformation si → σisi the energy functional reduces
to
E = −
J
2N
∑
i6=j
sisj , (6)
and the stored memory reduces to σi = +1 for all i.
The associative retrieval of this pattern can of course be
equivalently seen as resetting an N -bit register to its ini-
tial value starting from a given configuration. Contrary
to the usual interpretation of this resetting as ”erasure”,
in the present framework it constitutes, by definition, the
process of ”remembering”. This is the point of view we
shall adopt here.
An important point is that the neurons of the Hop-
field model are usually made stochastic by introducing
a fictitious temperature T = 1/kβ and modifying the
deterministic update law (3) to a probabilistic one by
introducing thermal noise:
Prob [si(t+ 1) = +1] = f [hi(t)] , (7)
where the activation function f is the Fermi function
f(h) =
1
1 + exp(−2βh)
. (8)
In the limit of zero temperature, β →∞, the Fermi func-
tion approaches the unit step function and the stochastic
neural network goes over into the original deterministic
one. In a deterministic network, neurons are either per-
manently active or permanently dormant, depending on
the sign of the local magnetization field h. In a stochastic
network, the neuron activities fluctuate due to thermal
noise.
The mean activity of a single neuron is given by
< si >= (+1) < f(hi) > +(−1) < f(−hi) > , (9)
where < · · · > denotes the thermal average. In the mean
field approximation < f(hi) >→ f(< hi >): this ap-
proximation is known to become exact for the long-range
Ising model [9]. We can thus use it to obtain a determin-
istic equation for the thermal averages
< si >= tanh

βJ
N
∑
j 6=i
< sj >

 , (10)
which can be rewritten as the following equation for the
mean magnetisation m ≡ (1/N)
∑
i < si > in the ther-
modynamical limit N →∞:
m = tanh (βJm) , (11)
For βJ < 1 the hyperbolic tangent is always smaller than
the linear curve x = m and thus the only solution is
m = 0. For βJ > 1, instead, there are three solutions,
m = 0 and m = ±m0(β). It is easy to show, however,
that only the solutions m = ±m0(β) are stable against
small fluctuations. There is thus a critical temperature
Tc = J/k above which the model is disordered and re-
membering is not possible anymore. Below this criti-
cal temperature, instead, partial erasure is possible since
m 6= 0: the quality of erasure increases as the tempera-
ture is lowered since m→ 1 for T → 0. As expected, the
number of errors due to to thermal fluctuations dimin-
ishes when the temperature is lowered.
In order to establish a connection with the Landauer
bound we have now to define what we mean by remem-
bering in this system. Contrary to the usual procedure
of tilting a double-well potential [4] for a single switch,
in this case remembering is a process that can be driven
by an external parameter, the fictitious temperature T
of the stochastic dynamics. Let us start in the disor-
dered phase by choosing T = Tc: in this situation the
individual neurons fluctuate freely. Let us now lower the
temperature T to a value below the critical temperature
Tc. Here the neurons are partially frozen in the stored
pattern configuration, since the order parameter takes a
value larger than zero. This is exactly equivalent to a
reset operation with errors, the very procedure we want
to investigate. The value m(T ) will tell us what is the
average rate of errors in the reset process at this temper-
ature. Note that this procedure is efficient in the sense
that all work done by lowering the temperature goes into
lowering the entropy of the system, without any disper-
sion into a physical thermal bath.
This model can be solved exactly by the mean field
approximation. Let us compute the partition function at
temperature T . To this end we expand the spin variables
si around their mean value m as si = m + δsi, with
δsi ≡ (si −m) and keep only the lowest order terms in
δsi in the mean field Hamiltonian. This becomes (up to
an irrelevant constant J/2)
E =
JNm2
2
− Jm
∑
i
si . (12)
At this point computing the partition function becomes
effectively a one-dimensional problem,
Z =
∑
conf.
e−βE = e−βJNm
2/2 [2cosh(βJm)]
N
. (13)
Once the partition function is known, the entropy S can
be computed
S =
∂
∂T
(kT lnZ)
= kN [ln(2 cosh(βmJ)) − βmJ tanh(βmJ)] .(14)
When T = Tc the erasure rate m = 0 and the entropy
takes the value S = kN ln2. When T = 0, remembering
4is perfect, m = 1 and S = 0. As a consequence, the
entropy loss per bit in our simulated annealing erasure
procedure at temperature T is given by
−∆S
kN
=
1
kN
(STc − ST )
= ln2− ln(2 cosh(
mTc
T
)) +
mTc
T
tanh(
mTc
T
) .(15)
Since the ordering procedure by lowering the fictitious
temperature is efficient, this expression represents the
Landauer bound for stochastic Hopfield networks at tem-
perature T . When T = 0 and, correspondingly remem-
bering is perfect, m = 1, one recovers the original bound
ln (2). For higher temperatures, when errors are permit-
ted due to thermal fluctuations, the bound is correspond-
ingly lower until it reaches 0 when T → Tc and thermal
fluctuations become so strong that no remembering is
possible anymore.
The important point is that, via the transcendental
equation (11) this thermodynamic expression is a func-
tion of the interaction parameter J and the temperature
T , as expected, while the information-theoretic result (1)
is a function of the error probability alone. Although not
obvious at all a priori, we now show that indeed the two
expressions coincide.
Due to the stochastic update rule (7), the probability
that a neuron flips due to thermal noise is given by
Prob [si(t+ 1) = −si(t)] =
exp [−βhi(t)si(t)]
2 cosh[βhi(t)si(t)]
. (16)
Since we have considered here resetting to a memory reg-
ister in which all bits are +1, let us define as error prob-
ability p the probability that a neuron flips from +1 (the
desired value) to -1 (the wrong value):
p = Prob [+1→ −1] ≡
1
2
(1−m) =
exp (−βJm)
2 cosh(βJm))
.
(17)
After some rearrangements, one finds that, indeed, the
thermodynamic entropy (15) completely scales in terms
of this error probability alone as
−∆S
kN
= ln2 + p ln(p) + (1− p) ln(1− p) , (18)
which corresponds exactly to the information-theoretic
expression (1). This result extends to the whole phase
transition the classic Landauer relation between thermo-
dynamics and information theory.
It is important to stress the connection between Lan-
dauer ’s limit and the phase transition in this model. At
T = Tc the entropy difference between the increasingly
disordered state of the model and its perfectly ordered
T = 0 state reaches the exact level ∆S = kN ln(2) per-
mitted by the Landauer bound. Since the disordering
procedure by slowly raising the fictitious temperature
is efficient, it is impossible to keep disordering contin-
uously the system without violating Landauer’s bound
and, thus, the second law of thermodynamics. The only
way out is that a phase transition to an entirely new state
of matter takes place at T = Tc. The generalised Lan-
dauer theorem states that the sum of the entropy loss per
bit and the one-bit error entropy cannot be lower than
the bound kln(2) and is exactly equal to this bound when
the procedure is efficient. When this bound is saturated
by the error entropy no resetting (remembering here) is
anymore possible and a phase transition occurs.
The Hopfield model is the paradigm of a distributed
information-processing system based on elementary bits
that undergoes a continuous phase transition. Contin-
uous phase transitions, typically associated with spon-
taneous symmetry breaking, however are ubiquitous in
physics. In general, a system of N elementary compo-
nents with D degrees of freedom each, undergoes a con-
tinuous phase transition when some of these degrees of
freedom are frozen at low temperatures by the interac-
tions so that only d degrees of freedom per elementary
component survive in the (partially) ordered phase. The
ordering process is in general described by a complex vec-
tor of ordered parameters whose norm η rises from 0 in
the disorder phase to a value that can be always nor-
malised as 1 at zero temperature. Generically one can
represent D/d = qn with n an integer; if D/d is a prime
power then q is a prime number and n can be larger than
one, otherwise n = 1 and q = D/d. Let us assume, for
simplicity that q = 2. Then, the ordering of the phase
transition can always be interpreted as the formal ”re-
setting” of qN bits to their standard value, with error
probability p(T ) = (1 − η(T ))/2 governed by the order
parameter as a function of the temperature. As a conse-
quence, the entropy of a generic phase transition must be
given by the expression (18) with N → qN . Otherwise,
the Landauer bound would be violated in the ordering
process. For other values of q, the elementary informa-
tion carrier is larger than a bit, e.g. a trit for q = 3
and so on, and the entropy formula must be correspond-
ingly adapted. The principle, however is always the same:
the thermodynamic entropy of a continuous phase tran-
sition is a universal expression governed by the Landauer
bound.
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