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Abstract. Bimolecular binding rate constants are often used to describe the association of large
molecules, such as proteins. In this paper, we analyze a model for such binding rates that includes
the fact that pairs of molecules can bind only in certain orientations. The model considers two
spherical molecules, each with an arbitrary number of small binding sites on their surface, and the
two molecules bind if and only if their binding sites come into contact (such molecules are often called
“patchy particles” in the biochemistry literature). The molecules undergo translational and rotational
diffusion, and the binding sites are allowed to diffuse on their surfaces. Mathematically, the model
takes the form of a high-dimensional, anisotropic diffusion equation with mixed boundary conditions.
We apply matched asymptotic analysis to derive the bimolecular binding rate in the limit of small,
well-separated binding sites. The resulting binding rate formula involves a factor that depends on
the electrostatic capacitance of a certain four-dimensional region embedded in five dimensions. We
compute this factor numerically by modifying a recent kinetic Monte Carlo algorithm. We then apply
a quasi chemical formalism to obtain a simple analytical approximation for this factor and find a
binding rate formula that includes the effects of binding site competition/saturation. We verify our
results by numerical simulation.
Key words. patchy particles, binding rates, singular perturbations, Berg-Purcell, Brownian
motion
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1. Introduction. The association of molecules to form dimers or larger com-
plexes is characterized by bimolecular binding rate constants. To illustrate, consider
two proteins, A and B, which bind to form a complex, C. If [A], [B], and [C] de-
note their respective concentrations, then the law of mass action [20] implies that the
concentration of the complex satisfies the ordinary differential equation (ODE),
d
dt
[C] = k[A][B],
for some bimolecular binding rate constant k > 0 (also called a second-order rate
constant). How does one determine k?
Protein-protein binding occurs through interactions between localized binding
sites on each protein. Hence, two commonly assumed [49] conditions for protein-
protein binding are a proximity condition and an orientation condition:
(i) Proteins must be in sufficient proximity to bind.
(ii) Binding sites must be properly oriented to bind.
Smoluchowski’s classical theory [40] provides a formula for the binding rate constant
k if we ignore the orientation condition (ii) (and this theory has had an indelible effect
on how we understand binding kinetics [16, 17]).
This classical theory involves the probability, p(r), that two spherical proteins (A
and B) diffusing in three dimensions (3D) never bind to each other, given that they
∗
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are initially separated by distance r. This probability satisfies Laplace’s equation,
0 =
2
r
∂rp+ ∂rrp, for r > R,(1.1)
where
R = RA +RB > 0
is the sum of the protein radii. In particular, R is called the reaction radius and is
the proximity in condition (i) at which the proteins bind. Since proteins that start
far from each other will never bind, we obtain the far-field condition,
lim
r→∞ p = 1.(1.2)
The classical theory assumes that proteins bind immediately upon contact, which
yields an absorbing boundary condition at the reaction radius,
p = 0, for r = R.(1.3)
The solution to (1.1)-(1.3) is simply p(r) = 1 − R/r. Calculating the flux at the
reaction radius yields the classical Smoluchowski bimolecular binding rate constant,
k = ksmol,
ksmol := D
tr
∫
r=R
∂rp dS = 4piD
trR.(1.4)
where
Dtr = DtrA +D
tr
B > 0
is the sum of the protein translational diffusivities. Plugging typical values of Dtr and
R for proteins into (1.4) yields that the Smoluchowski rate constant is on the order
of [50]
ksmol ≈ 1010 M−1sec−1.
Since this classical calculation ignores the orientation condition (ii) above, ksmol
is an upper bound for binding rates [49, 50]. Indeed, ksmol tends to overestimate
experimentally measured rates by several orders of magnitude [36]. How can one
estimate how much the orientation condition (ii) decreases the binding rate compared
to ksmol?
In the literature [23, 49], the orientation condition (ii) is sometimes accounted
for by merely multiplying the rate constant ksmol by the product of the geometric
correction factors,
fA := fraction of the A protein surface area covered by binding sites,
fB := fraction of the B protein surface area covered by binding sites.
(1.5)
The idea is that each protein collision has probability fAfB ∈ (0, 1) of having the
binding sites aligned, and so the binding rate should be
kgeo := fAfBksmol.(1.6)
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However, experimentally measured protein-protein binding rates are typically a few
orders of magnitude greater than the simple geometric estimate kgeo [36] (note that
binding sites usually occupy only a small portion of the protein surface, fA  1, fB 
1 [49]). While the estimate kgeo is simple and intuitive, it vastly underestimates the
binding rate since, due to fine scale properties of Brownian motion, any proteins that
collide once will collide many times in different orientations before they can diffuse
away.
In this paper, we formulate and analyze a mathematical model of protein-protein
binding to derive a bimolecular binding rate constant that includes both the proximity
condition and the orientation condition given above. The model tracks a pair of
diffusing spherical molecules, each with an arbitrary number of small binding sites
on their surface, and the two molecules bind if and only if their binding sites come
into contact (such molecules are often called “patchy particles” in the biochemistry
literature [15, 21, 33, 37, 38, 39, 47]). Our analysis yields a first-principles derivation
and estimate of both (a) how the orientation condition decreases the binding rate
compared to ksmol in (1.4) and (b) how purely diffusive processes increase the binding
rate compared to kgeo in (1.6).
Mathematically, our model generalizes the Smoluchowski model in (1.1)-(1.4) to
include the orientation condition (ii) given above. By including this orientation con-
dition, the equation (1.1) becomes a high-dimensional (≥ 7-dimensions), anisotropic
diffusion equation, and the boundary condition (1.3) at the reaction radius becomes a
complicated mixed boundary condition. We apply formal matched asymptotic anal-
ysis [30] to this model in the case that the binding sites on each protein are small
and well-separated (corresponding to a small surface area covered by binding sites,
fA  1, fB  1). Our analysis yields a binding rate constant, k = k0, which is much
less than the Smoluchowski rate (1.4) and much greater than the geometric estimate
(1.6) across a wide range of parameter values (that is, kgeo  k0  ksmol). Our
binding rate formula involves a dimensionless factor χ > 0 which is determined by the
electrostatic capacitance of a certain 4-dimensional region embedded in 5-dimensions.
As we do not have an exact analytical formula for χ, we modify a recent kinetic
Monte Carlo method [6] to rapidly compute χ numerically. We then combine the
quasi chemical formalism of Sˇolc and Stockmayer [42] with recent asymptotic results
[27] to obtain a simple analytical approximation to χ which we show to be fairly ac-
curate. This analysis further yields a binding rate formula that includes the effects of
binding site competition/saturation. We verify our results by numerical simulations
of the full system.
The rest of the paper is organized as follows. In section 2, we describe the model
and summarize our main results. In section 3, we formulate the model more precisely
and analyze the corresponding partial differential equation (PDE). In section 4, we
develop a kinetic Monte Carlo method for computing χ. In section 5, we apply
the quasi chemical approximation. In section 6, we verify our results by numerical
simulations. We conclude by discussing applications and related work.
2. Summary of main results. Consider two spherical molecules, A and B,
with respective radii
RA > 0, RB > 0,
translational diffusivities
DtrA > 0, D
tr
B > 0,
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Fig. 1. Two spherical molecules diffuse with respective translational diffusivities DtrA > 0 and
DtrB > 0 and rotational diffusivities D
rot
A ≥ 0 and DrotB ≥ 0. The molecules have respectively
NA ≥ 1 and NB ≥ 1 small, locally circular binding sites on their surfaces. The binding sites diffuse
independently on the molecular surfaces with respective diffusivities DsurfA ≥ 0 and DsurfB ≥ 0. When
the molecules come into contact, they bind if and only if a binding site on the A molecule touches
a binding site on the B molecule; otherwise they reflect.
and rotational diffusivities
DrotA ≥ 0, DrotB ≥ 0.
Suppose further that the molecules respectively have
NA ≥ 1, NB ≥ 1
small, locally circular binding sites on their surfaces with respective radii
εaARA, εaBRB ,(2.1)
where ε 1 is a small dimensionless parameter. The parameters aA and aB are order
one dimensionless constants which allow the A and B binding sites to differ in size. We
make no assumptions about the arrangements of the binding sites, except that they
are well-separated, which means that the radii of the A binding sites (respectively,
B binding sites) are much less than the typical distance between A binding sites
(respectively, B binding sites). We further allow the possibility that the binding sites
diffuse independently on the surfaces of their respective molecules with respective
surface diffusivities
DsurfA ≥ 0, DsurfB ≥ 0.
To avoid trivial cases, we assume that the following “effective” diffusivities of the
binding sites are strictly positive,
DeffA := D
rot
A +R
−2DsurfA > 0, D
eff
B := D
rot
B +R
−2DsurfB > 0.
Suppose the molecules bind if and only if a binding site on A touches a binding
site on B, otherwise they reflect. That is, the molecules bind if and only if they touch
(proximity condition (i) above) and the point of contact is in a binding site for both
molecules (orientation condition (ii) above). Note that if the binding requirement
was merely that the point of contact is in a binding site for the A molecule (and
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DrotA = D
surf
A = 0), then we would obtain the 1977 model of Berg and Purcell [4].
Note also that if each molecule has only a single binding site (NA = NB = 1), then
we obtain the 1971 model of Sˇolc and Stockmayer [41]. See Figure 1 for a schematic
representation of the model.
The initial state of the system can be described by a vector,(
(r, θ0, ϕ0), (θ
1
A, ϕ
1
A), . . . , (θ
NA
A , ϕ
NA
A ), (θ
1
B , ϕ
1
B), . . . , (θ
NB
B , ϕ
NB
B )
)
∈ [RA +RB ,∞)×
(
[0, pi]× [0, 2pi))1+NA+NB ⊂ R3+2NA+2NB ,(2.2)
which records the 3D location, (r, θ0, ϕ0), of the B molecule relative to the A molecule,
as well as the 2D locations, (θiA, ϕ
i
A) for i ∈ {1, . . . , NA} and (θjB , ϕjB) for j ∈
{1, . . . , NB}, of the NA + NB binding sites on the A and B molecules. Letting p
denote the probability that the two molecules never bind given the initial state (2.2),
we define the bimolecular binding rate constant k0 > 0 analogously to (1.4),
k0 := D
tr
∫
r=R
∂rp dΣ,(2.3)
where Dtr = DtrA + D
tr
B and the integration is over all possible initial states of the
system (2.2) with r = R := RA +RB fixed at the reaction radius.
Using formal matched asymptotic analysis [30], we show that (section 3)
k0 ∼ ε3NANBχksmol, as ε→ 0+,(2.4)
where ksmol is the Smoluchowski rate (1.4) and
χ = χ(λA, λB , aA, aB) > 0
is a dimensionless factor which depends on aA, aB , and the parameters
λA :=
√
1 +
R2DeffA
Dtr
> 1, λB :=
√
1 +
R2DeffB
Dtr
> 1.
That is, χ describes how the effective orientational diffusivities of A and B contribute
to the binding rate. We modify a recent kinetic Monte Carlo method [6] to rapidly
and accurately compute χ (section 4).
In section 5, we combine recent asymptotic results [27] for the case that one of
the molecules is completely covered in binding sites with a heuristic quasi chemical
approximation [42] to obtain a simple analytical approximation to χ,
χqc(λA, λB , aA, aB) :=
aAaB(aAλB + aBλA)
4pi
≈ χ(λA, λB , aA, aB).(2.5)
Using the kinetic Monte Carlo method of section 4 we find that the relative error in
the approximation (2.5) is less than 16% for (R2DeffA /D
tr, R2DeffB /D
tr) ∈ [10−2, 10]2
and aA = aB = 1. Further, the analysis in section 5 yields the following bimolecular
binding rate formula which includes the effects of binding site competition/saturation,
k0 :=
ε3NANB
1/χ+ ε2pi(NA/(aBλB) +NB/(λAaA)) + ε3NANB
.(2.6)
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In particular, (2.6) agrees with (2.4) in the limit ε → 0 and has the correct limiting
behavior if NA →∞ and/or λA →∞ and/or NB →∞ and/or λB →∞. That is,
lim
NB→∞
k0 = lim
λB→∞
k0 =
εaAλANA
pi + εaAλANA
ksmol =: kA,(2.7)
where kA is the binding rate derived in [27] for the case that the B molecule is
completely covered in binding sites (of course, the analogous statement to (2.7) holds
if NA → ∞ and/or λA → ∞). Note that since χ ≈ χqc, for simplicity we could
replace χ by χqc in the definition of k0 and obtain similar results. In section 6, we
compare our theoretical results to numerical simulations in order to (i) verify (2.4)
and (ii) show that (2.6) is a good approximation to the bimolecular binding rate even
away from the limits in (2.7).
3. Matched asymptotic analysis. In this section, we derive the binding rate
formula (2.4). We begin by describing the stochastic binding model.
3.1. Stochastic problem formulation. Consider first the case of zero rota-
tional diffusion. That is, suppose that DrotA = D
rot
B = 0 and D
surf
A > 0, D
surf
B > 0. We
show below that our results are quickly extended to the general case DrotA ≥ 0, DrotB ≥
0, DsurfA ≥ 0, DsurfB ≥ 0 with DeffA := DrotA +R−2DsurfA > 0, DeffB := DrotB +R−2DsurfB > 0.
Fixing the reference frame on the A molecule, the state of the system at time
t ≥ 0 can be described by the 3D position in spherical coordinates of the center of
the spherical B molecule,
(X(t),Θ0(t),Φ0(t)) ∈ [R,∞)× [0, pi]× [0, 2pi),(3.1)
and the 2D positions of the A and B binding sites. We denote the spherical angular
coordinates of the center of the ith A binding site at time t ≥ 0 by
(ΘiA(t),Φ
i
A(t)) ∈ [0, pi]× [0, 2pi), i ∈ {1, . . . , NA}.(3.2)
Rather than tracking the centers of the B binding sites, it is convenient to track the
positions of their antipodal points on the B molecule at time t ≥ 0, which we denote
by
(ΘiB(t),Φ
i
B(t)) ∈ [0, pi]× [0, 2pi), i ∈ {1, . . . , NB}.(3.3)
Naturally, the coordinates in (3.1) and (3.2) take the center of the A molecule to be
their origin, while the coordinates in (3.3) take the center of the B molecule as their
origin. All three sets of coordinates use the same z-direction to define their north
poles.
Since the molecules have respective translational diffusivities DtrA and D
tr
B , it fol-
lows that the coordinates in (3.1) satisfy the following stochastic differential equations
(SDEs) with Dtr := DtrA +D
tr
B ,
dX(t) =
2Dtr
X(t)
dt+
√
2Dtr dWX(t),
dΘ0(t) =
Dtr
(X(t))2 tan(Θ0(t))
dt+
√
2Dtr
X(t)
dWΘ0(t),
dΦ0(t) =
√
2Dtr
X(t) sin(Θ0(t))
dWΦ0(t),
(3.4)
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Fig. 2. (a) The B molecule (blue sphere) with radius RB touches the A molecule (grey sphere)
with radius RA if and only if their centers are distance R = RA+RB apart. An A binding site (red
region) is a spherical cap with polar angle ε. The B molecule hits an A binding site if and only if
the center of the B molecule hits a spherical cap (green region) with angle ε on the sphere of radius
R. (b) The red region is a B binding site and the yellow region is its antipodal region on the B
molecule. The green region is the same cap as the yellow region, but placed on the sphere of radius
R. The A molecule (grey sphere) hits a B binding site (red region) if and only if the center of the
B molecule (blue sphere) is in the green region on the sphere of radius R. (c) The A and B binding
sites are in contact if and only if the center of the B molecule (black dot) is on the sphere of radius
R in the intersection of the spherical caps of the A binding site (green region) and the antipodal
B binding site (blue region). The black dot diffuses with translational diffusivity Dtr and the green
and blue regions diffuse independently on the surface of the sphere with respective diffusivities DeffA
and DeffB . In this figure, NA = NB = aA = aB = 1.
where WX , WΘ0 , and WΦ0 are independent standard Brownian motions. The coor-
dinates in (3.2) satisfy
dΘiA(t) =
DeffA
tan(ΘiA(t))
dt+
√
2DeffA dWΘiA(t),
dΦiA(t) =
√
2DeffA
sin(ΘiA(t))
dWΦiA(t), i ∈ {1, . . . , NA},
(3.5)
where WΘiA and WΦiA are independent standard Brownian motions. Similarly, the
coordinates in (3.3) satisfy
dΘiB(t) =
DeffB
tan(ΘiB(t))
dt+
√
2DeffB dWΘiB (t),
dΦiB(t) =
√
2DeffB
sin(ΘiB(t))
dWΦiB (t), i ∈ {1, . . . , NB},
(3.6)
where WΘiB and WΦiB are independent standard Brownian motions. Note that D
tr
has units of length squared per time, whereas DeffA and D
eff
B have units of inverse time.
For a pair of angular spherical coordinates, (θ′, ϕ′) ∈ [0, pi]× [0, 2pi), and a polar
angle ε ∈ (0, pi/2], define the spherical cap
Γ(θ′, ϕ′, ε) :=
{
(θ, ϕ) ∈ [0, pi]× [0, 2pi) : (θ − θ′)2 + sin2(θ′)(ϕ− ϕ′)2 < ε2}.
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Each A binding site is the spherical cap on the A molecule centered at (3.2) with polar
angle εaA. Similarly, each B binding site is the spherical cap on the B molecule cen-
tered at the point that is antipodal to (3.3) with polar angle εaB . Figure 2 illustrates
this geometry for the case NA = NB = aA = aB = 1.
It is readily apparent (see Figure 2) that the ith A binding site and the jth B
binding site are in contact at time t ≥ 0 if and only if X(t) = R and the angular
position of the B molecule is in the intersection of the two spherical caps,
(Θ0(t),Φ0(t)) ∈ Γ(ΘiA(t),ΦiA(t), εaA) ∩ Γ(ΘjB(t),ΦjB(t), εaB).
It follows that this problem is equivalent to (i) a set of NA spherical caps and a set
of NB spherical caps which all diffuse independently on the surface of a sphere with
radius R and (ii) a point particle at position (X(t),Θ0(t), ϕ0(t)) that diffuses exterior
to this sphere and is absorbed at the sphere if and only if it hits the intersection of
an A spherical cap with a B spherical cap (otherwise it reflects from the sphere). In
particular, the A and B molecules bind if and only if this point particle reaches the
intersection of these two sets of spherical caps (see Figure 2(c)).
Let τ ≥ 0 denote the random time when the two molecules bind,
τ := inf
{
t > 0 : X(t) = R, (Θ0(t),Φ0(t)) ∈ ΛA(ΘA(t),ΦA(t)) ∩ ΛB(ΘB(t),ΦB(t))
}
,
(3.7)
where we have defined the unions of the A and B caps respectively as
ΛA(ΘA(t),ΦA(t)) := ∪NAi=1Γ(ΘiA(t),ΦiA(t), εaA),
ΛB(ΘB(t),ΦB(t)) := ∪NBi=1Γ(ΘiB(t),ΦiB(t), εaB),
and the vectors of angles,
ΘA(t) := (Θ
1
A(t), . . . ,Θ
NA
A (t)) ∈ [0, pi]NA ,
ΦA(t) := (Φ
1
A(t), . . . ,Φ
NA
A (t)) ∈ [0, 2pi)NA ,
ΘB(t) := (Θ
1
B(t), . . . ,Θ
NB
B (t)) ∈ [0, pi]NB ,
ΦB(t) := (Φ
1
B(t), . . . ,Φ
NB
B (t)) ∈ [0, 2pi)NB .
Let p(r, θ0, ϕ0, θA, ϕA, θB , ϕB) denote the probability that the molecules never bind,
conditioned on the initial state of the system,
p(r, θ0, ϕ0, θA, ϕA, θB , ϕB) := P
(
τ =∞ ∣∣X(0) = r,Θ0(0) = θ0,Φ0(0) = ϕ0,
ΘA(0) = θA,ΦA(0) = ϕA,ΘB(0) = θB ,ΦB(0) = ϕB
)
,
(3.8)
where the arguments of the function are the initial state of the system, r ∈ [R,∞),
(θ0, ϕ0) ∈ [0, pi]× [0, 2pi),
(θA, ϕA) = ((θ
1
A, ϕ
1
A), . . . , (θ
NA
A , ϕ
NA
A )) ∈ ([0, pi]× [0, 2pi))NA ,
(θB , ϕB) = ((θ
1
B , ϕ
1
B), . . . , (θ
NB
B , ϕ
NB
B )) ∈ ([0, pi]× [0, 2pi))NB .
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3.2. PDE boundary value problem. Define the elliptic operators
LA :=
NA∑
i=1
LiA, LB :=
NB∑
i=1
LiB ,(3.9)
where LiA denotes the Laplace-Beltrami operator acting on (θiA, ϕiA),
LiA := (sin(θiA))−2∂ϕiAϕiA + cot(θ
i
A)∂θiA + ∂θiAθiA , i ∈ {1, . . . , NA},(3.10)
and similarly for LiB . Let ∆0 denote the Laplacian acting on (r, θ0, ϕ0),
∆0 =
2
r
∂r + ∂rr +
1
r2
L0,(3.11)
where L0 acts on (θ0, ϕ0) as in (3.10).
It is straightforward to show that p satisfies the following elliptic PDE,
0 = (Dtr∆0 +D
eff
A LA +DeffB LB)p, r > R.(3.12)
Since molecules starting far from each other will never bind, we obtain the following
far-field condition which is identical to (1.2),
lim
r→∞ p = 1.(3.13)
Finally, since the molecules bind if the binding sites are in contact and otherwise
reflect, we obtain the following mixed boundary conditions at the reaction radius
r = R,
p = 0, r = R, (θ0, ϕ0) ∈ Λ(θA, ϕA) ∩ Λ(θB , ϕB),
∂rp = 0, r = R, (θ0, ϕ0) /∈ Λ(θA, ϕA) ∩ Λ(θB , ϕB).
(3.14)
The PDE boundary value problem in (3.12)-(3.14) generalizes the classical Smolu-
chowski model in (1.1)-(1.3).
3.3. Outer expansion. We now apply formal matched asymptotic analysis to
the (3+2NA+2NB)-dimensional PDE boundary value problem in (3.12)-(3.14). Our
approach follows the methods employed in [30] to analyze a similar 3D problem. These
formal methods are related to the strong localized perturbation analysis pioneered in
[45, 46].
It is straightforward to show that p has the following behavior at far-field,
1− p ∼ C
r
, r →∞,(3.15)
for some constant C ∈ (0, R). In an analogy to electrostatics, we refer to C as the
capacitance. It follows that the bimolecular binding rate in (2.3) is related to the
capacitance by
k0 =
C
R
ksmol.(3.16)
It is convenient to work with the following rescaling of p,
v :=
−p
C
.(3.17)
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We expect that (i) v has boundary layers near the absorbing boundary conditions and
(ii) C = O(ε3) as ε→ 0. We thus introduce the outer expansion,
v ∼ ε−3v0 + v1 + · · · ,(3.18)
where v0 is a constant and v1 is a function. The outer expansion (3.18) is valid away
from the boundary layers.
Using the definition of v in (3.17) and plugging the outer expansion (3.18) into
(3.12) implies that v1 satisfies
0 = (Dtr∆0 +D
eff
A LA +DeffB LB)v1, r > R,
∂rv1 = 0, r = R, (θ0, ϕ0) /∈
{ ∪NAi=1 {(θiA, ϕiA)}} ∩ { ∪NBj=1 {(θjB , ϕjB)}}.(3.19)
Notice that the binding sites have shrunk to points from the perspective of the outer
solution v1.
3.4. Inner expansion. We now determine the singular behavior of v1 as
(r, θiA, ϕ
i
A, θ
j
B , ϕ
j
B)→ (R, θ0, ϕ0, θ0, ϕ0), for some i ∈ {1, . . . , NA}, j ∈ {1, . . . , NB}.
First, introduce the stretched coordinates,
z := ε−1( rR − 1),
tA := ε
−1(θiA − θ0),
pA := ε
−1 sin(θ0)(ϕiA − ϕ0),
tB := ε
−1(θjB − θ0),
pB := ε
−1 sin(θ0)(ϕ
j
B − ϕ0).
(3.20)
We note that tA, pA depend on i and tB , pB depend on j, but we suppress this de-
pendence to simplify notation. Next, introduce the linear combinations,
xA = c11tA + c12tB ,
yA = d11pA + d12pB ,
xB = c21tA + c22tB ,
yB = d21pA + d22pB ,
where the 8 constants,
c11, c12, c21, c22, d11, d12, d21, d22(3.21)
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are yet to be determined. We then define the inner solution
w(z, xA, yA, xB , yB) = w
(
z, xA, yA, xB , yB ; (θ0, ϕ0),
(θ1A, ϕ
1
A), . . . , (θ
i−1
A , ϕ
i−1
A ), (θ
i+1
A , ϕ
i+1
A ), . . . , (θ
NA
A , ϕ
NA
A ))
(θ1B , ϕ
1
B), . . . , (θ
j−1
B , ϕ
j−1
B ), (θ
j+1
B , ϕ
j+1
B ), . . . , (θ
NB
B , ϕ
NB
B )
)
:= v
(
R+ εRz, θ0, ϕ0, (θ
1
A, ϕ
1
A), . . . , (θ
i−1
A , ϕ
i−1
A ),
θ0 + ε
( c12xB − c22xA
c12c21 − c11c22
)
, ϕ0 + ε
( d12yB − d22yA
sin(θ0)(d12d21 − d11d22)
)
,
(θi+1A , ϕ
i+1
A ), . . . , (θ
NA
A , ϕ
NA
A ), (θ
1
B , ϕ
1
B), . . . , (θ
j−1
B , ϕ
j−1
B ),
θ0 + ε
( c21xA − c11xB
c12c21 − c11c22
)
, ϕ0 + ε
( d21yA − d11yB
sin(θ0)(d12d21 − d11d22)
)
(θj+1B , ϕ
j+1
B ), . . . , (θ
NB
B , ϕ
NB
B )
)
.
(3.22)
In words, the inner solution w zooms in on (r, θiA, ϕ
i
A, θ
j
B , ϕ
j
B) near (R, θ0, ϕ0, θ0, ϕ0).
We now choose the constants in (3.21) so that the inner solution satisfies an
isotropic diffusion equation to leading order as ε → 0. The definition of the inner
solution in (3.22) implies that
v(r, θ0, ϕ0, θA, ϕA, θB , ϕB)
= w(ε−1(r/R− 1), c11tA + c12tB , d11pA + d12pB ,
c21tA + c22tB , d21pA + d22pB),
= w(ε−1(r/R− 1), c11ε−1(θiA − θ0) + c12ε−1(θjB − θ0),
d11ε
−1 sin(θ0)(ϕiA − ϕ0) + d12ε−1 sin(θ0)(ϕjB − ϕ0),
c21ε
−1(θiA − θ0) + c22ε−1(θjB − θ0),
d21ε
−1 sin(θ0)(ϕiA − ϕ0) + d22ε−1 sin(θ0)(ϕjB − ϕ0)).
We now calculate the leading order terms in the differential operator,
L := Dtr∆0 +DeffA LA +DeffB LB ,
where ∆0, LA, and LB are defined in (3.9) and (3.11). Specifically,
ε2Lv = O(ε) +R−2Dtrwzz +R−2Dtr
{
(−c11 − c12)2wxAxA + (−c21 − c22)2wxBxB
+ 2(−c11 − c12)(−c21 − c22)wxAxB
+ (−d11 − d12)2wyAyA + (−d21 − d22)2wyByB
+ 2(−d11 − d12)(−d21 − d22)wyAyB
}
+DeffA
{
c211wxAxA + c
2
21wxBxB + 2c11c21wxAxB
+ d211wyAyA + d
2
21wyByB + 2d11d21wyAyB
}
+DeffB
{
c212wxAxA + c
2
22wxBxB + 2c12c22wxAxB
+ d212wyAyA + d
2
22wyByB + 2d12d22wyAyB
}
,
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which upon collecting terms shows that w satisfies the following leading order equation
as ε→ 0,
0 = wzz +
{
(c11 + c12)
2 +DAc
2
11 +DBc
2
12
}
wxAxA
+
{
(d11 + d12)
2 +DAd
2
11 +DBd
2
12
}
wyAyA
+
{
(c21 + c22)
2 +DAc
2
21 +DBc
2
22
}
wxBxB
+
{
(d21 + d22)
2 +DAd
2
21 +DBd
2
22
}
wyByB
+ 2
{
(c11 + c12)(c21 + c22) +DAc11c21 +DBc12c22
}
wxAxB
+ 2
{
(d11 + d12)(d21 + d22) +DAd11d21 +DBd12d22
}
wyAyB +O(ε),
where we have defined the ratios
DA := R
2DeffA /D
tr, DB := R
2DeffB /D
tr.(3.23)
We now choose the constants in (3.21) so that all the pure second derivative terms
have the same coefficient and the mixed partial derivative terms vanish. In particular,
c11, c12, c21, c22 must satisfy
1 = (c11 + c12)
2 +DAc
2
11 +DBc
2
12
1 = (c21 + c22)
2 +DAc
2
21 +DBc
2
22
0 = (c11 + c12)(c21 + c22) +DAc11c21 +DBc12c22,
and d11, d12, d21, d22 must satisfy the same equations. We thus have 6 nonlinear
equations for the 8 constants in (3.21). There is not a unique solution. Nevertheless,
we choose the following solution,
c11 := d11 := λ
−1
A , c12 := d12 := 0,
c21 := d21 := λ
−1
A
1√
λ2Aλ
2
B − 1
, c22 := d22 := −λA 1√
λ2Aλ
2
B − 1
,
(3.24)
where
λA :=
√
1 +DA, λB :=
√
1 +DB .(3.25)
By the choice (3.24), we note that
θA = θ0 + ε
xA
c11
,
ϕA = ϕ0 + ε
yA
c11 sin(θ0)
,
θB = θ0 + ε
(c11xB − c21xA)
c11c22
,
ϕB = ϕ0 + ε
(c11yB − c21yA)
c11c22 sin(θ0)
.
(3.26)
By construction, the inner solution in (3.22) is harmonic in the 5 variables,
(z, xA, yA, xB , yB), to leading order. Indeed, if we introduce the inner expansion,
w ∼ ε−3w0 + · · · ,
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then the calculation above implies that w0 is harmonic in half of 5-dimensional space,
(z, xA, yA, xB , yB) ∈ (0,∞)× R4,
(
∂zz + ∂xAxA + ∂yAyA + ∂xBxB + ∂yByB
)
w0 = 0, z > 0, (xA, yA, xB , yB) ∈ R4.
(3.27)
Furthermore, the boundary conditions at z = 0, are
w0 = 0, z = 0, xA
2 + yA
2 < c211a
2
A,
(
xB − c21
c11
xA
)2
+
(
yB − c21
c11
yA
)2
< c222a
2
B
∂zw0 = 0, z = 0, otherwise.
(3.28)
In words, w0 = 0 if the following 3 conditions are satisfied simultaneously, (i) z = 0,
(ii) (xA, yA) is in a disk of radius c11aA > 0 centered at (0, 0), and (iii) (xB , yB) is in
a disk of radius c22aB > 0 centered at
c22
c11
(xA, yA). Otherwise, ∂zw0 = 0 if z = 0.
To derive (3.28), note that if r = R and (θ0, ϕ0) ∈ Γ(θiA, ϕiA, εaA)∩Γ(θjA, ϕjA, εaB),
then v = 0. By definition, (θ0, ϕ0) ∈ Γ(θiA, ϕiA, εaA) means
(θ0 − θiA)2 + sin2(θiA)(ϕ0 − ϕiA)2 < ε2a2A,
and using (3.26), we find that this implies
ε2
x2A
c211
+
sin2(θ0 +O(ε))ε2y2A
c211 sin
2(θ0)
< ε2a2A.(3.29)
Taking terms of lowest order in ε in (3.29) and simplifying yields the condition xA
2 +
yA
2 < c211a
2
A in (3.28). The condition (xB− c21c11xA)2 +(yB− c21c11 yA)2 < c222a2B in (3.28)
is obtained similarly.
3.5. Matching. It follows from electrostatics [18] that w0 has the far-field be-
havior
w0 ∼ α
(
1− c0(c11, c21, c22, aA, aB)
ρ3
)
, as ρ :=
√
z2 + xA2 + yA2 + xB2 + yB2 →∞,
(3.30)
where α is a constant to be determined by matching to the outer solution, and
c0 = c0(DA, DB , aA, bB)
is a constant depending on DA, DB , aA, bB . In particular, c0 is the electrostatic ca-
pacitance of the following 4D region embedded in R5,
R :=
{
(z, xA, yA, xB , yB) ∈ R5 : z = 0, xA2 + yA2 < c211a2A,(
xB − c21
c11
xA
)2
+
(
yB − c21
c11
yA
)2
< c222a
2
B
}
.
(3.31)
For the remainder of this section, we carry out our calculations in terms of c0. In
section 4, we develop a numerical method to calculate c0.
The matching condition is that the near-field behavior of the outer expansion as
(r, θiA, ϕ
i
A, θ
j
B , ϕ
j
B) → (R, θ0, ϕ0, θ0, ϕ0) must agree with the far-field behavior of the
inner expansion as ρ→∞. That is,
ε−3v0 + v1 + · · · ∼ ε−3w0 + · · · , as (r, θiA, ϕiA, θjB , ϕjB)→ (R, θ0, ϕ0, θ0, ϕ0), ρ→∞.
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Using (3.22) and (3.30), it follows that
α = v0,
and that v1 has the singular behavior as (r, θ
i
A, ϕ
i
A, θ
j
B , ϕ
j
B)→ (R, θ0, ϕ0, θ0, ϕ0),
v1 ∼ −v0c0
[
( rR − 1)2 + c211(θiA − θ0)2 + c211 sin2(θ0)(ϕiA − ϕ0)2
+ c222
(
(θjB − θ0) +
c21
c22
(θiA − θ0)
)2
+ c222 sin
2(θ0)
(
(ϕjB − ϕ0) +
c21
c22
(ϕiA − ϕ0)
)2]−3/2
.
(3.32)
3.6. Distributional form of the singularity. Writing the singular behavior
(3.32) in distributional form for each i ∈ {1, . . . , NA} and j ∈ {1, . . . , NB}, the prob-
lem in (3.19) becomes
0 = (Dtr∆0 +D
eff
A LA +DeffB LB)v1, r > R,(3.33)
∂rv1 =
v0K0
R
NA∑
i=1
NB∑
j=1
δ(θiA − θ0)
sin(θ0)
δ(ϕiA − ϕ0)
δ(θjB − θ0)
sin(θ0)
δ(ϕjB − ϕ0), r = R,(3.34)
where
K0 :=
4pi2c0
c211c
2
22
.
To derive the distributional form (3.34) of the singular behavior (3.32), assume
that a function f satisfies (3.33)-(3.34). To derive the singular behavior of f as
(r, θiA, ϕ
i
A, θ
j
B , ϕ
j
B) → (R, θ0, ϕ0, θ0, ϕ0), define the inner solution g analogously to
(3.22) and introduce the inner expansion
g ∼ ε−3g0 + · · · .(3.35)
By the same argument that led to (3.27), we have that g0 is harmonic in the five
variables (z, xA, yA, xB , yB) for z > 0,
(
∂zz + ∂xAxA + ∂yAyA + ∂xBxB + ∂yByB
)
g0 = 0, z > 0, (xA, yA, xB , yB) ∈ R4.
(3.36)
Furthermore, g0 satisfies the following boundary condition at z = 0,
∂zg0 = v0K0c
2
11c
2
22δ(xA)δ(yA)δ(xB)δ(yB).(3.37)
To derive (3.37), first recall that f satisfies the boundary condition in (3.34), then use
that g is defined analogously to w in (3.22), and finally use the expansion in (3.35) to
obtain
∂zg0 =
v0K0ε
4
sin2(θ0)
δ
(
ε
xA
c11
)
δ
(
ε
yA
c11 sin(θ0)
)
δ
(
ε
(c11xB − c21xA)
c11c22
)
δ
(
ε
(c11yB − c21yA)
c11c22 sin(θ0)
)
.
Using the identity δ(αx) = δ(x)/|α| and simplifying then yields (3.37).
The solution to (3.36)-(3.37) is
g0 =
−1
4pi2
(
v0K0c
2
11c
2
22
)
(z2 + x2A + y
2
A + x
2
B + y
2
B)
−3/2.(3.38)
BIMOLECULAR BINDING RATES 15
Matching the far-field behavior of ε−3g0 with the near-field behavior of f shows that
f indeed has the singular behavior in (3.32). To derive (3.38), note that the 5D
Laplacian Green’s function is
G(a,b) = G
(
(a1, a2, a3, a4, a5), (b1, b2, b3, b4, b5)
)
:=
−1
8pi2
( 5∑
i=1
(ai − bi)2
)−3/2
=
−1
8pi2‖a− b‖3 ,
and satisfies ∆G = δ(a − b). To derive this, we integrate over a 5D sphere centered
at b (denoted by B(b)), to obtain∫
B(b)
∆Gda =
∫
∂B(b)
∂nGdSa =
3
8pi2
∫
∂B(b)
1
‖a− b‖4 dSa = 1,
where dSa denotes the surface element and we have used that the surface area of a
5D unit sphere is 83pi
2. The solution (3.38) follows.
3.7. Finding the capacitance C and bimolecular reaction rate k0. Inte-
grating the PDE (3.33) over the region
(r, θA, ϕA, θB , ϕB , θ0, ϕ0) ∈ (R,R′)× Σ, where Σ :=
(
[0, pi]× [0, 2pi))1+NA+NB ,
for R′ > R and using the divergence theorem and the boundary condition (3.34), we
obtain
0 =
∫
Σ
∫ R′
R
(Dtr∆0 +D
eff
A LA +DeffB LB)v1 r2dr dΣ
= Dtr
[ ∫
Σ
∂rv1|r=R′ R′2 dΣ−
∫
Σ
∂rv1|r=RR2 dΣ
]
= Dtr
[ ∫
Σ
∂rv1|r=R′ R′2 dΣ− (4pi)NA+NB−1v0K0RNANB
]
,
(3.39)
where
dΣ :=
(
sin θ0 dθ0 dϕ0
)( NA∏
i=1
sin θiA dθ
i
A dϕ
i
A
)( NB∏
j=1
sin θjB dθ
j
B dϕ
j
B
)
.
Now, by the far-field behavior of p in (3.15), the definition of v in (3.17), and the
expansion in (3.18), it follows that v1 ∼ −1/r as r →∞. Hence,∫ 2pi
ϕ0,ϕA,ϕB=0
∫ pi
θ0,θA,θB=0
∂rv1|r=R′ R′2 dΣ→ (4pi)NA+NB+1, as R′ →∞.
Therefore, taking R→∞ in (3.39) and solving for v0 yields
v0 =
−(4pi)2
NANBRK0
=
−(4pi)2c211c222
4NANBRpi2c0
=
−4c211c222
NANBRc0
.
Therefore, (3.15)-(3.18) yields the leading order behavior of C as ε→ 0,
C ∼ ε3NANBRc0
4c211c
2
22
= ε3NANBχR, as ε→ 0,
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where we have defined
χ :=
c0
4c211c
2
22
= (DADB +DA +DB)
c0
4
.(3.40)
Finally, upon using the relation in (3.16), we obtain the asymptotic behavior of the
bimolecular reaction rate constant,
k0 ∼ ε3NANBχksmol, as ε→ 0.(3.41)
The calculation above was for the special case DrotA = D
rot
B = 0 with
DeffA := D
rot
A +R
−2DsurfA > 0, D
eff
B := D
rot
B +R
−2DsurfB > 0.(3.42)
Howevever, the final result (3.41) still holds in the general case that
DrotA ≥ 0, DrotB ≥ 0, DsurfA ≥ 0, DsurfB ≥ 0,(3.43)
as long as (3.42) holds.
To see why this is the case, note that including rotational diffusion merely in-
troduces correlations in the SDEs in (3.5) and (3.6). That is, if DrotA > 0, then
the position of the ith A binding site, (ΘiA(t),Φ
i
A(t)), and the position of the jth A
binding site, (ΘjA(t),Φ
j
A(t)), are no longer independent (since their positions depend
on the rotational path of the A molecule, which is common to both binding sites).
These correlations in binding site positions would change the PDE satisfied by p in
(3.12). However, our analysis above shows that the leading order result in (3.41) is
independent of the arrangement of binding sites (as long as they are well-seperated),
and therefore (3.41) must still hold in the general case of (3.42)-(3.43).
4. A kinetic Monte Carlo method for calculating χ. The asymptotic be-
havior of the bimolecular binding rate constant k0 given in (3.41) depends on χ, which
depends on the constant c0 in the far-field behavior (3.30) of the leading order inner
solution w0 satisfying (3.27)-(3.28). In particular, c0 is the electrostatic capacitance
of the 4D region R in (3.31) embedded in R5. Notice that c0 = c0(DA, DB , aB) is a
function of the following three dimensionless parameters
DA := R
2DeffA /D
tr > 0, DB := R
2DeffB /D
tr > 0, aB ∈ (0, 1],
since we can without loss of generality take aB ≤ aA = 1.
In this section, we develop a kinetic Monte Carlo method for rapid numerical
calculation of c0. Our approach uses a recent algorithm that was devised by Bernoff,
Lindsay, and Schmidt to calculate the capacitance of 2D regions embedded in R3 [6].
4.1. Probabilistic interpretation. The method relies on a probabilistic inter-
pretation of the PDE boundary value problem (3.27)-(3.28) satisfied by the leading
order inner solution w0. Let
Z(t) =
(
Z(t), XA(t), YA(t), XB(t), YB(t)
) ∈ R5(4.1)
be a standard 5D Brownian motion. Define the first time that this process reaches
the region R in (3.31),
τ0 := inf{t > 0 : Z(t) ∈ R}.
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It is straightforward to show that the leading order inner solution w0 satisfying (3.27)-
(3.28) can be written as
w0(z, xA, yA, xB , yB) = v0(1− q(z, xA, yA, xB , yB)),(4.2)
where q is the probability that Z eventually reaches R, conditioned on the initial
position of Z,
q(z, xA, yA, xB , yB) := P
(
τ0 <∞|Z(0) = (z, xA, yA, xB , yB)
)
.
Furthermore, the function q must be harmonic for z 6= 0, which in 5D spherical
coordinates is (4
ρ
∂ρ + ∂ρρ +
1
ρ2
L(4)
)
q = 0, z 6= 0,(4.3)
where ρ :=
√
z2 + x2A + y
2
A + x
2
B + yB
2 is the radius and L(4) denotes the Laplace-
Beltrami operator on the 4-sphere. Further, q satisfies the boundary conditions at
z = 0,
q = 1, z = 0, xA
2 + yA
2 < c211a
2
A,
(
xB − c21
c11
xA
)2
+
(
yB − c21
c11
yA
)2
< c222a
2
B
∂zq = 0, z = 0, otherwise.
(4.4)
Let q(ρ) denote the average of q over the surface of the 5D ball of radius ρ > 0
centered at the origin. Now, notice that if z = 0 and ρ > 0 is such that
ρ > ρ0 := c
2
11a
2
A +
((c21
c11
)
c11aA + c22aB
)2
,
then (4.4) ensures ∂zq = 0. In particular, ρ0 is the smallest radius which guarantees
the reflecting boundary condition in (4.4) is satisfied. Therefore, integrating (4.3) over
the surface of the 5D ball of radius ρ > ρ0 centered at the origin, using the divergence
theorem, and interchanging integration with differentiation yields the following ODE
for q(ρ), (4
ρ
∂ρ + ∂ρρ
)
q = 0, ρ > ρ0.(4.5)
The general solution to (4.5) is q(ρ) = K1ρ
−3 + K2 for constants K1,K2 ∈ R. The
relation (4.2) and the far-field behavior of w0 in (3.30) implies K2 = 0 and K1 = c0.
4.2. Kinetic Monte Carlo algorithm. We have shown in the previous sub-
section that we can find c0 by calculating the probability, q(ρ), that the 5D Brownian
motion Z in (4.1) eventually reaches the region R defined by (3.31), conditioned that
Z is initially uniformly distributed on a ball of radius ρ > ρ0. Therefore, we approx-
imate q(ρ) by simulating M  1 diffusive paths of Z and calculating the proportion
of these M paths which reach R before some large outer radius ρ∞  ρ0.
However, simulating these diffusive paths with a standard time discretization
scheme would be incredibly computationally expensive. Indeed, the Brownian motion
would have to take many steps to reach the outer radius ρ∞ unless the discrete time
step ∆t > 0 is taken very large. On the other hand, the time step ∆t > 0 would need
to be taken very small in order to accurately resolve the dynamics of Z near R.
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We therefore develop a kinetic Monte Carlo method which avoids these issues
[6]. This kinetic Monte Carlo method breaks the simulation process into two steps,
where each step corresponds to a simpler diffusion problem that can be exactly and
efficiently simulated. The method then alternates between these steps until the sim-
ulation reaches a break point. The method takes very large time steps and generates
statistically exact paths of Z. Indeed, in calculating c0 from this method, the only
error stems from the finite outer radius ρ∞ < ∞ and the finite number of diffusive
paths M <∞ (as opposed to error stemming from a nonzero time step). Furthermore,
the computational efficiency of the method allows us to mitigate these two sources of
error by taking ρ∞ and M very large. For example, simulating M = 106 paths with
ρ∞ = 105 takes roughly 10 seconds on a standard personal laptop computer.
To describe the method, notice that the 5D Brownian motion Z in (4.1) can be
visualized as a pair of 3D Brownian motions,
XA(t) := (XA(t), YA(t), Z(t)) ∈ R3,
XB(t) := (XB(t), YB(t), Z(t)) ∈ R3,
with independent x and y coordinates and identical z coordinates. Therefore, the 5D
Brownian motion in Z reaches the region R in (3.31) if and only if XA and XB reach
the z = 0 plane in R3 while (i) XA is in a disk of radius c11aA centered at the origin
and (ii) XB is in a disk of radius c22aB centered at
c21
c11
XA.
After initially placing the “particle” Z on the 5D sphere of radius ρ centered at
the origin according to a uniform distribution, the method employs the following two
stages developed by Bernoff, Lindsay, and Schmidt [6] (originally developed for 3D
diffusion).
• Stage I: Projection from bulk to plane. The particle is projected to the z = 0
plane following the exact distribution given below. If the particle lands in R,
then this event is recorded and the trial ends. If not, the algorithm proceeds
to Stage II.
• Stage II: Projection from plane to the bulk. A distance ν > 0 is calculated
which is less than or equal to the distance from the current particle location
to R. The particle is then projected to a uniformly chosen random point on
the 5D sphere with radius ν, centered at the current particle location. If the
particle reaches a distance that is larger than ρ∞ from the origin, then this
event is recorded and the trial ends. If not, the algorithm returns to Stage I.
To calculate the distribution in Stage I, we first sample the random time it takes
Z to reach z = 0, which is [6]
t∗ =
1
4
( z
erfc−1(U)
)2
,
where U ∼ uniform(0, 1) is uniformly distributed on [0, 1]. Then, if Z is at position
(z, xA, yA, xB , yB) ∈ R5 at the start of Stage I, the position at the end of Stage I is
(0, xA, yA, xB , yB) +
√
2t∗(0, ξ1, ξ2, ξ3, ξ4) ∈ R5
where ξ1, ξ2, ξ3, ξ4 are independent standard normal random variables.
In Stage II, we want to propagate the particle as far as possible, while ensuring
that the particle cannot reach R during this propagation [6]. Let t0 > 0 be the time
at the start of Stage II. If the algorithm is in Stage II, then it must be the case that
Z(t0) /∈ R, and thus
d1 := ‖XA(t0)‖ − r1 > 0, and/or d2 := ‖XB(t0)− sXA(t0)‖ − r2 > 0,
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where
r1 := c11aA, r2 := c22aB , s := c21/c11,
and ‖ · ‖ denotes the standard Euclidean norm. Now, if Z(t1) ∈ R for t1 > t0 and
d1 > 0, then it must be the case that
‖XA(t1)−XA(t0)‖ ≥ d1.
Similarly, if Z(t1) ∈ R for t1 > t0 and d2 > 0, then it must be the case that
s‖XA(t1)−XA(t0)‖+ ‖XB(t1)−XB(t0)‖ ≥ d2.(4.6)
A straightforward calculus exercise shows that the minimum distance, ‖Z(t1)−Z(t0)‖,
subject to the constraint (4.6) is
d2√
1 + s2
> 0.
Therefore, if we define the distance
ν := max
{
d1,
d2√
1 + s2
}
,
then if follows that the 5D sphere of radius ν centered at Z(t0) /∈ R cannot intersect
R. Hence, Stage II places the particle uniformly on the boundary of this 5D sphere
(the uniform distribution follows from symmetry of Brownian motion).
In Figure 3, we plot χ = (DADB+DA+DB)c0/4 (see (3.40)) as a function of DA
and DB using the above kinetic Monte Carlo method. For each pair of DA, DB , the
value of c0 used in χ is computed from M = 10
8 trials with outer radius ρ∞ = 105.
This figure shows that χ is an increasing function of DA, DB (as expected) and that
χ varies between roughly χ ≈ 0.17 and χ ≈ 0.63 for (DA, DB) ∈ [10−2, 10]2. In
particular, χ varies by less than a factor of 4 as DA and DB each vary 3 orders of
magnitude.
Notice that the symmetry in the full binding model of section 3 implies that χ
must be symmetric in DA, DB (that is, χ(DA, DB) = χ(DB , DA)). To test this, we
computed χ for
(DA, DB) ∈ {0.01, 0.02, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5, 1, 2, 3, 5, 10}2 ⊂ R2(4.7)
for a total of 142 = 196 distinct pairs of DA and DB values (we take aA = aB = 1).
For each pair, c0 is computed from M = 10
8 trials with outer radius ρ∞ = 105. Using
this data, the maximum relative difference, |χ(DA, DB) − χ(DB , DA)|/χ(DA, DB),
for the 196 pairs in (4.7) is 0.0013, which is well within the expected error due to
M = 108 < ∞ trials (see section 4.3 below). This symmetry is a necessary self-
consistency check, as it is not a priori clear from the PDE boundary value problem in
(3.27)-(3.28) that c0 is symmetric in DA, DB (though these simulations indicate that
it is).
4.3. Accuracy. In calculating c0 from the method described above, the only
error stems from the finite outer radius ρ∞ < ∞ and the finite number of diffusive
paths M <∞. In this subsection, we estimate the error as a function of ρ∞ and M .
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Fig. 3. Left: The factor χ > 0 as a function of DB := R
2DeffB /D
tr for different values of
DA := R
2DeffA /D
tr. The curves for DA = 10
−2 and DA = 10−1 are almost indistinguishable.
Right: The relative error between χ and the approximation χqc in (5.14). In both panels, the values
of χ are computed from M = 108 trials of the kinetic Monte Carlo method of section 4 with outer
radius ρ∞ = 105 and aA = aB = 1.
If Pρ denotes the probability measure conditioned that Z starts uniformly on the
5D sphere of radius ρ > ρ0 centered at the origin, then it follows from the analysis in
section 4.1 that
q(ρ) =
c0
ρ3
= Pρ(τ0 <∞) = Pρ(τ0 < τρ∞ <∞) + Pρ(τρ∞ < τ0 <∞)
= Pρ(τ0 < τρ∞) + Pρ(τρ∞ < τ0 <∞),
(4.8)
where τρ∞ is the first time Z reaches distance ρ∞ from the origin (the final equality
in (4.8) follows from the fact that τρ∞ <∞ with probability one).
Notice that the numerical algorithm actually approximates Pρ(τ0 < τρ∞) rather
than Pρ(τ0 < ∞). In light of (4.8), we thus want to show that Pρ(τρ∞ < τ0 < ∞) is
small if ρ∞  ρ. Notice that Pρ(τρ∞ < τ0 <∞) is the probability of paths that have
to first reach distance ρ∞ from the origin, and then return back to R. Since particles
that start at distance ρ∞ from the origin have probability roughly c0ρ−3∞ of reaching
R, it follows that Pρ(τρ∞ < τ0 <∞) decays like ρ−3∞ as ρ∞ grows.
More precisely, subtracting Pρ(τ0 < τρ∞) from (4.8), multiplying by ρ3 and di-
viding by c0 yields
0 ≤ c0 − ρ
3Pρ(τ0 < τρ∞)
c0
=
ρ3Pρ(τρ∞ < τ0 <∞)
c0
.(4.9)
Now, it follows from the strong Markov property that
Pρ(τρ∞ < τ0 <∞) ≤ inf
x∈R5:‖x‖=ρ∞
P(τ0 <∞|Z(0) = x) = c0
ρ3∞
+ o(ρ−3∞ ), as ρ∞ →∞.
Therefore, (4.9) implies that the relative error between c0 and the estimate ρ
3Pρ(τ0 <
τ∞) decays like ρ−3∞ ,
0 ≤ c0 − ρ
3Pρ(τ0 < τρ∞)
c0
=
( ρ
ρ∞
)3
+ o(ρ−3∞ ), as ρ∞ →∞.
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In our simulations, we take ρ∞ = 105, and ρ to be order one, which means the relative
error in approximating c0 that stems from ρ∞ < ∞ is on the order of 10−15. As an
aside, we note that we could take smaller values of ρ∞ and still obtain very accurate
results, but the computational cost of the algorithm depends very weakly on ρ∞.
Estimating the error in the approximation that stems from a finite number of
trials, M < ∞, is a basic problem in statistical inference. Each kinetic Monte Carlo
trial is an independent realization of a Bernoulli random variable with parameter
p0 := Pρ(τ0 < τρ∞) ∈ (0, 1), and we are estimating p0 by the fraction pkmc ∈ [0, 1]
of trials in which τ0 < τρ∞ . Given an estimate pkmc formed from M trials, the
100(1− α)% confidence interval for p0 can be estimated by [1]
p± :=
pkmc + z2α/2
2M
± zα/2
√
pkmc(1− pkmc) + z2α/2/(4M)
M
(1 + z2α/2
M
)−1
,
where zc denotes the 1 − c quantile of the standard normal distribution. That is,
p0 ∈ [p−, p+] with approximate probability 1 − α. Applying this statistical test to
our simulations which use M = 108 trials, we find that for each of the 196 choices
of parameters (DA, DB) in (4.7), our estimate of c0 has a relative error of less than
0.002 with probability 1− α = 0.95.
4.4. Stokes-Einstein relation. In this subsection, we briefly discuss how χ
varies as a function of the relative sizes of the A and B molecules if we assume that the
Stokes-Einstein relation holds and that there is no surface diffusion DsurfA = D
surf
B = 0.
In particular, the Stokes-Einstein relation implies
Dtr = DtrA +D
tr
B =
kBT
6piη
( 1
RA
+
1
RB
)
, DrotA =
kBT
8piη(RA)3
, DrotB =
kBT
8piη(RB)3
,
where kB is Boltzmann’s constant, T is temperature, and η is the viscosity of the
medium. Therefore, recalling that R := RA + RB , we obtain that DA and DB are
merely geometric factors [5, 27],
DA =
R2DrotA
Dtr
=
3
4
ξ(1 + ξ), DB =
R2DrotB
Dtr
=
3
4
ξ−1(1 + ξ−1),
where we can without loss of generality take the B molecule to be smaller than the
A molecule,
ξ :=
RB
RA
≤ 1.(4.10)
If we further assume that the A and B binding sites have respective radii εRA
and εRB for some ε 1 (meaning aA = aB), then the bimolecular binding rate k0 in
(3.41) simplifies to
k0 ∼ ε3NANBχ(ξ)ksmol, as ε→ 0,
where χ : (0, 1] → (0,∞) is a function of the single parameter ξ in (4.10). Using the
kinetic Monte Carlo method above, we find that χ = χ(ξ) is a decreasing function of
ξ ∈ (0, 1] and that
χ( 110 ) ≈ 0.89, χ( 14 ) ≈ 0.46, χ( 12 ) ≈ 0.33, χ( 34 ) ≈ 0.30, χ(1) ≈ 0.29.(4.11)
Hence, (4.11) reveals that χ varies very little as a function of ξ ∈ (0, 1], unless ξ is
very small.
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5. Incorporating binding site competition. The asymptotic behavior of the
bimolecular binding rate k0 in (3.41) is in the ε→ 0 limit. In particular, formula (3.41)
is not valid if we fix ε > 0 and take NA →∞ and/or NB →∞. Indeed, formula (3.41)
grows without bound as NA and/or NB grows, whereas k0 must always be bounded
above by ksmol. However, it is immediately clear that if NA →∞ (or NB →∞), then
k0 should simply approach the binding rate for the case of one molecule completely
covered by binding sites and one molecule partially covered (i.e. one homogeneous
molecule and one heterogeneous molecule). Specifically, we expect that
k0 → kA as NB →∞,(5.1)
where kA is binding rate constant for a homogeneous B molecule and a heterogeneous
A molecule. In the case of small, well-separated binding sites, this kA was recently
shown in [27] to be well-approximated by
kA ≈ kA := λANAaAε
pi + λANAaAε
ksmol, where λA :=
√
1 +
R2DrotA +D
surf
A
Dtr
.(5.2)
In fact, the limiting behavior in (5.2) must also hold if λB →∞, since the B binding
sites effectively cover the B molecule in this limit (see [25, 26, 27] for more on this
phenomenon).
The basic reason that the asymptotic behavior in (3.41) breaks down for fixed
ε > 0 and sufficiently large NB (or sufficiently large λB , NA, or λA) is that the binding
sites begin to “compete” for the flux in this limit. To obtain a formula for k0 which
includes the effects of competition between binding sites, we adopt the heuristic quasi
chemical formalism of Sˇolc and Stockmayer’s 1973 study of a single binding site model
[42]. In addition to yielding such a formula for k0, we find that by combining this
approach with (5.2), we obtain a simple analytical approximation for χ.
5.1. Quasi chemical formalism of Sˇolc and Stockmayer [42]. The quasi
chemical formalism is a heuristic approximation that collapses the infinite-dimensional
state space of a diffusion-based binding model into a discrete state space model with
6 states. In this discrete state model, the molecules can be far from each other, close
to each other, or bound, and if they are close, then we distinguish whether or not a
binding site of A (respectively B) is aligned toward B (respectively A). This model is
depicted in Figure 4, where A+B denotes that the molecules are far from each other,
P denotes that the particles have bound and formed an irreversible product, and
A±B± denotes the 4 possible close states with the + superscript denoting a binding
site aligned and the − superscript denoting no binding site aligned. For example,
A+B− means the molecules are close and an A binding site is aligned toward B and
no B binding site is aligned toward A.
The transition rates between the states are given in Figure 4. Note that the rate
from the far state to a close state is the Smoluchowski rate, ksmol, multiplied by the
corresponding binding site surface fractions. For example,
A+B → A+B− at rate fA(1− fB)ksmol > 0,
where fA ∈ (0, 1] denotes the fraction of the surface of A covered in binding sites and
similarly for fB ∈ (0, 1]. Further, k′smol denotes the rate that the molecules diffuse
away from each other, which is the same for the 4 states A±B±, and kbind denotes
the rate that the molecules bind once they are aligned (A+B+ → P ). Finally, kα (re-
spectively kβ) denotes the rate that A (respectively B) aligns toward B (respectively
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Fig. 4. Chemical reaction diagram for the quasi chemical approximation.
A), and the reverse rate is k′α =
1−fA
fA
kα (respectively k
′
β =
1−fB
fB
kβ), which follows
from microscopic reversibility [42].
Writing down the system of mass action ODEs corresponding to the reaction
diagram in Figure 4 and solving for the steady state yields the following effective
bimolecular binding rate constant [42],
keff :=
kbind[A
+B+]
[A][B]
= fAfBksmol
(
k′smol/kbind + ΛAΛB + ψ
)−1
,(5.3)
where [A][B] denotes the product of the steady state concentrations of A and B
molecules which are far from each other, [A+B+] denotes the steady state concentra-
tion A and B molecules which are close and aligned, and
ΛA :=
rA + 1
rA + fA
fA, ΛB :=
rB + 1
rB + fB
fB ,
ψ :=
[ 1
(1− ΛA)(1− ΛB) +
1
(1− ΛA)(ΛB − fB) +
1
(1− ΛB)(ΛA − fA)
]−1
,
(5.4)
and rA := kα/k
′
smol and rB := kβ/k
′
smol. Since we assumed in previous sections that
the molecules bind as soon as they are in contact, we take ksmol/kbind → 0 in (5.3)
which yields
keff =
fAfB
ΛAΛB + ψ
ksmol.(5.5)
5.2. One homogeneous molecule and one heterogeneous molecule. If B
is completely covered in binding sites (i.e. fB = 1), then ΛB = 1, ψ = 0, and (5.5)
reduces to
keff =
rA + fA
rA + 1
ksmol.(5.6)
If the NA locally circular binding sites of radius εaARA > 0 are placed independently
and uniformly on the surface of the A molecule, then the expected surface fraction of
A covered in binding sites is
fA = 1− cos2NA(εaA/2) = ε
2NA
4
+O(ε4) as ε→ 0.(5.7)
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To derive (5.7), note that the curved surface area of a binding site is 2piR2A(1 −
cos(εaA)). Therefore, if (θ
i
A, ϕ
i
A) denotes the center of the ith binding site, then
fA = 1− 1
4pi
∫ 2pi
0
∫ pi
0
P
(
(θ, ϕ) /∈ ∪NAi=1Γ(θiA, ϕiA, εaA)
)
sin θ dθ dϕ
= 1− 1
4pi
∫ 2pi
0
∫ pi
0
P
(
(θ, ϕ) /∈ Γ(θ1A, ϕ1A, εaA)
)NA
sin θ dθ dϕ
= 1− 1
4pi
∫ 2pi
0
∫ pi
0
(
1− 2piR
2
A(1− cos(εaA))
4piR2A
)NA
sin θ dθ dϕ
= 1−
[
1− 12
(
1− cos(εaA)
)]NA
= 1− cos2NA(εaA/2).
In view of (5.6), it remains to determine the ratio rA := kα/k
′
smol. In order for
(5.6) to agree with the recent asymptotic results of [27] in (5.2) as ε→ 0, we need
keff ∼ εaAλANA/pi as ε→ 0.(5.8)
Using (5.6), it therefore must be the case that
rA ∼ 1
pi
λANAaAε as ε→ 0,
or equivalently,
rA ∼ 2
pi
λA
√
NAfA as fA → 0.(5.9)
Since we are interested in the case that fA  1, we simply set
rA =
2
pi
λA
√
NAfA,(5.10)
so that (5.6) becomes
keff =
fA +
2
piλA
√
NAfA
1 + 2piλA
√
NAfA
ksmol.(5.11)
We note that if we expand the numerator and denominator of (5.11), then we recover
the formula obtained in [27],
keff =
λANAaAε/pi +O(ε2)
1 + λANAaAε/pi +O(ε2)ksmol =
λANAaAε
pi + λANAaAε
ksmol +O(ε2) = kA +O(ε2).
5.3. Two heterogeneous molecules. Now we consider the case of two hetero-
geneous molecules (i.e. fA ∈ (0, 1) and fB ∈ (0, 1)). If we set rA as in (5.10) and
analogously set rB , then we obtain the following explicit bimolecular binding rate
formula,
keff :=
fAfB
ΛAΛB + ψ
ksmol, with rA =
2
pi
λA
√
NAfA, rB =
2
pi
λB
√
NBfB ,(5.12)
and ΛA,ΛB , ψ as in (5.4) and fA, fB as in (5.7).
It is straightforward to check that (5.12) reduces to (5.11) if we take NB → ∞
and/or λB → ∞ (and of course the analogous statement holds if NA → ∞ and/or
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λA →∞). That is, (5.12) has the correct limiting behavior if one or more of the four
parameters, NA, λA, NB , λB , is taken to infinity.
Does (5.12) have the correct limiting behavior as ε→ 0? Expanding (5.12) yields
keff = ε
3NANBχqcksmol +O(ε)4, as ε→ 0,(5.13)
where
χqc(λA, λB , aA, aB) :=
aAaB(aAλB + aBλA)
4pi
.(5.14)
Comparing (5.13) with the behavior derived in (3.41), it follows that (5.12) has the
correct behavior as ε→ 0 if and only if χqc = χ.
Using the kinetic Monte Carlo method developed in section 4, we find that χqc 6=
χ. However, it turns out that χqc and χ are fairly close, χqc ≈ χ. Indeed, we plot the
relative error between χqc and χ in Figure 3 and find that this error is less than 16%
for (DA, DB) = (R
2DeffA /D
tr, R2DeffB /D
tr) ∈ [10−2, 10]2 and aA = aB = 1 (similar
errors were found for other choices of aA and aB).
While the binding rate keff in (5.12) is explicit, the formula is fairly complicated.
A simpler formula that agrees with keff in (5.12) quite well is
k0 =
ε3NANB
χ−1 + ε2pi(NA/(aBλB) +NB/(λAaA)) + ε3NANB
ksmol ∈ (0, ksmol).(5.15)
Note that since χ ≈ χqc, for simplicity we could replace χ by χqc in the definition of
k0 and obtain similar results. We compare the approximations (5.12) and (5.15) to
stochastic simulations of the full binding model in the next section.
6. Numerical validation. In this section, we present results from two simula-
tion methods to verify our results numerically.
6.1. Zero rotational and surface diffusion. In this subsection, we verify our
asymptotic formula (3.41) for the bimolecular binding rate in the case that DA =
DB → 0. First, using the kinetic Monte Carlo method of section 4, we find that
χ(DA, DB) ≈ 0.1459 for DA = DB = 10−4.
from M = 1010 trials (we take aA = aB = 1). Further, the probability that
χ(DA, DB) ∈ [0.1458, 0.1460] for DA = DB = 10−4 is approximately 0.95 (this follows
by using the method described in section 4.3). Hence, the asymptotic formula (3.41)
becomes
k0 ≈ ε3NANB(0.1459)ksmol, ε 1, DA = DB  1.(6.1)
To verify (6.1), notice that if DA = DB = 0, then the spherical caps are immobile.
In particular, the problem becomes equivalent to a single point particle diffusing
exterior to a 3D sphere of radius R which can only be absorbed at the sphere if it
reaches a pair of overlapping A and B spherical caps. Since the caps are immobile,
if they are not initially overlapping, then they will never overlap and the particle is
certain to never reach their intersection.
For simplicity, consider the case that NA = NB = aA = aB = 1. Notice that
the B cap will overlap with the A cap if any only if the center of the B cap lies in a
spherical cap of polar angle 2ε centered at the A cap. Assuming the caps are placed
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independently and uniformly on the sphere and noting that the curved surface area of
a cap with polar angle 2ε is 2piR2(1− cos(2ε)), the probability that the caps overlap
is
2piR2(1− cos(2ε))
4piR2
=
1
2
(1− cos(2ε)) = ε2 +O(ε4), as ε→ 0.(6.2)
We now calculate the probability that the particle reaches the intersection of the
caps, conditioned on the event, E(s), that the distance (the curved geodesic distance
on the sphere) between the centers of the caps is sRε ≥ 0, where s ∈ [0, 2). The key
point is that since the caps are immobile, this problem falls into the class of problems
analyzed in [30].
Let Pr denote the probability measure conditioned on an initial particle ra-
dius X(0) = r ≥ R and an independent and uniform distribution of the initial
angles (Θ0(0),Φ0(0)), (Θ
i
A(0),Φ
i
A(0)) for i ∈ {1, . . . , NA}, and (ΘjB(0),ΦjB(0)) for
j ∈ {1, . . . , NB}. Recall the definition of τ in (3.7), and thus τ < ∞ is the event
that the particle eventually reaches the intersection of the A and B cap. It follows
immediately from the leading order term in (3.37a) in Principal Result 3.1 in [30] that
PR0(τ <∞|E(s)) ∼
εc(s)
2R0
, as ε→ 0,(6.3)
where c(s) is the electrostatic capacitance of the magnified “lens” formed by the
intersection of the two spherical caps. That is, suppose w(x, y, z; s) is harmonic in
upper-half space, (
∂xx + ∂yy + ∂zz
)
w = 0, z > 0,
with mixed boundary conditions at z = 0,
w = 1, z = 0, (x− s/2)2 + y2 < 1, (x+ s/2)2 + y2 < 1,
∂zw = 0, z = 0, otherwise.
Then c(s) is such that
w(x, y, z; s) ∼ c(s)√
x2 + y2 + z2
, as
√
x2 + y2 + z2 →∞.
Now, it is straightforward to check that the probability density that the caps
overlap with separation sRε ∈ [0, 2Rε) given that they overlap is
ρ(s) =
s
2
.
Therefore, by conditioning on the value of the overlap distance s ∈ [0, 2) and using
(6.2) and (6.3), we obtain
PR0(τ <∞) ∼ ε2
∫ 2
0
P(R0 |E(s))ρ(s) ds ∼ ε
3
4R0
∫ 2
0
c(s)sds, as ε→ 0.(6.4)
Combining (6.4) with (3.16) and (3.15), in order to verify (6.1) we want to show
that
1
4
∫ 2
0
c(s)sds ≈ 0.1459.(6.5)
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Fig. 5. The asymptotic behavior of k0 in (3.41) as ε→ 0 as a function of the product NANB
for different values of the diffusivities. In all 3 plots, the solid lines are ε3NANBχ in (3.41) where
χ is computed using the kinetic Monte Carlo method of section 4, the squares are results from
M = 105 Monte Carlo simulations of the full process, and the triangles denote the 95% confidence
intervals for the simulation data using the method of section 4.3 (all lines and data are normalized
by ksmol). In the left plot, D
rot
A = 0, D
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B =
1
2
, DsurfA = 1, D
surf
B = 0. In the middle plot,
DrotA = D
rot
B = D
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A = D
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B =
1
2
. In the right plot, DrotA = D
rot
B =
1
2
, DsurfA = D
surf
B = 0.
We do not have an analytic formula for c(s) (except in the case s = 0). However, we
can apply the kinetic Monte Carlo method of [6] to calculate c(s) for a range of values
of s ∈ [0, 2) in order to numerically compute the integral in (6.4). Taking a uniform
grid of 400 values of s ∈ [0, 2) and computing each c(s) value with 107 simulations
(with an outer “escape” radius of 105) yields∫ 2
0
c(s)sds ≈ 0.5806.
Using this numerical value for
∫ 2
0
c(s)sds, we obtain
1
4
∫ 2
0
c(s)sds
0.1459
= 0.995 ≈ 1,
which confirms (6.5).
6.2. Monte Carlo simulations of full process. In this subsection, we com-
pare the asymptotic formula for k0 in (3.41) and the approximations keff and k0
(equations (5.12) and (5.15)) to Monte Carlo simulations of the full process in sec-
tion 3.1. Before describing our stochastic simulation method in more detail, we first
outline the main points and give the results.
As shown in section 3, the problem is equivalent to (i) a set of NA-many A
spherical caps and a set of NB-many B spherical caps that each move on the surface
of a single sphere with radius R and (ii) a point particle that diffuses exterior to
this sphere and is absorbed at the sphere if and only if it hits the intersection of
an A spherical cap with a B spherical cap (otherwise it reflects from the sphere).
The motion of the A spherical caps is governed by their individual surface diffusions
(with surface diffusivity DsurfA ) and the rotational diffusion of the A molecule (with
rotational diffusivity DrotA ), and similarly for B spherical caps.
We thus simulate the path of a single particle with diffusivity Dtr in R3 exterior
to a sphere of radius R > 0 and the paths of the diffusing caps on the surface of
the sphere until the particle either reaches the intersection of the A and B caps or
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Fig. 6. The approximations keff and k0 to the bimolecular binding rate k0 as a function of
NB for NA ∈ {10, 102, 103}. In both plots, the solid curves are keff in (5.12), the dotted curves
are k0 in (5.15), the squares are results from Monte Carlo simulations of the full process, and the
triangles denote the 95% confidence intervals for the simulation data using the method of section 4.3
(all curves and data are normalized by ksmol). The left and right plots have identical data, but the
left plot has a logarithmic vertical axis for better visualization for small values of NB. In the right
plot, the horizontal dashed lines give limNB→∞ keff. In both plots, we take D
rot
A = D
rot
B = 1 and
DsurfA = D
surf
B = 0.
reaches some large outer radius R∞ ∈ (R,∞). After repeating this M  1 times,
we calculate the proportion of particles that reach R∞. A certain modification of
this proportion then yields an approximation to the probability p in (3.8) that the
particle never reaches the intersection of the A and B caps, which then yields an
approximation to k0 via (3.15)-(3.16).
Figures 5-6 show very good agreement between our theoretical results and these
stochastic simulations of the full process. Figure 5 plots the asymptotic formula for
k0 in (3.41) for different values of the diffusivities D
rot
A , D
rot
B , D
surf
A , and D
surf
B as
a function of the product NANB ∈ [25, 200], where χ is computed from the kinetic
Monte Carlo simulations of section 4.
Since the formula k0 ∼ ε3NANBχksmol of (3.41) clearly breaks down for fixed
ε and large NA or NB , Figure 6 plots the approximations keff and k0 in (5.12) and
(5.15) for larger values of NA and NB . From this figure, we see that keff ≈ k0 agrees
well with stochastic simulations. The largest errors tend to occur when NA = 10
3
(or NB = 10
3), in which case the surface area fraction covered by binding sites is
fA ≈ Nε2/4 = 14 (or fB ≈ 14 ). This error is expected, since our approximations were
made assuming the surface area fraction is small. We note that the data points in
Figure 6 were computed from either M = 103, M = 104, or M = 105 simulations of
the full process, depending on the values of NA and NB . In particular, we used a
smaller number of simulations for large values of NA and/or NB as such simulations
are very computationally expensive (fortunately, larger values of NA and/or NB yield
a higher binding probability, so less simulations are needed to get a precise estimate
of k0). We further note that we take D
rot
A = D
rot
B = 1 and D
surf
A = D
surf
B = 0 in
Figure 6 to decrease computational cost.
We now describe our simulation method, which is similar to the method used in
[25, 26, 27]. Initially, we place the particle at radius R0 ∈ (R,R∞) and randomly dis-
tribute the caps uniformly on the sphere. The diffusion of the particle (with diffusivity
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Dtr), the surface diffusion of the A caps (with diffusivity DsurfA ), and the surface dif-
fusion of the B caps (with diffusivity DsurfB ) are simulated with the Euler-Maruyama
method [22]. To increase computational efficiency, we use either a large time step
(denoted ∆tbig) or a small time step (denoted ∆tsmall), depending on the distance
between the particle and the nearest A and B caps.
To implement rotational diffusion, at each time step, all the A caps undergo the
same random rotations about the three Cartesian coordinate axes (and similarly for
the B caps). More precisely, if we define the rotation matrices,
Rx(ω) :=
1 0 00 cosω − sinω
0 sinω cosω
 , Ry(ω) :=
 cosω 0 sinω0 1 0
− sinω 0 cosω
 ,
Rz(ω) :=
cosω − sinω 0sinω cosω 0
0 0 1
 ,
and let {(xiA, yiA, ziA)}NAi=1 denote the Cartesian coordinates of the centers of the A
caps at the start of a time step of size ∆t > 0, then the centers of these caps at the
end of the time step are
Rx(ω1)Ry(ω2)Rz(ω3)
xiAyiA
ziA
 ∈ R3, i ∈ {1, . . . , NA},
where ω1, ω2, ω3 are 3 independent realizations of Gaussian random variables with
mean zero and variance 2DrotA ∆t > 0. Importantly, the random variables ω1, ω2, ω3
do not depend on the index i ∈ {1, . . . , NA}, which means that the random rotation
is common to all of the A caps. The B caps are rotated analogously, though of course
the B caps are rotated independently from the A caps.
In all simulations, we take ε = 10−1.5 ≈ 0.03, Dtr = R = aA = aB = 1, R0 = 1.1,
R∞ = 10, ∆tbig = 10−3, ∆tsmall = 10−8, and M ∈ [103, 105] trials.
We now describe more precisely how we estimate k0 from the simulation data.
Let Pr denotes the probability measure conditioned on an initial particle radius
X(0) = r ≥ R and an independent and uniform distribution of the initial angles
(Θ0(0),Φ0(0)), (Θ
i
A(0),Φ
i
A(0)) for i ∈ {1, . . . , NA}, and (ΘjB(0),ΦjB(0)) for j ∈
{1, . . . , NB}. For a set of M  1 trials with fraction q ∈ [0, 1] that reach radius
R∞, we obtain the approximation
q ≈ PR0(τR∞ < τ),(6.6)
where τ ≥ 0 is the first time the particle reaches the intersection of A and B caps
(defined in (3.7)), and τR∞ ≥ 0 is the first time the particle reaches radius R∞,
τR∞ := inf{t > 0 : X(t) = R∞}.
Now, it follows immediately from integrating (3.12) and using (3.15) that
1− CR0 = PR0(τ =∞), R0 > R.
Therefore, to find an approximation for PR0(τ =∞), we follow [27, 34, 35] to obtain
1− CR0 = PR0(τ =∞| τ > τR∞)PR0(τ > τR∞)
≈ PR∞(τ =∞)PR0(τ > τR∞) =
(
1− CR∞
)
PR0(τ > τR∞).(6.7)
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The error in the approximation in (6.7) vanishes as R∞/R and/or min{DeffA , DeffB }/Dtr
grows. If we rearrange (6.7) and use (6.6), then we obtain the following numerical
approximation to the capacitance in (3.15),
C ≈ (1− q)R0R∞
R∞ − qR0 .
Plugging this approximation for C into (3.16) yields the numerical approximation to
the bimolecular binding rate k0 that is used in plotting the ratio k0/ksmol in Figures 5-
6.
7. Discussion. In this paper, we considered a generalization of the classical
Smoluchowski model for bimolecular binding rates that includes the fact that pairs of
molecules can bind only in certain orientations. This generalization took the form of
a high-dimensional, anisotropic diffusion equation with mixed boundary conditions.
We applied matched asymptotic analysis [30] to this PDE and derived the bimolecular
binding rate in the limit of small binding sites. The resulting binding rate formula
involves a factor, χ, that we computed numerically by modifying a recent kinetic
Monte Carlo algorithm [6]. We then applied the quasi chemical approximation [42] to
obtain (i) a formula which includes the effects of binding site competition/saturation
and (ii) a simple analytical approximation for χ. Our analysis thus constitutes a
hybrid asymptotic-numerical approach [24, 31, 44], as it relied on both asymptotic
analysis and numerical computation.
In our model, both particles are “patchy” or “heterogeneous,” meaning that
both particles contain localized binding sites. The limiting case of one heterogeneous
molecule and one homogeneous molecule (one molecule completely covered in binding
sites) is a classical and well-studied problem [2, 3, 12, 13, 14, 19, 30, 30, 32, 51], dating
back to Berg and Purcell’s landmark 1977 work [4] which yielded the rate constant,
kbp :=
εaANA
pi + εaANA
ksmol.
A number of interesting works have modified Berg and Purcell’s formula to account
for the effects of binding site arrangement and curvature of the molecular surface
[2, 3, 12, 13, 14, 19, 27, 30, 30, 32, 51]. In fact, the method of matched asymptotic
analysis that we employed in the present work follows the method employed in [30],
and also similar methods in [7, 8, 9, 10, 11, 25, 26, 28]. These formal methods are
related to the strong localized perturbation analysis pioneered in [45, 46]. Note that
the model of the present work is a strict generalization of the model of Berg and
Purcell.
The model of two heterogeneous molecules that we analyzed in the present work
was studied in the case of a single binding site on each molecule (NA = NB = 1)
by Sˇolc and Stockmayer in 1971 [41]. In that work, the authors used the symmetry
inherent in the single binding site model to derive an expression for the binding rate
in terms of an infinite series requiring the solution of an infinite system of linear alge-
braic equations [41]. In the absence of a tractable expression for the binding rate for
this single binding site model, subsequent studies have employed either the so-called
closure (constant flux) approximation [29, 43] or the quasi chemical approximation
[42]. Though heuristic, the quasi chemical approximation was shown to be quite accu-
rate for the case of a single, relatively large binding site on each molecule [48]. In the
case of a single small binding site on each molecule, the quasi chemical approximation
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[42] combined with the analysis of Berg [5] predicts that the bimolecular binding rate
has the following approximate asymptotic behavior [48],
k0 ≈ ε3χbksmol, if ε 1,(7.1)
where
χb = χb(λA, λB , aA, aB) :=
aAaB(aAλB + aBλA)
8
√
2
.(7.2)
Comparing (7.2) with our formula for χqc in (5.14) (which approximates the quantity
χ determined numerically in section 4), we see that the only difference is the factor
1/(8
√
2) ≈ 0.09 in (7.2) versus the factor 1/(4pi) ≈ 0.08 in (5.14). This difference
arises because (7.2) relies on an approximation of a certain infinite series, whereas
(5.14) depends on the asymptotic predictions of [27] (see (17)-(18a) in [5] and the
discussion surrounding (61) in [27] for more details). Hence, the results in this paper
show that the heuristic prediction (7.1) is quite accurate as ε → 0 and extend the
binding rate formula to the case of multiple binding sites.
Related work that studied the binding of spherical molecules with multiple binding
sites (often called molecules with “patches” or simply “patchy particles”) includes
[21, 33, 38]. In particular, reference [33] used Monte Carlo simulations to investigate
the relative contributions of translational and rotational diffusion to the association
of two or more patchy particles. Reference [38] studied the association of pairs of
patchy particles with a few relatively large patches using lattice models and lattice-
adjacent models, and reference [21] introduced a computational approach for studying
association and dissociation of such patchy particles.
In closing, we briefly discuss our results in the context of empirical binding rates.
The Smoluchowski bimolecular binding rate (1.4) for typical proteins is roughly [36]
ksmol ≈ 1010 M−1sec−1.
This rate significantly overestimates experimentally measured rates, which is to be
expected since it ignores orientational constraints in binding. Indeed, empirical rates
are often in the range [36]
kemp ∈ [0.5, 5]× 106 M−1sec−1.(7.3)
As noted in the Introduction, it is tempting to account for the orientational con-
straints by simply multiplying the Smoluchowski rate by a geometric factor given by
the product of the protein surface area fractions covered by binding sites, which yields
the binding rate kgeo := fAfBksmol (see (1.5)-(1.6)). However, this simple modifica-
tion yields a binding rate that is typically a few orders of magnitude smaller than
experimentally measured rates. For example, it has been estimated that [36]
kgeo ≈ 7× 102 M−1sec−1.(7.4)
Since ksmol overestimates kemp and kgeo underestimates kemp, it is interesting to note
that the binding rate, k0, satisfies
kgeo  k0  ksmol,
in the limit of small binding sites, ε 1. Indeed, kgeo for our model is
kgeo =
(NAε2
4
)(NBε2
4
)
ksmol = ε
4NANB
1
16
ksmol,
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where we have taken aA = aB = 1 for simplicity. Hence, (3.41) gives
kgeo
k0
∼ ε χ
16
 1, for ε 1.
Therefore, if we take the value (7.4) for kgeo and for definiteness take χ = 0.29 from
(4.11), then we obtain that k0 is in the typical empirical range (7.3) if ε ∈ [10−2, 10−1].
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