Abstract This paper describes and compares a selection of available modeling techniques for identifying homogeneous population subgroups in the interest of informing targeted substance use intervention. We present a nontechnical review of the common and unique features of three methods: (a) trajectory analysis, (b) functional hierarchical linear modeling (FHLM), and (c) decision tree methods. Differences among the techniques are described, including required data features, strengths and limitations in terms of the flexibility with which outcomes and predictors can be modeled, and the potential of each technique for helping to inform the selection of targets and timing of substance intervention programs.
Introduction
Targeted intervention programs intended in full or in part to reduce rates of substance use, abuse, and dependence have aimed their efforts at ''high-risk'' groups defined by early signs or symptoms that have been demonstrated in longitudinal research as potent predictors of substance use behavior. Examples of targeted substance use interventions include programs aimed at children of substance abusing parents (Kumpfer et al. 2007 ), deviant youth (Bierman et al. 2007) , and adolescents from impoverished socioeconomic backgrounds (Botvin et al. 2001) . The fact that these programs often differ not only in terms of samples targeted but also in basic program content and theoretical underpinnings demonstrates the implicit expectation that different rather than common developmental pathways may explain the emergence of substance use among diverse population subgroups.
Despite widespread acceptance of the concept of multiple pathways from a theoretical (Cicchetti and Rogosch 1996) as well as a practice perspective (Babor and Caetano 2006; Babor and Del Boca 2003) , the delineation of these pathways through empirical work has been partially impeded by an overreliance on variable-centered analyses, which evaluate potential predictors of substance use representing population averages rather than individual variability (Bates 2000; Bauer and Shanahan 2007) . The results of variable-centered approaches, in fact, have been demonstrated as least generalizable to those individuals exhibiting the largest deviations from the average (Labouvie et al. 1991) and may inadequately characterize associations between potential risk/protective factors and substance use outcomes for the majority of individuals in a given sample (Block and Robins 1993; Magnusson and Stattin 2006) .
The goal of understanding heterogeneity in the developmental pathways to and through substance use have given rise to the advancement and use of several pattern-centered statistical techniques (sometimes referred to as person-centered or group-based) that allow for the study of individual differences in behaviors and the relationships among established risk and/or protective factors within and between population subgroups (Bergman et al. 2006) . With the goal of disaggregating representative samples into coherent subsets of persons who are similar to each other based on specific patterns of behavior, these techniques organize data by identifying sets of like individuals on the basis of their exposure to a combination of risk/protective factors and/or the developmental trajectory of behavior that they follow. Together, these approaches may provide a promising strategy for uncovering multiple developmental pathways and informing the targets, content, and timing of substance interventions.
The aim of this paper is to describe and compare a selection of available pattern-centered modeling techniques. Specifically, we present a nontechnical review of the common and unique features of three methods: (a) trajectory models, (b) functional hierarchical linear modeling (FHLM), and (c) decision tree methods. Though many excellent technical references describing these methods are already available (Brieman et al. 1984; Jung and Wickrama 2008; Lemon et al. 2003; Li et al. 2006; Muthén and Muthén 2000; Nagin 2005 ), our review focuses on how research questions might be addressed with these methods as well as discussing data features that are most appropriate for their use (see Table 1 ). The selected methods represent a small number of alternative techniques with similarities and differences in terms of their ability to accommodate different study designs, their requirements for measurement of predictors and outcome, and the level to which each method has previously been disseminated in both the technical and substantive literature. We note that several other pattern-centered techniques are newly being used in substance use research. These include latent class analysis (e.g., Buettner et al. 2010 ) and its longitudinal extension, latent transition analysis (e.g., Maldonado-Molina et al. 2007) ; time series analysis (e.g., Dierker et al. 2006) ; and factor mixture analysis (e.g., Hildebrandt et al. 2007) . Although a consideration of each of these techniques is beyond the scope of a single paper, we hope to provide a model comparison that will allow readers to focus on the most critical considerations in evaluating patterncentered methods.
Trajectory Analysis
Pattern-centered trajectory analysis, also known as growth mixture modeling and semiparametric groupbased modeling (Muthén and Muthén 2000; Nagin 2005; Jones and Nagin 2007; Jones et al. 2001) , is a group of techniques based on a finite mixture model that has been used to map population heterogeneity in the development of substance use behavior. With the goal of identifying subgroups that follow distinct trajectories of substance use over time (in contrast to general growth modeling, which evaluates the average population trajectory), this analytic technique (a) tests for the presence of diverse developmental trajectories, (b) identifies the appropriate number of trajectories, and (c) evaluates the fit of each individual in terms of its likelihood of following each trajectory (see Fig. 1 for hypothetical smoking trajectories based on trajectory analysis).
To date, trajectories of smoking behavior have been the most extensively studied substance using these techniques. Based on different samples, longitudinal periods of assessment, and measurement of smoking behavior, support for three (White et al. 2002) , four (Audrain-McGovern et al. 2004) , five (Abroms et al. 2005; Colder et al. 2001; Guo et al. 2002) , and six (Chassin et al. 2000; Costello et al. 2008; LessovSchlaggar et al. 2008; Orlando et al. 2004; Stanton et al. 2004 ) distinct smoking trajectory groups have been described, providing evidence for multiple developmental patterns of smoking. The major strength of these trajectory methods is their ability to provide a more developmentally informed way in which the behavioral outcome can be characterized, that is, by considering behavioral change over time as the outcome of interest, rather than the traditional measurement of outcome at a single point in time. Whereas most empirical work has focused on the timing, rate, and intensity of substance use across time, more recently, symptoms of abuse and dependence have also been modeled with these techniques (e.g., Chung et al. 2005; Hu et al. 2008; Jackson et al. 2000) .
Collectively, this work has important implications for the identification of individuals who will experience the most substantial and impairing substance use outcomes. That is, investigations of trajectories from early adolescence to and through adulthood provide a unique opportunity to disentangle subgroups that will engage in relatively benign substance experimentation or those that will experience early remission of substance use behavior from those that will engage in problematic and/or chronic use. In this way, the empirical convergence of substance use trajectories across studies may reveal the groups of substance users most in need of intervention. This is achieved not only through the identification of trajectory subgroups but also by examining associations between individuals following different patterns of development and future consequences associated with those heterogeneous trajectories (Hill et al. 2000; Muthén and Muthén 2000; Schulenberg et al. 1996; White et al. 1998) . For example, Muthen and Shedden (1999) found that a subgroup of individuals with increasing binge drinking behavior between ages 18 and 24 had the highest probability of developing alcohol dependence compared to individuals exhibiting high rates of binge drinking at baseline and those reporting a relatively low, normative frequency of binge drinking behavior. Trajectory models also have the advantage of a great deal of flexibility in the specification of time. For example, change in substance use outcomes can be modeled for a series of distinct developmental stages (e.g., adolescence vs. young adulthood vs. middle adulthood). These piecewise trajectory models permit estimation of separate rates of change during critical developmental time periods or before and after the delivery of an intervention, and they can be useful for identifying important transition points. For example, Li et al. (2001a) tested a piecewise growth mixture model in which they estimated change over time in adolescent alcohol use separately for two critical developmental periods (middle school-6th to 8th grade-and high school-9th to 12th grade). Most studies have used piecewise trajectory models to evaluate change in substance use behaviors over distinct developmental age periods (see Li et al. 2001a, b) , but piecewise models are also recommended for intervention evaluation studies where change in substance use outcomes over time can be modeled separately for pre-and post-intervention time periods to isolate change during the intervention period and to determine the rate at which intervention effects change following termination of the intervention (see Brown et al. 2008) .
In addition to the developmentally informed way in which these analyses can describe homogenous subgroups whose substance use is differentially characterized by quantity, chronicity of use, and/or the timing of onset and progression, trajectory analyses also have the potential to more directly inform the presence of multiple developmental pathways through the inclusion of established risk or protective factors/predictors in the trajectory model. This important step can both validate the distinctiveness of the identified trajectory groups and provide information about differences in the constellations of risk/protective factors that may be linked to the likelihood of an individual following one trajectory over another. Though the most consistent findings have demonstrated that established risk factors are associated with higher odds of membership in each of the substance use trajectory groups compared to nonusers (Audrain-McGovern et al. 2004; Costello et al. 2008; Hill et al. 2000; Orlando et al. 2004) , in several cases, differences between substance user subgroups have also been established. As an example, Chassin et al. (2000) empirically identified six trajectories, two of which included substantial smoking in middle adulthood (i.e., the early stable and late stable trajectory groups). Important differences in adolescent and young adult psychosocial variables were found between these two groups despite both groups having reached similar young adult smoking levels and experiencing an inability to quit. Thus, the causal mechanisms very likely differ based on the presence of dissimilar risk. For example, late escalators have been consistently shown to display low risk profiles in terms of drug use (Costello et al. 2008 ; Fig. 1 Orlando et al. 2004; Stanton et al. 2004) , peer smoking, and deviance (Chassin et al. 2000; Costello et al. 2008; Orlando et al. 2004) , suggesting that these factors may be inappropriate targets for this subgroup of the population at risk for chronic smoking.
Importantly, though the outcome in these studies is developmentally informed by the measurement of substance use behavior at several points in time, with the exception of those studies using dual or joint trajectory analyses (see Chung et al. 2005; Jester et al. 2008 ) in which trajectories of two different behaviors are empirically linked, few have considered risk/protective factors in a developmentally informed way. That is, despite the ability of trajectory models to consider the time varying nature of risk in the form of dual or joint trajectories (Nagin 2005) , the vast majority of studies have examined risk factors measured at the first wave of assessment. Furthermore, like traditional regression analyses, the focus is most often on main effects that quantify the association between an individual risk factor and the likelihood of following one trajectory over another. Given that our search for multiple pathways involves questions about how risk/protective factors may work synergistically, trajectory analyses have to date not always been well used in terms of a consideration of more complex risk/protective pathways.
Although planned interactions are also tested when the sample is adequately large, these have most commonly included interactions between a single risk/protective factor and demographic indicators such as gender, ethnicity, or age. While these interactions allow for an exploration of nonlinear relationships between specific pairs of variables and the likelihood of trajectory membership, they may also represent an overemphasis on parsimony that may not characterize the most meaningful interactions or risk/protective factor constellations associated with problem substance use. Thus, whereas trajectory analyses have been extremely informative in identifying the heterogeneity in the timing, rate, and intensity of substance use progression, the limitations of real world data have in some cases precluded a careful exploration of hypotheses regarding ways in which multiple risk and/or protective factors may work together to promote or reduce specific substance use outcomes. For a more detailed description of trajectory analyses, there are several technical papers (Muthén and Muthén 2000; Nagin 2005 ) and empirical examples available (AudrainMcGovern et al. 2004; Costello et al. 2008; Hill et al. 2000; Orlando et al. 2004; Chassin et al. 2000) .
Functional Hierarchical Linear Modeling
While determinants of substance use behavior include distal factors such as those measured in traditional longitudinal studies with one or more years between assessment points (e.g., previous substance use or family history of substance use), they also include factors and circumstances proximal to the time that substance use actually takes place (e.g., characteristics of the physical and social environment, actions of peers, the individual's feelings or state of mind, subjective feelings of withdrawal). As such, the collection of intensive longitudinal data (i.e., 50 or more waves of assessment) has begun to have a significant impact on the substance use field as well as on the planning of interventions. Measuring these rapidly changing phenomena along with substance use behavior and establishing relationships among them requires a fine-grained approach involving measurement occasions at frequent intervals over time (Collins and Graham 2002) .Thus, in many cases, the careful study of the determinants of substance use onset, maintenance, cessation, and relapse now includes 50 or more waves of assessment with measurement intervals on the order of weekly, daily, or even several times a day (Dierker et al. 2006; Freedman et al. 2006; Hopper et al. 2006; Shiffman et al. 2007) .
Functional hierarchical linear modeling (FHLM; Li et al. 2006 ) is a newly emerging method that has the potential to uncover the presence of population subgroups. Unlike trajectory analysis, FHLM is more directly suited to the modeling of intensive longitudinal data in which observations are numerous across time (Walls and Schafer 2006) . Similar to trajectory analyses, the shapes of unique trajectory groups within the population are first evaluated. However, rather than limiting the description of change in substance use behavior to relatively simple shapes as is done in trajectory models (i.e., linear, quadratic, or cubic), FHLM allows for change to be directly modeled and described (Li et al. 2006) . That is, in practice, substance use may go up and down repeatedly over a day, week, month, or year rather than following these more idealized patterns. By employing non-parametric regression techniques, FHLM directly estimates the shapes of trajectories according to information derived from the data instead of assuming certain restricted or even unreasonable shapes. In FHLM, the only underlying assumption regarding the trajectory shapes is that the change of outcome over time is smooth (see Fig. 2 for hypothetical smoking trajectories based on FHLM).
Aside from FHLM's ability to directly model finegrained change in substance use over time, this method can also evaluate the presence of the time varying effects of potential covariates (i.e., risk/ protective factors) on these patterns of change. Though pattern-centered trajectory models have previously been able to evaluate the average association between time varying covariates and individual trajectories, FHLM has the added ability to test how these effects may change over time for trajectory groups. In other words, rather than testing only an average effect that a covariate may have on changing substance use behavior, FHLM also has the capacity to test whether a covariate (e.g., family history of alcohol abuse or parental monitoring) has either a consistent or time-varying effect on the alcohol use trajectories of unique population subgroups. FHLM may uncover, for example, that for those following an early escalating trajectory, a family history of alcohol has a stronger effect during early and late adolescence than during early adulthood (or vice versa). In this way, FHLM provides the opportunity to evaluate previously unanswerable questions such as how the relationship between risk/protective factors and substance use may change over time as well as the direction and strength of these associations. Though both trajectory analyses and FHLM are able to evaluate time-varying covariates (i.e., variables that are measured at each wave of assessment whose values change over time; e.g., Nagin 2005) , only FHLM can model these time-varying effects (i.e., change in the relationship between a risk/ protective factor and a substance use outcome over time; Li et al. 2006) . To date, FHLM does not yet include a piecewise feature permitting estimation of separate rates of change during different developmental time periods or before and after the delivery of an intervention. For a more detailed description of FHLM, the reader is encouraged to consult Li et al. (2006) .
Decision Tree Methods
When the goal of one's research is not to establish behavior trajectories but rather to define population subgroups based on the complex interplay among established risk/protective factors, a flexible analytic alternative are decision tree methods such as Classification and Regression Tree (CART) analysis (Brieman et al. 1984) . Unlike trajectory analyses and functional hierarchical linear modeling, which center on identifying diversity in behavioral outcomes, decision tree techniques can classify individuals according to unique ''initial conditions,'' which may include a constellation of risk/protective factors both unique to a subgroup within the population and distinct from the risk/protective constellation of other subgroups that exhibit the same outcome.
Specifically, decision tree models proceed by making binary splits in a sample in order to separate individuals based on each decision into the ''purest'' high-risk and low-risk subgroups with respect to a specific outcome of interest. A unique strength of decision tree methods is the ability to reveal nonlinear associations between risk/protective factors and the outcome of interest and to ultimately generate hypothesized pathways (operationalized as branches) that best describe subgroups with high (and low) proportions of individuals exhibiting a particular substance use outcome. All possible separations (categorical) or cut points (continuous) are tested by comparing the chi-square statistic in relation to the outcome. If a variable such as age (i.e., a continuous variable) is considered, every possible age split is tested and then evaluated according to which separates the participants into the purest high-risk and low-risk subgroups. Through this process, a decision tree is generated in which each of the variables in the model is assessed at each decision point including the variables on which the previous splits were made. In this way, the method is particularly suited to an elucidation of unique risk/ protective constellations and the resulting models can generate multiple unique subgroups. That is, subgroups showing similar substance use outcomes but different premorbid risk/protective factor constellations can be elucidated.
As an example, the alcohol abuse tree in Fig. 3 , based on hypothetical data, models lifetime alcohol abuse as the outcome and includes such risk/predictor variables as lifetime marijuana use (yes/no), age, gender, and deviance. The final tree model contains 9 nodes with 4 internal ones (pentagons) and 5 terminal ones (squares). Each internal node represents a decision point. For each node, the number of participants of the outcome variable, predictor variable, and cut point used to form the nodes are listed.
The binary marijuana use variable was the first variable to empirically separate the group into highand low-risk subgroups. The modeling procedure made further subdivisions with the following variables: a deviant behavior score, age, and gender. Terminal nodes (squares) represent final groupings. Larger numbers of individuals with alcohol abuse fall in terminal nodes in the right side of the model. Overall, the model correctly identified 89% of participants who abuse alcohol and 72% of those who do not.
As the tree diagram illustrates, deviant adolescents who have not used marijuana previously have a better prognosis in terms of alcohol abuse particularly if younger than 16 and female. Of the participants who had used marijuana, no additional covariates helped to classify alcohol abuse. Therefore, this model may suggest two pathways to alcohol abuse: One is through marijuana experimentation and the other is through additional deviant behavior. The deviant behavior pathway is important mainly for males who are 16 years old or older. Given that decision tree methods typically require the selection of a single outcome of interest (e.g., alcohol abuse) rather than modeling an empirically defined outcome trajectory, it must handle trajectorylike features of substance use behavior (e.g., chronicity, onset, and progression) through their inclusion in the model as one or more of several predictors. For example, in a recent study employing CART to examine heterogeneity in outcome following treatment for smoking cessation, Swan et al. (2004) included in their list of predictors of smoking behavior 3 and 12 months post treatment such premorbid smoking features as years smoked prior to treatment and the presence of previous quit attempts. Alternately, in a study evaluating the presence of multiple population subgroups at risk for increasing smoking behavior within adolescence, three separate CART models were tested based on a priori groupings of change seen in smoking (Dierker et al. 2004 ). The presence of unique risk/protective factor constellations were evaluated separately for individuals moving from (a) a nonsmoker status to experimental smoking during the 1-year follow-up assessment, (b) a nonsmoker status to regular smoking, and (c) experimental smoking to regular smoking.
Although decision tree methods are considered exploratory in nature, specific hypotheses related to the presence of unique subgroups can be tested. Rather than allowing the model to select a primary variable with which to split the sample into highand low-risk groups, the researcher may choose to select a variable as the primary split. For example, if one is interested in health disparities and has demonstrated, possibly through more traditional linear regression techniques, differences in terms of the associations between risk factors and substance use outcomes for Black versus White participants, that person may choose to include a race variable as the first model split. High-and low-risk subgroups for the substance outcome of interest would then be empirically determined for each racial group. This somewhat more planned model-building approach can be evaluated through an importance score, which measures the choice of a particular predictor against the other candidate predictors. For example, it is possible that risk/protective factors other than those that represent primary splits in the model can be of importance in the prediction of the substance use outcome. When predictors are highly correlated (e.g., mother's education and father's education; Steinberg and Golovnya 2007) , only one is likely to be selected for the model. The absence of the alternate variable from the model does not then suggest that it is unimportant but rather that it is ''masked'' by the other. For each step of a decision tree model, an importance measure can be calculated for each variable that was not selected as the predictor. The importance measure reflects the improvement that would be attributable to each variable in its role as a surrogate to the selected predictor. The values of these improvements are summed and scaled relative to the best performing variable (Steinberg and Golovnya 2007) . In short, the importance score can be used as a measure of a variable's ability to mimic the chosen tree and to play the role as stand-in for variables appearing as primary splits in the decision tree.
Unlike trajectory analysis and FHLM, decision tree methods specifically allow for a data driven exploration of nonlinear relationships between predictors and outcome and have the potential to fit numerous interactions that cannot be handled as efficiently with either traditional regression techniques or other pattern centered methods. Though not requiring longitudinal data, decision tree methods can be used to empirically link risk/protective factor constellations at earlier waves of assessment with substance use outcomes measured at a later time point (Dierker et al. 2004; Swan et al. 2004) . Given that traditionally research on the development of substance use behavior has been able to achieve its goals with only a few waves of measurement, decision tree methods are often appropriate for evaluating population heterogeneity and the possible presence of multiple etiologies. Despite its potential, however, within the substance use literature, it has to date been infrequently used (Dierker et al. 2004; McKenzie et al. 2006; Swan et al. 2004; Vik et al. 2006 ) when compared to trajectory analysis. For a more detailed description of decision tree methods, there are technical papers (Brieman et al. 1984; Steinberg and Golovnya 2007; Zhang and Singer 1999) and empirical examples (Dierker et al. 2004; Swan et al. 2004 ) available.
Practical Considerations for Use of These Pattern-Centered Methods
Aside from differences among the three methods reviewed in terms of their ability to uncover the presence of multiple pathways to substance use and in doing so, to potentially inform the planning of interventions, many measurement and design details associated with a particular study should be considered when selecting among these pattern-centered alternatives. These more practical details are reviewed in the sections that follow.
Measurement

Outcome
In order to employ pattern-centered trajectory analyses and FHLM, at minimum, data must include identical measurement of the substance use outcome at each assessment wave. Thus, longitudinal designs in which measurement of the substance outcome changes developmentally (e.g., measurement of substance initiation in childhood and early adolescence vs. measurement of abuse and/or dependence in late adolescence or young adulthood) would not be easily accommodated by either of these methods. Whereas the majority of empirical work to date has examined trajectories based on continuous measures of substance use-that is, number of cigarettes smoked, number of drinking occasions, or frequency of marijuana use-pattern-centered trajectories based on both trajectory analysis and FHLM techniques can also be defined based on binary (e.g., presence or absence of drug use), count (e.g., number of drug use incidents), or ordered data (e.g., no use, monthly use, weekly use, and daily use). Furthermore, given the often high rate of zeros in substance use data (i.e., reports of no substance use across many individuals and/or observations), both of these methods are capable of addressing this issue by using a two-part model in which one part deals with zero-value observations and the other part deals with non-zero observations (Witkiewitz and Masyn 2008) .
By comparison, decision tree analysis focusing on substance use have been exclusively performed on binary outcome data (Dierker et al. 2004; McKenzie et al. 2006; Swan et al. 2004; Vik et al. 2006) , although the general approach to prediction can also be applied to regression problems in which the outcome of interest is continuous/count data. That is, rather than decision points in the model corresponding to correct and incorrect classification rates on a binary outcome, decision points would instead correspond to generally higher or lower values on the continuous outcome. The average value of the continuous substance outcome would be estimated among those participants at each decision point (Lemon et al. 2003) . For situations in which count or ordered outcomes are available, observations would generally need to be dichotomized for use in decision tree models.
Predictors
Each of the three methods reviewed in this paper are appropriate for use with predictors that are binary, ordered, and count data. In a decision tree model, predictors are selected based on their ability to accurately classify cases in terms of the selected outcome. Alternately, the inclusion of predictors in a trajectory or FHLM model evaluates the change in the likelihood of membership in each trajectory group compared to a reference group based on different levels of the predictor (Muthén and Muthén 2000; Nagin 2005) . That is, they can influence which trajectory group a person is most likely to belong to. Whereas early work using this method most commonly included a single reference group (e.g., Abroms et al. 2005) , more recent work has examined each class in turn as a reference group in order to evaluate the likelihood of membership in each trajectory group with regard to predictors (e.g., Audrain-McGovern et al. 2004; Costello et al. 2008) .
Trajectory models have also been extended to include simultaneous modeling of a time varying predictor and outcome (see Chung et al. 2005; Jester et al. 2008; Witkiewitz and Masyn 2008) . These more general joint trajectory (or parallel process) growth mixture models permit examination of the relations between two behavioral trajectories as they change over time. Specifically, the joint probability of membership in trajectory classes for both outcomes can be examined. For example, Chung et al. (2005) examined relations between changes in alcohol use and DSM-IV alcohol symptom severity over the course of 1 year in adolescents with a lifetime DSM-IV alcohol use disorder diagnosis. They found that use and symptom severity were moderately associated over time, with the highest probability of joint group membership occurring for an abstainer alcohol use class and a very low symptom severity class. However, they also found variability in joint probability in other classes of use and symptom severity, suggesting a potential discrepancy in expected parallel development of increasing alcohol use and increasing symptom severity. Although dual trajectory analysis (two parallel processes included) has been more popular in practice, triple (or more) trajectories can be modeled with currently available software, e.g., PROC TRAJ. To date, however, the data requirements and interpretability of these more complex models has not been evaluated.
Covariates
In trajectory analysis, covariates are different from predictors in that covariates are used to specify the trajectories (i.e., their inclusion may change the number or shape of trajectories defined by the model) but not to predict the membership probability of belonging to a certain trajectory. Unlike predictors, covariates represent events or characteristics that can lead to changes in the trajectory itself. By including covariates (time stable or time varying), subgroups are defined not only by the shape of trajectories but also by the relationship between outcome and covariates during the course of a trajectory. This should in general lead to a more sensible description of the behaviors of each subgroup and hence help in revealing more useful details in substance use behavior. Notably, although linear relationships between outcome and covariates are always assumed in current trajectory analysis, FHLM is capable of relaxing this restriction and exploring more complicated hypotheses (e.g., time-varying relationships between outcome and covariates).
Assumptions
As is the case when any statistical analysis is undertaken, it is important to consider the statistical method's critical assumptions. Some of these assumptions are made by the researchers (e.g., existence of homogenous subgroups in the population) whereas other can be assessed through direct examination of the data (e.g., frequency distribution of the outcome, covariance structure of the repeated measures, general shape of change in the outcome) prior to analysis. Inaccurate assumptions can result in biased parameter estimates, inaccurate standard errors and test statistics, and misleading conclusions (e.g., concluding that there are more classes or subgroups than actually exist in the population).
The key assumption in trajectory analysis is the heterogeneity assumption, which says that heterogeneity in the population under study results from the existence of several homogeneous subgroups (classes) in terms of the behavior. However, the participants' indexes of class membership are not observable and are considered latent (Muthén and Muthén 2000; Nagin 2005 ). The second assumption in trajectory analysis focuses on the frequency distribution of the outcomes conditional on a latent class. That is, for different types of outcomes (binary, count, and continuous), different distributions might be employed. The covariance structure among the repeatedly measured outcomes is also an important assumption within trajectory analysis. This is in general similar to those assumptions used in classical longitudinal analysis where it is important to correctly specify the nature of the correlation among the repeated measures. The third assumption deals with the shape of trajectory, i.e., the shape of change of outcome over time. In general, the trajectories are assumed to have a polynomial (linear, quadratic, or cubic) form with the only exception, to our knowledge, being Shedden and Zucker (2008) .This shape is specified by the researcher in the formulation of the model to be tested. When predictors are included, a logistic regression model is in general assumed to link group membership probability to predictors, and when covariates are included, a linear relationship with time-stable coefficients between outcome and covariates is generally assumed, although the coefficients of the covariates might be assumed to be random to take into account individual level variability. That is, although the values of the covariates may vary over time, their relation to the outcome is assumed to be the same at every time point (i.e., the effect of the covariate on the trajectory is constant over time).
FHLM inherits most of the above assumptions but relaxes the restrictions on the shape of trajectories and on the relationship between outcome and covariates. Instead of assigning a specific form to the trajectory, FHLM only assumes the trajectory to be smooth and then estimates the shape of the trajectory based on observed data. In addition, the relationship between outcome and covariates is allowed to change over time instead of being constant over the course of the trajectory.
In contrast, decision tree methods represent nonparametric techniques for which assumptions about the distribution of predictors or outcome are not made. Thus, decision trees can handle numerical data that are highly skewed (i.e., an asymmetrical distribution of values) or multimodal (i.e., the relatively frequent occurrence of multiple values) as well as categorical predictors that are ordered or discrete (i.e., including a limited number of integer values). Given that the results of decision tree models for classification (binary outcomes) or regression (continuous outcomes) can be summarized based on logical if-then conditions, it does not require the assumption that the underlying relationships between the predictor variables and the outcome variable are linear.
Missing Data
In both trajectory modeling and FHLM, missing data on the trajectory measures (i.e., substance use outcomes across time) and on time-varying variables are handled with a maximum likelihood approach (Nagin 2005) together with the missing-at-random assumption, which assumes that for each individual, the likely values for missing data on the trajectory and time-varying variables can be estimated from other available observed data. That is, this approach uses available information on each case for constructing the trajectories rather than deleting individuals with missing observations. Similar to conventional regression methods, however, patterncentered trajectory models cannot accommodate cases with missing data on time-stable predictor variables (e.g., gender, ethnicity). Thus, when timestable predictors of trajectories are introduced into the model, cases with missing data on one or more of these predictors are dropped from the analysis. This creates the potential for the basic trajectory model (i.e., the model before predictors are introduced) to be based on a larger and potentially different sample. One option for correcting this would be to drop from the basic model those cases with missing data on the predictor variables. However, the loss of information and potential introduction of bias should be carefully considered before this strategy is selected (Collins and Lanza 2009 ). An alternate strategy for handling missing data on time-stable variables in trajectory analyses would be to use multiple imputation (Schafer and Graham 2002), a simulation-based approach where several complete data sets are created by imputing values for the missing data. Notably, however, though this approach preserves information and statistical power, it also supposes a single population within the data, an assumption that is at odds with the multiple subgroups hypotheses being tested with pattern-centered modeling approaches (Colder et al. 2001) .
In contrast, decision tree methods are unable to directly handle missing data on the outcome variable but can classify participants with missing data on the predictor variables through the use of information from correlated predictors (i.e., surrogates). That is, if a participant cannot be classified into a high-or lowrisk group due to a missing value, a surrogate predictor with the highest importance score (i.e., the calculation of the variable's ability to mimic the chosen model in terms of accurate classification of those with and without the outcome of interest) is used for that participant (Steinberg and Golovnya 2007) . Though a multiple imputation approach is again a possible strategy for handling missing values for both outcome and predictor variables, the hypothesized presence of multiple subgroups within the data may again be at odds with the single population assumption that multiple imputation involves. In a recent study in which surrogate splits and statistical imputation were directly compared in a CART model, imputation tended to outperform surrogate splits in terms of predictive accuracy (Feelders 1999) . Further, multiple imputation has the advantage of handling missing data in the predictors as well as the outcome variable, unlike the surrogate missing data procedures used by the CART algorithm.
Study Design
Number of Assessment Waves
The study design feature that most clearly distinguishes the three methods presented in this paper is the number of assessment waves that can be successfully modeled. Although there is one published example of using a decision tree technique for longitudinal data (Segal 1992) , generally these methods are most appropriate for cross-sectional data as well as data that include baseline assessment and a single longitudinal follow-up. In contrast, though varying numbers of assessment waves can be modeled with trajectory analyses, both lower and upper limits in terms of the longitudinal nature of the data are indicated. For example, for those studies that follow an individual age cohort across time and require evaluation of linear and quadratic developmental trajectories, at least 4 waves of assessment are required. This lower limit is not however required for studies that include multiple age cohorts. For example, numerous empirical papers have applied trajectory analyses to the first 3 waves of the AddHealth study, a nationally representative school-based study collecting data from adolescents in multiple age cohorts (grades 7 through 12 at the first wave of assessment). Because of the multiple overlapping age cohorts assessed in AddHealth, the study provides an opportunity to examine developmental trajectories spanning early adolescence into young adulthood by ''linking'' the cohorts together based on age in a cohort-sequential design (Miyazaki and Raudenbush 2000) . In this way, each participant contributes information to only a part of the trajectory (e.g., a 7th grader at the start of the study would contribute to the building of trajectories from approximately age 13-18 whereas an 11th grader would contribute trajectory information from age 17-22).
Upper limits for the number of assessment waves that can be successfully modeled as multiple trajectories are also indicated. Though trajectory analyses can computationally handle a large number of longitudinal observations, these analyses are limited by the shapes that can be evaluated (i.e., linear, quadratic, or cubic). In contrast, FHLM does not require that the shapes of the trajectories be specified in advance but rather models more complicated shapes directly from the data.
Spacing of Measurement Occasions
For each of the three methods, the longitudinal spacing of measurement occasions in a data set can include either evenly spaced periods between measurement occasions (e.g., 1 week, month, or year) or irregularly spaced periods (e.g. 1, 2, and 4 weeks/ months/years). For the purpose of informing interventions, it is most appropriate when measurement is over a meaningful period in which change is expected and interventions might feasibly be targeted. This could include measurement (a) before, during, and/or after a transition or (b) across a previously demonstrated age of risk for the development of risk/ protective factors, substance use behaviors, and/or consequences of substance use (Collins and Graham 2002) .
Handling Data Based on a Complex Sampling Design
Sample design refers to the procedures used to select a random sample. A complex sample design may include unequal probabilities (used to over-or underrepresent a specific subpopulation in the sample), stratification (used to select independent samples from different subpopulations), or multistage sampling (used to select on two or more levels of units imbedded one in the other, such as geographic areas [primary units], schools [secondary units], and students [tertiary units]).
When complex sampling is used, sample weights (accounting for unequal probabilities in selection) as well as other design effects (stratification and multistage sampling) need to be included in the statistical model to obtain parameter estimates that accurately reflect the population of interest (Brogan 2004 ). Whether or not complex sampling features can be modeled with these statistical techniques has to date been tied more closely to the software used to run the analyses than to the specific statistical method used. For example, when using MPlus to model longitudinal trajectories, sampling weighting as well as other design effects can be used in the estimation procedures Muthén 1998-2007) . In contrast, while PROC TRAJ can model case weights, it does not currently handle additional design effects. For data based on complex sampling, this would result in accurate tests of significance but somewhat inaccurate standard errors. Similarly, two of the most commonly used software packages for estimating decision tree models (CART Salford Systems and SPSS) each allow integration of the sampling weights but do not allow for the modeling of design effects (e.g., selection strata and clustering). Currently, FHLM does not allow the use of either sample weights or design effects.
Notably, however, when using pattern-centered methods, consideration of sample weights and design effects may in many instances fail to serve the research question of greatest interest. That is, the goal may not be to derive nationally representative estimates but rather to uncover homogeneous subgroups within a relatively diverse sample. Since nationally representative samples may mask characteristics of poorly represented groups, the choice to use the unweighted sample can improve one's ability to identify subgroups. For example, it is common in nationally representative samples to oversample various racial/ethnic groups and/or cohorts. This oversampling allows for increased power to detect potentially important differences based on ethnicity and/or age. If weighted back to their representation in the population, these important group differences may no longer be detected.
Power
The power of a statistical test is the probability that the test will correctly reject a false null hypothesis (i.e., detect a true effect). As with all statistical analyses, power increases as the sample size increases. Given the additional requirements of pattern-centered methods in terms of identifying subgroups rather than averaging across the population, these techniques require larger sample sizes than traditional approaches. As with traditional methods, base rates for the behavior of interest are also an important consideration. For example, though epidemiologic samples certainly offer generalizability and a necessary first step in mapping multiple etiologies, this goal may eventually require more targeted research designs. In that the majority of cases in any epidemiologic sample is not at risk for significant substance use and is exhibiting non-problematic behaviors, it is likely that additional ''high-risk'' studies will be needed in order to uncover the heterogeneity of problematic pathways. For example, data from the Seattle Social Development Research Project following a cohort from grade 5 to young adulthood showed that 70% of the sample could be classified as non-binge drinkers while only 4% of the sample exhibited any substantial or prolonged increases in their binge drinking behavior (Hill et al. 2000) . In order to adequately examine the multiple etiologic processes likely at work in the development of substance use disorders, a new generation of research studies may be in order, sampled from an epidemiologic population but screened to insure a concentration of cases that may elucidate heterogeneous pathways to and through problematic substance use outcomes. To date, not surprisingly, tobacco and alcohol use trajectories have been the most widely studied given their relatively high population base rates compared to other substances.
Model Selection
In trajectory analysis, selecting the appropriate model is accomplished by testing models with varying numbers of trajectories (usually between 2 and 8) and then using a combination of criteria for selecting a model that will be retained. These criteria include statistical fit (evaluated according to a deceleration in change in the Bayesian Information Criteria across models with larger numbers of trajectories), likelihood of trajectory group membership for each participant (evaluated according to the average posterior probability index where an average value of .70 for all trajectory groups has been suggested as a minimum indicator of adequate model fit; Nagin 2005), and both parsimony and interpretability of the trajectories. In each model, individual trajectories are also tested to determine whether each is linear, quadratic, or cubic in shape. For FHLM, using a combination of criteria including statistical fit, parsimony, and interpretability of the trajectories are also considered the most acceptable practices.
In contrast, for decision tree analyses, the primary focus of model selection is the avoidance of ''overfitting'' the data, a situation that arises when more and more splits (i.e., decision points) are added to the model that detract from the model's generalizablity when applied to new data not used to build the original model. To avoid this problem, decision tree models are first ''grown'' (i.e., a maximal number of splits or decision points are made in the data) until each resulting high-and low-risk group with respect to the outcome of interest includes a small number of participants. All decision points in the data that do not reduce the predictive accuracy of the model (i.e., do not reduce the percentage of correct classification of participants with and without the outcome of interest) are then removed. There are many ''pruning'' techniques both within and across software packages that differ in the measurement that is used to optimize predictive accuracy of the model.
Conclusions
The goal of risk/protective factor research focusing on a wide variety of other substance outcomes is to inform the content and timing of efforts aimed at preventing the onset and/or escalation of these conditions. Significant efforts in longitudinal research have been undertaken based on the belief that an understanding of processes involved in substance use initiation and escalation will provide the ground work for developing effective and cost efficient prevention strategies. Though pattern-centered theorizing about the development of substance use problems is common, the majority of statistical techniques used to evaluate the association between potential risk/ protective factors and future substance use outcomes are variable-centered in that they include a general examination of interrelationships among variables (Bates 2000) and commonly fail to characterize unique subpopulations that may be of interest in terms of etiology and/or treatment response. Thus, we have argued that pattern-centered methods have somewhat greater potential for informing targeted substance use intervention through the identification of homogenous subgroups that may be defined according to such characteristics as sequence, timing, and developmental expression of both risk and outcome. Decisions on the specific type of pattern-centered approach to be used should be guided by such considerations as the type of research question (e.g., interest in time-varying effects vs. an identification of early premorbid risk/ protective factors), assumptions regarding the nature of the association (e.g., parametric vs. non-parametric), study design features (e.g., number of assessment waves), and available data (e.g., amount of missing data). It is important to add, however, that no statistical methods can be considered adequate for testing the complex and dynamic interplay between and among biological, psychological, and social factors involved in the development of substance use behaviors. As an iterative endeavor, substance use research, as in all areas of science, must inform complex theory from the building and integration of large numbers of empirical studies.
If multiple etiologies are truly at work in the population, however, then further strides in the accurate prediction of substance use will likely be built on diverse pattern-centered approaches that explore the presence of multiple population subgroups across various substance use outcomes. The use of pattern-centered methods with the potential to more directly test the complex interplay among established risk/protective factors have allowed empirical substance research to begin to move beyond the focus on static associations between variables and toward a more developmentally informed exploration of factors that may guide the process. Aside from addressing how empirical work can best identify real world etiologies for substance use disorder, the ultimate challenge will be to make this empirical work maximally informative to prevention. The continued development of statistical methods now underway will greatly assist in this process.
