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Saudi ArabiaAbstract Accurate forecast ofmunicipal water production is critically important for arid and oil rich
countries such as Saudi Arabia which depend on costly desalination plants to satisfy the growing
water demand. Achieving the desired prediction accuracy is a challenging task since the forecast
model should take into consideration a variety of factors such as economic development, climate
conditions and population growth. The task is further complicated given that Mecca city is visited
regularly by large numbers during speciﬁc months in the year due to religious reasons. This study
develops a neural network model for forecasting the monthly and annual water demand for Mecca
city, Saudi Arabia. The proposed model used historic records of water production and estimated vis-
itors’ distribution to calibrate a neural network model for water demand forecast. The explanatory
variables included annually-varying variables such as household income, persons per household,
and city population, along with monthly-varying variables such as expected number of visitors each
month andmaximummonthly temperature. The NN prediction outperforms that of a regular econo-
metric model. The latter is adjusted such that it can provide monthly and annual predictions.
ª 2013 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
The forecast of future needs for potable water is important for
the planning and management of water resources. The projec-tions of urban water use are required in planning future require-
ments for water supply, distribution and wastewater systems. In
this regard, short-term forecasting is useful for operation and
management of existing water supply systems within a speciﬁc
time period, whereas long-term forecasting is important for sys-
tem planning, design, and asset management (Bougadis et al.,
2005; Davis, 2003). The forecast of water demand is particularly
important in regions of limited natural water resources. The
county of Saudi Arabia, for instance, is an arid country charac-
terized by a scarcity of its water resources. The country has no
perennial rivers or lakes, and its renewable water resources total
95 cubic meters per capita, well below the 1000 cubic meters per
Nomenclature
H household size
I income, SR
N city population, also number of data set
NN neural networks
m number of hidden layer neurons
MLP multi layer perceptron
p number of input neurons
q, qm water consumption, monthly water consumption,
l/day
qi perceptron weights
Qy, Qm yearly and monthly total water consumption, m
3/
day
RH, RI, RN annual growth rate for household size, income
and population, respectively
S scaling factor
T maximum monthly temperature, oC
u input variable
V visitors
wj, wii bias, input weights
x arbitrary variable
X explanatory variable
y output variable
~y measured output
Greek letters
a intercept of the econometric model
b model elasticity
h vector of MLP parameters
84 A. Ajbar, E.M. Alicapita benchmark commonly used to denote water scarcity. In
order to satisfy the needs for a growing population, the kingdom
is currently relying on desalination plants to satisfy around half
of the water demand. Building desalination plants is, however, a
costly and time consuming process. It is therefore of importance
that policy makers have a reliable estimate of the long term
water demand in order to implement the appropriate capital
expenditures in the development plans and to avoid any short-
age in the domestic water supply. Similarly, short-term
(monthly) water demand prediction is equivalently important
for municipal authorities to optimize the water production
based on rigorous analysis of the effect of number of visitors
on the total water consumption.
Water demand forecasting depends on a number of factors
(i.e. drivers or explanatory variables) that affect the demand.
These include socioeconomic parameters (population, popula-
tion density, housing density, income, employment, water tar-
iff, etc.), weather data (temperature, precipitation, etc.),
conservation measures as well as cultural factors such as con-
sumer preferences and habits. Various methodologies are
available in the literature for water demand forecast. The selec-
tion of the forecast methodology is driven in part by the data
that can be made available through collective efforts. The
methodologies for the forecast include end-use forecasting,
econometric forecasting and time series forecasting (Davis,
2003; Khatr and Vairavamoorthy, 2009). End use prediction
bases the forecast of water demand on the prediction of uses
for water, which requires a considerable amount of data and
assumptions. The econometric approach is based on statisti-
cally estimating historical relationships between the indepen-
dent explanatory variables and water consumption, assuming
that these relationships will persist into the future. Time series
approach, on the other hand, forecasts water consumption di-
rectly without having to predict other factors on which water
consumption depends (Khatr and Vairavamoorthy, 2009;
Zhou et al., 2000).
The econometric approach depends largely on variables
that change on a yearly basis or at least cannot be estimated
on a monthly basis. Therefore, these types of models can be
used only for annual water demand forecast. However, for a
city like Mecca, it is important to have a model capable of
monthly forecast to account for the varying number of visitors
from one month to another during one year. Time series mod-els allow utilizing input variables with different time scales.
However, the model may not directly account for physical
variables. Therefore, the effect of a speciﬁc physical variable
on the water demand cannot be quantiﬁed.
In this paper, a neural network model based on city popu-
lation, housing density, personal income, maximum monthly
temperature and monthly number of visitors will be developed.
Neural networks are proven tools for pattern recognition and
trend detection. Usually NNs can be used for data regression
with high nonlinearity (Pao, 1989). Other applications of arti-
ﬁcial NNs include identiﬁcation and control of dynamic pro-
cesses (Narendra and Kannan, 1990) and solution of
optimization problems (Hopﬁled and Tank, 1985). ANN is
also used for water demand forecast by Liu et al. (2003). How-
ever, their model was used only for annual water demand pre-
dictions. Further theoretical background on the ﬁeld of
artiﬁcial neural networks can be found elsewhere (Haykin,
1998; Paliwal and Kumar, 2009).
The proposed NN model has the capability for long term
(annual) and short term (monthly) water demand prediction
for the city of Mecca, the religious capital of Saudi Arabia.
Neural network model is chosen because its structure allows
using inputs with mixed time scales. Moreover, the model
structure permits utilizing physical variables with speciﬁc con-
ﬁguration. Thus the sensitivity of the model output, i.e. water
demand, to a deﬁnite physical variable can be estimated. A
modiﬁed econometric model that allows for multi rate predic-
tion will also be developed for comparison purposes. This
modiﬁed model is an ad hoc combination of the monthly-
based and yearly-based variables.
2. Water demand and supply in the city
Mecca city, with a population of around 1.4 millions, has an
important religious attraction and a focal point for local and
international visitors. The number of visitors varies from
month to month and may culminate to double the city popu-
lation in a single month which puts considerable strains on
available water resources. The visitors’ quantity has a distinct
peak at the 9th and 12th of the lunar calendar. These months
correspond to well known religious events which occur each lu-
nar year at the same time. The ﬂuctuating number of visitors
puts challenges on the municipal authorities to formulate the
42
44
1 2 3 4 5 6 7 8 9 10 11 12
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Lunar Month
To
ta
l v
isi
to
rs
 (x
10
00
,00
0)
Figure 2 Distribution of total visitors by month.
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water desalination plants.
On the supply side, the city receives around 98% of its re-
sources from desalination plants located on the Red sea. On
the demand side, the average per capita water consumption
in the city is estimated in 2010 to be 190 l/day (MOWE,
2010). This ﬁgure is close to the country average consumption
of 204 l/day. However, as expected, the monthly consumption
levels and hence the water demand are highly ﬂuctuated
throughout a single year in accordance with the inﬂux of visi-
tors and varying monthly temperature. Moreover, the overall
water demand may increase annually as the city population
and socioeconomic factors propagate from one year to an-
other. Therefore, a model capable of monthly forecast of water
demand over several years is highly needed.
3. Estimates of the city visitors and monthly temperature
There are basically two types of visitors, here forth called type
I and type II. The distinction between these visitors is impor-
tant for the estimation of their number. Brieﬂy, type I visitors
can come to the city during any month of the year except the
10th–12th month to perform one type of religious ritual (called
Umbra). This ritual reaches its climax on the 9th month of the
lunar calendar and the number of visitors reaches a peak dur-
ing this month. Another peak is reached during the 12th
month where type II visitors come to perform another religious
ritual (called Haj). The population number can increase in this
month to reach around three times the original local popula-
tion. The distinction between the visitors is important since
while there is a cap (through visa restrictions) on the number
of type II visitors, there is no limit on the number of type I vis-
itors. Fig. 1 shows a typical monthly distribution of the num-
ber of type I visitors (CDSI, 2010). It can be seen that a peak
occurs on the 9th month. The distribution for the other
months is less certain and so is the total of number of visitors
per year. The total number of type I visitors has reached 3 mil-
lions in 2010 but is expected to increase by 3% according to
the predictions of the planning authorities. Setting the target
for the Umrah visitors to 3 millions and using the expected dis-
tribution in Fig. 1, a rough estimate of average monthly num-
ber of this type of visitors can be obtained.
Regarding type II visitors, their total number is ﬁxed at
2.5 millions per year, by assigning a ﬁxed quota to each coun-
try. This type of visitors starts coming to the city in the begin-
ning of the 10th month, perform the ritual in the second weekFigure 1 Distribution of type I visitors by month.of the 12th month and leave the country within two months.
However, the rates of visitor’s accumulation and departure
are largely uncertain. Local visitors from inside the country,
who make up one third of the visitors, come usually one day
before the ritual and leave few days after, while the rest of vis-
itors from outside the country may stay longer. For these rea-
sons, a rough distribution for this type of visitors was also
assumed (CDSI, 2010). For months three through nine, the
number of visitors is almost zero with very minor variations
to allow for left over visitors from the previous year. For
months 10–12, the mean values were taken to be 3%, 35%
and 65% of the target value of 2.5 millions. According to his-
torical records, most of type II visitors depart within two
months following the event month. Therefore, the mean value
for months 1 and 2 was taken to be 30% and 5% of the target
value, respectively. Fig. 2 shows the estimate of the average
number of total visitors (type I and type II) in each month
of the year.
Maximum monthly temperature records are available
according to the Gregorian calendar. Typical average monthly
temperature for Mecca city is shown by the solid line in
Figs. 3 and 4. The monthly temperature is very consistent1 2 3 4 5 6 7 8 9 10 11 1226
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Figure 3 Maximum monthly temperature distribution.
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Figure 4 Maximum monthly temperature distribution for the
recent years.
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Figure 5 Prediction of monthly water demand using the econo-
metric model.
86 A. Ajbar, E.M. Alifor the Gregorian months, which means that the average
2temperature will remain almost the same for a given month
over any year. The reason for this is that Gregorian calendar
is related to the solar system which controls the four seasons
of the year. This is not the case for the lunar month because
it is related to the moon phases. The lunar calendar shifts every
year by eleven days from the solar calendar. Therefore, the lu-
nar month does not match exactly the solar month and this
mismatch changes every consecutive year. Consequently, the
average monthly temperature is not consistent for the lunar
calendar. However, water demand prediction has to be accord-
ing to lunar months because of the two speciﬁc occasions that
occur at 9th and 12th months of the lunar calendar. In this
case, the average monthly temperature for the lunar month
will be interpolated from the given temperature proﬁle for
the solar months using well known correlation between the lu-
nar and solar calendar. Fig. 3 illustrates the interpolated
monthly temperature for past four years that correspond to
the historical training data to be used for developing the
econometric and NN models. Similarly, the interpolated tem-
perature for recent two years is depicted in Fig. 4. The lunar
temperature distribution for these two years is very close to
the solar one because in these two years the two calendars al-
most coincide with each other.
4. Econometric water demand model
The following standard functional population model is
adopted to estimate the total water use:
Qy ¼ Nq ð1Þ
Q is the total annual water use, N the population number and
q is the water use per capita. The water use (q) is assumed to
depend on a number of explanatory variables (Xi). The pro-
jected values for each explanatory variable are required to de-
velop the forecasted per capita use. Projected values for the
populations (N) are also required. In general, the development
of the model requires a commitment of resources for data col-
lection and statistical modeling of the database. A variety of
econometric models can be used to express the per capita use
(q). Overviews on estimations of residential water demandwere provided by a number of authors (Arbue´s et al., 2003;
Dalhuisen et al., 2003; Davis, 2003; Espey et al., 1997;
Hanemann, 1998; Khatr and Vairavamoorthy, 2009; Klein et
al., 2007; Worthington and Hoffman, 2007; Worthington
and Hoffman, 2008). The log–log model, where all variables
enter the regression equation in a logarithmic form is selected
in this work. This model was used extensively in the literature
(Mazzanti and Montini, 2006; Musolesi and Nosvelli, 2007;
Nauges and Thomas, 2003; Olmstead et al., 2007; Schleicha
and Hillenbrand, 2009). The model relates (q) to the explana-
tory variables (Xi) using the following equation:
lnðqÞ ¼ aþ b1 lnðX1Þ þ b2 lnðX2Þ þ    þ bn lnðXnÞ ð2Þ
Conveniently, the log–log model allows the parameter estimate
b1 to be directly interpreted as the elasticity of demand associ-
ated with the explanatory variable X1. One drawback of the
model is that it presumes elasticities to be constant over the en-
tire domain of the variables. Another drawback is that the
model does not allow using inconsistent time-scale variables.
4.1. Model calibration for monthly forecast
First, a monthly-based econometric model will be developed.
Later, the model will be adjusted to account for annual varia-
tion. The following explanatory variables were selected: the
monthly number of visitors (V) and the maximum monthly
temperature (T). The selection of the explanatory variables
was conditioned by the availability of historical data and also
by the anticipated importance of the variable. In this case,
Eq. (2) can be written for monthly water use as follows:
qm ¼
Qm
N
¼ aVb1Tb2 ð3Þ
Calibrating the above model, i.e. estimating the value of its
parameters a, b1, and b2 requires ﬁtting the maximum monthly
temperature and monthly number of visitors to the monthly
water per capita consumption or equivalently the total
monthly demand, Qm. Calibrating the model in Eq. (3) to
the historical data for the year 2006 is demonstrated in
Fig. 5. The comparison shown in the ﬁgure does not reﬂect
an excellent agreement however, it captures the main behavior
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Figure 7 Monthly water demand for the years 2003–2006 using
the integrated model.
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Figure 6 Prediction of average annual water demand using the
econometric model.
Prediction of municipal water production in touristic Mecca City in Saudi Arabia using neural networks 87at the 9th and 12th month. The obtained model cannot be used
to predict the water demand for the following years because
the temperature and visitor quantity remain the same and
more importantly it does not account for annually-varying
explanatory variables. Remediation of this situation will be
discussed in the following section.
4.2. Model calibration for annual forecast
An econometric model for prediction of annual water demand
can also be developed in the same manner. The median house-
hold income (I) is the ﬁrst explanatory variable in themodel that
assumed to change only annually. For normal goods, demand
should increase proportionately with income. With water, the
measurement of income effects on consumption is important.
In countries where the water price is important, water bills often
represent a proportion of a household’s income (Arbue´s et al.,
2003). However, in our situation and because the price of water
is negligible, the income affects the consumption of water indi-
rectly. Since income approximates wealth, income can be used
to proxy other normal and luxury goods associated with house-
hold water consumption where data may not be easily obtain-
able, including swimming pools and dishwashing machines.
Moreover, high income families tend to have large houses which
could affect water consumption.
The household size (i.e. average persons per household, H)
is another annually-varying explanatory variable selected in
the water use model. As the number of household members in-
creases, per capita water consumption is expected to be af-
fected. However, the change could be positive or negative,
depending on whether water uses such as washing, cooking in-
crease more or less proportionally to the increase in household
size (Schleicha and Hillenbrand, 2009).
In order to calibrate the selected model, historical data for
the average annual demand of four years (2003–2006) were
collected from the relevant sources. The water consumption
was made available from the ministry of water and electricity
while the data pertinent to population number, population
growth, median household income and person per house were
obtained from the ministry of planning. Census data for the
years 1974, 1994 and 2004 were used to estimate the growth
rate for these variables. The growth rates were further tuned
using a recent statistic published in 2010 as given in Table 1.
The model in this case should be in the form of:
qy ¼
Qy
N
¼ aHb1Ib2 ð4ÞTable 1 Model and growth rate values.
Growth rate for socioeconomic variables
RI 0.022
RH 0.0238
RN 0.021
Model parameters Monthly model Annual model
a 3.3 2.636
b1 0.151 0.1548
b2 0.142 0.0794The training data for the years 2003–2006 are available in
monthly basis as shown in Fig. 7, however, these values were
averaged for each year. Calibrating model (4) to the averaged
annual data is shown in Fig. 6. The model prediction is in good
agreement with the historical data because the trend is almost
linear. Nevertheless, the model does not account for the
monthly ﬂuctuation due to variation in temperature and visi-
tors. One way to deal with this situation is by combining the
monthly and yearly models. In due course, model (3) can be
used to anticipate the monthly water demand while the param-
eters of model (4) can be used to scale up the monthly forecast.
In fact, model (4) can be used to calculate an annual scaling
factor as follows:
Qy2
Qy1
¼ Ny2H
b1
y2
Ib2y2
Ny1H
b1
y1
Ib2y1
ð5Þ
Assuming that the population grows exponentially with an an-
nual growth rate of RN, the household density linearly with an-
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Figure 8 Validation of the integrated econometric model with
municipal data of 2009 and 2010.
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88 A. Ajbar, E.M. Alinual growth rate of RH and the household income linearly with
annual growth rate of RI, the last equation can be written as
follows:
Qy2
Qy1
¼ Ny1e
RNn
Ny1
Hb1y1 ð1þ RHnÞ
b1
Hb1y1
Ib2y1 ð1þ RInÞ
b2
Ib2y1
¼ eRNnð1þ RHnÞb1ð1þ RInÞb2 ﬃ S ð6Þ
Or
Qy2 ¼ SQy1 ð7Þ
Here n equals to y2y1 and S is the scaling factor that can be
used to scale up the monthly prediction Qm of an arbitrary
year y1 to the consecutive years accordingly. The scaling factor
in this case accounts for the effect of the increasing socioeco-
nomic factors. Applying this proposed method provides the
water demand forecast shown in Fig. 7. Obviously, the inte-
grated econometric model does not provide an excellent per-
formance, but it still captures the major dynamics of the
water demand over the given interval. The proposed method
is further tested through validation across recent water pro-
duction data as shown in Fig. 8. Again, the mismatch between
the actual data and the model prediction is noticeable. The val-
ues of the given parameters in Eqs. (3, 4, and 6 are listed in Ta-
ble 1. It should be noted that the models in (3) and (4) could
have more explanatory variables, however this is limited by
the available resources.
5. Neural network model
Neural network (NN) is a useful tool that uses an experimental
data to produce a mathematical relationship between input
variable and output variable. Neural network ﬁeld is well
established and has several applications other than data ﬁtting.
A typical neural network topology also known as multilayer
perceptron (MLP) is shown in Fig 9. The ﬁgure shows three
layers. The ﬁrst layer is the input layer which comprises several
input variables each of which is deﬁned by input neuron. The
second layer is the hidden layer which consists of a several neu-
rons known as perceptrons. The input to the hidden layer is alinear weighted combination of the input neurons. The activa-
tion function, f () is used in the hidden layer to restrict the per-
ceptron output between 0 and 1. In this paper a typical sigmoid
function is used as an activation function:
fðxÞ ¼ logisitcðxÞ ¼ 1
1þ expðxÞ ð8Þ
The last layer in Fig. 9 is the output layer which contains a
number of output neurons each of which is a weighted linear
combination of the hidden layer neurons. Therefore, a speciﬁc
output can then be written mathematically as:
y ¼
Xm
i¼1
qif
Xp
j¼1
wijuj þ wi0
 !
þ w ð9Þ
Common MLP structure contains several unknown parame-
ters such as the input weights wij, the perceptron weights qi
and bias wk. The bias can be treated as a new input with ﬁxed
value of + 1. In this case, the weight of the new ﬁxed input
resembles the bias. The MLP parameters are the unknown
model parameters that can be estimated by solving the follow-
ing optimization problem:
min
h
XN
k¼1
e2k ¼
XN
k¼1
ðyk  ~ykÞ2 ð10Þ
where h denotes the entire space of MLP parameters, y is the
MLP output, ~y is the output measurement (water demand in
this case) and N is the number of observations. The solution
Table 2 Base value for socioeconomic variables.
Variable Value at 2003
City population 1,277,744
Household size 5.22
Income (SR) 42,300
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Figure 12 Neural network model validation using 2009 and 2010
data.
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work literature; however, we choose to solve it by numerical
techniques using MATLAB software. The procedure of solv-
ing the above problem is known as training in the NN
terminology.
The speciﬁc NN structure for water demand prediction is
depicted in Fig. 10. In this case 27 input variables are used.
One hidden layer with 15 neurons is employed. Three hidden
neurons combine the effect of the socioeconomic inputs such
as the population, household density, and household income.
The other 12 neurons are interconnected to the number of vis-
itors and maximum temperature for the twelve months of the
year. All hidden layer neurons are connected to all output neu-
rons collectively. The output layer consists of 12 output neu-
rons which represent the water demand for each month of
the lunar calendar. The output neurons contain additional bias
elements to account for uncertain parts such as leak in the
pipelines, unaccounted water use, or sudden changes in the
municipal policies.
Some MLP may have several hidden layers. The increase of
the hidden layers can increase the capability of the MLP to
approximate any smooth function to an arbitrary degree of
accuracy. However more hidden layers make the network
harder to train since the parameters become more strongly
nonlinear. In practice, MLP with one hidden layer is most
common, sometimes a two hidden layers MLP is used, how-
ever the application of more than two hidden layers is exotic.
In our case, large hidden layers were found useless in the sense
of providing higher accuracy. For this reason we restrict our
investigation to one hidden layer.
A primary step before ﬁtting the data is to use proper scal-
ing of the input and output variables. In fact, to achieve appro-
priate computation stability during the learning phase of NN
models, the domain of input variation should be within the
range of the used data. This was performed by the following
scaling rule:
x ¼ x xmin
xmax  xmin ð11Þ
The proposedNN structure is trained with the water production
data for the years 2003–2006. The training result is shown in0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51
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Figure 11 Neural model training result.Fig. 11. When developing the model, the monthly temperature
and number of visitors remain constant over the four year span
of the training horizon. The other variables such as population
count, household density, and household income change every
year according to the growth formula given in Eq. (6). The
growth rate for each variable is given in Table 1. The base value
of these variables is taken at the year 2003 and listed in Table 2.
The prediction of the NNmodel is shown in ﬁg. 11 that presents
an excellent agreement with the training data in comparison to
that obtained by the integrated econometric model shown in
Fig. 7. There is a minor mismatch particularly for the months
2–8 in each year. The training data themselves contain an unpre-
dictable behavior of thewater production. This behaviormay be
attributed to the irregular variation on the number of type I vis-
itors during these months of the year. The NN model showed a
remarkable capability for capturing the climax periods and in-
terim ﬂuctuation which the econometric model failed to attain.
TheNNmodel is further validated with the 2009 and 2010water
production data as illustrated in Fig. 12. It can be seen that the
NN model predictions substantially outperform those of the
econometric model shown in Fig. 8, but they could not track
the validation data adequately. In fact, the water consumption
record in these years does not follow the same pattern of the pre-
vious years. In 2009, the water consumption during months 1–8
remained almost constant with a minor increase at the month
nine. This can be attributed to the lingering number of visitors
due to the fear of swine ﬂu epidemic. On the other hand, the
water consumption jumped in the 6th month for the year
2010. The rationale behind this incident is not clear.
One of the purposes of the NN model is to forecast future
water demands and to investigate the effect of varying
explanatory variables. Fig. 12 demonstrates how the NN mod-
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Figure 13 Water demand forecast for the years 2010–2013 using
Neural network model.
90 A. Ajbar, E.M. Aliel anticipates the water demand starting from 2010 up to 2013.
Of course, longer periods of prediction are possible, however
we limit the test to four years for demonstration purposes.
The NN model is coded such that it only requires the
forecasting years and visitor distribution. The NN model will
automatically interpolate the monthly temperature for the
forecasted years and estimate the future socioeconomic factors
using the growth rate formula mentioned earlier. Based on
these data, the NN model anticipates the future water demand
as shown in Fig. 12. In this case, the number of visitors is as-
sumed to be constant for the all months except for month 9
and 12. For the 9th month the number of visitors is assumed
to increase annually by 10% while that for the 12th month
by 5%. The simulation indicates a regular trend of water de-
mand which increases annually due to the change in socioeco-
nomic variables. Minor monthly variation occurs from one
year to another due to the temperature variation because the
lunar calendar shifts away from the solar calendar as time pro-
gresses. The growth in type I visitors is reﬂected on the amount
of water demand starting with a small amount at 2011 to an
apparent amount at 2013. On the other hand, the growth of
type II visitors has a little inﬂuence to an extent that it becomes
apparent only at 2013. (See Fig. 13).
6. Concluding remarks
This paper aims at developing a water demand model capable
to provide short-term and long-term forecast for the city of
Mecca, the largely visited city in Saudi Arabia. The work
was also an opportunity to shed some light on the peculiarities
and the challenges for forecasting water demand in an arid and
oil rich country, where the water sector lacks efﬁcient manage-
ment policies. In addition, the work addresses the challenge
imposed by the irregular visitor inﬂuent to the city during
the year. The analysis of historical data revealed the existence
of peaks at two religious occasions that occur at speciﬁc dates
of the lunar calendar. The data also demonstrated a steady an-
nual increment in the water demand. For this purpose, twotypes of models were developed for the forecast of monthly
and annual water demand in the city. The models, in this case
must combine the impact of monthly-varying and yearly-vary-
ing explanatory variables. The neural network model was
found to be superior to the econometric model in the sense
of capturing the water consumption dynamics both in the
short and long terms. The NN model was also found useful
in investigating the inﬂuence of the changes that might occur
in the number of visitors on the overall water demand. Once
the NN model is trained it stands as a useful tool in the hands
of decision makers of water resources to analyze the effect of
input perturbation on future forecast of water demand. This
may lead to an optimal operation of urban water systems.
However, the realistic water consumption data contain abnor-
malities that cannot be related to deterministic known vari-
ables. Municipal data may get inﬂuenced by unforeseen
incidents such as leaks in the system, and changing policies,
crisis or social habits.References
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