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Abstract
The paper is devoted to the problem of exact controllability for a wide class of neutral
and mixed time-delay systems. We consider an equivalent operator model in Hilbert space
and formulate steering conditions of controllable states as a vector moment problem. The
existence of a basis of eigenvectors of the system operator enables the form of the moment
problem to be substantially simplified. A change in control by a feedback law modifies the
system structure to guarantee the existence of a basis of eigenvectors of the corresponding
operator. We prove a criterion of exact controllability and ascertain the precise critical
time of controllability.
Анотацiя
Робота присвячена вирiшенню задачi точної керованостi для досить широкого кла-
су систем з запiзненням нейтрального та змiшаного типiв. Розглядаючи еквiвалентну
операторну модель в гiльбертовому просторi, ми формулюємо умови керованостi у
виглядi деякої векторної проблеми моментiв. Вид даної проблеми моментiв iстотно
спрощується при наявностi базису простору з власних векторiв оператора системи
з запiзненням. Замiна керування дозволяє перетворити структуру системи, i гаран-
тувати iснування базису з власних векторiв вiдповiдного оператора. Ми доводимо
критерiй точної керованостi i встановлюємо точний час керування.
Аннотация
Данная работа посвящена решению задачи точной управляемости для достаточно
широкого класса систем с запаздыванием нейтрального и смешанного типов. Рассма-
тривая эквивалентную операторную модель в гильбертовом пространстве, мы форму-
лируем условия управляемости в виде некоторой векторной проблемы моментов. Вид
данной проблемы моментов существенно упрощается при наличии базиса пространс-
тва из собственных векторов оператора системы с запаздыванием. Замена управления
позволяет преобразовать структуру системы, и гарантировать существование базиса
из собственных векторов соответствующего оператора. Мы доказываем критерий то-
чной управляемости и устанавливаем точное время управления.
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1 Введение
Задача управляемости для линейных систем с запаздывающим аргументом имеет доста-
точно длительную историю (см., например, [4, 2, 6, 9, 11, 12] и ссылки из этих работ). В
данной работе мы рассматриваем задачу точной управляемости для достаточно широкого
класса систем нейтрального типа заданных следующим уравнением:
z˙(t) = A−1z˙(t− 1) + Lzt +Bu, t ≥ 0, (1.1)
где A−1 ∈ Rn×n, B ∈ Rn×r – постоянные матрицы, zt : [−1, 0] → Cn определяется как
zt(s) = z(t+ s), оператор запаздывания L задан соотношением
Lf =
∫ 0
−1
A2(θ)
d
dθ
f(θ) dθ +
∫ 0
−1
A3(θ)f(θ) dθ,
и A2, A3 являются n × n-матрицами с элементами из L2([−1, 0],C); управление u также
принадлежит классу L2(0, T ;Cr).
Переход от систем с запаздывающим аргументов к эквивалентным моделям в некото-
ром функциональном пространстве является одним из наиболее плодотворных подходов.
А именно, системе с запаздыванием сопоставляется бесконечномерная система вида
x˙ = Ax+ Bu, x ∈ H, (1.2)
где линейный оператор A является генератором C0-полугруппы.
Для линейных систем вида (1.2) с конечномерным фазовым пространством хорошо
известна концепция управляемости Калмана: множество достижимости из нуля за время
T совпадает со всем пространством (RT = H), при этом, если управление не ограничено,
то время T произвольно. Если же фазовое пространство H бесконечномерно, то данное
свойство вообще говоря, не имеет места. Для линейных систем с запаздыванием множество
достижимости является является подмножеством D(A), области определения оператора
A, поэтому естественным является вопрос попадания на все множество D(A). Кроме того,
время перехода для систем с запаздыванием не может быть произвольно малым, поэтому
мы также ставим задачу нахождения минимального времени перехода из точки 0 в прои-
звольное состояние. Следующий критерий управляемости для класса линейных систем
нейтрального типа (1.1) был получен соавторами данной работы в статье [14].
Теорема 1.1 Система нейтрального типа (1.1) является точно управляемой тогда и
только тогда, когда выполнены следующие условия:
(i) не существует таких λ ∈ C и y ∈ Cn\{0}, что (∆A(λ))∗ y = 0 и B∗y = 0, где
∆A(λ) = λI − λe−λA−1 − λ
∫ 0
−1
eλsA2(s)ds−
∫ 0
−1
eλsA3(s)ds, (1.3)
или, что то же самое, rank(∆A(λ) B) = n для всех λ ∈ C.
(ii) не существует таких µ ∈ σ(A−1) и y ∈ Cn\{0}, что A∗−1y = µ¯y и B∗y = 0, или,
что то же самое, rank(B A−1B · · · An−1−1 B) = n.
Более того, если выполнены условия (i) и (ii), то система точно управляема за любое
время T > n1 и неуправляема за любое время T ≤ n1, где n1 – первый индекс управляемо-
сти пары (A−1, B).
Если максимальная величина запаздывания равна h, а не 1, то критическое время
управляемости равно T = n1h.
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Отметим, что (1.1) является системой с распределенным запаздыванием для которой,
в отличие от ситуации нескольких дискретных запаздываний (см. [2, 9, 3, 10, 13, 20] и ссыл-
ки из этих работ), явный вид полугруппы, вообще говоря, нельзя найти, что существенно
усложняет дальнейший анализ. Также отметим, что важным достоинством теоремы яв-
ляется указание точного времени управляемости.
Стоит также отметить, что для линейных систем с запаздыванием без нейтрального
слагаемого (A−1 = 0) для точной управляемости необходимо выполнение условия rankB =
n, которое является очень жестким. Это означает, что понятие точной управляемости
является более естественным для систем нейтрального типа.
Для изучения точной управляемости мы используем подход связанный с переходом
к проблеме моментов и ее последующим анализом. А именно, условия попадания из нуля
в некоторое состояние фазового пространства интерпретируются как векторная тригоно-
метрическая проблема моментов, которая строится по некоторому специальному базису
Рисса фазового пространства. Исследуется разрешимость полученной проблемы момен-
тов, используя методы [1] (см. также [24]).
В случае, когда существует базис Рисса фазового пространства состоящий из соб-
ственных векторов оператора системы, представление проблемы моментов существенно
упрощается (см. [18] и [22]). В нашем случае существование базиса определяется видом
матрицы A−1 нейтрального слагаемого системы (1.1), и в общем случае такой базис не су-
ществует (см. [15, 16, 19]). Поэтому для произвольной линейной системы с запаздыванием
процедура выбора подходящего базиса Рисса довольно сложна. Кроме того, громоздкая
форма получаемого базиса делает технически сложными дальнейшие манипуляции с ним
([14]).
Было замечено, что замена управления в исходной системе позволяет перейти к экви-
валентной задаче управляемости для системы, у которой структура матрица A−1 гаран-
тирует существование базиса Рисса фазового пространства из собственных векторов. При
этом вид соответствующей проблемы моментов становится существенно проще, что позво-
ляет провести более наглядные построения и доказательства.
В данной работе мы доказываем теорему 1.1 для систем (1.1) с матрицей A−1 специ-
ального вида, и показываем, что данный факт влечет за собой выполнение теоремы для
систем с произвольной матрицей A−1. Кроме того, мы рассматриваем задачу управляе-
мости для систем так называемого смешанного типа (см., также, [19]), которые не были
рассмотрены в работе [14], и показываем, что, если нейтральное слагаемое вырождено
(detA−1 = 0) и пара (A−1, B) неуправляема, то система (1.1) также является неуправляе-
мой.
Статья имеет следующую структуру. Во втором разделе мы рассматриваем абстра-
ктное уравнение и обсуждаем эквивалентный переход к системе специального вида, поро-
ждающей базис Рисса из собственных векторов. В третьем разделе, используя спектраль-
ный базис Рисса, дается представление условия управляемости в виде проблемы момен-
тов. Четвертый раздел посвящен доказательству необходимости условий управляемости,
в пятом и шестом разделах мы доказываем достаточность для случаев одномерного и мно-
гомерного управлений. Наконец, в седьмом разделе приведен пример, иллюстрирующий
полученный результат.
2 Эквивалентные задачи управляемости
Мы рассматриваем операторную модель систем нейтрального типа введенную в [5] (см.
также [8]). Фазовым пространством является M2(−1, 0;Cn) = Cn × L2(−1, 0;Cn), коротко
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M2, и уравнение (1.1) может быть записана следующим образом:
x˙(t) = Ax(t) + Bu(t), A =
(
0 L
0 d
dθ
)
, B =
(
B
0
)
, (2.4)
где оператор A имеет область определения
D(A) = {(y, z(·)) ∈M2 : z ∈ H1(−1, 0;Cn), y = z(0)− A−1z(−1)},
и под H1 мы подразумеваем соболевское пространство функций, которые вместе со своей
первой производной лежат в L2.
Множество достижимости из начального состояния 0 за время T имеет следующий
вид:
RT =
{
x : x =
∫ T
0
eAtBu(t) dt, u(·) ∈ L2(0, T ;Cr)
}
.
В дальнейшем мы покажем, что RT ⊂ D(A) для всех T > 0.
Определение 2.1 Мы будем говорить, что система (2.4) точно управляема из нуля
управлениями класса L2, если существует такое время T0 (критическое время), что
для всех T > T0 выполнено
RT = D(A).
Данное определение означает, что для некоторого T > 0 множество решений {z(t) : t ∈
[T−1, T ]} системы (1.1), полученное при применении всевозможных управлений, совпадает
с пространством H1(T − 1, T ;Cn).
Лемма 2.2 Если система (1.1) является точно управляемой за время T , тогда для
произвольной матрицы P ∈ Cn×r возмущенная система
z˙(t) = (A−1 +BP )z˙(t− 1) + Lzt +Bu (2.5)
является точно управляемой за то же самое время T .
Доказательство. Предположим, что система (1.1) управляема за время T . Это означа-
ет, что для любой функции f(t) ∈ H1(T − 1, T ;Cn) существует такое управление u(t) ∈
L2(0, T ;Cr), что решение уравнения
z˙(t) = A−1z˙(t− 1) + Lzt +Bu(t), (2.6)
с начальным условием z(t) = 0, t ∈ [−1, 0] удовлетворяет соотношению z(t) = f(t), t ∈
[T − 1, T ]. Перепишем (2.6) в виде
z˙(t) = (A−1 +BP )z˙(t− 1) + Lzt +Bv(t),
где v(t) = u(t)− P z˙(t− 1), t ∈ [0, T ]. Так как z(t− 1) ∈ H1(0, T ;Cn), то v(t) ∈ L2(0, T ;Cr).
Следовательно, управление v(t) переводит состояние z(t) = 0, t ∈ [−1, 0] в состояние
z(t) = f(t), t ∈ [T − 1, T ] в силу системы (2.5). Это означает, что (2.5) также точно
управляема за время T .
Также имеет место следующая эквивалентность выполнения условий теоремы 1.1 для
исходной и возмущенной систем.
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Лемма 2.3 Если система вида (1.1) такова, что выполнены условия (i) и (ii) тео-
ремы 1.1, то для произвольной матрицы P и соответствующей возмущенной систе-
мы (2.5) также выполнены условия (i) и (ii) теоремы 1.1. Обратное также верно.
Доказательство данного утверждения следует из соотношения ∆∗Â(λ)y = [∆
∗
A(λ) −
λe−λP ∗B∗]y = 0, где Â – оператор, отвечающий системе (2.5), а также инвариантности
свойства управляемости пары матриц относительно замены управления обратной связью
(см., например, [23]).
Следствие 2.4 Из доказательства теоремы 1.1 для системы (1.1) с некоторой парой
матриц (A−1, B), следует, что теорема имеет место также для возмущенных си-
стем (2.5) с произвольной матрицей P .
Если пара матриц (A,B) является управляемой, то известно (см., например, [23]),
что для произвольного наперед заданного множества S = {µ1, . . . , µn} ⊂ C, существует
матрица P ∈ Cr×n такая, что множество S будет спектром возмущенной матрицы: σ(A+
BP ) = S. Тогда, если фиксируем n различных действительных чисел:
{µ1, . . . , µn} ⊂ R, µi 6= µj, i 6= j, µi 6∈ {0, 1}, (2.7)
то найдутся замены управления u(t) = P z˙(t− 1) + v(t), P ∈ Cr×n, и фазовых переменных
z = Cw, которые приводят систему к виду
w˙(t) = Â−1w˙(t− 1) +
∫ 0
−1
Â2(θ)w˙(t+ θ) dθ +
∫ 0
−1
Â3(θ)w(t+ θ) dθ + B̂v, (2.8)
где Â−1 = C−1(A−1 + BP )C, Âi(θ) = C−1Ai(θ)C, B̂ = C−1B, и удовлетворяют следующим
условиям:
(а) спектр матрицы Â−1 равен σ(Â−1) = {µm}nm=1;
(б) пара (Â−1, B̂) приведена к форме Фробениуса (см. [23]), то есть
Â−1 = diag{F1, . . . , Fr}, Fi =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
... . . .
...
0 0 0 · · · 1
ai1 a
i
2 a
i
3 · · · aisi
 (2.9)
и B̂ = diag{g1, . . . , gr}, где gi = (0, 0, . . . , 1)T, размерности si × 1.
Из приведенных рассуждений и леммы 2.3 получаем следующее утверждение.
Лемма 2.5 Из доказательства достаточности теоремы 1.1 для семейства систем ви-
да (2.8), удовлетворяющих условиям (а)-(б), следует достаточность условий данной те-
оремы для произвольных систем вида (1.1).
Замечание 2.6 При доказательстве теоремы 1.1 в случае одномерного управления (r =
1) достаточно предполагать, что система имеет простой спектр (выполнено только
условие (а)), тогда как для доказательства общего случая необходима форма (а)-(б).
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В работе [14] необходимость условия (ii) доказана в предположении, что матрица A−1
нейтрального слагаемого является невырожденой. В данной статье мы дополняем дока-
зательство, показав, что если пара (A−1, B) является неуправляемой и detA−1 = 0, то
система (1.1) также не является точно управляемой (теорема 4.6).
Далее, не нарушая общности, будем предполагать, что для пары (A−1, B) выполнены
свойства (а) и (б). По построению detA−1 6= 0 и будем обозначать через {cm}nm=1 базис из
нормированных собственных векторов A−1.
3 Базисы Рисса в фазовом пространстве и проблема мо-
ментов
Обозначим через A˜ оператор A в случае A2(θ) = A3(θ) ≡ 0. Собственные значения A˜
имеют вид (см. [16]):
σ(A˜) = {λ˜km = ln |µm|+ 2kpii, m = 1, . . . , n, k ∈ Z} ∪ {0},
где {µ1, . . . , µn} = σ(A−1). В силу того, что спектр матрицы A−1 простой, каждому соб-
ственному значению λ˜km оператора A˜ соответствует только один собственный вектор ϕ˜m,k =(
0, eλ˜
k
mtcm
)T
, и нет корневых векторов. Более того, выполнены следующие оценки
0 < inf
k∈Z
‖ϕ˜m,k‖ ≤ sup
k∈Z
‖ϕ˜m,k‖ < +∞.
Спектр оператора A имеет следующий вид (см. [16]):
σ(A) = {ln |µm|+ 2kpii + o(1/k), m = 1, . . . , n, k ∈ Z}.
Существует такое числоN ∈ N, что для всехm = 1, . . . , n и всех k : |k| > N в каждом круге
Lkm(r
(k)) содержится ровно одно собственное значение оператора A, где Lkm(r(k)) = Lkm –
круги с радиусами r(k) и центрами в λ˜km, причем выполнено соотношение
∑
k∈Z
(r(k))2 < ∞
([17, теорема 4]). Обозначим данные собственные значения A через λkm, а соответствующие
собственные вектора через ϕm,k, m = 1, . . . , n, |k| > N .
Нормируем вектора ϕm,k так, чтобы P
(k)
m ϕ˜m,k = ϕm,k, где P
(k)
m = 12pii
∫
L
(k)
m
R(λ,A)dλ
являются проекторами на соответствующие собственные подпространства, и R(λ,A) –
резольвента оператора A. Семейства {ϕm,k} и {ϕ˜m,k} квадратично близки:
∑
|k|>N
n∑
m=1
‖ϕm,k−
ϕ˜m,k‖2 <∞, откуда, в частности, следует, что
0 < inf
|k|>N
‖ϕm,k‖ ≤ sup
|k|>N
‖ϕm,k‖ < +∞. (3.10)
Можно указать явный вид собственных векторов: ϕm,k =
(
(I − eλkmA−1)xm,k, eλkmθxm,k
)T
,
где xm,k ∈ Ker∆A(λkm).
Вне кругов Lkm, |k| > N, m = 1, . . . , n лежит только конечное число собственных чисел
оператора A, которые обозначим через λ̂s, s = 1, . . . , `N с учетом кратностей. Соответству-
ющие обобщенные собственные вектора оператора A обозначим через ϕ̂s. Семейство
{ϕ} = {ϕm,k} ∪ {ϕ̂s} (3.11)
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образует базис Рисса пространства M2 ([16]).
Обозначим через
{ψ} = {ψm,k} ∪ {ψ̂s} (3.12)
семейство собственных векторов сопряженного оператора A∗, которое биортогонально се-
мейству {ϕ}. Здесь A∗ψm,k = λkmψm,k, m = 1, . . . , n, |k| > N . Также можно указать явный
вид собственных векторов сопряженного оператора:
ψm,k =
(
ym,k,
[
λkme
−λkmθI − A∗2(θ) +
∫ θ
0
eλ
k
m(s−θ)
(
A∗3(s) + λkmA
∗
2(s)
)
ds
]
ym,k
)T
, (3.13)
где ym,k ∈ Ker∆∗A(λkm).
Семейство (3.12) образует базис M2. Полные доказательства фактов на которые мы
опирались в данном разделе могут быть найдены в работах [15, 16, 17].
Перейдем к постановке задачи управляемости в виде проблемы моментов. Для этого
разложим условие управляемости xT =
(
yT
zT (·)
)
=
T∫
0
eAtBu(t) dt через биортогональные
базисы {ϕ} и {ψ}, заданные (3.11) и (3.12). Состояние xT ∈ M2 достижимо за время T
тогда и только тогда, когда∑
ϕ∈{ϕ}
〈xT , ψ〉ϕ =
∑
ϕ∈{ϕ}
∫ T
0
〈
eAtBu(t), ψ〉 dt · ϕ.
Здесь и далее под 〈·, ·〉 мы подразумеваем скалярное произведение в пространстве M2:
〈·, ·〉M2 .
Пусть {b1, . . . , br} – произвольный базис образа матрицы B, и bd = (bd, 0)T ∈ M2,
d = 1, . . . , r. Тогда условие управляемости эквивалентно следующей системе равенств:
〈xT , ψ〉 =
T∫
0
〈
eAtBu(t), ψ〉 dt
=
r∑
d=1
T∫
0
〈
eAtbd, ψ
〉
ud(t) dt,
(3.14)
где ψ ∈ {ψ}, u(·) ∈ L2(0, T ;Cr). Используя представление (3.13) для элементов базиса
ψ = ψm,k, m = 1, . . . , n, |k| > N , получим следующее тождество:〈
eAtbd, ψm,k
〉
M2
= eλ
k
mt 〈bd, ψm,k〉M2 = eλ
k
mt 〈bd, ym,k〉Cn , (3.15)
где ym,k ∈ Ker∆∗A(λkm). Введем обозначение:
qdm,k = k 〈bd, ψm,k〉M2 . (3.16)
В силу (3.15), равенства (3.14) для ψ ∈ {ψm,k, |k| > N,m = 1, . . . , n} имеют вид:
k 〈xT , ψm,k〉 =
r∑
d=1
∫ T
0
eλ
k
mtqdm,kud(t) dt. (3.17)
Далее, для элементов базиса ψ = ψ̂s, s = 1, . . . , `N , верны тождества〈
eAtbd, ψ
〉
,=
〈
bd, e
A∗tψ
〉
= q̂ds (t)e
λ̂st,
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где q̂ds (t) – полиномы подходящих степеней. Следовательно, равенства (3.14) для ψ ∈ {ψ̂s}
имеют вид: 〈
xT , ψ̂s
〉
=
r∑
d=1
∫ T
0
eλ̂stq̂ds (t)ud(t) dt. (3.18)
Таким образом, состояние xT ∈ M2 достижимо из точки 0 за время T > 0 тогда и только
тогда, когда для некоторых управлений ud(·) ∈ L2(0, T ), d = 1, . . . , r выполнены равенства
(3.17) и (3.18).
Полученная проблема моментов (3.17)–(3.18) является основным объектом нашего
последующего анализа. В конце раздела приведем две оценки играющие важную роль в
дальнейших рассуждениях.
Лемма 3.1 Существует константа δ1 > 0 такая, что
|qdm,k| ≤ δ1, m = 1, . . . , n, |k| > N, d = 1, . . . , r. (3.19)
Лемма 3.2 Существует такая последовательность {αk},
∑
|k|>N
α2k < +∞, что для всех
m = 1, . . . , n, |k| > N , d = 1, . . . , r и t ∈ [0, T ] имеет место оценка:∣∣∣∣eλkmt 〈bd, ψm,k〉M2 − eλ˜kmt 〈bd, ψ˜m,k〉M2
∣∣∣∣ ≤ αk|k| . (3.20)
Доказательство данных утверждений может быть найдено в работе [14].
4 Необходимость условий управляемости
Изучим разрешимость системы равенств (3.17)–(3.18). Следующий классический резуль-
тат является следствием теоремы Бари (см., например, [7],[24]).
Лемма 4.1 Рассмотрим проблему моментов
sk =
∫ T
0
gk(t)u(t) dt, T > 0, k ∈ N, (4.21)
где gk(·) ∈ L2(0, T ) для всех k ∈ N. Следующие утверждения эквивалентны:
(i) Для последовательности {sk}k∈N проблема (4.21) имеет решение u(·) ∈ L2(0, T )
тогда и только тогда, когда {sk} ∈ `2, т.е.
∑
k∈N
s2k < +∞;
(ii) семейство функций {gk(t)}k∈N, t ∈ [0, T ] образует базис Рисса в замыкании своей
линейной оболочки Cl Lin{gk(t), k ∈ N}.
Введем следующее обозначение: L(0, T )def=Cl Lin{gk(t), k ∈ N} ⊂ L2(0, T ). В работе [14]
были доказаны следующие два утверждения о разрешимости проблемы моментов.
Лемма 4.2 Пусть для некоторого T1 > 0 функции {gk(t)}k∈N, определенные на [0, T1],
образуют базис Рисса в L(0, T1) ⊂ L2(0, T1) и codim L(0, T1) < +∞. Тогда для всех T :
0 < T < T1 существует такое бесконечномерное подпространство `T ⊂ `2, что проблема
моментов (4.21) неразрешима на отрезке [0, T ] для последовательностей {sk} ∈ `T\{0}.
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Лемма 4.3 Рассмотрим проблему моментов
sk =
r∑
d=1
∫ T
0
gdk(t)ud(t) dt, k ∈ N, (4.22)
в предположении, что
∑
k∈N
∫ T
0
|gdk(t)|2 dt < +∞ для всех d = 1, . . . , r.
Тогда множество S0,T последовательностей {sk} для которых проблема (4.22) разре-
шима является нетривиальным подмногообразием `2, т.е. S0,T 6= `2.
Следующее утверждение (см. [14]) показывает, что множество RT состояний, дости-
жимых из точки 0 посредством системы (2.4) с управлениями из L2(0, T ), всегда является
подмножеством D(A) (см. также [8]).
Лемма 4.4 Если состояние xT =
(
yT
zT (·)
)
достижимо из точки 0 посредством систе-
мы (2.4), тогда оно удовлетворяет следующим эквивалентным условиям:
(C1)
∑
|k|>N
n∑
m=1
k2
∣∣∣∣〈( yTzT (·)
)
, ψm,k
〉∣∣∣∣2 <∞;
(C2)
∑
|k|>N
n∑
m=1
k2
∥∥∥∥P (k)m ( yTzT (·)
)∥∥∥∥2 <∞;
(C3)
(
yT
zT (·)
)
∈ D(A).
Перейдем к доказательству необходимости условий (i) и (ii) теоремы 1.1.
Теорема 4.5 Если не выполнено условие (i) теоремы 1.1, то есть существуют такие
λ ∈ C и y ∈ Cn\{0}, что ∆∗A(λ)y = 0 и B∗y = 0, тогда система (1.1) не является точно
управляемой ни за какое время T > 0.
Доказательство. Условие (i) допускает следующую эквивалентную формулировку: не
существует собственного вектора g оператораA∗, который принадлежал бы KerB∗. Данное
утверждение следует из явного вида (3.13) собственных векторов сопряженного оператора
A∗.
Предположим, что существует такой вектор g 6= 0, что A∗g = λg и g ∈ KerB∗. Рассмо-
трим произвольное состояние xT ∈ RT . Имеет место равенство
〈xT , g〉 =
∫ T
0
〈
u(t),B∗eA∗tg〉 dt = 0.
Это означает, что для всех T > 0 множество RT не плотно в M2 и, следовательно, не
может быть равным D(A), которое плотно в M2, так как A является инфинитезимальный
генератор полугруппы. Следовательно, система не может быть управляемой.
Далее покажем, что управляемость пары (A−1, B) является необходимым условием
управляемости системы (1.1) вне зависимости от того является ли матрица A−1 выро-
жденной или нет.
Теорема 4.6 Пусть не выполнено условие (ii) теоремы 1.1, то есть пара (A−1, B) не
является управляемой. Тогда система (1.1) также не является точно управляемой.
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Доказательство. Из условия теоремы следует, что существуют такие µ0 ∈ σ(A−1) и
v0 ∈ Cn\{0}, что A∗−1v0 = µ0v0 и B∗v0 = 0.
Рассмотрим вначале случай, когда µ0 = 0 – неуправляемое собственное значение A−1,
то есть
A∗−1v0 = 0 и B
∗v0 = 0. (4.23)
Умножим уравнение (1.1) на вектор v∗0:
v∗0 z˙(t) = v
∗
0A−1z˙(t− 1) +
∫ 0
−1
[v∗0A2(θ)z˙(t+ θ) + v
∗
0A3(θ)z(t+ θ)] dθ + v
∗
0Bu.
Учитывая соотношение (4.23) приходим к следующему равенству:
v∗0 z˙(t) =
∫ 0
−1
[v∗0A2(θ)z˙(t+ θ) + v
∗
0A3(θ)z(t+ θ)] dθ. (4.24)
Если предположить, что система (1.1) является точно управляемой за некоторое время
T > 0, тогда множество ее решений при различных допустимых управлениях должно
совпадать с пространством H1(T − 1, T ;Cn). Последнее означает, что
{v∗0 z˙(t), t ∈ [T − 1, T ]} = L2(T − 1, T ;C).
С другой стороны оператор Q(z) =
∫ 0
−1 [v
∗
0A2(θ)z˙(t+ θ) + v
∗
0A3(θ)z(t+ θ)] dθ, действу-
ющий из пространства H1(T−2, T ;Cn) в пространство L2(T−1, T ;C) является оператором
Фредгольма. Действительно, заменив время τ = t+ θ, мы получим
Q(z) =
∫ t
t−1
[v∗0A2(τ − t)z˙(τ) + v∗0A3(τ − t)z(τ)] dτ.
Таким образом, оператор Q является компактным и, следовательно, его образ не может
совпадать со всем пространством L2(T − 1, T ;C). Мы пришли к противоречию, которое
доказывает неуправляемость в случае µ0 = 0.
Далее, рассмотрим случай, когда неуправляемыми являются только ненулевые соб-
ственные значения A−1. Тогда, не нарушая общности, можно считать, что detA−1 6= 0.
Действительно, если 0 ∈ σ(A−1), то существует такая матрица P , что A−1 +BP является
невырожденной матрицей (см. [23]). При этом, очевидно, пара (A−1 +BP,B) остается не-
управляемой. Тогда используя замену управления мы переходим к эквивалентной задаче
управляемости для системы с невырожденным нейтральным слагаемым A−1 +BP .
Выполнение условия detA−1 6= 0 позволяет выписать моментные равенства (3.17)–
(3.18). Рассмотрим некоторый индекс m = m0, определяющий неуправляемое собственное
значение (A∗−1v0 = µ¯m0v0, B∗v0 = 0, v0 6= 0), и соответствующее m0 подмножество равенств
(3.17):
sk = k 〈xT , ψm0,k〉 =
r∑
d=1
∫ T
0
eλ
k
m0
tqdm0,kud(t) dt, |k| > N, (4.25)
где qdm0,k = k 〈bd, ψm0,k〉M2 . Покажем, что существуют {sk} ∈ `2 для которых проблема
моментов (4.25) не разрешима.
При m = m0 собственные вектора A˜ имеют вид ψ˜m0,k =
(
v0, λkm0e
−λkm0θv0
)T
, откуда
следует, что
〈
bd, ψ˜m0,k
〉
M2
= 〈bd, v0〉Cn = 0 для всех d = 1, . . . , r и всех |k| > N . Тогда,
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используя лемму 3.2, мы получаем следующую оценку
∑
|k|>N
k2
r∑
d=1
∫ T
0
∣∣∣eλkmt 〈bd, ψm,k〉M2∣∣∣2 dt < +∞. (4.26)
Из леммы 4.3 следует, что множество разрешимости системы (4.25) за произвольное время
T > 0 является нетривиальным линейным подмногообразием `T ⊂ `2, `T 6= `2. Другими
словами, существуют последовательности {sk}|k|>N для которых (4.25) не разрешимо. Это
означает, что существуют состояния xT которые удовлетворяют условию (C1) леммы 4.4,
но не достижимы из точки 0 посредством системы (1.1). Таким образом, RT 6= D(A) для
произвольного T > 0. Полученное противоречие завершает доказательство теоремы.
5 Достаточность условий управляемости в случае одно-
мерного управления
В случае систем с одним управлением (r = 1, B = b ∈ Cn×1) проблема моментов (3.17)–
(3.18) принимает следующий вид:
αm,k 〈xT , ψm,k〉 =
∫ T
0
eλ
k
mtu(t) dt, |k| > N,m = 1, . . . , n, (5.27)
〈
xT , ψ̂s
〉
=
∫ T
0
eλ̂stq̂s(t)u(t) dt, s = 1, . . . , `N , (5.28)
где N достаточно велико, семейство (5.27) бесконечно, q̂j – полиномы, семейство (5.28)
конечно, и αm,k =
(〈b, ψm,k〉M2)−1, b = (b, 0)T .
Из леммы 3.1 и явного вида базиса {ψ} оператораA∗ следует, что для всехm = 1, . . . , n
и k : |k| > N верна оценка
0 < C1 ≤
∣∣∣∣1kαm,k
∣∣∣∣ ≤ C2 < +∞.
Исследуем вопрос базисности семейств {eλkmt} и {eλ̂stq̂s(t)}. Пусть заданы некоторые,
различные по модулю 2pii, комплексные числа δ1, . . . , δn, задано N ∈ N, и пусть множество
{εm,k, |k| > N,m = 1, . . . , n} ⊂ Cn таково, что
∑
m,k
|εm,k|2 < +∞. Обозначим через EN
следующее (бесконечное) семейство функций:
EN =
{
e(δm+2piik+εm,k)t, |k| > N,m = 1, . . . , n} .
Далее, пусть ε1, . . . , εr – множество различных комплексных чисел такое, что εj 6= δm +
2piik+εm,k, j = 1, . . . , r, m = 1, . . . , n, |k| > N , и пусть m′1, . . . ,m′r – некоторые натуральные
числа. Обозначим через E0 следующее (конечное) семейство функций:
E0 =
{
eεjt, teεjt, . . . , tm
′
j−1eεjt
}
j=1,...,r
,
и через E семейство функций E = EN ∪ E0.
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Теорема 5.1 (i) Если
r∑
j=1
m′j = (2N + 1)n, тогда семейство E образует базис Рисса про-
странства L2(0, n).
(ii) Для T > n, независимо от количества элементов в E0 семейство E образует
базис Рисса замыкания своей линейной оболочки в пространстве L2(0, T ).
Доказательство данной теоремы, основанное на результатах работы [1], можно найти в
[14]. Перейдем к доказательству достаточности условий управляемости.
Теорема 5.2 Пусть r = 1 в системе (1.1) и выполнены условия (i) и (ii) теоремы 1.1.
Тогда
(1) система (1.1) является точно управляемой за произвольное время T > n;
(2) оценка времени управляемости является точной, т.е. система (1.1) неуправляема
за время T ≤ n.
Доказательство. Отметим, что размерности всех собственных пространств A∗ равны
единице. Действительно, в противном случае существовал бы такой собственный вектор
g оператора A∗, что 〈b, g〉M2 = 0. Так как g = (y, z(θ))T , где y: ∆∗A(λ0)y = 0, λ0 ∈ σ(A∗), и
так как 〈b, g〉M2 = 〈b, y〉Cn , мы приходим к противоречию с условием (i).
Рассмотрим задачу (5.27)–(5.28). Из условия (i) следует, что 〈b, ψm,k〉M2 6= 0 для всех
m и k, а также все полиномы {q̂s(t)}, s = 1, . . . , `N нетривиальны. По проблеме моментов
построим следующие наборы функций:
Φ1 =
{
eλ
k
mt, |k| > N, m = 1, . . . , n
}
,
Φ2 =
{
eλ̂stq̂s(t), s = 1, . . . , `N
}
.
В силу теоремы 5.1 при T > n, и если N достаточно велико, множество функций
Φ = Φ1
⋃
Φ2
образует базис Рисса в Cl Lin Φ ⊂ L2(0, T ). Тогда, в силу леммы 4.1, проблема моментов
(5.27)–(5.28), разрешима тогда и только тогда, когда правая часть является элементом
`2, или, что то же самое, когда выполнено (C1) из леммы 4.4. В силу того, что (C1)
эквивалентно (C3) получаем, что проблема моментов при T > n разрешима тогда и только
тогда, когда xT ∈ D(A), то есть RT = D(A).
Для доказательства утверждения (2) напомним, что количество элементов семейства
Φ2 равно `N = (2N + 2)n. С другой стороны, из теоремы 5.1 следует, что в L2(0, n)
codim Cl Lin Φ1 = (2N + 1)n.
Следовательно, семейство Φ = Φ1 ∪ Φ2 содержит n функций, которые представимы как
линейная комбинация других функций этого семейства. Это означает, что коразмерность
RT в D(A) не равна нулю: codimRT = n. То есть множество достижимости RT при T = n
не равно D(A) и система не является управляемой. При T < n из леммы 4.2 следует, что
коразмерность множества RT в D(A) бесконечна.
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6 Достаточность условий управляемости в случае мно-
гомерного управления
Рассмотрим случай dimB = r > 1. Предполагаем, что пара (A−1, B) приведена к фор-
ме Фробениуса, то есть A−1 = diag{F1, . . . , Fr}, dimFi = si, и Fi имеют вид (2.9); B =
diag{g1, . . . , gr}, где gi = (0, 0, . . . , 1)T ∈ Csi . Хорошо известно, что
max
i
dimFi = n1, (6.29)
где n1 – первый индекс управляемости пары (A−1, B), т.е. наименьшее натуральное число
ν удовлетворяющее соотношению rank (B, A−1B, . . . , Aν−1−1 B) = n.
Опираясь на представление в форме Фробениуса, перепишем бесконечную часть про-
блемы моментов (3.17) следующим образом:
k 〈xT , ψm,k〉 =
T∫
0
eλ
k
mtq1m,ku1(t) dt+
∑
d 6=1
T∫
0
eλ
k
mtqdm,kud(t) dt, m ∈ S1,
k 〈xT , ψm,k〉 =
T∫
0
eλ
k
mtq2m,ku2(t) dt+
∑
d 6=2
T∫
0
eλ
k
mtqdm,kud(t) dt, m ∈ S2,
. . .
k 〈xT , ψm,k〉 =
T∫
0
eλ
k
mtqrm,kur(t) dt+
∑
d6=r
T∫
0
eλ
k
mtqdm,kud(t) dt, m ∈ Sr,
(6.30)
где S1 = {1, . . . , s1}, S2 = {s1 + 1, . . . , s1 + s2}, ..., Sr = {s1 + . . . , sr−1 + 1, . . . , n}.
Применим теорему 5.1 к множеству функций из (6.30). Фиксируем d ∈ {1, . . . , r} и
выберем произвольное подмножество L ⊂ {1, . . . , n}.
Теорема 6.1 Для произвольно выбранных d, L, для всех T > n′ = |L| множество
Φ1 =
{
eλ
k
mtqdm,k, |k| > N ; m ∈ L
}
образует базис Рисса замыкания своей линейной оболочки Cl LinΦ1 в L2(0, T ).
Если T = n′, тогда codim Cl LinΦ1 = (2N + 1)n′ в пространстве L2(0, n′).
Доказательство. Рассмотрим линейный оператор T : Lin Φ1 → Lin Φ1 определенный на
элементах Φ1 соотношениями
T (eλkmtqdm,k) = eλ
k
mt, |k| > N,m ∈ L.
В силу леммы 3.1 семейство {qdm,k} является равномерно ограниченным. Тогда из тео-
ремы 5.1 следует, что оператор T ограничен в смысле L2(0, T ) и его продолжение на
L = Cl Lin Φ1 является ограниченным взаимно однозначным оператором из L в L.
Следовательно, так как в силу теоремы 5.1 образы элементов из Φ1 образуют базис
Рисса пространства L, то Φ1 также является базисом Рисса L в L2(0, T ).
Также далее нам потребуется следующий результат (см. [14, теорема 5.5]).
Теорема 6.2 Пусть для системы (2.4) существует натуральное число N и время T0 > 0
такие, что проблема моментов (3.17) для T = T0 разрешима для всех последовательно-
стей {k 〈xT , ψm,k〉}|k|>N удовлетворяющих (C1).
Тогда из условия (i) следует, что RT = D(A) при T > T0.
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Перейдем к доказательству основного результата данного раздела.
Теорема 6.3 Пусть для произвольной системы вида (1.1) выполнены условия (i) и (ii)
теоремы 1.1. Тогда система (1.1) является точно управляемой, при этом критическое
время управления T0 = n1, где n1 – первый индекс управляемости пары (A−1, B).
Доказательство.Предполагаем, что пара (A−1, B) приведена к форме Фробениуса. Тогда
для всех i = 1, . . . , r, всех m ∈ Si, всех d 6= i и всех |k| > N верны соотношения〈
bd, ψ˜m,k
〉
M2
= 〈bd, cm〉Cn = 0, (6.31)
где cm: A−1cm = µmcm. Тогда для всех i = 1, . . . , r и m ∈ Si имеет место равенство
∑
d 6=i
T∫
0
eλ
k
mtqdm,kud(t) dt =
∑
d6=i
T∫
0
k
(
eλ
k
mt 〈bd, ψm,k〉M2 − eλ˜
k
mt
〈
bd, ψ˜m,k
〉
M2
)
ud(t) dt. (6.32)
Для произвольного N ∈ N проблему моментов (6.30) можно записать в операторном
виде
{Sm,k} = ZNu(·) +QNu(·),
где последовательность {Sm,k} = {k 〈xT , ψm,k〉} и операторы ZN , QN : L2(0, T ;Cr) → `2
имеют следующий вид
ZNu(·) =
{
T∫
0
eλ
k
mtqim,kui(t) dt, |k| > N
}
,
QNu(·) =
{∑
d 6=i
T∫
0
k
(
eλ
k
mt 〈bd, ψm,k〉M2 − eλ˜
k
mt〈bd, ψ˜m,k〉M2
)
ud(t) dt, |k| > N
}
.
В силу теоремы 6.1 для достаточно больших N и для T ≥ n1 оператор ZN является
сюръективным, то есть образ пространства L2(0, T ;Cr) есть все `2. Из леммы 3.2 следует,
что при достаточно больших N операторы QN являются компактными, и, более того,
‖QN‖ → 0 при N → +∞.
Покажем, что существует такое N0 ∈ N, что для всех N > N0:
Im[ZN +QN ] = `2.
Так как ImZN = `2, то существует такая константа γN > 0, что ‖Z∗Nx‖ ≥ γN‖x‖ для
всех x ∈ `2 (см, например, [21, Theorem 4.13]). Для N > N0, введем обозначение `N2 =
{{Sm,k}|k|>N :
∑
|k|>N |sk|2 < +∞}. Тогда ZN = PZN0 , где проекторы P : `N02 → `N2
определены как
P ({Sm,k}|k|>N0) = {Sm,k}|k|>N .
Следовательно, Z∗N = Z∗N0P
∗ и ‖P ∗x‖ = ‖x‖, откуда получаем
‖Z∗Nx‖ = ‖Z∗N0P ∗x‖ ≥ γN0‖x‖.
Последнее означает, что для всех N > N0 и всех x ∈ `2 выполнено ‖Z∗Nx‖ ≥ γ‖x‖, где
γ = γ0. Так как ‖QN‖ → 0 при N → +∞, то величину ‖ZN − (ZN + QN)‖ = ‖QN‖ можно
сделать как угодно малой, выбирая N , например, таким что ‖QN‖ ≤ γ2 . Тогда
‖[Z∗N +Q∗N ]x‖ ≥ ‖Z∗Nx‖ − ‖Q∗Nx‖ ≥ γ‖x‖ −
γ
2
‖x‖ = γ
2
‖x‖.
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Следовательно, оператор ZN +QN является оператором на и его образ равен `2.
Таким образом, проблема моментов (6.30) разрешима при T ≥ n1 и достаточно боль-
ших N ∈ N. Применяя теорему 6.2, получаем, что RT = D(A) при T > n1.
Рассуждая аналогично доказательству теоремы 5.2, можно показать, что коразмер-
ностьRn1 в D(A) конечна и не менее, чем n1, и, следовательно, система (1.1) неуправляема
за время T = n1. Для T < n1 коразмерность RT в D(A) бесконечна.
7 Пример
Рассмотрим трехмерную систему заданную уравнением (1.1) с матрицами
A−1 =
 −4 6 −40 2 −2
−3 3 2
 , B =
 1 11 0
−1 1
 ,
и функции A2(θ), A3(θ) таковы, что rank(∆A(λ) B) = n для всех λ ∈ C.
Применим замены управления и фазовых координат u(t) = P z˙(t − 1) + v(t), w = Cz
заданные матрицами:
P =
(
1 −1 2
3 −2 3
)
, C =
 1 −1 11 1 0
−1 0 1
 ,
и приходим к следующей системе:
w˙(t) = Â−1w˙(t− 1) +
∫ 0
−1
Â2(θ)w˙(t+ θ) dθ +
∫ 0
−1
Â3(θ)w(t+ θ) dθ + B̂v, (7.33)
где матрицы имеют вид
Â−1 =
 2 0 00 0 1
0 3 2
 , B̂ =
 1 00 0
0 1
 = (b1, b2). (7.34)
Пусть оператор A с собственными значениями λkm отвечает преобразованной системе
(7.33)–(7.34), и оператор A˜ с собственными значениями λ˜km отвечает системе без возму-
щения w˙(t) = Â−1w˙(t − 1). Так как пара (Â−1, B̂) приведена к форме Фробениуса, то
собственные вектора ψ˜m,k оператора A˜∗ удовлетворяют соотношениям
〈b1, ψ˜m,k〉 = 0, m = 2, 3
〈b2, ψ˜m,k〉 = 0, m = 1, bi = (bi, 0) ∈M2.
Далее, qdm,k = k〈bd, ψm,k〉, где ψm,k являются собственными векторами оператора A∗, и
бесконечная часть проблемы моментов (3.17) принимает вид:
k 〈xT , ψ1,k〉 =
T∫
0
eλ
k
1 tq11,ku1(t) dt+
T∫
0
f 21,k(t)u2(t) dt,
k 〈xT , ψ2,k〉 =
T∫
0
eλ
k
2 tq22,ku2(t) dt+
T∫
0
f 22,k(t)u1(t) dt,
k 〈xT , ψ3,k〉 =
T∫
0
eλ
k
3 tq23,ku2(t) dt+
T∫
0
f 23,k(t)u1(t) dt, |k| > N
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где функции
fdm,k(t) = k
(
eλ
k
mt〈bd, ψm,k〉 − eλ˜kmt〈bd, ψ˜m,k〉
)
в силу леммы 3.2 удовлетворяют оценке |fdm,k(t)| ≤ αk,
∑
k α
2
k < +∞.
Индекс управляемости n1 пары (Â−1, B̂) (или пары (A−1, B)) равен 2. Условия (i)
и (ii) теоремы 1.1 выполнены и, следовательно, система является точно управляемой с
критическим временем управляемости T0 = 2.
Вывод
Предложен подход к решению задачи точной управляемости при помощи проблемы мо-
ментов. Сложность выбора базиса для построения проблемы моментов преодолена при
помощи замены управления и фазовых координат, что позволяет привести более нагля-
дное доказательство критерия точной управляемости. Данный подход открывает новые
перспективы для анализа как управляемости, так и стабилизируемости более общего клас-
са систем с нейтральным оператором Kf =
∑r
i=1Ahif(hi), hi ∈ [−1, 0].
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