INTRODUCTION
Suppose we want to predict outcomes Yn sequentially for n = 1, 2,... based on a vector of explanatory variables with outcomes Xn. Denote the sequence of predictions by Yn, where each Yn is a function of the Xt with t < n and the Yt with t < n -1. In regression settings, the differences Yn -Yn are ancillary to the unknown parameters in the model. Although ancillary statistics give no information about the parameters directly, the differences are informative about the predictive accuracy of the forecasting procedure as a whole.
In most applications, there are multiple candidate models for the data since the true data generator is unknown. Each model yields a different sequence of predictors, and hence we might construct a new predictor by averaging the predictors from these models at each time point. In Bayesian model averaging (BMA), the weights used in the averaging are given by the posterior probabilities (conditional on the full data) of the models. As an alternative, one could base the weights on the past predictive accuracy of the models. In this paper, we present a "mongrel" forecasting procedure in which the weights are obtained by conditioning on some of the differences Yn -Yn from the candidate models, not on the full data. (The term mongrel reflects our use of a mixture of model based and empirical criteria which we describe below.) We compare the performance of the mongrel procedure to BMA in simulations and show that roughly, the mongrel procedure outperforms BMA in small sample sizes so long as the candidate models are not too far from the data generator.
The example that motivated our inquiry was the following. Suppose data are generated from the model Yt = -yo + yXl,t + 72X2,t + Et, t = 1,..., n, where 70yo = 1, = 0.8, y2 = 0, and the Et are independent standard normal errors. We do not know which X variables are useful, so we fit two models: a full model which estimates (70o,71, 72), and a reduced model which estimates (70, 71) only. For simplicity, assume the priors on the coefficients in the candidate models are normal with the correct means and identity variance matrix, and assume equal prior weights on both models. Note that because 72 = 0, the reduced model generally should yield better predictors since both models are unbiased for the parameters but the reduced model has less estimation error.
We evaluated the predictive performance of BMA and of a naive version of the mongrel procedure that computes posterior weights based on only the last n/2 differences from the Figure 1 is the mean squared prediction error from BMA. Below it, the dashed line, is the mean squared prediction error from the naive mongrel approach (labeled "n/2"). The middle panel in Figure 1 shows that the difference in mean squared prediction error, with error bars, is systematically positive and clearly favours the mongrel approach. More importantly, this reduction in mean squared prediction error occurred despite the fact that BMA gave higher weight to the reduced model on average than the mongrel approach (bottom panel of Figure 1 )! This counter-intuitive result represents compelling evidence that the differences Yt -Yt can be more informative than all of the data when comparing the predictive performance of different models. Unfortunately, the improvement obtained here does not hold when 72 is large. Conditioning on a preselected number of the most recent differences is too coarse a strategy; the mongrel procedure we define chooses adaptively how many differences to condition on and appears to outperform BMA across a wide range of scenarios.
Our comparisons here are based on predictive error. We regard this criterion as fundamental because it satisfies the "prequential principle" (Dawid 1984) in that it evaluates predictors independently of their method of construction. This means that all predictors, regardless of their origin, compete according to a uniform standard, set only by the data. The criterion does not favour any one method over another.
Existing criteria that have been used for constructing the weights fall into one of two classes that we call "model-based" and "empirical." Model-based criteria depend on an assumed probability model. For instance, a likelihood or an expected risk of a predictor computed conditionally on the model and the data is a model-based criterion. In general, two different models will generate different values for the criterion even if both models give the same sequence of predictions in the past. The weights used in BMA are model-based since posterior probabilities are obtained from the marginal densities of the candidate models. Recent reviews include Raftery, Madigan & Hoeting (1997), Clyde (1999) , and Hoeting, Madigan, Raftery & Volinsky (1999). Note that posterior probabilities reflect the fit of the data to the model rather than evaluating the expected accuracy of the current prediction.
In contrast, an empirical criterion assesses the worth of a model strictly on its observed predictive performance. For instance, the worth of the predictor Yk,t from model k could be the loss L(Yk,t, Yt) evaluated on the observed values only. In particular, if two models give the same predictions they have the same sequence of losses and are judged equally good without regard to the structure of the underlying models. (Indeed, an empirical criterion does not even require that the predictions derive from a model; all that is required is that the forecasting procedure issues a prediction at each time point.) The paradigmatic empirical criterion is "leave-one-out" cross-validation; see Mosteller & Tukey (1968) . If the Yj are omitted one at a time and Yk,j is obtained by fitting the model with the remaining data, then the loss for using model k is Ej L(Yk,j, Yj). When L is a squared error loss, this gives the predicted residual sum of squares, or PRESS (Allen 1974) . In a sequential setting, however, the PRESS criterion is artificial because the prediction for a given time point should not be constructed using data from later time points. Dawid (1984) Our mongrel procedure combines aspects of both the model-based and the empirical approaches. We retain a probabilistic framework for evaluating the adequacy of each model. Rather than on full data, however, the evaluations condition on statistics Sn, that reflect the past predictive performance of the models. These evaluations result in weights that are functions of Sn rather than of the full data. We formally describe the mongrel procedure in Section 2. Section 3 gives the formulae for the implementation of the mongrel procedure in a normal linear regression setting. Since we use them later in our computational work, we focus on sets Sn consisting of "predictuals," i.e., sets of residuals that would arise from using the predictions from the kth model Yt -Yk,t. In Section 4, we present our computational work based on normal linear models. The mongrel procedure gives better predictions than the Bayes procedure does, across a range of choices for data generator and model prior. Although our procedure generalizes to any finite number of models, we see that it can be made to break down when some model is far enough from the data generator.
In Section 5, we discuss the implications for methodology and challenges to the concept of model uncertainty and model list selection that our method reveals.
The Appendix gives the derivations of the formulae presented in Section 3.
MONGREL RISK
Let Y = (Yi, Y2,...) denote the sequence of random variables that is to be predicted. At each time point n, we must issue a prediction for the value of Yn+i. We assume that the following information is available: (1)
Throughout this paper we will use Ek;S to denote the expectation operator in which model k is assumed to be true and the marginalization occurs over Ok and the randomness in Y(n) that is not part of the statistic S. Similarly, Vk;S and Ck;s will denote the corresponding variance and covariance operators. An operator with only the subscript k (e.g., Ek) will denote marginalization over 0k and Y(n). Each model gives a forecast and we use these to produce a single forecast for actual use. Thus, we can choose one of the forecasts, in effect choosing the model which produced it-the model choice approach; or we can use a forecast obtained by weighting the forecasts from the models-a model averaging approach.
For model averaging, we must assign a weight to each model. Starting with the prior weights a0 and given the information contained in a (vector of) statistic(s) Sn = Sn(Y(n)), we can apply the Bayes theorem to update aO and obtain the posterior weights a(Sn) = (al (S n), ..., aK(Sn)), that is, for each model k, Our main point is that by choosing Sn to be a statistic that reflects the past empirical performance of the models, we often obtain more accurate predictions than by always using Sn = Y(n). Natural quantities to include in Sn are the squared-error losses (Yt -Yk,t)2 from previous time points t that would have been incurred had the predictor Yk,t been used. As alternatives, we use the following quantities. DEFINITION 1. The predictual arising from predicting Yt using the predictor Yk,t as defined in (1)is Rk,t = Yt -Yk,t.
By conditioning on a statistic Sn that includes losses or predictuals, we obtain predictors that are functions of the actual performance of the models rather than simply on data values. We will focus on statistics Sn that include predictuals rather than losses for two reasons. The conceptual reason is that losses do not distinguish between the bias and variance components in the error, and this information may be relevant to assessing the quality of the candidate models. The pragmatic reason is that in normal linear models, using predictuals (or any affine functions of Y(n)) lets us easily evaluate quantities such as the posterior weights and others we will introduce later.
Our primary goal is to find good choices for Sn. Observe that as t increases, the differences Yt -Yk,t are based on ever more data. Since the variance of Yt -Yk,t decreases as t increases, we suspect that Y1 -Yk, is less informative (i.e., a poorer indicator of the predictive accuracy of a model) than later values of Yt -Yk,t. Also, note that the information content of the vector of differences Yt -Yk,t for t = 1,..., n is equivalent to the information content of the full data set because they are mathematically equivalent, i.e., they generate the same a-field. So, even though the information gain per time step is the same, the information per difference is higher for differences that appear later and the information in a set of statistics increases as the set shifts forward in time. For instance, the information in Yt -Yk,t with t = n is higher on average than the information in any other difference with t < n. Therefore, we will only consider collections of predictuals for which the inclusion of a predictual from time point t means that all later predictuals are also included. The special case of using all of the predictuals from past time points for any model is equivalent to using the Bayes procedure since the ar-field generated by all predictuals equals the a-field generated by the data. Indeed, any set of n linearly independent predictuals will replicate the effect of conditioning on the whole data set. As an empirical fact, computations not described here show that conditioning on a set of predictuals of dimension much less than the sample size n can reproduce the effect of conditioning on the whole data set. For instance, in the simulation framework considered in Section 4 with two nested models differing by a single predictor, the most recent predictual from both models together reproduces the effect of conditioning on all the data. To avoid this kind of undesirable reduction, we restrict choices for Sn to include predictuals from one of the models only.
A naive specification of Sn would include only the n/2 most recent predictuals, an example which was described in the introduction. However, this specification performs well only for a limited variety of scenarios. A better approach is to choose at each time point the form of Sn by an optimality criterion that is adaptive to the preceding data sequence. Here, we evaluate a novel type of risk for each candidate Sn and select the Sn that minimizes this risk. As the true model is unknown, we first consider the risk of using Sn under each model. 
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We have presented here the mongrel procedure in its simplest form. Possible generalizations and alternate formulations include: (i) the optimality criterion could invoke minimization of some average risk over models for each Sn rather than minimization of the maximum risk; (ii) the expectation in (3) could be evaluated conditional on a statistic different from Sn; and (iii) the specification that we use the Bayes predictors (given by (1)) as the predictors to be averaged could be relaxed, i.e., we could use instead mongrel-type predictors from each model obtained by minimizing expected loss conditional on some statistic rather than on all of the data. See Wong (2000) for a more general development.
FORMULAE FOR NORMAL LINEAR MODELS
Implementing the mongrel procedure requires evaluating the posterior weights in (2) and the mongrel risks in (3). For general classes of candidate models and forms of Sn, these evaluations typically will be difficult to perform. However, when the candidate models are from the class of normal linear models, the loss function is a squared error, and Sn is affine in Y(n), then analytic formulae can be derived. We give these formulae in this section.
Consider 
1). (10) See the Appendix for the derivations of (6), (8), and (9).
All of the preceding formulae in this section apply to Sn that are arbitrary affine functions of Y(n), i.e., for arbitrary (compatibly dimensioned) specifications of U and c in (5). When Sn consists of predictuals, the computational burden can be reduced because U and c can be constructed using quantities already presented. From inspection of (13) in the Appendix, we see that to include Rk,t (for any t < n) in U, we simply set (i) the first t elements in the row in U corresponding to Rk,t to uT and the remaining elements to zeros, and (ii) c = -Zk,(n)bk.
The solution to the optimization used to find S/ cannot be expressed in closed form. This does not pose a difficulty in finding the mongrel predictor, as the solution is determined easily by searching over the risk profiles. However, the absence of a simple analytic solution means that the performance of the mongrel predictor needs to be evaluated by simulation.
SIMULATION STUDY

Simulation framework.
We used the following simulation framework to assess the forecasting performance for different methods for specifying Sn. Data sequences of length 40 were generated randomly from the model Yn = o70 + lXil,n + 72X2,n + En, where Xi,n, X2,n, en were all independent standard normal variables. For the base set of scenarios, we fixed y70 = 1 and 71 = 0.2, while '72 was varied over the set {0, 0.2, 0.4}.
To assess the performance of the mongrel procedure when the collection of candidate models consists of two nested models only, we considered: To investigate the sensitivity of the mongrel procedure to including a distant model in the set of candidate models, we repeated the evaluation of the above scenarios but with 71 = 0.8. With this specification, Models 1 and 2 remain close to the data generator as before, but Model 3 is relatively distant as it omits a predictor that has a correlation of 0.60 with the outcome. Failing to include an obviously important variable is an unusual choice for a candidate model. However, we have done so because in practice this unfortunate situation does occur.
Additional simulations were performed to assess the sensitivity to the priors on the regression coefficients, in particular to the use of diffuse priors and to misspecified prior means.
The performance of the mongrel procedure and of BMA were compared using the empirical mean squared prediction error (-1, 1) , the differences are split roughly equally between positive and negative deviations. However, nearly all of the large magnitude deviations are positive. Thus, the mongrel procedure seldom performs substantially worse than BMA whereas BMA performs much worse than the mongrel procedure on a meaningful number of the sequences. These results suggest that the mongrel procedure is more robust than BMA to atypical data. When '71 is changed from 0.2 to 0.8 and the model list contains all three models, the performance of the mongrel procedure relative to BMA changes dramatically. For very small sample sizes (n < 10), the mongrel procedure continued to beat out BMA, but it quickly lost out to BMA as the sample size increased. Moreover, the magnitudes of the difference in performance, both when the mongrel procedure beat or lost out to BMA, typically exceeded those seen in Figure 5 , with average differences around 0.05. As before, the performance of the mongrel procedure tended to improve as 72 increased. We observed that the mongrel posterior weight for Model 3 converged to zero very slowly in all of these scenarios. Thus, considerable weight was being placed on a very poor model when the Bayes weights essentially had discarded this model.
Results for the 3-model case.
Sensitivity to priors on the model parameters.
We performed additional simulations in the 2-model case to assess sensitivity of the procedure to the choice of prior distributions on the model parameters. For our base set, we had set the prior variances, Fi and I2, on the regression parameters to be identity matrices because we felt that such values reflect the typical (small to moderate) amount of prior information available in practice. When very weak priors (Pi = 251) were used, the simulations yielded results that were qualitatively the same. Our choice of prior means for the parameters also may seem unduly optimistic in that they are close to or equal the coefficients from the data-generator. In practice, we would expect that the prior means would not match the values in the data-generator, so we should consider other choices. The concern here is that because the mongrel procedure sets aside information, it will be less adept at compensating for "bad" prior means. But what range of priors Vol. 32, No. 3 is of practical interest? As an arbitrary choice that reflects a reasonably bad prior, we set the prior means to be (-1, -1, -1) and (-1, -1) for Models 1 and 2, respectively. The results were that for the larger sample sizes, now the Bayes procedure slightly beat out the mongrel procedure when 72 = 0.4 and a0 = (0.25, 0.75) and that the gains obtained using the mongrel procedure in the other scenarios appeared to be attenuated. However, for the smaller sample sizes, the gains obtained using mongrel procedure increased considerably-an odd result given that the initial concern had been that the mongrel procedure would be misled by the bad prior. Overall, the results suggested that the mongrel procedure is only slightly more sensitive to bad priors than is the Bayes procedure. 
DISCUSSION
We have proposed a new type of criteria, the mongrel risks, for selecting online predictors. The mongrel risk is novel in that it combines both model information and past empirical performance in evaluating candidate predictors. The application of the mongrel risk requires a rule for selecting the conditioning statistic Sn. We have advocated an adaptive approach to selecting Sn. Our simulations show that an adaptive mongrel approach beats out BMA in small samples across a practically meaningful range of data-generators (values for Y72) and prior model probabilities (values for ao). Although our results are limited in scope, they provide compelling evidence that under a predictive criterion one can do better than always conditioning on all of the data, i.e. being Bayes. This is a question of quality versus quantity: When will a small number of highly informative statistics perform better than a larger number of less informative statistics?
An analytic treatment to assess the spectrum of scenarios over which the improvements are maintained is desirable, but hard to obtain, since the expressions needed to assess the performance of a mongrel procedure seem challenging. Moreover, because we are dealing strictly with small sample performance, we cannot appeal to asymptotic approximations.
Another setting in which the Bayes solution loses out to a competitor in a predictive setting is described by Clarke (2003) . There, it is seen that as the approximation power of the model list is weakened, the performance of BMA relative to a cross-validation type of model averaging called stacking, deteriorates; i.e., as the data generator deviates from the elements of a model list, it is ever easier for stacking to beat BMA until both are so far wrong that model averaging is no help.
The fundamental components of an inference procedure are prior information, data, and the model list possibly equipped with a prior. The models provide the necessary framework for combining the information in the prior with the information in the data. To date, robustness of inference procedures has focused on sensitivity to atypical (i.e., bad) data primarily from a frequentist perspective or misspecification of priors from the Bayesian perspective. These two aspects of robustness are opposites: If the model list is good, i.e., approximates the data generator well, then a procedure that puts more weight on the prior than on the data is less sensitive to bad data but more sensitive to a bad prior. Since the mongrel procedure often discards some information, this makes it less sensitive to atypical data than the Bayes procedure. The gains seen in our results reflect the ability of the mongrel procedure to identify the atypical sequences for which the Bayes procedure has high risk and to select a better predictor for them. At the same time, the mongrel procedure seems to retain most of the usual robustness against choice of prior. This is consistent with the view that prior sensitivity is less important than the sensitivity to bad data.
The situation is less clear when a high level of model uncertainty is present and model sensitivity to the data may be the most difficult aspect to fix. Our results suggest that one can only beat Bayes when the model list is already pretty good given the data generator. This means that the model uncertainty is already unnaturally low. Indeed, suppose we define the diameter of a model list M to be 1D(M) = max d(i, j) as i and j range over the models in M and d is a distance function. Then the contrast between the two three-model cases in Section 4 suggests that as D increases the degree by which the mongrel procedure beats out the Bayes procedure decreases until Bayes is better than the mongrel one. Note that the diameter is one way to express model uncertainty.
Since the distances between the data generator and the candidate models impact on how well averaging strategies, such as the mongrel, work, it is essential to throw out models that are sufficiently far wrong. One technique used in BMA is to throw out seemingly bad models based on the Bayes factor between a given model and the best model, i.e., the model achieving maxk mk(y(n)) for given Y(n), and then averaging over the remaining ones. This criterion is often combined with an Occam's window argument (Madigan & Raftery 1994) in which a simple model achieving a larger posterior probability than a more complex model discredits the complex model. In our limited computations, we found that applying Bayes factors to discard models degraded the performance of the mongrel procedure. Surprisingly, this usage also degraded the performance of BMA in our examples. We speculate that this occurs because Bayes factors intrinsically assess model fit, not predictive accuracy. The usual mean squared prediction error, conditional on all of the data, is an alternative to the Bayes factor that we are investigating as a 
Substituting (11) and (12) into the above expression for pi{Yn+i (Sn)} gives (6).
Derivation of (8) 
with U,n+1 as defined in (10). Applying expectation/covariance operators to Rk,n+l in the form given by (13) yield (8) and (9).
