Abstract. In this paper, we prove a quantitative version of the semiclassical limit from the Hartree to the Vlasov equation with singular interaction, including the Coulomb potential. To reach this objective, we also prove the propagation of velocity moments and weighted Schatten norms which implies the boundedness of the space density of particles uniformly in the Planck constant.
1. Introduction
Presentation of the problem.
In this paper, we consider the nonrelativistic quantum and classical equations which describe the evolution of a density of infinitely many particles in the kinetic mean field regime, called respectively the Vlasov and the Hartree equation. The interaction between particles is described by a mean field potential V = V (x) depending only on the space variable x ∈ R d with d ≥ 2 and which is defined by
where ρ is the spatial density and K is an even kernel describing the interaction between two particles. The force field can then be written
Typically, we have in mind the pair interaction potential K(x) = ±1 |x| a with a ∈ [−2, d−1). The most physically relevant case is the case of the Coulomb interaction a = d − 2 for d ≥ 3 or K(x) = ± ln(|x|) in the two dimensional case. It can describe the interaction of charged particles as well as a system of point masses in gravitational interaction, the force being repulsive when K is positive and attractive in the converse case.
In the classical case, the kinetic density of particles f = f (t, x, ξ) is a nonnegative function of time t ∈ R + , space and momentum ξ ∈ R d and the space density is given by
The evolution of the kinetic density is then given by the well-known Vlasov equation
Remark also that by defining the Hamiltonian
we can write the (Vlasov) equation as
where {·, ·} is the Poisson bracket defined by
On the other hand, in the formalism of quantum mechanics, a particle is described by a wave function ψ ∈ L 2 = L 2 (R d , C) verifying ψ L 2 = 1. Under the action of the potential V , its evolution is governed by the following Schrödinger equation
where = h 2π is the reduced Planck constant. In the more general case of systems with mixed states, the density of particles is described by a trace class and self-adjoint density operator, ρ, which by the Spectral theorem can be seen as a superposition of pure orthonormal states (ψ j ) j∈J ∈ (L 2 ) J for a given J ⊂ N by writing ρϕ := Given a density operator, the spatial density is defined as the diagonal of the kernel
and the Hamiltonian is the following operator
where V = K * ρ is identified with the operator of multiplication by V (x). We can then rewrite (1) for each ψ j as ∂ t ψ j = 1 i Hψ j and we deduce that the density operator verifies the so called Hartree equation The main goal of the present paper is to obtain a quantitative estimate of the semiclassical limit from the (Hartree) to the (Vlasov) equation, which means the limit when h = 2π → 0. This limit was first investigated in a non-quantitative way using compactness methods by Lions and Paul [41] , Markowich and Mauser [44] and then by Gerard et al [30] , Gasser et al [21] , Ambrosio et al [2, 1] , Graffi et al [29] . On the other hand, Athanassoulis et al [6] prove quantitative estimates in L 2 norm in the case of sufficiently smooth potentials and Amour et al [3, 4] show that the rate can be improved in the case of very smooth potentials. More recently, some improvements on the requirement of regularity of the potential K have been done in Benedikter et al [12] by considering trace and Hilbert-Schmidt norms and a mixed semiclassical and mean-field limit, and by Golse et al [24] and Golse and Paul [26] using quantum pseudo-distances created on the model of the WassersteinMonge-Kantorovitch distances. This strategy allows them to prove estimates that do not require any assumption of regularity on the initial data. However, all these works still require at least Lipschitz regularity of the potential, which does not include singular interactions like the Coulomb potential.
Recent attempts on generalizing these results to more singular potentials in the case of fermionic systems can be found in the works by Porta et al [50] and Saffirio [52] , where a joint mean-field and semiclassical limit is obtained. However, it requires regularity assumptions on the solution of the Hartree equation whose propagation is still an open problem. The closely related problem of the mean field limit from the N -body Schrödinger to the Hartree equation has been also investigated a lot. Weak convergence results have been first obtained in [10, 17, 9] for the Coulomb potential. See also [58] for the one dimensional case. Quantitative results have been established in [51, 49, 24, 46, 26, 25, 28] for Bosons and in [20, 19, 13, 11, 7, 48, 50, 47] for Fermions. Remark that some of these works use a joint mean-field and semiclassical limit, however they always require at least a Lipschitz potential or an assumption of regularity on the solution of the Hartree equation.
An other possible way to derive the Vlasov equation is the classical mean-field limit. It is also a closely related problem. Results for non-smooth potentials can be found for example in [31, 32, 37, 36, 38] . The major obstacle here is the absence of regularity in the N -body problem, which is the reason why all results with unbounded pair interaction potentials need a cut-off on the force field.
Other results about the mean-field limit are the convergence of the minimizers of the N -particles energy towards the mean-field energy. We refer for example to [18] and references therein.
In order to get semiclassical estimates for more general pair potentials K, our strategy consists in requiring more regularity on the initial data and proving that it implies regularity at the level of the mean-field potential V . The propagation of moments is inspired from [42] and [41] . The semiclassical limit is mostly an adaptation of [26] and of the proof of uniqueness for the Vlasov equation given in [43] . Some interesting improvements for the uniqueness can be found in [45, 34] .
Finally, notice that the global well-posedness in Sobolev and Schatten spaces and conservation of the energy have been treated in [22, 23, 33, 14, 35, 15, 39] . In particular, our hypotheses on finite quantum moments of order n require the equation to be well-posed in the corresponding H n Sobolev space. However, as we will see, even if quantum moments can be interpreted as H n norms, the above mentioned papers do not prove the propagation of these norms uniformly with respect to , which is one the main results of this paper.
Notations and tools.
We describe in this section the main notations that we will use. Since we are in the semiclassical regime, most of our results have to be true in the limit and are inspired from the classical results. Therefore, our notations try to be close for the classical objects and their quantum counterpart. When comparing quantum and classical objects, we will sometimes add in the notation to denote the quantum objects.
1.2.1. Functional spaces. Since most of the functional spaces we use will be defined for functions defined on R d , we will often write X = X(R d , C), as for example in the case of the Lebesgue spaces
. Some other standard functional spaces we will use are the weak and weighted Lebesgue spaces, defined reciprocally by
Moreover, we will denote by P(X) the space of probability measures on some space X. We will need the equivalent of some of these spaces in the quantum picture. The quantum equivalent of the integral on the phase space is the trace which for an operator ρ in the form (2) can be written
The trace is defined more generally for trace class operators. We refer to [55] for the general definition and additional properties. In order to define the equivalent of Lebesgue norms, let us first recall the definition of the Schatten norm of a trace class operator A for p ∈ [1, +∞)
where B = B(L 2 ) is the space of bounded operator on L 2 and |A| = √ A * A. We will more precisely use a rescaled version of these norms defined for r ∈ [1, +∞] by
where r ′ = r r−1 denotes the Hölder conjugate of r. They play the role of the L r x,ξ norm for the quantum density operators. The space of quantum probability measures corresponds to the space of normalized hermitian operators defined by
Remark that since ρ will usually be a nice compact operator, for general unbounded operators A ∈ L(L 2 ), we can define Tr(Aρ) := Tr(ρ 1/2 Aρ 1/2 ) even if Aρ is not a bounded operator.
1.2.2.
Momentum. We recall that the quantum equivalent of the classical momentum ξ is the following unbounded operator from
Its formal adjoint for the scalar product defined by u,
which leads to the following notations
Wigner Transform.
There exists several ways to try to associate a density over the phase space to a density operator, one of them being the Wigner transform and its nonnegative but smoothed version called Husimi transform defined reciprocally for h = 1 by
2 with z := (x, ξ) and we used the following convention for the Fourier transform
We refer for example to [41] and [24] for more details and mathematical results. Given ρ solution of the (Hartree) equation we will write its Wigner and Husimi transforms respectively
2 / . We also define the quantum velocity moments by
Remark that the scaling of the quantum Lebesgue norm L p can be understood by looking at the Wigner transform and noticing that when r = 1 or r = 2
Moreover, when r > 2 and ρ is a superposition of coherent states, then
See Section 7 for the proof and other results for coherent states.
Semiclassical Wasserstein pseudo-distances.
A last useful tool in the study of uniqueness and stability estimates for the Vlasov equation is the Wasserstein-(Monge-Kantorovich) distance W p which can be defined for any p ∈ [1, ∞]. We refer for example to the books by Villani [57] and Santambrogio [53] . As introduced in [26] , we will use a quantum equivalent of the W 2 distance. We first introduce the notion of coupling between a density operator and a classical kinetic density. Let γ ∈ L 1 (R 2d , P). We say that γ is a semiclassical coupling of f ∈ L 1 ∩ P(R 2d ) and ρ ∈ P and we write γ ∈ C(f, ρ) when
Then we define the semiclassical Wasserstein-(Monge-Kantorovich) pseudo-distance in the following way
Tr (c (z)γ(z)) dz 1 2 , where c (z)ϕ(y) = |x − y| 2 + |ξ − p| 2 ϕ(y), z = (x, ξ) and p = −i ∇ y . This is not a distance but it is comparable to the classical Wasserstein distance W 2 between the Wigner transform of the quantum density operator and the normal kinetic density, in the sense of the following Theorem Theorem 1 (Golse & Paul [26] ). Let ρ ∈ P and f ∈ P(R 2d ) be such that 
See also [27] for more results about this pseudo-distance and Section 7 for the particular case of coherent states.
1.3. Main results. We will use this pseudo-distance to get explicit speed of convergence in of the solution ρ of (Hartree) equation to the solution f of (Vlasov) equation. For the classical density f , we consider conditions which ensure existence and uniqueness of the solution and the boundedness of ρ as claims the following theorem
and for all R > 0,
sup ess
Then there exists a unique solution to the (Vlasov) equation with initial condition
Moreover, in this case, the spatial density verifies
This is actually proved for the Vlasov-Poisson equation only (i.e. K = 1 |x| ) but the proof would works for less singular potentials verifying the assumptions of the following Theorem 4. Actually, the proof we make for the quantum case can be easily adapted to the classical case, which implies for example that this result holds in dimension 3 for
and for all t ∈ [0, T max ] when a ∈ [4/5, 8/7). The strategy to prove the above theorem is to obtain a Gronwall's inequality for moments. Our first Theorem uses the same strategy in the semiclassical picture to prove the propagation of quantum velocity moments. • a ∈ −1,
From the quantum kinetic interpolation inequalities (21) , we obtain the following corollary. The next theorem is about the following semiclassical convergence result which uses only hypothesis on initial velocity moments and quantum Schatten norms.
and let f be a solution of the (Vlasov) equation and ρ be a solution of (Hartree) equation with respective initial conditions
Assume also that the initial quantum velocity moment
Then there exists T > 0 such that for any t ∈ (0, T ),
where
The next theorem proves the semi-classical convergence in a case of more singular interactions kernels such that ∇K is in the Besov space B 
, +∞ , and one of the two following conditions
Moreover, assume that for a given n ∈ 2N such that n > d
uniformly in , and there exists a constant C T depending only on the initial conditions and independent of such that
Moreover, when b ≥ 
where local ? 
Remark 1.6. As it can be seen from Proposition 6.3, the semiclassical estimate of Theorem 5 is actually global in time for the Coulomb potential in dimension
d = 3 provided ρ ∈ L ∞ loc (R + , L ∞ ).
And this would follow from the propagation of order 4 velocity moments globally in time, since then Theorem 3 and Proposition 5.3 would imply propagation of higher order moments and weighted Lebesgue norms and the desired bound. In the classical case, global in time propagation of moments is proved in [42] through the use of a Duhamel formula in order to use the properties of dispersion of the kinetic transport semigroup. However, we did not manage to use the gain of regularity due to the dispersion. Even if it is possible to express the solution of (Hartree) through a Duhamel formula for operators, the lack of positivity of the operators involved seems to create difficulties. However, an other effect of dispersion is the decay in time of space moments which we will use in a forthcoming paper to prove global in time estimates for small initial data.
The rest of the paper is organized as follows. In Section 2 we generalize the classical kinetic interpolation inequalities which are the key inequalities of our work. In Section 3.2 we recall the conservation of energy and Schatten norms and discuss the case of interaction kernels which do not vanish at infinity.
Sections 4 and 5 prove the propagation of quantum moments (Theorem 3) and quantum weighted Lebesgue norms uniformly in (First part of Theorem 5). In each case, we first write the classical version of the proof and then the quantum case which is more technical.
In Section 6, we prove the semiclassical limit in term of the modified Wasserstein distance using the regularity results of previous sections. It finishes the proof of Theorem 4 and Theorem 5.
Finally, Section 7 shows that the quantum Lebesgue norms and the quantum Wasserstein pseudo-distance are more natural when looking at superposition of coherent states. It allows us to justify more precisely the definition of the quantum Lebesgue norms and to reformulate our results in terms of the classical Wasserstein distance in this case.
Kinetic quantum interpolation inequalities
where C depends only on d, n and r and p (18) is known for n = 2 and is a variant of Lieb-Thirring inequality (see [41, (A.6 (18) when n = 2 by replacing f with f , even if f is not always nonnegative. Recalling the notation p = −i ∇ for the quantum momentum, using the L p norm defined by (3) and remarking that
)]). It reads
By using the results in [16] , we obtain the full generalization of (18).
Theorem 6. Let n ∈ 2N. Then there exists C > 0 depending only on d, r and n such that
for k < n, there exists C > 0 depending only on d, r, n and k such that
Remark 2.2. As it can be seen in the proof, when k = n, we get an equality in equation (22) 
Remark 2.3. Taking = 1, we can write (22) as 
which can be written as a Gagliardo-Nirenberg inequality for orthogonal functions under the form
where the µ j are the negative eigenvalues of (−∆)
and s = r ′ , the same proof as in [41] gives inequality (21) . The second inequality requires some more work. We use a vector-valued version of Gagliardo-Nirenberg inequality proved in [54] which states in particular that for a given Banach space X and any
We will use it for the norm given for Ψ = (ψ j ) j∈J by
For this norm, by integrating by parts, we remark that
Using inequality (24) for Ψ and multiplying it by k/2 , we obtain
Using the first inequality (21) to bound ρ L p in the left hand side and the fact that θ k = 1 − k n θ, we deduce formula (22).
Conservation laws
In this section, we recall the conservation laws for the (Vlasov) equation and their equivalent for (Hartree) equation. 
The following property is the quantum equivalent of this conservation law expressed in term of quantum Lebesgue norms.
Proposition 3.1. Let ρ be a solution of the (Hartree) equation with initial condi
and by an immediate recurrence, for any n ∈ N,
Since ρ ≥ 0, we can write ρ = |ρ| and deduce that ρ L r is constant in time.
When r is not an integer, the result follows by complex interpolation and the case r = +∞ is obtained by passing to the limit r → ∞.
Conservation of Energy.
The conservation of energy is a well known property of both (Vlasov) and (Hartree) equations, see for example [22] and [41] for the quantum case. For the sake of completeness we write here a short proof with our notations.
Proposition 3.2. Let ρ ∈ P be a solution of (Hartree) equation. We define the total energy of the system by
where M 2 = Tr(|p| 2 ρ) and V = K * ρ for a symmetric kernel K. Then, as in the classical case, the total energy is conserved
Remark 3.1. Notice that we can also write
which shows that the energy has the same expression with the Wigner transform f as in the classical case. [41] .
Remark 3.2. By the interpolation inequality (21) and assuming that
M 2 is bounded and ρ ∈ L r ∩ L 1 , we get that ρ ∈ L p for p ′ ∈ [r ′ + d/2, ∞]. Thus,
by HardyLittlewood-Sobolev inequality, the negative part of the potential energy (E
If K is not bounded for |x| → ∞ but
, as in the case of the two-dimensional Coulomb interaction K = − ln(|x|), E P can be controlled by assuming for example additional finite space moments
In this case, one can indeed write
The first integral is still controlled as above by
. to control the second, we write
It is easy to see that if
is bounded, then space and velocity moments up to order 2 remain bounded, since
2 , which combined with the conservation of energy leads to
By Gronwall's Lemma and since
and since K is symmetric, we get
Now we remark that 2 Tr(Hρ) = Tr(|p|
Thus, we obtain
which leads to the result.
Propagation of moments
We study in this section the propagation independently of of velocity moments for the Wigner transform of the density operator ρ solution of the (Hartree) equation, which write
To clarify the presentation, we first prove the classical estimate which will be our guideline to prove the semiclassical case.
4.1. Classical case. In this section, we consider only the classical quantities, so that we define
We can then prove the classical analogue of Theorem 3. is bounded and by conservation of the energy (Proposition 3.2) we deduce that
To simplify we write f = f (t, x, ξ). Then we have
Since E = −∇K * ρ with ∇K ∈ L b,∞ , Hölder's and Hardy-Littlewood-Sobolev's inequalities give
where (α, β) ∈ (1, ∞) 2 are such that 1 +
By the interpolation inequality (19), if we can take α
. If β ≤ p n−1 , we can bound ρ L β using only moments of order less than n − 1 by using the interpolation inequality (18)
If β > p n−1 , we remark that
In this case, by interpolation between Lebesgue spaces and by the interpolation inequality (18), we get
and ε ∈ (0, 1) is defined by
By (27) and (29), it implies
Using equation (30) to compute ε, we obtain
In particular, 
Proof of Theorem 3.
To simplify the computations, we define for any k ∈ N,
Step 1. An inequality for the time derivative of moments. We remark that
By an immediate recurrence, we deduce that for any n ∈ N,
With this formula, we can compute the time derivative of moments as follows
Recalling that ρ = j∈J λ j |ψ j ψ j |, for the term with k = n, we have
For the other terms, for k < n, we integrate by parts and use Cauchy-Schwartz inequality to find
2n+2 .
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Next we use the definition of E to write
To continue, we introduce the multi-index notation
With these notations, we can write
where the constants C 2n a,b are non-negative integers depending on the multi-indices a and b and such that
More generally, we will write
where the sum is taken only over the (a, b) such that |a + b| = n − 1 if n is odd, since then [p] n (uv) is a vector with one free index. Hence, we get
Moreover, by Cauchy-Schwartz inequality
2|b| . Thus, (35) leads to the following inequality
The left hand side can be written under the form
Combining this inequality with (34) and (36), we obtain
and we used Hölder's inequality and the weak Young's inequality. The case k > n is treated in the same way. Thus, from (33) and the identity
we deduce that for any n ∈ N,
Step 2. Using the kinetic interpolation. To simplify the notations, we will fix n ∈ 2N and write previous formula as
To bound the right term by powers of M n , we use the kinetic quantum interpolation inequalities (22) , which gives for any k ∈ {2|a|, 2|b|, 2|c|}
where p
Since k ≤ n − 2 the same inequality holds by replacing n by n − 2. If we can choose α, β, γ > 1 and ε ∈ (0, 1) such that
By interpolation and since by Proposition 3.1,
Since |a + b + c| = n/2 − 1, we remark that
Therefore, by (37), we get
Let first assume that b ≤ p ′ n−2 . Then, since by assumption b ≥ b n , we can find (α, β, γ, ε) verifying (40), (41) and (42) . Hence, (38) 
From (43), we can compute ε and we get
It leads to the following formula for Θ = 1/2 + Θ 1
In particular,
The result then follows by Gronwall's Lemma. If b > p ′ n−2 , it is no more possible to write (43), but we can still findε ∈ (0, 1) such that
, where 1
and we obtain dM n dt
withΘ = 1/2 +εΘ 1 ≤ Θ and we can again conclude by Gronwall's Lemma. 
Propagation of higher Lebesgue weighted norms
∈ [0, T ] 0 ≤ f (t, x, ξ) ≤ C 1 + |ξ| n .
For n > d, this bound implies that
ρ := R d f dξ ∈ L ∞ ([0, T ] × R d ). Proposition 5.1. Assume E ∈ L ∞ ([0, T ], L ∞ ) and let f be a solution of the (Vlasov) equation such that f in ∈ L p and f in |ξ| n ∈ L p for a given p ∈ [1, ∞]. Then f |ξ| n L p x,ξ ≤ f in |ξ| n 1 n L p x,ξ + E L ∞ f in 1 n L p x,ξ t n .
Corollary 5.1. Assume f verifies the hypothesis of Proposition 5.1 for n > d and
Proof. Since f = f (t, x, v) is solution of the (Vlasov) equation, differentiating with respect to time and integrating by parts, we get 1 p
Using the fact that E ∈ L ∞ and Hölder's inequality, we obtain
This inequality can be written
Then by conservation of the L p x,ξ norm and Gronwall's Lemma, we deduce that
< ∞, we can pass to the limit p → ∞.
Quantum case.
In this section, we again only focus on the quantum objects, so that we will write ρ := ρ and ρ := diag(ρ) to simplify the notations. For k ∈ R + , we define the L(|p| k ) space as the space of compact operators ρ such that
where L p is defined by (3) . Remark that if ρ is self-adjoint, then |ρ|p| k | 2 = |p| k |ρ| 2 |p| k and by cyclicity of the trace, for any p ∈ 2N,
Actually, as proved in [17] , this is true also for p = 1 and can be easily generalized to any p ∈ R + , since for any self-adjoint compact operators A and B, as pointed out in [55 
Then, we use (49) with q = 1/θ ≥ 1 to get
, which proves the result.
As a corollary of the previous proposition, taking B = |p| n and A = ρ, we obtain results for the L(|p| k ) norm.
Corollary 5.2. Let ρ be a nonnegative hermitian operator, then for any
We are now ready to prove the propagation of weighted quantum Schatten norms.
Proposition 5.3. Let p
) for a given p ∈ N ∪ {∞} such that 2p ≤ r and a given n ∈ N such that
. In particular, for r = p = ∞, we obtain
Corollary 5.3. With the hypotheses of Proposition 5.3, assume that for a given
which is bounded independently from .
Proof of Corollary 5.3. To prove (54), we remark that from Proposition 5.3,
Since P n and ρ are nonnegative self-adjoint operators, by using (49) for r = ∞ and q = 2, we obtain
. From this, we get that for any ϕ ∈ L 2 ,
n is a nonnegative self-adjoint operator. Using the Fourier transform, we remark that P n is invertible and that for any ϕ ∈ L 2 we have
n is a positive operator, we deduce that
where, since 2n > d,
Since ρ ≥ 0, we deduce that
which proves the result. 
where P = |p n i ρ| 2p−2 . Since Tr(A * ) = Tr(A), the following holds
To treat the right term, we remark that Leibniz rule for differentiation leads to
Therefore we obtain Tr ρp
Thus we can use Hölder's inequality (47) and the interpolation inequality (50) to get
The term ρ 2p will be controlled by propagation of the L p norm (see Proposition 3.1). To control p
, by interpolation, it is sufficient to prove that it is bounded for m = 0 and m = n − 1. We use again the Leibniz rule to get
Therefore, by Hölder's inequality, recalling the notation
we get the following bound
From the hypothesis (51) for n, we get n < n 1 + 1 and
,n−1 . Moreover, by the interpolation inequalities (22) and the fact that M n1 and M 0 are bounded on [0, T ], we deduce that ρ k L p is bounded uniformly with respect to for any t ∈ [0, T ] and any p ∈ [1, p n1,k ]. In particular, since
, we can find q 1 , q 2 ≥ 1 such that the left hand side of (59) is bounded on [0, T ] and (60) is verified, and there exists (ε 1 , ε 2 ) ∈ (0, 1) 2 such that
.
Since by (60),
, we deduce that
Moreover, by interpolation, for any k ∈ [0, n 1 ],
Using this inequality for k = 2l and k = 2(m − l) in (61), inequality (59) becomes
L r (1 + M 0 ) and we used the propagation of the L r and L 1 norm (Proposition 3.1). We can now come back to (56) . By combining it with (57), (58) and (62), we arrive at
By Multiplying the inequality by h −d/(2p)
′ and by conservation of the L 2p norm, we get
and c(t
By Gronwall's Lemma, we obtain
It proves inequality (52) . Remark that if r = ∞, then we can take C ρ in depending only on ρ in and not on p since by interpolation between L p spaces (Proposition 47), we have
. Therefore we can pass to the limit p → ∞ in (63) to get
The quantum coupling estimate
Following the ideas of Loeper in [43] , we use the property of displacement convexity of the interpolation between probability measures induced by the optimal transport to deduce the following bound in Wasserstein distance.
whereẆ −1,r denotes the dual space of the spacė
Proof. Let q = p ′ be the Hölder conjugate of p, T be the optimal transport map for the W 2 distance and ϕ ∈Ẇ 1,2q . Then the interpolant
where we denote by x θ := (1 − θ)x + θT (x). By differentiating with respect to θ and using Cauchy-Schwartz inequality, we get
The first integral is nothing but the W 2 distance between ρ 0 and ρ 1 . Thus, using Hölder's inequality to bound the second integral, we get
By displacement convexity (see for example [53, Proposition 7.29] ), the following inequality holds
Noticing that (2q) ′ = 2p p+1 , an integration with respect to θ on [0, 1] gives the expected result.
As a consequence of Proposition 6.1 and the weak Young inequality, we get the following inequality
p+1 . We first write that for ρ :
Then, as a consequence of the weak Young inequality (see [40, Chapter 4 , (7)], we have
. Combining (66) and (67), by duality, we deduce
We then use Proposition 6.1 to conclude. When p = ∞ and r = 2, we use the fact that
, which is proved in Appendix (see (87) in Proposition A.1).
We can now prove the following key estimate in the modified Wasserstein distance as defined by (4).
Let ρ ∈ P be a solution of (Hartree) equation and f be a solution of the (Vlasov) equation such that the spatial densities verify
uniformly with respect to . Then, for all t ∈ [0, T ], we have
Proof. Let p = q ′ andp = s ′ /2. As in [26, Section 4] , we define the time dependent coupling γ(z) = γ (t, z) with z = (x, ξ) as the solution to the Cauchy problem
with initial condition γ in ∈ C(f in , ρ in ). As proved in [26, Lemma 4.2] , γ ∈ C(f (t), ρ (t)). We also define
Tr (c (z)γ(z)) dz.
By differentiating in time, we get
which, by a direct computation, as detailed in [26, Section 4.3] , leads to
Since γ ≥ 0, we use the fact that by Hölder's inequality for Schatten spaces (see e.g. [55] ) and cyclicity of the trace, we have for any
Thus, using this inequality for A = (ξ − p) and B = E (y) − E(x) for the first integral in (69) and A = E (y) − E(x) and B = (ξ − p) for the second integral, we get by Cauchy-Schwartz inequality
The first integral is bounded by E and second integral by 2(I 1 + I 2 ) where
Then, since γ ∈ C(f, ρ ), by corollary 6.1, we can control I 1 in the following way
Moreover, since ρ = R df (t, x, ξ) dξ is nothing but the projection of f on the space of positions, we have W 2 (ρ, ρ ) ≤ W 2 (f,f ) (see Proposition B.1 for a more detailed proof). Using Theorem 1 and the definition of W 2, , we get
In order to control I 2 , we remark that, from Young's inequality, we get
which implies that E ∈ C 0,1 uniformly with respect to , and 
By Grönwall's inequality, it leads to
Minimizing the right hand side as γ in runs through C(f in , γ in ) gives the expected result.
When ∇K ∈ B 
Proof. The proof is similar to the proof of Proposition 6.2. With the same notations, we arrive at
Then by corollary 6.1, we obtain
As in the proof of Proposition 6.2, it leads to
L ∞ . In order to control I 2 , we use the fact that since ∇K ∈ B 1 1,∞ , then, as proved in Appendix A (inequality (86) of Proposition A.1), we have
Then we use a result proved for example in [8, Chapter 2] which states that any function in B 1 ∞,∞ is log-Lipschitz in the sense that for any |x − y| < 1, we have
But for any r ∈ (0, 1), since B 1 1,∞ ⊂ L ∞ , for any |x − y| ≥ r, we get
Let introduce the kernel of γ , γ(y 1 , y 2 , z) (which still depends on t and ) and its diagonal γ(y, z) := γ(y, y, z). Then, we have
and F (x) = x ln(x) 2 . As noticed in [43] ,
. Thus, by taking r = e −1 , by Jensen's inequality,
By combining this estimate with (73), equation (72) becomes
where λ = 1 + √ 2(2C 1 + C 2 ) and we used the inequalities
whereλ(t) = sup [0,T ] λ, and which gives the expected result since C 1 (t) ≤ λ(t).
Combining the propagation of moments of Theorem 3 with the Proposition 6.2 which gives the semiclassical convergence as soon as ρ is sufficiently integrable, we can now prove Theorem 4. Theorem 5 is proved in the same way using Proposition 6.3 and Proposition 5.3.
Proof of Theorem 4. Since
, from Theorem 3, we obtain the existence of T ∈ (0, +∞] and Φ ∈ C 0 ([0, T )) such that for any t ∈ [0, T )
Moreover, from Proposition 3.1 we know that
Moreover, by Proposition 3.1, we also deduce the propagation of the mass
Remarking that
. By Hölder's inequality, it implies that for a given
and we can use Proposition 6.2 to get the result.
Superpositions of coherent states
We recall in this section some results about the approximation of measures on the phase space by a superposition of coherent states and state some applications in our case. See also Thirring [56] , Lions and Paul [41] , Golse et al [24] . Let ϕ ∈ L 1 be a smooth function such that ϕ L 2 = 1. Then the coherent states are defined by
and we will denote the associated density operator by
We can then associate to a measure µ ∈ P(R 2d ) of the phase space the following operator
It corresponds to the density operator defined in [41, Exemple III.7] . Up to a constant depending on , this is also what is called a Töplitz operator in [24] . The constant comes from the fact that we consider operators associated to measures with finite mass on the semiclassical limit, while Töplitz operators describe operators acting on these measures.
As expected, the mass is the trace of the operator
Moreover, we remark that ρ x,ξ = op ϕ (δ x,ξ ) and as proved in [41] , by defining the Wigner transform δ ϕ x,ξ := w (ρ x,ξ ), the following holds δ
where the convergence holds in the sense of the duality with C 0 (R 2n ). An other result proved in [26] is the comparison between the Wasserstein pseudo-distance defined in (4) with the classical Wasserstein pseudo-distance, which completes Theorem 1 Proposition 7.1 (Golse and Paul [26] ). Let (µ, ν) ∈ P(R 2d ) 2 be two probability measures such that W 2 (ν, µ) < ∞ and µ := op ϕ (µ) where ϕ is a Gaussian with
Finally, the following proposition justifies our definition (3) for the quantum Lebesgue norm. Proposition 7.2. Let µ ∈ P(R 2d ) and µ := op ϕ (µ). Then for any r ≥ 1, it holds
with equality in the first inequality if r = 2, as well as the following convergences Proof. As proved in [56] or [41, Exemple III.7] , for any convex mapping F ≥ 0 such that F (0) = 0, it holds
L r , which proves (75). As noticed in [24, Appendix B] , this inequality also holds in the other direction when r = ∞, which leads to (76). Then, as noticed in [41] , we deduce from (74) that if δ ϕ 0,0 ≥ 0, we have
Taking again F (x) = |x| r leads to the first part of (77)
However, for r = 2, the following equality holds for any operator µ
Thus, the above inequalities are equalities when r = 2
By complex interpolation, we deduce from the above equation and formula (76) that for any r Combining all these results, we can for example write a simplified version of Theorem 4 for superposition of coherent states. Then there exists T > 0 such that for any t ∈ (0, T ),
wheref is the Husimi transform of ρ .
The advantage is that in the above results, the semiclassical estimate is stated only in terms of the classical Wasserstein distance which is a true distance, and it also allows to take f in = g in . We can do the same for Theorem 5. We state it here for the Coulomb potential in dimension d = 3. 
Proof. The proof of (84) and (85) can be found for example in [8, Chapter 2] . To prove (86), we remark that since ∆ j is a convolution by a smooth and rapidly decaying function, ∆ j (u * v) = ∆ j (u) * v. By Hölder's inequality, we deduce the following inequality
To prove (87), we use the Fourier definition ofḢ 1 and the fact the Fourier transform is an isometry on L 2 to obtain
Then by using the fact that ϕ ( 
Therefore, by the definition (82), we obtain (87).
Appendix B. Wasserstein distances
We recall the definition of the classical Wasserstein-(Monge-Kantorovich) distances between two probability measures (µ 0 , µ 1 ) ∈ P(X) 2 on a given separable Banach space X. We first define the notion of coupling by saying that γ ∈ P(X 2 ) is a coupling of µ 0 and µ 1 when (π 1 ) # γ = µ 0 and (π 2 ) # γ = µ 1 , where π 1 and π 2 are respectively the projection on the first and second variable and π # γ denotes the pushforward of the measure γ by the map π. In other words ∀ϕ ∈ C 0 (X), The existence of a minimizer is well known and we refer for example to the books [57] or [53] for more properties of these distances.
The following proposition may be classical but we prove it for the sake of completeness Proposition B.1. Let (f 0 , f 1 ) ∈ P(R 2d ) 2 and for i ∈ {0, 1}, let ρ i = (π 1 ) # f i . Then
Proof. Let γ ∈ P(R 2d × R 2d ) be the optimal transport plan from f 0 to f 1 and define γ ρ = (π 1,3 ) # γ by ∀ϕ ∈ C 0 (R 2d ), ϕ(x, y)γ(dx dξ dy dη).
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Then for any ϕ ∈ C 0 , since the first marginal of γ is f 0 , Hence, the first marginal of γ ρ is ρ 0 . In the same way, the second marginal of γ ρ is ρ 1 , and we deduce that γ ρ ∈ Π(ρ 0 , ρ 1 ). Next, let (ϕ n ) n∈N ∈ (C 0 (R 2d ) ∩ L 1 (γ ρ )) N be an increasing sequence of nonnegative functions converging pointwise to (x, y) → |x − y| 2 . By definition of γ ρ , for any n ∈ N, ϕ ∈ L 1 (γ). Therefore, by the monotone convergence theorem, By definition (88), we deduce
which proves the result.
