We consider a nonlinear controlled stochastic evolution equation in a Hilbert space, with a Wiener process affecting the control, assuming Lipschitz conditions on the coefficients. We take a cost functional quadratic in the control term, but otherwise with general coefficients that may even take infinite values. Under a mild finiteness condition, and after appropriate formulation, we prove existence and uniqueness of the optimal control. We construct the optimal feedback law by means of an associated backward stochastic differential equation. In this Hilbert space setting we are able to treat some state constraints and in some cases to recover conditioned processes as optimal trajectories of appropriate optimal control problems. Applications to optimal control of stochastic partial differential equations are also given.
Introduction
We consider a stochastic optimal control problem for a system governed by a state equation of the form: We wish to minimize a cost functional of the form:
over all admissible controls. Here | · | is the norm in the space U , q and r are functions on [0, T ] × H and H respectively, with nonnegative values, the value +∞ being allowed. As the class of admissible controls we take square summable U -valued adapted controls. We note that this formulation of the optimal control problem includes state constraints: indeed, a large class of constraints on the trajectories of the state equations can be expressed by choosing q and r to equal +∞ on some prescribed sets.
The occurrence of the operator G in the control term of the state equation and the occurrence of the quadratic term |u t | 2 in the cost functional are essential for the results that follow: these structural assumptions are the main restriction imposed by our techniques. However note the following natural interpretations: the term u t dt + dW t in the state equation can be considered as a control affected by noise and the term E T 0 |u t | 2 dt in the cost functional can be interpreted as the energy of the control u.
Our main results are the following. First we prove an existence and uniqueness result for the solution of the state equation (Proposition 2.3). The solution is understood in the so called mild sense, customary in the theory of both deterministic and stochastic evolution equations. The kind of conditions we impose on the coefficients of the state equation are standard, and they are satisfied in a large number of applications (see e.g. [6] , [7] ) To overcome difficulties due to the possible unboundedness of u we introduce a localization technique designed to deal with mild solutions, and useful also for subsequent results as a technical tool.
Then we prove the so called fundamental relation (Theorem 4.2). We assume that the solution X 0 corresponding to u = 0 satisfies
with strictly positive probability, and we show that there exists a real constant J and a function ζ : [0, T ] × H → U such that 
admits a mild solution, possibly on a different probability space, unique in law. As a consequence of (1.4) we show that the process defined by u t = ζ(t, X t ), (1.5) is an optimal control with optimal cost J(u) = J. The function ζ is called the optimal feedback law. Moreover, it turns out that the law of X is absolutely continuous with respect to the law of X 0 , and we obtain an explicit expression of the density (Corollary 5.3). Finally (section 6) we consider special choices of q and r in some detail. When these functions take only the values 0 or +∞ the optimal control problem is equivalent to minimizing the energy E T 0 |u t | 2 dt of the control u under the constraint that trajectories of the controlled system remain in a prescribed set. In this case it turns out that the law of the optimal trajectory X is obtained by conditioning the paths of X 0 to remain in the given set. In particular if r = 0 on a set B, r = +∞ on the complement of B and q = 0 then the law of X is obtained by conditioning X 0 to belong to B at final time, and our construction of the process X is shown to be equivalent to the h-transformation of Doob.
We remark some features of the results we have just outlined. The state, the control and the noise are processes in infinite dimensional spaces. The solution of the state equation is taken in the mild sense mentioned above: this allows better solvability results, in particular the presence of an unbounded linear drift A, at the expense of more severe technical difficulties. The control is not required to take values in a bounded set, as it sometimes happens in the theory of nonlinear optimal control. The cost functions q and r may take the value +∞: this allows to treat control problems with some state constraints, but of course causes additional difficulties, in particular the cost itself may be infinite. We also note that no nondegeneracy assumption of any kind is assumed on the diffusion coefficient G in the state equation, and state dependence (i.e. dependence on the space variable x) is allowed. Besides Lipschitz condition, no further regularity is assumed for the coefficients F and G. Because of these features we believe that the results mentioned above are considerably general and improve existing results in the literature.
Among the large number of results relevant to the problems we have addressed we wish to mention those which are most closely connected with ours, leaving aside results on specific models (as a general reference for the finite dimensional case the reader may refer to [14] ).
Existence of an optimal control for stochastic systems in infinite dimensions has been proved in [1] , [2] , [3] , [18] , [19] . In these papers the associated Hamilton-Jacobi-Bellman equation on a Hilbert space is considered, and the optimal feedback law is obtained from its solution; see [8] as a general reference for this approach. The results of these papers can not be applied to our case; in particular in these papers no constraint is considered, and the coefficient G is assumed to be constant and to satisfy some nondegeneracy conditions.
The notion of viscosity solution has been successfully applied to Hamilton-Jacobi-Bellman equations and subsequently to stochastic control problems. Concerning equations on an infinitedimensional Hilbert space, relevant references are [4] , [25] , [26] , [27] , [38] , [39] , [20] . Generally speaking, the class of control problems that can be treated by this method is much more general than the one considered in this paper: for example, it includes control-depending coefficients F and G, and Lipschitz conditions are not required. However, none of the results we know are directly applicable to our situation, either because some boundedness conditions are not fulfilled in the presence of an unbounded operator A, or because G is required to take values in the space of HilbertSchmidt operators, or because other specific properties are required. We also notice that in all the cited references on viscosity solutions a characterization of the optimal control through a feedback law is not available.
The connection between energy-minimizing problems and processes conditioned at final time is classical: see e.g. [14] section VI.4. There is a significant generalization of the classical results in the paper [5] , where the solutions of a class of stochastic optimal control problem are identified with the so called reciprocal processes. In [5] a finite entropy condition is assumed for the existence of the required optimal control: this should be compared with our finiteness assumption (1.3) or more precisely (4.2) below. However in these references the cost function q is zero, and analysis is carried out in the finite dimensional case with substantial use of elliptic regularity results, which in turn require nondegeneracy of the diffusion coefficient G. The same remarks apply to the classical h-transformation of Doob, that we generalize to diffusion equations in infinite dimensions.
A related problem is a control-theoretic interpretation of tied-down processes, or bridges. Bridges can be formally viewed as optimal trajectories which correspond to controls with infinite energy (see e.g. [14] section VI.4). In some cases bridges can be rigorously shown to be solutions of optimal control problems with appropriate (finite) cost: see [13] . Essential use of densities with respect to the Lebesgue measure and gaussian-type estimates are required, and we have not addressed possible generalization to the infinite dimensional case, that we will pursue in the future. We mention however the results of [35] on bridges constructed from a class of Ornstein-Uhlenbeck processes in a Hilbert space, and some subsequent applications ( [36] , [37] ).
Our approach to the control problem is based on backward stochastic differential equations (BSDEs). The subject of (general non linear) BSDEs originated in the paper [31] : see [28] , [11] as general references. Applications of BSDEs to control problems are well known, see e.g. [32] , [12] or [11] Part III, and extensions to infinite dimensional control problems can be found in [15] , [16] , [17] . In this paper BSDEs are used as a tool to define the optimal control law ζ. The equations we will consider are very elementary and consequently our exposition will not rely on previous results of this theory. Although existence and uniqueness of the solutions of the BSDEs we will consider is immediate, we need to prove some nontrivial properties of the solutions which were not known so far, at least to our knowledge. Since the definition of ζ is rather indirect we will now explain the idea of our approach informally, following [15] and assuming H = U = R n for simplicity.
For arbitrary admissible control u we consider the process
and we associate to the state equation the following BSDE:
Suppose that we can find a pair of adapted processes (Y, Z) in R × R n solution of this equation.
In most cases (for instance if W 1 is a Wiener process under another probability measure, as a consequence of the Girsanov theorem) it turns out that Y 0 is deterministic, and it is a functional of q, r and the coefficients of the state equation. Writing (1.6) in terms of W :
and taking expectation we obtain, after rearranging terms and recalling the cost functional (1.2),
Under suitable regularity assumptions it is known that the process Z has indeed the form
This way we get the fundamental relation (1.4) with J = Y 0 . Solvability of (1.6) follows from the results in [21] or [24] if the terminal condition r(X u T ) is bounded. Since this need not be the case, we may consider solving the BSDE by a change of variable (suggested in [21] , Example 1): we set
and by the Ito formula the equation (1.6) becomes 8) which is immediately solvable, since y is simply a martingale whose final value is given, and z is the process provided by the well known martingale representation theorem. Note that the prescribed value Y T is bounded even if the (positive) functions r and q are not. Our strategy consists in solving (1.8) first, and then deduce a fundamental relation from it. In particular we find J = − log y 0 as the optimal cost. We never need to introduce the process (Y, Z). While deriving these results we allow more generality, as explained above; in particular, applications of the Girsanov theorem are never immediate, due to the possible unboundedness of the control process u which is only assumed to be square integrable (and adapted). While existence of a solution of (1.8) is trivial, in deducing (1.4) we need to prove that there exists a function
This is a non trivial problem, not previously considered, and complicated by the fact that y is not necessarily strictly positive, for instance if r or q take the value +∞. This proof of the existence of ζ constitutes a novel approach to the definition of the optimal feedback law, based on BSDEs.
In this paper we have not addressed a detailed study of regularity properties of the control law, which may eventually lead to further improvements of our results.
One final comment on the change of unknown processes (1.7) seems in order. This is in fact a probabilistic counterpart of the so called Cole-Hopf transformation, otherwise called the Fleming logarithmic transformation: see [14] chapter VI. Indeed, denoting by V (t, x), t ∈ [0, T ], x ∈ H, the usual value function of the control problem, the Hamilton-Jacobi-Bellman equation of dynamic programming is
where L t denotes the generator of the Markov process associated with the state equation (with u = 0), namely
for every smooth function f : H → R. This expression is formal, as we do not specify the domain of L t . Under appropriate assumptions the optimal control law is ζ(t,
and the optimal cost is V (0, x). The logarithmic transformation consists in defining the function v(t, x) = exp(−V (t, x)) and noting that the equation for v deduced from the Hamilton-JacobiBellman equation is the linear equation
By the Feynman-Kac formula and equation (1.7) we obtain y 0 = v(0, x) and the optimal value V (0, x) = − log v(0, x) = − log y 0 coincides with the one found above. The logarithmic transformation has been generalized to the infinite dimensional case only when the diffusion coefficient G is constant: see the references above (some partial results with variable but nondegenerate G can be found in [9] ). Our results are more general since we also allow r and q to be infinite: in this case v takes the value 0 and V may be infinite or nonsmooth and the feedback law can not be directly defined in terms of ∇V . Using our definition of the feedback law based on BSDEs these difficulties can be overcome.
The plan of the paper is as follows. In section 2 we state the main assumptions, formulate the control problem and show well-posedness of the state equation. In section 3 we study the BSDE (1.8) and define the function ζ that will eventually turn out to be the optimal control law. In section 4 we prove the fundamental relation (1.4) and draw the first consequences on the solvability of the control problem. In section 5 we restate the control problem in the framework of admissible control systems (see e.g. [14] ) which allows us to show existence of an optimal control system and determine uniquely the law of the optimal trajectory. In section 6 constrained problems are considered and relationships with conditioned processes and the Doob h-transformation is investigated. Finally in section 7 some applications are given in order to illustrate applicability of our results to several concrete cases, including some controlled stochastic partial differential equations with finite or infinite dimensional noise.
The optimal control problem: strong formulation
This section is devoted to the formulation of the control problem and to some preliminaries. Existence of an optimal control will be discussed later.
We start with some notation. Throughout the paper, H and U denote real separable Hilbert spaces, with scalar products (·, ·) H , (·, ·) U . We use the symbol | · | to denote the norm in various spaces, with a subscript if necessary. For any element z ∈ U * , we denote by z * the element of U corresponding to z by the Riesz isometry U * → U , i.e. satisfying zu = (z * , u) U for u ∈ U . The space of bounded linear operators from U to H, with the usual operator norm, is denoted L (U, H) ; the subspace of Hilbert-Schmidt operators, with the Hilbert-Schmidt norm, is denoted
On a probability space (Ω, F, P) with a filtration {F t , t ≥ 0}, a cylindrical P-Wiener process {W t , t ≥ 0} with respect to {F t }, taking values in a Hilbert space U , is a family of mappings
moreover for every ξ ∈ U the process {W t ξ, t ≥ 0} is a real (continuous) Wiener process. Such a process can be constructed for instance starting from a P-Wiener process {W t , t ≥ 0} in a Hilbert space U , letting U ⊂ U denote the Cameron-Martin space of the law of W 1 , and defining
The Ito stochastic integral process {I T = T 0 Φ t dW t , T ≥ 0} with respect to a cylindrical Wiener process can be defined for predictable integrand processes
The process I is a continuous local martingale in H and the Ito isometry
dt holds provided the right-hand side is finite for every T > 0, and in this case I is a square-integrable martingale in H.
For these preliminaries we refer the reader to [6] , [7] , or [34] . We will often consider filtrations or processes defined only on a bounded interval [0, T ].
We consider a stochastic differential equation describing the evolution of the state X u corresponding to the control u:
X u takes values in a Hilbert space H. We consider a cost functional of the form:
where q and r are functions on [0, T ] × H and H respectively, with nonnegative values. Our purpose is to minimize the functional J over all admissible controls.
(Ω, F, P) is a given complete probability space, with right-continuous and P-complete fil-
} is a cylindrical P-Wiener process with respect to the filtration {F t }, taking values in a Hilbert space U . We call admissible control any {F t }-predictable process {u t , t ∈ [0, T ]} with values in U and satisfying E T 0 |u t | 2 dt < ∞. The precise notion of solution X u to equation (2.1) will be given below.
We make the following assumptions on the coefficients of the cost functional. 
for some constants L > 0 and γ ∈ [0, 1/2).
We note that G is also bounded on bounded sets as a mapping
e. with respect to the operator norm, due to the Banach-Steinhaus theorem.
We say that X u is the trajectory corresponding to u if it is a continuous, {F t }-adapted process with values in H, and it satisfies: P-a.s.,
We say that X u is the mild solution of equation (2.1).
Proposition 2.3 Under the assumptions of Hypothesis 2.2, for every admissible control there exists a unique trajectory X u .
The proposition is not an immediate consequence of well-known results on stochastic evolution equations, since an admissible control u is just a square-summable predictable process. In the proof we will proceed by localization, stopping the control process at the time when t 0 |u s | 2 ds first exits a ball of radius n. Technical difficulties arise at this point: for instance we note that the process (X t∧T ), where T is a stopping time, is not a mild solution of the equation with coefficients A, F, G replaced by
is not a generator of a semigroup (a corresponding notion of mild solution can be defined, see [23] , but it involves several additional difficulties). This indicates that the localization procedure needs to be adapted to deal with mild solutions.
For any stopping time S with values in [0, T ] and any continuous adapted process Y in H we define the process
Lemma 2.4 Let X be a continuous adapted process in H. Defining
then Y has a continuous modification and, P-a.s.,
Proof. We first note that the stochastic integrals in the statement of the Lemma are well defined, since by our assumptions and the continuity of X we have P-a.s.
Next we prove that Y has a continuous modification. Indeed, let
this set is empty, and let
The estimate
shows that Y k is well defined, and an application of the factorization method (see e.g. [7] Theorems 5.2.5 and 5.2.6) yields the continuity of the process Y k . Since P (T k < T ) → 0 as k → ∞ and since, on the set {T k = T }, we have, P-a.s., Y t = Y k t for every t, it follows that a continuous modification of Y exists. In a similar way one proves the existence of a continuous modification of the right-hand side of (2.5).
In order to prove equality (2.5) assume first that A is a bounded linear operator and U = R d . Denote by I t the right-hand side of (2.5). Then the Ito stochastic differential of I is easily computed:
To prove the general case we let A n = nA(nI − A) −1 ∈ L(H) denote the Yosida approximations of A. Then we take a basis {e k } of U , we denote by P N the orthogonal projection onto the space spanned by e 1 , . . . , e N and we set W N = P N W and
is well defined since, P-a.s.,
since we assume that X is continuous and Ge i is bounded on bounded sets. Let {S k } be a decreasing sequence of stopping times with values in [0, T ], converging to S P-a.s., such that each S k takes only a finite number of values. The special case proved above implies
By a standard localization procedure, it can be proved that for every t, Y 
Letting k → ∞, the right-hand side converges in probability to the right-hand side of (2.5) and Y
, P-a.s. Since both sides of (2.5) are continuous processes, the Lemma is completely proved. 
and the conclusion follows from Lemma 2.4.
The following simple uniqueness lemma will be used several times. Proof. We have, denoting by C a constant that may vary from line to line, 
is well defined and it is a contraction in the space H p , endowed with the norm
The unique fixed point is the required solution. In particular the solution X satisfies
for some constant C depending only on p, γ, T, L and on
Step 2. Now we assume that u is an admissible control satisfying the additional condition:
Then we obtain
So we have
and we finally obtain
This shows that Γ is a well defined mapping on H p . If X, X 1 are processes in H p , similar passages show that
. so that, for β sufficiently large, the mapping Φ + Γ is a contraction. We conclude that there exists a unique mild solution in the space H p .
Step 3. (Uniqueness.) Let X be the trajectory corresponding to an arbitrary admissible control u. Let us define the stopping times
with the convention that T n = T if this set is empty. Since X has continuous paths and since the requirement E T 0 |u t | 2 dt < ∞ implies in particular that P T 0 |u t | 2 dt < ∞ = 1, it follows that for P-almost all ω there exists n(ω) such that T n (ω) = T for n > n(ω). By the definition of T n the process X T n ,A is bounded and by Corollary 2.5 it is a mild solution of
We note that the process
So if Y is another trajectory corresponding to the same control, Lemma 2.6 implies that X T n ,A = Y T n ,A and therefore X = Y .
Step 4. (Existence.) Let us define the stopping times
T n ] and let us denote by X n the mild solution of (2.1) corresponding to the control u n . The existence of X n follows from Step 2. Since u n+1 1 [0,Tn] = u n , from Corollary 2.5 and the uniqueness property already proved we deduce that (X n+1 ) T n ,A = (X n ) T n ,A . In particular, X n+1 t = X n t for t ≤ T n , and so there exists a continuous adapted process X such that X t = X n t for t ≤ T n and for all n.
it follows from Lemma 2.4 that X Tn,A = V Tn,A + Y Tn,A , which implies that X = V + Y and shows that X is the required solution.
Remark 2.7 The reader may note that Proposition 2.3 still holds, with the same proof, if we merely require that the predictable process u satisfies
3 The uncontrolled process, a special backward equation and the definition of the feedback law
Our purpose is to define a function ζ that, under appropriate assumptions, turns out to be the optimal feedback law. The definition is rather indirect, and requires several preliminary results.
The uncontrolled process.
In this section we study more carefully the trajectories of the state equation corresponding to u = 0. The resulting solution will be denoted by X and called uncontrolled process. 
We assume that A, F, G satisfy the assumptions of Hypothesis 2.2. By a mild solution of equation (3.1) we mean an {F 1 t }-predictable process {X τ , τ ∈ [t, T ]} with continuous paths in H such that, P-a.s.
We have the following result: Most of the results in this section do not depend on the equation used to construct the process X. We collect below those well-known properties enjoyed by the process X that are relevant in what follows.
(1) (Ω, F, P) is a complete probability space and {W 1 t , t ∈ [0, T ]} is a cylindrical Wiener process with values in a Hilbert space U . We define F 1 [s,t] and F 1 t as before. 
We recall that, for any z ∈ U * , we denote by z * the element of U corresponding to z by the Riesz isometry U * → U . 
We fix x and 0 
and by (3.5) it follows that 
Since the process v satisfies
for every ω, τ, t, x, it follows from (3.8) that for every x, t we have (τ, X(τ, t, x)) ∈ C P-a.s. for almost all τ ∈ [t, T ], and that (3.6) holds.
Remark 3.3 It follows from the proof of Proposition 3.2, in particular the definition of ζ i,N , that the function ζ constructed above is uniquely determined by the law of v, or even by the law of { τ t v i,N (s, t, x) ds, τ ∈ [t, T ]}.

A backward equation and the feedback law.
We are still aiming at defining the function ζ that will eventually turn out to be the optimal feedback law. This is done by means of an auxiliary backward equation that we are now going to introduce. We assume given Ω, F, P, {W 1 t }, {X(τ, t, x)}, satisfying the properties (1) − (4) listed above. We recall the following well known representation theorem (see e.g. [30] , [29] ), which is the starting point for many basic results on backward equations.
Proposition 3.4 For arbitrary F
We remark that the Hilbert space U * , where z takes values, coincides with L 2 (U, R). Proposition 3.4 immediately implies solvability of the following backward equation of particularly simple form: given η as in the proposition, we look for a pair of {F 1 t }-predictable processes (y, z) in R × U * satisfying, for almost every τ ∈ [0, T ], P − a.s.,
Clearly, setting
one has the required solution. We also note that the process y is a martingale and has a continuous version; we will always consider this version and we can assume that, P-a.s., equality (3.9) holds for every τ ∈ [0, T ]. It is also easy to prove that y is unique up to indistiguishbility and z is unique up to modification. Equation (3.9) will be written in the differential form
We will study the following special case. For t ∈ [0, T ] and x ∈ H, P-a.s., X(σ, t, x) ) dσ . Note that we allow infinite values for q; however, adopting the obvious convention exp(−∞) = 0, the right-hand side of (3.11) is well defined and even bounded. Consequently the solution (y, z) exists and y is a nonnegative bounded process, by formula (3.10).
We will denote by {y(τ, t, x), z(τ, t, x), τ ∈ [t, T ]} the solution, in order to stress dependence on the parameters t ∈ [0, T ] and x ∈ H.
Let us define
χ(t, x) = E φ(X(T, t, x)) exp − T t q(σ, X(σ, t, x)) dσ . (3.13) Clearly, χ(t, x) is the same as y(t, t, x) and depends only on q, φ and the law of X.
Remark 3.5 In particular, if X is defined as the solution of equation (3.1) then χ is determined by the operator A and the functions F, G, q, φ.
By the Markov property of X, for τ ∈ [t, T ],
For arbitrary ξ ∈ U let us consider the real Wiener process 
, T ]} and its joint quadratic variation with y(·, t, x) on the interval [t, τ ], that we denote y(·, t, x), W 1 ξ [t,τ ] . It follows directly from the backward equation that y(·, t, x), W
1 ξ [t,τ ] = τ t z s ξ ds. Consequently, denoting by ∆ a subdivision {t = t 0 < t 1 < . . . < t n = τ } we have τ t z s ξ ds = lim n i=1 (y(t i , t, x) − y(t i−1 , t, x))(W 1 t i ξ − W 1 t i−1 ξ),(3.
q(σ, X(σ, t, x)) dσ y(τ, t, x), for τ ∈ [s, T ], z(τ, s, X(s, t, x)) = exp s t q(σ, X(σ, t, x)) dσ z(τ, t, x) for a.a. τ ∈ [s, T ].
Proof. We set X τ = X(τ, t, x) for short. We define, for τ ∈ [s, T ], 
and so y T coincides with
by (3.4) . We have shown that the processes (y(·, s, X s ), z(·, s, X s )) and (y , z ) are solutions of the backward equation on [s, T ] with the same terminal condition. The conclusion of the lemma follows from the uniqueness property.
Proposition 3.7 Assume that the properties (1) − (4) listed above and that (3.12) hold. Then there exists a measurable function
ζ : [0, T ] × H → U such that, for every t ∈ [0, T ], x ∈ X, we have P-a.s., z(τ, t, x) * = y(τ, t, x) ζ(τ, X(τ, t, x)) for a.a. τ ∈ [t, T ], (3.16)
where (y, z) is the solution to (3.11). Moreover, ζ can be chosen to satisfy the requirement that ζ(t, x) = 0 for all (t, x) such that χ(t, x) = 0.
Proof. First we assume that q is bounded and φ ≥ for some > 0. We have then y(τ, t, x) ≥ and setting v(τ, t, x) = z(τ, t, x)/y(τ, t, x) it follows from Lemma 3.6 that for every
The existence of the required function ζ follows from Proposition 3.2. Now we remove the restriction on q and φ. We define φ n = φ + 1/n, q n = q ∧ n, we note that φ n ≥ 1/n and q n is bounded and therefore there exist corresponding measurable functions ζ n : [0, T ] × H → U satisfying the assertions of the proposition. Thus, if we fix t and x and set X τ = X(τ, t, x), y τ = y(τ, t, x), z τ = z(τ, t, x) for short, and if we denote (y n , z n ) the solutions to
We let C = {(t, x) : lim n ζ n (t, x) exists} and we define ζ(t, x) = lim n ζ n (t, x) for (t, x) ∈ C, ζ(t, x) = 0 for (t, x) / ∈ C. Since the sequence (y n T ) is uniformly bounded and converges to y T , and since the processes y n are martingales, it follows that one can extract a subsequence such that, P-a.s., y n τ → y τ uniformly on [t, T ]. Similary, since E T t |z n τ − z τ | 2 dτ → 0, one can find a subsequence such that P-a.s., z n τ → z τ for a.a. τ ∈ [t, T ].
Next we define the stopping time R = inf{τ ∈ [t, T ] : y τ = 0}, with the usual convention that R = T if this set is empty. Since y is a nonnegative continuous martingale, it is well-known that, P-a.s., y vanishes on (R, T ] (see e.g. [33] Proposition II.3.4). Thus, P-a.s.,
τ , and so the process z1 [t,R] is also a solution of the backward equation. From uniqueness we conclude that z1 [t,R] = z, up to modification. Now, P-a.s. for a.a. τ , if τ ∈ [t, R) then y τ > 0, and consequently y n τ > 0 for large n, (τ, X τ ) ∈ C and ζ n (τ, X τ ) → z * τ /y τ . So, passing to the limit as n → ∞, we obtain, P-a.s.,
which is equivalent to z * τ = y τ ζ(τ, X τ ) for a.a. τ ∈ [t, T ]. Now the proposition is proved, except for the last assertion.
Let us denote by N the Borel set in [0, T ] × H where χ = 0. If (τ, X(τ, t, x)) ∈ N then y(τ, t, x) = 0 by equality (3.14) and therefore also z(τ, t, x) = 0 by (3.16) . It follows that if we modify the definition of ζ setting ζ = 0 on N then equality (3.16) remains true. After the indicated modification the function ζ satisfies all the requirements of the proposition.
We recall that the law of {y(τ, t, x), τ t z(s, t, x) ds} is uniquely determined by the law of
It follows from Remark 3.3 and the proof of Proposition 3.7 that the function ζ depends only on q, φ and the law of (X, W 1 ).
Remark 3.8 In particular, if X is defined as the solution of equation (3.1) then ζ is determined by the operator A and the functions F, G, q, φ.
The fundamental relation for the optimal control problem
We come back to the control problem: we assume that Hypotheses 2.1 and 2.2 hold, (Ω, F, P), {F t } and W are given as in section 2 and we try to minimize the cost J(u) in (2.2) for the state equation (2.1) over all admissible controls.
We denote by {X(τ, t, x), x ∈ H, 0 ≤ t ≤ τ ≤ T } the uncontrolled process, solution to (3.1). Still adopting the convention exp(−∞) = 0 we define φ = exp(−r) and
in agreement with formula (3.13). We let {y(τ, Remark 4.1 In some statements below we will impose the requirement χ(0, x) > 0. This condition can be interpreted as follows. Let X 0 denote the trajectory of the control system starting from x at time 0, corresponding to the null control u = 0. X 0 has the same law as X(·, 0, x), so in particular
It follows that χ(0, x) is strictly positive if and only if the trajectory
with strictly positive probability.
With this notation we can now state the main result of this section:
Theorem 4.2 We assume that Hypotheses 2.1 and 2.2 hold and that
Then for every admissible control u satisfying J(u) < ∞ we have
Consequently, we have J(u) ≥ − log χ(0, x) and the equality holds if and only if the following feedback law is verified by u and X u :
Equality (4.3) is known as the fundamental relation. We note that it implies all the remaining assertions of the theorem. The following corollary is also an immediate consequence.
Corollary 4.3 Under the assumptions of Theorem 4.2, if the closed loop equation:
admits a mild solution such that, defining u t := ζ(t, X t ), P-a.s. for a.a. t ∈ [0, T ], we have
then the pair (u, X) is optimal for the control problem.
This corollary is not very useful as it stands, since we are not able to give conditions ensuring solvability of the closed-loop equation in the mild sense, due to the lack of regularity of the feedback law ζ. However, in the following section, we will show that the closed-loop equation admits a weak solution. After an appropriate reformulation of the optimal control problem this will lead to existence of the optimal control and the validity of the feedback law for an optimal pair.
We conclude this section with the proof of Theorem 4.2. Proof. It is enough to prove (4.3). Let us define the stopping times T n = inf{t ∈ [0, T ] : t 0 |u s | 2 ds > n}, with the convention that T n = T if this set is empty. Let us set u n := u1 [0,T n ] and let us denote by X n the trajectory of the control system corresponding to the control u n . Then we have
Let us define a measure P 1 on F T , equivalent to P, setting
Here by u * we denote the element of U * corresponding to u ∈ U by the Riesz isometry. P 1 clearly depends on u and n but we will omit this dependence in the notation. Since
clearly holds, so P 1 is in fact a probability measure. By the Girsanov theorem, the process
is a P 1 -Wiener cylindrical process with respect to {F t }. Now we consider the (complete) probability space (Ω, F T , P 1 ), we denote by N the family of its P 1 -null sets and, for an arbitrary
the σ-algebra generated by N and by the random variables
which is an instance of equation (3.1), the equation satisfied by the uncontrolled process, with t = 0. We consider the backward equation: P 1 -a.s.,
which is an instance of equation (3.11) with φ = exp(−r) and t = 0. The results of the previous section apply here: in particular, for all t ∈ [0, T ], 6) by (3.14), and
by Proposition 3.7. The indicated equalities also hold P-a.s. We recall that y is a P 1 -martingale, and since 0 ≤ y T ≤ 1 it follows that 0 ≤ y t ≤ 1 for all t ∈ [0, T ]. Applying the Ito formula we obtain, for all > 0,
or, in terms of the process W ,
We claim that { t 0 z s y s + dW s } is a P-martingale with respect to {F t }. Let p ∈ (2, ∞) be arbitrary. First we note that E 1 T 0 |z t | 2 dt p < ∞, as follows from an application of the Burkholder-DavisGundy inequalities to the bounded P 1 -martingale y. Next, denoting by ρ the density dP/dP 1 , we have
and since
which proves the claim. Stopping the processes in (4.8) at T n and taking expectation, we obtain
Since X n t = X u t and u n t = u t for t ≤ T n we have, recalling (4.6), (4.7),
Now we let n → ∞. Since we are assuming that u is admissible then, for P-almost all ω, there exists n(ω) such that T n (ω) = T for n > n(ω). So the left-hand side converges by the dominated convergence theorem, since 0 ≤ χ ≤ 1. Convergence of the right-hand side holds by monotone convergence. Recalling that χ(T, x) = exp(−r(x)) we obtain
(4.9)
Now we let ↓ 0. We first note that
this implies, by monotone convergence,
which is finite, since we are assuming that J(u) < ∞. Since we also assume that χ(0, x) > 0, the left-hand side of (4.9) tends to a finite limit and obviously so does the right-hand side.
Now we note that, P-a.s.,
Next we recall that ζ = 0 on the set where χ = 0, as stated in Proposition 3.7. It follows that
and, by the Fatou lemma,
Since the right-hand side of (4.9) tends to a finite limit we conclude that
and consequently E T 0 |ζ(t, X u t )| 2 dt, are finite. This allows to pass to the limit in (4.9) and finally gives
which coincides with (4.3).
The optimal control problem: weak formulation
We now reformulate the optimal control problem in the weak sense, following the approach of [14] . The main advantage is that we will be able to solve the closed-loop equation, and hence to find an optimal control, although the feedback law ζ is non-smooth. Again H, U denote real separable Hilbert spaces. We assume we are given A, F, G, q, r satisfying Hypotheses 2.1 and 2.2. We call (Ω, F, {F t }, P, W ) an admissible set-up, or simply a set-up, if (Ω, F, P) is a complete probability space with a right-continuous and P-complete filtration {F t , t ∈ [0, T ]}, and {W t , t ∈ [0, T ]} is a cylindrical P-Wiener process with values in U , with respect to the filtration {F t }.
An admissible control system (a.c.s) is defined as (Ω, F, {F t }, P, W, u, X u , x) where:
• (Ω, F, {F t }, P, W ) is an admissible set-up; By Proposition 2.3, on an arbitrary set-up the process X u is uniquely determined by u and x, up to indistiguishability. To every a.c.s. we associate the cost J:
Although (5.1) formally coincides with (2.2), it is important to note that J is a functional of the a.c.s., and not a functional of u alone. Our purpose is to minimize the functional J over all a.c.s. with a given initial condition x ∈ H. Now recall the definition of the functions χ and ζ: see (4.1) and Proposition 3.7 respectively. As already noticed several times, χ and ζ are determined by A, F, G, q, r and so they are the same for all a.c.s.
Our main result, Theorem 5.2 below, is based on the solvability of the closed loop equation
in the following sense: we say that X is a weak solution of (5.2) with given initial condition x ∈ H if there exists an admissible set-up (Ω, F, {F t }, P, W ) and an {F t }-adapted continuous process X with values in H, satisfying E T 0 |ζ(t, X t )| 2 dt < ∞, which solves the equation in the mild sense, namely: P-a.s. 
We postpone the proof and we first state the main result of this section: 
is verified by u and X u . Consequently, the optimal trajectory X u is a weak solution of the closed loop equation and its law is uniquely determined.
Proof. Let X be a weak solution of the closed-loop equation in an admissible set-up (Ω, F, {F t }, P, W ), satisfying (5.3). Then, defining u t := ζ(t, X t ), P-a.s. Proof of Proposition 5.1. We first prove uniqueness. Assume that X is a weak solution of (5.2) on an admissible set-up (Ω, F, {F t }, P, W ). For w ∈ W H let us define
with convention that τ n = T is the indicated set is empty. We denote by T n the {F t }-stopping time
and we use the notation X T n ,A t = e (t−Tn) + A X t∧T n , introduced in section 2. By Corollary 2.5 the process X T n ,A is a mild solution of
is a P-continuous real local martingale with respect to {F t }. In particular, choosing m t = W 1 t ξ as before we deduce that the process
is a P-continuous real local martingale. Since its joint quadratic variation with W 1 ξ , for any ξ ∈ U , is the process {(ξ, ξ ) U t}, we conclude by the Lévy characterization theorem that the process defined in (5.8) is a Wiener process and that if we set
then W is a P-Wiener cylindrical process in U , with respect to {F t }. Since P is absolutely continuous with respect to P 1 , we also have, for a.a. 
t and writing this equation in terms of W :
Since y Tn ≥ 1/n we can apply the Ito formula to the process log y Tn . Since z t = y t ζ(t, X t ) and since
Indeed, using the definition of T n and of the probability P, and recalling the backward equation, we have
Therefore, taking expectation with respect to P, we obtain
We recall that y is a stricly positive process P-a.s. It follows that for P-almost all ω, there exists n(ω) such that T n (ω) = T for n > n(ω). Moreover, since y 0 = χ(0, x) > 0, for n > χ(0, x) −1 the random variables y Tn form a decreasing sequence and we have, P-a.s., 1 ≥ y Tn → y T and consequently 0 ≤ − log y T n → − log y T . By the monotone convergence theorem we can pass to the limit in (5.9), and taking into account (5.7) we conclude that
This shows that (5.3) holds and finishes the proof of Proposition 5.1.
In the following corollary we denote by P the law of the optimal trajectory and, for arbitrary set-up, we denote by P 0 the law of the trajectory X 0 corresponding to u = 0. 
where Z is the normalizing constant
Proof. Let X be the process, in the probability space (Ω, F 1 , P 1 ), defined as the mild solution of the equation (5.5) introduced in the proof of Theorem 5.2. Then the law of X under P 1 is P 0 . The existence of the density and its formula is then an immediate consequence of (5.6).
6 Constrained optimal control problems and conditioned processes
In this section we assume that we are given Hilbert spaces H, U and coefficients A, F, G satisfying Hypothesis 2.2. We adopt the weak formulation of the control problem for the state equation (2.1) and we define admissible control systems (a.c.s) (Ω, F, {F t }, P, W, u, X u , x) as in the previous section. We will show that application of previous results with special choices of the (possibily infinite) functions q and r occurring in the cost (5.1) leads to existence results for optimal control problems with state constraints. For arbitrary sets V ⊂ Z we define the function I V setting I V (z) = 0 if z ∈ V , I V (z) = +∞ if z ∈ Z\V . Now we fix a Borel subset B ⊂ H and a (relatively) open subset C ⊂ [0, T ] × H and we denote C(t) = {x ∈ H : (t, x) ∈ C}. We consider the optimal control problem with the cost
Clearly, the problem of finding an optimal a.c.s. with a finite cost is equivalent to finding an a.c.s. minimizing the cost E T 0 |u t | 2 dt (sometimes called the energy of the control) and for which the constraints X u T ∈ B and X u t ∈ C(t) for a.a. t ∈ [0, T ] hold with probability 1. Since we assume that C is open and X u has continuous paths, the last requirement is equivalent to: X u t ∈ C(t) for all t ∈ [0, T ], with probability 1. We still denote by P 0 the law of the trajectory X 0 corresponding to u = 0. Let us denote Θ the set of all w ∈ W H such that w T ∈ B and w t ∈ C(t) for t ∈ [0, T ]. The condition P 0 (Θ) > 0, required in the following proposition, means that the trajectory X 0 belongs to Θ with positive probability. For this to happen it is necessary that the starting point x belongs to C(0) and that B ∩ C(T ) = ∅. 
Proof. Let us consider the cost J given by (6.1). Since we require C to be open we clearly have
Since, in our special case, the constant χ(0, x) of Theorem 5.2 coincides with with P 0 (Θ), the existence of an optimal a.c.s. satisfying the contraints follows from Theorem 5.2. Since P 0 (Θ) also equals the constant Z in Corollary 5.3, the formula for the density dP/dP 0 of Corollary 5.3 gives (6.2).
Choosing C = [0, T ] × H, which implies I C = 0, we have in particular the following corollary, that generalizes Theorem VI.4.1 in [14] . With abuse of terminology, the optimal trajectory X is obtained by conditioning the process X 0 to reach the set B at the terminal time T . It is expected that this conditioning procedure is related to the h-transformation of Doob: this is indeed the case. Let us recall how the law P was constructed in the proof of Proposition 5.1 We started with an appropriate set-up (Ω, F 1 , P 1 , {F 1 t }, W 1 ), we solved the equation we defined P on F 1 T setting dP/dP 1 = y T /y 0 and, finally, P was defined as the law of the process X under P. Next let us recall the definition of χ, formula (4.1): since now q = 0 and r = I B , and hence exp (−I B ) = 1 B , we see that χ(t, ·) = P tT 1 B , where by P tT we denote the transition operator of the uncontrolled process {X(τ, t, x)} over the interval [t, T ]. Finally we recall that y t = χ(t, X t ) and it follows that the Radon-Nikodym derivative of P with respect to P 1 on each σ-algebra F 1 t is dP dP 1
This shows that P is obtained from P 0 by h-transformation via the function χ.
Since χ(t, ·) = P tT exp (−I B ), we see that χ formally coincides with the solution of equation (1.9) (with q = 0) obtained from the Hamilton-Jacobi-Bellman equation by the logarithmic transformation. As mentioned in the introduction, under regularity assumptions, in particular if the gradient ∇ x χ exists, the conditioned process X satisfies a closed-loop equation with feedback law given by
Under our weaker assumptions we could prove that the optimal feedback law is u t = ζ(t, X t ) where ζ : [0, T ] × H → U is the function defined in Proposition 3.7.
Examples
In this section we present some simple applications of the previous results. We do not aim at utmost generality and several variants of the results below could easily be stated and proved.
For brevity we will also leave to the reader the precise formulation of the control problem, in particular concerning admissible set-ups and controls.
The finite dimensional case.
Let us consider the controlled stochastic equation in R n
where x ∈ R n , W is a Wiener process in R d , the functions F : R n → R n and G : R n → L(R d , R n ) are assumed to be Lipschitz continuous. Let X 0 denote the solution corresponding to u = 0 and let τ = inf{t ≥ 0 : X 0 t / ∈ O} be the exit time from an open set O ⊂ R n . Suppose that P(τ > T ) > 0 for some T > 0 (this can happen only if x ∈ O). Then there exists a square summable control u minimizing E T 0 |u t | 2 dt and such that, P-a.s., X u t ∈ O for every t ∈ [0, T ]. Moreover, u t = ζ(t, X u t ) for a feedback law ζ.
A controlled heat equation.
We consider the heat equation with one dimensional space variable ξ ∈ (0, 1) and unknown process y u (t, ξ): 7.3 A controlled SPDE with degenerate noise.
We consider a stochastic partial differential equation of parabolic type for an unknown process y u (t, ξ) in a bounded domain O ⊂ R n with smooth boundary ∂O: 
