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1. Introduction
Since the concept of distance transforms, which turns out to be a very useful tool in the image analysis and other ﬁelds,
was proposed by Rosenfeld and Pfalz [1], several kinds of distance transform for a graph (or a function) were deﬁned, and
many efforts have been put on the study of distance transforms (cf. [2–7]). It is known that the signed distance transform
(see the following for deﬁnition) of a closed set (or a binary graph) is in general Lipschitz-2 continuous (Lip-2 for short)
and that in many cases, such as where the underlying spaces are Euclidean, it is Lip-1 (cf. [3]). So we see that the Lipschitz-
continuity of distance transforms has a close relation to the metric on the spaces.
In this article, we propose a quantitative characteristic, the discrete degree, for metrics on spaces, and in terms of which,
the conditions for signed distance transforms to be Lip-1 continuous and the conditions for the sub-level sets of the inﬁmal
convolution of signed distance transforms to be expressed by dilations are given.
Throughout the article, (X,d) denotes a metric space, where X is a non-empty set and d is a metric deﬁned on X . A set
A ⊂ X is called proper if A = φ or X . Ac denotes the complement of A. If X = G is a group, (G,d) is called a metric group.
Given a metric space (X,d), for a proper set A ⊂ X , its signed distance transform is a real-valued function DTA( · ) deﬁned
on X by (cf. [3])
DTA(x) =
{− infy∈Ac d(x, y), x ∈ A;
infy∈A d(x, y), x ∈ Ac .
In this paper, we consider only such signed distance transforms and simply call them distance transforms.
For a function f : X → R and r ∈ R, where R denotes the set of all real numbers, the set { f  r} := {x ∈ X | f (x)  r}
({ f < r} := {x ∈ X | f (x) < r}) is called the (strict) sub-level set of f (with level r).
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{bA} and εA(B) := {c ∈ G | cA ⊂ B}, ∀B ∈ P(G)
where bA := {b · a | a ∈ A} and “·” denotes the group composition on G . The right dilation (erosion) can be deﬁned in a
similar way. If G is commutative, we adopt “+” in stead of “·”. It is clear that the left dilation (erosion) and right dilation
(erosion) coincide if G is commutative. In this paper, we assume that G is commutative throughout. Thus
δA(B) = δB(A) = A ⊕ B := {a + b | a ∈ A, b ∈ B}.
A ⊕ B is also called the Minkowski sum of A and B . Symmetrically, εA(B) is often denoted by B 	 A, i.e., B 	 A := {c |
c + A ⊂ B}.
It is known [3] that for any A ⊂ G , r > 0 and ε > 0,
{DTA < r} = A ⊕ B<(0, r) ⊂ A ⊕ B(0, r) ⊂ {DTA  r} ⊂ {DTA < r + ε},
{DTA −r} = A 	 B<(0, r) ⊃ A 	 B(0, r) ⊃ {DTA < −r} ⊃ {DTA −r − ε},
where B(a, r) := {x ∈ G | d(x,a) r} and B<(a, r) := {x ∈ G | d(x,a) < r}, called respectively the nonstrict and the strict ball
with radius r and centered at a.
2. The discrete degree of metric spaces
In this section, we will introduce the concept of discrete degree, a quantity characteristic, for metrics on spaces (groups).
Let (X,d) be a metric space. Write (see [3]) ﬁrst for any c ∈ X, r ∈ R+ := [0,+∞),
σ(c, r) := inf{d(x, c) ∣∣ d(x, c) r}, ρ−(c, r) := sup{d(x, c) ∣∣ d(x, c) < r}
where we take the convention that the inﬁmum of an empty set is +∞ and the supremum of an empty set is 0. Thus
for any c ∈ X, r ∈ R+ , r  σ(c, r)  +∞ and 0  ρ−(c, r)  r. Observe also that σ(c, r) = +∞ for some r ∈ R+ implies
supx∈X d(c, x) < +∞. Then we have the following
Deﬁnition 1. Given a metric space (X,d), we deﬁne its discrete degree (function) X : X × R+ → R+ by
X (c, r) := σ(c, r) − ρ−(c, r), ∀c ∈ X, r ∈ R+.
Remark 1. Clearly 0X (c, r)+∞, and σ(c, r), ρ−(c, r) and X (c, r) depend indeed on c, r in general, e.g., for X = Z,
the set of integers, and d is deﬁned by d(k,k+1) = 1k+1 for k 0, d(k−1,k) = 1|k−1| for k 0 and d(m,n) =
∑n−1
k=m d(k,k+1)
for general m < n, it is easy to check that σ(c, r), ρ−(c, r) and Z(k, r) depend on k, r.
In the following, we will discuss the conditions on a metric group (G,d) in which σ(c, r),ρ−(c, r) and G(c, r) are
independent of c and/or r.
Proposition 1. Let (G,d) be a metric group, if d is translation-invariant, i.e., d(a1 + b,a2 + b) = d(a1,a2) holds for all a1,a2,b ∈ G,
then σ(c, r),ρ−(c, r) and G(c, r) are independent of c.
Proof. For any c1, c2 ∈ G , there is a ∈ G such that c1 = c2 + a. Thus, by deﬁnition
σ(c1, r) = inf
{
d(x, c1)
∣∣ d(x, c1) r}= inf{d(x, c2 + a) ∣∣ d(x, c2 + a) r}
= inf{d(x− a, c2) ∣∣ d(x− a, c2) r}= inf{d(y, c2) ∣∣ d(y, c2) r}= σ(c2, r).
Similarly, we have ρ−(c1, r) = ρ−(c2, r) and in turn G(c1, r) = G(c2, r). 
Remark 2. i) The inverse of Proposition 1 is not true in general: on G = Z, the addition group of integers, if we deﬁne a
non-translation-invariant metric d by
d(2k,2k + 1) = 1, d(2k + 1,2(k + 1))= 2 for all k ∈ Z
and d(m,n) =∑n−1k=m d(k,k+1) for general m < n, then it is easy to check that σ(k, r), ρ−(k, r) and Z(k, r) are independent
of k. In fact, G(k, r) is even independent of r.
ii) The translation-invariance of d cannot guarantee that G(c, r) is independent of r: for G = Z2 := {(m,n) | m,n ∈ Z}
with the usual addition and the usual Euclidean metric, it can be checked that Z2 (c, r) depends on r.
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independent of c and r (< dc(X)), then (X,d) is said to be of constant discrete degree.
We will show in Section 3 a close relation between the Lipschitz-continuity of distance transforms and the spaces being
of constant discrete degree. Here we discuss the properties of metric groups of constant discrete degree.
First we introduce the concept of inner regularity for metrics.
Deﬁnition 2. A metric d deﬁned on a space X is called inner regular if, for any a, x, y ∈ X with d(a, x)  d(a, y), there is
x˜ ∈ X such that d(a, x˜) = d(a, x) and d(a, y) = d(a, x˜) + d(x˜, y).
Remark 3. In [3] two other types of regularity were deﬁned (cf. 5.4 of [3]): a translation-invariant metric d(·.·) deﬁned on an
abelian group is upper regular if, given any x, y, there is y˜ such that d( y˜,0) = d(y,0) and d(x+ y˜,0) = d(x,0)+d( y˜,0); and
lower regular if, given x, y with d(x,0)  d(y,0), there is x˜ such that d(x˜,0) = d(x,0) and d(x˜,0) = d(x˜, y) + d(y,0). Thus,
there are three regularity conditions, all related to equality in the triangle inequality: when does d(a, c)  d(a,b) + d(b, c)
become d(a, c) = d(a,b) + d(b, c)?
It was shown in [3] that the upper regularity does not imply the lower regularity, which together with the following
examples shows that all three conditions are different; none is stronger than the other.
Example 1. Let G = Z×R and d be the l1 distance. Then it is easy to check that d is both upper and lower regular, however,
d is not inner regular by checking the case where x = (0,0.7) and y = (1,0.4).
Example 2. Denoting by Zn = Z/nZ the integers module n with the usual addition, deﬁne a translation-invariant metric d1
on Z5 as d1(0,1) = 1, d1(0,2) = 2, d1(0,3) = 2, d1(0,4) = 1 and a translation-invariant metric d2 on Z6 as d2(0,1) = 1,
d2(0,2) = 2, d2(0,3) = 3, d2(0,4) = 2, d2(0,5) = 1. Then let G = Z5 × Z6 and d be the l∞ metric with respect to d1, d2.
Thus, it can be checked that d is inner regular but not upper or lower regular by checking the case where x = (1,3) and
y = (1,0).
Example 3. Let G = Z2 × Z2 and d be the l∞ metric. Then d is both lower and inner regular but not upper regular.
Given a metric group (G,d), if d is translation-invariant, we have clearly that dc(G) is independent of c. We denote this
constant (or +∞) by d(G).
Theorem 1. Let (G,d) be of constant discrete degree (G) and d be translation-invariant and inner regular.
If (G) = 0, then:
i) inf{d(x,0) | d(x,0) r} = sup{d(x,0) | d(x,0) < r} = r for ∀0 r < d(G).
ii) B<(0, r) \ {0} = φ for all r > 0.
If (G) > 0, then:
iii) B<(0,(G)) = {0} and there is x ∈ G such that d(0, x) = (G).
iv) {x ∈ G | k(G) < d(0, x) < (k + 1)(G)} = φ for any integer k 0.
v) For each 1 k < d(G)
(G) , there is xk ∈ G such that d(0, xk) = k(G).
Proof. i) This is just another version of (G) = σ(0, r) − ρ−(0, r) = 0.
ii) Evidently we may assume r < d(G). By i) above, we have
r = ρ−(0, r) = sup
{
d(0, x)
∣∣ d(0, x) < r}.
Therefore, for any 0< ε < r, there is xε ∈ B<(0, r) such that r−ε < d(0, xε) < r, which means exactly that xε ∈ B<(0, r)\{0}.
iii) Suppose (G) > 0 and there is a non-zero c ∈ B<(0,(G)), i.e., 0 = d(c,0) < (G), then
(G) = σ (c,d(c,0))− ρ−(c,d(c,0))
= inf{d(x, c) ∣∣ d(x, c) d(c,0)}− sup{d(x, c) ∣∣ d(x, c) < d(c,0)}
= d(c,0) − sup{d(x, c) ∣∣ d(x, c) < d(c,0)} d(c,0) < (G)
a contradiction! So B<(0,(G)) = {0}.
Now, by what just proved above, sup{d(0, x) | d(0, x) < (G)} = 0. So
(G) = inf{d(0, x) ∣∣ d(0, x)(G)}− sup{d(0, x) ∣∣ d(0, x) < (G)}= inf{d(0, x) ∣∣ d(0, x)(G)}.
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1
(G) , which clearly implies that d(0, xs) = (G) for all s > 1(G) for, if there are s, t > 1(G) with d(0, xt) < d(0, xs), then by
the inner regularity of d, there is x¯ ∈ G such that d(0, x¯) = d(0, xt) and
d(0, xs) = d(0, x¯) + d(x¯, xs)
which leads to
d(0, x¯− xs) = d(x¯, xs) = d(0, xs) − d(0, x¯) = d(0, xs) − d(0, xt) < (G) + 1
s
− (G) = 1
s
< (G)
a contradiction (notice that x¯− xs = 0 since d(0, x¯) = d(0, xt) < d(0, xs))!
iv) The conclusion holds for k = 0 by iii) above. Now we assume it holds for k. If there is x ∈ G such that
(k + 1)(G) < d(0, x) < (k + 2)(G) (∗)
then by the inner regularity of d, there is x1 ∈ G with the property that d(0, x1) = d(0, x) (= (G)) and d(0, x1)+ d(x1, x) =
d(0, x), which together with (∗) leads to
k(G) < d(x, x1) = d(0, x− x1) < (k + 1)(G)
a contradiction!
v) When k = 1, it is just iii) above. Now suppose there is no z ∈ G satisfying d(0, z) = k(G) for some k  2, then by
what just proved above, for all z ∈ G , d(0, z) (k − 1)(G) or d(0, z) (k + 1)(G), which leads to
(G) = σ (0,2(G))− ρ−(0,2(G)) (k + 1)(G) − (k − 1)(G) = 2(G),
a contradiction! 
Remark 4. Since d is translation-invariant, Theorem 1 holds for any a ∈ G instead of 0.
Corollary 1. Under the conditions of Theorem 1, if (G) > 0, then
{
d(a,b)
∣∣ a,b ∈ G}= {k(G) ∣∣ k = 0,1,2, . . . ,d(G)/(G)}.
Next theorem shows some nice property of the metric groups being of constant discrete degree 0.
Theorem 2. If (G,d) is of constant discrete degree (G) = 0 and d is translation-invariant and inner regular, then for any a,b ∈ G,
B<(a, r) ∩ B<(b, s) = φ iff r + s > d(a,b).
Proof. Suppose r + s > d(a,b). If r (or s) > d(a,b), then B<(a, r) ∩ B<(b, s) = φ clearly. If r = d(a,b), then ﬁrst, by ii) in
Theorem 1 and Remark 4, there is b1 ∈ B<(b, s) with b1 = b. Then by the inner regularity of d, there is b2 ∈ G such that
d(b,b1) = d(b,b2) (so b2 ∈ B<(b, s)) and d(a,b) = d(b,b2) + d(b2,a). Thus
d(a,b2) = d(a,b) − d(b,b2) = r − d(b,b2) < r
i.e., b2 ∈ B<(a, r) and further b2 ∈ B<(a, r) ∩ B<(b, s). The same argument works as well for the case where s = d(a,b).
Now assume that r < d(a,b), s < d(a,b). Since (G) = 0, by i) in Theorem 1 and Remark 4, for any 0 < r < d(a,b),
sup{d(a, x) | d(a, x) < r} = r. So for ε := r + s − d(a,b) > 0, there is x1 ∈ G such that r − ε < d(a, x1) < r. By the inner
regularity of d again, there is x2 ∈ G such that d(a, x2) = d(a, x1) and d(a, x2) + d(x2,b) = d(a,b). Thus
d(a,b) > d(x2,b) + r − ε = d(x2,b) + d(a,b) − s
which leads to d(x2,b) < s, i.e., x2 ∈ B<(b, s) and further b2 ∈ B<(a, r) ∩ B<(b, s).
Conversely, let c ∈ B<(a, r) ∩ B<(b, s), then d(a,b) d(d, c) + d(b, c) < r + s. 
Remark 5. Without (G) = 0, Theorem 2 does not hold in general, as shown by checking the example: G = Z2 and d is the
l∞-distance, which is of constant discrete degree (G) = 1. Also the inner regularity of d cannot be omitted.
Theorem 3. Given a metric group (G,d) with d being translation-invariant and inner regular. If (G) = 0 and A ⊂ G is proper, then
for ∀ε > 0, there are x ∈ A, y ∈ Ac such that d(x, y) < ε.
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d(x, y) < ε.
If r > 0, then for ∀ε > 0, there is x ∈ A such that r  d(x, y) < r + ε2 , and since (G) = 0 implies r = ρ−(c, r) for each
c ∈ G , there is y1 ∈ G such that r − ε2  d(y, y1) < r. Now by the inner regularity of d, there is y2 ∈ G with d(y, y2) =
d(y, y1) and
d(y, x) = d(y, y2) + d(x, y2),
which leads to








Since d(y, y2) = d(y, y1) < r, y2 ∈ Ac . 
3. The Lipschitz-continuity of distance transforms
It is easy to see that (signed) distance transforms are Lip-2 continuous in general and it is shown (see Theorem 5.1.4 in
[3]) that the distance transforms can be modiﬁed to be Lip-1 continuous under some conditions. Precisely, for any proper
A ⊂ (G,d), deﬁning (see [3])
α(A) = sup{−DTA(a) + DTA(b) − d(a,b) ∣∣ a ∈ A, b ∈ Ac},
β(A) = inf{−DTA(a) +DTA(b) + d(a,b) ∣∣ a ∈ A, b ∈ Ac},
we have that if α(A) β(A), then for any α(A)ω β(A), the function
F (x) :=
{
DTA(x) +ω, x ∈ A,
DTA(x), x ∈ Ac
is Lip-1 continuous, in particular, DTA(x) is Lip-1 continuous for each A ⊂ G with α(A) = β(A) = 0.
In the following, we discuss the conditions under which α(A) = β(A) = 0 holds for each A ⊂ G .
Theorem 4. If (G,d) is translation-invariant and d is inner regular, then α(A) = β(A) = 0 for all proper A ⊂ G iff G is of constant
discrete degree (G) = 0.
Proof. Suppose (G) = 0. For any a ∈ A,b ∈ Ac , if −DTA(a)+DTA(b)−d(a,b) > 0, then B<(a,−DTA(a))∩ B<(b,DTA(b)) = φ
by Theorem 2, which contradicts to the fact that B<(a,−DTA(a)) ⊂ B<(b,DTA(b))c . Hence, for all a ∈ A,b ∈ Ac ,
−DTA(a) + DTA(b) − d(a,b) 0 (∗∗)
and so α(A) 0. Assume α(A) < 0, then there is ε0 > 0 such that −DTA(a) + DTA(b) − d(a,b) < −ε0 for all a ∈ A, b ∈ Ac .
However, by Theorem 3 there are a0 ∈ A, b0 ∈ Ac such that d(a0,b0) < ε02 , which together with (∗∗) gives the following
contradiction
0−DTA(a0) +DTA(b0) d(a0,b0) − ε0 < −ε0
2
.
So α(A) = 0.
As for β(A), β(A) 0 is evident. Now, for ∀ε > 0, there are a ∈ A, b ∈ Ac such that d(a,b) < ε2 . Thus, with the help of
(∗∗), we get
−DTA(a) + DTA(b) + d(a,b) 2d(a,b) < ε.
The arbitrariness of ε shows that β(A) = 0.
Conversely, if α(A) = β(A) = 0 holds for each proper A ∈ G . We need only to show that ρ−(0, r) = r = σ(0, r) since
(G,d) is translation-invariant.
For any r  0, consider A := B(0,ρ−(0, r)). For ∀ε > 0, since β(A) = 0, there are a ∈ A, b ∈ Ac such that −DTA(a) +
DTA(b) + d(a,b)  ε which implies d(a,b)  ε. Furthermore, d(0,b) > ρ−(0, r) for b /∈ B(0,ρ−(0, r)), which implies
d(0,b)  r for otherwise we would get ρ−(0, r) = sup{d(0, y) | d(0, y) < r}  d(0,b) > ρ−(0, r), a contradiction! Thus we
have
ρ−(0, r) d(0,a) d(0,b) − d(a,b) r − d(a,b) r − ε.
By the arbitrariness of ε, ρ−(0, r) r which leads to ρ−(0, r) = r.
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d(a,b) ε which implies d(a,b) ε. So
r  d(0,b) d(0,a) + d(a,b) < r + ε
which leads to
σ(0, r) = inf{d(0, x) ∣∣ d(0, x) r}< r + ε.
By the arbitrariness of ε, we get σ(0, r) r, which implies σ(0, r) = r. 
Remark 6. From the proof above, we see that α(A) = β(A) = 0 for all proper A ⊂ G iff it holds for all proper balls centered
at 0.
We can prove our main theorem now.
Theorem 5. Suppose that (G,d) is translation-invariant and d is inner regular, then the following statements are equivalent:
i) DTA(x) is Lip-1 continuous for all proper A ⊂ G.
ii) DTB<(0,r)(x) is Lip-1 continuous for all r ∈ R+ such that B<(0, r) is proper.
iii) (G) = 0.
To prove Theorem 5, we need the following lemma.
Lemma 1. Let d be translation-invariant on G and A ⊂ G be proper. If DTA is Lip-1 continuous, then for ∀ε > 0, there are x ∈ A,
y ∈ Ac such that |DTA(x)| < ε, and |DTA(y)| < ε.
Proof. Given ε > 0, ﬁxing x ∈ A, we have, by the deﬁnition of DTA , y ∈ Ac such that d(x, y)− ε < −DTA(x) d(x, y), which
in turn leads to DTA(y) < ε for, if DTA(y) − ε  0, we would have
d(x, y) d(x, y) − ε + DTA(y) < DTA(y) − DTA(x) d(x, y)
a contradiction!
Similarly, we may ﬁnd x ∈ A such that |DTA(x)| < ε. 
Proof of Theorem 5. i) ⇒ ii) is trivial.
ii) ⇒ iii) Let A := B<(0, r). Since d is translation-invariant, we have, for any r ∈ R+ ,
σ(r) = inf{d(0, y) ∣∣ d(0, y) r}= inf{d(0, y) ∣∣ y ∈ Ac}= −DTA(0).
Now, for ∀ε > 0, by Lemma 1 there is y ∈ A such that −DTA(y) < ε which together with |−DTA(0) + DTA(y)| d(0, y)
gives out
σ(r) − d(0, y) = −DTA(0) − d(0, y) ε.
Thus, by ρ−(r) = sup{d(0, z) | z ∈ A}, we get
0 σ(r) − ρ−(r) σ(r) − d(0, y) ε.
By the arbitrariness of ε, σ(r) = ρ−(r), i.e., (G) = 0.
iii) ⇒ i) It follows from Theorem 4 and the discussion in the beginning of this section. 
4. The sub-level sets of inﬁmal convolutions of distance transforms
Let (G,d) be a metric group. For any two functions f , g : G → [−∞,+∞], deﬁne their inﬁmal convolution f  g by
(see [3])
( f  g)(x) := inf
x1+x2=x
f (x1) +˙ g(x2), ∀x ∈ G,
where +˙ denotes the upper addition, i.e., s +˙ t = s + t if s, t ∈ R; s +˙ t = +∞ if at least one of s, t is +∞ and s +˙ t = −∞ if
one of them is −∞ and the other is a real number.
Proposition 5.2.4 in [3] states that if f i = DTAi , i = 1,2, where Ai ⊂ G are any two proper sets, then for any r > 0,
{ f1  f2 < r} =
({ f1  0} ⊕ { f2 < r})∪ ({ f2  0} ⊕ { f1 < r})= A1 ⊕ A2 ⊕ B<(0, r).
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transform should be assumed to be Lip-1. In fact, we have in general only
({ f1  0} ⊕ { f2 < r})∪ ({ f2  0} ⊕ { f1 < r})⊂ { f1  f2 < r}
which can be checked easily. The following theorem gives the conditions under which the equality holds in the above.
Theorem 6. Suppose (G,d) is of constant discrete degree (G) and d is translation-invariant and inner regular. If f i = DTAi , i = 1,2,
where Ai ⊂ G are any two proper sets, then
i) if (G) = 0, then for any r > 0,
{ f1  f2 < r} =
({ f1  0} ⊕ { f2 < r})∪ ({ f2  0} ⊕ { f1 < r})= A1 ⊕ A2 ⊕ B<(0, r);
ii) if (G) > 0, then for any r = k(G), k ∈ Z,
{ f1  f2 < r} =
({ f1  0} ⊕ { f2 < r})∪ ({ f2  0} ⊕ { f1 < r})= A1 ⊕ A2 ⊕ B<(0, r).
Proof. The proof for Proposition 5.2.4 in [3] works well now for i) since DTAi are Lip-1 continuous now. However, for the
purpose of giving a uniﬁed proof for both i) and ii), we include another proof here.
i) Suppose (G) = 0. If z ∈ { f1  f2 < r}, then by the deﬁnition of f1  f2, there are x, y ∈ G such that z = x + y and
f1(x) + f2(y) < r. We will show in cases that z ∈ ({ f1  0} ⊕ { f2 < r}) ∪ ({ f2  0} ⊕ { f1 < r}).
Case 1. If f1(x) 0, f2(y) 0, then the conclusion is evident.
Case 2. If f1(x) > 0, f2(y) > 0, we write B := A1 − x and claim that there is b∗ ∈ B such that y − b∗ ∈ { f2 < r}, which
then implies z = (x+ b∗) + (y − b∗) ∈ { f1  0} ⊕ { f2 < r}.
Suppose y − b ∈ { f2  r} for all b ∈ B , then, observing a1 − x ∈ B , we get
d(x+ y,a1 + a2) = d
(








d(x,a1) + d(y,a2) = d(x+ a2,a1 + a2) + d(x+ y, x+ a2) d(x+ y,a1 + a2) r.
So f1(x) + f2(y) = infa1∈A1, a2∈A2 (d(x,a1) + d(y,a2)) r, a contradiction!
Case 3. Suppose that f1(x) > 0 and f2(y)  0. If f1(x) < r or f2(y) = 0, then there is nothing to prove. So we assume
that f1(x) r and f2(y) < 0.
Since r − f1(x) − f2(y) > 0, there is a1 ∈ A1 such that
d(x,a1) < f1(x) +
(
r − f1(x) − f2(y)
)= r + ∣∣ f2(y)∣∣.
Thus, by Theorem 2, C := B<(a1, r) ∩ B<(x, | f2(y)|) = φ.
Taking c ∈ C and setting h = c − x, we have
d(y, y − h) = d(h,0) = d(c, x) < ∣∣ f2(y)∣∣
which implies y − h ∈ A2 (recalling that | f2(y)| = infu∈Ac2 d(y,u)).
Thus, noticing that x+ h = c ∈ B<(a1, r) ⊂ { f1 < r} clearly, we have z = (x+ h) + (y − h) ∈ { f1 < r} ⊕ { f2  0}.
The same argument works as well for the case where f1(x) 0, f2(y) < r.
The proof for the equality
({ f1  0} ⊕ { f2 < r})∪ ({ f2  0} ⊕ { f1 < r})= A1 ⊕ A2 ⊕ B<(0, r)
is easy (cf. the second half of the proof for Proposition 5.2.4 in [3]).
ii) Suppose z ∈ { f1  f2 < k(G)}, then there are x, y ∈ G such that z = x+ y and f1(x)+ f2(y) < k(G). As in the proof
of part i), we show the conclusion in the same cases. The arguments for Case 1 and Case 2 are exactly the same as above.
For Case 3, i.e., f1(x) > k(G) and f2(y)  0, by iv) and v) in Theorem 1, there are non-negative integers m, n and
a ∈ A1,b ∈ A2 such that f1(x) = d(a, x) =m(G), f2(x) = d(b, y) = −n(G). Thus m(G) − n(G) = f1(x) − f2(x) < k(G)
and so 0m− k < n. Let l be the smallest positive integer such that m− k < l n and z ∈ G such that d(x, z) = l(G). Now
by the inner regularity of d, there is z1 ∈ G such that d(x, z1) = d(x, z) and d(x, z1) + d(z1,a) = d(x,a). Therefore
d(a, z1) = d(a, x) − d(x, z1) = (m − l)(G) < k(G)
which means z1 ∈ { f1 < k(G)}.
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d(y, y + h) = d(0,h) = d(x, z1) = l(G) n(G) = − f2(y),
y + h ∈ { f2  0}. Hence z = (x− h) + (y + h) ∈ { f1 < k(G)} ⊕ { f2  0}.
The same argument shows that in the case where f2(x) > k(G) and f1(y) 0, we have z ∈ { f1  0}⊕{ f2 < k(G)}. 
Remark 7. In Theorem 6, the conditions that (G) = 0 in i) and r = k(G) in ii) cannot be omitted as shown by the
example: G = Z, the integer addition group, d(x, y) := |x− y|. If A1 = {1}, A2 = {3}, r = 2, then
{ f1  f2 < 2} =
({ f1  0} ⊕ { f2 < 2})∪ ({ f2  0} ⊕ { f1 < 2})
since { f1  0} = {1}, { f1 < 2} = {0,1,2}, { f2  0} = {3}, { f2 < 2} = {2,3,4} and { f1  f2 < 2} = {2,3,4,5,6}.
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