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“I can remember when there wasn’t an
automobile in the world with brains
enough to find its own way home. I
chauffeured dead lumps of machines
that needed a man’s hand at their con-
trols every minute. Every year ma-
chines like that used to kill tens of
thousands of people”
— Isaac Asimov, “Sally”, 1953
Abstract
Intelligent ground vehicles have received special attention from the robotics community
in the past years. Their applications are vast, including: new safety technologies adopted
by commercial passengers cars worldwide; harvest autonomous machines; interplanetary
exploration robots, among others. Despite the variety of applications, their principle of
movement is the same: the interaction between the vehicle and the ground.
In this thesis, we are interested in the interactions between the vehicle, their tires, and
the ground. More precisely, we are interested in how to measure interaction forces and
describe their influences on the vehicle behavior, especially in extreme conditions such as
the lack of adherence, irregular terrains, excessive speed, intense cornering, etc.
To answer these questions, we address the problem using an applied control point of view.
Firstly, the system to be controlled – the vehicle – is modeled using differential equations.
Some hypotheses are introduced, and an analytical approach of its dynamics is used to
create several vehicle models with different levels of complexity.
Control strategies need to accurately sense the system dynamics. Some variables are
difficult to measure or need expensive sensors. The most difficult variables to be measured
are exactly the forces acting on the tire-ground interface. Here, we present a new delayed
interconnected cascade-observer structure to accurately estimate the forces acting on each
tire. The results obtained are compared with real data acquired from an actual vehicle
platform.
As control goal, the vehicle must execute maneuvers with precision. To determine the
ways the vehicle can behave, standard nonlinear system analyses of vehicle state-space
models are developed. Such analyses consider different characteristics of the vehicle: the
traction forces differential, the combined tire forces, the vertical forces distribution, and
the adherence condition.
The analyses provide cornering conditions, including normal and drifting cornering, when
the vehicle is submitted to different configurations of speed and steering. These conditions
are used to synthesize controllers in a simulated environment. Results show that the
controllers are capable of stabilizing the vehicle in cornering, even in drifting conditions.
Keywords: Tire-ground interaction forces; Estimation; Kalman filters; Vehicle dynamics;
Nonlinear systems; Drifting; Applied control.
Resumo
Veículos terrestres inteligentes têm recebido uma atenção especial da comunidade de robó-
tica nos últimos anos. Suas aplicações são vastas, incluindo: novas tecnologias de segurança
adotadas por veículos comerciais ao redor do mundo; maquinários agrícolas autônomos;
robôs para exploração de outros planetas, entre outras. Apesar desta variedade de apli-
cações, o princípio de locomoção é o mesmo: a interação entre o veículo e o solo.
Esta tese de doutorado interessa-se nas interações entre o veículo, seus pneus, e o solo.
Mais precisamente, interessa-se em como medir as forças de interação e em descrever seus
efeitos no comportamento do veículo, especialmente em condições extremas, que podem
ser consequências da falta de aderência, das irregularidades do terreno, da velocidade
excessiva, de curvas fechadas, etc.
Para responder a estas questões, o problema é abordado a partir de uma ótica de controle
aplicado. Primeiramente, o sistema a ser controlado – o veículo – é modelado através de
equações diferenciais. Algumas hipóteses são introduzidas, e uma abordagem analítica
de sua dinâmica é usada para criar diversos modelos veiculares com diferentes níveis de
complexidade.
Estratégias de controle devem detectar a dinâmica do sistema com acurácia. Algumas
variáveis são difíceis de medir ou necessitam sensores caros. As variáveis mais difíceis
de serem mensuradas são, exatamente, as forças na interface pneu-solo. Aqui, uma nova
estrutura de observadores em cascata com interconexões em atraso é apresentada para es-
timar, com precisão, as forças que atuam nos pneus. Os resultados obtidos são comparados
com dados reais adquiridos por uma plataforma veicular.
Como meta da estratégia de controle, o veículo deve realizar uma manobra com precisão.
Para determinar a forma como o veículo deve se comportar, análises típicas para sistemas
não lineares em modelos no espaço de estados foram realizadas. Tais análises consideram:
o diferencial de forças de tração; as forças combinadas no pneu; a distribuição de forças
verticais; e as condições de aderência.
As análises fornecem condições de curva, incluindo curvas normais e em derrapagem,
quando o veículo é submetido a diferentes configurações de velocidade e esterçamento.
Tais condições são usadas para sintetizar controladores em ambiente de simulação. Os
resultados mostram que os controladores são capazes de estabilizar o veículo em curva,
inclusive para os casos de curva em derrapagem.
Palavras-chaves: Forças de interação pneu-solo; Estimação; Filtros de Kalman; Dinâ-
mica veicular; Sistemas não lineares; Derrapagem; Controle aplicado.
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𝛼𝑠𝑙𝑖𝑗 Minimum sideslip angle to reach the full sliding condition.
𝛿 Steering angle.
𝛿𝑥𝑖𝑗 Contact point longitudinal deformation.
𝛿𝑦𝑖𝑗 Contact point lateral deformation.
𝜇𝑖𝑗 Tire-ground friction coefficient.
Ω𝑖𝑗 Tire spin speed.
𝜌𝑖𝑗 Combined slip parameter.
𝜎𝑖𝑗 Slip ratio of the tire.
𝜎𝑚𝑎𝑥 Slip ration for the maximum longitudinal force.
𝜎𝑥𝑖𝑗 Longitudinal relaxation length.
𝜎𝑦𝑖𝑗 Lateral relaxation length.
𝜎𝑠𝑙𝑖𝑗 Minimum slip ratio to reach the full sliding condition.
𝜃 = 𝜃𝑉 + 𝜃𝑅 Total pitch angle.
𝜃𝑅 Pitch angle between the road and the global horizontal plane
(Pitch grade).
𝜃𝑉 Pitch angle between the vehicle and the road.
𝜀𝑖𝑗 Coupling coefficient to adjust the Fiala brush model.
𝜙 = 𝜙𝑉 + 𝜙𝑅 Total roll angle.
𝜙𝑅 Roll angle between the road and the global horizontal plane
(Roll grade).
𝜙𝑉 Pitch angle between the vehicle and the road.
𝜃𝑉 Vehicle pitch angles approximated by the vehicle extremity
heights.




A Dynamics system matrix.
B Input system matrix.
C Output system matrix.
K Gain matrix.
P State covariance matrix.
S Output covariance matrix.
𝒳 Concatenated state sigma-points matrix.
Q Process noise covariance matrix.
R Measurement noise covariance matrix.
𝑁 = [𝑁1 𝑁2 𝑁3 · · · ]𝑇 Measurement noises.
𝑈 = [𝑈1 𝑈2 𝑈3 · · · ]𝑇 Input vector.
𝑊 = [𝑊1 𝑊2 𝑊3 · · · ]𝑇 Process noises.
𝑋𝑈 Combined states and inputs vector.
𝑋 = [𝑋1 𝑋2 𝑋3 · · · ]𝑇 State vector.
𝑌 = [𝑌1 𝑌2 𝑌3 · · · ]𝑇 Measurement/Output vector.
𝑉𝑠𝑖𝑗 = [𝑉𝑠𝑥𝑖𝑗 𝑉𝑠𝑦𝑖𝑗 ]
𝑇 Slip velocity.
𝑉𝑤𝑖𝑗 = [𝑉𝑤𝑥𝑖𝑗 𝑉𝑤𝑦𝑖𝑗 𝑉𝑤𝑧𝑖𝑗 ]
𝑇 Linear tire velocity.
𝒮 Constrained subspace of IR𝑛.
f (·) Dynamics function of the state-space model.
h(·) Measurement (output) function of the state-space model.
𝑎𝑥 Proper longitudinal acceleration.
𝑎𝑦 Proper lateral acceleration.
𝑎𝑧 Proper vertical acceleration.
𝐶𝛼𝑖𝑗 Tire cornering stiffness.
𝐶𝜎𝑖𝑗 Tire longitudinal stiffness.
𝑐𝑆𝑖𝑗 Linear suspension damper coefficient.
𝑑𝐹 Differential distribution parameter.
𝐸 Distance between the CG and the lateral of the vehicle.
𝐹𝑆𝑖𝑗 Suspension force.
𝐹𝑥𝑖𝑗 Longitudinal tire-ground interaction force.
𝐹𝑦𝑖𝑗 Lateral tire-ground interaction force.
𝐹𝑧𝑖𝑗 Vertical tire-ground interaction force.
𝑔 Gravity acceleration.
ℎ𝐺𝑅 Vertical distance between CG and CR.
ℎ𝑔𝑖𝑗 Distance from the vehicle extremity to the ground.
ℎ𝑤𝑖𝑗 Vertical distance from the vehicle extremity to the wheel.
𝐽𝑥𝑥 Roll moment of inertia.
𝐽𝑦𝑦 Pitch moment of inertia.
𝐽𝑧𝑧 Yaw moment of inertia.
𝐾𝐶𝜃 Pitch suspension damper coefficient.
𝐾𝐶𝜙 Roll suspension damper coefficient.
𝐾𝑆𝜃 Pitch suspension stiffness.
𝐾𝑆𝜙 Roll suspension stiffness.
𝑘𝑆𝑖𝑗 Linear suspension stiffness.
𝑘𝑇𝑥𝑖𝑗 Longitudinal tire carcass stiffness.
𝑘𝑇𝑦𝑖𝑗 Lateral tire carcass stiffness.
𝑘𝑇𝑧𝑖𝑗 Vertical tire carcass stiffness.
𝐿𝑖 Distance between the CG and the front/rear of the vehicle.
𝐿𝑐𝑖𝑗 Contact patch length.
𝑚 Vehicle mass.
𝑚𝑤𝑖𝑗 Unsprung mass.
𝑝 Roll angular speed of the vehicle.
𝑞 Pitch angular speed of the vehicle.
𝑟 Yaw rate of the Vehicle.
𝑅𝜅 Cornering radius.
𝑅𝑤𝑖𝑗 Tire radius.
𝑇𝑆𝜙 roll torque applied by the suspension system.
𝑇𝑤𝑖𝑗 Torque applied on each wheel.
𝑢 Longitudinal speed of the vehicle.
𝑣 Lateral speed of the Vehicle.
𝑉𝑠𝑥𝑖𝑗 Longitudinal slip speed.
𝑉𝑠𝑦𝑖𝑗 Lateral slip speed.
𝑉𝑤𝑥𝑖𝑗 Tire longitudinal speed.
𝑉𝑤𝑦𝑖𝑗 Tire lateral speed.
𝑤 Vertical speed of the vehicle.
𝐹𝑧𝑖𝑗 Indirect measured vertical forces.
ℎ𝑔𝑖𝑗 Length of the set suspension+tire in rest modes.
ℎ𝑤𝑖𝑗 Suspension length in rest.
Subscripts
𝑖 Tire longitudinal position: front (i=1) or rear (i=2).
𝑗 Tire lateral position: left (j=1) or right (j=2).
Superscripts
− One-sample delayed variable.
𝑒𝑞 Equilibrium point.
𝑖𝑝 Tire in-wheel plane variables.
𝑜𝑝 Tire out-of-wheel plane variables.
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The development of intelligent vehicles has posed several challenges for auto-
mobile researchers, with both the industry and the academy seeking reliable solutions.
Great advances have been obtained, mainly in two fronts:
∙ The development of Advanced Driver Assistance Systems (ADAS), which goal is
to aid human drivers while driving. Some ADAS, such as ABS (Anti-lock Braking
Systems) and ESC (Electronic Stability Control), are already available in many
commercial vehicles, and have proved their importance by largely reducing accidents
(HØYE, 2011).
∙ Autonomous Vehicles (AVs), which aim at replacing human drivers. The expecta-
tion is that AVs will be available in the market in the next ten or fifteen years
(WALDROP, 2015). In fact, the automobile manufacturer Tesla announced that all
their produced vehicles “have the hardware needed for full self-driving capability
at a safety level substantially greater than that of a human driver” (THE TEAM
TESLA, 2016).
An important ongoing research in the field of intelligent vehicles addresses
the driving control problem. Most of the driving controllers have been developed using
kinematics models, as in (MORIN; SAMSON, 2008). Although these controllers perfor-
mance is sufficient for dry asphalted environments (BUEHLER et al., 2009), they have
difficulties in dealing with more adverse conditions, such as wet or snowy pavements, dirt
roads, cobbled streets, and off-road environments in general, which are still a challenge
for intelligent vehicles (LUETTEL et al., 2012).
In off-road driving, for example, the controller needs to consider the gripping
condition (LUCET et al., 2015). The grip is responsible for the forces produced at the
contact between the tires and the ground, here referred as Tire-Ground Interaction Forces
(TGIFs).
It is undeniable that TGIFs knowledge can improve driving control of vehicles
(MOKHIAMAR; ABE, 2005), especially in extreme conditions where kinematic models
fail in representing the vehicle motion, mostly due to the vehicle slipping. To incorporate
these forces in control strategies, two important questions need to be answered:
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1. Are these forces available for the controller?
– As any friction force, TGIFs are hard to be modeled and measured. Accurate
force models in the literature require a large number of parameters from the tire
and the road, which may vary with the temperature, tire pressure, etc. Measuring
them is not a viable alternative. There are sensors capable of measuring TGIFs,
but, besides requiring several adjustments of the vehicle, these sensors can cost up
to US$100,000.00 per wheel, which is not affordable in most vehicle applications.
2. What are the desired forces during a maneuver?
– Drivers usually define their driving strategies based on the vehicle speed and the
path ahead. By pressing the pedals and controlling the steering wheel, they are
normally able to achieve the desired maneuver. However, even experienced drivers
are not capable of defining the exact force needed on each tire to execute the desired
maneuver, neither the propulsion and steering required to produce the desired force.
These two questions, which are the main motivations of this thesis, were posed
by previous studies of the VERO project from the Centro de Tecnologia da Informação
Renato Archer (CTI) in Campinas, Brazil. The VERO project aims at developing a plat-
form, shown in Figure 1.1, seeking fully autonomous driving in off-road environments,
focusing on agricultural applications. The platform consists of a rear-drive four-wheel ve-
hicle with Ackerman steering system and independent electric motors at the drive wheels.
Figure 1.1 – VERO autonomous platform.
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The VERO project, started in 2009, is a partnership between the CTI, the
Universidade Estadual de Campinas (UNICAMP), the French laboratory Heuristique et
Diagnostic des Systèmes Complexes (HEUDIASYC) – associated to the Centre National
de la Recherche Scientifique (CNRS) and the Université de Technologie de Compiègne
(UTC) –, and the Instituto Superior Técnico (TÉCNICO LISBOA), part of the Univer-
sidade de Lisboa, Portugal.
Cordeiro (2013) developed path tracking strategies using linear control tech-
niques, which were validated by simulations under off-road conditions, characterized by
slippery and uneven ground profiles. During these studies, it became evident the impor-
tance of the tire forces and their effects in slippery conditions. More details about the
project and the platform can be found in (BUENO et al., 2009; MIRISOLA et al., 2011;
MARTINS, 2013; RIBEIRO, 2016; LEMOS, 2017).
The VERO project and its international framework lead to this thesis, where
several results were obtained in two six-months internships developed by the author at
the Heudyasic lab, in France, and at the TÉCNICO LISBOA, in Portugal.
1.2 Background on vehicle driving control in extreme conditions
Researches in autonomous vehicles are growing rapidly around the world, both
in academic and industrial environments. One of the most famous initiatives towards the
development of autonomous vehicles was settled by the consecutive editions of the DARPA
Grand Challenge (BUEHLER et al., 2009; LEONARD et al., 2008; CAMPBELL et al.,
2007; ELKAIM et al., 2006; THRUN et al., 2006), a race between autonomous vehicles
sponsored by the U.S. Defense Advanced Research Projects Agency (DARPA). Snider
(2009) addressed the control strategies applied in the vehicles of the challenge, in which
most of them uses kinematic models or simplified dynamic models.
However, in more extreme conditions, simple models are not capable of con-
veniently representing the vehicle dynamics. In the specific case of all-terrain vehicles
subject to extreme variations of terrain profile and adherence, the tire-ground interac-
tion forces are frequently near saturation (RILL, 2011a; PACEJKA, 2002). As shown in
(CORDEIRO, 2013) and (CORDEIRO et al., 2013b), controllers based on kinematics
only or in simple dynamic models are inefficient to cope with such conditions.
For other challenging conditions, such as high speed and heavy load vehicles
(race cars, escape vehicles, mining and construction trucks, etc.), Boyden and Velinsky
(1994) show the limitations of kinematic models in describing vehicles motion.
Some researches have been developed to address driving in adverse conditions.
For example, Ackermann (1997) proposed a controller to avoid vehicles from skidding
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based on a robust decoupling of the steering angle. The controller corrects the driver
steering based on the vehicle yaw rate. Despite dealing with dynamics aspects, the ap-
proach is limited to small steering angles.
More recently, a number of works have proposed the use of tire forces to con-
trol the vehicle dynamics. Most of these works are based on solving the driving control
problem for the global chassis forces, and then exploring optimization approaches to solve
the control inputs allocation problem (ANDREASSON; BÜNTE, 2006; KNOBEL et al.,
2006; MOKHIAMAR; ABE, 2005). Although these approaches indeed consider the vehicle
dynamics, they focus on avoiding adverse situations, not dealing with cases in which more
dangerous conditions are inevitable, or even desirable. Park and Gerdes (2015) investigates
a less conservative approach, but considering a over-actuated vehicle, with independent
propulsion and steering on the wheels.
Falcone et al. (2007), Turri et al. (2013) and (GAO et al., 2014) proposed
MPC (Model Predict Control) approaches to deal with trajectory tracking and obstacle
avoidance in low friction roads. Despite their good results, these approaches focus on
maintaining the vehicle dynamics in its linear zone, which may be inappropriate in a
hazard avoidance maneuver (FUNKE et al., 2017).
Lenain et al. (2010) dealt with trajectory control in slippery conditions by
using slip estimations to enable the lateral control of the vehicle. In (LUCET et al., 2015)
the authors extended their approach to bi-steerable vehicles. The knowledge of the tire slip
indeed increased the quality of the control, but, again, the control strategy is conservative
for forcing low slip in the wheels.
A different approach is proposed by Hindiyeh (2013), which considers the driv-
ing control in drifting maneuvers. The vehicle exhibits saturated forces on at least one
tire in drifting maneuvers. The author applied a nonlinear system analysis to a dynamic
bicycle model for determining steady-state conditions on the vehicle states and inputs
during drifting. A driving controller is settled to stabilize the vehicle at these desired
equilibrium points.
Liniger et al. (2015) propose the application of MPC to a scaled 1:43 racing
vehicle. The controller is synthesized by using a time-varying model, linearized in a drifting
condition. The model is used for path planning and obstacle avoidance during a race.
Hindiyeh (2013) and Liniger et al. (2015) develop their drifting control strate-
gies for racing driving, while (FUNKE et al., 2017) proposed to control the vehicle in the
limits of handling focusing on hazard avoidance.
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1.3 Objectives
The general context of this thesis is the driving control of ground vehicles in
extreme conditions, contemplating the importance of the tire forces in these circumstances.
Thus, acknowledging the literature on the subject, the main objective of this thesis is to
develop methodologies based on the tire-ground interaction forces that can be used in
driving control, with emphasis in characterizing the vehicle dynamics during maneuvers
in extreme conditions.
This objective is pursued in an applied control point of view. Some specific
objectives to be addressed are:
∙ Compare analytical models for vehicle dynamics, that can be used for simulation
and in observer and controller syntheses. TGIFs models are also compared for these
purposes;
∙ Address the TGIFs estimation problem by proposing estimators capable of repro-
ducing these forces using only standard sensors that can be easily incorporated to
any four-wheel vehicle;
∙ Analyze the vehicle behavior during maneuvers in extreme conditions, in order to
establish the required TGIFs – and other states and inputs of the vehicle – during
these maneuvers.
1.4 Contributions
While pursuing these objectives, we reached results that contribute to the
state-of-the-art in intelligent vehicles.
∙ Standard vehicle and tire analytical dynamic models are compared, evidencing their
differences and possible uses in the synthesis of controllers and observers – Chapter
2.
∙ An experimental methodology to obtain structural parameters of vehicles, such as
principal inertia, suspension stiffness, position of the center of gravity, etc., is pro-
posed. The methodology was applied to a real four-wheel vehicle platform – Ap-
pendix A and (CORDEIRO et al., 2014).
∙ A new delayed interconnected cascade-observer structure to estimate tire-ground
interaction forces on each tire without using random-walk models is proposed. The
estimator are evaluated with real experimental data using Extended Kalman Filter
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(EKF) and Unscented Kalman Filter (UKF) algorithms. In addition, the simulta-
neous estimation of TGIFs and road grades using an optimal Two-Stage Extended
Kalman Filter (TSEKF) is proposed – Chapter 3 and (CORDEIRO et al., 2017c;
CORDEIRO et al., 2017b; CORDEIRO et al., 2017a; CORDEIRO et al., 2016;
CORDEIRO et al., 2016a).
∙ A steady-state equilibrium analysis is carried out for a dynamic four-wheel vehicle
model. The influences of a longitudinal force differential and the ground slippery
condition are investigated. A phase portrait analysis of a nonlinear four-wheel vehicle
model is presented – Chapter 4 and (CORDEIRO et al., 2017).
∙ A simple Linear Quadratic Regulator (LQR) is capable of stabilizing the vehicle in
the drifting cornering condition in which the vehicle model is linearized – Chapter
4.
1.4.1 Publications
The contributions of the thesis have been presented in several conferences. A
journal paper has been submitted and other two are foreseen.
∙ Conference papers
– CORDEIRO, R.; BUENO, S.; AZINHEIRA, J.; PAIVA, E. de; MEIRELLES,
P. S.; VIVAN, R. A. H.; KOYAMA, M. F. Determinação experimental de
parâmetros para a modelagem dinâmica de um veículo robótico terrestre. In:
XX Congresso Brasileiro de Automática (CBA 2014). Belo Horizonte, MG:
[s.n.], 2014. p. 2081–2088.
– CORDEIRO, R. A.; VICTORINO, A. C.; FERREIRA, P. A.; PAIVA, E. C.
de; BUENO, S. S. Tire-ground forces estimation in a 4-wheel vehicle using a
delayed interconnected cascade-observer structure. IFAC-PapersOnLine, v. 49,
n. 15, p. 139 – 144, 2016. 9th IFAC Symposium on Intelligent Autonomous
Vehicles IAV 2016, Leipzig, Germany, 29 June - 1 July 2016.
– CORDEIRO, R.; VICTORINO, A. C.; FERREIRA, P. A. V.; PAIVA, E. de;
BUENO, S. S. Estimação de forças de interação pneu-solo usando observadores
UKF em cascata com interconexões em atraso. In: XXI Congresso Brasileiro
de Automática (CBA 2016). Vitória, ES: [s.n.], 2016. p. 707–712.
– CORDEIRO, R. A.; RIBEIRO, A. M.; AZINHEIRA, J. R.; VICTORINO,
A. C.; FERREIRA, P. A. V.; PAIVA, E. C. de; BUENO, S. S. Road grades
and tire forces estimation using two-stage extended kalman filter in a delayed
interconnected cascade structure. In: 2017 IEEE Intelligent Vehicles Sympo-
sium (IV). Redondo Beach, CA, USA: [s.n.], 2017. p. 115–120.
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1.5 Thesis Outline
The thesis is structured in three main chapters:
∙ In Chapter 2, different dynamic models for vehicles are presented in an increasing
level of complexity. Then, three steady-state tire forces models are discussed: the
Dugoff and the Fiala brush models, and the Pacejka Magic Formula. Finally, a
Single Contact Point Transient Model is described using both time-invariant and
time-varying approaches.
∙ Chapter 3 introduces a new estimator for TGIFs based on a Delayed Interconnected
Cascade Observer (DICO) structure. Firstly, a summary of the state-of-the-art in
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TGIFs estimation is presented. A particular estimator from the literature is selected
and described for comparison purposes. Then, the new DICO structure is proposed
and discussed. Observers for vertical, lateral and longitudinal TGIFs are derived
and incorporated to the DICO estimator. The estimator is evaluated using offline
data obtained with a real vehicle in two different missions. The results are compared
with measurements of TGIFs obtained by in-wheel force transducers.
∙ Chapter 4 analyzes the vehicle behavior under cornering. Standard nonlinear system
techniques, such as equilibrium analysis and phase portraits, are used to characterize
vehicle states and inputs under cornering. Nonlinear bicycle and four-wheel vehicle
models are the basis of an optimization problem, whose solution provides equilib-
rium conditions (points) for different configurations of steering and longitudinal
speed. The vehicle behavior is also studied by solving systems of nonlinear differ-
ential equations for several initial conditions and, then, plotting the phase portrait
diagrams of the models. A qualitative discussion of the results is presented, includ-
ing an analysis of the effects of the longitudinal force distribution and the ground
slippery condition. A LQR controller is designed to stabilize the vehicle in both
normal and drifting equilibria.
Finally, general conclusions of proposals for future works are exposed in Chap-
ter 5.
32
2 Vehicle Dynamics Models
Most of the control and estimation techniques are based on models. Also,
these techniques are typically implemented in simulated environment before being tested
in real platforms. Therefore, the modeling of the system is an important step towards the
development of autonomous systems.
A difficult question to be answered is which model should be used. In the
specific case of vehicles, there is a large number of possible models, which distinguish
themselves in some attributes, such as: 1) linear or nonlinear; 2) kinematic or dynamic;
3) bicycle, tricycle or 4-wheel; 4) two-dimensional or three-dimensional, among others.
In (POLACK et al., 2017) the authors compare a bicycle kinematic model with
a 4-wheel dynamic model to establish when they have similar responses. Even this analysis
is not conclusive since it does not consider important environment issues as adherence and
roughness of the terrain.
Besides the motion modeling of the vehicle, there are some subsystems of the
vehicle that also need to be modeled, such as steering, propulsion, suspension, aerody-
namics and tire. In adverse conditions, which is the scope of this thesis, the knowledge
about tire forces is essential.
This chapter is composed of two main sections: Section 2.1 presents the motion
dynamic models, and Section 2.2 describes the tire forces models. In the first section,
several vehicle motion models are presented in increasing complexity: firstly, the widely
used bicycle model is described, followed by the two-dimensional models of roll, pitch
and yaw dynamics, and the three-dimensional models with and without considering tire
carcass deformation. In Section 2.2, three steady-state tire forces models are presented: the
Dugoff tire model, the brush model and the similarity Pacejka model. At last, a dynamic
model of the TGIFs is formulated based on linear deformations of the tire carcass.
2.1 Motion dynamic models
This section presents some dynamic models of ground vehicles. Most of these
models can be found in the literature, such as in (POPP et al., 2010), (SNIDER, 2009),
(JAZAR, 2008), (RAJAMANI, 2006) and (KIENCKE; NIELSEN, 2005). These models
are used to design observers and controllers, and to analyze the vehicle behavior in the
next chapters. The last and most complex of them is implemented as engine of a vehicle
simulator showed in (CORDEIRO, 2013) and used in this thesis to validate estimation
and control approaches.
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2.1.1 Bicycle model
The bicycle model is one of the most used vehicle dynamic model to synthesize
controllers (LENAIN et al., 2005; SNIDER, 2009; CORDEIRO et al., 2013b; CORDEIRO
et al., 2013a) and observers (PHANOMCHOENG et al., 2011; M’SIRDI et al., 2005). This
model considers the vehicle as a two-dimensional yaw model with only two wheels, being
the front one steerable, and the vehicle body represented as a line, connecting the wheels.











Figure 2.1 – The dynamic bicycle model.
In Figure 2.1, 𝑢 and 𝑣 are the longitudinal and lateral speeds of the vehicle
respectively, 𝑟 is the yaw rate of the vehicle, 𝛿 is the steering angle, 𝐿1 and 𝐿2 are the
distances between the Center of Gravity (CG) and the front and the rear of the vehicle
respectively, 𝐹𝑥1 and 𝐹𝑥2 are the tire longitudinal forces in the front and rear tires, and
𝐹𝑦1 and 𝐹𝑦2 are the tire lateral forces in the front and rear tires.
The dynamics of the model described in Figure 2.1 is, by applying Newton-
Euler equations,
?˙? =𝑣𝑟 + 1
𝑚
(𝐹𝑥2 + 𝐹𝑥1 cos 𝛿 − 𝐹𝑦1 sin 𝛿) (2.1a)
?˙? =− 𝑢𝑟 + 1
𝑚
(𝐹𝑦2 + 𝐹𝑥1 sin 𝛿 + 𝐹𝑦1 cos 𝛿) (2.1b)
?˙? = 1
𝐽𝑧𝑧
[𝐿1(𝐹𝑥1 sin 𝛿 + 𝐹𝑦1 cos 𝛿)− 𝐿2(𝐹𝑦2)] (2.1c)
where 𝑚 is the mass of the vehicle and 𝐽𝑧𝑧 is the yaw moment of inertia.
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The most important advantage of this model is its simplicity. It is widely used
for control since it is easy to be linearized and decoupled into longitudinal and lateral
models. In this case, tire forces are also considered as linear.
The motor torque does not directly affect the lateral/yaw dynamics of the
vehicle in rear-drive vehicles, since 𝐹𝑥2 does not appears in (2.1b) and (2.1c). The same
conclusion applies to front-drive vehicles if we consider small steering angles. Therefore,
in bicycle model, the steering angle controls the lateral and yaw dynamics, being almost
irrelevant for the longitudinal dynamics, while the motor torque defines the longitudinal
dynamics, evidencing the decoupled characteristic of this model.
2.1.2 Two-dimensional four-wheel models
The two-dimensional (2D) four-wheel models are also used in both control and
estimation (JIANG et al., 2014; CHO et al., 2010). In this case, all tires are considered.
Although some works in literature consider bi-steerable models (LUCET et al., 2015),
where the four wheels are steerable, herein only the usual front-wheels steering will be
considered.
The 2D models are obtained considering each view of the vehicle, representing
a distinct angular motion: roll, pitch and yaw.
2.1.2.1 2D roll dynamics
Figure 2.2 shows the model adopted, which considers the vehicle as two bodies.
The vehicle body is connected to the chassis body at a point considered the Center of
Rotation (CR) of the vehicle. The entire vehicle mass is concentrated to the vehicle body,
whereas the chassis body has no mass. The slope angle of the road is 𝜙𝑅 and the angle
between the body frame and the chassis is 𝜙𝑉 .
In Figure 2.2, 𝑤 and 𝑝 are, respectively, the vertical speed and the roll rate of
the vehicle; 𝐹𝑧𝑖𝑗 is the vertical tire force in each wheel, where 𝑖 represents the longitudinal
and 𝑗 the lateral positions (𝑗 = 1 for the left, and 𝑗 = 2 for the right); 𝑇𝑆𝜙 is the roll
torque applied by the suspension system; ℎ𝐺𝑅 is the vertical distance between the CG of
the vehicle body and his CR; and 𝐸 is the distance between the CG and each lateral,
according to the vehicle symmetry.
By applying Newton-Euler equations to the bodies of the model represented
in Figure 2.2, we have:
















Figure 2.2 – The 2D roll dynamic model.







𝑚𝑎𝑧 = (𝐹𝑧11 + 𝐹𝑧12 + 𝐹𝑧21 + 𝐹𝑧22) (2.2b)
∙ Vehicle chassis (no mass and no inertia):
𝐸(𝐹𝑧𝑖2 − 𝐹𝑧𝑖1) = 𝑇𝑆𝜙
𝐹𝑧𝑖1 + 𝐹𝑧𝑖2
𝐹𝑧11 + 𝐹𝑧12 + 𝐹𝑧21 + 𝐹𝑧22
(2.3)
where 𝐽𝑥𝑥 is the roll moment of inertia of the vehicle. Since the chassis is considered as a
rigid body, (2.3) provides two equations for the chassis, one for each shaft.
In (2.2a), the torque produced by the suspension system is obtained by con-
sidering a equivalent torsional suspension model:
𝑇𝑆𝜙 = −𝐾𝑆𝜙𝜙𝑉 − 𝐶𝑆𝜙?˙?𝑉 (2.4)
in which 𝐾𝑆𝜙 and 𝐶𝑆𝜙 are the roll suspension stiffness and the damper coefficient, respec-
tively.
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2.1.2.2 2D pitch model
A similar analysis can be made for the pitch movement. The pitch dynamic
model can be represented as in Figure 2.3. The road surface has a slope of 𝜃𝑅 and the

















Figure 2.3 – The 2D pitch dynamic model.
Again, applying Newton-Euler motion equations, we obtain:





𝑚𝑎𝑧 = (𝐹𝑧11 + 𝐹𝑧12 + 𝐹𝑧21 + 𝐹𝑧22) (2.5b)
∙ Vehicle chassis:
−𝐿1 (𝐹𝑧11 + 𝐹𝑧12) + 𝐿2 (𝐹𝑧21 + 𝐹𝑧22) = 𝑇𝜃 (2.6)
where 𝐽𝑦𝑦 is the pitch moment of inertia of the vehicle and 𝑞 is the pitch angular speed.
The suspension applies a torque 𝑇𝑆𝜃 to the vehicle, which can be calculated by considering
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an equivalent torsional suspension:
𝑇𝑆𝜃 = −𝐾𝑆𝜃𝜃𝑉 − 𝐶𝑆𝜃𝜃𝑉 (2.7)
in which 𝐾𝑆𝜃 and 𝐶𝑆𝜃 are the pitch suspension stiffness and the damper coefficient, re-
spectively.
In (2.2a) and (2.5a), and in (2.2b) and (2.5b) – which are analogous –, the
accelerations 𝑎𝑥, 𝑎𝑦, and 𝑎𝑧 are the proper acceleration of the vehicle body – directly
measured by accelerometers –, and are expressed as follows:
𝑎𝑦 = ?˙? + 𝑤𝑝− 𝑣𝑟 + 𝑔 sin (𝜙) (2.8a)
𝑎𝑦 = ?˙? − 𝑤𝑝+ 𝑢𝑟 − 𝑔 sin (𝜙) cos (𝜃) (2.8b)
𝑎𝑧 = ?˙? − 𝑢𝑞 + 𝑣𝑝− 𝑔 cos (𝜙) cos (𝜃) (2.8c)
where 𝜙 = 𝜙𝑉 + 𝜙𝑅 and 𝜃 = 𝜃𝑉 + 𝜃𝑅 are the total roll and pitch angles respectively.
An alternative to obtain the vertical tire forces disregarding the suspension and
tire models is to formulate a system of equations with both the roll and pitch dynamic
models. The solution of the system (2.2)-(2.6) in respect to the vertical tire forces provides:
𝐹𝑧𝑖𝑗 =
𝑚(𝐿− 𝐿𝑖)
2𝐿 𝑎𝑧 + (−1)
𝑗 (𝐿− 𝐿𝑖)







Despite of the uncoupled dynamics between the 2D roll and pitch models, the
solution of the system of equations (2.2)-(2.6) provides a coupling effect in the vertical
tire forces, represented by the last term of (2.9).
2.1.2.3 2D yaw model
The 2D yaw dynamic is another commonly used model for path tracking control
(LUCET et al., 2015) and force observers (DOUMIATI et al., 2011; RAY, 1997). Figure
2.4 illustrates this model representation.
Applying Euler-Newton equations to the model results in:
?˙? = 𝑣?˙? + 1/𝑚
∑︁
𝐹 ′𝑥𝑖𝑗 (2.10a)
?˙? = −𝑢?˙? + 1/𝑚∑︁𝐹 ′𝑦𝑖𝑗 (2.10b)
?˙? = 1/𝐽𝑧𝑧[𝐿1
(︁


















⎡⎣cos 𝛿𝑖𝑗 − sin 𝛿𝑖𝑗




























Figure 2.4 – The 2D yaw dynamic model.
This model is similar to the bicycle model, but there are two main differences:
1) each steerable wheel may have a different angle; and 2) the presence of longitudinal
tire forces in the yaw dynamics.
Both differences impact on the model by coupling the actuation in the motion
dynamics. If the vehicle has front-traction motors, the longitudinal force produced on the
most steered wheel may produce more impact on the lateral and yaw motion, or if it has
rear-traction motors, the vehicle differential system may create an additional torque in
the yaw dynamics. Thus, in this model, traction and steering affect all the dynamics, in
contrast to the decoupled behavior of the bicycle model.
2.1.3 Three-dimensional four-wheel models
Three-dimensional (3D) vehicle models are less common in control applica-
tions. They can be used for observer synthesis (RABHI et al., 2010), but their main uses
are the vehicle dynamics analyses and the implementation of simulators (CORDEIRO,
2013; CAI, 2009). One of the advantages of the 3D models is its accurate representation
of the angular dynamics, which impacts directly the tire forces.
Herein, the 3D models assume the vehicle as a planar rigid body with six
motion degrees of freedom: the three-axis linear and angular displacements. There are
four independent suspensions on each tire and the contact between tire and ground is
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supposed punctual. Two different nature of tires – not deformable and purely-elastic – are
considered in the 3D models.
2.1.3.1 3D model with not deformable tires
Let us consider firstly a 3D vehicle model with four independent suspensions
and no tire deflections (CORDEIRO, 2013). This model provides a representation of the
vehicle behavior on irregular ground profiles. The absence of tire deflections simplifies
the model, since there is no need of unsprung masses, which avoids additional degrees of
freedom.
The vehicle model, represented in Figure 2.5, has a planar body and each
suspension is a spring-damper system, vertical to the vehicle body. The tire is considered
a point in direct contact with the ground.
In Figure 2.5, ℎ𝑤𝑖𝑗 is the vertical distance from each vehicle extremity to the
wheel (suspension length).
A dynamic analysis based on the Newton-Euler equation provides (CORDEIRO,
2013):


































Figure 2.5 – The 3D four-wheel model with indeformable tires.
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[(𝐽𝑥𝑥 − 𝐽𝑦𝑦) 𝑝𝑞 + 𝐿1(𝐹 ′𝑦11 + 𝐹 ′𝑦12)− 𝐿2(𝐹 ′𝑦21 + 𝐹 ′𝑦22) + 𝐸(𝐹 ′𝑥11 + 𝐹 ′𝑥21)
− 𝐸(𝐹 ′𝑥12 + 𝐹 ′𝑥22)]
(2.11f)
where, again, the conversion of the horizontal forces from the tire frame to the vehicle
frame is determined by: ⎡⎣𝐹 ′𝑥𝑖𝑗
𝐹 ′𝑦𝑖𝑗
⎤⎦ =
⎡⎣cos 𝛿𝑖𝑗 − sin 𝛿𝑖𝑗




A kinematic analysis also provides the relationship between the roll and pitch
Euler angles derivatives and the angular speed of the vehicle (CORDEIRO, 2013):
?˙? = 𝑝+ (𝑞 sin𝜑+ 𝑟 cos cos𝜑) tan 𝜃 (2.12a)
𝜃 = 𝑞 cos𝜑− 𝑟 sin𝜑 (2.12b)
?˙? = 𝑞 sin𝜙cos 𝜃 + 𝑟
cos𝜙
cos 𝜃 (2.12c)
The motion equations substantiate the nonlinear coupled dynamics of the ve-
hicle, which is the reason why this model is rarely used in control design. However, for
presenting an accurate angular dynamics, its use in vertical force estimation is interesting.
The vertical force applied by the suspension system is given by the spring-
damper model:
𝐹𝑧𝑖𝑗 = −𝑘𝑆𝑖𝑗(ℎ𝑤𝑖𝑗 − ℎ𝑤𝑖𝑗) + 𝑐𝑆𝑖𝑗 ℎ˙𝑤𝑖𝑗 (2.13)
where ℎ𝑤𝑖𝑗 is the length of the suspension at rest and 𝑘𝑆𝑖𝑗 and 𝑐𝑆𝑖𝑗 are the stiffness and
the damper coefficient of each linear suspension.
In (2.13), the suspension deflection and derivatives for each tire depend on the
vertical displacement of each vehicle corner and on the road profile, which can be irregular
once each tire can be excited independently. Note that in this case, the force applied by
the suspension is actually the vertical force applied on the tire.
2.1.3.2 3D model with purely-elastic tires
A more accurate response of the vehicle motion is obtained when considering
purely-elastic tires. In this case, the unsprung mass (tire and suspension) must be also
Chapter 2. Vehicle Dynamics Models 41
considered. The tire elasticity is represented by springs in the vertical, the longitudinal,
and the lateral directions, constraining the displacement between the tire-ground contact




























Figure 2.6 – The 3D four-wheel model with purely-elastic deformable tires.
The presence of the unsprung masses adds twelve degrees of freedom to the
vehicle: the vertical displacement of each unsprung mass and the longitudinal and lateral
displacement of the tire contact point. Figure 2.7 details the model for unsprung masses.
In Figure 2.7, ℎ𝑔𝑖𝑗 is the distance from the vehicle extremity to the ground, and
𝑘𝑇𝑧𝑖𝑗 , 𝑘𝑇𝑦𝑖𝑗 , and 𝑘𝑇𝑥𝑖𝑗 are vertical, lateral and longitudinal stiffnesses of the tire carcass,
respectively.
The lateral and longitudinal springs affect the dynamics of tire forces, as dis-
cussed in Section 2.2. The vertical deflection is added to the suspension model. The
unsprung mass dynamics can be derived by applying Newton equations:
𝑚𝑤𝑖𝑗 ℎ¨𝑤𝑖𝑗 = 𝑘𝑆𝑖𝑗(ℎ𝑤𝑖𝑗 − ℎ𝑤𝑖𝑗)− 𝑐𝑆𝑖𝑗 ℎ˙𝑤𝑖𝑗⏟  ⏞  
Suspension force




(ℎ𝑔𝑖𝑗 − ℎ𝑤𝑖𝑗)− (ℎ𝑔𝑖𝑗 − ℎ𝑤𝑖𝑗)
]︁
⏟  ⏞  
Vertical tire force
(2.14)
where 𝑚𝑤𝑖𝑗 is the unsprung mass of each tire-suspension system and ℎ𝑔𝑖𝑗 is the length of
the system suspension+tire with both components in rest modes (null elastic forces).








Figure 2.7 – New suspension model considering tire carcass deformation on each direc-
tion.




(ℎ𝑔𝑖𝑗 − ℎ𝑤𝑖𝑗)− (ℎ𝑔𝑖𝑗 − ℎ𝑤𝑖𝑗)
]︁
(2.15)
2.2 Tire force models
The models described in Section 2.1 contemplate the motion dynamics of
ground vehicles. However, these dynamics depend on the forces applied at the tire-ground
contact. Ground irregularities and slippery conditions define the forces on the tire contact
patch, and therefore, the forces that determine the acceleration, braking and cornering of
the vehicle (BLUNDELL; HARTY, 2004).
Figure 2.8 shows the forces and torques at the tire-ground contact, described
as (RILL, 2011a):
Fxij – Longitudinal tire-ground interaction force: Longitudinal force produced by
the deformation of the tire rubber tread resultant from the tire longitudinal slip.
Fyij – Lateral tire-ground interaction force: Lateral force produced by the deforma-
tion of the tire rubber tread resultant from the tire lateral slip.
Fzij – Vertical tire-ground interaction force: Also known as wheel load, it results
from the pressure load applied on the contact patch due to the tire elasticity and
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Ωij












Figure 2.8 – Torques and forces produced in the tire-ground interaction.
the pneumatic pressure.
Txij – Tilting torque: Also known as overturning torque, it results from the tire camber
angle. The vertical force is displaced laterally from the tire geometric center, creating
a tilting torque on the tire.
Tyij – Rolling resistance torque: The tire rubber tread deformation, resultant from
the longitudinal slip, changes the vertical load distribution on the contact patch,
displacing the contact point forward, creating a torque against the tire rotation.
Tzij – Self-aligning torque: The tire rubber tread deformation, resultant from the lat-
eral slip, changes the lateral pressure distribution, producing a torque against the
wheel steering.
With exception of some sport cars, whose tires have significant camber angles
to enhance lateral forces (RILL, 2011b), most vehicles presents small or no camber angles,
which are disregarded in this work. Consequently, tilting torque is neglected. Moreover
Tyij is also neglected, since for well calibrated tires, the vertical forces distribution is not
considerably affected by the tire rolling.
The vertical tire forces are obtained using the vehicle dynamics along with the
suspension model, as described in Section 2.1. Equations (2.9), (2.13), and (2.15), provide
Chapter 2. Vehicle Dynamics Models 44
the vertical forces using the 2D and 3D models, without and with tire deformations,
respectively.
The longitudinal and lateral forces, and the self-aligning torque, are derived
from the friction force at the tire-ground contact, which are strongly nonlinear and hard to
be modeled. A direct consequence of this friction is the tire slip. The longitudinal force is
directly associated with the longitudinal slip, while the lateral force and the self-aligning
torque are related to the lateral slip of the tire.
The longitudinal tire slip is a phenomenon where the tire rotates without
producing linear speed. This phenomenon is quantified by the slip ratio 𝜎𝑖𝑗. The slip ratio
is a normalized difference between the real tire longitudinal speed and the linear speed







where 𝑉𝑤𝑥𝑖𝑗 is the longitudinal component of the tire linear velocity 𝑉𝑤𝑖𝑗, Ω𝑖𝑗 is the spin
speed of the tire and 𝑅𝑤𝑖𝑗 is the tire radius, as shown in Figure 2.8.
Similarly, the lateral slip corresponds to the lateral displacement of the tire
produced by the lateral friction force acting on it. To quantify the lateral slip, the sideslip
angle 𝛼𝑖𝑗 is defined as the angle between the wheel and its velocity vector 𝑉𝑤𝑖𝑗 (see Fig.







where 𝑉𝑤𝑦𝑖𝑗 is the lateral component of the wheel linear velocity.
The relationship between slip ratio and longitudinal tire forces, and between
the sideslip angle and the lateral force and self-aligning torque, are exemplified in Figure























Figure 2.9 – Example of measured tire forces and torque in a passenger car. (a) Longi-
tudinal force; (b) Lateral force; (c) Self-aligning torque. (RILL, 2011b)
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The forces presented in Figure 2.9 are obtained in pure-slip conditions. In
Figure 2.9a there is only longitudinal slip (𝛼𝑖𝑗 = 0), and in Figures 2.9b and 2.9c there is
only lateral slip (𝜎𝑖𝑗 = 0).
Tire forces are limited by the maximum friction force applied to the tire.
Therefore, the maximum tire forces showed in Figure 2.9 are only obtained in pure-slip
conditions. In combined slip, the longitudinal and lateral tire forces are limited by the
resultant force, as represented in Figure 2.10. This force limit is known as the “friction
ellipse”. Figure 2.10b shows an example of combined forces in a passenger car tire for
different combinations of longitudinal and lateral slips.
max (F y ij)
−max (F x ij)
−max (F y ij)
F ijF y ij
F xij
max (F x ij)
(a)







Figure 2.10 – Friction ellipse for combined forces. (a) Ellipse concept. (b) Example of
combined forces in a passenger car tire with 𝐹𝑧𝑖𝑗 = 3.2 kN (RILL, 2011b).
2.2.1 Steady-state tire forces models
Tire-ground interaction forces are hard to be accurately modeled due to their
complex behavior. In the literature, there are several tire force models, which can be
classified as (RILL, 2011b):
Structural models: Models that consider the entire structure of the tire (steel strings,
rubber, etc.) and use element-based formulations to obtain the force distribution in
the tire structure. For example, the F-tire model (GIPSER, 2007) consider the tire as
a ring composed by a closed chain of small nonlinearly flexible bodies. This models
accurately represent the carcass deformation, but usually uses mathematical models
to define the forces in the tire-ground interaction. A drawback of most structural
tire models is that they are computationally costly, since they are based on the
interaction between many structures.
Mathematical models: Models that use mathematical formulations to obtain the forces
and torques as a function of their slip quantities and tire parameters. There are
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several tire models, with different levels of complexity (RILL, 2011a; PACEJKA,
2002). In comparison with the structural models, the computational time in smaller,
as they are based on mathematical expressions, but less accurate due to the lack of
a precise analysis of the load distribution in the tire.
Since this thesis is more interested in real-time applications and in the qualita-
tive effects of tire forces, only mathematical models are considered. In the sequence, three
models with increasing complexity are described: the Dugoff, the brush and the Pacejka
tire models.
2.2.1.1 Dugoff tire forces model
The Dugoff tire model is a simple nonlinear model. Dugoff et al. (1969) pro-
posed this semi-empirical model using only six parameters: the tire longitudinal stiffness
𝐶𝜎𝑖𝑗 , the cornering stiffness 𝐶𝛼𝑖𝑗 , the slip ratio 𝜎𝑖𝑗, the sideslip angle 𝛼𝑖𝑗, the vertical tire
force 𝐹𝑧𝑖𝑗 and the tire-ground friction coefficient 𝜇𝑖𝑗.
The Dugoff model is a simple model based on a uniform force distribution, and
it is capable of representing some important nonlinear aspects of the tire forces. On the
other hand, it does not have a model for the self-aligning torque.











⎛⎝1, 𝜇𝑖𝑗𝐹𝑧𝑖𝑗(1 + 𝜎𝑖𝑗)
2
√︁
(𝐶𝜎𝑖𝑗𝜎𝑖𝑗)2 + (𝐶𝛼𝑖𝑗 tan𝛼𝑖𝑗)2
⎞⎠
In (2.18), the nonlinearities in the Dugoff model are evident. Also, the de-
nominator of 𝜒𝑖𝑗 presents a combined-slip compensation to the force models. Figure 2.11
presents examples of typical tire forces curves obtained with the Dugoff model in a pure-
slip condition.
The force plots in Figure 2.11 show the nonlinearities of the force. However,
when compared with the measured forces in Figure 2.9, we realize that the Dugoff model
does not represent the characteristic peak region of the forces.
2.2.1.2 Brush tire forces model
The first brush models were proposed by Froom and by Julien (Cf. HADEKEL,
1952 apud PACEJKA, 2002), without consider carcass compliance. These models were
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Figure 2.11 – Typical Dugoff tire model curves. (a) Longitudinal forces; (b) Lateral forces.
enhanced in the sequence by works of Fiala (1954 apud PACEJKA, 2002) and Freudenstein
(1961 apud PACEJKA, 2002), which considered parabolic carcass deformation. Other
works proposed brush models with more accurate deflection shapes, such as the models
of Böhm (1963 apud PACEJKA, 2002) and of Borgmann (1963 apud PACEJKA, 2002).
In brush models, the tire is composed by infinitesimal elastic particles. The slip
between the tire and the ground deforms these particles, producing forces proportional to
their deformation.
When the tire slips, the tire velocity is different from the expected when the tire
is rolling. The relative velocity between the tire real and expected (no sliding) velocities











The slip quantities 𝜎𝑖𝑗 and 𝛼𝑖𝑗 can be alternatively defined as ratios between
the slip speed and the linear speed: 𝜎𝑖𝑗 = −𝑉𝑠𝑥𝑖𝑗/𝑉𝑤𝑥𝑖𝑗 and tan𝛼𝑖𝑗 = −𝑉𝑠𝑦𝑖𝑗/𝑉𝑤𝑥𝑖𝑗 .
The slip deforms the tire contact patch, creating a load distribution. Figure
2.12 shows a schematic representation of the deformation of the tread particles of the tire
for situations of pure lateral slip, pure longitudinal slip and combined slip.
The load distribution is limited by the maximum friction force allowed on the
contact patch, which depends on the vertical force distribution on the patch. By consid-
ering a parabolic vertical force distribution (Fiala model), the lateral and longitudinal
distributions are limited by the same parabolic shape, scaled by the friction coefficient
𝜇𝑖𝑗.

















Figure 2.12 – Schematic of the brush tire model. (PACEJKA, 2002)
Figure 2.13 exemplifies the lateral force and self-aligning torque produced by
the Fiala brush model in pure lateral slip. Considering the tire referential, the particle that
reaches the contact patch first has zero lateral speed. When it get into the patch, the speed
at the contact between the tread particles and the ground grows – almost instantaneously
– to the lateral slip speed, deforming it. This deformation linearly increases until its
maximum (limited by the parabolic distribution). After reaching the maximum, it starts
sliding, losing lateral speed until leaving the contact patch.
F yij
T zij=−t yij F yij









Figure 2.13 – Relationship between the lateral force, the self-aligning torque, and the tire
tread deformation in the Fiala brush model. (PACEJKA, 2002)
The wider the sideslip angle, the faster the tread particles will deform, reaching
their maximum values sooner, and producing a large lateral force. However, there is a
maximum sideslip angle at which the tire is not in a full sliding condition. After this
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maximum, the particles that got into the contact patch reach their maximum values in
an infinitesimal time. Consequently, in full sliding condition, the lateral force is constant
and entirely limited by the vertical force distribution and the friction coefficient.
The brush model is obtained by defining the exact point on the contact patch
where the tread particles start to slide and by calculating the force as the integral of the
force distribution, which is linear in the adherence condition and quadratic in the sliding
zone. In (PACEJKA, 2002) the entire formulation is presented, resulting in the following
mathematical expression for the lateral forces:
𝐹𝑦𝑖𝑗 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−𝜇𝑖𝑗𝐹𝑧𝑖𝑗 sign(𝛼𝑖𝑗) if 𝛼𝑖𝑗 > 𝛼𝑠𝑙𝑖𝑗
−𝐶𝛼𝑖𝑗 tan𝛼𝑖𝑗











is the minimum sideslip angle needed to reach the full sliding condition.
A similar analysis can be made for the case of longitudinal pure-slip condition,
leading to the following longitudinal forces:
𝐹𝑥𝑖𝑗 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩











is the minimum slip ratio needed to reach the full sliding condition.
The self-aligning torque is obtained also by the integration of the lateral force
distribution, but multiplied by the distance to the center of the tire, leading to:
𝑇𝑧𝑖𝑗 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩














⎞⎠ if 𝛼𝑖𝑗 ≤ 𝛼𝑠𝑙𝑖𝑗
(2.22)
where 𝐿𝑐𝑖𝑗 is the length of the contact patch.
To consider combined slip, two approximations are used: 1) the tire longi-
tudinal and lateral stiffnesses are considered equal (isotropic model); 2) the maximum
longitudinal and lateral forces are the same (friction-circle model).
In this case, the combined slip 𝜌𝑖𝑗 is obtained as follows:
𝜌𝑖𝑗 =
√︁
𝜎2𝑖𝑗 + tan2 𝛼𝑖𝑗 (2.23)
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The combined slip is used to calculate the resultant tire forces 𝐹𝑅𝑖𝑗 with a
similar expression to that used for lateral and longitudinal pure-slip forces:
𝐹𝑅𝑖𝑗 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩











is the minimum combined slip needed to reach the full sliding condition and, given the
isotropic hypothesis, 𝐶𝜌𝑖𝑗 = 𝐶𝛼𝑖𝑗 = 𝐶𝜎𝑖𝑗 .
A fictitious combined self-aligning torque 𝑇𝑅𝑖𝑗 can be obtained replacing tan𝛼𝑖𝑗
with 𝜌𝑖𝑗 in (2.22). Finally, the lateral and longitudinal tire forces, and the self-aligning













Figure 2.14 shows an example of typical longitudinal and lateral forces, and
self-aligning torque, obtained by the Fiala brush tire forces model in pure-slip conditions.
As the Dugoff tire model, the Fiala model does not correctly exhibit the force
peak region. However, it gives a model for the self-aligning torque. In Figure 2.9c, the self-
aligning torque presents a small negative peak before the torque reaches the full sliding
condition. However, this brush model does not represent this region.
2.2.1.3 Pacejka tire force model
The Pacejka tire forces model, known as the “Magic Formula”, is a semi-
empirical nonlinear model created in the Delft University (in partnership with Volvo) for
the study of tire forces in vehicular safety (PACEJKA, 2002; BAKKER et al., 1987).
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Figure 2.14 – Brush tire model typical forces and torque: (a) longitudinal force; (b) lateral
force; (c) self-aligning torque.
The Magic Formula (2.26) can be used to model longitudinal and lateral forces,
and self-aligning torque as well:





𝜁 = (1− 𝐸𝑝𝑎𝑐)(𝑋𝑝𝑎𝑐 + 𝑆ℎ) +
𝐸𝑝𝑎𝑐
𝐵𝑝𝑎𝑐
tan−1 (𝐵𝑝𝑎𝑐(𝑋𝑝𝑎𝑐 + 𝑆ℎ))
(2.26)
In (2.26), we have:
Ypac Modeled force/torque (𝐹𝑥𝑖𝑗 , 𝐹𝑦𝑖𝑗 , or 𝑇𝑧𝑖𝑗).
Xpac Slip variable (𝜎𝑖𝑗 for longitudinal force, and 𝛼𝑖𝑗 for lateral force and self-
aligning torque).
Bpac Stiffness factor: adjusts the initial derivative of the plot (tan−1(𝐵𝑝𝑎𝑐𝐶𝑝𝑎𝑐𝐷𝑝𝑎𝑐)
is the plot derivative at the origin).
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Cpac Shape factor: limits the sine function in the formula, which defines the shape
of the plot.
Dpac Peak factor: the maximum force/torque value (𝐷𝑝𝑎𝑐 = 𝜇𝑖𝑗𝐹𝑧𝑖𝑗).
Epac Curvature factor: defines the compression and expansion of the plot curva-
ture in the peak region.
Sh Horizontal shift: displaces the plot if there is a residual slip (force plot does
not pass through the origin).
Sv Vertical shift: displaces the plot if there is a residual force (force plot does
not pass through the origin).
All the parameters of the Magic Formula need to be set to match the measured
real force on the tire. See (PACEJKA, 2002) for a methodology to set the parameters of
the formula.
The Magic Formula parameters are dependent on the vertical tire force and
the tire-ground friction coefficient. Thus, the parameters of the Magic Formula need to
be adjusted for every condition.
In order to avoid redefining these parameters frequently, Milliken and Mil-
liken (1995) proposed the so-called similarity model (PACEJKA, 2002). In this simplified
model, the variables 𝑌𝑝𝑎𝑐 and 𝑋𝑝𝑎𝑐 are normalized using the vertical tire force, the friction









where 𝐶𝑋𝑝𝑎𝑐 is the tire stiffness associated to the slip variable 𝑋𝑝𝑎𝑐.
Applying these normalization to measured forces and torques obtained in dif-
ferent conditions of vertical forces and friction condition, the plot 𝑌𝑝𝑎𝑐×𝑋𝑝𝑎𝑐 is nearly the
same. Consequently, there is a fixed set of Magic Formula that are capable of representing
the normalized plot.
In the similarity model, the modeled force is obtained following three steps: 1)
normalize the slip variables using (2.27b); 2) use the normalized slip variables as input to
the fixed adjustment of the Magic Formula; 3) the real force/torque is obtained by using
the calculated 𝑌 𝑝𝑎𝑐 in (2.27a).
The force measurements used to define the Magic Formula parameters are
obtained in pure-slip conditions. To contemplate the combined slip, Bakker et al. (1987)
propose a combined slip parameter 𝜌𝑖𝑗.
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The first step is to normalize the slip ratio and the sideslip angle at their values









With the normalized values, the combined slip is calculated as follows:
𝜌 =
√︁
𝑠2𝑥 + 𝑠2𝑦 (2.29)
Thus, the longitudinal and lateral forces, and the self-aligning torque, are ob-
tained by applying the combined slip in the Magic Formula for pure-slip conditions, and













where 𝐹𝑥0𝑖𝑗(·), 𝐹𝑦0𝑖𝑗(·), and 𝑇𝑥0𝑖𝑗(·), are the forces and torque calculated by the Magic
Formula for the pure-slip conditions.
To exemplify the Pacejka tire model, Figure 2.15 shows typical longitudinal
and lateral forces, and self-aligning torque, obtained by the Pacejka similarity model in
pure-slip conditions.
The Pacejka model adequately represents the forces and torque peak regions.
Contrary to the measured self-aligning torque, shown in Figure 2.9c, the Pacejka model
does not reach the zero value for large slip angles.
2.2.2 Tire forces dynamic models
The tire models discussed in previous sections are developed to obtain steady-
state tire forces: the Dugoff and the Pacejka models are semi-empirical models and use
mathematical expressions to fit tire force measurements in steady-state conditions; and
the brush model calculates the forces by the integration of the steady-state deformation
of the tread particles. Therefore, none of these models consider the dynamic variation of
the forces.
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Figure 2.15 – Typical Pacejka similarity model forces and torque: (a) longitudinal force;
(b) lateral force; (c) self-aligning torque.
The dynamic behavior of tire forces is associated with the out-of-wheel behav-
ior of the tire. When slipping, the tire carcass is deformed by the friction forces acting on
the contact patch. The deformation of the tire rubber provides a dynamic behavior that
also affects the tire forces. Despite the tread deformation analysis provided by the brush
model, the carcass deformation is neglected in this model, so that the contact point is
always at the in-wheel plane.
Several dynamic models can be found in (PACEJKA, 2002). Although most
models are based on complex string representations, our study chooses to use the Single
Contact-Point Transient Model (SCPTM). The SCPTM is widely used in tire studies due
to its simplicity. However, this model is not accurate for high-frequency excitations once
it neglects the tire inertia and the patch lengths (PACEJKA, 2002).
The lateral and longitudinal deflection are the basis of the SCPTM. Instead
of modeling the entire tire using strings or beams properties, the SCPTM considers only
the deformation of the contact point, which is considered a pure elastic deflection, as





































Figure 2.16 – Representation of the Single-Contact-Point Transient Model (PACEJKA,
2002).
previously shown in Figure 2.6.
A more detailed representation of the SCPTM model can be seen in Figure
2.16. The figure shows the contact point on the in-wheel and on the out-of-wheel planes:
𝑃 𝑖𝑝𝑐𝑖𝑗 , and 𝑃
𝑜𝑝
𝑐𝑖𝑗
respectively. The actual out-of-wheel contact point is displaced laterally and
longitudinally by 𝛿𝑥𝑖𝑗 and 𝛿𝑦𝑖𝑗 , respectively.
Given the slip speeds and the linear speeds of the in-wheel and the out-of-wheel
contact points, the displacement derivatives can be obtained as:
?˙?𝑥𝑖𝑗 = −(𝑉𝑠𝑥𝑖𝑗 − 𝑉𝑤𝑥𝑖𝑗) (2.31a)
?˙?𝑥𝑖𝑗 = −(𝑉𝑠𝑦𝑖𝑗 − 𝑉𝑤𝑦𝑖𝑗) (2.31b)
Let us first consider the linear case, in which the slip ratio and the sideslip











|𝑉 𝑜𝑝𝑤𝑥𝑖𝑗 | (2.32b)
The same tire forces can also be calculated by the spring systems:
𝐹𝑥𝑖𝑗 = 𝑘𝑇𝑥𝑖𝑗𝛿𝑥𝑖𝑗 (2.33a)
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𝐹𝑦𝑖𝑗 = 𝑘𝑇𝑦𝑖𝑗𝛿𝑦𝑖𝑗 (2.33b)




𝑘𝑇𝑥𝑖𝑗⏟  ⏞  
𝜎𝑥𝑖𝑗
𝑉 𝑜𝑝𝑠𝑥𝑖𝑗
|𝑉 𝑜𝑝𝑤𝑥𝑖𝑗 | (2.34a)
𝛿𝑦𝑖𝑗 = −
𝐶𝛼𝑖𝑗
𝑘𝑇𝑦𝑖𝑗⏟  ⏞  
𝜎𝑦𝑖𝑗
𝑉 𝑜𝑝𝑠𝑦𝑖𝑗
|𝑉 𝑜𝑝𝑤𝑥𝑖𝑗 | (2.34b)
The constants 𝜎𝑥𝑖𝑗 and 𝜎𝑦𝑖𝑗 are, respectively, the lateral and the longitudinal
relaxation lengths of the model.
Considering the approximation 𝑉 𝑖𝑝𝑤𝑥𝑖𝑗 = 𝑉
𝑜𝑝
𝑤𝑥𝑖𝑗
= 𝑉𝑤𝑥𝑖𝑗 , isolating 𝑉𝑠𝑖𝑗 in (2.34)
























From (2.34), it is possible to see that:
𝛿𝑥𝑖𝑗 = 𝜎𝑥𝑖𝑗𝜎
𝑖𝑝
𝑖𝑗 ⇒ ?˙?𝑥𝑖𝑗 = 𝜎𝑥𝑖𝑗 ?˙?𝑜𝑝𝑖𝑗 (2.36a)
𝛿𝑦𝑖𝑗 = 𝜎𝑦𝑖𝑗𝛼
𝑖𝑝
𝑖𝑗 ⇒ ?˙?𝑦𝑖𝑗 = 𝜎𝑦𝑖𝑗 ?˙?𝑜𝑝𝑖𝑗 (2.36b)
Thus, substituting (2.36) in (2.35), the dynamic expression for the out-of-wheel
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Therefore, the in-wheel slip quantities can be obtained as done for the steady-
state models; the out-of-plane slip quantities found with the dynamic model (2.37) can
be used with the steady-state force models presented in Section 2.2.1 to obtain the tire-
ground interaction forces at the real out-of-wheel contact point.
Note that in (2.37), the relaxation lengths act as time constants of the first-
order dynamic model.
A more accurate model can be derived considering a nonlinear approach. As-
suming that the only dynamic variables in the steady-state tire force models are the slip



















































, and using (2.38)































These new dynamics need the knowledge of derivatives of the tire forces as
a function of the slip quantities and vertical forces. These derivatives can be obtained
numerically using any of the tire force models presented in Section 2.2.1. Also, the last
term of (2.39) is a function of the time derivative of the vertical force. Thus, considering





















This form is almost the same of (2.37), with the difference that the dynamic
variable for the lateral dynamic is tan𝛼𝑜𝑝𝑖𝑗 , instead of 𝛼
𝑜𝑝
𝑖𝑗 , and the relaxation length of the
model is time varying.
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3 Tire-Ground Interaction Forces Estimation
One of the objectives of this thesis is to establish relationships between vehicle
path tracking strategies and tire forces. As discussed in the previous chapter, Tire-Ground
Interaction Forces (TGIFs) are elastic forces produced by the tire deformation due to the
tire compression and friction at the contact between the tire and the ground. It is easy
to realize that measuring forces in a complex structure, such as the tire, which may roll
in uneven and slippery terrains, is not a simple task.
There are few commercial sensors capable of measuring TGIFs, and they are
very expensive – more than US$100,000.00 per wheel – and, therefore, these sensors are
not suitable for ordinary vehicles.
An important alternative to avoid to use sensors is the development of TGIFs
estimators. Estimators of TGIFs have been recently proposed in the literature. Except for
the lateral dynamics observer proposed by Senger and Kortum (1989 apud RAY, 1995),
which is not designed for force estimations and works in linear conditions only, the first
relevant work in tire-force estimations was proposed in (RAY, 1995).
Ray (1995) uses a 2D yaw dynamic model combined with the roll angular
dynamic of the vehicle to create an Extended Kalman Filter (EKF) to estimate lateral
and longitudinal per-axle tire forces. This estimator does not consider tire force dynamics,
replacing it by a 2nd-order random walk model1. Ray (1997) applied a similar approach to
a 2D pitch model in order to estimate the suspension displacement considering unprung
masses and linear spring-damper suspensions. The vertical forces are obtained by applying
the estimated displacement in the suspension model equations.
After these seminal works, several others were developed. M’sirdi et al. (2005)
use a bicycle model and an adaptive sliding modes observer to obtain an estimation of
per-axle forces. A dynamic tire force model is considered with unknown parameters. A
careful choice of the observer gains is necessary to ensure convergence in the sense of
Lyapunov.
Siegrist and Mcaree (2006) use a formulation similar to (RAY, 1997) to esti-
mate tire forces for an off-road mining truck. However, this estimator assumes the suspen-
sion forces as measurements provided by load cells, which are not usual sensor in ordinary
vehicles. Furthermore, the proposed model has twenty-nine states, which may difficult its
implementation in real-time.
Dakhlallah et al. (2008) also used an EKF, but only to estimate the motion
1 A nth-order random-walk model considers the nth derivative of states as random.
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dynamics in a four-wheel yaw model. With the estimated states, the authors use a Dugoff
tire model to obtain the tire forces. The main drawback of this approach is the lack of
robustness of the estimatior with respect to the parameters of the Dugoff model.
An interesting work was proposed by Hsu (2009), in which the steering system
is used to estimate lateral sideslip angles based on the self-alignment torque. However, as
in (DAKHLALLAH et al., 2008), the forces are not observed, but reconstructed using a
brush Fiala model, which depends on an acurate setting of the tire parameters.
Recently, important contributions in tire-ground forces estimation have been
provided by the HEUDIASYC laboratory:
∙ Force estimators were obtained by Doumiati (DOUMIATI et al., 2012; DOUMIATI
et al., 2011; DOUMIATI, 2009) using cascade-observers. Vertical and lateral tire
forces are estimated with both EKF and UKF (Unscented Kalman Filter) algo-
rithms. This estimator uses the roll, pitch and yaw four-wheel 2D models. In ad-
dition, the Dugoff tire model and the linear SCPTM are used in the lateral force
estimation. Drawbacks of this work consist in the use of random-walk models and
in the hypothesis of planar horizontal ground.
∙ Wang (2013) used the framework from Doumiati within a Particle Filter (PF) ap-
proach to provide better responses in extreme conditions, where lateral forces are
in their nonlinear zones, in order to predict and avoid rollover situations. Although
PF approaches provide more accurate results, they are also more time-consuming.
∙ To overcome the restriction of horizontal roads, Jiang et al. (2014) included roll and
pitch dynamics in the EKF estimator derived in (DOUMIATI, 2009), thus allowing
correct estimations in banked and/or sloped ground profiles. A robust solution for
TGIFs estimation was adopted in (JIANG et al., 2016) using adaptive EKF to
enhance the force observation results and, also, to estimate some parameters of the
vehicle, such as cornering stiffness, for example.
This thesis contributes to the solution of the TGIFs estimation problem by:
1. Introducing a 4-wheel all-directions force estimation (vertical, lateral and longitu-
dinal);
2. Developing a new Delayed Interconnected Cascade-Observer (DICO) structure to
avoid random-walk models in the estimation process;
3. Synthesizing a vertical forces observer based on a 3D 4-wheel model, dealing with
uneven sloped terrains.
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Although Luenberger (1964) defined observer as an estimator that reconstructs
the exact state of a non-stochastic system, in this thesis – as in (JIANG et al., 2016)
and (DOUMIATI et al., 2011) – we use a relaxed definition of observer, which consid-
ers it as any state estimator based on the system dynamics and output measurements
(D’ANDREA, 2017).
The estimator proposed in (JIANG et al., 2014) (named herein as D-J estima-
tor) is described for comparison purposes in Section 3.1; the DICO structure is presented
in Section 3.2; Section 3.3 introduces the EKF, the UKF, and the TSEKF algorithms
used to implement DICO estimators. Three DICO estimators are implemented based on
the EKF, UKF and TSEKF algorithms, and their performance are compared with real
vehicle data.
3.1 D-J estimator
The estimator proposed in (JIANG et al., 2014) is complementary to (DOUMIATI
et al., 2011), and corresponds to a cascade-observer structure using both linear and ex-
tended Kalman filters (KF and EKF, respectively). The first observer employs a KF to
estimate vertical tire forces that are inputs for a second observer, which uses EKF algo-
rithm to estimate lateral tire forces. The ground is considered planar with slopes. The
estimator structure can be seen in Figure 3.1.
hwij







2D roll and pitch model
for vertical tire forces
estimation
2D four wheel yaw 
model for lateral tire 
forces estimation
Figure 3.1 – D-J estimation structure. (DOUMIATI, 2009).
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The measured variables are the lateral and longitudinal accelerations. the roll
and pitch angular speeds, the distances between the vehicle extremities and the ground,
the longitudinal linear speed (odometry), and the steering angle.
3.1.1 D-J vertical forces observer
The characteristics of the vertical observer proposed in (JIANG et al., 2014)
are:
1. It is based on the 2D roll and pitch four-wheel vehicle model;
2. Linear accelerations are approximated by a 2nd-order random-walk model;
3. It assumes planar ground profile with slopes.
Since the observer is based on the 2D roll and pitch models described in Section
2.1.2, its dynamics are obtained using (2.2a) and (2.5a), which are reintroduced here as
(3.1a) and (3.1b). The angular rates of the Euler angles are approximated as the angular












−𝐾𝑆𝜃𝜃𝑉 − 𝐶𝑆𝜃𝜃𝑉 −𝑚ℎ𝐺𝑅𝑎𝑥
)︁
(3.1b)
The vertical forces are the states of the system, whose dynamics is obtained
by the derivative of (2.9):
?˙?𝑧𝑖𝑗 =
𝑚(𝐿− 𝐿𝑖)











In order to keep the model linear, the coupling roll-pitch term of (2.9), which
is typically small, is neglected.
Finally, using (3.1) and (3.2) along with 2nd-order random walk models for the
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In (3.3), the 14-states vector is given as:
𝑋 = [𝜙𝑉 ?˙?𝑉 𝜃𝑉 𝜃𝑉 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22 𝑎𝑥 ?˙?𝑥 𝑎𝑦 ?˙?𝑦 𝑎𝑧 ?˙?𝑧]𝑇
.
Given the states, a measurement model is obtained as:
𝑌 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑌1 = 𝜙𝑉 = 𝑋1
𝑌2 = 𝑝 = 𝑋2
𝑌3 = 𝜃𝑉 = 𝑋3
𝑌4 = 𝑞 = 𝑋4
𝑌5 = 𝐹𝑧11 = 𝑋5
𝑌6 = 𝐹𝑧12 = 𝑋6
𝑌7 = 𝐹𝑧21 = 𝑋7
𝑌8 = 𝐹𝑧22 = 𝑋8
𝑌9 = 𝑎𝑥 = 𝑋9
𝑌10 = 𝑎𝑦 = 𝑋11
𝑌11 = 𝑎𝑧 = 𝑋13
(3.4)
.
As expressed before, the angular rates ?˙?𝑉 and 𝜃𝑉 are approximated by their
respective angular speeds 𝑝 and 𝑞. The angles 𝜙𝑉 and 𝜃𝑉 are not directly available through
the sensors, but they can be geometrically approximated using the height at the vehicle
extremities, as follows:
𝜙𝑉 =
ℎ𝑤11 − ℎ𝑤12 + ℎ𝑤21 − ℎ𝑤22
4𝐸 (3.5a)
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𝜃𝑉 =
ℎ𝑤11 − ℎ𝑤21 + ℎ𝑤12 − ℎ𝑤22
2𝐿1 + 2𝐿2
(3.5b)
The vertical acceleration and angular speeds measurements, besides the roll
and pitch angles provided by (3.5), are used to compute (2.9), which gives an indirect
measurement of the vertical forces, 𝐹𝑧𝑖𝑗 .
A KF algorithm can be applied to estimate the states of (3.3), which provides
an estimation for the vertical forces of the vehicle.
3.1.2 D-J lateral forces observer
For the lateral observer, the 2D yaw four-wheel dynamic model defined by
(2.10) is applied. In this model, the hyphotesis are:
1. Vertical forces are inputs provided by the observer described above;
2. The longitudinal tire forces at the non-motorized wheels are neglected;
3. In the motorized wheels, the per-axle longitudinal force (𝐹𝑥𝑖 = 𝐹𝑥𝑖1 + 𝐹𝑥𝑖2) is con-
sidered as a 1𝑠𝑡-order random walk model, as in (RAY, 1997), and the force on each
tire is approximated using the vertical forces distribution.
4. The lateral forces have a first-order dynamic models.
For this observer, the linear variant of the SCPTM presented in Section 2.2.2 is
used. An equally valid representation of (2.37b) can be obtained in terms of force instead







𝐹 𝑖𝑝𝑦𝑖𝑗 − 𝐹 𝑜𝑝𝑦𝑖𝑗
)︁
(3.6)
The longitudinal and lateral tire speeds are approximated by the linearized
speed at each extremity of the vehicle:
𝑉𝑤𝑥𝑖𝑗 = 𝑢− (−1)𝑗𝑟𝐸 (3.7a)
𝑉𝑤𝑦𝑖𝑗 = 𝑣 − (−1)𝑖𝑟𝐿𝑖 (3.7b)
To calculate the lateral in-wheel plane tire force with a nonlinear represen-
tation, while keeping the observer suitable for real-time implementation, the Dugoff tire
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The longitudinal force on each motorized tire is approximated using the vertical









A front-drive vehicle is assumed to synthesize the observer, since the DYNA
platform – from HEUDIASYC – has been used as testbed platform. However, it is straight-
forward to change the synthesis for a rear-drive vehicle.
Considering (2.10) and (3.6), and the hypotheses described above, the nonlin-
ear state-space model is formulated as follows:
?˙? =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
?˙?1 = +𝑋2𝑋3 +
1
𝑚
(𝑋8 cos𝑈1 −𝑋4 sin𝑈1 − 𝑥5 sin𝑈1)
?˙?2 = −𝑋1𝑋3 +
1
𝑚




⎡⎣𝐿1 (𝑋4 cos𝑈1 +𝑋5 cos𝑈1 +𝑋8 sin𝑈1)− 𝐿2 (𝑋6 +𝑋7) + 𝐸
⎛⎝𝑈2 − 𝑈3
𝑈2 + 𝑈3




























The states 𝑋 and inputs 𝑈 are defined as:
𝑋 = [𝑢 𝑣 𝑟 𝐹𝑦11 𝐹𝑦12 𝐹𝑦21 𝐹𝑦22 𝐹𝑥1 ]𝑇
𝑈 = [𝛿 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22 ]𝑇
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The estimated vertical forces provided by the first observer are inputs in the
state-space model of the lateral forces observer. For the output, we have:
𝑌 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑌1 = 𝑎𝑥 =
1
𝑚
(𝑋8 cos𝑈1 −𝑋4 sin𝑈1 − 𝑥5 sin𝑈1)
𝑌2 = 𝑎𝑦 =
1
𝑚
(𝑋4 cos𝑈1 +𝑋5 cos𝑈1 +𝑋8 sin𝑈1 +𝑋6 +𝑋7)
𝑌3 = 𝑟 = 𝑋3
𝑌4 = 𝑢𝑜𝑑𝑚 = 𝑋1
(3.11)
The states estimation is made by an EKF algorithm (see Section 3.3 for de-
tails). The lateral forces are directly observed states, while the longitudinal forces in the
motorized wheels need to be obtained substituting the observed rear per-axle longitudinal
force, and the vertical forces from the first observer, in (3.9). The non-motorized wheel
longitudinal TGIFs are considered null.
3.2 DICO estimator
One objective of this thesis is to provide the estimation of TGIFS at each
time in all directions – vertical, lateral, and longitudinal –, in all-terrain environments.
Therefore, a more complex 3D model is used to improve the estimation response in these
ground profiles. The basic 3D four-wheel model is chosen to develop the models, but
without considering unsprung masses, and disregarding vertical tire deflactions.
Estimating vehicle states and forces using a full and complex dynamic model
is generally unadvised due to observability problems (DOUMIATI et al., 2010). Common
sources of observability issues in vehicle models are: a) the coupling between lateral and
longitudinal tire forces due to the total friction on the tire; b) the dependency between the
friction force and the vertical tire force acting on the contact patch; and c) the inherent
coupling caused by the vehicle structure and dynamics.
Cascade-observers structures, such as in (DOUMIATI et al., 2011) and (JIANG
et al., 2014), estimate the states of a large and complex system using multiple smaller
observers, being an interesting solutions to avoid observability issues. However, to imple-
ment a cascade structure, it is necessary to decouple the strongly coupled vehicle dynamics
and, therefore, each particular observer will not have access to dynamic information of
the others.
A standard solution in the literature is to use random-walk models (JIANG
et al., 2016; DOUMIATI et al., 2011), which assign random dynamics to the unknown
decoupled variables. However, when considering random walk models, the observer does
not avail the model dynamics information in the state correction procedure.
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This work proposes an alternative to random-walk models. We regard the
unknown decoupled variables as inputs provided by the other observers in the cascade
structure, without neglecting the model dynamics information in the observation process.
However, the direct interconnection between all the observers would lead to a non-causal
system. To ensure the causality, some inputs received from other observers are delayed in
one sample time.
This so-called Delayed Interconnected Cascade Observer (DICO) approach
requires:
1. A sample rate sufficiently high in comparison to the dynamic of the unknown vari-
ables. Therefore, the errors of approximating the input in time 𝑘 as time 𝑘 − 1 are
small and can be considered as part of the process noise;
2. A prior knowledge of the initial conditions of the unknown variables. As the errors
are cumulative in this interconnected structure, significant initial errors propagating
in the DICO structure may lead to instability.
An optional approach may predict the output in one sample using the dynamic
model. In this implementation, the observer receives, as inputs, the predicted output at
the current time, instead of the previous estimated output. However, if the model is not
acurate enough, the predicted output may be worse than the previous estimated one.
These two approaches provided similar results and, therefore, only the delayed estimation
will be discussed in this thesis.
Figure 3.2 shows the proposed estimation structure for the TGIFs. The vertical
forces observer receives, as input, the steering angle and, also, the estimated lateral and
longitudinal forces provided by the other observers in the cascade structure. However,
the lateral and longitudinal estimators depend on the vertical tire forces. To solve the
mutual dependency problem, the lateral and longitudinal forces inputs are delayed by one
sample and sent to the vertical observer, i.e., the forces at time 𝑘 are approximated by the
estimated forces at time 𝑘−1. The same approach is used for the lateral and longitudinal
observers.
The proposed estimator is possible because the DICO hypotheses are fulfilled:
1) the tire force dynamics is normally slow when compared to the sensors sample rates;
2) initial values of the tire forces can be approximated, once the vehicle normally starts
at a rest mode, where lateral and longitudinal forces are expected to be negligible.
The estimator described in Figure 3.2 is composed by three state-space ob-
servers – vertical, lateral and longitudinal – which are derived from nonlinear vehicle
models.
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Figure 3.2 – Cascade-observer structure with delayed interconnections.
3.2.1 DICO vertical forces observer
To estimate vertical forces, a 3D vehicle model with four independent sus-
pensions without unsprung masses is considered, as in Section 2.1.3. By considering 3D
dynamics and independent suspensions, the model must be capable of representing the
vehicle behavior on irregular ground profiles.
The vehicle model, represented in Figure 2.5, has a planar body and each sus-
pension is a spring-damper system, vertical to the vehicle body. The contact between tire
and ground is considered punctual, and tire stiffness is neglected. The dynamic analysis
based on the Newton-Euler formulation provides (2.11), which is used to synthesize the
observer. The angular kinematics equations (2.12) are also used disregarding (2.12c) since
the yaw angle has no influence in the vertical dynamics of the vehicle.
Assuming the ground locally planar at each wheel, the derivative of the sus-
pension displacement can be approximated by the vertical speed of each extremity of the
vehicle. These speeds are a composition of the linear vertical speed of the vehicle with
the one produced by the angular velocity at each extremity. Therefore, the extremities
displacement derivatives are approximated as:
ℎ˙𝑤𝑖𝑗 ≈ −𝑤 − (−1)𝑖𝑞𝐿𝑖 − (−1)𝑗𝑝𝐸 (3.12)
In spite of the locally planar ground hypothesis, considering independent sus-
pensions allows to estimate vertical tire forces in uneven terrains, once the ground exci-
tation at each wheel can be different.
Equations (2.11), (2.12a), (2.12b), and (3.12) result in a 12-states nonlinear




?˙?1 = 𝑋2𝑋6 −𝑋3𝑋5 − 𝑔 sin𝑋8 + 1
𝑚
(𝑈3 cos𝑈1 − 𝑈7 sin𝑈1 + 𝑈4 cos𝑈2 − 𝑈8 sin𝑈2 + 𝑈5 + 𝑈6)
?˙?2 = 𝑋3𝑋4 −𝑋1𝑋6 + 𝑔 sin𝑋7 cos𝑋8 + 1
𝑚
(𝑈7 cos𝑈1 + 𝑈3 sin𝑈1 + 𝑈8 cos𝑈2 + 𝑈4 sin𝑈2 + 𝑈9 + 𝑈10)
?˙?3 = 𝑋1𝑋5 −𝑋2𝑋4 + 𝑔 cos𝑋7 cos𝑋8 + 1
𝑚







(−𝐹𝑧11 − 𝐹𝑧21 + 𝐹𝑧12 + 𝐹𝑧22)−
𝑋9
𝐽𝑥𝑥
(𝑈7 cos𝑈1 + 𝑈3 sin𝑈1)
−𝑋10
𝐽𝑥𝑥










(𝐹𝑧11 + 𝐹𝑧12) +
𝐿2
𝐽𝑦𝑦
(𝐹𝑧21 + 𝐹𝑧22) +
𝑋9
𝐽𝑦𝑦
(𝑈3 cos𝑈1 − 𝑈7 sin𝑈1)
+𝑋10
𝐽𝑦𝑦

















(−𝑈3 cos𝑈1 + 𝑈7 sin𝑈1 − 𝑈5 + 𝑈4 cos𝑈2 − 𝑈8 sin𝑈2 + 𝑈6)
?˙?7 = 𝑋4 + (𝑋5 sin𝑋7 +𝑋6 cos cos𝑋7) tan𝑋8
?˙?8 = 𝑋5 cos𝑋7 −𝑋6 sin𝑋7
?˙?9 = −𝑋3 +𝑋5𝐿1 +𝑋4𝐸
?˙?10 = −𝑋3 +𝑋5𝐿1 −𝑋4𝐸
?˙?11 = −𝑋3 −𝑋5𝐿2 +𝑋4𝐸
?˙?12 = −𝑋3 −𝑋5𝐿2 −𝑋4𝐸
(3.13)
The state and input vectors are defined as:






















The vertical tire forces, obtained with (2.13), can be written as functions of
the states:
𝐹𝑧11(𝑋) = −𝑘𝑆11(ℎ𝑤11 −𝑋9) + 𝑐𝑆11 (−𝑋3 +𝑋5𝐿1 +𝑋4𝐸) (3.14a)
𝐹𝑧12(𝑋) = −𝑘𝑆12(ℎ𝑤12 −𝑋10) + 𝑐𝑆12 (−𝑋3 +𝑋5𝐿1 −𝑋4𝐸) (3.14b)
𝐹𝑧21(𝑋) = −𝑘𝑆21(ℎ𝑤21 −𝑋11) + 𝑐𝑆21 (−𝑋3 −𝑋5𝐿1 +𝑋4𝐸) (3.14c)
𝐹𝑧22(𝑋) = −𝑘𝑆22(ℎ𝑤22 −𝑋12) + 𝑐𝑆22 (−𝑋3 −𝑋5𝐿1 −𝑋4𝐸) (3.14d)
The lateral and longitudinal TGIFs 𝐹−𝑦𝑖𝑗 and 𝐹
−
𝑥𝑖𝑗
, which composes the input
vector, are provided by the delayed interconnections in the cascade structure of DICO, as
shown in Figure 3.2.
In DICO state-space models, the steering angles may be different in the front-
wheels. Most of the ground vehicles use Ackerman steering systems, in which the front-
wheels steering angles, ideally, keep the tires tangent to the desired trajectory. Therefore,
the inner wheel of the cornering has a larger steering angle than the outer wheel.
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Here, the steering angles are obtained as a function of the desired central
steering angle 𝛿1, which is converted into the steering angle of each wheel by using the
Ackerman geometry:
𝛿1𝑗 = tan−1
⎛⎝ 𝐿 tan 𝛿1
𝐿− (−1)𝑗𝐸 tan 𝛿1
⎞⎠ (3.15)
In the DICO vertical observer, the tire forces are not directly observed, but
reconstructed using (3.14). However, since (3.14) is directly used in the state-space model,
the suspensions lengths are estimated taking into account the suspension parameters and
the calculated vertical TGIFs, which gives robustness to the reconstructed forces.
As output model, the observer uses:
𝑌 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑌1 = 𝑎𝑥 =
1
𝑚
(𝑈3 cos𝑈1 − 𝑈7 sin𝑈1 + 𝑈4 cos𝑈2 − 𝑈8 sin𝑈2 + 𝑈5 + 𝑈6)
𝑌2 = 𝑎𝑦 =
1
𝑚
(𝑈7 cos𝑈1 + 𝑈3 sin𝑈1 + 𝑈8 cos𝑈2 + 𝑈4 sin𝑈2 + 𝑈9 + 𝑈10)
𝑌3 = 𝑎𝑧 =
1
𝑚
(𝐹𝑧11(𝑋) + 𝐹𝑧12(𝑋) + 𝐹𝑧21(𝑋) + 𝐹𝑧22(𝑋))
𝑌4 = 𝑝 = 𝑋4
𝑌5 = 𝑞 = 𝑋5
𝑌6 = 𝑟 = 𝑋6
𝑌7 = 𝜙𝑉 = 𝑋7
𝑌8 = 𝜃𝑉 = 𝑋8
𝑌9 = ℎ𝑤11 = 𝑋9
𝑌10 = ℎ𝑤12 = 𝑋10
𝑌11 = ℎ𝑤21 = 𝑋11
𝑌12 = ℎ𝑤22 = 𝑋12
(3.16)
In this model, the states𝑋7 and𝑋8 are the total roll and pitch angles, while the
measurements 𝑌7 and 𝑌8 are the approximated yaw and pitch angles from the vehicle to
the ground (𝜙𝑉 and 𝜃𝑉 ). Therefore, the output model supposes the ground as horizontal,
without slopes.
With the state and output models, defined by (3.13) and (3.16) respectively,
observers can be synthesized using the algorithms described in Section 3.3. For the DICO
vertical TGIFs, three observers are proposed:
1. the EKF observer, which is a nonlinear observer based on the KF theory, being
simple to implement;
2. the UKF observer, whose main advantage is to deal with strong nonlinearities;
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3. the TSEKF observer, which is an adaptive nonlinear estimator used to estimate
states and parameters of models. The TSEKF is used herein to estimate road grades
along with the vertical forces.
3.2.2 DICO lateral forces observer
The DICO lateral forces observer is based on the same 2D yaw dynamic model
used by (DOUMIATI et al., 2011; JIANG et al., 2014) and described in Section 2.1.2.
Therefore, it is strongly similar to the D-J lateral observer.
The main differences between the DICO and the D-J lateral forces observer
are:
1. The avoidance of random-walk models for longitudinal forces. In DICO, these forces
are provided by the delayed interconnections of the structure.
2. The longitudinal forces at the non-motorized are not neglected.
3. The steering system is assumed to be Ackerman, by using (3.15).
Thus, since lateral TGIFs are not directly influenced by the dynamics of rolling
and pitching, and assuming vertical tire forces as known in virtue of the cascade structure,
the observer reduces to the 2D yaw model defined by (2.10). Also, to contemplate the
dynamics of the lateral forces, the linear SCPTM (3.6) is used, as in the D-J observer.




?˙?1 = +𝑋2𝑋3 +
1
𝑚
(𝑈3 cos𝑈1 −𝑋4 sin𝑈1 + 𝑈4 cos𝑈2 −𝑋5 sin𝑈2 + 𝑈5 + 𝑈6)
?˙?2 = −𝑋1𝑋3 +
1
𝑚




[𝐿1 (𝑋4 cos𝑈1 + 𝑈3 sin𝑈1 +𝑋5 cos𝑈2 + 𝑈4 sin𝑈2)− 𝐿2 (𝑋6 +𝑋7) + 𝐸 (−𝑈3 cos𝑈1
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The states and inputs of this model are:












𝑥22 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22
]︁𝑇
In the input vector, the vertical TGIFs are provided by the direct cascade
structure, while the longitudinal forces are provided by the delayed interconnection.
The Dugoff tire forces model is used to calculate the in-wheel plane forces,


























Thus, the output model of the observer is given by:
𝑌 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑌1 = 𝑎𝑥 =
1
𝑚
(𝑈3 cos𝑈1 −𝑋4 sin𝑈1 + 𝑈4 cos𝑈2 −𝑋5 sin𝑈2 + 𝑈5 + 𝑈6)
𝑌2 = 𝑎𝑦 =
1
𝑚
(𝑋4 cos𝑈1 + 𝑈3 sin𝑈1 +𝑋5 cos𝑈2 + 𝑈4 sin𝑈2 +𝑋6 +𝑋7)
𝑌3 = 𝑟 = 𝑋3
𝑌4 = 𝑢𝑜𝑑𝑚 = 𝑋1
(3.19)
Although the measurements are the same used in the D-J observer, the state-
model is not the same since all the longitudinal TGIFs are inputs of the model.
Observers based on this model are synthesized using both the EKF and the
UKF algorithms.
3.2.3 DICO longitudinal forces observer
Differently from the D-J estimator, DICO has a dedicated observer for longi-
tudinal TGIFs. As for lateral tire forces, it does not depend directly on the roll and pitch
dynamics of the vehicle. Therefore, the motion equations (2.10) of the 2D dynamic model
apply.
The linear SCPTM is directly applied for the longitudinal tire forces (PACE-







𝐹 𝑖𝑝𝑥𝑖𝑗 − 𝐹 𝑜𝑝𝑥𝑖𝑗
)︁
(3.20)
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The in-wheel plane longitudinal forces 𝐹 𝑖𝑝𝑥𝑖𝑗 are obtained via the Dugoff tire
model, which is a function of the slip ratio. To calculate 𝜎𝑖𝑗, the longitudinal speed of the
tire are approximated as in (3.7a):
𝜎𝑖𝑗 =









?˙?1 = +𝑋2𝑋3 +
1
𝑚
(𝑋4 cos𝑈1 − 𝑈3 sin𝑈1 +𝑋5 cos𝑈2 − 𝑈4 sin𝑈2 +𝑋6 +𝑋7)
?˙?2 = −𝑋1𝑋3 +
1
𝑚




[𝐿1 (𝑈3 cos𝑈1 +𝑋4 sin𝑈1 + 𝑈4 cos𝑈2 +𝑋5 sin𝑈2)− 𝐿2 (𝑈5 + 𝑈6) + 𝐸 (−𝑋4 cos𝑈1







































𝑦22 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22 Ω11 Ω12 Ω21 Ω22
]︁𝑇
In this model, the lateral TGIFs are inputs provided by the delayed intercon-
nections, and the vertical forces are obtained by the direct cascade structure. The wheels
spin speeds are also inputs. The in-wheel plane forces are functions of the slip ratios,
which can be calculated using (3.21) and the state and input vectors:
𝜎11 =












−(𝑋1 −𝑋3𝐸) + 𝑈14𝑅𝑤22
max (𝑋1 −𝑋3𝐸,𝑈14𝑅𝑤22)
(3.23d)
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Finally, the output model is defined as:
𝑌 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑌1 = 𝑎𝑥 =
1
𝑚
(𝑋4 cos𝑈1 − 𝑈3 sin𝑈1 +𝑋5 cos𝑈2 − 𝑈4 sin𝑈2 +𝑋6 +𝑋7)
𝑌2 = 𝑎𝑦 =
1
𝑚
(𝑈3 cos𝑈1 +𝑋4 sin𝑈1 + 𝑈4 cos𝑈2 +𝑋5 sin𝑈2 + 𝑈5 + 𝑈6)
𝑌3 = 𝑟 = 𝑋3
𝑌4 = 𝑢𝑜𝑑𝑚 = 𝑋1
(3.24)
The EKF and UKF algorithms are used to synthesize observers based on the
longitudinal state-space model.
3.3 Observer algorithms
The models presented in Sections 3.1 and 3.2 are used to synthesize observers.
Since TGIFs are strongly nonlinear, as shown in Section 2.2, nonlinear approaches are
necessary. There is a number of observer algorithms that can be applied to tire forces
estimation (DOUMIATI et al., 2011; CHEN et al., 2014). In this work, three of them are
considered: the Extended Kalman Filter (EKF), the Unscented Kalman Filter (UKF),
and the Two-Stage Kalman Filter (TSEKF). These observer algorithms are robust and
suitable for real-time estimation.
To implement digital filters, a discretization of the continuous model must be
done. The Euler integration method is chosen for its simplicity and low computational
cost. Since the KF theory is based on stochastic models, a process noise 𝑊 is added to
the dynamics equations, and a measurement noise 𝑁 to the output equations, leading to
the following stochastic digital system:
𝑋𝑘 = 𝑋𝑘−1 + 𝜏𝑠f (𝑋𝑘−1, 𝑈𝑘−1) +𝑊 𝑘−1
𝑌 𝑘 = h(𝑋𝑘, 𝑈𝑘) +𝑁𝑘
(3.25)
where 𝜏𝑠 is the sample period of the digital system and f (·) and h(·) are the dynamics
and measurement equations, respectively.
The noises are both considered as uncorrelated white noises: 𝐸{𝑊} = 𝐸{𝑁} =
0, 𝐸{𝑊𝑊 𝑇} = Q, and 𝐸{𝑁𝑁𝑇} = R, whereQ andR are diagonal matrices, as the noise
channels are assumed uncorrelated. Errors due to discretization and model simplifications
are considered as part of the process and measurement noises.
3.3.1 Extended Kalman Filter
The EKF is a nonlinear variation of the well-known Kalman Filter (KF) created
by Kalman et al. (1960). The EKF is based on applying a KF that linearizes the model
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towards the current mean and covariance (WELCH; BISHOP, 2006). To apply the EKF
algorithm, the digital stochastic state-space representation (3.25) must be linearized at
each time sample, by means of a first-order Taylor approximation of (3.25) via the Jacobian
matrices of the system:
𝑋𝑘 = A𝑘𝑋𝑘−1 +𝑊 𝑘
𝑌 𝑘 = C𝑘𝑋𝑘 + 𝑉 𝑘
(3.26)
where:
A𝑘 = I+ 𝜏𝑠∇𝑋 f (𝑋, 𝑈)
C𝑘 = ∇𝑋h(𝑋, 𝑈)
and I is the identity matrix.
The EKF algorithm involves two steps: 1) The mean and covariance of both
state and output vectors are predicted using the input vector and the previous estimated
state; 2) The predicted mean and covariance of the state vector is updated using the error
between the measured – via sensors – and predicted outputs. The algorithm equations
are presented in the sequence (WELCH; BISHOP, 2006):
1. Predict:
𝑋𝑘|𝑘−1 = 𝑋𝑘−1|𝑘−1 + 𝜏𝑠f (𝑋𝑘−1|𝑘−1, 𝑈𝑘−1) (3.27a)
P𝑘|𝑘−1 = A𝑘P𝑘−1|𝑘−1A𝑇𝑘 +Q (3.27b)
𝑌 𝑘|𝑘−1 = h(𝑋𝑘|𝑘−1, 𝑈𝑘−1) (3.27c)
S𝑘|𝑘−1 = C𝑘P𝑘|𝑘−1C𝑇𝑘 +R (3.27d)
(3.27e)
2. Update:
K𝑘 = P𝑘|𝑘−1C𝑇𝑘S−1𝑘|𝑘−1 (3.28a)
𝑋𝑘|𝑘 = 𝑋𝑘|𝑘−1 +K𝑘(𝑌 𝑘|𝑘 − 𝑌 𝑘|𝑘−1) (3.28b)
P𝑘−1|𝑘−1 = (I−K𝑘C𝑘)P𝑘|𝑘−1 (3.28c)
In the above equations, 𝑋𝑘|𝑘−1 and 𝑌 𝑘|𝑘−1 are the predicted mean values of
the state and output vectors, respectively, while P𝑘|𝑘−1 and S𝑘|𝑘−1 are their predicted
covariances; K𝑘 is the Kalman filter gain matrix.
The KF algorithm can be seen as a particular case of the EKF algorithm, when
f (𝑋,𝑈) = A𝑋 +B𝑈 and h(𝑋,𝑈) = C𝑋.
3.3.2 Unscented Kalman Filter
The EKF is probably the most used nonlinear estimator worldwide (DOUMIATI
et al., 2011). However, there are two main drawbacks in the EKF estimation (JULIER;
UHLMANN, 1997):
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1. The linearization can produce highly unstable filters when the local linearity is
violated.
2. The Jacobian matrices can be extremely difficult to be obtained, leading to imple-
mentation problems.
In order to overcome these two issues, Julier et al. (1995) propose a nonlin-
ear estimation approach based on the statistical properties of the so-called Unscented
Transformation (UT). This new approach is known as Unscented Kalman Filter (UKF).
The UKF is also a nonlinear variation of the KF. However, instead of locally
linearizing the system, it uses a UT statistical analysis of the nonlinear system to predict
the mean and covariances of the state and output vectors.
Sigma Points (SP) are points in the state-space IR𝑛 obtained with a weighted
Gaussian distribution of the state vector. The SP constitutes a set of points with the same
mean and covariance of the estimated state (JULIER; UHLMANN, 1997). A matrix 𝒳 is












where 𝜆 is a weighting parameter of the UKF algorithm and 11×𝑛 is a matrix with one
row and 𝑛 columns, whose coefficients are equal to one.
The SP are propagated by the nonlinear model, given the predicted SP of
the future state and output of the system, and then recombined in terms of mean and
covariance. The unscented transformed means and covariances are used to update the














Figure 3.3 – Unscented transformation used in the UKF algorithm.
Considering the initial conditions 𝑋0|0 and P0|0 – and consequently the initial
set of sigma points obtained with (3.29) –, the equations for the three steps of the UKF
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algorithm are (JULIER; UHLMANN, 1997):
1. Predict sigma-points:
𝒳𝑘|𝑘−1 = f (𝒳𝑘−1|𝑘−1, 𝑈𝑘−1) (3.30a)
𝒴𝑘|𝑘−1 = h(𝒳𝑘−1|𝑘−1, 𝑈𝑘−1) (3.30b)













































K𝑘 = C𝑘S−1𝑘|𝑘−1 (3.32a)
𝑋𝑘|𝑘 = 𝑋𝑘|𝑘−1 +K𝑘(𝑌 𝑘|𝑘 − 𝑌 𝑘|𝑘−1) (3.32b)
















𝑛+ 𝜆 if 𝑗 = 1
1
2(𝑛+ 𝜆) otherwise
It is necessary to calculate the square root of the state covariance matrix P to
obtain the SP, which is usually done by the Cholesky factorization (JULIER et al., 1995;
JULIER; UHLMANN, 1997). However, the estimated covariance P𝑘|𝑘 may be inaccurate
due to matrix inversions, which may result in a non positive-definite matrix that does
not have a Cholesky factorization. As an alternative, proposed in (MA et al., 2010) and
adopted here, the matrix square root is obtained by using an SVD decomposition.
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3.3.3 Two-Stage Extended Kalman Filter
The third observer algorithm used here is the Two-Stage EKF. The TSEKF
algorithm corresponds to an adaptive version of the EKF to deal with bias errors.
Although KF theory is based on stochastic models with Gaussian noises, sys-
tem noises are often non-Gaussian. In particular, constant additive noises, or bias, are
very common.
An usual technique is representing bias as states with no dynamics, construct-
ing an augmented state vector. Therefore, the KF algorithm estimates the state and the
bias at the same time.
In spite of this technique being widely used, there are two main problems
associated to it (KELLER; DAROUACH, 1997):
1. The computational time can grow dramatically by increasing the number of elements
in the estimation vector, especially because of matrix inversion;
2. The bigger the augmented state vector is, the more inaccurate is the filter estimation
due to numerical errors, especially if the system is already ill-conditioned.
Friedland (1969) proposed the Two-Stage Kalman Filter in order to overcome
these problems: firstly, the state is estimated disregarding the bias; then, with the bias-free
predicted state, the bias is estimated by a second KF; and finally, the bias-free estimated






















Figure 3.4 – Two-stage estimation diagram.
The estimation proposed in (FRIEDLAND, 1969) considers the case where
the bias is invariant in time. A more general estimator for the case where the bias can
randomly change is proposed in (KELLER; DAROUACH, 1997).
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Both (FRIEDLAND, 1969) and (KELLER; DAROUACH, 1997) use KF algo-
rithm in their estimators. Mendel (1976) extended the former work to the nonlinear case,
proposing the TSEKF for a class of nonlinear models where a constant bias is linearly
added to the nonlinear dynamic model. The TSEKF proposed in (MENDEL, 1976) is also
developed to the more general case of random time-varying bias in the nonlinear system.
An optimal version of the random-bias TSEKF estimator can be found in (CHEN et al.,
2016) and will be adopted here.
Firstly, let us consider the following nonlinear system with a bias vector Γ and
a bias Gaussian noise Λ.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑋𝑘+1 = 𝑋𝑘 + 𝜏𝑠f (𝑋𝑘, 𝑈𝑘,Γ𝑘) +𝑊 𝑘
≈ A𝑘𝑋𝑘 + F𝑘Γ𝑘 +𝑊 𝑘
Γ𝑘+1 = Γ𝑘 + Λ𝑘
𝑌 𝑘 = h(𝑋𝑘, 𝑈𝑘,Γ𝑘) +𝑁𝑘
≈ C𝑘𝑋𝑘 +G𝑘Γ𝑘 +𝑁𝑘
(3.33)
where:
A𝑘 = I+ 𝜏𝑠∇𝑋 f (𝑋,𝑈,Γ)
C𝑘 = ∇𝑋h(𝑋,𝑈,Γ)
F𝑘 = I+ 𝜏𝑠∇Γf (𝑋,𝑈,Γ)
G𝑘 = ∇Γh(𝑋,𝑈,Γ)
The bias noise Λ is assumed to be a white noise process, uncorrelated to 𝑊
and 𝑁 . The mean and covariance of the bias noise are 𝐸{Λ} = 0, and 𝐸{ΛΛ𝑇} = Θ. As
the bias noise channels are also considered uncorrelated, matrix Θ is diagonal.
Given (3.33), the TSEKF algorithm proposed by (CHEN et al., 2016) assumes
the following structure:
1. State prediction:
𝑋𝑘|𝑘−1 = 𝑋𝑘−1|𝑘−1 + 𝜏𝑠f (𝑋𝑘−1|𝑘−1, 𝑈𝑘−1,Γ𝑘−1|𝑘−1) (3.34a)
Γ𝑘|𝑘−1 = Γ𝑘−1|𝑘−1 (3.34b)
Ψ𝑘|𝑘−1 = Ψ𝑘−1|𝑘−1 +Θ (3.34c)
2. Bias-free state estimation:
T𝑘 = A𝑘Z𝑘−1|𝑘−1 + F𝑘 (3.35a)
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Z𝑘|𝑘−1 = T𝑘Ψ𝑘−1|𝑘−1Ψ−1𝑘|𝑘−1 (3.35b)
?˜?𝑘|𝑘−1 = 𝑋𝑘|𝑘−1 − Z𝑘|𝑘−1Γ𝑘|𝑘−1 (3.35c)
P˜𝑘|𝑘−1 = A𝑘P˜𝑘−1|𝑘−1A𝑇𝑘 +Q+T𝑘Ψ𝑘−1|𝑘−1T𝑇𝑘 − Z𝑘|𝑘−1Ψ𝑘|𝑘−1Z𝑇𝑘|𝑘−1 (3.35d)
𝜂
𝑘






?˜?𝑘|𝑘 = ?˜?𝑘|𝑘−1 +K𝑋𝑘 𝜂𝑘 (3.35g)
P˜𝑘|𝑘 = (I−K𝑋𝑘 C𝑘)P˜𝑘|𝑘−1 (3.35h)
3. Bias estimation:
H𝑘 = G𝑘 +C𝑘Z𝑘|𝑘−1 (3.36a)
Z𝑘|𝑘 = Z𝑘|𝑘−1 −K𝑋𝑘 H𝑘 (3.36b)






Γ𝑘|𝑘 = Γ𝑘|𝑘−1 +KΓ𝑘𝜁𝑘 (3.36e)
Ψ𝑘|𝑘 = (I−KΓ𝑘H𝑘)Ψ𝑘|𝑘−1 (3.36f)
4. State correction:
𝑋𝑘|𝑘 = ?˜?𝑘|𝑘 + Z𝑘|𝑘Γ𝑘|𝑘 (3.37a)
P𝑘|𝑘 = P˜𝑘|𝑘 + Z𝑘|𝑘Ψ𝑘|𝑘Z𝑇𝑘|𝑘 (3.37b)
In the algorithm equations, Ψ is the covariance matrix of the bias parameter,
K𝑋 and KΓ are the Kalman gain matrices for the bias-free state estimator and the bias
estimator, respectively, and Z is a coupling matrix between the estimator to generate an
optimal estimation for random bias.
3.3.3.1 TSEKF for road grades estimation
As shown in (3.33), the state-space model is a function of the state, input and
bias. Therefore, the state-space model needs to be adapted.
In Section 3.2, vertical observer has been obtained by a 3D model under the
hypothesis of locally planar ground. In addition, roll and pitch angle measurements have
been obtained via triangulation of the heights of the vehicle extremities, which are relative
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to the ground, and not to the earth (global) referential. Therefore, this model is suitable
for horizontal ground conditions and, despite some corrections provided by proper accel-
eration measurements, the observer may exhibit errors in sloped grounds. To overcome
this problem, the TSEKF is applied by considering the road grades as bias random errors.
Let the bias vector Γ = [𝜙𝑅 𝜃𝑅]𝑇 be composed by the road grades measured
in the vehicle referential. Thus, the states 𝑋7 and 𝑋8 of (3.13), defined previously as the
total roll and pitch of the vehicle body, are now the vehicle roll and pitch angles: 𝜙𝑉 and
𝜃𝑉 , respectively.
For the bias vector considered, we have:
𝜙 = 𝜙𝑉 + 𝜙𝑅 = 𝑋7 + Γ1 (3.38a)
𝜃 = 𝜃𝑉 + 𝜃𝑅 = 𝑋8 + Γ2 (3.38b)
?˙? = ?˙?𝑉 +>
0
?˙?𝑅 = ?˙?7 (3.38c)
𝜃 = 𝜃𝑉 + 
 
0
𝜃𝑅 = ?˙?8 (3.38d)
Using (3.38) in (3.13), the following biased state-space model is derived:
?˙? =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
?˙?1 = 𝑋2𝑋6 −𝑋3𝑋5 − 𝑔 sin(𝑋8 + Γ2) + 1
𝑚
(𝑈3 cos𝑈1 − 𝑈7 sin𝑈1 + 𝑈4 cos𝑈2 − 𝑈8 sin𝑈2 + 𝑈5 + 𝑈6)
?˙?2 = 𝑋3𝑋4 −𝑋1𝑋6 + 𝑔 sin(𝑋7 + Γ1) cos(𝑋8 + Γ2) + 1
𝑚
(𝑈7 cos𝑈1 + 𝑈3 sin𝑈1 + 𝑈8 cos𝑈2 + 𝑈4 sin𝑈2 + 𝑈9 + 𝑈10)
?˙?3 = 𝑋1𝑋5 −𝑋2𝑋4 + 𝑔 cos(𝑋7 + Γ1) cos(𝑋8 + Γ2) + 1
𝑚







(−𝐹𝑧11 − 𝐹𝑧21 + 𝐹𝑧12 + 𝐹𝑧22)−
𝑋9
𝐽𝑥𝑥
(𝑈7 cos𝑈1 + 𝑈3 sin𝑈1)
−𝑋10
𝐽𝑥𝑥










(𝐹𝑧11 + 𝐹𝑧12) +
𝐿2
𝐽𝑦𝑦
(𝐹𝑧21 + 𝐹𝑧22) +
𝑋9
𝐽𝑦𝑦
(𝑈3 cos𝑈1 − 𝑈7 sin𝑈1)
+𝑋10
𝐽𝑦𝑦

















(−𝑈3 cos𝑈1 + 𝑈7 sin𝑈1 − 𝑈5 + 𝑈4 cos𝑈2 − 𝑈8 sin𝑈2 + 𝑈6)
?˙?7 = 𝑋4 + [𝑋5 sin(𝑋7 + Γ1) +𝑋6 cos(𝑋7 + Γ1)] tan(𝑋8 + Γ2)
?˙?8 = 𝑋5 cos(𝑋7 + Γ1)−𝑋6 sin(𝑋7 + Γ1)
?˙?9 = −𝑋3 +𝑋5𝐿1 +𝑋4𝐸
?˙?10 = −𝑋3 +𝑋5𝐿1 −𝑋4𝐸
?˙?11 = −𝑋3 −𝑋5𝐿2 +𝑋4𝐸
?˙?12 = −𝑋3 −𝑋5𝐿2 −𝑋4𝐸
(3.39)
For the output model, the TSEKF needs a more accurate estimation of the
vehicle longitudinal and lateral speeds, in order to well-estimate the grades. Such accuracy
is obtained by introducing two new outputs in (3.16), 𝑌13 = 𝑋1 = ?^?− and 𝑌14 = 𝑋2 =
𝑣−, where the measurements of the speeds are provided by the longitudinal and lateral
observers, respectively, by means of the delayed interconnected structure of DICO. As for
the forces, the linear speeds have a slow dynamics in comparison to the sensors sample
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rate. The zero initial conditions can be assumed, since the vehicle starts in rest. Therefore,
the hypotheses of DICO are satisfied.
For the TSEKF, the measurements 𝜙𝑉 and 𝜃𝑉 are no more approximations of
the total roll and pitch angles, but the exact states 𝑋8 = 𝜙𝑉 and 𝑋9 = 𝜃𝑉 .
3.4 Estimation validation
The state-space models presented in Section 3.2 and the variants of KF al-
gorithms described in Section 3.3 are combined to synthesize the TGIFs observers that
composes the DICO structure.
Three estimators have been implemented:
∙ DICO-EKF: The vertical, lateral and longitudinal observers in DICO structure
are synthesized using the EKF algorithm.
∙ DICO-UKF: The vertical, lateral and longitudinal observers in DICO structure
are synthesized using the UKF algorithm.
∙ DICO-TSEKF: The vertical observer in DICO structure is synthesized using the
TSEKF algorithm, while the lateral and longitudinal observers use the EKF algo-
rithm.
The D-J estimator presented in Section 3.1 has also been implemented for
the sake of comparison with the results obtained with the DICO estimators. Table 3.1
summarize the main characteristics of both estimators:
Table 3.1 – Comparison between the D-J and the DICO estimator.
Characteristics D-J DICO
Structure Direct cascade Interconnected cascade
Vertical observer 16-states KF 12-states TSEKF or EKF or UKF
Lateral observer 8-states EKF 7-states EKF or UKF
Longitudinal observer none 7-states EKF or UKF
Vertical model 2D model + Random-walk 3D model + Delayed TGIFs
Lateral model 2D model + Random-walk 2D model + Delayed TGIFs
Longitudinal model Axial random-walk 2D model + Delayed TGIFs
Suspension 2 Torsional 4 Linear
Tire model Dugoff Dugoff
Steering Simple (𝛿11 = 𝛿12) Ackerman (𝛿11 ̸= 𝛿12)
Ground type Planar/Slopes Irregular
Chapter 3. Tire-Ground Interaction Forces Estimation 82
3.4.1 Experimental results
To evaluate the observers, real data sets were used. The data were taken by
missions carried out using the platform DYNA from the HEUDIASYC Lab, in Compiègne,
France, detailed in Fig. 3.5.
Front Scene 
Camera






















steering angle, ... 
Centimeter GPS 
receiver 
Figure 3.5 – DYNA testbed platform.
The DYNA (DYNamics Analysis) platform corresponds to a fully equipped
commercial passenger car – Peugeot 308 SW – used by the HEUDIASYC laboratory
as a testbed to dynamics studies and model validation (DOUMIATI et al., 2011). In the
platform: a Crossbow IMU provides proper accelerations 𝑎𝑥, 𝑎𝑦 and 𝑎𝑧, and angular speeds
𝑝, 𝑞 and 𝑟; four Corrsys laser sensors measure heights ℎ𝑤𝑖𝑗 between the chassis and the
ground near the tires, which are also used to calculate 𝜑𝑉 and 𝜃𝑉 ; and vehicle odometry
gives 𝑢𝑜𝑑𝑚. Additionally, the platform has four Kistler RoaDyn tire forces transducers to
be used as ground truth for the estimators.
The real data sets were obtained with two DYNA missions. Firstly, the vehicle
was driven at ordinary urban conditions, providing estimation results for simple driving
maneuvers, in which tire forces are usually in their linear zones. Secondly, a high-speed
slalom maneuver was executed in a banked road, for evaluating estimation results in
a more challenging situation, where vertical forces distribution and high speed produce
stronger lateral and longitudinal forces closer to their nonlinear zones.
The collected data are used offline to feed the estimators implemented using
MATLAB/SIMULINK software. Table 3.2 presents the model parameters provided by
the manufacturer for the DYNA platform.
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Table 3.2 – DYNA model parameters.
Parameter Value Unit
Mass 𝑚 1867.9 (kg)
Front distance 𝐿1 1.272 (m)
Rear distance 𝐿2 1.436 (m)
Lateral distance 𝐸 0.7565 (m)
Front-left relaxed suspension height ℎ𝑤11 0.676 (m)
Front-right relaxed suspension height ℎ𝑤12 0.666 (m)
Rear-left relaxed suspension heighte ℎ𝑤21 0.478 (m)
Rear-right relaxed suspension height ℎ𝑤22 0.469 (m)












Front-suspension stiffness 𝑘𝑆1𝑗 15579.0 (N/m)
Rear-suspension stiffness 𝑘𝑆2𝑗 19751.0 (N/m)
Front-suspension damper coeff. 𝑐𝑆1𝑗 1557.9 (N s/m)
Rear-suspension damper coeff. 𝑐𝑆2𝑗 1975.1 (N s/m)
Tire radius 𝑅𝑤𝑖𝑗 0.25 (m)
Tire longitudinal stiffness 𝐶𝜎𝑖𝑗 120.0 (kN)
Tire cornering stiffness 𝐶𝛼𝑖𝑗 77.543 (kN)
Longitudinal relaxation length 𝜎𝑥𝑖𝑗 0.35 (m)
Lateral relaxation length 𝜎𝑦𝑖𝑗 0.35 (m)
3.4.2 Mission 1: ordinary urban conditions
In this first mission, the DYNA platform went through Compiègne roads and
streets, performing a complete path with streets, highways, slopes and roundabouts. Fig-
ure 3.6 shows the path traveled. During the mission, sensor data were captured with a
sample frequency of 100Hz.
Due to space limitations, we selected a time interval for plotting the results.
Only plots of the mission in the time interval between 300𝑠 and 360𝑠 are displayed. The
mission trajectory is also presented in Figure 3.6, along with the speed and steering of
the vehicle during this time interval.
With the acquired data, results were obtained by three TGIFs estimators: the
D-J, the DICO-EKF and the DICO-UKF estimator.
The covariance diagonal matrices of the state and output noises were defined
as follows, based on the analysis and values presented in (DOUMIATI et al., 2011) and
(JIANG et al., 2014):
∙ D-J estimator
1. Vertical































Figure 3.6 – DYNA mission in Compiègne streets.
– 𝑋 = [𝜙𝑉 ?˙?𝑉 𝜃𝑉 𝜃𝑉 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22 𝑎𝑥 ?˙?𝑥 𝑎𝑦 ?˙?𝑦 𝑎𝑧 ?˙?𝑧]𝑇
– Q = diag ([0.1 0.1 0.1 0.1 10 10 10 10 0.1 0.001 0.1 0.001 0.1 0.001])
– 𝑌 = [𝜙𝑉 𝑝 𝜃𝑉 𝑞 𝐹𝑧11 𝐹𝑧12 𝐹𝑧21 𝐹𝑧22 𝑎𝑥 𝑎𝑦 𝑎𝑧]𝑇
– R = diag ([0.01 0.01 0.01 0.01 1 1 1 1 0.01 0.01 0.01])
2. Lateral/Longitudinal
– 𝑋 = [𝑢 𝑣 𝑟 𝐹𝑦11 𝐹𝑦12 𝐹𝑦21 𝐹𝑦22 𝐹𝑥1 ]𝑇
– Q = diag ([0.01 0.01 0.001 1 1 1 11000])
– 𝑌 = [𝑎𝑥 𝑎𝑦 𝑟 𝑢𝑜𝑑𝑚]𝑇
– R = diag ([1 1 0.5 1])
∙ DICO-EKF and DICO-UKF estimators
1. Vertical
– 𝑋 = [𝑢 𝑣 𝑤 𝑝 𝑞 𝑟 𝜑 𝜃 ℎ𝑤11 ℎ𝑤12 ℎ𝑤21 ℎ𝑤22 ]
𝑇
– Q = 0.01 diag ([1 1 1 0.1 0.1 0.1 1 1 1 1 1 1])
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– 𝑌 =
[︁
𝑎𝑥 𝑎𝑦 𝑎𝑧 𝑝 𝑞 𝑟 𝜙𝑉 𝜃𝑉 ℎ𝑤11 ℎ𝑤12 ℎ𝑤21 ℎ𝑤22
]︁𝑇
– R = 0.01 diag ([1 1 1 5 5 5 10 10 10 10 10 10])
2. Lateral
– 𝑋 = [𝑢 𝑣 𝑟 𝐹𝑦11 𝐹𝑦12 𝐹𝑦21 𝐹𝑦22 ]
𝑇
– Q = diag ([0.01 0.01 0.001 1 1 1 1])
– 𝑌 = [𝑎𝑥 𝑎𝑦 𝑟 𝑢𝑜𝑑𝑚]𝑇
– R = diag ([1 1 0.5 1])
3. Longitudinal
– 𝑋 = [𝑢 𝑣 𝑟 𝐹𝑥11 𝐹𝑥12 𝐹𝑥21 𝐹𝑥22 ]
𝑇
– Q = diag ([0.01 0.01 0.001 1 1 1 1])
– 𝑌 = [𝑎𝑥 𝑎𝑦 𝑟 𝑢𝑜𝑑𝑚]𝑇
– R = diag ([1 1 0.5 1])
where diag(·) denotes a diagonal matrix with the argument as its main diagonal.
Figure 3.7 exhibits the measured and estimated forces of each tire in all di-
rections during the selected interval. The observers converged to their steady condition
before the initial time of the interval. The estimated and measured forces of the com-
plete path, including the initial convergence of the filters, are presented in Appendix B.
Unfortunately, given an unexpected error in the tire forces transducers, the measured
longitudinal force at the rear-right wheel presented a bias error.
Analyzing Figure 3.7, we verify that all the estimators have correctly converged
to the TGIFs, with similar results to the real measurements of the tire forces provided by
the transducers.
Good vertical and lateral force estimations were obtained with both the D-J
and the DICO structure. There were no significant differences between the estimators.
However, a closer analysis shows that the DICO estimator provided a slightly better
results than D-J in peak regions.
For the longitudinal forces, however, there were evident errors between the
estimated and the real forces. It is important to recall that the D-J estimator has no
longitudinal force model. The longitudinal forces in the rear (non-motorized) tires are
considered null, the lateral estimator assumes that the longitudinal force on the front axle
is a random-walk state, and each front longitudinal TGIF is reconstructed using (3.9).
Despite the lack of longitudinal model in the D-J estimator, the observed
longitudinal forces provided by DICO were not better. As plausible reasons for these
results, we have:
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Measured D-J DICO-EKF DICO-UKF
Figure 3.7 – Estimated vertical, lateral and longitudinal TGIFs of DYNA vehicle travel-
ing in Compiègne streets.
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∙ the odometry: the longitudinal tire forces model depends on the slip ratio of the tire,
which is the normalized difference between the wheel real longitudinal speed and the
linear speed calculated by the wheel spin speed. However, the vehicle longitudinal
speed, considered as measurement of the observer, is obtained from odometry and,
therefore, from the wheel spin speed;
∙ the tire linear velocity: there is no precise formulation to obtain the wheel linear
speeds, which are approximated by the speeds at the extremities of the vehicle body;
∙ the tire radius: since the slip ratio is a function of the tire radius, errors in the tire
radius values affect directly the longitudinal forces. The tire has a flat region on
the contact patch, being necessary to consider an effective radius to calculate the
slip ratio. Moreover, this radius is a function of the vertical forces distribution and,
therefore, changes dynamically.
An accurate slip ratio estimation, which is commonly done in Anti-lock Braking
Systems, is executed by incorporating the wheel spin dynamics (WANG et al., 2009;
FUJII; FUJIMOTO, 2007), but this operation demands measures of the traction/braking
torque at each wheel, which is not available in DYNA platform.
To better compare the estimators, normalized errors are proposed:
𝐹𝑧𝑖𝑗 = 100×








|𝐹𝑥𝑖𝑗 − 𝐹𝑥𝑖𝑗 |
max𝑖,𝑗 𝐹𝑥𝑖𝑗
(3.40c)
These errors are computed for all the estimated TGIFs in the entire mission,
disregarding the first 60 seconds to ensure convergence of the observers. The errors in
(3.40) – computed for vertical, lateral, and longitudinal forces – are distributed in the
intervals: lower than 2%; 2% to 5%; 5% to 8%; 8% to 11%; 11% to 14%; 14% to 17%;
17% to 20%; and greater than 20%. Histograms with the vertical, lateral and longitudinal
force errors distributions are presented in Figure 3.8. Given the measurement bias, 𝐹𝑥22
errors are disregarded in Figure 3.8c.
The histograms corroborate the previous analysis. The vertical and lateral
forces have approximately 70% of the samples with errors less than 5%, while the longi-
tudinal force has less than 25% of the samples within the interval of 5%.
The histograms detail the performance of each estimator. For the vertical tire
forces, the DICO equipped with EKF has a better performance, with a large number of






























































































































































Figure 3.8 – Distribution of the normalized estimation error for each sample measure in
the mission developed in Compiègne streets.
samples in the first two intervals, while the other have similar performances. The vertical
forces have not strongly nonlinear behaviors, which may justify the DICO-UKF inferior
performance in comparison to DICO-EKF.
The results are quite similar for lateral forces estimation, but the DICO esti-
mators provide slightly better results. At last, for the longitudinal case, despite the better
performance of DICO estimators in the first two intervals, the D-J estimator has a bet-
ter overall performance, with only 10% of the samples with errors larger than 20%, in
comparison with the more than 20% of samples registered by the DICO estimators.
3.4.3 Mission 2: banked slalom maneuver
To investigate the estimators performances in a more challenging situation, a
mission was developed at the UTAC CERAM proving ground, in Mortefontaine, France. In
this mission, a professional driver conducted a high-speed slalom maneuver in a banked
road. Figure 3.9 shows the trajectory of the mission and the road profile, which has
lanes with fifteen, thirty and forty degrees of inclination. Figures 3.9c and 3.9d show,
respectively, the longitudinal speed and the steering angle of the vehicle during the slalom




























Figure 3.9 – DYNA slalom maneuver in Mortefontaine UTAC CERAM proving ground.
With the data acquired during the mission, TGIFs were estimated offline using
MATLAB/SIMULINK. The results for the D-J, DICO-EKF, and DICO-UKF estimators
during the slalom maneuver are presented in Figure 3.10. The forces estimation for the
entire mission, including the convergence zone, are presented in Appendix B.
In the banked slalom maneuver, the estimators once again were capable of
reconstructing the TGIFs, but with less accuracy than in the urban condition.
Figure 3.10 shows a noisier estimation of the vertical forces. Furthermore,
larger estimation errors at the peaks of the lateral forces were obtained.
For the longitudinal forces, while the DICO estimators amplified the influence
of the slalom maneuver on the front wheel tires, the D-J estimator filtered the slalom
effect, which is expected for a random-walk model. On the rear tires, the DICO estimators
reproduced the slalom effect in the longitudinal tire forces. Unfortunately, unexpected bias
errors were verified again in the rear tire longitudinal forces measurements.
Estimation errors in the slalom maneuver time interval were calculated using
(3.40) for vertical, lateral and longitudinal TGIFs. The error histograms are presented in
Fig. 3.11. The rear tire longitudinal forces were neglected in Figure 3.11c due to the bias
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Measured D-J DICO-EKF DICO-UKF
Figure 3.10 – Estimated vertical, lateral and longitudinal TGIFs of DYNA vehicle during
the banked slalom maneuver.








































































































































































Figure 3.11 – Distribution of the normalized estimation error for each sample measure
in the banked slalom maneuver.
In comparison with previous results for the urban situation, the estimation of
the forces in the banked slalom maneuver were worse. Less than 40% of the vertical forces
samples and 50% of the lateral samples let to errors of less than 5%. For the longitudinal
error, approximately 45% of the samples, at the best, present errors greater than 20%.
DICO equipped with EKF, again, had a better response for the vertical forces
estimation, while all the estimators provided similar results for lateral TGIFs. However,
a slightly better lateral force estimation is obtained by the DICO with UKF. During the
slalom maneuver, the TGIFs are stronger and vary faster with time, the tire forces are
at their nonlinear zones of the curve 𝐹𝑦 × 𝛼, and are constantly changing. Under these
circumstances, a local linearization of the curve can provide worse results compared with
the statistical approach of the UKF observer.
For the longitudinal forces, the DICO estimators provided a significantly better
response than the D-J estimator. As the forces vary faster, the random-walk model of D-J
estimator does not perform well. Also, a worse performance in estimating the vertical tire
forces directly affects the longitudinal TGIFs estimation, since the longitudinal force on
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each front tire is obtained by (3.9).
3.4.3.1 Banked slalom maneuver with TSEKF
In Section 3.3.3, we developed a TSEKF estimator for road grades and TGIFs
in sloped roads. This algorithm has also been implemented in MATLAB/SIMULINK and
the banked slalom dataset used offline to evaluate the estimator.
The TGIFs estimation obtained with DICO-TSEKF is shown in Figure 3.12.
The results were compared with the measured forces and with TGIFs obtained using the
DICO-EKF, given the good overall performance of this later estimator.
As DICO-EKF and DICO-UKF, DICO-TSEKF converged to the expected
TGIFs, even in the slalom maneuver where the lateral forces are stronger.
Comparing the results from DICO-EKF and DICO-TSEKF, there is no evident
improvement while using the TSEKF approach. The hypothesis of locally planar terrain
with a different cote at each wheel, and the robustness of the EKF algorithm, seems to
be enough to provide good estimations in banked ground profiles.
To better compare the estimators, the normalized errors (3.40) were used and
the errors for each direction are distributed in the following error intervals: less than
1%; 1% to 3%; 3% to 5%; 5% to 7%; 7% to 9%; 9% to 11%; 11% to 13%; 13% to 15%;
and greater than 15%. Histograms with the vertical, lateral and longitudinal force errors
distributions are presented in Figure 3.13.
Despite the similar results obtained by DICO-EKF and DICO-TSEKF, the
histograms show that, for all directions, there are more samples with lower errors when
DICO-TSEKF is used.
Since the road grades were not measured, there are no real data to evaluate
the accuracy of the DICO-TSEKF grade results. Instead, the results were compared with
estimated road grades obtained using the Recursive Least-Square (RLS) approach pre-
sented in (JIANG et al., 2015). The estimated road grades with DICO-TSEKF and RLS
are presented in Figure 3.14.
In the time interval between 80 and 90 seconds, the vehicle was traveling
through lanes of 15𝑜 and 30𝑜 of inclination. The DICO-TSEKF estimated pitch angle of
inclination never exceeded 40𝑜, which is the maximum slope of the road. Since the oval
circuit was traversed counter-clockwise, the roll angle is negative, which is consistent with
the North-East-Down referential frame used in the models. Comparing the DICO-TSEKF
results with the angles obtained using the RLS algorithm, the TSEKF approach is less
sensible to dynamic variations, especially during the slalom maneuver, producing a better
estimation of the road grade.
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Figure 3.12 – Estimated vertical, lateral and longitudinal TGIFs of DYNA vehicle during
the banked slalom maneuver.
















































































































































































Figure 3.13 – Distribution of the normalized estimation error for each sample measure
in the banked slalom maneuver using the DICO-TSEKF algorithm.














Figure 3.14 – Estimated local road grades.
95
4 Vehicle Dynamics during Cornering
Most of the daily vehicle driving involve simple maneuvers under low accelera-
tions, often under 0.5𝑔, in which the vehicle dynamics is well described by linear systems
(NGUYEN, 2005; POLACK et al., 2017).
As the methodologies for linear dynamic systems are well established in the
literature, a number of strategies for vehicle driving based on linear models (CORDEIRO
et al., 2013b; SNIDER, 2009; O’CONNOR et al., 1996) have been proposed. However,
in adverse conditions, which is the focus of this thesis, vehicles often exhibits nonlinear
behavior, and their dynamics are hard to be predicted.
Recently, there has been a growing interest in safe driving under adverse con-
ditions, motivated by the development of ADAS (Advanced Drive Assistance Systems)
and control strategies for Autonomous Vehicles (AVs).
Schofield et al. (2006) developed a nonlinear control which simultaneously
tracks a desired yaw rate and avoid rollover situations by considering combined force
limitations provided by the friction ellipse. This strategy has two drawbacks: 1) the lat-
eral force of the vehicle, needed by the rollover avoidance control, is approximated by
a force resultant from the measured lateral acceleration; 2) the imminence of rollover is
defined by a simple lateral acceleration threshold, instead of being the result of a deeper
vehicle dynamic analysis. Other works, such as (TONDEL; JOHANSEN, 2005), adopt
similar hypothesis for their strategies.
In (ANDO; FUJIMOTO, 2010), the yaw rate control of an electric vehicle
is developed by considering tire force errors between the expected and actual values of
TGIFs. In this strategy, the control needs to be fed with the actual TGIFs on the tires,
and also needs to establish the desired force on the tire. Cho et al. (2010) propose a yaw
rate stabilization using estimated TGIFs in the control law, but the desired yaw rate is
obtained by linearized models and, therefore, their proposal can not handle a extreme
cornering situation.
The works above illustrate the importance of knowing: 1) the tire forces acting
on the vehicle – the issue discussed in the previous chapter –, and 2) the relationship
between the vehicle handling (and limitations), and its dynamic variables. In this chapter,
we investigate the vehicle handling during motion, especially under cornering, aiming at
establishing such relationship, and defining targeted conditions for control strategies.
Vehicle handling analyses have been developed in the past years, especially
in steady-state conditions (GILLESPIE, 1992; MILLIKEN; MILLIKEN, 1995; JAZAR,
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2008). In these developments, the analyses are made using the responses of vehicle models,
establishing the effects of parameters – such as steering, longitudinal speed, and others –,
in the handling of vehicles.
These analyses are extremely useful to understand some vehicle motion be-
haviors, but they are not easily incorporated to control strategies based on state-space
design.
State-space control designs often require the specification of the reference state
to be tracked by the controller. For simple maneuvers in high-friction roads, a simple
geometry formulation using linear vehicle models is enough to obtain the reference state.
However, for challenging conditions, such as low-friction or high-speed maneuvers, a more
complex analysis is needed.
Ono et al. (1998) applies a bifurcation analysis (HALE et al., 1996) to a bicy-
cle nonlinear model to obtain desirable state-space equilibrium points, and to construct
a phase-plane portrait of the model. The equilibrium points are used to synthesize an
ℋ∞ controller to stabilize the vehicle under cornering in low-friction conditions. An ex-
tended analysis using a four-wheel vehicle model was developed by (NGUYEN, 2005), but
considering lateral forces only.
An interesting work was developed by (HINDIYEH, 2013) at Stanford Univer-
sity. The main objective is to control vehicles in drifting cornering. The drifting condition
corresponds to unstable equilibrium points (NGUYEN, 2005), where the vehicle is exe-
cuting a cornering with large sideslip angle and saturated forces on the tires.
In (HINDIYEH, 2013), a bifurcation analysis is developed for a bicycle model,
including the longitudinal dynamics and the combined forces on tires. In this analysis,
the friction ellipse constraint and the longitudinal dynamics are important to define the
real equilibria of the vehicle.
We extend the analysis in (HINDIYEH, 2013) to a four-wheel vehicle model,
including two important constraints:
1. Vertical force distribution: in cornering, especially in drifting, the roll angle of the
vehicle is large, changing the vertical forces distribution, and limiting the friction-
ellipse constraint.
2. Longitudinal forces differential: some vehicles are capable of controlling their torque
differential systems, such as the VERO platform from CTI. This work investigates
how this differential influences the equilibrium points and the phase portrait of the
vehicle.
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4.1 Bicycle model analysis.
Hindiyeh (2013) proposed two and three-states bicycle models, described in
Chapter 2 by (2.1). The equilibria analysis is based on solving the model equations for
null dynamics (steady-state condition). However, the equations are nonlinear and the an-
alytical determination of equilibrium points is extremely difficult. Therefore, a numerical
approach is required.
For complex systems of nonlinear equations, numerical solvers generally stuck
at local minima. As we are interested in finding all possible equilibrium points, simplified
vehicle models are used.
4.1.1 Two-states bicycle model
The two-states model (4.1) is composed of yaw and lateral dynamics. The
lateral dynamics is represented by the sideslip angle of the vehicle (𝛽). As 𝑣 = 𝑢 tan(𝛽) ≈











In the two-states model, the input is only the steering angle 𝛿, which appears
in the computation of the lateral forces. The longitudinal speed 𝑢 is considered constant.
The lateral tire forces in (4.1) are obtained using the Fiala brush model, which
was presented in Section 2.2.1.2. The model for lateral forces described by (2.20) – and
rewritten here as (4.2) – approximates the typical tire force by a cubic function of the












tan(𝛼𝑖)3 if 𝛼𝑖 ≤ 𝛼𝑠𝑙𝑖
(4.2)
The threshold 𝛼𝑠𝑙𝑖 , the vertical tire forces 𝐹𝑧1 and 𝐹𝑧1 , and the equivalent













𝐶𝛼𝑖 = 𝐶𝛼𝑖1 + 𝐶𝛼𝑖2
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The equilibrium points of (4.1) satisfy the steady-state condition ?˙? = 0. One
possible strategy to deal with a nonlinear system of equations is to consider an equivalent
optimization problem. An equilibrium point candidate 𝑋⋆ is a state-space vector 𝑋 that
belongs to a constrained space 𝒮 ⊂ IR𝑛 and minimizes a cost function. For our equilibrium












𝜆𝑚𝑖𝑛𝑖 ≤ 𝑋𝑖 ≤ 𝜆𝑚𝑎𝑥𝑖
}︁ (4.3)
The candidate 𝑋⋆ is a equilibrium point 𝑋𝑒𝑞 of the nonlinear system if and







)︁2 ≤ 𝜀}︃ (4.4)
There are many optimization algorithms that can be used to solve a nonlin-
ear constrained minimization problem such as (4.3). We have chosen an interior point
algorithm (WALTZ et al., 2006), which is implemented by the “fmincom” function from
MATLAB (MATHWORKS, 2017b).
Gradient-based algorithms generally provide the closest minimizer to a given
starting point. They do not find all minimizers, neither assure that a global minimizer
is attained. A default procedure to search multiple minima is the so-called MultiStart
approach (UGRAY et al., 2007).
The procedure consists in executing the optimization algorithm from several
different starting points, which can lead to different minimizers. In its simplest implemen-
tation, several starting points belonging to 𝒮 are created with an uniform distribution,
and the optimization problem is solved for each one. Other implementations of Multi-
Start algorithms smartly select the starting points to reach a larger number of minimizers
(UGRAY et al., 2007). The main drawback of the MultiStart method is that an infinite
number of starting points are necessary to ensure that all local minimizers are found with
probability one.
Given the simplified vehicle model, and adopting the numerical solution strat-
egy described previously, equilibrium points of the nonlinear models have been found
using the interior point algorithm and the “MultiStart” procedure from the MATLAB
Global Optimization Toolbox (MATHWORKS, 2017a).
The model structural parameters are default vehicle parameters available in
the literature (CORDEIRO, 2013), and presented in Table 4.1. The tire-ground friction
coefficient 𝜇𝑖𝑗 is set to 0.55.
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Table 4.1 – Model parameters used in the equilibria analysis.
Parameter Value Unit
Mass 𝑚 1200.0 (kg)
Front distance 𝐿1 1.5 (m)
Rear distance 𝐿2 2.0 (m)
Lateral distance 𝐸 0.9 (m)
Relaxed suspension height ℎ𝑤11 0.5 (m)




Suspension stiffness 𝑘𝑆𝑖𝑗 29430.0 (N/m)
Tire cornering stiffness 𝐶𝛼𝑖𝑗 55.0 (kN)
4.1.1.1 Equilibrium analysis
The longitudinal speed is fixed at 8m/s, and the steering angle varies from
−20𝑜 to +20𝑜, with an increment of 0.25𝑜. Each equilibrium point found is used to nu-
merically linearize the two-states dynamic system, whose poles determine the stability of
the system.
Figure 4.1 presents the equilibrium states and TGIFs of the two-states model.
The figure shows that for every steering angle within its interval, there is always an
equilibrium condition. Furthermore, for each value of 𝛿 there are two possibilities: 1) three
equilibrium points – one stable and two unstable – or 2) only one unstable equilibrium
point.
Some remarks about the results presented in Figure 4.1 are:
∙ All the unstable solutions are characterized by saturated forces at the rear wheels,
implying that the vehicle is drifting;
∙ Steering angles with only one unstable equilibrium point are always opposite to the
cornering direction. As seen in Figure 4.1a, to turn right, front wheels are steered
to the left, and vice versa;
∙ The MultiStart search method may have difficulties to find all the equilibrium points,
especially when stable and unstable equilibrium points are close;
∙ In equilibrium, drifting conditions do not imply in large values for 𝛽, but a large
sideslip angle of the vehicle implies in drifting condition – Figure 4.1b.
4.1.1.2 Phase portrait analysis
To better understand the dynamic behavior of the vehicle model near equilibria
conditions, a phase portrait of the two-states nonlinear system is shown in Figure 4.2 for
a steering angle of −5𝑜 (both stable and unstable equilibria) and for 𝛿 = −20𝑜 (only
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(b) Vehicle sideslip angle












(c) Front lateral TGIF












(d) Rear lateral TGIF
Equilibrium points: Unstable Stable
Figure 4.1 – Equilibrium points of the two-states bicycle model (𝑢 = 8m/s).
unstable equilibrium). The initial conditions of the trajectories are points on the edges of
the figures.
Tha phase portrait for 𝛿 = −5𝑜 is characterized by six zones: four attraction
fields, which lead to the stable equilibrium point, and two repulsion fields (in the top-
left and bottom-right corners). The point connecting each repulsion field with two of the
attraction fields is an unstable equilibrium point (saddle point).
Increasing the steering angle to the left, the unstable equilibrium points are
moved to the left, which means that the yaw speed remains the same, but the vehicle
sideslip angle is growing. Similarly, the stable point is moved to the left, but also to the
bottom: in normal cornering, increasing the steering angle leads to faster cornering, as
expected.
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(a) 𝛿 = −5𝑜












(b) 𝛿 = −20𝑜
State trajectory Gradient direction.
Unstable equilibrium Stable equilibrium
Figure 4.2 – Phase Portraits of the two-states model (𝑢 = 8m/s).
However, approximately for 𝛿 = −17𝑜, the stable equilibrium “collides” with
one of the unstable points, “destructing” them. Therefore, for steering angles greater than
17𝑜, there is only one unstable equilibrium – see Figure 4.1.
Figure 4.2b shows the phase portrait for 𝛿 = −20𝑜. There is only one unstable
equilibrium. The portrait is divided into five zones: three attraction and two repulsion
fields. When the steering increases to the left, the repulsion field at the bottom-right
corner in Figure 4.2a gets larger, while the attraction field in the bottom-center gets
smaller, until the collision of the stable equilibrium point with the unstable one, destroying
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both equilibrium points and, consequently, destroying the attractive field in the bottom-
center. For 𝛿 = −20𝑜, it is possible to see that the attraction fields push the state to a
specific region. Once the state enters this region, the repulsion field takes the state to
infinity, increasing both the yaw speed and the sideslip angle of the vehicle. In practice,
the vehicle tries to execute a given turn, but loses control and starts to spin.
4.1.2 Three-states bicycle model
As the two-states model shows, the limit between stable and unstable equilibria
is the saturation of the forces on the tires. However, this model considers lateral forces
only. It does not considering the limit of the combined lateral and longitudinal forces.
In the three-states model, the longitudinal dynamic is added to (4.1), with the
longitudinal speed as an additional state. This model has two inputs: The steering angle
(𝛿) and the longitudinal tire force on the motorized wheel. In the subsequent analyses, a
rear-drive vehicle is considered. Thus, 𝐹𝑥2 is an input of the model, while 𝐹𝑥1 is neglected.















The lateral-longitudinal TGIFs coupling is incorporated by using a friction
circle approach. Considering the longitudinal force as known, the lateral force can be




(𝜇𝑖𝐹𝑧𝑖)2 − 𝐹 2𝑥𝑖
𝜇𝑖𝐹𝑧𝑖
(4.6)
When applied to (4.2), 𝜀𝑖 limits the maximum possible lateral force to 𝜇𝑖𝜀𝑖𝐹𝑧𝑖
and the Fiala brush model becomes:
𝐹𝑦𝑖 =
⎧⎪⎪⎨⎪⎪⎩















To compare the behaviors of the two and three-states models, an optimization
problem similar to (4.3) is formulated. Since there are three equations and five unknown
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parameters (𝛽, 𝑟, 𝑢, 𝐹𝑥2 and 𝛿), two parameters are fixed in the optimization problem.
We have chosen to fix the steering angle and the longitudinal speed, letting the states 𝛽
and 𝑟, and the input 𝐹𝑥2 as parameters to be determined by means of the optimization
problem.














The cost function is the same as in (4.3), and the candidates to equilibrium
points must satisfy (4.4). However, the searching parameters are not only states, including
inputs as well.
The MATLAB MultiStart function is used for obtaining possibles values of 𝛽,
𝑟 and 𝐹𝑥2 . Two equilibrium analyses are performed: 1) The longitudinal speed 𝑢 is fixed
and 𝛿 is varied within the interval −20𝑜 < 𝛿 < 20𝑜; 2) 𝛿 is fixed and the longitudinal
speed 𝑢 is varied from 0 to 30m/s with increment of 0.2.
4.1.2.1 Equilibrium analysis with fixed longitudinal speed
Firstly, the vehicle longitudinal speed is set to 8m/s. The corresponding results
are shown in Figure 4.3. Compared to Figure 4.1, 𝑟 and 𝛽 are quite similar. However, in
drifting conditions the yaw rate decreases with the increase of 𝛿, which is a direct conse-
quence of the coupling between longitudinal and lateral forces. As shown in Figures 4.3c
and 4.3d, increasing the steering angle does not imply in increases of the lateral TGIFs,
since the longitudinal force limits the lateral one. Consequently, yaw rate decreases.
All unstable equilibrium conditions result in drifting cornering, since the rear
TGIF is saturated. Moreover, Figure 4.3f ensures that, for a stable equilibrium, when
the steering grow, the rear total force grows as well, until the rear total force saturates,
leading to only unstable conditions afterward.
More precisely, increasing the steering angle increases the lateral force of the
rear tire and the yaw rate as well, but a larger longitudinal force is also needed to cornering.
If the force on the rear tire saturates, it is impossible to increase the lateral force without
decreasing the longitudinal one.
4.1.2.2 Equilibrium analysis with fixed steering angle
For this analysis, the vehicle steering angle is initially set to −5𝑜 and the
optimization algorithm is executed for the selected longitudinal speeds. Figure 4.4 shows
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(b) Vehicle sideslip angle












(c) Front lateral TGIF











(d) Rear lateral TGIF










(e) Rear longitudinal TGIF










(f) Total rear TGIF
Equilibrium points: Unstable Stable
Figure 4.3 – Equilibrium points of the three-states bicycle model (𝑢 = 8m/s).
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the equilibrium points.





















(b) Vehicle sideslip angle













(c) Front lateral TGIF











(d) Rear lateral TGIF











(e) Rear longitudinal TGIF










(f) Total rear TGIF
Equilibrium points: Unstable Stable
Figure 4.4 – Equilibrium points of the three-states bicycle model (𝛿 = −5𝑜).
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According to Figures 4.4a and 4.4b, the vehicle has unstable equilibrium points
with high values of yaw rate and sideslip angle for low longitudinal speeds. This situation
resembles a well-known drifting maneuver named Doughnut (or Donuts) where the vehicle
spins at a high yaw rate without producing longitudinal displacement, normally leaving
a burned tire trail with a donuts shape.
By increasing the longitudinal speed, the yaw rate produced by the unstable
equilibrium decreases, and the one produced by the stable equilibrium increases, until one
stable and one unstable equilibrium point “collide” and vanish, leaving just one unstable
equilibrium for high longitudinal speeds.
Figure 4.5 shows the results obtained by fixing the steering angle at −20𝑜.
These results corroborate the fact that a stable cornering with high steering angle is
only possible by reducing the total longitudinal speed. For 𝑢 = 8m/s there is no stable
equilibrium (as it can also be seen in Figure 4.3), but stable equilibrium points can be
found for longitudinal speeds not greater than 7m/s.
4.1.2.3 Phase portrait analysis
A phase portrait analysis is performed to better understand the vehicle be-
havior near equilibrium conditions. However, there are three states and two inputs to
be considered. In order to visualize and compare the results with the two-states model,
a fixed steering angle and a desired steady longitudinal speed of 8m/s are imposed. To
guarantee that the desired speed respects the model constraints, the longitudinal force
input must satisfy ?˙? = 0 in (4.5), that is:
𝐹𝑥2 = 𝐹𝑦1 sin 𝛿 −𝑚𝑟𝑢𝛽 (4.9)
The resulting longitudinal force is limited by the maximum friction force pos-
sible. If the longitudinal force is at its maximum, the lateral force is approximately zero
due to the friction circle constraint.
Figure 4.6a shows a 3D phase-portrait and Figure 4.6b presents a 2D view in
the plane 𝑢 = 8𝑚/𝑠 when the steering is fixed at 𝛿 = −5𝑜.
The trajectories are obtained using initial points on the edges of Figure 4.6b.
Blue, red, and black paths correspond to longitudinal speeds equal to, greater, or lower
than 8m/s respectively. The trajectories for which the longitudinal speed increases are still
able to reach an equilibrium condition, while trajectories for which the speed decreases
are always divergent. Moreover, red trajectories converge to different equilibrium points,
with higher yaw speed and almost the same sideslip angle, as shown in Figure 4.4.
A comparison with the results of the two-states model – see Figure 4.2a –
shows that the attraction fields are reduced due to the friction circle constraint on the
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(b) Vehicle sideslip angle













(c) Front lateral TGIF











(d) Rear lateral TGIF











(e) Rear longitudinal TGIF










(f) Total rear TGIF
Equilibrium points: Unstable Stable
Figure 4.5 – Equilibrium points of the three-states bicycle model (𝛿 = −20𝑜).
















(a) 3D phase portrait












(b) 2D phase portrait
State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.6 – Phase portraits of the three-states model (𝑢 = 8m/s and 𝛿 = −5𝑜).
rear tire. This constraint leads to three possible scenarios:
1. Low levels of yaw rate and/or sideslip angle – blue trajectories
Under these conditions, the vehicle is able to sustain the desired speed, leading in
most cases to the stable equilibrium point, even with the friction circle constraint.
2. Strong turning and oversteering – red trajectories
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With the imposition (4.9) in the model (4.5) to ensure ?˙? = 0, when the vehicle has
high values of 𝑟 and 𝛽, the longitudinal force on the rear tire needs to be strongly
negative. However, if the required braking force is stronger than the maximum
allowed force by the friction circle, it is impossible to ensure ?˙? = 0. Since 𝐹𝑥2 is high,
the friction circle approximates the lateral force as zero on the rear tire. Besides, the
front lateral force is contrary to the vehicle rotation, decreasing the sideslip angle



























Figure 4.7 – Illustration of the vehicle behavior under strong turning and oversteering.
After some time Δ𝑡, the longitudinal speed increases, but 𝑟 and 𝛽 decrease. Then,
the required longitudinal force to provide ?˙? = 0 is now allowed by the friction circle
constraint. Consequently, more lateral tire force is possible on the rear tire, which
increases with time until it is large enough to allow ?˙? and ?˙? equal to zero (stable
equilibrium).
3. Strong turning and understeering – black trajectories
In this scenario, the rear tire needs a strong longitudinal acceleration force. Again,
the friction circle constrains the maximum rear-tire force, not allowing the required
TGIF, and the vehicle loses longitudinal speed. Meanwhile, as the lateral rear force is
approximated as zero and the front tire lateral force is towards the vehicle rotation,
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Figure 4.8 – Illustration of vehicle behavior under strong turning and understeering.
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After Δ𝑡, the longitudinal speed is very low and the yaw rate is huge, meaning that
the vehicle is spinning near its vertical axis. This scenario resembles a car trying
to perform sharp turns in high speeds: if the CG height is low enough to avoid
turnover, the vehicle starts spinning.
Another phase portrait analysis is obtained for 𝛿 = −20𝑜, with the same as-
sumptions made for −5𝑜. In this case, there is only one unstable equilibrium point. Figure
4.9 presents a 3D and 2D representation of the results.
The red and blue trajectories in Figure 4.9 do not reach stable conditions
the necessary lateral force in the front tire required to ensure ?˙? and ?˙? equal to zero is
not feasible due to the friction circle constraint. Therefore, when the force saturates, the
vehicle behaves as in the third scenario described above: the vehicle is understeered and
the saturated force leads the sideslip angle and the yaw rate to increase with time.
4.2 Four-wheel three-states model analysis
The analyses developed in the last sections consider bicycle models, with some
important drawbacks: 1) the vertical force distribution does not change with cornering;
2) the differential longitudinal force distribution can not be considered.
In this section, a new analysis is carried out using the 2D yaw four-wheel vehicle
model presented in Section 2.1.2. This model is adequate to the study of independent
longitudinal forces.
For the vertical force distribution, we use the 2D roll and pitch dynamics, as
shown in Figure 4.10.
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with CG height ℎ𝑔 = ℎ𝑔 −
𝑚𝑔
4𝑘𝑆
, and centripetal acceleration 𝑎𝑦 = |𝑉 |𝑟 =
𝑢𝑟
cos(𝛽).
Rewriting (2.10) as a function of the sideslip angle of the vehicle and extending
















(a) 3D phase portrait












(b) 2D view of the phase portrait
State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.9 – Phase Portraits of the three-states model (𝑢 = 8m/s and 𝛿 = −20𝑜).








𝐿1 (𝐹𝑦11 cos 𝛿11 + 𝐹𝑦12 cos 𝛿12)− 𝐿2 (𝐹𝑦21 + 𝐹𝑦22) + 𝐸 [(𝐹𝑥21 − 𝐹𝑦11 sin 𝛿11)− (𝐹𝑥22 − 𝐹𝑦12 sin 𝛿12)]
𝐽𝑧𝑧
?˙? =
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Figure 4.10 – Vertical force distribution in steady-state condition.
In a four-wheel vehicle model, the propulsion forces act in both the longitudinal
and the yaw dynamics, enabling more possibilities of actuation. We can also consider the
Ackerman front-wheel steering system defined by (3.15).
With two longitudinal forces – 𝐹𝑥21 and 𝐹𝑥22 , instead of only 𝐹𝑥2 –, a new vari-
able is added to the associated optimization problem, without adding any new equation,
which introduces a degree-of-freedom in the optimization problem. Therefore, in the new
equilibrium points analysis, the decision variable is chosen as the sum of the longitudi-
nal forces on the rear wheels, and the distributions of these forces on the rear wheel are
defined as follows:
𝐹𝑥21 = (1− 𝑑𝐹 )
𝐹𝑥21 + 𝐹𝑥22
2




where 𝑑𝐹 is a parameter between −1 and 1 that sets the differential force proportion in
the rear tires.
4.2.1 Equilibrium analysis with fixed longitudinal speed
Four MultiStart optimizations are executed with the longitudinal speed fixed
at 8m/s, and the steering angle varying between −50𝑜 and 50𝑜 with a increment of 0.5𝑜.
In each optimization, the parameter 𝑑𝐹 is set to 0, 25%, 50% and 75%, respectively. The
results are presented in Figure 4.11.
The equilibrium analyses show differences with the results of Figure 4.3 due
to the consideration of the longitudinal force differential, the Ackerman steering, and the
vertical force distribution.
Figure 4.11 surprisingly shows that the stable equilibrium points in each case
are extremely similar, evidencing that the longitudinal force distribution does not affect
the vehicle performance in stable steady-state cornering. When the longitudinal force
increases on the rear-right and decreases on the rear-left tires, a negative momentum is
created. Meanwhile, the lateral forces slightly decrease on rear tires, and increase on front
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(b) Vehicle sideslip angle













(c) Front-left lateral TGIF













(d) Front-right lateral TGIF












(e) Rear-left lateral TGIF












(f) Rear-right lateral TGIF
Unstable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Stable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Figure 4.11 – Equilibrium points of the four-wheel three-states model (𝑢 = 8m/s).
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(g) Rear-left longitudinal TGIF











(h) Rear-right longitudinal TGIF










(i) Total rear-left TGIF










(j) Total rear-right TGIF
Unstable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Stable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Figure 4.11 (cont.) – Equilibrium points of the four-wheel three-states model (𝑢 = 8m/s).
tires, creating a momentum that increases the yaw rate derivative, compensating the one
created by the longitudinal force differential. Besides, they cancel each other in the sideslip
derivative as well, maintaining the same angle.
The influence of the differential in the steady-state condition is more notice-
able at the unstable equilibria, but without a significant gain of performance. In most
conditions, the absence of differential leads to more equilibria conditions, except for un-
dersteering drifting with positive 𝛿. In this situation, the differential produces useful yaw
momentum during cornering. Obviously, due to the symmetry of the vehicle, the same
effect is obtained for negative steering using 𝑑𝐹 < 0.
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4.2.2 Equilibrium analysis with fixed steering angle
A new analysis is executed by fixing the steering angle in −5𝑜 and varying the
longitudinal speed from 0 to 40m/s with an increment of 0.5m/s. Figure 4.12 shows the
equilibrium points obtained.
The results of Figure 4.12 show that the longitudinal differential does not
affect the vehicle performance in steady-state conditions. The stable equilibrium points
are almost the same. In the unstable condition, despite the differences between the lateral
and longitudinal forces on the rear tires, the resulting performance (yaw angle and vehicle
sideslip angles) is the same.
4.2.3 Phase portrait analysis
Although the longitudinal forces differential does not change the equilibria
conditions, it is probably more relevant for the dynamic behavior of the vehicle. Thus,
a phase portrait analysis is developed for the four-wheel model to verify the influence of
the differential. As in the three-states bicycle model, the analysis establishes, if possible,
null longitudinal dynamics by choosing the total longitudinal TGIF through (4.9). This
analysis is conducted for the same differential parameters used in the equilibrium point
analysis. The 3D and the 2D view of the phase portraits are presented in Figures 4.13
and 4.14, respectively.
Analyzing Figure 4.14, we observe that for negative yaw rates, the use of the
differential provides a large number of blue trajectories – with longitudinal speeds of 8𝑚/𝑠
–, while for positive 𝑟 the opposite happens. This characteristic is not linear: looking at
trajectories with negative 𝑟 and low positive sideslip angles, when the differential goes from
0% to 50%, more trajectories maintain the desired longitudinal speed. However, for 𝑑𝐹 =
75%, the number of blue trajectories decreases in comparison with 𝑑𝐹 = 50%, suggesting
that there is a differential percentage which maximizes the number of trajectories that
maintain the desired 𝑢.
This characteristic is also associated with the friction circle constraint. For
negative yaw rates, the angular momentum provided by the differential decreases the
rear lateral TGIFs. If the differential percentage is not high, the total force on rear tires
also decreases, allowing more acceleration/braking force, if needed. For positive 𝑟, the
momentum created increases the lateral TGIFs on rear tires, producing the opposite
effect.
A similar conclusion can be reached by analyzing red trajectories in the 3D
results shown in Figure 4.14. In the red trajectories starting with negative yaw rates,
increasing the differential percentage decreases the longitudinal force on the wheel closer
to the cornering. Consequently, the force in this inner tire gets unsaturated faster, reducing
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(b) Vehicle sideslip angle













(c) Front-left lateral TGIF













(d) Front-right lateral TGIF











(e) Rear-left lateral TGIF











(f) Rear-right lateral TGIF
Unstable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Stable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Figure 4.12 – Equilibrium points of the four-wheel three-states model (𝛿 = −5𝑜).
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(g) Rear-left longitudinal TGIF











(h) Rear-right longitudinal TGIF









(i) Total rear-left TGIF









(j) Total rear-right TGIF
Unstable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Stable equilibrium points: 0% dF 25% dF 50% dF 75% dF
Figure 4.12 (cont.) – Equilibrium points of the four-wheel three-states model (𝛿 = −5𝑜).
the final longitudinal speed to a stable condition. However, after some threshold, the outer
tire starts to saturate due to the large longitudinal force on it, and the final longitudinal
speed increases again.
In contrast, for red trajectories starting with positive 𝑟, the opposite effect
happens. Increasing the differential percentage also increases the longitudinal speed in
the associated stable condition.
4.3 Adherence conditions
The equilibrium points and phase portrait analyses developed in the last sec-
tions are based on the vehicle characteristics. Here, we intend to analyze the effects of the









































































State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.13 – 3D phase portraits of the four-wheel three-state model (𝛿 = −5𝑜 and 𝑢 =
8m/s).
ground adherence condition.
The adherence analysis is developed by changing the ground friction coefficient.
Jazar (2008) and Doumiati (2009) present default friction coefficient intervals for different
soil surfaces, as described in Table 4.2.
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State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.14 – 2D view of the phase portraits of the four-wheel three-state model (𝛿 = −5𝑜
and 𝑢 = 8m/s).
Table 4.2 – Friction coefficient in different soil surfaces.
Soil surface Friction coefficient
Asphalt, dry 0.8 – 0.9
Concrete, dry 0.8 – 0.9
Asphalt, wet 0.5 – 0.7
Concrete, wet 0.5 – 0.8
Gravel 0.5 – 0.6
Snow, packed 0.2 – 0.3
Ice 0.1 – 0.2
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The analyses developed until now considered a gravel road condition (𝜇𝑖𝑗 =
0.55). In this section, we analyze the equilibrium points and phase portraits using the four-
wheel model without longitudinal force differential (𝑑𝐹 = 0) for dry asphalt (𝜇𝑖𝑗 = 0.9)
and packed snow (𝜇𝑖𝑗 = 0.2) conditions.
4.3.1 Equilibrium analysis with fixed longitudinal speed
The MultiStart approach is used to the four-wheel model with the longitudinal
speed and the force differential parameter fixed at 8m/s and 0, respectively. The steering
angle varies between −40𝑜 and 40𝑜. Figure 4.15 presents the equilibrium points for the
packed snow, gravel road and dry asphalt conditions.
The results show that, for stable equilibria, the cornering is entirely defined by
the steering angle, independently of the ground friction. In either the packed snow and
the dry asphalt condition, a given steering angle produces exactly the same cornering.
However, the friction coefficient changes the maximum steering angle capable of executing
a stable cornering. In packed snow, the maximum steering angle that produces a stable
cornering is near 6.5𝑜, while for dry asphalt the limit is approximately 30𝑜.
The maximum yaw rate, and hence the maximum cornering curvature, are also
different. The cornering radius can be calculated by:
𝑅𝜅 =
𝑢
𝑟 cos 𝛽 (4.13)
Thus, in packed snow, the minimum possible cornering radius is 32.92m, while
in dry asphalt this value is approximately 8.75m. for the parameters of Table 4.1, both
radii are greater than the minimum radius calculated by the vehicle geometry – 𝑅𝜅 =
𝐿/ sin 𝛿 –, which is equal to 7𝑚.
Obviously, these limits are imposed by the friction circle constraint. A low
friction reduces the maximum allowed lateral and longitudinal combined force, as seen in
Figures 4.15i and 4.15j. When the tire forces saturates, the vehicle cannot produce more
lateral force to maintain the centripetal acceleration, limiting the maximum yaw rate.
For the unstable equilibria, the vehicle is capable of executing cornering with
larger sideslip angles in grounds with lower friction coefficients. Also, the unstable equi-
librium points shows that the relationship between the equilibrium points and the friction
coefficient is not linear, especially for the forces.
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(b) Vehicle sideslip angle











(c) Front-left lateral TGIF











(d) Front-right lateral TGIF










(e) Rear-left lateral TGIF










(f) Rear-right lateral TGIF
Unstable equilibrium points: Packed snow Gravel road Dry asphalt
Stable equilibrium points: Packed snow Gravel road Dry asphalt
Figure 4.15 – Equilibrium points of the four-wheel three-states model for different soil
surfaces (𝑢 = 8m/s and 𝑑𝐹 = 0).
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(g) Rear-left longitudinal TGIF











(h) Rear-right longitudinal TGIF










(i) Total rear-left TGIF










(j) Total rear-right TGIF
Unstable equilibrium points: Packed snow Gravel road Dry asphalt
Stable equilibrium points: Packed snow Gravel road Dry asphalt
Figure 4.15 (cont.) – Equilibrium points of the four-wheel three-states model for different
soil surfaces (𝑢 = 8m/s and 𝑑𝐹 = 0).
4.3.2 Equilibrium analysis with fixed steering angle
The same optimization problem is solved, but fixing the steering angle at −5𝑜
and varying the longitudinal speed between 0 and 40m/s. The results are shown in Figure
4.16 for the three soil surfaces.
The results show that the friction coefficient does not change the stable equi-
librium points, but does limit the maximum speed at which the vehicle is capable of
executing stable cornering with a steering angle of five degrees. The maximum speed for
snow is 9m/s, for gravel is 16.5m/s, and for dry asphalt is 21.5m/s. These values show
that the relationship between maximum speed and friction coefficient is not linear.
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(b) Vehicle sideslip angle












(c) Front-left lateral TGIF












(d) Front-right lateral TGIF










(e) Rear-left lateral TGIF










(f) Rear-right lateral TGIF
Unstable equilibrium points: Packed snow Gravel road Dry asphalt
Stable equilibrium points: Packed snow Gravel road Dry asphalt
Figure 4.16 – Equilibrium points of the four-wheel three-states model for different soil
surfaces (𝛿 = −5𝑜 and 𝑑𝐹 = 0).
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(g) Rear-left longitudinal TGIF











(h) Rear-right longitudinal TGIF










(i) Total rear-left TGIF










(j) Total rear-right TGIF
Unstable equilibrium points: Packed snow Gravel road Dry asphalt
Stable equilibrium points: Packed snow Gravel road Dry asphalt
Figure 4.16 (cont.) – Equilibrium points of the four-wheel three-states model for different
soil surfaces (𝛿 = −5𝑜 and 𝑑𝐹 = 0).
For the unstable equilibria, high-speed drifting produces large sideslip angles
for the dry asphalt condition. The tire forces reflect the nonlinear relationship between
friction and unstable equilibrium points.
4.3.3 Phase portrait analysis
To evaluate the influence of the friction in the dynamic behavior of the vehicle
under cornering, a phase portrait is constructed using the same analysis presented in
Section 4.2.3. The 3D and the 2D view of the phas portraits are shown in Figures 4.17
and 4.18, respectively.
Since the snow condition does not allow large tire forces, there is a larger
number of trajectories that diverge in Figure 4.17a in comparison with the other soil














































State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.17 – 3D phase portrait of the four-wheel three-state model for different soil
surfaces (𝛿 = −5𝑜 and 𝑢 = 8m/s).

































State trajectory: 𝑢 = 8𝑚/𝑠 𝑢 > 8𝑚/𝑠 𝑢 < 8𝑚/𝑠
Gradient direction: ?˙? = 0 ?˙? > 0 ?˙? < 0
Equilibrium points: Unstable Stable
Figure 4.18 – 2D view of the phase portrait of the four-wheel three-state model for dif-
ferent soil surfaces (𝛿 = −5𝑜 and 𝑢 = 8m/s).
conditions, which can also be seen in the red trajectories, in which the longitudinal forces
are not enough to slow down the vehicle.
Figure 4.18 shows the vehicle behavior near the equilibrium points. As dis-
cussed, the adherence does not affect the stable equilibria, but changes the unstable ones.
In Figure 4.18a, there are two nearby equilibrium points, one stable and other unstable,
and the trajectories are closer to the condition shown in Figure 4.9, in which there is only
one equilibrium point (unstable).
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In the snow condition, for example, there are some red trajectories where the
longitudinal speed starts increasing in understeered cornering. However, when the sideslip
angle is near its equilibrium value (slightly oversteered), the vehicle needs traction force
larger than the maximum friction force allowed. Thus, the vehicle starts losing longitudinal
speed until the trajectory diverges and the vehicle spins.
4.4 Regulation in equilibrium conditions
To validate the equilibrium analysis, a control regulator is proposed to stabilize
the vehicle during cornering. The regulator routine is implemented in MATLAB/Simulink
and used in a vehicle simulator.
The vehicle simulator is composed of four main components: The motion
model, which is based on the 3D vehicle model with purely-elastic tires discussed in Sec-
tion 2.1.3.2; the steering model, a first-order dynamic model with theoretical Ackerman
geometry, hysteresis and dead-zone; the propulsion, which is modeled as two independent
electrical DC motors attached at each rear wheel; and the tire forces model, obtained using
the similarity representation of the Pacejka Magic Formula with a time-varying SCPTM
dynamics, presented in Section 2.2. A more comprehensive description of the simulator
can be found in (CORDEIRO, 2013).
A Linear Quadratic Regulator (LQR) controller is synthesized and imple-
mented due to its simplicity and robustness. The control aim is to maintain constant
cornering with the equilibrium conditions obtained in Section 4.2. Specifically, we imple-
ment the equilibrium points presented in Figure 4.11.
The LQR controller is a state feedback regulator with control law 𝑈 𝑐 =
−KLQR𝑋. The LQR can be used for tracking control, as a regulator of the error be-
tween the state and its desired value.










𝑋𝑒 = 𝑋 −𝑋𝑒𝑞
𝑉𝑒 = 𝑈𝑐 − 𝑈 𝑒𝑞 = −KLQR𝑋𝑒
(4.14)
Matrices Q ≥ 0 (positive semidefinite) and R > 0 (positive definite) are
weights for 𝑋𝑒 and 𝑉𝑒, respectively. The control input 𝑈𝑐 is defined as −KLQR𝑋𝑒 + 𝑈 𝑒𝑞,
where 𝑋𝑒𝑞 and 𝑈 𝑒𝑞 are equilibrium values.
To obtain the LQR controller, the system ?˙? = f (𝑋,𝑈) is linearized at the




∇𝑥f (𝑋,𝑈)|(𝑋𝑒𝑞 , 𝑈𝑒𝑞)
]︂




∇𝑢f (𝑋,𝑈)|(𝑋𝑒𝑞 , 𝑈𝑒𝑞)
]︂
⏟  ⏞  
B
𝑈 (4.15)
The linear system matrices A and B are used to obtain P, the solution of the
Riccati equation:
A𝑇P+PA−PBR−1B𝑇P+Q = 0 (4.16)
Finally, the control gain 𝐾𝐿𝑄𝑅 is obtained as:
KLQR = R−1B𝑇P (4.17)
To select Q and R, the Bryson’s method (JOHNSON; GRIMBLE, 1987) is
used. Matrix Q is defined as a diagonal matrix with entries approximately equal to the
inverse of the square of the maximum expected (𝑚𝑎𝑥𝑒𝑥𝑝) value of the associated state:
𝑄𝑖𝑖 = 𝑚𝑎𝑥𝑒𝑥𝑝(𝑋𝑖)−2. The same applies to R in respect to 𝑈 : 𝑅𝑖𝑖 = 𝑚𝑎𝑥𝑒𝑥𝑝(𝑈𝑖)−2.
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Figure 4.19 – LQR controller diagram.
In Figure 4.19, the longitudinal forces on rear tires are simulator inputs. Torque
inputs are approximated as 𝑇𝑤𝑖𝑗 = 𝐹𝑥𝑖𝑗𝑅𝑤𝑖𝑗 , and the simulator propulsion model is re-
placed by a first-order model between the commanded torque and the applied torque,
defined by the transfer function 𝜅/(𝜏𝑠+1), where the gain 𝜅 and time constant 𝜏 are set
to 1 and 50 respectively.
For the LQR synthesis, the four-wheel vehicle model (4.11) is numerically
linearized at a prescribed equilibrium point of Figure 4.11.
The LQR controller must stabilize the vehicle in a steady cornering in a gravel
road under a longitudinal speed of 8m/s. Two different steering angles are used: −10𝑜
and 30𝑜. For 𝛿𝑒𝑞 = −10𝑜, the stable equilibrium point is used, while for 𝛿𝑒𝑞 = 30𝑜, the
only unstable solution is evaluated.
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The parameters used for the control synthesis are the same of Table 4.1, which
in turn are the same of the simulator developed in (CORDEIRO, 2013). Matrices 𝑄 and









4.4.1 Regulation at stable equilibria
For the regulation of the vehicle at stable equilibrium points, the steering
angle is chosen as 𝛿 = −10𝑜. Figure 4.20 presents the simulation results for 𝑑𝐹 = 25%
and 𝑑𝐹 = 50%. The states and inputs obtained by the simulation are plotted in Figure
4.21.
Video available at <https://youtu.be/qpK3mBoleGg>
(a) 𝑑𝐹 = 25%
Video avilable at <https://youtu.be/uqTIuG3cT9w>
(b) 𝑑𝐹 = 50%
Figure 4.20 – Usual cornering control of the vehicle in a gravel road with 𝛿 = −10𝑜.
Analyzing the simulation results, it is impossible to observe any significant
difference in Figures 4.20a and 4.20b, which is confirmed in Figure 4.21, as the state
responses of the vehicle are almost the same, regardless the differential chosen.
Expected and reached steady-state values are compared in Table 4.3. The
comparison is made for each differential value in Figure 4.11.
The reached values in Table 4.3 show that different longitudinal forces distri-
bution do not affect cornering at stable equilibria. For all equilibrium points, the final
reached values are exactly the same, with exception of the longitudinal tire forces dif-
ferential. Some plausible reasons for the differences in the longitudinal forces are: 1) the
mismatches between the simplified model used for control synthesis and the thirty-two-
states model of the simulator; and 2) The torque produced by the open-loop propulsion
system may not be enough to create the desired longitudinal force.
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(e) Rear-left long. force










(f) Rear-right long. force
dF = 25% : Equilibrium value Simulation
dF = 50% : Equilibrium value Simulation
Figure 4.21 – State and input trajectories of LQR control for 𝛿𝑒𝑞 = −10𝑜.
Table 4.3 – Regulated stable equilibrium in steady-state condition for 𝛿 = −10𝑜.
Values 𝑑𝐹 (%) 𝛽 (deg) 𝑟 (rad/s) 𝑢 (m/s) 𝛿 (deg) 𝐹𝑥21 (N) 𝐹𝑥22 (N)
Expected 0.00 −4.55 −0.39 8.00 −10.00 36.36 36.36
Reached 1.85 −4.67 −0.38 7.96 −9.85 62.53 64.89
Expected 25.00 −4.55 −0.39 8.00 −10.00 27.00 45.00
Reached 16.17 −4.67 −0.38 7.96 −9.85 53.15 73.66
Expected 50.00 −4.55 −0.39 8.00 −10.00 17.83 53.48
Reached 30.27 −4.67 −0.38 7.96 −9.85 43.96 82.12
Expected 75.00 −4.55 −0.39 8.00 −10.00 8.76 61.32
Reached 43.96 −4.67 −0.38 7.96 −9.85 35.13 90.24
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4.4.2 Unstable equilibrium for 𝛿 = 30𝑜
A steering angle of 𝛿 = 30𝑜 is chosen to evaluate the unstable equilibrium
point. The simulations are presented in Figure 4.22, while the simulated states and inputs
are shown in Figure 4.23.
Video available at <https://youtu.be/3pzO5oghJvw>
(a) 𝑑𝐹 = 25%
Video avilable at <https://youtu.be/1XnGXtGaJxw>
(b) 𝑑𝐹 = 50%
Figure 4.22 – Drifting cornering control of the vehicle in a gravel road with 𝛿 = 30𝑜.
Now, dissimilarities in the simulations with different 𝑑𝐹 values are easily seen
in the final path of the vehicle and in the vehicle speed during cornering. The control
results for the unstable equilibrium are far from the reference equilibrium values. However,
it is possible to see that the choice of the differential affects the final states, mainly the
longitudinal and angular speeds.
It is interesting to observe that, despite the use of different longitudinal force
distributions, the steady condition leads to almost the same longitudinal force on rear tires.
The final steering angles are also very similar. Therefore, the different state conditions
are probably caused by the transient behavior during the cornering, since a same steady
input results in different steady conditions.
As in the stable equilibria analysis, Table 4.4 shows the expected and reached
states and inputs for different force distributions. For unstable equilibrium points, the
choice of the differential directly affects the steady-state behavior of the vehicle. Moreover,
the errors between the expected and the reached states are larger. Possible explanations
are: 1) The simplified model used to evaluate the equilibrium points is far from the
real one in unstable conditions; 2) The LQR controler is not capable of maintaining the
vehicle at the desired equilibrium. In Table 4.4, the difficulty for the controller to maintain
the steady-state condition in a drifting maneuver can be observed for 𝑑𝐹 = 75%. The
controller is not able to produce a steady-state condition, and the system states and inputs
oscillate.
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(e) Rear-left long. force










(f) Rear-right long. force
dF = 25% : Equilibrium value Simulation
dF = 50% : Equilibrium value Simulation
Figure 4.23 – State and input trajectories of LQR control for 𝛿𝑒𝑞 = −10𝑜.
Table 4.4 – Regulated unstable equilibrium in steady-state condition for 𝛿 = 30𝑜.
Values 𝑑𝐹 (%) 𝛽 (deg) 𝑟 (rad/s) 𝑢 (m/s) 𝛿 (deg) 𝐹𝑥21 (N) 𝐹𝑥22 (N)
Expected 0.00 47.50 −0.42 8.00 30.00 921.80 921.80
Reached 29.01 27.24 −0.46 8.80 19.45 530.40 963.80
Expected 25.00 47.17 −0.42 8.00 30.00 709.80 1,183.00
Reached 29.96 26.16 −0.53 7.58 17.19 517.10 959.40
Expected 50.00 46.15 −0.39 8.00 30.00 445.20 1,335.60
Reached 29.21 27.07 −0.47 8.56 19.09 527.70 963.10
Expected 75.00 42.95 −0.28 8.00 30.00 206.50 1,445.70
Reached NaN NaN NaN NaN NaN NaN NaN
NaN: The controlled system does not reach a steady-state condition.
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4.4.3 Unstable equilibrium in snow roads for 𝛿 = 30𝑜
At last, a regulation analysis is developed for a packed snow road. The equilib-
rium points of Figure 4.15 are used as references for the LQR controller. The simulation
does not consider the longitudinal force differential (𝑑𝐹 = 0) and a planar ground with
a constant friction coefficient 𝜇𝑖𝑗 = 0.2 is assumed. Figure 4.24 exhibits the simulation
results; the associated states and inputs are presented in Figure 4.25.
Video available at <https://youtu.be/BN31vm7vjDY>
Figure 4.24 – Drifting cornering control of the vehicle in a packed snow road with 𝛿 = 30𝑜.
The LQR controller is capable of regulating the vehicle in a drifting condition,
even in a snow road, as shown in Figure 4.24. However, as in the previous drifting analysis,
the reached equilibrium points are not the expected ones in Figure 4.15. Since the vehicle
has difficulty to create longitudinal forces in the snow ground, the longitudinal speed is
very low in comparison to the desired 8m/s. Although the equilibrium points are obtained
for an equally distributed longitudinal force, the final forces reached in the simulation are
different.
A numerical comparison between the reached and expected values is presented
in Table 4.5.
Table 4.5 – Regulated equilibria in snow roads for 𝛿 = 30𝑜.
Values 𝑑𝐹 (%) 𝛽 (deg) 𝑟 (rad/s) 𝑢 (m/s) 𝛿 (deg) 𝐹𝑥21 (N) 𝐹𝑥22 (N)
Expected 0.00 41.72 −0.15 8.00 30.00 370.51 370.51
Reached 10.97 27.36 −0.26 5.59 20.79 232.62 289.92
Despite the large decrease in the longitudinal speed, the yaw rate increased
considerably, even with a lower steering angle. This result suggests that the equilibrium
points obtained with the simplified model are not the same of the simulator model. For
low friction grounds, where the forces are smaller, differences in the tire forces model may
have a significant influence in the final results.
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(e) Rear-left long. force










(f) Rear-right long. force
Equilibrium value Simulation
Figure 4.25 – State and input trajectories of LQR control for 𝛿𝑒𝑞 = −10𝑜 in a snow road.
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5 Conclusion
This thesis developed tools for driving control based on the analysis of tire-
ground interaction forces and their influences on the dynamics of four-wheel vehicles
during cornering, emphasizing extreme driving conditions. This development was carried
out in a applied control point of view, motivated by two questions formulated in the
beginning of this thesis:
1. Are these forces available for the controller?
– Estimators for TGIFs were proposed based only in common sensors easily at-
tached to any vehicle. The estimators were capable of reconstructing the forces on
each tire, and in all directions. A new delayed interconnected cascade structure was
proposed to enable the estimation of TGIFs without using random walk models.
Real experimental data weas used to validate the estimator.
2. What are the desired forces during a maneuver?
– Four-wheel vehicle steady cornering maneuvers were analyzed based on a yaw
model, and the vertical tire forces distribution. The equilibrium states and tire
forces were determined during the maneuver, and the influences of the ground ad-
herence and the longitudinal force differential were studied. The transient behavior
in cornering were analyzed using phase portrait diagrams.
Some remarks of topics treated in this thesis are presented in the next sections.
5.1 Vehicle dynamics models
This thesis presented analytical models for vehicle motion obtained by applying
Newton-Euler equations to vehicle representations with different levels of complexity.
Although the 2D models represent most of the motion of the vehicle, while separating the
roll, pitch and yaw dynamics, they fail in representing some coupling effects.
The 3D model was introduced to better describe this coupling. The model was
based on linear suspensions – always vertical to the vehicle body – at the extremity of the
tire. This is a limitation for some vehicles where the suspensions add some constraints to
the motion. In addition, the model needs information on the ground profile, specifically,
the relative vertical position and velocity between the vehicle extremities and the ground.
A purely-elastic tire model was included in the 3D vehicle model. The sus-
pension model of the vehicle was updated by introducing the unsprung mass, and conse-
Chapter 5. Conclusion 135
quently, four new motion degrees of freedom. The tire deformation gave rise to a dynamic
behavior of the TGIFs. The complete model was used to create a full-vehicle simula-
tor to accurately describe the vehicle motion. This simulator was used to validate some
approaches described in this thesis.
To parametrize the simulator, we developed a set of experimental tests to
identify structural and dynamic parameters of four-wheel vehicle platforms. Some of these
experiments were carried out in the Laboratório de Ensaios Dinâmicos (LABEDIN) at
UNICAMP. The experimental tests description and results for the VERO platform are
presented in (CORDEIRO et al., 2016).
Standard tire force models available in the literature were described and com-
pared. Each model showed important characteristics: the Dugoff model was used to syn-
thesize observers due to its simplicity, especially for being easily linearized analytically;
the Fiala brush model, which is more representative than the Dugoff model, is fast com-
puting and easily implemented, being adequate to integrate the optimization problem;
and the Pacejka Magic Formula, which provides a more complex and accurate model,
ideal for vehicle simulation.
The purely-elastic tire model led to a simple TGIF dynamic model, named
SCPTM. A simplified version of the SCPTM was used to synthesize lateral and longitudi-
nal observers. A more complex time-varying version of it was implemented in the vehicle
simulator.
Table 5.1 summarizes all the relationships between the models presented in
Chapter 2 and the estimators, optimizations, controllers and simulator proposed in this
thesis.
Table 5.1 – Summary of the relationships between the vehicle models and the estimators,













































D-J estimator X X X X X
DICO estimator X X X X
Optimizations X X X X X
LQR controller X X
Vehicle Simulator X X X
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5.2 Tire-ground interaction forces estimation
The TGIFs were estimated using a novel delayed interconnected cascade ob-
server structure. Each observer in the structure receives the estimations of the other
observers in the cascade as inputs, some of them delayed in time to ensure causality.
This approach distinguishes from others in the literature for avoiding random
walk models, used to decouple the vehicle dynamics model in independent observers. A
drawback of our approach is the need of a sample rate large enough to guarantee that the
input at time 𝑘 is approximately equal to its value at time 𝑘 − 1, being any differences
considered as white noise.
Results obtained with real experimental data showed the potential of the esti-
mator to reconstruct the forces acting on the vehicle tires. The estimations were similar to
the real measured forces on the tires, especially for vertical and lateral forces. In compar-
ison with the previous estimator developed at HEUDIASYC Lab, our estimator provided
slightly better results for vertical and lateral forces estimation, and enabled the longitu-
dinal forces estimation for the non-motorized wheels.
The results presented in this thesis were obtained with offline data. However, an
additional analysis using Matlab has shown that the DICO EKF is, on average, 20% faster
than the estimator presented in (JIANG et al., 2014), which was successfully implemented
in a real-time condition.
The longitudinal forces estimation could be improved by adding the spin dy-
namics of the tires, but traction/braking torque measurements would be needed.
To enhance the TGIF estimation in sloped terrains, a TSEKF was applied as an
observer of the vertical tire forces in the DICO structure. The inclination results obtained
with the TSEKF were consistent with the road information of the UTAC CERAM proving
ground, and also robust to variations and errors in the force estimators.
5.3 Vehicle dynamics during cornering
Simplified vehicle models were used to analyze the vehicle behavior under cor-
nering. Bicycle models were used to determine equilibrium points in both the normal and
the drifting cornering condition. This analysis was extended to a four-wheel vehicle model,
through which we were able to verify the influence of the vertical force distribution and
the longitudinal force differential in the vehicle behavior under cornering. The adherence
condition was also considered in the analysis.
The equilibria analysis showed that: 1) for small steering angles, each angle
provides three possible behaviors: a stable cornering, an unstable cornering in understeer-
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ing, and an unstable cornering in oversteering; 2) for larger steering angles, only one
unstable understeering cornering is possible.
The unstable equilibrium points were related to saturated tire forces, which
means that unstable equilibria corresponds to drifting situations.
Our analyses showed that vertical force distribution influenced directly the
maximum steering angle in which the vehicle was able to execute a cornering (neglecting
possible rollover limitations). Surprisingly, the use of the longitudinal forces differential
did not affect significantly the vehicle performance under steady-state cornering, especially
for stable cornering.
It is important to remember that: 1) this conclusion is purely based in the
dynamic performance, without considering the tires life-time, power-consumption, etc.;
2) the proposed four-wheel model is still simple, and the results derived from it need to
be validated in a real vehicle.
Although the longitudinal forces differential have not affected the steady-state
equilibria, the results provided by the phase portrait analyses suggested that its influence
can be perceived in the dynamic response of the states. For example, the use of the
differential changed the capability of the vehicle to maintain a steady longitudinal speed
during the cornering stabilization.
In order to test the reliability of the analyses carried out, a simple LQR con-
troller was designed to regulate a simulated vehicle under a steady-state cornering in stable
and unstable equilibria. The simulated results attested the inefficiency of the longitudinal
differential during stable cornering.
Differences could be seen between the predicted equilibrium point and the one
found using the LQR approach, probably due to unmodeled dynamics. The differences
were more significant in unstable conditions, in which the LQR controller struggles to
maintain the drifting cornering.
5.4 Future works
Several works can be developed based on the topics addressed in this thesis.
∙ Clearly, the longitudinal force estimation is still an open problem. By including
torque sensors in the vehicle, the wheel spin speed dynamics can be incorporated to
the longitudinal observer. This new information can enhance the observer algorithm
and lead to a better estimation of the vertical forces;
∙ The DICO structure was validated with experimental data, but no further analysis
concerning the convergence of the estimator was developed. It is necessary to develop
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an analysis of the structure to establish its convergence properties;
∙ It is also necessary to investigate the robustness of the estimator to the vehicle
parameters. The observer depends on several parameters of the vehicle. Some of
them are difficult to identify with accuracy. A sensitivity analysis could establish
how parameter inaccuracies affect the estimated forces. The parameters that most
affect the estimator should be identified together with the forces to enhance the
observers performances;
∙ The differential clearly affects the transient behavior of the vehicle. An important
contribution would be achieved while devising a technique for better using the force
differential in the transient period, thus increasing the stability of the vehicle during
cornering maneuvers;
∙ Path tracking control is not addressed in this thesis, but most of the tools generated
here could be used to develop path tracking and path following controllers, especially
those based on force control.
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Some vehicle model parameters of the VERO platform (of CTI) were identified
during this project. This appendix describes the experimental application of the method-
ology proposed in (CORDEIRO, 2013) for vehicle structural parameters identification.
A.1 Total mass and Center of Gravity
The total mass is essential for any vehicle dynamic formulation and can be
directly measure using load cells. If more than one cell is available, it is possible to
simultaneous identify the vehicle total mass and its CG position (UYS et al., 2006).
Let us consider two situations: the vehicle is supported in a planar and in a
banked condition. Figure A.1 illustrates the scenarios.
Planar Banked 
θV(F z21+F z22)





Figure A.1 – Statical force distribution of the vehicle in planar and banked scenarios.
In the figure, 𝐿𝑏1 and 𝐿𝑏2 are the horizontal distance between the CG and the
front and rear wheel, respectively, when the vehicle is in the banked condition. Geomet-
rically, we have:
𝐿𝑏1 = 𝐿1 cos 𝜃𝑉 + ℎ𝑤 sin 𝜃𝑉 (A.1a)
𝐿𝑏2 = 𝐿2 cos 𝜃𝑉 − ℎ𝑤 sin 𝜃𝑉 (A.1b)
A statical force equilibria analysis is made applying Newton-Euler equations
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to both conditions:
𝐹𝑧11 + 𝐹𝑧12 + 𝐹𝑧21 + 𝐹𝑧22 = 𝑚𝑔 (A.2)
(𝐹𝑧11 + 𝐹𝑧12)𝐿1 = (𝐹𝑧21 + 𝐹𝑧22)𝐿2 (A.3)
ℎ𝑤 =
𝐿𝑏2 (𝐹𝑧21 + 𝐹𝑧22)− 𝐿𝑏1 (𝐹𝑧11 + 𝐹𝑧12)
(𝐹𝑧11 + 𝐹𝑧12) + (𝐹𝑧21 + 𝐹𝑧22)
tan−1 𝜃𝑉 (A.4)
If the vertical forces are measured by the load cells – and knowing the distance
𝐿 = 𝐿1 + 𝐿2 –, the parameters 𝑚, 𝐿1, 𝐿2 and ℎ𝑤 can be obtained solving the system
of equations (A.2-A.4). There is no need to measure each tire force individually; the
measurement of the per-axle front and rear vertical forces are enough. Figure A.2 shows
the experimental setup for the VERO platform.
(a) (b)
Figure A.2 – Weighting test setup of the VERO platform: (a) planar condition, and (b)
banked condition.
Two load cells were placed at the extremities of the vehicle chassis. A total of
seventeen measurements were made: five measurements for the planar condition; and four
measurements for each banked angle, −19𝑜, −15𝑜, +15𝑜, and +19𝑜.
The seventeen measurements were used to obtain the total mass of the vehicle.
Figure A.3 shows the total mass measured in each test. The total mass mean value was
equal to 665.67 kg, with a standard deviation of 4.47 kg, as evidenced in the figure.
The length 𝐿 of the platform was 2.11m. With the five measurements obtained
in the planar condition, we calculated the distances 𝐿1 and 𝐿2 of the CG using (A.3). Fig-
ure A.4 presents the measurements, their mean values (𝐿1 = 1.128m and 𝐿2 = 0.982m),
and standard deviation (0.007m).
The mean values of 𝐿1 and 𝐿2 were used in (A.4), along with the twelve
measurements in the banked condition, to obtain the CG height ℎ𝑤. The results are
presented in Figure A.5, which also depicts the mean value (ℎ𝑤 = 0.715m) and the
standard deviation (0.037m) obtained.
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Figure A.3 – Measured total mass of the platform.


















Figure A.4 – Measured distances 𝐿1 and 𝐿2 between the CG and the front/rear wheels
of the vehicle.










Figure A.5 – Measured height ℎ𝑤 between the CG and the tire contact points.
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A.2 Inertia tensor
As the total mass, the inertia tensor is essential for the vehicle dynamics, more
specifically for its angular motion. However, differently from the mass, this tensor cannot
be directly measured using simple sensors.
Assuming a symmetric mass distribution of the vehicle with respect to the
reference frame placed at the CG, we would need to calculate the principal moments
of inertia only, which could be done by swinging the vehicle in pendulum movements
(DONISELLI et al., 2002; SCHEDLINSK; LINK, 2001).
Firstly, linear pendulums were used to obtain the inertia 𝐽𝑥𝑥 and 𝐽𝑦𝑦. Figure





















Figure A.6 – Linear pendulum setup for 𝐽𝑥𝑥 and 𝐽𝑦𝑦 inertia determinations.
Considering small angles, Newton-Euler equations provide:
𝐽𝑂𝑥𝑥𝜙+𝑚𝑔𝐿𝐶𝐺𝜙 = 0 (A.5a)
𝐽𝑂𝑦𝑦𝜃 +𝑚𝑔𝐿𝐶𝐺𝜃 = 0 (A.5b)
where 𝐿𝐶𝐺 is the pendulum height, with respect to the CG, and 𝐽𝑂𝑥𝑥 and 𝐽𝑂𝑦𝑦 are the
inertia calculated around the pendulum rotation point 𝑂 (see Figure A.6).
Neglecting losses in the pendulum movement, the angular response of the pen-
dulums is sinusoidal, and the inertia can be obtained as a function of the pendulum










where 𝑓𝜙 and 𝑓𝜃 are the sinusoidal frequency of the roll and pitch pendulum, respectively.
Since the inertia are calculated at the point 𝑂, the parallel axis theorem, also
know as Huygens-Steiner theorem (GOBBI et al., 2011), is used to obtain the inertia
value at the vehicle CG:
𝐽𝑥𝑥 = 𝐽𝑂𝑥𝑥 −𝑚𝐿2𝐶𝐺
𝐽𝑦𝑦 = 𝐽𝑂𝑦𝑦 −𝑚𝐿2𝐶𝐺
(A.7)
The linear pendulum is inadequate for calculating the inertia 𝐽𝑧𝑧 as it would
be necessary to position the front or lateral of the vehicle downwards. Alternatively, a
torsional pendulum is used.
Figure A.7 illustrates the torsional pendulum lifting the vehicle for some height
𝐻. The torsion causes a tilt angle 𝛼 in the strings, initially perpendicular to the vehicle.






where 𝐵𝑝 and 𝐿𝑝 are the torsional pendulum radius and height, respectively.
According to the energy conservation law, and neglecting string elasticity and
friction losses, the kinetic energy produced by the pendulum is converted into the potential
energy necessary to lift the vehicle. Therefore:
𝑚𝑔𝐻 = 12𝐽𝑧𝑧 (2𝜋𝑓𝜓)
2 𝜓2 (A.9)





where 𝑓𝜓 is the torsional pendulum oscillation frequency.
Figure A.8 shows the pendulum experiment carried out at LABEDIN using
8m strings.
The pendulum frequencies were obtained using the angular displacement pro-
vided by the XSENS Inertial Measurement Unit (IMU) installed on the platform. Each






















Figure A.7 – Torsional pendulum for 𝐽𝑧𝑧 inertia determination.
Video available at <https://youtu.be/
8zJQ4dnrVCw>
(a)
Video available at <https://youtu.be/
Ra4b0I88TJQ>
(b)
Video available at <https://youtu.be/
0eYwSh8Taps>
(c)
Figure A.8 – Pendulum test of the VERO platform to identify inertia: (a) 𝐽𝑥𝑥; (b) 𝐽𝑦𝑦;
and (c) 𝐽𝑧𝑧.
Table A.1 – Frequencies obtained with the pendulum tests.
Tests 𝑓𝜙 (Hz) 𝑓𝜃 (Hz) 𝑓𝜓 (Hz)
First 1.80·10−1 1.80·10−1 3.24·10−1
Second 1.79·10−1 1.80·10−1 3.24·10−1
Third 1.79·10−1 1.80·10−1 3.24·10−1
Forth 1.80·10−1 1.80·10−1 3.22·10−1
Mean value 1.80·10−1 1.80·10−1 3.24·10−1
Standard deviation 4.50·10−5 9.71·10−5 7.71·10−4
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pendulum experiment was repeated four times. Table A.1 presents the resulting frequen-
cies.
The frequency mean values are used to calculate the inertia. For the linear
pendulums, (A.6) provides the inertia at the point 𝑂, which is corrected to the CG
position applying (A.7), leading to 𝐽𝑥𝑥 = 183.91 kgm2 and 𝐽𝑦𝑦 = 247.88 kgm2. For the
torsional pendulum, (A.10) is applied, resulting in 𝐽𝑧𝑧 = 253.84 kgm2.
The standard deviation of the inertia in the 𝑥, 𝑦 and 𝑧 axis were, respectively,
208.19 kgm2, 210.38 kgm2 and 2.18 kgm2.
The large standard deviations of 𝐽𝑥𝑥 and 𝐽𝑦𝑦 are due to inaccuracies in 𝐿𝐶𝐺.
For large pendulums, even small errors in the CG position generate large inertia errors
because of the square of 𝐿𝐶𝐺 in (A.7).
A.3 Suspension stiffness and damping
As discussed in Chapter 2, the suspension is represented by a spring-damper
system. However, the real suspension set is more complex, with other components and
mechanisms between the vehicle body and the wheel, such as the suspension arm and the
chassis deflection. Therefore, we need a spring damper model with a frequency response
equivalent to that of the real suspension set.
To obtain the equivalent model, the suspension was excited imposing a vertical
displacement at the wheel hub, while the vertical movement of the chassis was constrained,
as illustrated in Figure A.9.
The actuator displaces the lower extremity of the suspension by Δ𝑢𝑧. Since
the chassis is vertically locked, the suspension force 𝐹𝑆𝑖𝑗 is obtained as:




To calculate the equivalent 𝑘𝑆𝑖𝑗 and 𝑐𝑆𝑖𝑗 , Rill (2011a) suggests to apply a
sinusoidal Δ𝑢𝑧, which from (A.11) leads to:
𝐹𝑆𝑖𝑗(𝑡) = 𝑐𝑆𝑖𝑗𝐴𝑧2𝜋𝑓Δ𝑢𝑧 cos (2𝜋𝑓Δ𝑢𝑧𝑡) + 𝑘𝑆𝑖𝑗𝐴𝑧 sin (2𝜋𝑓Δ𝑢𝑧𝑡) (A.12)
where 𝐴𝑧 and 𝑓Δ𝑢𝑧 are the sinusoidal amplitude and frequency, respectively.
Since the real equivalent suspension system does not correspond to a perfect
spring-damper model, the real force is periodic, but not harmonic. Therefore, we approx-
imate the measured force by its first order Fourier series:
𝐹𝑆𝑖𝑗(𝑡) = 𝐹𝑆0 + 𝑎1 cos (2𝜋𝑓Δ𝑢𝑧𝑡) + 𝑏1 sin (2𝜋𝑓Δ𝑢𝑧𝑡) (A.13)
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Figure A.9 – Torsional pendulum for 𝐽𝑧𝑧 inertia determination.
with coefficients 𝑎1 and 𝑏1.
Since the test starts in a rest mode (static equilibrium), the term 𝐹𝑆0 is ne-









To identify the stiffness and the damper coefficients of the VERO platform,
we removed the wheels and fixed the chassis at its extremities. A hydraulic actuator
assembled with a load cell was used to apply the displacement at the wheel hub while
measuring the force, as shown in Figure A.10.
Due to the lack of a sensor to measure the suspension displacement, the dis-
placement command was used as measurement. However, there was no easy way to syn-
chronize the displacement input and the measured force, making almost impossible to
accurately obtain both Fourier series coefficients.
To overcome this problem, we identified the suspension stiffness separately. For
such, the actuator was used to generate a very slow linear displacement. Thus, neglecting
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(a) (b)
Figure A.10 – Suspension identification test. (a) Test setup. (b) Data acquiring equip-
ment.





In the test, we imposed a slow triangular displacement with the actuator, and
the forces were measured by the load cell. Figure A.11 shows the applied displacement
and the measured forces for the front-left and rear-left suspensions.
The stiffness is obtained on each edge of the triangular displacement – after
the stabilization of the measured force – using a least-square method to solve (A.16). The
stiffness values obtained are presented in Table A.2. The stiffness in the right and left
suspensions were considered equal.
Table A.2 – Equivalent suspension stiffness.





Mean value 15,445.1 16,382.92
Standard deviation 584.84 427.89
The damper coefficient can be identified using sinusoidal excitation as 𝑏1 is
calculated using (A.15) and the previously identified stiffness.




𝑎21 + 𝑏21 (A.17)
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Figure A.11 – Stiffness identification test results for (a) front-left, and (b) rear-left sus-
pension.
The Fast Fourier Transfer (FFT) algorithm was applied to the measured force.
The magnitude in the excitation frequency was used in (A.17) to obtain 𝑎1. The damper
coefficient was calculated by (A.14).
As an illustration, consider the case where the front-left suspension is excited
by a sinusoidal displacement with amplitude of 0.007m and frequency of 1Hz. The dis-
placement and measured forces are presented in Figure A.12.



















Figure A.12 – Damper coefficient identification test results for Δ𝑢𝑧 = 0.007 sin (2𝜋1𝑡).
With the measured force, we generated the force amplitude spectrum – shown
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in Figure A.13 – using the FFT algorithm from Matlab. The force magnitude in the
excitation frequency was 204.54N. From (A.15) we found 𝑏1 = 108.12N, and (A.17)
provided 𝑎1 = 199.99N.











Figure A.13 – Force amplitude spectrum density of the front-rear suspension for Δ𝑢𝑧 =
0.007 sin (2𝜋1𝑡).
Finally, applying (A.14) we obtained 𝑐𝑆11 = 3947.80N s/m.
This procedure was repeated for 𝑓Δ𝑢𝑧 equal to 1Hz, 2Hz, 3Hz, 4Hz, an 5Hz,
both for the front-left and rear-left suspension. The results are presented in Figure A.14.































Figure A.14 – Damper coefficient of the front-left and front-rear suspensions.
Figure A.14 shows that the damper coefficients vary as a function of the excita-
tion frequency. The damper coefficients were considered constant and equal to their mean
values (𝑐𝑆11 = 𝑐𝑆12 = 2340.81N s/m and 𝑐𝑆21 = 𝑐𝑆22 = 2614.73N s/m), but a time-varying
model would provide a better representation for the real suspension system.
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B.1 Vertical forces at mission 1












































Measured D-J DICO-EKF DICO-UKF
Figure B.1 – Estimated vertical TGIFs of DYNA vehicle at the entire mission 1.
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B.2 Lateral forces at mission 1












































Measured D-J DICO-EKF DICO-UKF
Figure B.2 – Estimated lateral TGIFs of DYNA vehicle at the entire mission 1.
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B.3 Longitudinal forces at mission 1












































Measured D-J DICO-EKF DICO-UKF
Figure B.3 – Estimated longitudinal TGIFs of DYNA vehicle at the entire mission 1.
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B.4 Vertical forces at mission 2




















































Measured D-J DICO-EKF DICO-UKF
Figure B.4 – Estimated vertical TGIFs of DYNA vehicle at the entire mission 2.
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B.5 Lateral forces at mission 2
















































Measured D-J DICO-EKF DICO-UKF
Figure B.5 – Estimated lateral TGIFs of DYNA vehicle at the entire mission 2.
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B.6 Longitudinal forces at mission 2












































Measured D-J DICO-EKF DICO-UKF
Figure B.6 – Estimated longitudinal TGIFs of DYNA vehicle at the entire mission 2.
