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résumé et mots clés
Les processus de Poisson composés et filtrés forment une classe de modèles très utile pour certaines applications en traitemen t
du signal, traitement de l'image, et télécommunications . Une des premières applications de ce type de modèle en traitement d e
l'image a été proposée par Bernard Picinbono en 1955 pour la distribution des grains d'argent dans un film photographique .
Ici on introduit un modeèle de Picinbono généralisé dont l'objectif est d'estimer les paramètres du processus de Poisson filtr é
en présence de lissage spatial et de bruit additif Gaussien . En posant le problème de l'estimation dans le contexte de la théori e
de l'information, on est conduit à une représentation du modèle par la composition d'un canal Poissonnien et d'un cana l
Gaussien. Cette composition mène naturellement à un estimateur paramétrique du type «expectation-maximization» (EM) et
à une borne du type «distortion-rate» sur l'erreur d'estimation.
Images Booléennes, granulométrie, algorithme EM, borne de Shannon, processus de recouvrement
abstract and key words
Compound and filtered Poison processes are useful models for many applications in signal processing, image processing, an d
communications . One of the earliest imaging applications of these models was proposed by Bernard Picinbono in a 1955 paper
on silver dye photographs . In this paper we treat a generalized model with the primiary objective being to estimate parameter s
of the filtered Poisson process in the presence of spatial smoothing and additive Gaussian noise . By imbedding the estimatio n
problem into the context of information theory we decompose the model into the cascade of a discrete event Poisson proces s
channel and a continuous Gaussian waveform channel . This naturally leads to a expectation-maximization (EM) type estimatio n
algorithm and a distortion-rate lower bound on estimation error .
Boolean images, granulometry, EM algorithm, Shannon bound, coverage processe s
Ì . introduction
Cet article traite un problème de l'estimation paramétrique à parti r
d'une mesure qui provient d'un processus de Poisson filtré e n
présence d'un bruit Gaussien additif . Notamment dans le domain e
du signal on peut citer les travaux de Gatti et Svelto en détection
des particules sous-atomiques nucléaires [17] ; ceux de O'Reill y
en détection de paquets de photons en communication optiqu e
[31] ; ceux de Dorfman en analyse des signaux neuronaux [11] ;
ceux de Bruckstein, Shan et Kailath en localisation des échos
acoustiques composés [7], ceux de Mendel en analyse des signaux
sismiques [29] ; et ceux de Faure en révérberation acoustique sous -
marine [14] .
Problème d'estimation pour des processus de Poisso n
Ce modèle est aussi pertinent dans diverses applications d u
traitement de l'image. On peut citer les travaux de Amoss et
Davidson [1] et de Wernick et Morris [39] sur la détection d'un e
image ayant une intensité faible ; ceux de Salomon et Glavich
[35] sur la localisation et poursuite des étoiles en astronomi e
optique ; ceux de Kazovsky [28] sur l'estimation de la position
d'un faisceau de lumière sur un réseau de photo-détecteurs ; et
ceux de Clinthome, Rogers, Shao et Korat [8] sur la localisation d e
la photo-scintillation induite par l'intéraction d'un rayon gamm a
avec un crystal de sodium .
Dans son papier de 1955 [32], qui précède les papiers cités ci -
dessus d'au moins une quinzaine d'années, Picinbono considérai t
un modèle pour la transparence d'un film photographique formé
d'une superposition de grains d'argent de taille variable et dont l e
nombre et les positions de ces grains suivent une loi de Poisso n
homogène . Il est particulièrement intéressant pour ce numéro
spécial de la revue Traitement du Signal, de noter que, à m a
connaissance, ce papier de Picinbono était le premier à proposer
un modèle de Poisson filtré dans le domaine de l'image .
Ce travail de Picinbono est le point de départ pour notre article .
On donne une extension du modèle de Picinbono qui permettra
l'étude du comportement des estimateurs de la distribution de la
taille des grains en présence de lissage spatial et de bruit additif
Gaussien . Les résultats de Picinbono présentés dans [32] sur l a
forme de la moyenne et de la covariance spatiales du modèle s' y
montreront essentiels pour notre étude .
2. un modèle général
Soit O = [Oz, . . . , O p ] T un vecteur de variables aléatoires (v.a . )
prenant des valeurs 8 = [9i , . . . , 91,]T dans un sous-ensemble
de Rp et ayant une densité fe(8) . Notre but sera de développer
un estimateur de type maximum à posteriori (MAP) de e et
d'analyser les bornes sur ses performances . L'estimation de O
sera basée sur une observation d'une image Y = {Y(u) : u E I}
qui est composée d'une image S, dite le signal, et une image W ,
dite le bruit . Ici I dénote le support de l'image I, supposé carré
I = [—a, a] x [—a, a], et iI dénotera sa superficie 4a2 .
Le signal S est engendré par un processus ponctuel marqué
dM = {dM(u) : u E I}, dont la distribution dépend de O ,
et un lissage dû à l'acquisition optique . Le processus dM crée N
points {t j }N i en I ainsi que N points, appelés des «marques » ,
{R i }N i dans un espace de marques (0, co) .
On suppose que, en conditionnant sur O = 8 et N, les point s
{UX=' 1 et les marques {Rz},`_' 1 sont mutuellement indépen -
dants et indépendamment distribués (i .i .d.) ayant des densité s
marginales fu ie(uiO) et fue(r19), respectivement. On suppos e
aussi que N est un v.a. de Poisson de paramètre E[NiO] =
E[N] = A > 0 indépendant de O .
Ces hypothèses impliquent que, conditionnés sur O, les points Uz
et les marques Ri forment un processus de Poisson marqué avec
intensités Afu l e(uI8), sur u E I, et af4e(ri9), sur r E (0, oo) ,
respectivement, où A = A/ I~ est l'intensité spatiale du processus .
Le processus ponctuel dM est ainsi dit «un processus de Poisso n
marqué et composé » . La distribution jointe de (dM, O) ayant une
forme analytique bien connue, le problème de l'estimation de O
à partir de dM est relativement facile à étudier, e .g ., voir [21, 5 ,
4, 30, 38, 15] .
Le problème général qui nous concerne ici est l'estimation de O a
partir d'une observation Y dérivée par filtrage, lissage, et bruitag e
du processus de Poisson marqué et composé dM :
Y(u) = S(u) + W(u), u E I
	
(1 )
où W est un bruit blanc spatial Gaussien de moyenne null e
indépendant de S et ayant pour densité spectrale No/2, et S(u )
est un signal ayant la représentation générale
S(u) = h(u) * g(u ; dM) .
	
(2 )
Ici h(u) est une fonction de lissage spatial, qu'on suppos e
sphériquement symétrique (h(u) = h(lIuil)), «*» dénote la
convolution spatiale, et g(u; dM) est un filtrage du processu s
dM .
La fonction de filtrage g(•; dM) spécifie la façon dont les point s
et les marques de dM sont insérés dans l'image Y . Dans certaines
applications, on pourrait raisonnablement proposer que la fonc-
tion de filtrage produise une superposition linéaire de N fonctions
de Dirac dans le rectangle I :
g ;BI) _
	
Ri S(u — Ui ) .
z= i
Ce modèle linéaire est une généralisation à deux dimensions d u
modèle de "shot noise," qui est pertinent dans les application s
de photo-détection [17, 25, 20], de détection de potentiels neu-
rologiques [36], et d'autres applications [29, 14] . En deux di-
mensions, nous avons adopté le modèle (3) de g en [23] pour
un problème d'estimation de la position e sur un détecteur op-
tique spatial d'un faisceau de lumière faible et d'intensité con
-
nue. Dans le contexte d'un détecteur CCD, la mesure Y est l e
champ électrique induit à la sortie du détecteur, {Uz} sont le s
positions de photons incidents sur le détecteur, ayant l'intensité
a(uiO) _ .\(u — O), {Ri} sont les charges électriques déposées
par chacun de ces photons, présumées indépendantes des {UZ } ,
et W est un bruit dû à l'électronique.
Par contre, dans ce papier on considère un cas de filtrage non -
linéaire pour lequel g(u; dM) a la représentatio n
N
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f(r10) pour 0= — 0 .8 S pour 0=-0.8 Y pour 0=-0. 8





























Figure 1 . — Trois réalisations de l'image S et Y pour la densité des rayons (en mm) des disques montrée dans la première colonne. La taille de l'image est
20 x 20 mm et le niveau gris est tel que le noir correpond à la valeur minimum de l ' image et le blanc à la valeur maximum . L'intensité est A = 0.5, ce qu i
correspond à une moyenne de A = 200 disques dans chaque image . Pour toutes les images dans la troisième colonne, le rapport signalfbruit est 3dB et la
fonction de lissage spatial h(u) est de forme Gaussienne symétrique de largeur 2 * Q fixée à 0.66 mm.
où D(u) est la fonction indicatrice d'un disque de surface 7r et de
centre zéro
D(u)
et Ui et Ri dénotent, respectivement, la position et le rayon d e
chaque disque . Il est important de noter que g(u ; dM) est une
fonction binaire qui prend la valeur 1 s'iI existe au moins un
disque couvrant le point u et la valeur 0 dans le cas contraire .
Dans la figure 1, on montre trois réalisations de l'image S et Y
pour une densité fRle(rl B) linéaire de la forme





où 0 E [—1, 1] . Chaque ligne de la figure 1 correspond à un choi x
différent de B, Pour B = 0 les rayons Ri sont uniformes . Pour
B = -0.8 et B = 0.8 ces rayons ont des densités plus concentrées
vers 0 et 1, respectivement .
La fonction 1 — g(u ; dM) est la fonction de transparence T (u)
introduite par Picinbono en 1955 [32] pour un modèle de l a
distribution des grains d'argent dans un film photographique .
Le modèle (4), qui est aussi connu sous les noms de « modèl e
Booléen» et «processus de recouvrement» [19], a été propos é
plus tard pour d'autres applications rélatives à la biologie et aux
sciences de la vie [10], à la stéréologie [13], et à la balistique [12] .
Bien que dans certains domaines d'application les densités fuie
et fRle puissent toutes les deux dépendre du paramètre O = 8 ,
on se limitera dans cet article au cas plus simple où fu est une
densité uniforme sur I et on cherchera à estimer un attribut d e
la densité fR e, e .g . la surface moyenne irE[R2le] des disques .









II II > 1u
(5)
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s'appelle la granulométrie et plusieurs estimateurs ad hoc ont ét é
proposés, voir par exemple [33, 37] .
Finalement, remarquons que le lissage de l'image g(•; dM) e t
l'addition de bruit, prescrits par notre modèle général (1), nou s
permettent de prendre en compte les effets de la transcriptio n
physique de l'image, e .g . par un procédé d'enregistrement élec-
tronique, mécanique, ou chimique . Malheureusement, le bruitage
et le lissage rendent impossible une représentation analytique de
la distribution jointe de Y, e et donc l'estimation optimale de
O est beaucoup plus difficile à partir du modèle (1) qu'à par-
tir des mesures directes dM du processus ponctuel . Même dan s
le cas plus simple d'une seule dimension, on doit se contenter
d'une approximation de l'estimateur optimal O ; e .g, voir [24,20,3 ,
27,18,2] . Le but de notre article sera de montrer que, malgré cette
difficulté de représentation analytique, les moments d'ordre deu x
du pair (Y, dM) sont suffisants pour construire des approxima-






Figure 2. — (a) Représentation statistique de Y comme sortie d'un cana l
d'information C avec entrée O. (b) Décomposition du canal C en 2 canaux
C1 et C 2 .
la probabilité de transition de C l est spécifiée par fdMlo qu i
correspond à un canal du type purement Poissonnien . Comme
on le verra plus loin, cette décomposition C1 C2 de C permettra
le calcul d'une borne analytique sur la capacité C qui sera util e
pour séparer les zones d'opération en régime où l'estimation es t
limitée par les statistiques de dM et en régime où elle est limitée
par les statistiques engendrées par la formation de l'image Y à





Les mesures Y sont reliées aux paramètres C par la densité
conditionnelle fyie = {fy i e(yl9)}y a dont l(0) = ln fy i e(yie )
est appelée la fonction de log-vraisemblance . Puisque O est un
vecteur de paramètres aléatoires, il existe une interprétation d e
Shannon très utile qui associe file aux probabilités de transition
d'un canal de mesure C (voir figure 2) . Dans le langage de
la théorie de l'information de Shannon, l'entrée de ce cana l
O est la v .a . produite à la source et la sortie de ce canal Y
est la v .a . produite à la destination . Supposons que X soit une
v.a. quelconque . L'identité de Bayes nous donne : fy 1 e(ylO) =
I,
que fy ix , e(ylx, 9) ne dépende pas de 9, l'identité de Bayes
affirme que le canal C peut être décomposé en une cascade de
deux canaux C1 et C2 dont les probabilités de transition son t
spécifiées par fxie et fy lx, respectivement. Dans le langage de
l'algorithme EM, dont on reparlera dans la suite, un tel X es t
un jeu de données complètes qui porte plus d'information sur e
que Y .
Dans le contexte du modèle (1), un jeu de données complètes
naturelle est le processus ponctuel marqué dM, ce qui donne
la décomposition illustrée dans la figure 2 . Dans ce cas, puisque,
étant donné dM, la partie signal S de Y = S+ W est déterministe,
la probabilité de transition de C2 est spécifié par fylx,e (y l x , 0) =
fw (y — s) qui est évidemment indépendante de O . D' autre part
4. un estimateur MAP
du type EM
Rappelons que l'algorithme EM peut être écrit de la façon
suivante :
Initialisation : 0 0 ,k = 0
Pour k = 1, . . .
• [E Step] Estimer






L'algorithme EM est basé sur la définition d'un jeu de donnée s
complètes X qui est traditionnellement défini par une fonction g
qui détermine X parla relation Y = g(X) [9] . Cependant, pour
notre application ainsi que pour d'autres en traitement du signal ,
il sera plus simple d'utiliser la définition équivalente [26] : X est
un jeu de données complètes si X contient plus d'information su r
O que Y dans le sens précis que fyix,e = fy)x• En vue de la
décomposition du canal de mesure C montrée dans la figure 2 ,
il est clair que la définition X = dM produit un jeu de donnée s
complètes valide .
La mise en oeuvre exacte de l'algorithme EM est rendue dif-
ficile sinon impossible par le fait que l'espérance Q(010) =
E[ln fx i e(X I6)IY, O = 0] ne prend pas une forme analytique .
Cette difficulté a été la motivation d'un algorithme EM approch é
introduit dans un autre article de l'auteur pour les processus d e
fylx,o(y l x , 8)fx10(xV ))dx . Quand la v.a . X est définie telle
{Q(e 1 9k ) + 11 f0(e)} (7 )
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Poisson filtrés évoluant dans une dimension [3] . Ce dernier al-
gorithme repose sur le fait que pour deux v .a . U et V, l'espé-
rance conditionnelle E[UIV] est l'estimateur optimal de U dans
le sens que E[(U - (1) 2 ] est minimisée pour U = E[UIV] .
Donc, Q(0I0) étant un estimateur optimal du log de la fonc-
tion de vraisemblance lx(0) = ln fx io(X l0), Q(010) admet une
approximation polynômiale d'ordre q : Q(010)
	
Q (q) (010) =
î (0) + . . . + l'Sqc ) (0) . Cette approximation est donnée par la pro-
jection de lx(0) sur l'espace linéaire span{Y (i) , . . . , Y (q) } où
Y (k) _ {H Y(zj ) :
	
E I} .
Dans cet article, on se limitera à une approximation de Q(010 )
d'ordre q = 1, c'est-à-dire linéaire en Y . Définissons les fonction s
Sa(u) = E[S(u)IO = 0], u E I .
1e,9 = E [ l X (a ) lo = 0]
Ka , ê(u) = cov(l X (0), S(u)10 = 0), v E I
Kò (u, v) = cov(S(u), S(v) 1O = 0), u, v E I .
Avec ces définitions on a la forme générale et bien connue d e
l'estimateur linéaire optimal de lx (0 )






f du Ka , ā (u)
	





où 1C- 1 (u, v) = KK(u, v)+No /2 S(u-v) est l'opérateur invers e
associé à la fonction de covariance de Y .
Rappelons que Y(u) = h(u) * (1-T(u) ) +W (u), où T (u) est l a
fonction de transparence introduite par Picinbono [32] . Il suit de s




= H(0) (1 - exp { -7r)m2(0) })
Ki) (u, v)
	
= h(u) * cov(T(u),T(v)10) * h(v),





[exp {f00r2B (Ij) fRio(r I0)dr } -1
J
o0
où m 2 (0) _ / r 2fRj o(r10)dr est le moment conditionnel d'or-
0
dre 2 des rayons {Ri } des disques, B(t) est la superficie de la
lentille d'intersection de deux disques de rayon 1 séparés par un e
distance t, et H(w) est la transformée de Fourier du filtre de lis -
sage spatial h(u) . Dans notre cas, où fR ~o est linéaire de la forme
(5), on peut exploiter une approximation excellente de la fonctio n
de covarianc e
cov(T (u), T (v)10 )
= e- )n m2(ā ) (1 - e-7ram2(6))
(1
+ 1l u -v11)
A+z
(10)2
Par une méthode de calcul similaire à celle de Picinbono, on
obtient des expressions pour la moyenne conditionnelle de lx (0 )
et la corrélation conditionnelle entre lx (0) et Y
īe, ā = H(0)AI-11
~
fRi®(r lā) ln fRlo(r I 0 )dr
0
Ke, ā (u) = H(0) .~lllexp { -~r~mz(B) }
[l — 7rr2 /lll] fRlO(r l 0 ) ln fRlO(r I 0 ) dr .
En remplaçant les identités (9) et (Il) dans l'expression (8), et en
appliquant l'identité de Parseval, on aboutit à une forme simple
pour la fonction Q (1 )









i11 ~o°Joo 1 H(w )1 2 4>T( w 1 0)+ No/2(12)
où FTy_S (w) dénote la transformée de Fourier 2D de Y(u) -
Sa (u) sur le domaine u E I, et 1nT (w I O) dénote la densité spectrale
conditionnelle de T, c'est-à-dire la transformée de Fourier 2D d e
la fonction cov(T(u), T(0) I0) (Eq .(10)) par rapport à u .
L'équation (12) accomplit le «E Step » de notre algorithm e
EM approché . Une forme analytique de la maximisation requis e
par le « M Step » peut être obtenue dans le cas d'une densit é
conditionnelle fRio exponentielle ou linéaire .
4.1 . disques à densité de rayo n
exponentielle
Soit fRl o(r1O) = 0ēer , r > 0, 0 E [0, oc)] . On obtient facile -
ment une équation pour la valeur de 0 qui maximise 0 (1) (010) :
- 02 + 2! q (Y, 0 )
02 +3! q(Y,0 )
En remplaçant 0 par l'itéré 0k+i et 0 par l'itéré 0 k , on obtient un e
récurrence pour l'algorithme EM approché qui cherche à maxi -
miser la fonction de vraisemblance non pénalisée, i .e . in fo (0) =-
constante dans (7) . Ceci correspond à l'utilisation commun e
d'un « improper prior » dans l'algorithme MAP. Notons qu e
le nouvel itéré 0 = 0k+1 est obtenue par l'application d'un
facteur correcteur à l'ancien itéré 0 = 0 k . Ce facteur augmente
(réduit) 0 quand les résidus filtrés q(Y, 0) sont négatifs (positifs) .
La récurrence EM approché a des points fixes spécifiés par la
condition q(Y, 0) = 0. Autrement dit, l'algorithme s'arrête quand
ek rend q(Y, 0 k ) égal à zéro . Notons aussi qu'il est nécessaire que
inf
ē>o 1 0 2 + 6q (Y, 0)1 soit supérieur a zéro pour assurer la stabilit é
de l'algorithme .
(9) 0=0
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4.2. disques à densité de rayon linéaire 5.1 . la Borne de Shannon
Soit fRle(rlB) donné par la forme linéaire (5) et supposons O
uniforme sur 1] . La valeur de B qui maximise C2 (1) (010) doit
satisfaire




L' intégrale peut être calculée explicitement et on obtient une équa -
tion nonlinéaire en O . Cette équation ne permet pas d'obtenir un e
forme explicite de la solution 8 et donc on est contraint à utilise r
les méthodes numériques . Cependant, on déduit directement de l a
forme intégrale (3) que les Aérés Bk ont le même comportement en
fonction de q(Y, B) que dans le cas d'une densité exponentielle .
On a mis en ceuvre les algorithmes EM approchés dans les cas
exponentiel et linéaire présentés ci-dessus . Sur la base de nos
simulations, on a constaté que les estimateurs convergeait trè s
rapidement dans les deux cas (en moins de dix itérations) et qu e
la limite était comparable h r estimateur construit par la « méthod e
des moments » . Plus de détails sur le comportement expérimenta l
de ces estimateurs itératifs seront présentés dans un autre article .
5. une borne inférieure
sur l'erreu r
d'estimation
Pour un estimateur = [(O 1 , . . . , Ô p ] T fonction de l'observation
Y, définissons le critère d'erreur
MSE
	
E[(Oz — Oi) 2 ] •
Pour développer une borne inférieure sur MSE, il serait nature l
de songer à la borne de Cramer-Rao (CR) . Or, comme on le sait
déjà, la densité fv l e ne prend pas une forme analytique et la
borne de CR n'est pas calculable . Une alternative présentée ici es t
d'utiliser la théorie de l'information pour développer une born e
de Shannon sur MSE . Cette approche a été utilisée dans le ca s
de modèle linéaire (Eq . (3) ) par l'auteur [20, 23] . Ici on donnera
seulement un rappel bref de la méthode de construction de ce s
bornes . En ce qui concerne notre application, l'importance de
notre approche est qu'elle peut fournir des bornes analytique s
qui dépendent seulement de la divergence de Kullback sur l a
famille de densités {fdMlo(dMIB)}e, et de la densité spectral e
du signal S .
Étant données deux variables aléatoires V et Z, V étant « l a
source» (la variable que l'on veut estimer) et Z étant « l a
destination» (les observées), définissons l'information mutuell e
I(V; Z) = E[1nPz lv(ZIV)/Pz(Z)] . Pz(*) est la distribution
de Z et Pz lv(• IV) est la distribution conditionnelle qui décrit le
canal, c'est-à-dire la probabilité de transition de l'entrée V et de
la sortie Z . Soit p(V, Z) une fonction de distorsion entre la sourc e
V et une estimée V (Z), et soit p = E[p(V, Z)] la moyenne de
la distorsion . Ici p(V, Z) est la somme des carrés de l'erreur et
pour ce cas p est égal à MSE . La théorie de Shannon [16] préscri t
que pour n'importe quelle valeur d de p la capacité C du cana l
reliant V et Z ne peut pas être inférieure à la fonction Rp (d), dit e
rate-distortion function »




La fonction Rp(d) est toujours strictement décroissante sur l e
domaine d < dmax où dmax est la somme des variances a prior i
des composants de V . Donc, RP (•) étant l'inverse de la fonction
Rp(d) sur d < dmax, dite « distortion-rate function », on a pour
MSE < dmax :
d = MSE > Rp i (C) .
	
(14)
L'expression (14) bornant la MSE peut être simplifiée en utilisan t
la borne de Shannon sur Ro et le théorème de Shannon sur l a
capacité de la composition de deux canaux . La borne de Shannon
prend la forme [6] :
Rp(d) < H(V) — 1n(27rde) ,
où H(V) = E[—ln Pv(V)] est l'entropie de Shannon. Le «data
processing theorem » de Shannon dit que C étant la capacité d'u n
canal composé de la cascade de deux canaux ayant pour capacité s
Ci et C2 [16]
C min{Ci , C2 } .
Cette borne dit simplement que la capacité totale du canal com-
posé est dominée par le canal le plus faible . En appliquant ce s
deux bornes de Shannon à l'inégalité (14) on obtient facilemen t








La quantité 2~e e
,
-H(v) est appelée le «entropy power » qu i
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Identifions les données Y = Z et les paramètres B = V dan s
la borne de Shannon (15) . La capacité C est spécifiée par la dis-
tribution conditionnelle Py ! e que l'on sait ne pas être calculable .
Cependant, on peut facilement traiter les capacités C1 et C2 dan s
la décomposition de C décrite dans la figure 2 .
6.1 . une borne sur la capacité C1
A cause de l'indépendance mutuelle de {Ui } et l'ensembl e
{0, {Ri }}, on démontre facilement l'identité 1(0, dM) _
I(0, {Ri }N 1 ) = H({Ri }N 1 ) — H({Ri } N 1 10), qui est la diffé-
rence entre l'entropie du processus des marques {Ri }N1 et son
entropie conditionnelle . En utilisant le fait que le processus d e
Poisson a la plus grande entropie parmi les processus ponctuel s
ayant la même intensité, on arrive à une borne supérieure sur l a
capacité C1 similaire à l'expression obtenue en [21, Lemme 4 ]




r e ln f	
ie (r
)






fR(r) def f .fo(9)fRle(rI9)d9,
	
( 16)
L'expression q est simplement la capacité d'un canal puremen t
Poissonien . Ci est égal à la moyenne de la distance de Kullback
entre la densité conditionnelle fRl e(rIO) et la densité marginal e
fR (r) . La capacité C1 est nulle quand fRle(rI9) est constante e n
9 et donc identique a fR(r) . Dans ce cas dM (et de même pour
Y) ne porte aucune information sur 0 .
6.2. une borne sur la capacité C2
Il est assez simple d'obtenir une borne explicite sur C2 en utilisant
le fait suivant : la capacité d'un canal avec sortie continu e
n'est jamais supérieure à celle d'un canal Gaussien qui livr e
un processus ayant la même covariance à la sortie . Ceci suit
directement de l'identité I (YI dM) = H(Y) — H(YIdM) et du
fait bien connu que l'entropie H(Y) est maximisée par l'entropie
d'un processus Gaussien :
C2 = sup{H(Y) — H(YIdM) }
Pd M




< H(N) — H(W)
où N est un processus Gaussien de moyenne nulle ayant pou r
fonction de covariance cov(Y(u), Y(v)), u, v E I. Pour obteni r
la deuxième ligne de (17) on a bénéficié des faits suivants :
conditionné sur dM, le signal S est déterministe ; dM et W sont
des v.a indépendantes ; et H(W) ne dépend pas de pdM . Puisque
H(W) est l'entropie du bruit blanc Gaussien, l'expression final e
de (17) est la capacité CZ d'un canal Gaussien . En plus, puisqu e
Y est un champ homogène, on a recours à l'expression classiqu e
pour la capacité d'un canal spatial Gaussien quand I est grand pa r
rapport à la distance de décorrelation de S [34] :









oit n:In s(w) est la densité spectrale de S .
6.3. la borne appliquée au modèle
de Picinbono
On se limitera ici au cas où fRio (r 10) est de forme linéaire comme
énoncé en (5), et où fo est une densité uniforme . Pour appliquer la
borne au modèle lissé et bruité de Picinbono, il suffit de calculer
les capacités Ci et Cz pour ce choix de fu i e(r19) .
6.3.1 . capacité q
Puisque fRlo(ri9) est définie seulement pour 9 E [—1, 1], il fau t
faire la maximisation en (16) sur l'espace de densités fo(9) sup-
portées sur cette intervalle . Définissons l'entropie conditionnelle
de Ri pour 0= 9
H(RI9) = — f fRlo(ri9)1n fRlo(ri9)dr .
Avec ceci on peut répresenter l'information mutuelle de la façon
suivante
I(0, dM) = H(RIµ) — f H(RIO) fe(9)d9
oùµ = E[0] = f Ofe(9)d9 . La maximization de 1(0, dM) sur
fe donne la capacité Ci' . On réduira ce problème de maximisatio n
à une suite de deux maximisations sous-jacentes . D'abord o n
maximise le Lagrangien L(fe) pour une valeur de pi fixe :
LU) = - f H(RI9) f (9) + 1 f f (9)de + 2 f e f (9)d 9
où 61 et 2 sont des facteurs à déterminer pour que la fonction
maximisante fil SZ def
L(f) satisfasse les deux contraintes :f f (9)d9 = 1 et J 9 f (9)d9 = µ . Soit fµ cette fonctio n
maximisante qui satisfait ces contraintes . Il suffit par la suite d e
maximiser I(0, dM) = H(RIµ) — fH(RIO)f(9)d9 sur µ .
Avec des « water pouring arguments » standards pour ce genre d e(17)
Traitement du Signal — Volume 15 - n°6 — Spécial 1998
	
499
Problème d'estimation pour des processus de Poisson
0 .80 .4 0 . 60 . 2
Figure 3 . - La densité f© qui maximise l'information mutuelle I(e, dM )
pour le cas où fR le est linéaire.





où a 0 .0698, et une expression pour la densité fo = g qu i
atteint cette capacit é
fo (B) = 1/2 - a/3 + aB 2 .
Cette densité, montrée en figure 3, est optimale dans le sen s
où elle maximise l'information mutuelle entre O et dM et, par
conséquent, parmi toutes les densités de O possibles, elle devrai t
permettre une estimation de O avec le minimum de variance . Cec i
est en accord avec l'intuition que dans l'ensemble de densité s
conditionnelles possibles, { fRle(rle) : B E [-1,1]}, c'est la
densité uniforme (B = 0) qui produit des R i ayant la plus grande
variance . Le même comportement en fonction de B serait attend u
des estimateurs de O . Donc, fo défavorise les valeurs de B proche s
de 0, cas pour lesquels la variance de l'estimateur de O serait l a
plus grande .
6.3.2. capacité CZ
L'expression (18) dépend de la densité spectrale .T)s du si-
gnal S. Le calcul de cette quantité est immédiat en utilisan t
les expressions (11), l'identité cov(U, V) = E[cov(U, V IO)] +
E[(E[UIO] - E[U])(E[VIO] - E[V])], et la forme supposée
linéaire de fie f o . Puisque la fonction de covariance conditionnelle
K0 (u, 0) de S a une symétrie sphérique (voir Eq . (9)), cDs(w)
bénéficie aussi de cette symétrie en w . Définissons la fonctio n
p(u) = (1- /2)2+a et sa transformée de Fourier P[ 11w 11) . E n
faisant un changement de coordonnées rectangulaire--*polaire, on
Figure 4 . —Les capacités Cl et CZ en fonction de l'intensité a pour le cas où
.%fRle est linéaire, fe(0) est uniforme sur H1, 1], et les mêmes paramètres
que ceux de la figure 1 .
obtient une expression simple :






où, M0 (t) = E[e ta ] étant la fonction caractéristique de fo ,
= e-')'/3 [Ma(-7rA/3) - MA-7A/6)e -71 .
Dans la figure 4, on montre Ci et Cz en fonction de l'intensité
A pour le cas de fo(B) uniforme sur [-1, 1] et les paramètres I ,
No , a cités en figure 1 . Rappelons que c'est le minimum de Ci
et C2 qui détermine la borne de Shannon (15) . Notons que l a
capacité CI est croissante en A et tend vers l'infini : l'estimation
de O basée sur les mesures directes de dM bénéficie toujours de
plus de points . Par contre la capacité C2 prend un maximum et
décroît à zéro pour grand A : pour un estimateur de O basé sur
les mesures Y, un nombre de plus en plus grand d'occlusion s
entre disques produit une dégradation de performance . On peu t
observer une dégradation similaire dans le rapport signal/bruit .
Cette dégradation pour A grand est contraire à ce qu'on a constaté
pour le modèle linéaire (3) étudié en [20, 22, 23] .
En général, la borne de Shannon nous permet de séparer la perfor-
mance en deux régimes d'opération, l'un pour Ci < q, que l'o n
appellera le régime limité par les statistiques Poissonniennes, e t
l'autre pour C2 < Ci % que l'on appellera le régime limité par le s
statistiques Gaussiennes . Donc on peut constater sur la figure 1
qu'il y a trois régimes en fonction de A . En mesurant Y, c'est seule-
ment pour les valeurs de A ni trop petites ni trop grandes qu'o n
peut espérer atteindre le régime Poissonnien de performance . Le s
frontières de ces régimes dépendent de la superficie de l'image ,
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Dans cet article on a étudié un problème d'estimation pour
une version bruitée et lissée d'un modèle d'image introduit pa r
Bernard Picinbono en 1955 . Pour ce problème, on a présenté
des algorithmes d'estimation de type EM ainsi que des bornes
de type Shannon sur l'erreur d'estimation et la capacité d u
canal de mesure . La détermination de la valeur pratique de ce s
résultats nécessitera un travail de simulation non négligeable pou r
déterminer l'efficacité et la fiabilité de nos estimateurs .
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