The project of Greenlees et al. on understanding rational G-spectra in terms of algebraic categories has had many successes, classifying rational G-spectra for finite groups, SO(2), O(2), SO(3), free and cofree G-spectra as well as rational toral G-spectra for arbitrary compact Lie groups.
The project of Greenlees et al. on understanding rational G-spectra in terms of algebraic categories has had many successes, classifying rational G-spectra for finite groups, SO(2), O(2), SO(3), free and cofree G-spectra as well as rational toral G-spectra for arbitrary compact Lie groups. The project has expanded to consider (commutative) ring spectra in terms of these algebraic models. This paper provides an introduction to this body of work, whose papers often assume a deep familiarity with rational equivariant homotopy theory.
Starting from the definition of rational G-Mackey functors, we explain how the rational Burnside ring acts on this category and how change of groups functors behave. Combining these functors, we give an accessible account of the structure and classification of rational G-Mackey functors in terms of group rings and a comparison of the monoidal structures. We explain how this classification is the template for the classifications of rational G-spectra for varying G.
The second half of the paper considers rational G-spectra for G a compact Lie group. Here the rational Burnside ring appears as the ring of self maps of the sphere spectrum. We describe the structure of this ring and its idempotents. Following the template, we show how the same approach (Burnside ring actions, restriction to subgroups and fixed points) is used in the various classifications of rational G-spectra. We also discuss the additional complexities (isotropy separation, localisations and cellularisations) that are needed for spectra.
The conjecture by Greenlees states that for any compact Lie group G there is a nice graded abelian category A(G), such that the category dA(G) of differential objects in A(G) with a certain model structure is Quillen equivalent to the category of rational G-spectra G-Sp Q ≃ Q dA(G).
Nice here means that the category A(G) is of injective dimension equal to the rank of G and of a form that is easy to use in calculations. If we find such A(G) and dA(G) equipped with a model structure Quillen equivalent to G-Sp Q , we say that A(G) is an abelian model and dA(G) is an algebraic model for rational G-spectra. The conjecture is known for quite a number of groups in some form. Particularly useful examples are the case of O(2) as given in [Bar17] and [Gre98b] ; and SO(3) as given in [Kęd17b] and [Gre01] . We refer to [GS17] for a more complete summary of the known cases.
Since [GS17] was published there was significant development in the field. This includes extending the existence of algebraic models to profinite groups (see [BS20] and [Sug19] ) as well as taking various complexities with monoidal structure into account (see [BGK18a] , [BGK18b] and [PW19] ). We refer the reader to [BG19] for a related result stating that a nice stable, monoidal model category has a model built from categories of modules over completed rings in an adelic fashion.
The aim of this paper is to give a new introduction and explanation to some of these existing results while demonstrating the analogy between the algebraic and topological sides. By doing so, we intend to give an overview of the methods and tools used in obtaining algebraic models for rational G-spectra and provide a step-by-step guide, at least in some cases.
Part 1. The structure of rational Mackey functors
An introduction to rational Mackey functors
For G a finite group, the category of Mackey functors is an abelian category that is important to group theorists and algebraic topologists working equivariantly. Working over the rationals greatly simplifies the category, rationally it splits into a direct product of modules over group rings of the Weyl groups of subgroups of G (counted up to conjugacy). We use the rationals for definiteness, but it can be see than any ring such that |G| is invertible will give a splitting result.
This result is stated formally as Theorem 4.7. It was proven independently by two sources, Greenlees and May [GM95, Appendix A] and Thévenaz and Webb [TW95] . The former took an approach from equivariant stable homotopy theory, the latter from algebra. We find the former approach simpler, so we follow it, expanding substantially on the proofs. General references for the results on Mackey functors are Greenlees [Gre92] , Greenlees and May [GM92] and Webb [Web00] . For a discussion on Mackey functors for compact Lie groups see [Lew98] .
From the many equivalent definitions of a Mackey functor, we choose one in terms of induction and restriction maps.
Definition 2.1. A rational G-Mackey functor M is:
• a collection of Q-modules M (G/H) for each subgroup H G, • for subgroups K, H G with K H and any g ∈ G we have a restriction map, an induction map and a conjugation map (2) For L K H subgroups of G and g, h ∈ G, there are composition rules
The first two are transitivity of induction and restriction. The last is associativity of conjugation.
(3) For g ∈ G and K H subgroups of G, there are composition rules
This is the equivariance of restriction and induction. 
This condition is known as the Mackey axiom.
We denote the category of rational Mackey functors by Mackey(G).
To save space, many texts shorten the input and write M (H) := M (G/H). This notation aligns better with the terms induction and restriction, but precludes the following remark.
Remark 2.2. Since every finite G-set is (up to non-canonical isomorphism) a disjoint union of orbits G/H, we can (by choosing such an isomorphism) extend any Mackey functor to take input from the category of finite G-sets and G-maps by sending disjoint union to direct sums. We will repeatedly use this extension (without further notice) in the adjunctions on Mackey functors that we define later.
Lindner [Lin76] uses this extension to give an equivalent definition of Mackey functors in terms of a pair of covariant and contravariant functors from finite G-sets to Q-modules. These functors agree on objects, send disjoint unions to direct sums and satisfy a pullback condition (that is equivalent to the Mackey axiom). The equivalence is proven via the decomposition
A further definition in terms of spans of G-sets (the Burnside category) is also given in that reference.
We illustrate how the structure works for two small groups.
Example 2.3. Let G = C 2 = {1, σ}. A rational Mackey functor is a pair of Q-modules M (C 2 /C 2 ) and M (C 2 /{1}). The conjugation maps imply that both Q-modules have an action of C 2 , but it is trivial on the first module. There is a restriction map, which commutes with the C 2 -actions
Similarly there is an induction map, which commutes with the C 2 -actions
The Mackey axiom (for H = C 2 , K = L = {1}) says that
Example 2.4. Let G = C 6 . A rational Mackey functor consists of four Q-modules with maps between them. We draw this as a diagram below. The looped arrows indicate the group that acts on each module.
The Mackey axiom also implies that
There are several general constructions that give examples of Mackey functors.
Example 2.5. The constant Mackey functor at a Q-module A takes value A at each G/H, the conjugation and restriction maps are the identity map of A, induction from G/K to G/H is multiplication by index of K inside H. Given that the restriction maps are identities, the Mackey axiom prevents the induction maps from being identity maps.
We may also define the co-constant Mackey functor at a Q-module A takes value A at each G/H, the conjugation and induction maps are the identity of A and restriction from G/H to G/K is multiplication by index of K inside H.
The similarity between the constant and co-constant Mackey functors is an example of duality of Mackey functors. The ring structure on R(G) gives more structure to this Mackey functor, it is in fact a Tambara functor. See Strickland [Str12] for a survey of such functors and related notions like Green functors.
Example 2.8. The equivariant stable homotopy groups of a G-spectrum are a Mackey functor. For X an orthogonal G-spectrum over a complete G-universe, let [−, X] G ⊗ Q denote the functor which sends G/H to
We leave the induction, restriction and conjugation maps to the standard references of May [May96] and Elmendorf et al. [EKMM97] .
We also note that G-equivariant cohomology theories use Mackey functors as their coefficients, rather than abelian groups.
Example 2.9. Given a Q[G]-module V , we may define a rational Mackey functor Mack G (V ) as taking value V H at G/H. The restriction maps are inclusion of fixed points and the induction maps are given by coset orbits.
We could also define a Mackey functor by taking value V /H at G/H. The two functors are related via duality, and in the rational case they are isomorphic, as we now explain. Since G is finite, there is a diagram
The composite of inclusion and quotient V H ∼ = V /H is an isomorphism with inverse given by the composite av H • av ′ H . When V = Q with trivial G-action, Mack G (Q) is an instance of the constant Mackey functor, see Example 2.5.
Example 2.10. The rational Burnside rings for subgroups of G assemble into a Mackey functor, A Q (G/H) = A Q (H), the rational Grothendieck ring of finite H-sets. The structure maps are the usual restriction and induction of sets with group actions. Moreover, the restriction maps are maps of rings.
As is well-known, the rational Burnside ring splits.
Lemma 2.11. For G a finite group, there is an isomorphism of rings
where Sub(G)/G is the set of conjugacy classes of subgroups of G and C(Sub(G)/G, Q) is the set of continuous maps between the two spaces (both equipped with the discrete topology). We define C(Sub(G), Q) to have a G-action by conjugation on the domain.
We define e G H ∈ A Q (G) to be the element of the Burnside ring corresponding to the characteristic map of (H) in C(Sub(G)/G, Q).
Proof. The isomorphism is defined by sending a G-set T to the map (H) → |T H |. Since the domain and codomain have the same dimension, the result follows from proving the map is surjective, which follows from the formulas of the following lemma.
We can compare idempotents with the additive basis by a formula from Gluck [Glu81] .
Lemma 2.12. Let H be a subgroup of G, then e G H ∈ A Q (G) is given by the formula
where µ(K, H) = Σ i (−1) i c i for c i the number of strictly increasing chains of subgroups from K to H of length i. The length of a chain is one less than the number of subgroups involved and µ(H, H) = 1 for all H G. Let H and K be subgroups of G, then
Example 2.13. Let G = C 2 , then A Q (G) is generated by the one-point space 1 = C 2 /C 2 which is the monoidal unit, and C 1 /{1}. The only non-evident multiplication is
It follows that e 1 = (1/2)C 2 is an idempotent, as is e C2 = 1 − e 1 . Looking at the fixed points of these sets show that the idempotents are correctly named and we recover the isomorphism
Remark 2.14. The restriction map A Q (H) → A Q (K) in terms of
corresponds to precomposing with the map including subgroups Sub(K) → Sub(H) and taking suitable orbits. We can use this description to see how the restriction map interacts with idempotents. Let A and H be subgroups of G. Then the restriction of the idempotent e G H to A is still an idempotent, but it is not always e A H . Instead, Using the extension of Mackey functors to finite G-sets, we may define the functor i # as precomposition with the forgetful functor on sets with group actions. The functor i # is defined by pre-composition with extension of groups. Thus for M ∈ Mackey(G), N ∈ Mackey(H), A a G-set and B a H-set,
Similar definitions hold for the induction, restriction and conjugation maps; and for morphisms of Mackey functors.
Lemma 3.2. Given an inclusion of a subgroup i : H → G, there is an adjunction
with each functor both left and right adjoint to each other.
Proof. To see that this is an adjunction with i # as the left adjoint, we take a map f : M → i # N and construct a mapf : i # M → N . Consider an H-set B, thenf (B) is given by the composite
where the second map is induced (by using restriction maps) from the canonical map of H-sets
where the first map is induced (by using restriction maps) from ε A : G × H i * A −→ A. Now we take a map f : M → i # N and show that it is equal tof : M → i # N (the other case of g = g is similar). The mapf is defined by taking the lower path in the following diagram.
y y
That we have an adjunction follows as
by the triangle identity for sets with group actions. The proof that (i # , i # ) is an adjunction is very similar to the previous case. The primary difference is that one uses induction maps rather than restriction maps.
We want to reproduce this construction for a quotient ε : G → G/N . To make an adjunction, we need to restrict the category of G-Mackey functors somewhat. We take a strong restriction, so that the two functors we produce will be both left and right adjoint to each other. If K does not contain N we set ε # M ′ (G/K) = 0.
The structure maps of M and M ′ are defined in terms of these formulae, as are maps of Mackey functors. We give one more adjunction, between the category of rational G-Mackey functors and Q-modules with an action of G. 
The classification of rational Mackey functors
Let e G H ∈ A Q (G) = (H) G Q be the idempotent which is 1 on factor H and zero elsewhere. As described above, we can form a full subcategory of Mackey(G) consisting of those Mackey functors of the form e G H M . Applying e G H defines a functor Mackey(G) −→ e G H Mackey(G). It follows that we have a splitting
To classify rational Mackey functors, it therefore suffices to classify the categories e G H Mackey(G). The key step is the following theorem giving a sequence of adjunctions. The proof of the theorem occupies the rest of this section. 
with each pair both left and right adjoint to each other.
Lemma 4.2. The adjunction (i # , i # ) restricts to an adjunction
The functors are exact and are both left and right adjoint to each other.
Proof. Take M ∈ e G H Mackey(G) and K N G H. Since M = e G H M , we have the first equality below
The functors are additive and left and right adjoint to each other. Hence they are exact.
It follows that we have an adjunction
with the functors both left and right adjoint to each other.
Proof. The inclusion of an idempotent summand gives the map. To see that this inclusion is an isomorphism, we evaluate both sides a subgroup A N G H that contains H. Both domain and codomain take value zero on subgroups which do not contain H.
We first decompose R G A (e G H ) into idempotents of the rational Burnside ring of A
Secondly, we use Lemma 2.12, (e A K ) is a sum of |W A K| −1 [A/K] and rational multiples of basis elements
This is zero unless L contains H. Hence each [A/K ′ ] acts as zero, and [A/K] only acts non-trivially when K contains H. Since K is also G-conjugate to H, we see that K = H. Hence,
with the first map the inclusion and the second map taking the sum over A/H-coset representatives. Hence this map is multiplication by We see immediately that the additive functors F H and U H are both left and right adjoint to each other and that U H M = M (G/H).
Moreover, the Mackey functor F H (V ) is both projective and injective, and e
From the definitions, the composite is given by
where G/K decomposes as λ∈Λ N G H/L λ and K contains H. If K does not contain H, the composite takes value zero. Each factor in this decomposition corresponds to an N G H-orbit in the set of N G H-maps N G H/H → i * G/K. The N G H-action is by right multiplication by the inverse on N G H/H. Such a map corresponds to a G-map G/H → G/K, which is simply an element α of the set (G/K) H . By thinking of (G/K) H as a W G H-set, we can sum over all α to obtain the formula
with W G H permuting the summands (it acts by right multiplication by the inverse on (G/K) H ). Replacing summands by a tensor product gives the formula
Every Q[W G H]-module is both injective and projective. Hence, F H (V ) is both projective and injective as the functors F H and U H are exact.
Lemmas 4.2 and 4.3 give the statement about idempotents.
It will be useful later to have a clear description of the induction and restriction maps of F H (V ).
Lemma 4.6. For L K G, the induction map
, which sends gK to the sum of the elements in its preimage under the projection α :
we use the subscript σ on V to keep track of the factors. The W G H-action is given by both acting on V and permuting the summands. That is, for w ∈ W G H and v ∈ F H (V )(G/L), we define wv to have component in summand σ given by
Chasing through the definitions, it follows that the restriction map is given by
The induction map is given by
the sum over those summands σ which map to τ by α.
Theorem 4.7. For each H G there is an equivalence of categories
Hence there is an equivalence of categories
where the product runs over G-conjugacy classes of subgroups of G.
Proof. We have already seen that U H and F H are both left and right adjoint to each other. The unit is an isomorphism:
It follows that the counit is an isomorphism of Mackey functors of the form F H V .
The rest of the proof shows that any Mackey functor is a finite direct sum of Mackey functors of the form F H V for varying H and V .
We partition the set of subgroups of G into sets, which we may think of as their height in the subgroup lattice. We start with S 0 = {e}, then we define S j as those groups not in S j−1 but all of whose subgroups are in S i for i < j. Each S j is closed under conjugation, with n j conjugacy classes. Choose a H j,k in each conjugacy class, 1 k n j . We say that a Mackey functor M is of
We argue via descending induction. Starting at the top, if M (G/H) = 0 for all proper subgroups H, then M = F G M (G/G). Fix (j, k) inductively and assume that all Mackey functors of type (j ′ , k ′ ) for j ′ > j and for j ′ = j and k ′ > k are finite direct sums Mackey functors of the form 
The remaining question is how to conveniently find the values M (G/H) of the Mackey functor M from such a collection. The next section gives a formula which provides a satisfying answer.
The diagonal decomposition
Rational Mackey functors for compact Lie groups are considered in Greenlees [Gre98a] . Examples C i) and Corollary 5.3 of that reference give the following decomposition formula for rational G-Mackey functors for finite G. The reference proves the result using equivariant stable homotopy theory, a direct algebraic proof is given by Sugrue [Sug19, Lemma 6.1.9]. We use the structure results to prove it via a calculation on Mackey functors of the form F A V .
Theorem 5.1. Let M be a G-Mackey functor and let K H be subgroups of G. Then
Proof. By Theorem 4.7, we may assume M is of the form
Lemma 5.2 implies that we only need to consider the case A = K. By Remark 2.14 and Proposition 4.5, we may remove the idempotent e K K from the formula. Thus we must prove
Using Lemma 4.6, we can identify the action of induction and restriction by looking at the Q-modules
. Take an element gK which is fixed by left multiplication by elements of K (that is, an element of N G K), then gH is also K-fixed. Take gK and g ′ K which are K-fixed with gH = g ′ H. Then g ′ = gh for some h ∈ H, and
Take gH in the image of (G/K) K → (G/H) K , the composite sends this to the sum of those aH such that aK = gK. By the previous argument, this sum is |W H K|gH. Now take gH which is not in the image of (G/K) K → (G/H) K , then the first map sends this to zero.
It follows that the composite
induces an isomorphism of
We illustrate this decomposition with two examples.
Example 5.3. Let M be a rational Mackey functor for C p 3 . Define Q-modules
The classification theorem implies that
Writing out the values of M at varying subgroups gives the diagram Example 5.5. Let G = S 4 , K = (12) , H = (12), (34) . Then 
Comparison to equivariant spectra
For G a finite group, we have a classification of rational G-spectra in terms of an algebraic model, see 
This is exactly the functor U H applied to the Mackey functor [−, X] G * ⊗ Q. A major difference between the method we use for Mackey functors and the approach for rational G-spectra is that in the latter one proves that the various model categories are Quillen equivalent at each stage, rather than arguing via the composite functor. This is partly due to adjunctions in the topological setting not being both left and right adjoint and partly due to the difficulty of working with complex composite functors in model categories. For Mackey functors, we see that most adjunctions in 
are isomorphisms. Hence the functors ε # and Mack WGH are full and faithful. It follows that on these full subcategories, we have equivalences of categories.
Passing to a full subcategory is the algebraic equivalent of localisation at an idempotent as used in the classification of rational G-spectra for finite G.
We will discuss the topological analogues of these results in more detail in Part 2.
Monoidal properties
We end this part with a discussion of the monoidal structure on Mackey functors. Details can be found in Green [Gre71] and Luca [Luc96] . Given G-Mackey functors M and N , we define Conjugation is given by the diagonal action
Induction from H to H ′ is given by the inclusion
followed by taking quotients with respect to I(H) and I(H ′ ). Restriction from H ′ to H is induced by the map T (H ′ ) → T (H)/I(H) given by
for x ∈ M (K), y ∈ N (K) and K H. One can also define the box product via a convolution product (a left Kan extension over the product of G-sets), using the definition of Mackey functors in terms of spans of G-sets (the Burnside category). The unit for the box product is the Burnside ring Mackey functor.
While not immediately obvious, one can check that a (commutative) monoid for this box product is a rational Mackey functor M , such that each M (G/H) is a (commutative) Q-algebra, the conjugation and restriction maps are maps of algebras and for K H, the Frobenius relations hold:
) for x ∈ M (G/H) and y ∈ M (G/K). We call such a (commutative) monoid Mackey functor a (commutative) Green functor.
The category of Q[W G H]-modules has a monoidal product, given by tensoring two modules over Q and equipping the result with the diagonal Q[W G H]-action. We then see that U H sends (commutative) Green functors to (commutative) monoids in Q[W G H]-modules. In fact, we show that U H is a symmetric monoidal functor. 
Moreover, the splitting result
is strong symmetric monoidal.
The topological equivalent of this result is Barnes, Greenlees and Kędziorek [BGK18a] . This gives a description of E ∞ -algebras in rational G-spectra in terms of differential graded algebras in
The more complicated case of commutative ring G-spectra (or N ∞ -algebras) is considered in work of Wimmer [Wim19] . The extra data here comes from multiplicative norm maps, which are related to Tambara functors (commutative Green functors with additional structure), see Strickland [Str12] , Mazur [Maz13] and Hill and Mazur [HM19] . The idempotent splitting result we use destroys the additional structure of a Tambara functor, leaving only a commutative Green functor. Hence, there is no immediate extension of the above results to Tamabara functors. The question of which idempotents and splittings persevere norms in the Burnside ring is answered fully in work of Böhme [Böh19] .
Part 2. The structure of rational G-spectra
For G a compact Lie group, it is natural to study the homotopy theory of G-spectra as Brown representability holds equivariantly, see [May96, Section XIII.3]. That is, G-equivariant cohomology theories are represented by G-spectra, so the category of G-equivariant cohomology theories and stable natural transformations between them, is equivalent to the homotopy category of Gspectra. Due to the complexity of the non-equivariant case, one cannot expect a complete analysis of either G-equivariant cohomology theories or G-spectra integrally. However, if we restrict ourselves to G-equivariant cohomology theories with values in rational vector spaces, the situation is greatly simplified, whilst valuable geometric and group theoretic structures remain. For this reason, the programme of understanding G-equivariant cohomology theories begun by Greenlees restricts attention to rational G-equivariant cohomology theories and rational G-spectra.
In this part, we discuss the methods and tools used to obtain algebraic models for rational equivariant spectra. Recall from the introduction that an algebraic model for rational G-spectra is a model category dA(G), that is Quillen equivalent to G-spectra. This category must consist of differential objects (and morphisms) in a graded abelian category A. To start our journey we begin by recalling some useful facts about G-spectra.
Preliminaries on G-spectra
Let G be a compact Lie group. We work with orthogonal G-spectra, see Mandell and May [MM02] for more details. Unless otherwise stated, our categories of G-spectra will be indexed on a complete G-universe U.
For H a closed subgroup of G, one can define homotopy groups of an orthogonal G-spectrum X with structure map σ as
Here V runs through the G representations in the universe U. More generally, the integer graded homotopy groups of a G-spectrum X are defined using shift and loop functors on spectra and the formula above. A map f of G-spectra is a weak equivalence, also called a stable equivalence, in orthogonal G-spectra if and only if π H p (f ) is an isomorphism for all closed subgroups H of G and all integers p. The class of stable equivalences is part of a stable model structure on G-spectra, G-Sp O .
Orthogonal G-spectra with the stable model structure is a convenient model category for Gequivariant homotopy theory. In particular, the homotopy category is a symmetric monoidal triangulated category with unit the sphere spectrum S, see Hovey, [Hov99, Section 7]. Furthermore, the stable equivalences can be detected by objects in the category in the following sense. For a closed subgroup H in G, an orthogonal spectrum X and integers p ≥ 0 and q > 0
denotes morphisms in the homotopy category of G-Sp O and F q (−) is the left adjoint to the evaluation functor at R q : Ev R q (X) = X(R q ). In particular, F q (S 0 ) models S −q , the q-fold desuspension of the sphere spectrum. We can put this relation between the shifts of G/H + and the weak equivalences into the formalism of [SS03, Section 2].
Definition 8.1. Let C be a triangulated category with infinite coproducts. A full triangulated subcategory of C (with shift and triangles induced from C) is called localising if it is closed under coproducts in C. A set P of objects of C is called a set of generators if the only localising subcategory of C containing objects of P is the whole of C. An object of a stable model category is called a generator if it is so when considered as an object of the homotopy category.
An object X in C is homotopically compact 1 . if for any family of objects
is an isomorphism in the homotopy category of C. There is an easy-to-check condition for a Quillen adjunction between stable model categories with sets of homotopically compact generators to be a Quillen equivalence. It is used often in the setting of algebraic models. Also notice that the derived functors of Quillen equivalences preserve homotopically compact objects.
Lemma 8.2. Suppose F : C ⇄ D : U is a Quillen pair between stable model categories with sets of homotopically compact generators, such that the right derived functor RU preserves coproducts (or equivalently, such that the left derived functor sends homotopically compact generators to homotopically compact objects).
If the derived unit and counit are weak equivalences for the respective sets of generators, then (F, U ) is a Quillen equivalence.
Proof. The result depends upon the fact that the homotopy category of a stable model category is a triangulated category. First notice that since the derived functor RU preserves coproducts, the derived unit and counit are triangulated natural transformations. If the derived unit condition is an isomorphism for a set of objects K then they are also satisfied for every object in the localising subcategory for K. Since we assume that K consists of homotopically compact generators, the localising subcategory for K is the whole category and the derived unit is an isomorphism. The same argument applies to the counit and the result follows.
To construct a model category of rational G-spectra will we need to introduce the language of Bousfield localisations, see Section 10. Since we will often localise the model category of rational G-spectra at idempotents of the rational Burnside ring, we first look at this ring.
Idempotents of the rational Burnside ring
For G a compact Lie group, the Burnside ring A(G) was defined by tom Dieck in [tD75] in terms of G-manifolds. For a survey on the subject see, for example, Fausk [Fau08] . When working rationally, several descriptions of this ring exist. We give these descriptions and use them to understand the idempotents of the rational Burnside ring. These idempotents are fundamental to the construction of the algebraic model and the calculations therein. 9.1. Two ways of understanding rational Burnside ring. Recall that for H a subgroup of G, N G H = {g ∈ G | gH = Hg} is the normaliser of H in G. We write W = W G H = N G H/H for the Weyl group of H in G.
Let F (G) be the set of closed subgroups of G with finite index in their normalizer. That is, all closed H G such that N G H/H is finite. We give this set the topology induced by the Hausdorff metric, see [LMSM86, Section V.2].
By work of tom Dieck [tD79, Propositions 5.6.4 and 5.9.13], there is an isomorphism of rings
where C(F (G)/G, Q) denotes the ring of continuous functions on the orbit space F (G)/G with values in discrete space Q. From now on, we will use notation A Q (G) for A(G)⊗Q. This isomorphism generalises that of Lemma 2.11. Notice that if G is a finite group, then Sub(G) = F (G), where Sub(G) is the set of all subgroups of G. 9.2. Special idempotents. There are two situations of particular interest to us. In these cases we have an idempotent in the rational Burnside ring and we can provide an algebraic model for the piece of homotopy theory of rational G-spectra that this idempotent governs.
The first situation is where there is an idempotent which remembers only one, special subgroup. The second author called such a subgroup exceptional in [Kęd17a] . The second situation is where the idempotent corresponds to the maximal torus T in G and all its subgroups. This is called the toral part of rational G-spectra in [BGK19] .
When we look at idempotents defined by subsets of F (G)/G the above two cases look identical at first glance: both idempotents are indexed by one subgroup. However in the case of a torus, there are subgroups of the torus which are "hidden" in the torus idempotent. This is visible when one uses the space Sub f (G) to describe the idempotent. The subgroups which are cotoral in T are responsible for making the algebraic model for that part substantially more difficult than in the case of an exceptional subgroup.
We will start our analysis with the case of an exceptional subgroup of G.
Definition 9.4. Suppose G is a compact Lie group. We say that a closed subgroup H G is Any subgroup of a finite group G is exceptional. In O(2) only finite dihedral subgroups are exceptional; in particular none of the finite cyclic subgroups are exceptional (since finite cyclic subgroups do not have idempotents in the rational Burnside ring of O(2)). The maximal torus SO(2) in O(2) has an idempotent in the rational Burnside ring of O(2), however it is not an exceptional subgroup, since it contains cotoral subgroups, for example the trivial one. In SO(3) all finite dihedral subgroups are exceptional except for D 2 , which is conjugate to C 2 and therefore is a cotoral subgroup of a torus. There are four more conjugacy classes of exceptional subgroups: A 4 , Σ 4 , A 5 and SO(3), where A 4 denotes rotations of a tetrahedron, Σ 4 denotes rotations of a cube and A 5 denotes rotations of a dodecahedron, see [Kęd17b] .
If a trivial subgroup is exceptional in G, then G has to be finite. This holds as the normaliser of a trivial subgroup is the whole G, W G {1} = G and the condition that the Weyl group is finite implies that G is a finite group.
Given an exceptional subgroup H, we may use the corresponding idempotent in the rational Burnside ring to split (see Section 10) the category of rational G-spectra into the part over an exceptional subgroup H and its complement. [Kęd17a] presents the model for rational G-spectra over an exceptional subgroup H.
The exceptional subgroups of a group G can be divided into two sets, according to how their idempotent behaves once restricted to the normaliser of the exceptional subgroup. We closely follow [Kęd17a] in analysis of these different behaviours.
Notice that the above definition is all about subgroups conjugate to H in A and in G and their relation to each other. If L A is such that L is conjugate to H in A, then it is also true that L is conjugate to H in G. Thus if H is A-bad in G it just means that there exists L ′ A such that (L ′ ) G = (H) G and (L ′ ) A = (L) A . An exceptional subgroup H in a compact Lie group G is always H-good in G.
Lemma 9.6. [Kęd17a] For the exceptional subgroups in G = SO(3), we have the following relation between H and its normaliser N G H:
(
Proof. We only need to prove Part (3) and (4), since any exceptional subgroup H in a compact Lie group G is H-good in G. Part (3) follows from the fact that there is one conjugacy class of A 4 in Σ 4 , as there is just one subgroup of index 2 in Σ 4 . Part (4) follows from the observation that there are two subgroups of order 4 in D 8 (so also in Σ 4 ) and they are conjugate by an element g ∈ D 16 , which is the generating rotation by 45 degrees (thus g / ∈ D 8 and thus g / ∈ Σ 4 ).
Remark 9.7. Notice that we can generalise Definition 9.5 to non-exceptional subgroups using the equivalent description in terms of conjugacy classes of H in A and in G. In that case, if G = SO(3), A = O(2) and H = C 2 A, then H is A-bad in G, which follows from the fact that D 2 A is G-conjugate to H, but not A-conjugate. This bad behaviour of C 2 in SO(3) is visible in the adjunctions used to obtain the algebraic model for toral part of rational SO(3)-spectra in [Kęd17b] which we recall in Proposition 11.7.
Finishing the discussion about idempotents of rational Burnside ring, we note that there is always an idempotent corresponding to the maximal torus T in G and all its subgroups. This fact was used in [BGK19] to obtain an algebraic model for rational toral G-spectra, thus the ones that have geometric isotropy contained in the set of subgroups of the maximal torus. 9.3. Examples. 9.3.1. Closed subgroups of SO(2). Recall that SO(2) is the group of rotations of R 2 . The closed subgroups of SO(2) are the finite cyclic groups C n . Each C n is cotoral in SO(2), that is, it is normal in SO(2) and SO(2)/C n ∼ = SO(2). The only subgroup of SO(2) with finite index in its normaliser is SO(2) itself. Hence, the space F (SO(2))/SO(2) is a single point and the rational Burnside ring of SO(2) is Q. Similar arguments show that A Q (T) = Q for T a torus of any rank. 9.3.2. Closed subgroups of O(2). Recall that O(2) is the group of rotations and reflections of R 2 . The closed subgroups are the finite cyclic groups, T = SO(2), O(2) and finite dihedral groups. For fixed n, the finite dihedral groups of order 2n are all conjugate. We Write D 2n for this conjugacy class. The space F (O(2))/O(2) consists of two parts, which we call the toral part and the dihedral part. The toral part T , is just one point T corresponding to the maximal torus and all its subgroups. The dihedral part D, is the set of all dihedral subgroups together with their limit point O(2). Thus, we have idempotents e T and e D in the rational Burnside ring of O(2) which sum to the identity.
The toral idempotents for O(2) and SO(3) will behave very differently when we discuss the interactions between localisations and change of group functors in Section 11. To help the notation for this comparison, we use a tilde to denote the dihedral and toral parts of F (O(2))/O(2) and no tilde for SO(3).
9.3.3. Closed subgroups of SO(3). Recall that SO(3) is a group of rotations of R 3 . We choose a maximal torus T in SO(3) with rotation axis the z-axis. We divide the closed subgroups of G into three types: toral T , dihedral D and exceptional E. This division is motivated by our preferred splitting of the category of rational SO(3)-spectra. The toral part consist of all tori in SO(3) and all cyclic subgroups of these tori. Note that for any natural number n there is one conjugacy class of subgroups from the toral part of order n in SO(3).
The dihedral part consists of all dihedral subgroups D 2n (dihedral subgroups of order 2n) of SO(3) where n is greater than 2, together with all subgroups isomorphic to O(2). Note that O(2) is the normaliser for itself in SO(3). Moreover, there is only one conjugacy class of a dihedral subgroup D 2n for each n greater than 2. The normaliser of D 2n in SO(3) is D 4n for n > 2.
We deliberately exclude the conjugacy classes of D 2 and D 4 from the dihedral part. Conjugates of D 2 are excluded from the dihedral part, as D 2 is conjugate to C 2 in SO(3) and that subgroup is already taken into account in the toral part. Conjugates of D 4 are excluded from the dihedral part since its normaliser in SO(3) is Σ 4 (symmetries of a cube), thus its Weyl group Σ 4 /D 4 is of order 6, whereas all other finite dihedral subgroups D 2n , n > 2 have Weyl groups of order 2. For simplicity we decided to treat D 4 separately.
There are five conjugacy classes of subgroups which we call exceptional, namely SO(3) itself, the rotation group of a cube Σ 4 , the rotation group of a tetrahedron A 4 , the rotation group of a dodecahedron A 5 and D 4 , the dihedral group of order 4. Normalisers of these exceptional subgroups are as follows: Σ 4 is equal to its normaliser, A 5 is equal to its normaliser and the normaliser of A 4 is Σ 4 , as is the normaliser of D 4 .
Consider the space F (SO(3))/SO(3) of conjugacy classes of subgroups of SO(3) with finite index in their normalisers. Recall that the topology on this space is induced by the Hausdorff metric. The division into these parts is an indication of idempotents of the rational Burnside ring for SO(3) that are chosen to obtain an algebraic model for rational SO(3)-spectra.
The topology on E is discrete, T consists of one point T and D forms a sequence of points converging to O(2).
Note the difference between the dihedral parts for O(2) and SO(3): the conjugacy class of D 2 and D 4 . At a first glance, the toral part for SO(3) looks the same as the toral part for O(2). However, for SO(3) it contains information about D 2 O(2) (since D 2 is conjugate to C 2 in SO(3)), whereas for O(2) it does not. These differences will become significant when we look at the interactions between localisations at idempotents and change of groups functors in Section 11.
We use the following idempotents in the rational Burnside ring of SO(3): e T corresponding to the characteristic function of the toral part T , e D corresponding to the characteristic function of the dihedral part D and e E corresponding to the characteristic function of the exceptional part E. Since E is a disjoint union of five points, it is in fact a sum of five idempotents, one for every (conjugacy class of a) subgroup in the exceptional part: e SO(3) , e Σ4 , e A4 , e A5 and e D4 . We use a simplified notation e H to mean e SO(3) H here.
Remark 9.8. All finite dihedral subgroups in SO(3) are exceptional, hence each has an idempotent corresponding to it. However, as there are countably many conjugacy classes of dihedral subgroups, we cannot write e D as the sum of all these idempotents. Similarly, the characteristic function of the point O(2) is not a continuous map to Q, hence it does not correspond to an idempotent.
Left and right Bousfield localisations and splittings
There are two well-understood ways of making a homotopy category of a given model category smaller. Both ways boil down to adding weak equivalences in a tractable way. The first one keeps the cofibrations the same and is called a left Bousfield localisation (the particular version we use is also called a homological localisation). The second one keeps the fibrations the same and is called the right Bousfield localisation (or cellularisation).
10.1. Left Bousfield localisation. The general theory of left Bousfield localisations is given in Hirschhorn [Hir03] . For homological localisation we use the following result, which is [MM02, Chapter IV, Theorem 6.3].
Theorem 10.1. Suppose E is a cofibrant object in G-Sp O or a cofibrant based G-space. Then there exists a new model structure called the E-local model structure on
• a cofibration if it is a cofibration with respect to the stable model structure, • a fibration if it has the right lifting property with respect to all trivial cofibrations.
The E-fibrant objects Z are the fibrant G-spectra which are E-local, that is, the map
is an isomorphism for all E-equivalences f . For X a G-spectrum, E-fibrant approximation gives Bousfield localisation λ : X −→ L E X of X at E. We will refer to the above model structure as the left Bousfield localisation of the category of Gspectra at E. This model category is proper, stable, symmetric monoidal and cofibrantly generated. An E-equivalence between E-local objects is a weak equivalence by [Hir03, Theorems 3.2.13 and 3.2.14].
As previously mentioned, the first simplification of the category of G-spectra is rationalisation. This means localisation at the Moore spectrum for Q, S Q . For details see [Bar09b, Definition 5.1]. This spectrum has the property that π * (X ∧ S Q ) = π * (X) ⊗ Q. We refer to this model category as the model category of rational G-spectra.
The self-maps of the rational sphere spectrum in the homotopy category of G-spectra are given by the rational Burnside ring
It follows that e ∈ A Q (G) can be represented by a map e : S Q −→ S Q . We define eS Q to be the homotopy colimit (a mapping telescope) of the diagram
We ask for this spectrum to be cofibrant either by choosing a good construction of homotopy colimit, or by cofibrantly replacing the result in the stable model structure for G-spectra. We thus have model structures L eS Q (G-Sp) and L (1−e)S Q (G-Sp). Fibrant replacement in L eS Q (G-Sp O ) is given by taking the fibrant replacement of X ∧ eS Q . Since this commutes with taking infinite coproducts, the localisation is smashing in the sense of Ravenel [Rav84] and Hovey et al. [HPS97] ). In particular, this localisation preserves homotopically compact generators. We know from Section 9 that e corresponds to an open and closed, G-invariant subspace of Sub f (G) which is a union of ∼-equivalence classes, call it V e . By considering the geometric fixed point functors Φ H , for all H G (see [MM02, Section V.4]), we can see that the homotopy category of L eS Q (G-Sp O ) is the homotopy category of rational G-spectra X with geometric isotropy There is a strong symmetric monoidal Quillen equivalence:
The left adjoint is a diagonal functor, the right adjoint is a product and the product category on the right is considered with the objectwise model structure (a map (f 1 , f 2 ) is a weak equivalence, a fibration or a cofibration if both factors f i are so).
One can also look at splittings non-rationally, as in Böhme [Böh19] .
Cellularisation.
A cellularisation of a model category is a right Bousfield localisation at a set of objects. Such a localisation exists by [Hir03, Theorem 5.1.1] whenever the model category is right proper and cellular. When we are in a stable context, the results of [BR13] can be used, which allows us to relax the cellularity condition.
The most common use of cellularisation in the context of algebraic models is the Cellularisation Principle, which we recall in Theorem 10.5.
Definition 10.3. Let C be a stable model category and K a stable set of objects of C, i.e. a set such that a class of K-cellular objects of C is closed under desuspension (Note that this class is always closed under suspension). We call K a set of cells. We say that a map f :
is an isomorphism of graded abelian groups for each k ∈ K.
is an isomorphism of graded abelian groups for any K-cellular equivalence f .
The following is Hirschhorn [Hir03, Theorem 5.1.1].
Theorem 10.4. For K a set of objects in a right proper, cellular model category C, the right Bousfield localisation or cellularisation of C with respect to K is the (right proper) model structure K-cell-C on C defined as follows.
• The weak equivalences are K-cellular equivalences,
• the fibrations of K-cell-C are the fibrations of C, • the cofibrations of K-cell-C are defined via left lifting property. The cofibrant objects of K-cell-C are called K-cofibrant and are precisely the K-cellular and cofibrant objects of C.
When C is stable and K is a stable set of cofibrant objects, then the cellularisation of a proper, cellular stable model category is proper, cellular and stable by Barnes and Roitzheim [BR13, Theorem 5.9].
We can further ask the cells K to be homotopically compact objects. By [BR13, Section 9] the homotopy category K-cell-C is the full triangulated subcategory of the homotopy category of C generated by K. In particular, K is a set of homotopically compact generators for K-cell-C. These ideas lead to the following theorem. For examples of its use, see Section 10.4, Theorem 11.9 or Theorem 12.2. • If K is a stable set of homotopically compact objects in M such that for each A in K the object F QA is homotopically compact in N and the derived unit QA → U RF QA is a weak equivalence in M , then F and U induce a Quillen equivalence between the cellularisations:
• If L is a stable set of homotopically compact objects in N such that for each B in L the object U RB is homotopically compact in M and the derived counit F QU RB → RB is a weak equivalence in N , then F and U induce a Quillen equivalence between the cellularisations:
10.4. Alternatives to splitting. In the case of SO(2), the rational Burnside ring is Q, so there are no idempotents to give a splitting. Instead, one must look for replacements for the idempotents or other methods of simplifying the category of rational SO(2)-spectra. One approach comes from inducing idempotents from the smaller subgroups. Suppose H is a subgroup of SO(2) such that A Q (H) has an idempotent e. Then SO(2) + ∧ H eS is a retract of SO(2)/H + that does not come from an idempotent of A Q (SO(2) ). The set of these spectra as H and e vary give a better behaved set of homotopically compact generators for rational SO(2)-spectra. We can think of this construction as applying an induced idempotent to SO(2)/H + . While they are not used directly in constructing the algebraic model for rational SO(2)-spectra, they are highly useful in understanding it. Generalising the situation above, the rational Burnside ring of any torus T has no idempotents. Greenlees and Shipley [GS17] provided a new method of obtaining an algebraic model in this case. Suppose F is the family of all proper subgroups of T, we define the universal space EF + as a T-CW-complex with the following universal property
The universal space EF + is part of a cofiber sequence called the isotropy separation sequence
which can be turned into a homotopy pullback diagram in T-spectra 3 . In the case of T = SO(2), this is also called the Hasse square:
The diagram with S removed is called the punctured cube and is denoted by S . Using [GS14b] , we may construct a model category of modules over S in rational SO(2)-spectra, which we call S -mod (slightly abusing notation and not mentioning the ambient category). Any SO(2)-spectrum X defines a module over the diagram by smashing with the ring spectra EF , DEF + and DEF + ∧ EF . This functor has a right adjoint that is a type of pullback, giving an adjunction between S -mod and rational SO(2)-spectra. The Cellularisation Principle, Theorem 10.5, can be used to construct a Quillen equivalence from this adjunction, see either [GS17] or [BGKS17] for details.
In case of a torus of rank r, repeatedly using the isotropy separation sequence one can obtain a r + 1-dimensional cube diagram. The terms of this cube are all genuine-commutative equivariant ring T-spectra by Greenlees [Gre20] . We again use the notation S for the punctured cube of these ring T-spectra and obtain the following theorem.
Theorem 10.6. [GS17] There is a strong symmetric monoidal Quillen equivalence
When G is a finite group, we let F be the family of all proper subgroups of G. The homotopy pullback diagram obtained by using the isotropy separation sequence gives exactly the idempotent splitting, since
EF ≃ e G G S and DEF + ∧ EF ≃ * . However, the spectra e G H S are not genuine-commutative equivariant ring spectra (they are only naïve-commutative). Hence, it is easier to use the splitting approach for finite G. See Böhme [Böh19] for a complete explanation of the relation between genuine-commutative equivariant ring spectra and localisation at idempotents.
An interesting case when there are some, but not enough idempotents, is the case of the dihedral part of O(2)-spectra, see [Bar17] . In that case, there is no idempotent whose support is exactly O(2). The abelian (resp. algebraic) model for the dihedral part of rational O(2)-spectra is given in terms of sheaves of Q[W ]-modules (resp. differential Q[W ]-modules) over the space D, where the stalk over the point O(2) has a trivial W -action. The stalk over O(2) can be described in terms of a virtual idempotent -a colimit of idempotents, see [Bar17, Section 5].
A similar approach occurs for profinite groups in work of Barnes and Sugrue [BS20] and Sugrue [Sug19] .
Change of groups and localisations
Once we split the category of rational G-spectra using idempotents, our main aim is to get rid of the remaining equivariance in each piece separately by applying certain fixed points functors. Assume we are working with the category L eS Q (G-Sp O ) and we want to take H fixed points. First we must move to the category N -Sp O where N is the normaliser of H in G, appropriately localised. We need N , since we want to have a residual Weyl group (W = N G H/H) action. At the same time we need to localise N -Sp O at some idempotent of the rational Burnside ring of N corresponding to e, since we want to obtain a Quillen equivalence with L eS Q (G-Sp O ).
In work of the second author [Kęd17a] and [Kęd17b] , there was a precise analysis of two adjunctions: the induction-restriction and restriction-coinduction adjunctions in relation to localisations of categories of equivariant spectra at idempotents. Below we summarise how these results allow us to make the restriction-coinduction adjunction into Quillen equivalence in suitable situations. Our examples are based on finite groups, O(2) and SO(3).
11.1. Restriction-coinduction adjunction and localisations. Suppose we have an inclusion i : N ֒→ G of a subgroup N in a group G. This gives a pair of adjoint functors at the level of orthogonal spectra (see for example [MM02, Section V.2 ]), namely induction, restriction and coinduction as below (the left adjoint is above the corresponding right adjoint). We note here, that for the induction functor to be a left Quillen functor we must take care over the universes involved.
G-Sp
We assume that G-spectra are indexed over a complete G-universe U and N -spectra are indexed over one of two universes. In the case where we want to use the restriction functor as a right adjoint, we use the restriction of U to an N -universe. If we consider restriction as a left Quillen functor we use a complete N -universe. With these conventions, the two pairs of adjoint functors are Quillen pairs with respect to stable model structures by [MM02, Chapter V, Proposition 2.3 and 2.4]. Given this, we slightly abuse the notation by not mentioning universes or the change of universe functors of [MM02, Section V.2].
The restriction functor as a right adjoint is often used when we want to take (both categorical and geometric) H-fixed points of G-spectra, where H is not a normal subgroup of G. The procedure is to restrict to N G H-spectra and then to take H-fixed points to land in W G H-spectra. This is usually done in one go, since the restriction functor and the H-fixed points functor are both right Quillen functors.
It is natural to ask when the pair of adjunctions above passes to the localised categories, in our case localised at e G H S Q and e N H S Q respectively. The answer is related to H being a good or bad subgroup in G. The induction-restriction adjunction does not always induce a Quillen adjunction on the localised categories, unless H is N -good in G. However, the restriction-coinduction adjunction induces a Quillen adjunction on these localised categories, for all exceptional subgroups H. Before we discuss this particular adjunction we state a general result.
Lemma 11.1. Suppose that F : C ⇄ D : R is a Quillen adjunction of model categories where the left adjoint is strong (symmetric) monoidal. Suppose further that E is a cofibrant object in C and that both L E C and L F (E) D exist. Then
is a strong (symmetric) monoidal Quillen adjunction. Furthermore, if the original adjunction was a Quillen equivalence, then the induced adjunction on localised categories is as well.
Proof. Since the localisation did not change the cofibrations, the left adjoint F still preserves them. To show that it also preserves acyclic cofibrations, take an acyclic cofibration f : X −→ Y in L E C. By definition, f ∧ Id E is an acyclic cofibration in C. Since F was a left Quillen functor before localisation, F (f ∧ Id E ) is an acyclic cofibration in D. As F was strong monoidal, we have
is an acyclic cofibration in L F (E) D which finishes the proof of the first part.
To prove the second part of the statement we use Part (2) from [Hov99, Corollary 1.3.16]. Since F is strong monoidal, and the original adjunction was a Quillen equivalence, F reflects F (E)-equivalences between cofibrant objects. It remains to check that the derived counit is an F (E)-equivalence. An F (E)-fibrant object is fibrant in D and the cofibrant replacement functor remains unchanged by localisation. Thus the claim follows from the fact that (F, U ) was a Quillen equivalence before localisations.
We will use this result in several cases. We start with the restriction-coinduction adjunction.
Corollary 11.2. Let i : N −→ G denote the inclusion of a subgroup and let E be a cofibrant object in G-Sp O . Then
is a strong symmetric monoidal Quillen pair.
Notice that if E = eS Q for some idempotent e ∈ A Q (G) then we get the following 11.3. Toral part of rational SO(3)-spectra. As it was shown in [Kęd17b] , i * is not always a right Quillen functor, when considered between categories localised at the toral idempotents either. One can argue that this is because the toral idempotents do not always correspond with each other. One example is when G = SO(3), T = SO(2) and N = O(2). In that case the proof is based on the fact that D 2 is conjugate to C 2 in SO(3) and thus i * (e T ) = e T .
Proposition 11.7. [Kęd17b] Suppose e T is the toral idempotent of SO(3) and e T is the toral idempotent of O(2).That is, e T is the idempotent in A Q (SO(3) ) corresponding to the characteristic function of the toral part T (i.e. all subconjugates of the maximal torus of SO(3)) and e T is the idempotent in A Q (O(2)) corresponding to the characteristic function of the toral part T , i.e. all subconjugates of the maximal torus of O(2) (see Sections 9.3.2 and 9.3.3). Then
is not a Quillen adjunction.
The restriction-coinduction adjunction is often better behaved with respect to localisation at idempotents.
Proposition 11.8. Let i : O(2) −→ SO(3) be the inclusion. Then the following adjunction
is a strong symmetric monoidal Quillen adjunction.
The proof follows the same argument as Corollary 11.4 above, in the sense that the adjunction is a composite of the restriction-coinduction adjunction localised at an idempotent e T (and its restriction i * (e T )) followed by a further localisation of O(2)-spectra (which excludes subgroup D 2 ).
This adjunction of restriction and coinduction is not quite a Quillen equivalence. However cellularising the right hand side at the derived images of the homotopically compact generators K for rational toral SO(3)-spectra and using the Cellularisation Principle (see Theorem 10.5) gives a Quillen equivalence. 11.4. Dihedral part of rational SO(3)-spectra. In other cases of idempotents it is not always clear to which category one should restrict. For the dihedral idempotent in rational SO(3)-spectra, restricting to certain part of the rational dihedral O(2)-spectra is the correct choice, but in general there is no good recipe for obtaining an algebraic model.
In the dihedral part of SO(3) we can use restriction as a right or left Quillen functor, we chose the following one, which also follows from Lemma 11.1. We would like to understand the interaction between the localisation at idempotents and the above adjunction. Notice that since inflation is strong symmetric monoidal, the result below follows from Lemma 11.1. is a Quillen equivalence. Here e W 1 denotes an idempotent for the trivial subgroup {1} W . In case of a torus T, we define (S ) T to be the diagram of commutative ring spectra obtained by taking objectwise T-fixed points of S (from Section 10.4). We illustrate this in the case T = SO(2).
The inflation-fixed point adjunction lifts to the level of module categories over the diagrams of rings S and (S ) T by [GS14a] . This adjunction is a Quillen equivalence and by the Cellularisation Principle, Theorem 10.5, it induces a Quillen equivalence on the cellularised categories as follows. We refer the reader to [GS17] for more details. The advantage of this last theorem is that it gives a model for rational T-spectra in terms of non-equivariant spectra.
The base idea for the toral part of rational N -spectra (where T is normal in N ) is to use the same steps, but in a context where after taking T-fixed points we land in a category of spectra with an action of W = N/T. This requires some very detailed constructions to make precise, which we leave to [BGK19] .
12. An algebraic model for rational G-spectra -overview of some cases
In this section we provide a summary of the necessary steps to obtain an algebraic model for a (part of) rational G-spectra in two cases. The first case is when G is a finite group and we follow the steps presented in the algebraic case in Part 1. The second case is when we are interested in the toral part of rational G-spectra, for any compact Lie group G. We discuss briefly the series of simplifications required for the classification result in this case.
12.
1. An algebraic model for rational G-spectra for finite G. Building on the results of Sections 11.2 and 11.5 we can sketch the passage to the algebraic model for rational G-spectra when G is a finite group.
Theorem 10.2 allows us to split the category of rational G-spectra into a finite product Shipley [Shi07] gives a (zig-zag of weak) symmetric monoidal Quillen equivalence between rational spectra and chain complexes of Q-modules (with the projective model structure). This is often referred to in the literature as a algebraicisation. This result readily extends to a Quillen equivalence between rational spectra with a finite group action and rational chain complexes with a finite group action. Hence, we obtain an algebraic model for L e N H S Q (N -Sp O ) in terms of chain complexes of Q[W G H]-modules.
Combining all the steps mentioned in this section we obtain the following result.
Theorem 12.1. For G a finite group, there is a zig-zag of symmetric monoidal Quillen equivalences between L e G H S Q (G-Sp O ) and Ch(Q[W G H]). The algebraic model for rational G-spectra is therefore
Moreover, if X is a rational G-spectrum with corresponding object (A H ) (H) G in the algebraic model, then π * ( i * (e G H X) H ) ∼ = π * (Φ H X) ∼ = H * (A H ).
Here i * and (−) H denote derived functors of restriction and fixed points discussed in Sections 11.2 and 11.5, respectively.
is a Quillen equivalence, where the idempotent on both sides corresponds to the families of all subgroups of maximal torus T ≤ N ≤ G and L denotes the set of homotopically compact generators for L e G T S Q (G-Sp). By the Cellularisation Principle, Theorem 10.5, we can cellularise each term of the classification of rational toral N -spectra at the derived images of the cells L. This gives a classification of rational toral G-spectra in terms of a cellularisation of the algebraic model for rational toral N -spectra. The final simplification is to remove this cellularisation, which is based on another formality argument.
