Abstract
Introduction
The modelling and prediction of economic recessions is a topic largely debated among policy makers and researchers. In the recent years a huge amount of attention has been devoted to the last economic recession. Starting from United States, the recession has transmitted to the European countries because of the strict links between the markets. So, both U.S. and European researchers have contributed to the increasing number of studies focusing on the analysis of the causes and on the prediction of recessions. From a statistical point of view, the recession is treated as a binary random variable, assuming value 0 (absence of recession) and 1 (presence of recession). So, all statistical models thought for such random variables can be potentially adopted for modelling recessions. In literature, there are a number of relevant contributions. Estrella and Mishkin (1998) have considered some financial variables (such as interest rates, stock prices and so on) in a probit framework to predict recessions. Chauvet and Potter (2005) have generalized the probit model allowing for autocorrelation of the errors and possible break points. Kauppi and Saikkonen (2008) have proposed to extend the static formulation including both lagged values of the binary response and lagged values of the probit probability. Their dynamic models certainly provide accurate forecasts of U.S. recessions. Moreover, Startz (2008) has introduced the autopersistence functions driving towards models inspired by the ARMA philosophy, and finally Nyberg (2010) has applied dynamic probit models to U.S. and German recessions. A recent stream of research suggests that the recession is a complex phenomenon and a large set of explanatory variables has to be considered to improve recession probabilities. This approach has been followed by Chen et al. (2011) applying a probit model with common factors extracted from a large set of explanatory variables and Fossati (2015) with the proposal of determining three macroeconomic factors related to the financial variables, the stock market indicators and the real activity. Finally, Fornaro (2016) has adopted a Bayesian methodology associated to a shrinkage techniques. In this paper, we purse the idea of Fossati (2015) of building some macroeconomic factors as potential explanatory variables for predicting recessions. However, given that the observed variables used in the construction of the factors are mainly non stationary, and assumed a linear relationship between observables and factors, the dynamics of each factor is described as a random walk. The main aim of the analysis is the forecasting of the recession, especially in the yearly horizon. For this reason, we will choose 12-months lagged factors to explain present recession.
The paper is organized as follows. In Section 2 the Dynamic Factor model is described and the construction of the two macroeconomic factors is detailed. Section 3 presents the Kauppi and Saikkonen (2008) model. The estimation of the models and the out-of-sample analysis can be found is in Section 4. Section 5 concludes.
The DynamicFactor model
In this work we use the business cycle dates diffused by ECRI to create the binary monthly time series of the recessions of Italy and Germany from 2002 to 2014. The series are created coding each month with 1 for recession, if it is identified as being in a recession by ECRI, with 0 otherwise. As a result, the modelling of economic recessions claims a framework with a binary dependent variable. The most popular model which describes such a variable is the probit model which represent a benchmark in this context. The ability of the researcher is that of capturing the relevant variables entering the model able to explain the binary variable. When the economic recession is the binary variable to model, a long list of possible financial and economic explanatory variables has to be considered. The selection of a few number of variables is then a difficult task. Alternatively, a reduction-of-dimensionality method can be considered with the benefit of including all the variables each with its own weight. In this paper we pursue the second approach, because it is our opinion that the complexity of the phenomenon of recession could be disentangled exploiting a wide range of variables. To this aim we have created some latent factors using a Dynamic Factor model. Let X t ì be a n × 1 vector denoting n observed variables at time t and let F t be a univariate factor. Then the estimated Dynamic Factor model implies a state-space representation given by = + = −1 + where is a multivariate Gaussian with zero vector mean and n×ncovariance matrix given by Q, while is a univariate Gaussian with zero mean and variance equal to 2 . Moreover, v t and w t are uncorrelated. The n × 1 vector Zrepresents the loadings of the factor. The parameter T is constrained to be one, that is the factor is assumed to be a random walk. Its nonstationary nature is demanded by the non-stationarity of the observables which are summarized in the factor. The Dynamic Factor model is applied for estimating two factors.
The financialfactor
The first factor is built using a high number of variables (16) 
All the p-values are largely greater than the conventional level (0.05) indicating that all the time-series are nonstationary. The application of the Dynamic Factor model leads to the estimated loading factors displayed in Table 2 and, as a result, to the estimated factors plotted in Figure 2 .1. The factors are both overall decreasing with a peak in 2008.
It is interesting to note that the time trend of the German financial factor is very similar to Italy. This is confirmed by the correlation coefficient of the two financial factors equal to 0.996 surely due to the presence of many common variables.
The realactivityfactor
The interaction between real activity and recession is also widely studied in the literature. In order to extract the latent factor we have considered 5 variables:
1. the deseasonalized industrial production index (IPI, source: Eurostat); 2. the harmonized index of consumer prices (HCPI, source: Eurostat); All the time-series are clearly non stationary (see Table 3 ). The loadings are reported in Table 4 . The Italian third factor is almost stable until 2006, then, after a brief rise, it starts to decline since 2008 to the end of the sample period with a slight recovery in 2010. The correlation between the two Italian factors is very high, 0.889. This feature, in part, suggests that it could be useless to use both the factors altogether, on the other hand, it remarks that the different factors describe the recession in an unambiguous way. On the other hand, the correlation between the two German factors is negative, −0.172. The Kauppi and Saikkonen models Kauppi and Saikkonen (2008) have developed some probit models for binary variables. Defined Y t ∈ {0,1} the binary time series at time t, the common framework is the assumption that the expected value at the time t, conditionally on the information at the time t − 1, is given by The one-step-ahead prediction is simply given by The predictions can be easily obtained from the previous models.
DynamicFactormodelsestimation
The Dynamic Factor models are simply probit models with one or more factors as explanatory variables,
= ( ′ ) where x t is the (k+1)×1 vector of explanatory variables including at least one factor while the first element is 1 and αis the (k +1)×1 vector of parameters. The complete lists of the estimated models for Italy and Germany are reported, respectively in Tables 5 and 6 . The estimation is made by maximum likelihood.
Firstly, we estimate the model with one out of two factors and then the complete model, that is the model with both the factors. The models are characterized by the followingexplanatoryvariables: -12-months-lagged factor 1 (model 1); -12-months-lagged factor 2 (model 2); -12-months-lagged factors 1 and 2 (model 3). Tables 7 and 8 show the estimates of the three models for Italy and Germany, and some statistics to evaluate the in-sample performance. For Italian recessions, model 1 shows a poor performance, while models 2 and 3 are almost equivalent, even if their statistics cannot be considered fully satisfactory. The 2 's are slightly over 0.100 and 2 reaches 0.150 when both the factors are included. In terms of AIC, model 3 appears to be preferable even if it has an additional parameter with respect to model 2. For German recessions, the first and third models are certainly more impressive, in particular model 3 with all the factors reaches the lowest AIC and shows 2 = 0.569 and 2 = 0.427. The model with the second factor is definitively poor.
In order to improve the in-sample performance of the Dynamic Factor models we introduce some variable supporting the explanation of the recession. To select a supporting variable, we estimate four additional models considering some candidates variables that are usually considered relevant in the analysis of recessions. The four models we have estimated include the following explanatory variables: -the 12-months-lagged spread between 10-years BTP and Bund (SprBB) for Italy and between Bund and EURIBOR (SprBE) for Germany (model4); -the 12-months-lagged ECB rate, already named EURIBOR (model 5); -the 12-months-lagged FTSEMib for Italy and DAX for Germany (model6); -the 12-months-lagged unemployment rate (model 7).
The estimates (see Tables 9 and 10 ) favor the variable Spread BTP/Bund for Italy and the variable EURIBOR for Germany. So, we have enriched the models with the factors including the variables Spread BTP/Bund and EURIBOR, respectively, to the Italian and German recession models. Tables 11 and 12 report the estimates of these models which show very good in-sample performances.In particular for Italian recessions the best model is undoubtedly model 10. This implies that all the factors continue to be relevant even when the model includes the spread BTP/Bund. A competitive model is model 9, while model 8 is distant in terms of performance.
Also for German recessions, the best model is model 10 that is the model which includes the two factors and the additional variable EURIBOR. Both the 2 and the 2 reach high values (0.710 and 0.501).
However, the comparison with the Kauppi and Saikkonenapproach is not completely favorable. In Table 13 the in-sample statistics of the four models are reported, and the Dynamic and the Dynamic Autoregressive models show a better performance with respect to the estimated dynamic factor models for the Italian recessions. German recessions are also better described by the Dynamic and the Dynamic Autoregressive models.
Out-of-sample analysis
An extensive out-of-sample analysis has been carried out considering three different forecasting horizon: 1 month, 6 months and 1 year. The forecasts have been computed carrying out recursive estimates of the models. The first estimate has considered the data from the beginning (January 2002) : a forecast is evaluated correct if the predicted probability of recession is over 0.50 and the actual value of the time series is 1, or if the predicted probability below 0.50 is associated with a actual value of the time series equal to 0. Tables 15  and 16 report the mentioned statistics for a subset of models applied to Italian and German recessions, respectively. In particular, we have considered all the models with the factors and the Dynamic and the Dynamic Autoregressive among those proposed by Kauppi and Saikkonen. For the very short 1-month prediction horizon the results clearly favor the Dynamic Autoregressive model for both Italy and Germany. When we consider the 6-months and 12-months horizons, according to MAPE e RMSPE the Italian recessions are best predicted by model 10 including the two factors and the spread BTP/Bund. The PCF is higher for model 10 when the forecast horizon is biannual, while model 9 ensures the highest PCF with a yearly forecast horizon. On the other hand, the most accurate predictions of German recessions can be obtained using model 3, including only the two factors. A competitor is Model 10 (the same variables plus the EURIBOR) in terms of PCF. So, the inclusion of EURIBOR variable allows to reach the highest PCF in the two forecast horizons longer than 1 month. Figures 4.1 and 4 .1 show the predictions for forecasts horizon larger than 1 month and actual recessions for the best Dynamic Factor model and the Dynamic Autoregressive model. So, the general result is an improvement of the forecasts in the horizons larger than 1-month using a model based on dynamic factors.We can also note that for the Italian time-series the statistics naturally deteriorate when the forecast horizon increases. Instead, for German recession the worsening is observed only moving from 1-month to 6-months horizon. In the longest prediction horizon, we can observe a clear improvement of the statistics, probably due to the use of 12-months lagged predictors included in the models. 
Concludingremarks
The prediction of recession periods is a fundamental task of financial and economic authorities supporting the political decisions. A statistical model for fitting and predicting recessions has to take into account the most important economic and financial variables. The high number of possible candidate variables requires a selection process or a transformation into a new limited set of factors. This latter approach is more recent in the literature and is going to provide good results. In this paper a dynamic factor model for Italian and German recessions has been studied after estimating two factors: a financial factor and a real activity factor. The models, possibly enriched with additional explanatory variables, are compared to the models proposed by Kauppi and Saikkonen (2008) . While the in-sample fit tends to favor the approach of Kauppi and Saikkonen, in the out-of-sample exercise the better performance of models including dynamic factors is indisputable at forecast horizons larger than 1-month.
Appendix
Estimation of models and all the data analyses were done using MARSS package (Holmes et al., 2014) implemented in R statistical software. The package is available on the CRAN package repository (www.cran.rproject.org) while codes used to obtain reported results and all additional information useful to make research reproducible will be made available by the authors on request. Data employed are freely available from sources reported in Sections 2.1 and 2.2 
