Abstract-Traditional particle swarm optimization (PSO) suffers from the premature convergence problem, which usually results in PSO being trapped in local optima. This paper presents an adaptive learning PSO (ALPSO) based on a variant PSO learning strategy. In ALPSO, the learning mechanism of each particle is separated into three parts: its own historical best position, the closest neighbor and the global best one. By using this individual level adaptive technique, a particle can well guide its behavior of exploration and exploitation. A set of 21 test functions were used including un-rotated, rotated and composition functions to test the performance of ALPSO. From the comparison results over several variant PSO algorithms, ALPSO shows an outstanding performance on most test functions, especially the fast convergence characteristic.
I. INTRODUCTION
Particle Swarm Optimization (PSO) was first introduced by Kennedy and Eberhart in [1] , [2] . PSO is motivated from the social behavior of organisms, such as bird flocking and fish schooling. In PSO, a swarm of particles "fly" through the search space. Each particle follows the previous best position found by its neighbor particles and the previous best position found by itself. In the past decade, PSO has been actively studied and applied for many academic and real world problems with promising results due to its property of fast convergence [8] .
Ever since PSO was first introduced, several major versions of the PSO algorithms have been developed [8] . Each particle is represented by a position and a velocity, which are updated as follows:
where X d i and X d i represent the current and previous position of d−th dimension of particle i respectively, V i and V i are the current and previous velocity of particle i respectively, pbest i and gbest are the best position found by particle i so far and the best position found by the whole swarm so far respectively, ω ∈ (0, 1) is an inertia weight, which determines how much the previous velocity is preserved, η 1 and η 2 are the acceleration constants, and r 1 and r 2 are random numbers generated in the interval [0.0, 1.0].
There are two main models of the PSO algorithms, called gbest (global best) and lbest (local best), which differ in the way of defining the neighborhood of each particle. In the gbest model, the neighborhood of a particle consists of the particles in the whole swarm, which share information between each other. On the contrary, in the lbest model, the neighborhood of a particle is defined by several fixed particles. The two models give different optimization performances on different problems. Kennedy and Eberhart [3] and Poli et al. [8] pointed out that the gbest model has a faster convergence speed with a higher chance of getting stuck in local optima than lbest. On the contrary, the lbest model is less vulnerable to the attraction of local optima but with a slower convergence speed than the gbest model.
In order to improve PSO's performance, we present an adaptive learning PSO (ALPSO) that utilizes a new learning strategy. In ALPSO, each particle can adjust its search strategy according to the selection ratios of four learning operators in different surrounding environments. The selection ratio of each operator is calculated in the same way as in [4] . For the global best particle, we introduce a learning method that can subtract the promising information from all improved particles.
The rest of this paper is organized as follows. Section II describes the adaptive learning PSO. The experimental study is present in section III and finally conclusions are given in section IV.
II. ADAPTIVE LEARNING PARTICLE SWARM OPTIMIZER
Although there are many improved versions of PSO, how to balance the performance of the gbest and lbest models is still an important issue, especially for multi-modal problems. In the gbest model, all particles' social behavior is strictly constrained by learning information from the global best particle. Hence, particles are easily attracted by gbest and quickly converge on that region even it is not the global optimum and gbest does not improve. In the lbest model, attraction by the gbest is not too much but the slow convergence speed is unbearable. In the origin PSO, each particle learns from its pbest and the gbest simultaneously, which might cause the above problems. Hence, we can separate the cognition component and the social component to increase diversity, but the proper moment for a particle to learn from gbest or pbest is very hard to know. The following sections will give an adaptive method to enable a particle to automatically learn from the global or local information from different particles.
A. Learning Strategy in ALPSO
In ALPSO, the information learnt by each particle comes from four sources: the gbest, its own pbest, the pbest of the closest particle, and a random position around itself. The learning equations are as follows:
where pbest i nearest is the pbest of the closest particle to particle i, V avg is the average velocity of all particles, and N (0, 1) is a random number from the normal distribution with mean 0 and variance 1.
Learning from the nearest neighbor enables a particle to explore the region of local optima around itself. Particles that are near a local optimum will get closer and closer to that region because the pbest is replaced only when a better position is found. Gradually, they will generate a local cluster around that local optimum. Particles in one local cluster are not influenced by those far away (other local clusters) even they have very good fitness. This strategy can help swarm find more local optima rather than one optimum as the original PSO does, especially for multi-modal problems.
Once particles converge on a local optimum or there is a more promising region nearby without particles covering it, particles should have a probability to jump to that promising region. Hence, learning from a random position around itself is needed.
In ALPSO, each particle has four different choices to adjust its behavior. The four choices enable each particle to move to a promising position with a higher probability than the original PSO. Here, which choice is the most suitable depends on the around environment where a particle is. However, we can not know what the around environment looks like. Each particle should detect the shape of the environment where it is by itself. Hence, we use the method proposed in [4] , which enables a particle to choose the most suitable operator automatically. The method is described in the following section.
B. The Adaptive Learning Mechanism
Borrowed the idea of probability matching [12] , we introduce an adaptive framework using the aforementioned four learning operators, each of which is assigned a selection ratio. The selection ratio of each operator is equally initialized to 1/4 and is adaptively updated according to its relative performance.
For each particle, one of the four learning operators is selected according to their selection ratios and its offspring fitness is evaluated. The operator that results in higher fitness values of offspring will have its selection ratio increased. The operator that results in lower fitness values of offspring will have its selection ratio decreased. Gradually, the most suitable operator will be chosen automatically and control the leaning behavior of each particle in different environments.
Without lose of generality, we discuss the minimization optimization problems in this paper. Based on our previous work in [4] , we extend the adaptive framework at the population level into the individual level in this paper. The selection ratios are updated every U f generations, where U f is called the updating frequency. During the updating period for each particle, the progress value and the reward value of operator i are calculated as follows.
The progress value prog i (t) of operator i at generation t is defined as:
where p i j (t) and c i j (t) denote a particle and its child produced by operator i at generation t and M i is the selection times of operator i with the particle.
The reward value reward i (t) of operator i at generation t is defined as follows:
where s i is the counter that records the number of children that are fitter than their parent particles by applying operator i, p i (t) is the selection ratio of operator i at generation t, α is a random weight between 0.0 and 1.0, N is the number of operators, and c i is a penalty factor for operator i, which is defined as follows:
With the above definitions, the selection ratio of operator i is updated every U f generation according to the following equation:
where γ is the minimum selection ratio for each operator, which is set 0.01 for all the experiments in this paper.
C. Information Learning for gbest
In the original PSO, the gbest is updated only when particles find a better position than the current gbest. Once it is updated, the information of all dimensions of the gbest is replaced with that of the better position. This updating mechanism has a disadvantage that promising information of some dimensions of one particle can not be kept due to bad information in other dimensions that cause its low fitness. This problem is called "Two step forward, one step back" in [13] . If a particle gets better, information of some dimension probably becomes more promising. Other particles should learn some useful information from the improved one even the particle's fitness is very low. In ALPSO, the gbest learns the useful information from those dimensions of a particle that is improved. Once promising information is extract from those improved dimensions of that particle, the information of corresponding dimensions of the gbest is updated. The updating happens only when particles are improved, which is as shown in Algorithm 1.
Algorithm 1
if t gbest is better than gbest then 4:
end if 6: end for Algorithm 2 The ALPSO Algorithm 1: Generate the initial particles by randomly generating the position and velocity for each particle 2: Set the generation counter t := 0 3: while the stop criterion is not satisfied do 4:
for each particle i do 5: Select one learning operator according to its selection ratio to update particle i 6:
if the updated particle i is better than its pbest then Perform GbestU pdate(i) for gbest 9: end if 10:
if the updated particle i is better than gbest then t := t + 1 20: end while
We can not apply this strategy to all particles because the learning method is time comsuming. Hence, we choose the gbest as the learner. The framework of the ALPSO algorithm is given in Algorithm 2.
III. EXPERIMENTAL STUDY

A. Test Functions
In order to test the performance of ALPSO, we choose three unimodal functions and 18 multimodal functions, which are widely used as the test functions in the literature [5] , [11] , [14] . The details of these test functions are given in Table I . Function f 16 is a composition function proposed by Jiang et al. [5] , which is composed of ten benchmark functions: two rotated and shifted f 1 , f 2 , f 3 , f 4 , and f 5 . Functions f 18 to f 21 are rotated functions, where the rotation matrix M for each function is obtained using the method in [9] .
B. Experimental Setting
Experiments were conducted to compare five PSO algorithms on the 21 test problems. The algorithms are listed as follows:
• FIPS [7] ; • CLPSO [6] ;
• ALPSO For the standard PSO, the acceleration constants η 1 and η 2 are both set to be 1.49618 and the inertia weight ω = 0.729844. Equations 1 and 2 are used for the velocity and position update in the standard PSO. CPSO-H k [13] is a cooperative PSO model combined with standard PSO, the same value of k = 6 in [13] is used. The fully informed PSO (FIPS) [7] with a U-ring topology that achieved the highest success rate is used. Comprehensive learning PSO (CLPSO) [6] uses all other particles' historical best information to update a particle's velocity. CLSPO is designed for solving multimodal problems, and it presents a good performance in [6] compared with eight other PSO algorithms. To achieve better performance of ALPSO, we use particular settings by experience for each problem due to different complexity of different problems. In ALPSO, parameters are the same as standard PSO and the updating frequency is present in Table  II . Each problem with 10 dimensions was independently run 30 times. The initial population is the same for all algorithms on each test problem and the population size is given in Table II . The maximal number of fitness evaluations is set to 100000 for all algorithms on each test problem. The code of the five algorithms is available online at the following website: www.cs.le.ac.uk/people/cl160/ALPSO.rar. Table III presents Table III , where "***" means the result of two algorithms is the same. The performance difference is significant if the absolute value of the T-test result is greater than 1.984. Figs. 1 and 2 describe the convergence speed of the five PSOs on all test problems.
C. Experimental Results and Discussions
1) Experimental Results:
Form Table III , ALPSO shows an outstanding performance on functions f 1 , f 8 , f 12 , and f 13 over the other four algorithms. Especially for functions f 2 , f 3 , f 6 , and f 9 , ALPSO obtained the global optimum over all 30 runs. Comparing ALPSO with CLPSO, though the performance of ALPSO is worse than that of CLPSO on functions f 4 , f 16 , f 20 , and f 21 , it is much better than that of CLPSO on functions f 4 , f 12 , f 13 , and f 17 , and is similar to or the same as that of CLPSO on the other functions.
For unimodal functions, ALSPO shows a fast convergence speed to the global optima. For multimodal functions, ALPSO and CLPSO present a much better performance than 
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cos(2πy i )) + 20 + e, 10 [-32, 32] 0 step back" problem. It does help the gbest learn promising information from those improved particles. Fig 3 presents the selection ratio of each operator for some test problems. From the results, we can see that the selection ratio of each operator is quite different from problem to problem. Even for a particular test problem, the selection ratio of the best operator changes in different evolving stages.It can be seen from the results of F 2 , F 3 , F 5 and F 6 in Fig. 3 , most particles quickly learn from the best particle when the run starts, however, the selection ratio of learning from particles' private best position surpasses the selection ratio of learning from the best particle when the number of generations reaches 500. The results validate our prediction that different learning strategies are needed in different evolving stages.
2) Discussions: From the above results on the 21 test problems, we can conclude that ALPSO performs much better than the other three algorithms on all unimodal test problems due to the learning strategy for gbest. Though ALPSO does not perform the best on all multimodal test problems, it presents competitive results compared with the other three improved PSO algorithms. We can also conclude that the adaptive learning mechanism enables particles to have more chances to move to a more promising region, especially for those particles being trapped into local optima in multimodal problems.
IV. CONCLUSIONS
This paper presents an adaptive learning PSO which uses an adaptive framework on the individual level to adapt four leaning strategies for each particle in the swarm. A new learning mechanism for gbest is introduced by extracting useful information from those improved particles on all dimensions.
The four learning strategies give each particle more chances to search a larger space. A particle is not simply influenced by its own previous best position and the global best one, the nearest neighbor also can help it search in a local region. The balance of local search and the global search can be solved using the adaptive technique, which enables each particle make its own choice according to the environment around. The performance of ALPSO is tested on 21 test problems in comparison with other three improved PSOs and the standard PSO. The results show that ALPSO gives the best performance on all test unimodal problems and also presents the outstanding performance on most multimodal problems.
Although ALPSO is not the best one for solving all test multimodal problems, the adaptive framework can help particles decide their own step direction. Especially for real problems, we can not know the distribution of solution space. However, we can design different strategies to deal with different situations, and let particles choose the most suitable strategy by themselves according to the adaptive technique.
