A Multiscale Finite Element Model for Damage Simulations in Fiber-Reinforced Composites by Maaß, Jan Grischa


A Multiscale Finite Element Model for Damage
Simulations in Fiber-Reinforced Composites
Vom Fachbereich Bau- und Umweltingenieurwissenschaften der Technischen Universität
Darmstadt
zur Erlangung des akademischen Grades
eines Doktor-Ingenieurs (Dr.-Ing.) genehmigte
D i s s e r t a t i o n
vorgelegt von
Dipl.-Ing. Jan Grischa Maaß
aus Weilrod
Erstreferent: Prof. Dr.-Ing. habil. F. Gruttmann
Korreferent: Prof. Dr.-Ing. habil. D. Gross
Tag der Einreichung: 16.08.2016
Tag der mündlichen Prüfung: 20.10.2016
Darmstadt 2016
D42
Maaß, Jan Grischa
A Multiscale Finite Element Model for Damage Simulations in Fiber-Reinforced
Composites
Forschungsberichte des Instituts für Mechanik der Technischen Universität Darmstadt
Band 42
Herausgeber der Reihe:
Studienbereich Mechanik, Technische Universität Darmstadt
Verfasser:
2016 Jan Grischa Maaß
Verlag:
Studienbereich Mechanik, Technische Universität Darmstadt
Franziska-Braun-Straße 7, 64287 Darmstadt
Druckerzeugung:
Lasertype GmbH, Darmstadt
Bibliografische Information der Deutschen Nationalbibliothek:
Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der Deutschen Nationalbiblio-
grafie; detaillierte bibliografische Daten sind im Internet über http://dnb.d-nb.de abrufbar.
cbnd Creative Commons Lizenz (CC BY-NC-ND 3.0 DE), 2016.
Freies Vervielfältigen und Weiterverbreiten – Namensnennung – Nicht-kommerziell – Keine
Bearbeitung
ISBN 978-3-935868-42-6
Acknowledgement
This thesis is a result of my research occupation at the chair of Solid Mechanics, Technische
Universita¨t Darmstadt. At this point I would like to thank everyone who has contributed to-
wards finishing my thesis.
Firstly, I would like to express my sincere gratitude to my advisor Professor Dr.-Ing. Friedrich
Gruttmann for the continuous support of my studies and related research, for his professional
guidance, supervising and for giving me the opportunity to work in such a friendly working
environment. Furthermore, I thank Professor Dr.-Ing. Dietmar Gross for his interest in co-
supervising this thesis and for his helpful suggestions.
Additionally, I want to use this opportunity to thank all my colleagues for the scientific dis-
cussions and after work activities. I especially thank Florian Niederho¨fer, Dominik Heller and
Simon Klarmann for their support to finish this work.
Particulary I would like to extend my thanks to my parents, my sister and my girlfriend Karina,
who always supported me in all my decisions and stages of life.

Contents
Nomenclature v
Kurzfassung x
Abstract xiii
1 Introduction 1
1.1 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 State of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Basics of Continuum Mechanics 9
2.1 Kinematics of a Continuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Configurations and Perspectives . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Deformation and Deformation Gradient . . . . . . . . . . . . . . . . . . . 12
2.1.3 Displacement and Displacement Gradient . . . . . . . . . . . . . . . . . . 13
2.1.4 Polar Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.5 Measurement of Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 The Concept of Stress - Kinetic Equations . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Stress Tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Time Derivatives and Strain Rates . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Energetic Conjugated Stresses and Strains . . . . . . . . . . . . . . . . . . 19
2.3 Balance Laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Balance of Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Balance of Linear Momentum . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3 Balance of Angular Momentum . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.4 Balance of Mechanical Energy . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.5 Balance of Energy - The First Law of Thermodynamics . . . . . . . . . . 24
2.3.6 Entropy Inequality - The Second Law of Thermodynamics . . . . . . . . . 25
2.4 Variational Principles and Linearization . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Constitutive Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.1 Hyperelastic Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.2 Transversely Isotropy - Composite Materials . . . . . . . . . . . . . . . . 33
2.5.3 Constitutive Equations with Internal Variables . . . . . . . . . . . . . . . 34
2.5.4 The Elasticity Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
i
3 Continuum Damage Mechanics - Basic Concepts 41
3.1 General Principles of Continuum Damage Mechanics . . . . . . . . . . . . . . . . 41
3.2 Three Dimensional Damage State . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Equivalence Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Thermodynamic Derivation and Damage Activation . . . . . . . . . . . . . . . . 47
3.4 Damage Effect Tensor and Constitutive Equations . . . . . . . . . . . . . . . . . 49
3.4.1 Damage Effect Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.2 Damage Compliance Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Damage Models - General Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5.1 Damage Initiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.2 Damage Evolution and Energy Release Rate . . . . . . . . . . . . . . . . 59
3.6 Cohesive Interface Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4 Macroscopic Damage Models 65
4.1 The Isotropic Damage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1 Loading Functions - Norm in Strain Space . . . . . . . . . . . . . . . . . . 66
4.1.2 Isotropic Damage Criterion . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.3 Damage evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.4 Flowchart of the Isotropic Damage Model . . . . . . . . . . . . . . . . . . 68
4.1.5 Isotropic Damage Model Using the Implex Scheme . . . . . . . . . . . . . 69
4.2 The Anisotropic Damage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.1 Constitutive Equations of the Anisotropic Damage Model . . . . . . . . . 71
4.2.2 Anisotropic Damage Criterion . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.3 Equivalent Displacements and Stresses . . . . . . . . . . . . . . . . . . . . 74
4.2.4 Anisotropic Damage Evolution . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.5 The Anisotropic Damage Model Using the IMPL-EX Scheme . . . . . . . 78
4.2.6 Flowchart of the Anisotropic Damage Model . . . . . . . . . . . . . . . . 79
5 Finite Element Formulation of a Nonlinear Continuum Element 81
5.1 Basic Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Isoparametric Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Approximated Green Lagrange Strains . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 Consistent Linearized Variational Functional . . . . . . . . . . . . . . . . . . . . 86
6 Numerical Examples - Macroscopic Models 89
6.1 Isotropic Damage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1.1 Behavior of Isotropic Elastic Damage Models . . . . . . . . . . . . . . . . 91
6.1.2 Localization and Mesh Dependency . . . . . . . . . . . . . . . . . . . . . 92
6.1.3 Tension Rod and Plate with Open Hole . . . . . . . . . . . . . . . . . . . 93
6.2 Anisotropic Damage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2.1 Investigation of Different Implemented Anisotropic Damage Models . . . 97
6.2.2 Effects of Classical Regularization . . . . . . . . . . . . . . . . . . . . . . 99
ii
6.2.3 The IMPL-EX Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.4 Single Damage Mode Validation . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.5 Validation with Experimental Data - Multilayer Example . . . . . . . . . 103
6.2.6 Effect of Different Damage Effect Tensors . . . . . . . . . . . . . . . . . . 104
6.2.7 Effect of Different Equivalence Principles . . . . . . . . . . . . . . . . . . 106
6.2.8 Damage Investigation of a Tension Rod with One Layer . . . . . . . . . . 107
6.2.9 Damage Investigation of a Cantilever Beam - One Layer . . . . . . . . . . 110
6.2.10 Damage Investigation of a Plate with Open Hole - One Layer . . . . . . . 111
7 A Coupled Two-Scale Model for Damage Simulations 115
7.1 Variational Formulation of a Two-Scale Model . . . . . . . . . . . . . . . . . . . 115
7.2 Finite Element Formulation of a Two-Scale Model . . . . . . . . . . . . . . . . . 118
7.3 Micromechanics and Homogenization . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3.1 Method of Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.3.2 Enhanced Method of Cells (EMOC) and Finite Element Formulation . . . 124
8 Numerical Examples - Multiscale Model 131
8.1 Linear Elastic Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.1.1 EMOC Compared to Analytical MOC . . . . . . . . . . . . . . . . . . . . 132
8.1.2 EMOC Compared to WWFE and Unit Cell Methods . . . . . . . . . . . . 133
8.2 Damage Investigations Using the EMOC Approach . . . . . . . . . . . . . . . . . 135
8.2.1 Isotropic Plausibility Tests . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.2.2 Composite Strength Parameter Test . . . . . . . . . . . . . . . . . . . . . 138
8.2.3 Independency of Mesh Geometry . . . . . . . . . . . . . . . . . . . . . . . 142
8.2.4 Delamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.2.5 Damage Investigation of a Tension Rod . . . . . . . . . . . . . . . . . . . 143
8.2.6 Damage Investigation of a Cantilever Beam . . . . . . . . . . . . . . . . . 147
9 Conclusions and Future Perspectives 149
Bibliography 153
iii
iv
Nomenclature
Abbreviations and names
0 Zero (can be vector- or tensor-valued)
BVP Boundary-value problem
CDM Continuum damage mechanics
CFRP Carbon-fiber-reinforced polymer
DOF Degree of freedom
EMOC Enhanced method of cells
FE2, FE2 Multi-scale finite element model
FEAP Research FEM code [74]
FEM Finite element method
FF Fiber failure
FM Fiber mode
FMC Failure mode concept
FRP Fiber-reinforced plastics
GFRP Glass-fiber-reinforced polymers
GMC Generalized method of cells
HFGMC High fidelity generalized method of cells
IFF Inter fiber failure
IMPL-EX Implicit-explicit integration scheme
MM Multiscale method
MOC Method of cells
RVE Representative volume element
WWFE World wide failure exercise
Greek letters
α, β Indexes 1, 2
γ Euler-Almansi strain tensor
Γ Boundary of a domain Ω
δeq Equivalent displacement
δ Variational operator
v
δij Kronecker symbol
ε Longitudinal strain (1d)
ε˜ Effective longitudinal strain (1d)
ε Linearized strain tensor
ε˜ Effective linearized strain tensor
λ Load factor
ξ, η Isoparametric coordinates
Π Potential energy
Πext External potential energy
Πint Internal potential energy
ρ Mass density in current configuration
ρ0 Mass density in reference configuration
σ Normal stress (1d)
σeq Equivalent stress
σi Vector of stresses in integration point i
σ Linearized stress tensor
σ˜ Effective linearized stress tensor
σ˜ Effective normal stress (1d)
τ Kirchhoff stress tensor
ϕt Mapping from reference to current configuration
ϕ−1t Mapping from current to reference configuration
ϕˆ Mapping from reference to current configuration
ϕˆ−1 Mapping from current to reference configuration
Ψ Helmholtz free energy
Ω Spatial domain
∂Ω Boundary of a domain Ω
Roman letters
A Assembly matrix
A˜ Effective area element
B Domain of a continuum body in Euclidean space
B0 Domain of a continuum body in the reference configuration
Bi Domain of a local continuum body in Euclidean space
Bt Domain of a continuum body in the current configuration
∂B Boundary of a continuum body in Euclidean space
∂B0 Boundary of a continuum body in the reference configuration
∂Bi Boundary of a local continuum body
∂Bt Boundary of a continuum body in the current configuration
vi
b left Cauchy-Green tensor
b0 Outer volume force or body force
Cn Space of n-times continuously differentiable functions
C Elasticity tensor or elasticity matrix
C
tan Tangential material stiffness in nonlinear calculations
C Elasticity tensor or tangential material stiffness
C Right Cauchy-Green tensor
d Damage variable in isotropic material
Di Damage variable in anisotropic material
da Area element in current configuration
dA Area element in reference configuration
D Gaˆteaux directional derivative
Dint Internal dissipation or entropy production
dv Infinitesimal volume in current configuration
dV Infinitesimal volume in reference configuration
dX Line element in reference configuration
dx Line element in current configuration
e0 Internal mechanical energy per unit volume
ei Orthonormal base system in Euclidean space
E Internal energy
E Green-Lagrange strain tensor
fLe Element residual vector in a local scale boundary value problem
f0 Resultant of outer forces
FLi Global residual vector in a local scale boundary value problem
F Deformation gradient
G Shear modulus
Gc Critical energy release rate
h Height (length in z-direction)
H Displacement gradient
H Damage compliance matrix
i, j Indexes 1, 2, 3
I Identity matrix or tensor
J Jacobian determinant of deformation gradient
J Jacobian matrix
J˙ Time derivative of angular momentum
kG Global scale element tangential stiffness matrix
kLe Element tangential stiffness matrix in a local scale boundary value problem
K Kinetic energy
vii
KT Global tangential stiffness matrix
KLi Global tangential stiffness matrix in a local scale boundary value problem
lx Length in x-direction
ly Length in y-direction
lc Characteristic element length
L Linearization of functional
L˙ Time derivative of linear momentum
M Damage effect tensor or matrix
neq Number of equations
n Unit normal vector in current configuration
n0 Unit normal vector in reference configuration
NI Interpolation functions
N Unit normal vector
Pext External mechanical power
Pint Internal mechanical stress power
P First Piola-Kirchhoff stress tensor
q0 Cauchy heat flow
Q Thermal power
Q˜ Rate of ingoing entropy
Q Orthogonal tensor
r0 Heat source
r Damage threshold
r Position vector to reference point
R Rotation tensor
s Stress deviator
s0 Local entropy per unit volume
S Entropy integrated over volume
S Second Piola-Kirchhoff stress tensor
S Compliance Tensor or compliance matrix
t Time; thickness
t¯ Surface force
ti Local base vectors
t0 Initial time for reference configuration
t0 Outer boundary force vector
t Cauchy traction vector
T Cauchy stress tensor
ux, uy, uz Displacement components in spatial directions x, y, z
u Displacement vector
viii
δu Virtual displacement field
∆u Increment of displacement field
U Right stretch tensor
v0 Velocity vector of control volume
v Left stretch tensor (Ch. 2); vector of nodal displacements (Ch. 5–7)
VLi Global displacement vector in a local scale boundary value problem
w Displacement in z-direction
W Mechanical work
δW Virtual work
δWext External virtual work
δWint Internal virtual work
X, Y , Z Material coordinates
x, y, z Spatial coordinates
X Position vector in reference configuration
x Position vector in current configuration
ix
x
Kurzfassung
Faserverbundwerkstoffe gewinnen in den verschiedensten Ingenieurwissenschaften immer mehr
an Bedeutung. Dieser Trend wird sich in den na¨chsten Jahren, gerade im Hinblick auf E-Mobilty
und immer ho¨heren Materialanforderungen, noch versta¨rken. Mit der zunehmenden Verwendung
wird auch die Nachfrage nach geeigneten Berechnungsverfahren zur Beschreibung des komple-
xen mechanischen Verhaltens dieser Werkstoffe immer gro¨ßer. Diese Arbeit leistet einen Beitrag
zur theoretischen Entwicklung und Implementierung von Scha¨digungsmodellen. Mit Hilfe von
Scha¨digungsmodellen kann der Beginn der Scha¨digung lokalisiert, der Verlauf durch die Struktur
verfolgt sowie deren Traglast bestimmt werden. In der vorliegenden Arbeit werden verschiede-
ne Modellansa¨tze verfolgt, die auf einem sogenannten Smeared-Crack-Ansatz basieren. Dabei
wird die Scha¨digung im Material als kontinuierlich verteilt angenommen. Vorgestellt wird ein
auf makroskopischer Betrachtung basierendes anisotropes Scha¨digungsmodell, das wahlweise das
Bruchkriterium nach Hashin oder das Failure Mode Concept nach Cuntze zur Bestimmung des
Scha¨digungsbeginns verwendet. Der Verlauf der Scha¨digung wird durch ein lineares Degrada-
tionsmodell beschrieben, dessen Steigung von der kritischen Energiefreisetzungsrate bestimmt
wird. Um die dissipierte Energie in Finite-Elemente-Modellen korrekt zu berechnen, wird die cha-
rakteristische Elementla¨nge als zusa¨tzlicher Parameter eingefu¨hrt. Mit den gewonnenen Erkennt-
nissen wird dann ein zweiter Ansatz verfolgt, der auf einem zweiskaligen Finite-Elemente-Modell
basiert, das aus einem Mikromodell und einem Makromodell besteht. Hierbei werden die Verzer-
rungen des Makromodells als Verschiebungsrandbedingungen auf das Mikromodell aufgebracht.
In dem Mikromodell wird die Beschreibung der Scha¨digung separat auf den einzelnen Faser- und
Matrixanteilen durchgefu¨hrt. Die endgu¨ltigen inneren Verschiebungen des Mikrosystems werden
mit dem Newton-Raphson-Verfahren bestimmt und die homogenisierten Spannungen und die
Materialtangente werden an das Makrosystem zuru¨ckgegeben. Die Scha¨digung im verwendeten
Mikromodell wird durch ein exponentielles Degradationsgesetz ohne elastische Anfangsregion
beschrieben, das sich als besonders robust erwiesen hat. Ein Gegenargument zur Verwendung
von Mehrskalenmodellen ist die erhebliche Rechenzeit, da in jedem Integrationspunkt des globa-
len Systems ein komplettes Mikrosystem gelo¨st werden muss. Da sich aber Mehrskalenmodelle,
aufgrund ihrer Struktur, besonders zur simultanen parallelen Berechnung eignen, ist zu ist zu
erwarten, dass sie mittelfristig die makroskopischen Modelle ersetzen werden.
xi

Abstract
Fiber-reinforced plastics are of increasing relevance in a broad variety of engineering applica-
tions. Developments in E-Mobility and ever-increasing demands on materials guarantee that
this trend will continue. The increasing use and importance of FRP will in turn increase de-
mand for appropriate methodologies for describing the complex mechanical properties of these
materials. This thesis contributes to this end to the theoretical development and implementation
of damage models. These models build on the so called smeared crack approach, whereby the
damage in the material is assumed to have a continuous distribution. With the help of damage
models, maximum bearing load computations can be performed and the damage initiation and
propagation can be precisely followed. A variety of approaches are used in this thesis: firstly, a
macroscopic view of anisotropic damage models is presented. The model utilizes either Hashin’s
failure criterion or Cuntze’s failure mode concept to determine damage initiation. At the onset
of damage, a linear degradation model is used, the path of which is determined by the critical
energy release rate. In conjunction with the characteristic element length, an accurate calcula-
tion of the dissipated energy in the finite element model is assured. A second approach is based
on a coupled multi-scaled finite element model. The model presented here is a two-scale model
consisting of a micro scale and a macro scale. The distortions in the macro scale are mapped
onto the micro scale using appropriate boundary conditions. In the micro scale, the modeling
of the damage is carried out separately on the individual fiber and polymer components. The
nonlinear micro model is solved by means of Newton-Raphson method before the homogenized
stresses and material tangents are delivered to the macro system. This process is repeated until
global equilibrium is achieved. The micro scale model utilizes an exponential degradation law,
which lacks an elastic initial region and has proven to be especially robust. The multi scale
model affects damage at locations where it actually occurs, giving it a significant advantage
over macroscopic models. The use of costly failure criterion is spared in this approach. Further-
more, use of the multi scale approach allows detailed observations of the failure in the material,
and failure modes such as fiber-polymer separation can easily be implemented. The counter-
argument to this approach is the significant computational cost, caused by the necessity of a
complete iteration loop in the micro system for every integration point in the global system.
However, the structure of the models makes them especially suitable for simultaneous parallel
processing, so that it can be expected that they supersede macroscopic models in the mid term
future.
xiii

Chapter 1
Introduction
1.1 Motivation and Objectives
Fiber-reinforced composite materials have gained recent popularity in high-performance prod-
ucts. In fact, global demand for carbon fiber has more than doubled over the last five years. The
main reason for this is its impressive weight to stiffness ratio. A composite generally indicates
a material class made of at least two different constituents. Subclasses include carbon fiber-
reinforced polymers (CFRP), glass fiber-reinforced polymers (GFRP), aramid products (e.g.
Kevlar), and biocomposites, which typically consist of one stiffness constituent (the reinforce-
ment) and one binding constituent (the matrix). Classical applications of composite materials
can be found in:
• Aircrafts
• Sports equipment
• Racing and automotive components
• Boats and marine
• Wind turbine plates
The Airbus A350, for example, uses more than 50% of composite materials in the fuselage and
wing and saves roughly 25% in fuel as opposed to its aluminum competitors . In the automo-
tive sector, carbon fiber composites have been used in race cars for years, where a conservation
of mass is important. In automotive serial production, a rapid rise in the use of composite
materials can also be observed. The BMW i8 and BMW i3, for example, have developed a
passenger cabin made completely of a carbon fiber composites, which is not only much lighter,
but also significantly stiffer and thus safer for passengers than metals. The automotive and
transportation sectors are likely the main field where a rapid growth in the use of composite
materials is expected in the coming years. Especially considering trends of E-Mobility, where
the heavy weight of batteries must be conserved in other parts of the automobile to save energy
and improve acceleration. Other applications of composite materials include wind turbine plates
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(the less weight the plate has, the more energy it can produce), surfboards, mountain bikes, and
snowboards. Besides weight savings, composites also have benefits in terms of design flexibility,
low maintenance costs, and they have high stiffness, non-corrosive, and non-conductive prop-
erties. For this reason, and because of their flexibility in the choice of constituent, they are
increasingly replacing metals in classical civil engineering applications, like prestressed concrete
bridges, subsequent reinforcement of supporting frameworks, or even for constructional earth-
quake protections. The increasing use of composite materials makes it necessary to develop
suitable methods which capture the complicated load deformation processes of such anisotropic
material classes, especially, when nonlinear effects, such as damage, must be considered. One
such approach is established on a macroscopic material level. Many macroscopic damage mod-
els have been developed for fiber-reinforced composites within the last decade, for instance, in
[79, 84, 87–90]. In macroscopic damage models, different constituents are usually considered
with their volume fraction and stiffness properties and then simple averaged. For further inves-
tigations, a material with homogeneous (averaged) properties is observed, instead taking into
account the inhomogeneous nature of composites. For damage models, this means that failure or
damage criteria must be established on the same macroscopic, averaged material level for each
single damage mode, such as fiber failure, matrix failure, and delamination. Many such failure
criteria have been developed, for instance, by the authors of [45, 65, 115]. One disadvantage
of these models is the large number of material input parameters required. Besides averaged
elastic properties, strength and fracture energy parameters are required for a physically accurate
description of the damage process. These parameters are difficult to acquire and must often be
determined in complicated experiments, which usually implies a shady quality.
Microscopic models are more accurate and convenient to describe complex damage processes.
With such models, the damage process is described on a finer scale, where it actually occurs.
Not only does the damage process, but also parameter identification, become easier to capture
on a microscale. In micro models, different constituents are considered individually. This is
particularly advantageous when considering each constituent as an isotropic material. Then,
the various, more expensive failure modes discussed are no longer necessary, and instead, an
easy to handle isotropic failure mode can be used for each constituent. Often when using finite
element methods, and within this study, a microscopic model is used in conjunction with a
macroscopic model, leading to the concept of multiscale models. Multiscale models also have
computational advantageous because of their good parallel computing ability.
When using multiscale models, effective quantities of the micro model are returned to the macro
model for further calculations. These effective quantities are obtained from a homogenization
procedure. Several such procedures have been developed which can be subdivided into analyt-
ical, semi-analytical, and computational homogenization procedures. Classical homogenization
methods assume that the homogenized effective properties of the micro model remain constant.
Such an assumption is obviously infringed in damage simulations.
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1.2 State of Research
Contrary to classical homogenization methods, coupled macro-micro models or more general
global-local models are used for nonlinear damage simulations in which the effective properties
of the micro model change during the calculation. In such coupled finite element calculations,
each integration point of the global system is connected to one local scale model such that every
element is homogenized individually, dependent on its current load state. This means that the
local model is assessed for each integration point of each iteration in each load step. Using this
coupled approach results in expensive computational calculations, but unlike full scale models,
the global model can be partitioned in much larger parts.
This thesis aims to predict the maximum bearing load of fiber-reinforced composite structures.
Therefore, several varying approaches for the simulation of damage in fiber-reinforced compos-
ite are introduced. First, an isotropic and anisotropic one-scale model are introduced. Special
attention is given to the numerical implementation. The anisotropic model is developed based
on the works of [79, 87, 89, 92]. To improve Newton convergence issues, an Implicit-Explicit
integration scheme, first proposed by Oliver [109], is adapted from an isotropic model for use in
anisotropic damage models. Additionally, the crack band theory [13] is applied to weaken the
effect of mesh dependent solutions and localization phenomenon. The full scale model uses eight
noded, finite continuum elements with linear shape functions for the discretization. Because full
scale damage models have limits, and damage itself is better described on a microscale, another
approach, namely a multiscale damage model for fiber-reinforced composite structures is sug-
gested. Therefore, a general multiscale procedure [62] is introduced, followed by an introduction
to micromechanical concepts and homogenization procedures. Some important aspects obtained
from the anisotropic full scale damage model are inherited to improve numerical robustness. The
multiscale model is used with eight noded, finite continuum elements with linear shape functions
on a macroscale. The microscale is approximated using an enhancement of the method of cells
(EMOC) which is also developed in section 7.3.2 of this thesis. Again, particular attention is
given to the numerical implementation of the model. Both models are verified and tested on
several examples with experimental test data and plausibility controls.
1.2 State of Research
In this study, several different models for damage simulations are introduced based on continuum
damage mechanics (CDM). Continuum damage mechanics is a common engineering approach to
model the complex mechanisms of damage on a macroscopic scale. Damage mechanics is a field
of applied mechanics based on continuum mechanics. The chief aim of CDM is the prediction
of damage initiation, its progress in structures, and how the overall stiffness is affected.
The development of CDM began in the 1970s and 1980s when a wide variety of research in the
field of damage mechanics was completed by [24, 25, 76, 80, 97, 98, 124, 125]. It is during this
time that CDM was invented. The damage process highly depends on the investigated material
and the type of load that causes it (static or dynamic). One can distinguish, among others,
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between ductile, brittle, and creep damage, as well as damage initiated by fatigue. Composite
materials, investigated in the current study, belong to the class of brittle damage. Moreover, the
current study considers only static loads. Since the pioneering work of [73], who defined damage
as the decrease of the load carrying area, several other approaches have been proposed. For
instance, [25] uses fourth and eighth-order tensors to represent damage in terms of the variation
of the elastic modulus. A more general definition of effective stresses has been proposed by [25,
42, 123], where a so called damage effect tensor, a fourth-order tensor, is used to transform the
Cauchy stresses σ into the corresponding, fictitious effective stresses. This approach results in a
general and non-symmetric stress tensor. Therefore, several symmetrization schemes have been
proposed by the authors of [25, 42, 99, 101, 123]. Since these schemes are developed purely in
a mathematical sense, [42] introduced a form of mechanical equivalence which satisfies the con-
dition of symmetry. This is called the hypotheses of complementary strain energy equivalence.
From this, several other equivalence principles and approaches have been developed. For further
information, and a fundamental historical background of the development of damage mechanics,
the more recent works of [81, 100, 138] are recommended.
Another topic which belongs to CDM is the use of cohesive laws, commonly used in interface
models for the propagation of delamination in layered structures. Several such laws are based on
a universal relationship between binding energies of materials, first introduced, among others,
in [21, 102, 111, 118]. Since their introduction, they have been implemented in finite element
software by many authors, for example, in [103, 119, 120, 131, 132], or more recently in [5, 61,
134, 135].
The finite element method is often used to solve problems in structural mechanics. It has
been established, among a variety of numerical methods, as a standard method in engineering
mechanics. The finite element method has had practical relevance since the 1950s and was first
used at Boeing for structural computations on aircraft wings. The works [140, 141] are well
known and have been established as standard references since the 1960s. More recent works
concerning nonlinear finite element methods include, for instance, [11, 46, 71, 116, 122, 137].
A more mathematically grounded approach is given in, for example, [17, 106], whereas [127]
focuses on implementation techniques.
The theory of cohesive laws and its application in finite elements has been a basis for many stud-
ies concerning CDM. For instance, [63, 79, 94], are based on the theory proposed by Camanho
et al. in [22]. This study introduced the concept of equivalent displacements within the theory
of delamination. It enhances and modifies the theory for use in continuum damage models, as
is completed in the implemented macroscopic anisotropic damage model in the current study.
The damage evolution law of this model considers the energy released during a damage process
according to the works of [13, 107].
The heterogeneous nature of fiber-reinforced composites and the complex behavior of damage
have inspired researchers to develop more accurate and convenient models than macroscopic
models. The latter are limited due to the averaged nature of quantities, such as Youngs moduli
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and strength parameter. Not only are averaged elastic parameters a disadvantage of macro
models, but also the mechanism of damage itself is difficult to capture. To overcome these
difficulties, multiscale models have been developed. In multiscale formulations, at least two
different scales are used for the description of a problem: a global or macro scale and a local or
micro scale. The expressions of global and local scales are more general and often used in the
current study because the multiscale approach is not limited to micro-macro systems, as can be
seen in [62, 66].
A global scale is used to discretize an arbitrary geometry of interest, whereas a local scale is used
to capture the behavior of complex materials within a so called representative volume element
(RVE). Of interest for the macro model are the effective quantities from the RVE which are
obtained by applying homogenization methods.
Homogenization methods can be divided into analytical, semi-analytical, and computational
techniques. Classic analytical methods relate to Eshelby’s theory [52], who used an analytical
approximation of the micromechanical material. The microscopic structure is decomposed into
a homogeneous infinite matrix material with isolated elliptical inclusions. The Eshelby solution
is a fundamental principal for the development of analytical homogenization methods. Without
a claim of completeness, examples include the derivation of the differential scheme [93] and
the double inclusion method [104] have been derived. Moreover, so called mean field theories,
[39, 40, 64, 68] have been developed, and in the context of interacting adjacent particles, the
Mori-Tanaka method [96] was introduced and later extended.
Due to its limitations in practical use, semi-analytical methods have been developed. Such
methods attempt to use the advantages of numerical homogenization techniques by maintaining
the efficiency of analytical techniques. For a detailed overview of analytical and semi-analytical
homogenization methods, please refer to [4, 38, 49, 56, 59, 142].
Of special interest for the current study are coupled homogenization techniques in association
with the MOC , originally introduced by [1]. The MOC was later extended by the same author
[2, 113] to the generalized method of cells (GMC), which has itself been further developed into
the high fidelity generalized method of cells (HFGMC) [3].
In this study, both scales are discretized with finite elements, leading to the application of com-
putational homogenization techniques. This technique becomes increasingly important because
of the increase in computational power. Unlike semi-analytical models, the micro problem is
also described with numerical solution techniques, such as finite elements.
By using finite elements for the description of the micro scale, any arbitrary geometry can easily
be discretized. When addressing strongly nonlinear problems like damage, an iterative coupling
between the scales is inevitable. Here, coupling implies that the local model is executed in each
integration point of the global model. This can be enabled either by hard-coding the local FEM
routine into the material law of the integration point of the global system or by using an FE2
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approach such as in [126] and [53], where the FE program is accessed a second time at the
integration point. Recent contributions concerning the FE2 method are given in [121] or [62] in
the context of layered shells. For use of the FE2 method within the topic of damage simulations,
the reader is referred to [114, 133].
Many different types of materials and composites, such as fiber-reinforced materials and poly-
cristallines, have been investigated by means of multiscale methods (MM) [53, 57, 58, 74, 75,
95]. A rapid rise of research in this area is based on increases in computational power. Within
the last decade, numerous articles and textbooks on the subject have been published. Most
publications focus on general approaches, the determination of material properties, or damage
modeling. A reliable overview of publications concerning MM and the handled topics is given
in [4]. The authors of [77] and [54], for example, focus on general simulation techniques. In [14]
and [32] specific aspects of composite materials are discussed and in [12], the topic of modeling
damage is treated.
1.3 Outline
Chapter 2 presents the important and relevant foundations of continuum mechanics. The
kinematic equations of a continuum body are introduced by means of the deformation gradient
from which different strains tensors are derived. To analyze how a continuum behaves under
the impact of external loads, the concept of stress is discussed and several traction vectors and
stress tensor are introduced. For further mechanical investigations, it is important to know
which strain and stress tensors can be used together, thus work conjugated tensor pairs are
suggested. After naming important mechanical and thermo-mechanical balance laws, important
principles of virtual work are derived by means of a one field variational principle for numerical
implementation. Having defined some general valid relations, constitutive laws for hyperelastic,
transversely isotropic materials, and materials classes with internal variables are discussed to
describe mechanical coherences. The elasticity tensor C and its inverse, the stiffness tensor S
are explicitly derived for several material classes because they are applied in the description of
damage processes in the following chapter.
Chapter 3 extends definitions of continuum mechanics to capture the process of damage,
included within the scope of CDM . General principles of CDM, as well as a short historical
overview of the description of three dimensional damage states, are followed by a presentation
of different equivalence principles. A thermo-mechanically consistent damage model is derived
with a special focus on Kuhn-Tucker conditions which enforce a correct response of the model
in terms of loading, unloading, and reloading conditions. After introducing varying damage
effect tensors and suggesting a damage compliance matrix for transversely isotropic materials,
the topic of damage initiation in particular is discussed. Therefore, different failure criteria
which serve as a starting point for damage evolution are presented for isotropic and anisotropic
composite materials. The evolution law, then discussed, relates internal variables to the damage
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variable and is necessary to fully define the constitutive equations of damage models. Evolution
laws are based on energy dissipation during the damage process which can be challenging to
correctly determine in numerical approximation methods, such as the finite element method.
The chapter concludes with a universal relationship between binding energies of materials, used
for interface damage modes in chapter 7.
Chapter 4 presents an isotropic and an anisotropic damage model. The isotropic damage
model is based on work by [108]. The model begins with a definition of a Helmholtz free
energy from which the required quantities, such as stresses and constitutive equations, are de-
rived by incorporating the concept of effective stresses, as given in chapter 3. The crack band
theory is applied to ensure the correct computation of the energy dissipated during a damage
process and to reduce mesh dependency in finite element calculations. Because the modeling
of brittle material failure suffers from a lack of numerical robustness, an implicit-explicit in-
tegration scheme (IMPL-EX), first proposed in [110], is presented, with which highly robust
solutions are obtained. Furthermore, an anisotropic model is suggested for damage simulations
in fiber-reinforced composites. The developed damage model uses the concept of equivalent
displacements, first proposed by [22], and a bilinear damage evolution law in conjunction with
the characteristic element length to ensure correct damage dissipation. The damage compliance
matrix H is dependent on the different damage mode and is derived from a complementary free
energy function (Gibbs energy). The number of damage modes differs depending on whether
Hashin’s damage criterion or Cuntze’s failure mode concept is applied. For the same reason as
in the isotropic damage model, the IMPL-EX scheme is adapted and modified such that it can
be used for the anisotropic damage model.
Both damage models are implemented into the finite-element software Feap using eight noded
continuum elements with linear interpolation functions, introduced in chapter 5. The nonlinear
finite-element description begins with the linearized, weak form of equilibrium, followed by a
presentation of the isoparametric concept and derivation of the approximated Green-Lagrange
strain tensor. Using the variation, linearization, and variation of linearization, the consistent
linearized variational functional is derived, from which the element stiffness matrix and element
residual vector are obtained. By means of standard assembly procedures, the global load vector
and global stiffness matrix are obtained. With these definitions, the damage models are fully
described and can be used in finite element calculations.
Chapter 6 is one of two chapters containing numerical examples. The isotropic and anisotropic
damage models are validated and tested on several different models. After demonstrating some
general aspects of damage models, the implemented isotropic damage model is tested in terms
of convergence studies. Furthermore, damage behavior under displacement driven simulations
is observed in greater detail. Various implemented damage models, as well as the effects of
different regularization schemes, are tested with the anisotropic damage model before results
from the IMPL-EX scheme are compared to results from the standard implicit schemes. The
damage behavior and load displacement paths are discussed after the model is validated with
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simple damage mode examples and experimental test data.
Chapter 7 presents a coupled multiscale model for damage simulation. First, the formulation of
the principle of virtual work and its linearization are extended to incorporate the characterization
of a micro model. The equations obtained are then used for the finite element formulation of
a two-scale model, whereby the general procedure introduced in [62] is used. The required
input quantities for this formulation are obtained from the section discussing micromechanics
and homogenization. After a short introduction of micro-macro concepts, the MOC, introduced
in [1] is presented. This method is the basis for EMOC, introduced in section 7.3.2. The
EMOC is enhanced such that damage can be simulated in interface elements positioned between
the original subcell elements. Furthermore, to capture longitudinal fiber damage, the MOC is
extended to a third periodic direction. The EMOC is fully described with special attention given
to boundary conditions because they serve as the connection between the scales. After deriving
the kinetic equations and the finite element quantities, such as local residual vector f and local
stiffness matrix k, potential damage modes are discussed in greater detail. Each damage mode is
based on the universal atomistic binding energy, introduced in chapter 3. In addition to classical
damage modes, such as fiber damage and matrix damage, debonding damage modes, known as
a driving quantity of delamination, are incorporated within the model.
Chapter 8 is the second chapter to employ numerical examples. The multiscale damage model
is first elastically verified through a comparison between analytical results of the MOC and
experimental test data from the world wide failure exercise (WWFE). Once the elastic behavior
is proven, the damage modes are activated and the model is contrasted, using single damage
mode examples, with experimental tests from WWFE and numerical data provided by [51].
Finally, the damage behavior of specific problems is investigated in greater detail.
Finally, the results are summarized in chapter 9, where future perspectives and suggestions
regarding damage modeling are also provided.
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Basics of Continuum Mechanics
For the purpose of modeling solid mechanics using the finite element method, it is essential
to introduce the basic concepts of kinematics, deformations, stresses, constitutive equations
and thermodynamics within the context of continuum mechanics. Continuum mechanics is a
branch of mechanics, which deals with continuous distributed quantities rather than discrete
particles. Following this approach, physical phenomena are modeled on a macroscopic level,
without detailed consideration of the microscopic circumstances, which tend to be sufficiently
accurate for certain engineering problems. Concerning some specific mechanical problems, such
as damage mechanics, microscopic material behavior can be considered in the macroscopic model
in a statistical averaged sense by introducing and plugging in so called internal variables.
In this chapter, the basic equations of continuum mechanics are discussed. Starting with a
general description of motion, deformation and perspectives from which the required tensor
quantities are derived. The concept of stress is subsequently introduced, followed by work
conjugated tensor pairs and the crucial balance laws of continuum mechanics. Considering some
thermodynamic aspects, the chapter ends with an exploration of variational principles and their
linearization, subsequently leading to the most important and in this work extensively used
constitutive equations.
For a more comprehensive and detailed introduction to continuum mechanics, the reader is
referred to the fundamental works on this subject, such as [6, 15, 31, 70, 91]. The textbooks
of [6, 70] have been indispensable to this study, and are highly recommended for prospective
researchers in the field of continuum mechanics. Further works, such as [9, 72, 78] are also used
in specific issues. For a brief conclusion to the most important aspects of continuum mechanics,
the works of [16, 60, 137] should be mentioned.
In the following descriptions, it is assumed that the indexes of Roman letters i, j, ... range from
1-3, the Greek indexes α, β, ... range from 1-2, and the Einstein summation convention is used,
which implies summation of a set of index terms.
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Figure 2.1: Reference configuration and current configuration of a continuum body.
2.1 Kinematics of a Continuum
When considering a continuum body B as a bulk of material points (particles) with its boundary
surface ∂B and its Volume V . The continuum body is described in the Euclidean space E3, and
consists, at any time t, of the same particles. It is important to note that a particle refers to
a body and is defined in a mathematical sense; a single particle does not have any mass nor
is it associated with a point mass in Newton’s mechanics. The motion of a continuum body is
described through the motion of its material points. Therefore, it is necessary to identify each
and every material point on the continuum body with a position vector X.
2.1.1 Configurations and Perspectives
In order to describe motion or a deformation process, the change of a continuum body is observed
from one state to another, which is generally called the reference configuration at time t = t0, or
the current (deformed) configuration at an arbitrary time t = t0 +∆t. The body will generally
change in shape, position and orientation from one state to another. A notational distinction
between the two configurations is made by identifying the continuum body and its surface in
the reference configuration with B0 and ∂B0, and in the current configuration with Bt and ∂Bt,
respectively.
A material point P ∈ B0 in the reference configuration can be described by a position vector
X relative to the origin at an arbitrary chosen orthonormal base system {ei} with i = 1, 2, 3.
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The same material point P ′ ∈ Bt in the current configuration is described by a position vector
x relative to the same base system, as illustrated in figure 2.1. In general, the base systems of
two different configurations do not necessarily have to coincide, however, for the purpose of this
study, it is assumed that they do.
A one-to-one (bijective) and in general nonlinear function of the position vector X
ϕˆ(X, t) : B0 7→ Bt (2.1)
is introduced, which maps material points from the reference configurations into material points
in the current configurations. Since the transformation is bijective, an inverse function
ϕˆ−1(x, t) : Bt 7→ B0 (2.2)
exists, which then maps material points from the current configuration into material points
in the reference configuration. A bijective function signifies that each material point of one
configuration is paired with exactly one material point of the second configuration. It is spread
widely to label the functions ϕˆ(X, t) and ϕˆ−1(x, t) in a shortened notation as ϕˆt(X) and ϕˆ
−1
t (x).
Furthermore, in continuum mechanics, there are at least two different perspectives which affect,
among others, the time derivatives of motion. In the Lagrangian (or material, or referential)
description, a viewer is related to a material point and observes, with respect to the material co-
ordinates (X1, X2, X3), what happens to the particle when it moves. In the Eulerian (or spatial)
description, a viewer is related to a fixed position and observes the change of a point space (field
functions) at a specific location, with respect to the spatial coordinates (x1, x2, x3). Once the
equations of motion from a material point are known, the perspective can be switched by means
of equations (2.1) and (2.2). Generally, in solid continuum mechanics, Lagrangian coordinates
and the reference description are used. However, in fluid mechanics, due to large displacements
and complex deformations, it is usually necessary and most practical to use Eulerian coordinates
and the spatial description.
Having discussed some basic aspects of continuum mechanics, it is now necessary to define
more specific quantities that help to describe the deformation process of a continuum body.
These quantities are either defined with respect to the reference configuration in Lagrangian
coordinates or with respect to the current configuration in Eulerian coordinates. To denote
scalar, vector and tensor quantities, uppercase letters are used when they are evaluated in
the reference configuration, whereas lowercase letters are used for quantities evaluated in the
current configuration. Sometimes quantities in the reference configuration are also identified by
a subscripted 0, and in the current configuration by a subscripted t (e.g. B0, Bt, ∂B0 and ∂Bt).
All vector and tensor quantities that are declared in this study refer to an orthonormal base
system {ei}.
11
Chapter 2 Basics of Continuum Mechanics
2.1.2 Deformation and Deformation Gradient
For the purpose of relating line, area and volume elements from the reference to the current
configuration, the deformation gradient F is introduced. The deformation gradient is in general
an non-symmetric, two-point tensor field of second order, which refers to both the reference
and the current configuration. Even though the deformation gradient is not suitable for strain
measurement, as is discussed in the next chapters, it still serves as a basis for such suitable
quantities.
Assuming a linear mapping, as represented in
x = x(X, t) or xi = xi(Xj , t) , (2.3)
the deformation gradient from the reference to the current configuration is defined by the fol-
lowing equation:
F = Gradx(X, t) :=
∂x
∂X
or [Fij ] =
[
∂xi
∂Xj
]
. (2.4)
Here, the components of equation (2.4) are the partial derivatives of the coordinates xi with
respect to the coordinatesXi. F causes a transformation of a (infinitesimal) material line element
dX in the reference configuration to a material line element dx in the current configuration
dx = F(X, t) dX or dxi = FijdXj . (2.5)
Since equation (2.3) represents a bijective mapping, F is also bijective and a singularity can be
debarred. Furthermore, to exclude self-penetration as well, the Jacobian determinant has to be
greater than zero. These last conditions can be expressed as
J = detF = det
[
∂xi
∂Xj
]
> 0 . (2.6)
Due to the positive determinant (J > 0), an inverse mapping F−1 exists at all times t. The
inverse mapping maps a deformed line element dx in the current configuration back to a material
line element dX in the reference configuration:
dX = F−1(x, t) dx or dXi = F
−1
ij dxj . (2.7)
The inverse deformation gradient is defined by
F−1(x, t) = gradX(x, t) :=
∂X
∂x
or
[
F−1ij
]
=
[
∂Xi
∂xj
]
. (2.8)
In addition, the deformation gradient not only transforms line elements, but also area and
volume elements from one configuration to another. By describing the area element in the
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reference configuration dA by its vectors in the following equation:
dA = dX× dX , (2.9)
using relation (2.5), and some further calculations, the following transformation for area elements
can be obtained:
da = JF−T dA . (2.10)
An infinitesimal volume element dV is mapped by the Jacobian determinant J into the deformed
volume dv with
dv = JdV . (2.11)
The Jacobian determinant J is thus a measure for the relative change in volume during a
deformation.
2.1.3 Displacement and Displacement Gradient
In some cases, as is examined later in this study, it is advantageous to define kinematic quantities
with respect to the displacement gradient H or the displacement vector u. Similar to the
deformation gradient, the displacement gradient explains how material line elements transform
from the reference to the current configuration.
As illustrated in figure 2.1, the displacement vector of a particle P in a continuum, identified
by its material coordinate X, from the reference position X to the current position x is given
by the vector
u(X, t) = x(X, t)−X . (2.12)
Since the displacement field is a function of the reference position X at time t = t0, equa-
tion (2.12) shows its Lagrangian description. The Eulerian description leads to the following
expression of the displacement vector:
u(x, t) = x−X(x, t) . (2.13)
Following the preceding equation one can conclude that whenever the path lines of a continuum
are known, its displacement field is also known. Note that the displacement field in the Eule-
rian description has the same values as in the Lagrangian description, but represents different
functions in its arguments. For rigid body motions, the displacement field is independent of X,
which signifies that all particles of the continuum move identically.
Moreover, the second-order displacement gradient tensor is defined by the partial derivative
of the displacement field, and therefore depends on whether the displacements are defined in
Lagrangian coordinates or in Eulerian coordinates. In the Lagrangian description, the derivative
13
Chapter 2 Basics of Continuum Mechanics
leads to the following displacement gradient tensor:
H = Gradu =
∂u
∂X
or [Hij ] =
[
∂ui
∂Xj
]
(2.14)
By substituting relation (2.12) into equation (2.14), the displacement gradient H can also be
represented by means of the deformation gradient:
H = F(X, t)− I or [Hij ] = Fij − δij . (2.15)
2.1.4 Polar Decomposition
The deformation gradient F was introduced as a non-singular (detF > 0) second-order tensor,
describing transformations of line elements. These transformations, in general, include rigid
body rotations as well as stretching. Due to the rigid body rotation, it is not suitable to
measure strains. For any tensor T with a non-zero determinant, an equivalent decomposition
into a product of an orthogonal tensor and a symmetric tensor exists. In terms of the deformation
gradient, a unique polar decomposition in the form of
F = RU = vR (2.16)
can be conducted. In the preceding equation, U and v are known as the right stretch tensor and
the left stretch tensor, respectively, where R is an orthogonal rotation tensor (R−1 = RT ). A
physical interpretation can be executed by applying the decomposition to an infinitesimal line
element:
dx = F dX = RUdX . (2.17)
The Tensor U describes a pure stretch along its eigenvectors, followed by a rigid body rotation
R. Similarly, a deformation can be expressed as a rigid body rotation R, followed by pure
stretching v. It is clear that there is no geomectrical difference between these two expressions,
even though the stretch tensors U and v do differ, and their components have a different
geometric significance. The relation of the two stretch tensors are defined as:
U = RTvR
v = RURT .
(2.18)
2.1.5 Measurement of Strain
Having defined the deformation gradient F in the preceding sections, and keeping in mind that
it is not a suitable quantity for strain measures, the aim of this chapter is to introduce the
most common strain tensors related to either the material or the spatial description used in the
field of nonlinear solid continuum mechanics. According to whether the strain is based on the
reference configuration dX2 or on the current configuration dx2, two symmetric and positive
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definite strain tensors can be introduced:
C = U2 = FT F ,
b = v2 = FFT .
(2.19)
They are known as the right Cauchy-Green tensor C, and the left Cauchy-Green tensor b,
present in the reference configuration and in the current configuration, respectively.
The geometrical interpretation of another, and probably one of the most important, strain
measure has its interpretation in the change of the square lengths dx2 − dX2. Using relation
(2.5), and the identity tensor I, one can define the so-called Green-Lagrange strain tensor as
E =
1
2
(
FT F− I
)
=
1
2
(C− I) . (2.20)
Since the tensors C and I are both symmetric and related to the reference configuration, E = ET
is also valid. The analogue strain tensor to E, associated to the current configuration, is known
as the Euler-Almansi strain tensor and is defined by
γ =
1
2
(
I− F−T F−1
)
=
1
2
(
I− b−1) . (2.21)
An alternative description of the Green-Lagrange tensor can be obtained by using the displace-
ment gradient (2.14):
E =
1
2
(
HT +H+HT H
)
. (2.22)
The preceding defined vector or tensor quantities belong either to the reference configuration
or the current configuration. An exception is the two-field deformation gradient tensor F,
which is associated to both configurations. The transformation of quantities between these two
configurations is typically called a push-forward or a pull-back operation. In this context, a push-
forward operation transforms vector or tensor quantities based on the reference configuration into
the current configuration, whereas a pull-back operation transforms vector or tensor quantities
based on the current configuration (back) to the reference configuration. Specifically, this leads
to the following transformation equations for the Green-Lagrange tensor and the Euler-Almansi
tensor:
γ = F−TEF−1 ,
E = FTγF .
(2.23)
In terms of the so called linear theory (H ≪ 1), the nonlinear terms in equation (2.22) can
be neglected, and the Green-Lagrange strain tensor E and the Euler-Almansi strain tensor γ
coincide, and can then be expressed as the widely used linearized strain tensor (engineering
strain tensor)
ε = E = γ =
1
2
(
HT +H
)
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
=
1
2
(ui,j + uj,i) .
(2.24)
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Figure 2.2: Visualization of Cauchy stresses.
Throughout this study, the expression ui,j generally signifies the partial derivative of the com-
ponent ui with respect to the component of xj .
2.2 The Concept of Stress - Kinetic Equations
Purely kinematic equations have been shown without any consideration of external loads that
act on the continuum and cause these deformations. According to the kinematic descriptions
of motion, elaborated in the previous section, kinetic equations are derived in this section,
which are also independent of specific material properties. Therefore, in order to analyze how
a continuum body behaves under external loads, the concept of stress is introduced. The term
external load contains two different types of forces that can act on a body, body forces g¯ acting
throughout a volume (e.g. gravity), and surface forces t¯ acting on the surface of a body. In
classical continuum mechanics the volume of a material point is close to zero (dV → 0), and
therefore, the existence of momentum-stress vectors are debarred. In addition, by imagining
an arbitrary chosen virtual cut along a plane surface S that subdivides the body B into two
sub-bodies B1 and B2, the concept of internal forces t is introduced, describing the reaction at
this resulting surface, caused by the impact of external loads.
With regard to picture 2.2 the Cauchy traction vector is defined as
t = t(x,n) = lim
∆A→0
∆F
∆A
=
dF
dA
, (2.25)
with ∆F being the resultant force acting on a small area ∆A, and n being the unit normal
vector with respect to the surface S.
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2.2.1 Stress Tensors
The Cauchy traction vector t, acting within a given spatial point x, depends on the orientation
of the unit vector n. The Cauchy theorem implies that a linear mapping exists:
t = Tn or ti = Tijnj . (2.26)
Here T denotes a symmetrical (T = TT ) tensor field, called the Cauchy stress tensor, which is
no longer dependent on the orientation of n. In addition, T and t are related to the current
configuration, thus they are also known as the true stress vector and true stress tensor, respec-
tively. Another stress tensor acting in the current configuration is the Kirchhoff stress tensor
given by
τ = J T . (2.27)
In numerical simulations of solid bodies, it is useful to define stress tensors acting in the reference
configuration rather than in the current configuration. Following a similar procedure as has
been declared above in this section, or by simply deriving it from the Cauchy stress tensor by
transformation relations, another stress tensor known as the first Piola-Kirchhoff stress tensor,
can be defined:
P = J TF−T . (2.28)
The first Piola-Kirchhoff tensor P is also known as a nominal-stress tensor related, like the
deformation gradient, to both the current and the reference configuration. However, since P is
generally non-symmetric and not completely related to the reference configuration, the second
Piola-Kirchhoff tensor S is introduced:
S = F−1P = J F−1TF−T . (2.29)
The second Piola-Kirchhoff tensor is symmetric (S = ST ), and is, in contrast to the previ-
ously defined stress tensors, completely related to the reference configuration. Even though its
components do not have a descriptive interpretation, S is the most important tensor in the
branch of finite element methods and, as is discussed in section 2.2.3, is work conjugated to the
Green-Lagrange strain tensor E.
2.2.2 Time Derivatives and Strain Rates
The aim of this section is to derive the time derivatives of vector or tensor quantities with respect
to different configurations. The material description provides a value ϕ at time t for a material
point X; in contrast, the spatial description provides a value ϕ at time t for a fixed location
x. Thus, it is apparent that there are different time derivatives depending on which theory is
underlying.
17
Chapter 2 Basics of Continuum Mechanics
In a material description, considering that X is independent of t, the local derivative is given as
Dϕ(X, t)
D t
=
∂ϕ
∂t
. (2.30)
The material derivative for a spatially-described field function, considering that the coordinates
x are no longer independent of t, is calculated as
Dϕ (x(X, t), t)
D t
=
∂ϕ
∂t
+
∂ϕ
∂x
· ∂x
∂t
=
∂ϕ
∂t
+ v · gradϕ .
(2.31)
Using the preceding declarations, one can derive the material derivative of a spatially-described
acceleration field with
a =
Dv(x, t)
D t
=
∂v
∂t
+
∂v
∂x
· ∂x
∂t
. (2.32)
The derivative of v with respect to x is known as the velocity gradient; it holds for velocities a
similar interpretation as the deformation gradient holds for coordinates. Again, it is necessary
to consider whether working with quantities acting in the material or in the spatial description.
The derivative of a spatial velocity v(x, t) field with respect to the spatial coordinates is defined
by
grad v(x, t) =
∂v(x, t)
∂x
= l(x, t) = F˙F−1 , (2.33)
with l being a non-symmetric second-order tensor. The derivative of a velocity field with respect
to a material description is defined by
GradV(X, t) =
∂V(X, t)
∂X
= F˙(X, t) . (2.34)
It can be shown that the spatial velocity gradient l can be decomposed into a symmetric part
and an asymmetric part of the spatial velocity gradient l, denoted with d and w, respectively:
l(x, t) = d(x, t) +w(x, t) . (2.35)
Both d and w are purely spatial fields, defined as
d =
1
2
(
l+ lT
)
=
1
2
(
gradv + gradT v
)
= dT ,
w =
1
2
(
l− lT
)
=
1
2
(
gradv − gradT v
)
= −wT .
(2.36)
Finally, for the purpose of defining an energetic conjugated tensor pair in the next section,
and without further elaborating the time derivative of the Green-Lagrange strain tensor, the
following equation is constructed:
E˙ =
1
2
(
FT F˙+ E˙TF
)
= FT
1
2
(
lT + l
)
F = FTdF . (2.37)
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2.2.3 Energetic Conjugated Stresses and Strains
For mechanical calculations, it is often necessary to calculate work or energy in terms of stresses
and strains. As is elaborated further in this paper, the internal virtual work, calculated by
infinitesimal stresses and strains, must equal the external infinitesimal work, executed by cor-
responding virtual displacements and loads. The aim of this section is to derive the energetic
conjugated stress and strain relations. They must be selected in a way that their product, the
internal stress power (internal energy density), accurately reflects the internally stored strain
energy in an observed system.
In a spatial description, the internal stress power is given by means of the Cauchy stress tensor
T and the spatial velocity gradient l:
Pint =
∫
Bt
T : ldv . (2.38)
Using equation (2.11) and (2.27), the internal work can be reformulated related to the Kirchhoff
stress tensor integrated over the initial volume:
Pint =
∫
Bt
T : l dv =
∫
B0
JT : ldV =
∫
B0
τ : l dV . (2.39)
Similarly, and additionally using equations (2.28) and (2.37), another energetic conjugated pair
is given with
Pint =
∫
Bt
T : ldv =
∫
B0
J tr
(
TlT
)
dV
=
∫
B0
Jtr
(
TF−TFT lT
)
dV =
∫
B0
J tr
(
TF−T (lF)T
)
dV
=
∫
B0
(
JTF−T : (lF)
)
dV
=
∫
B0
P : F˙dV ,
(2.40)
where the scalar product of two second-order tensors is expressed by
A : B = tr [BTA] = tr [ABT ] = tr [BAT ] = tr [ATB] . (2.41)
Following a similar procedure, using equations (2.28) and (2.37) and replacing l with d, a last
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energetic conjugated pair can be derived:
Pint =
∫
B
T : d dv =
∫
B0
(
1
J
PFT
)
:
(
F−T E˙F−1
)
J dV
=
∫
B0
tr
(
FPTF−T E˙F−1
)
dV
=
∫
B0
S : E˙ dV .
(2.42)
In conclusion, whenever the internal virtual work has to be calculated, one has to choose one of
the four pairs (T, l), (τ , l), (P, F˙) and (S, E˙). All other combinations are physically wrong and
consequently invalid.
2.3 Balance Laws
Balance laws describe the general principles or laws of nature. They are valid for all kinds
of materials and have an axiomatic character. They can be established in a global integral
form, acting on the whole body, as well as in a differential local form, acting in every point
of the body. Balance laws are used to connect the external loads on a body with its internal
quantities. They are called conservation laws if these quantities are constant during a process.
In this section, the mechanical conservation laws are derived, which are the conservation of
mass, linear momentum, angular momentum, and energy, and by means of the first and second
law of thermodynamics, the entropy inequality is derived. These defined formulations are used
as a basis for describing deformation processes in solid mechanics. They are applicable to any
particular material and must be satisfied at all times. According to the preceding sections, it
is important to know that the balance laws can be described in the reference and the current
configurations. The description is performed in both configurations depending on which is easier
to describe or which quantity is required later in this work. The introduced notation clarifies
which of both descriptions is intended. By means of transformation relations, as defined earlier,
one can switch from one configuration to another.
Conservation laws have a general pattern. For the current configuration, the following equation
is applicable:
D
D t
∫
Ωt
Ψ(x, t)dv =
∫
Ωt
Ξ(x, t)dv +
∫
∂Ωt
n(x, t) · Φ(x, t) da . (2.43)
At the same time, the following equation applies to the reference configuration:
D
D t
∫
Ω0
Ψ0(X, t)dV =
∫
Ω0
Ξ0(X, t)dV +
∫
∂Ω0
n0(X, t) · Φ0(X, t) dA . (2.44)
The preceding equations describe the rate of change of an overall quantity, expressed by Ψ(x, t)
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and Ψ0(X, t). Here Ξ0(X, t) and Ξ(x, t) signify the volume densities representing sources and
sinks inside the body Ω, and Φ(x, t) and Φ0(X, t) being surface densities of external impact,
representing flow across the bodies surface ∂Ω.
In summary, the rate of change of a balance quantity Ψ equals the sum of inflow and outflow
Φ across the body’s surface A, and the increase or loss Ξ of the balance quantity Ψ inside the
body B.
2.3.1 Balance of Mass
Every continuum body B possesses mass, denoted bym, used to measure the amount of material
inside that body. It is assumed that the mass is uniformly distributed over the body B, and is
further invariant during motion. As such, body mass can be calculated with
m =
∫
B0
ρ0(X) dV =
∫
Bt
ρ(x, t) dv = const . (2.45)
Here ρ0(X) and ρ(x, t) describe the mass density of an infinitesimal volume dV and dv in the
reference and the current configurations.
Considering the continuity of mass (2.45), and using equation (2.11), the Jacobian determinant
not only is a measure of change in volume, but also a measure of change in mass density during
a deformation process, if the mass remains unchanged:
J =
ρ0
ρ
. (2.46)
Following equations (2.43) or (2.44) and under the condition that the mass m is a scalar field,
no production occurs inside the body, and no mass is exchanged over the surface, the global
conservation of mass can be defined by
m˙ =
D
D t
∫
Bt
ρ(x, t)dv =
∫
Bt
(
∂
∂t
ρ(x, t) + grad ·[ρ(x, t)v]
)
dv = 0 . (2.47)
From this follows the local form of conservation of mass in the Eulerian description:
∂
∂t
ρ(x, t) + grad ·[ρ(x, t)v] = 0 . (2.48)
2.3.2 Balance of Linear Momentum
The conservation of linear momentum is a generalization of Newton’s second law applied to a
continuum body. As such, it is also known as the first Eulerian equation of motion and states,
that the change of linear momentum in time is equal to the sum of all external volume and
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surface force. In material description, and considering a closed system it reads
D
D t
∫
B0
ρ0v(X, t) dV =
∫
B0
b0(X, t)ρ0 dV +
∫
∂B0
t0(X, t) dA . (2.49)
Here, v is the velocity of the observed continuum, b0 is an external body force (e.g. gravity)
and t0 is an external traction vector acting on the bodies surface:∫
B0
(b0 − ρ0v˙) dV +
∫
∂B0
t0 dA = 0 . (2.50)
Using the divergence theorem and t0 = Pn, which states that∫
∂B0
t0 dA =
∫
∂B0
Pn dA =
∫
∂B0
Div[P] dV , (2.51)
equation (2.50) can be written as∫
B0
(DivP+ ρ0b0 − ρ0v˙) dV = 0 (2.52)
or, in its local form as
DivP+ ρ0b0 − ρ0v˙ = 0 . (2.53)
At the same time, in a static case, the acceleration is zero (v˙ = 0), the time derivative vanishes,
and the equation reduces to
DivP+ ρ0b0 = 0 . (2.54)
2.3.3 Balance of Angular Momentum
The Angular momentum is the rotational analog of the linear momentum; it is an important
quantity in mechanics. If there is no external torque on the continuum, it is subject to the
fundamental constraints of the conservation of angular momentum. According to the linear
momentum, the conservation law is obtained by differentiating the angular momentum with
respect to time t:
D
D t
∫
B0
r× ρ0v(X, t) dV =
∫
B0
r× b(X, t) dV +
∫
∂B0
r× t0(X, t) dA
or J˙ =m0 .
(2.55)
Here, the vector r denotes the position vector r = x − x0 with respect to a fixed point x0.
The symmetry of the Cauchy stress tensor is ensured using equation (2.55) by inserting current
quantities for v, b and t. By using the Cauchy stress theorem (2.26), the divergence theorem,
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equation (2.55), and further calculations, the following equation is yielded:
σ32 − σ23 = 0 , σ13 − σ31 = 0 , σ21 − σ12 = 0 . (2.56)
This relation is only satisfied if the Cauchy stress tensor σ is symmetric σ = σT
2.3.4 Balance of Mechanical Energy
In this section, only mechanical energy is considered. Other types of energy, such as thermal
energy, are neglected, as they are considered in the following section. The conservation of energy
is a consequence of the conservation of linear momentum and implies that in a closed system,
the rate of change of kinetic energy K, plus the internal stress power Pint of a system equals
the external mechanical power Pext created by the impact of external loads:
D
D t
K + Pint = Pext . (2.57)
In the preceding equation the following definitions are used:
K =
∫
B0
1
2
ρ0v(X, t) · v(X, t) dV ,
Pint =
∫
B0
P : F˙dV =
∫
B0
S : E˙dV ,
Pext =
∫
B0
(b0(X, t) · v(X, t) + r0) dV +
∫
∂B0
t0(X, t) · v(X, t) dA .
(2.58)
Inserting the preceding definitions in (2.57), the conservation of mechanical energy in an isother-
mal process in the material description can finally be expressed by
D
D t
∫
B0
1
2
ρ0v · v dV +
∫
B0
S : E˙ dV =
∫
B0
b0 · v dV +
∫
∂B0
t0 · v dA . (2.59)
Here the external loads are defined in equation (2.58) and refer to the reference configuration.
In order to involve more general forms of energy in the next section, equation (2.57) can be
reformulated as
D
D t
(K+ U) = Pext , (2.60)
Here U signifies the internal energy of a continuum, while u describes a thermodynamic state
variable, including all kinds of microscopic internal energy per unit volume:
U =
∫
B0
u(X, t)ρdV , (2.61)
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or, in an explicit form according to equation (2.59):
D
D t
∫
B0
(
1
2
ρ0v · v + uρ0
)
dV =
∫
B0
b0 · v dV +
∫
∂B0
t0 · v dA . (2.62)
Where the left hand side describes the total energy of a system, as a sum of the kinetic energy
and all internal energies caused by the external power Pext. When only mechanical energy is
considered, the time derivative of U equals the internal stress power Pint:
D
D t
U = Pint . (2.63)
2.3.5 Balance of Energy - The First Law of Thermodynamics
A thermodynamic continuum is known as a continuum which possesses both mechanical and
thermal energy. In order to extend equation (2.60) to include a thermodynamic part, a new
quantity is defined as
Q(t) =
∫
B0
Rρ0 dV −
∫
∂B0
Q · n0 dA . (2.64)
Here, Q is defined as the thermal power, which is a sum of heat flux vector Q per unit time and
unit surface, and a heat source R per unit time and unit volume inside the continuum. With this
equation, the definition of the rate of internal energy U in equation (2.63) has to be expanded,
and now equals the sum of internal mechanical stress power Pint plus the rate of thermal work
Q:
Pint +Q = D
D t
U . (2.65)
The preceding equation is known as the balance of thermal energy.
Plugging in equation (2.65) in the equation of balance of mechanical energy (2.57) the important
equation of balance of energy is obtained:
D
D t
K+ D
D t
U = Pext +Q . (2.66)
Inserting the defined expressions (2.58),(2.64) and (2.61), using Stokes heat flux theorem and
the divergence theorem, the reduced first law of thermodynamics in material description can be
written in a global (integrated) form as
D
D t
∫
B0
uρ0 dV =
∫
B0
(
S : E˙−DivQ+Rρ0
)
dV . (2.67)
Since the volume V is independent of time t, the local form of the reduced first law of thermo-
dynamics can be expressed as
ρ0u˙ = S : E˙−DivQ+Rρ0 . (2.68)
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Equation (2.67) and (2.68) can be transferred to the spatial description, yielding
D
D t
∫
B
uρ dv =
∫
B
(
T : d˙− divq+ rρ
)
dv
ρu˙ = T : d˙− div q+ rρ .
(2.69)
In summary, it has been shown that the first law of thermodynamics states that the rate of
change of total energy (kinetic and internal) of a system equals the total energy input into that
system, conducted by mechanical and thermal energy.
2.3.6 Entropy Inequality - The Second Law of Thermodynamics
The second law of thermodynamics is based on the concept of entropy and provides directional
information of energy transformations. It specifies, for instance, that heat is always transferred
from a warmer to a colder region inside a continuum. Entropy is an important quantity in the
field of irreversible continuum mechanics, such as damage mechanics. Conservation of entropy
implies a reversible process, whereas an entropy production always implies an irreversible pro-
cess. Decreasing entropy is physically impossible, e.g. heat produced during a friction process
can never be transferred back into mechanical energy.
Defining the entropy with
S =
∫
B0
ρ0sdV (2.70)
the second law of thermodynamics can be defined as
Γ = S˙ − Q˜ ≥ 0 . (2.71)
This states, that the total production of entropy Γ per unit time equals the difference between
the rate of change of entropy S˙ and the rate of entropy input Q˜ in a system. In addition, it
postulates that entropy production is always greater than zero in all thermodynamic processes.
By introducing more relations to the second law of thermodynamics, it can be defined more
explicitly with
Γ =
D
D t
∫
B0
ρ0s dV +
∫
∂B0
Q
Θ
· n0 dA−
∫
B0
R
Θ
ρ0 dV ≥ 0 . (2.72)
This is known as the Clausius-Duhem inequality, here presented in the material description.
The local form can be obtained by converting the surface integral into a volume integral and
back substituting the result in equation (2.72), yielding
ρ0Θs˙− ρ0R +DivQ− 1
Θ
Q ·GradΘ ≥ 0 . (2.73)
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An alternative version of the local form is given by
ρ0Θs˙− ρ0u˙+ S : E˙− 1
Θ
Q ·GradΘ ≥ 0 . (2.74)
Since heat flows from warmer to colder regions, entropy production by conduction of heat must
be non-negative. Assuming the temperature gradient to vanish, implies that there is no heat flux.
According to these restrictions, the Clausius-Duhem inequality can be redefined in a stronger
form as
Dint := S : E˙ − ρ0u˙+Θs˙ . (2.75)
This is known as the Clausius-Planck inequality, or also as the dissipation inequality.
Moreover, a function which is equal to the difference of inner energy and entropy can be defined
by
Ψ = u−Θs . (2.76)
This is known as a free energy function or as Helmholtz free energy. It further suggests an
adiabatic process, meaning that thermal energy cannot cross of the boundary nor can it be
produced inside the continuum. This is presented in the reduced equation
Dint = P : F˙− Ψ˙0 ≥ 0 ,
Dint = T : d˙− Ψ˙ ≥ 0 ,
(2.77)
in the material and spatial descriptions, respectively. Note that for a reversible process, the
rate of internal mechanical work (stress power) coincides with the time derivative of the defined
energy function Ψ.
In any equation within the chapters on the first and second laws of thermodynamics, the expres-
sion P : F˙ can be replaced by its analogous internally conjugated work pair S : E˙. Throughout
this study, these different expressions are used according to which problem is under scrutiny
and which is most convenient.
2.4 Variational Principles and Linearization
In discretization techniques, such as the well-known and widely used finite element method,
variational principles based on weak formulations often serve as a starting point to derive the
governing equations. Within the scope of this work, variational principles only depend on a
displacement vector u, and thus are also termed one-field variational principles.
The finite element method requires the weak formulation (variational form) of the balance laws.
To begin the variation, the static first equation of motion (2.54) is multiplied by an arbitrary
26
2.4 Variational Principles and Linearization
test function δu and integrated over the observed volume:
g(u, δu) :=
∫
B0
(−DivP− b0) · δu dV = 0 . (2.78)
The test function can be chosen as an virtual displacement field δu, which is supposed to be
infinitesimal, independent of the actual displacement u, and which must meet the kinematic
boundary conditions. The so-called variational operator δ is linear and can be treated likewise
as a differential operator. Since the test function δu can be chosen arbitrarily, the weak form of
equation (2.78) coincides with the strong form (2.54).
Using the divergence theorem and applying integration by parts to the weak form of equilibrium,
equation (2.78), the principal of virtual work is yielded:
g(u, δu) =
∫
B0
(P : grad δu− b0 · δu) dV −
∫
∂B0σ
t¯0 · δu dA = 0 . (2.79)
Here, ∂B0σ describes a Neumann boundary condition, where the vector t0 = PN = t¯0 is acting
on. The displacements δu vanish at the boundary ∂B0σ, and thus no additional terms emerge
out of the integration by parts along the boundary. Under the condition of
δF = δ(gradu+ I) = δ(gradu) = grad δu , (2.80)
equation (2.79) and (2.81) describe the principle of virtual work composed of internal and
external virtual work:
g(u, δu) :=
∫
B0
(P : δF− b0 · δu) dV −
∫
∂B0σ
t¯0 · δudA = 0 . (2.81)
The first term in (2.81) describes the internal virtual work
δWint =
∫
B0
P : δFdV =
∫
B0
S : δE dV . (2.82)
At the same time, the second term refers to external virtual work:
δWext =
∫
B0
b0 · δu dV +
∫
∂B0σ
t¯0 · δu dA . (2.83)
In the static case, the internal virtual and external virtual work must be in equilibrium, meaning
that the condition of
g(u, δu) = δWint − δWext = 0 (2.84)
must be fulfilled.
In many fields of solid mechanics, a conservative mechanical system is assumed, meaning that
loads do not change in direction or value (conservative or dead loads) during the deformation
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process. These loads always possess an energy potential Π when using hyperelastic materials.
A formulation based on energy potentials has proven very useful in terms of developing robust
numerical algorithms. The existence of potential functions are not necessary to meet the prin-
ciple of virtual work (2.81), which holds for all materials, yet has benefits for finding solutions
of variational formulations.
In case of hyperelastic materials the energy potential Π is given as the sum of the internal
potential energy Πint and the external potential energy Πext:
Πint =
∫
B0
ΨdV , (2.85)
Πext = −
∫
B0
b0 · u dV −
∫
∂B0σ
t¯0 · u dA . (2.86)
Here Ψ is the so-called Helmholtz free energy, which is discussed in detail in section 2.5. The
state during which the internal and external potential is in equilibrium is called the stationary
state and is equivalent to the state in which the potential has a minimum. It can be achieved
by requiring the directional derivative of Π with respect to the displacements u to vanish in all
directions δu. As such, the principle of stationary potential energy can be stated as
δΠ(u, δu) = D [Π(u)] · δu = d
dε
Π (u+ εδu)|ε=0 = 0 , (2.87)
which is also known as the first variation of Π.
In equation (2.87), ε is a scalar parameter and D is a directional derivation operator, known
as the Gateaux operator. It can be shown that the potential energy Π is stationary for any
variation δu by applying equation (2.87) to the principal of virtual work (2.81):
δΠ(u, δu) = δΠint + δΠext = δWint − δWext = 0 . (2.88)
The variational formulation presented in the preceding equations is usually nonlinear with re-
spect to the displacements u. A consistent linearization of equation (2.81) has to be provided
to find solutions when using iterative procedures, such as the Newton-Raphson method. The
fundamental relationship for the linearization of g is based on a first-order Taylor expansion,
specified as:
L[g(u, δu),∆u] := g(u, δu) + D [ g(u, δu) ] ·∆u . (2.89)
Here ∆u and δu both represent an imaginary infinitesimal displacement field. Using prescribed
conservative external loads, the linearization of the external loads vanishes, and thus only the
linearization of the internal virtual work needs to be considered. Expressing the internal virtual
work by means of the second Piola-Kirchhoff stress tensor and the Green-Lagrange strain tensor
and considering that δu is independent of u leads to the following definition of the second term
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in (2.89):
D [ g(u, δu) ] ·∆u = D[ δWint(u, δu) ] ·∆u =
∫
B0
[S : ∆δE+ δE : C : ∆E ] dV . (2.90)
Here, C =
∂S
∂E
denotes the tangential material stiffness introduced and derived in equation 2.120.
Equation (2.89) can be and is often used as a starting point for implementation in finite element
methods. The term g(u, δu) describes the residuum caused by the incremental displacements
∆u, calculated in each iteration as long as it vanishes, implying that a final solution of u has
been found.
In equation 2.90, the Green-Lagrange strain tensor E is present in its variation δE, lineariza-
tion ∆E, and linearization of the variation ∆δE. The variation δ and the linearization ∆ are
mathematically equivalent and both can be treated as the Gateaux derivative. The order of
differentiations in the linearized variation is arbitrary and can be exchanged.
δE = δEij ei ⊗ ej , δEij = 1
2
(δx,i ·x,j +δx,j ·x,i ) ,
∆E = ∆Eij ei ⊗ ej , ∆Eij = 1
2
(∆x,i ·x,j +∆x,j ·x,i ) ,
∆δE = ∆δEij ei ⊗ ej , ∆δEij = 1
2
(δx,i ·∆x,j +δx,j ·∆x,i ) .
(2.91)
2.5 Constitutive Equations
In the previous chapters, the governing equations of stresses and strains have been discussed.
They hold for any macroscopic continuum and can be calculated using the fundamental laws of
physics. Even though they remain valid for any arbitrary continuum, they do not distinguish
between different materials. In the academic literature, authors often term them material inde-
pendent equations. In general, constitutive material dependent equations involve a functional
relationship to specify stress in terms of other field functions, such as strain and temperature.
Unlike the governing equations, they cannot generally be deduced from the fundamental laws
of physics; instead, they are yielded from experimental data. Material laws can be developed
with or without considering a dissipative process.
In general, when establishing constitutive equations for stress-strain relations they have to satisfy
the laws of thermodynamics (equations (2.77), (2.68), (2.69)), they must satisfy objectivity
conditions (which ensures that the tensor transforms correct under a change of basis system),
and in addition, it is recommended that the Drucker stability criterion is proven.
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2.5.1 Hyperelastic Materials
If the material response of a continuum can be derived from a strain-energy-density function,
the material is called hyperelastic. Hyperelastic materials cover a wide range of material classes,
including isotropic and transversely isotropic, compressible and incompressible, rubber-like and
even some classes of inelastic materials. Hyperelastic materials account for both physical non-
linear materials and geometric nonlinear behaviors. In physically nonlinear materials, stresses
are nonlinear with respect to strains, whereas in geometric nonlinearity, strains are nonlinear
with respect to the displacements.
Using the strain tensors defined in section 2.1.5, the Helmholtz free energy can be defined in
homogeneous materials as a function solely depending on strains. According to the definitions
specified in chapter 2.1.5, the strain-energy function in particular can be expressed with respect
to the deformation gradient Ψ(F), the Green-Lagrange strain tensor Ψ(E), or the right Cauchy-
Green tensor Ψ(C). As is expounded later on in this chapter, the last two descriptions are
advantageous because of symmetry in E and C.
For convenience, the strain-energy function is assumed to fulfill certain requirements throughout
this work, which will be discussed below.
The first assumption is known as the normalized condition, stating that the strain-energy van-
ishes in the undeformed state where F = I:
Ψ = Ψ(F) = Ψ(I) = 0 . (2.92)
Following the fact that during a deformation, the strain energy must increase, the requirement
Ψ = Ψ(F) ≥ 0 (2.93)
has to be fulfilled. Equations (2.92) and (2.93) ascertain that the stress in the (undeformed)
reference configuration is equal to zero. In addition, the so-called growth condition has to be
satisfied:
Ψ→∞ for J → 0 or J →∞ . (2.94)
This signifies that for any infinitesimal expansion or compression of a continuum, the required
strain energy has to be infinitesimal as well.
In homogeneous materials, it is assumed that the Helmholtz free energy Ψ is solely a function of
strains, and the material behaves the same in all spatial locations. In contrast, the behavior of
heterogeneous materials, such as composite materials made up with fibers and matrix material,
additionally depend on a specific point inside the observed continuum, and the material behavior
differs at each point. As such, the strain energy takes the form of
Ψ(F) = Ψ(F) or Ψ(X,F) = Ψ(X,F) (2.95)
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for homogeneous and heterogeneous materials, respectively.
Moreover, in order to fulfill the objectivity condition, the strain energy, or the constitutive
equations, must be invariant when the continuum is subjected to rigid body motions. By
defining Q as an orthogonal transformation tensor, describing an arbitrary rigid body motion,
the following statement can be made:
Ψ(F∗) = Ψ(QF) or Ψ(X,F∗) = Ψ(X,QF) . (2.96)
With the choice of a special transformation tensor Q, namely the transposition of the rotational
tensor RT , defined in section 2.1.4, and by applying the polar decomposition (2.16) to F,
equation (2.96) leads to
Ψ(F) = Ψ(U) or Ψ(X,F) = Ψ(X,U) . (2.97)
This implies that hyperelastic materials only depend on the pure stretch tensor U, and thus
are independent of rigid body rotations R. Since the right Cauchy-Green tensor C and the
Green-Lagrange tensor E can be related to the right stretch tensor U using equations (2.18)
and (2.19), the following expression is yielded:
Ψ(F) = Ψ(C) = Ψ(E) or Ψ(X,F) = Ψ(X,C) = Ψ(X,E) . (2.98)
As the definition of hyperelastic materials implies, the response of a material caused by a de-
formation process is given as the derivative of the strain-energy function with respect to the
preferred quantity. This can be obtained by using the Clausius-Plank inequality (2.77) from the
second law of thermodynamics, related to the first Piola-Kirchhoff tensor P, and due to the fact
that in perfect elastic materials, the internal dissipation (entropy production) is equal to zero:
Dint = P : F˙− Ψ˙0 =
(
P− ∂Ψ(F)
∂F
)
: F˙ = 0 . (2.99)
Since F˙ can be chosen arbitrarily, the expression in parentheses must be zero, and the first
Piola-Kirchhoff stress tensor P can be deduced, in homogeneous materials, as a function of the
deformation gradient. On the other hand, in heterogeneous materials, the stress tensor P is
given as a function of the deformation gradient and the position vector X
P(F) =
∂Ψ(F)
∂F
or P(X,F) =
∂Ψ(X,F)
∂F
. (2.100)
In the case of homogeneous materials, stress tensors, with respect to differently defined strain-
energy functions, can be derived. For instance, equation (2.100) can alternatively be written by
defining the strain-energy function with respect to the Cauchy-Green tensor C:
P = 2F
∂Ψ(C)
∂C
(2.101)
Using the Green-Lagrange tensor in the Helmholtz energy function one obtains the second Piola-
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Kirchhoff tensor in the form of
S = 2
∂Ψ(C)
∂C
=
∂Ψ(E)
∂E
, (2.102)
and the analogue Cauchy stress tensor in the spatial description as
T = J−1 F
(
∂Ψ(F)
∂F
)T
= 2J−1 F
(
∂Ψ(C)
∂C
)
FT . (2.103)
Further distinctions of material behaviors can be made by observing the material responses in
different spatial directions. When a material behavior is the same in each of its spatial directions,
it is called isotropic, whereas a different behavior along its directions refers, in general, to an
anisotropic material. Further subdivisions of anisotropic materials can be made, leading to other
classifications, such as transversely isotropic materials. An alternative definition of isotropic
materials can be made based on the strain-energy function. Similar to, but not to be confused
with definition (2.96), an isotropic material is present, when
Ψ(F) = Ψ(F∗) = Ψ(FQT) or Ψ(C) = Ψ(QCQT) (2.104)
holds. This signifies that a superimposed rigid body motion on the reference configuration does
not change the strain-energy function when an isotropic material is present. Otherwise, if the
strain energy changes, it would be a proof for the presence of an anisotropic material. It is
noteworthy that the orthogonal transformation Q in (2.104) acts on the reference configuration,
whereas the transformation tensor defined for the objectivity condition in equation (2.96) refers
to the current configuration.
If an isotropic material is present, the strain-energy function and therefore the constitutive
equations can, in addition, be expressed in terms of the independent strain invariants of the
right Cauchy-Green tensor C:
Ψ = Ψ(I1(C), I2(C), I3(C)) . (2.105)
Here I is defined as
I1 = trC , I2 =
1
2
(
(trC)2 − trC2)) , I3 = detC . (2.106)
Applying the latest definitions to equation (2.102) and by means of the chain rule of differenti-
ation, the following equation is yielded:
∂Ψ(C)
∂C
=
∂Ψ
∂I1
∂I1
∂C
+
∂Ψ
∂I2
∂I2
∂C
+
∂Ψ
∂I3
∂I3
∂C
, (2.107)
The second Piola-Kirchhoff tensor is then finally defined with respect to the Helmholtz free
energy, depending exclusively on the invariants of C:
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
I− ∂Ψ
∂I2
C+ I3
∂Ψ
∂I3
C−1
]
. (2.108)
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2.5.2 Transversely Isotropy - Composite Materials
A composite material or fiber-reinforced composite is known to be a material composed of a
matrix material and fibers. Such materials have strong directional properties and as a conse-
quence of these different types of materials, a composite becomes heterogeneous. An important
requirement for transverse isotropy is that the fibers are continuously arranged; otherwise, the
material would be (completely) anisotropic. Composite materials are extensively used in in-
dustrial engineering applications where the structures’ weights matter, as in aircrafts or new
automobiles, for example. It has an unrivalled weight to stiffness ratio compared to classically
used materials; the costs are consequently also much higher. A wide field of research on the
different types of fibers and matrix material that can be used is going on. Furthermore, the
combination of those materials referred to the direction and amount of plies, in order to become
a highly efficient problem specific stack sequence, is also a huge topic. The aim of this section
is to derive the constitutive equations solely according to a continuum approach. Following the
assumption that the fibers are continuously distributed throughout the observed material. In
directions orthogonal to the preferred direction, the material is assumed to behave transversely
isotropic.
Analogous to the isotropic strain energy density defined in equation (2.96), a strain energy for
transversely isotropic materials is used as a starting point for further discussions. This strain
energy can be constructed as a function of the deformation gradient F, and the base vector
a0(X). The base vector is defined as the unit vector in the referential configurations in the
direction of the fiber. By introducing a pure stretch measure λ, along the fiber direction a0, the
square of the stretch can be found:
λ2 = a0 · FT Fa0 = a0 ·Ca0 (2.109)
Assuming the transversely isotropic material to be hyperelastic, the strain energy can be estab-
lished using the Helmholtz free energy function Ψ per unit volume, defined as a function of C
and a0:
Ψ = Ψ(C,a0 ⊗ a0) . (2.110)
According to the objectivity condition, equation (2.104), the free energy of transversely isotropic
materials must also be independent under the observer’s perspective. This is automatically
fulfilled if the requirement of
Ψ(C,a0 ⊗ a0) = Ψ
(
QCQT ,Qa0 ⊗ a0QT
)
(2.111)
holds true. In order to fulfill equation (2.111), in addition to the three invariants defined in
(2.106), two further invariants of C (or b) have to be specified as
I4 = a0 ·Ca0 and I5 = a0 ·C2 a0 . (2.112)
These are called pseudo invariants of C (or b) and a0 and arise directly from the anisotropy.
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For a transversely isotropic material, the strain-energy function can finally be written, by means
of the three invariants of equation (2.106) and the two pseudo invariants (2.112) as
Ψ = Ψ( I1(C), I2(C), I3(C), I4(C,a0), I5(C,a0) ) . (2.113)
According to equation (2.107) and (2.108), the derivative for transversely isotropic materials in
terms of the invariants of the strain-energy function Ψ is calculated by employing the chain rule
∂Ψ(C,a0 ⊗ a0)
∂C
=
5∑
i=1
∂Ψ(C,a0 ⊗ a0)
∂In
∂In
∂C
. (2.114)
With this, the constitutive law yields the second Piola-Kirchhoff stress for transversely isotropic
materials:
S = 2
((
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
I−
∂Ψ
∂I2
C+ I3
∂Ψ
∂I3
C
−1 +
∂Ψ
∂I4
a0 ⊗ a0 +
∂Ψ
∂I5
(a0 ⊗Ca0 + a0C⊗ a0)
)
(2.115)
2.5.3 Constitutive Equations with Internal Variables
In many engineering problems, the material behavior is no longer reversible and therefore, in
addition to the hitherto discussed concepts, dissipative processes must be heeded. Dissipative
processes occur in many different material models, such as plasticity and viscoelasticity models,
and, more importantly for the scope of this study, in damage models. Thus, the aim of this
section is to discuss the basic concepts of deriving constitutive equations undergoing such dis-
sipative processes. To extend the concepts developed so far, internal variables are introduced
as a basis for the derivation of the constitutive equations. Internal variables are constructed
mathematically, as they can in general not be measured or observed. They are also called
thermodynamic state variables, and describe aspects of internal material behavior within a
macroscopic model. Internal variables have to be defined in such a way that they characterize
the microscopic material behavior within a macroscopic calculation.
Considering an isothermal process, the Helmholtz free energy function of isotropic materials
(2.98) extends to a function additionally depending on internal variables ξi:
Ψ = Ψ(F,ξi) . (2.116)
The amount of internal variables ξi depends on the underlying material model, the numeri-
cal conditions, and the physical circumstances (e.g. porosity, damage, plasticity, anisotropy,
etc.); they have to be adjusted in each specific problem class in a way that they represent the
microscopic material behavior properly. For further examination, the time derivative of Ψ is
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needed:
Ψ˙(F, ξ1, ..., ξm) =
∂Ψ
∂F
: F˙+
m∑
α=1
∂Ψ
∂ξ α
: ξ˙α . (2.117)
With this, the Clausius-Plank inequality for dissipative processes, equation (2.77), becomes:
Dint =
(
P− ∂Ψ(F, ξ1, ..., ξm)
∂F
)
: F˙−
m∑
α=1
∂Ψ(F,ξ1, ..., ξm)
∂ξα
: ξ˙α ≥ 0 (2.118)
when using the stress power in form of P : F˙. To accomplish the requirement Dint ≥ 0 in
equation (2.118) for arbitrary time derivatives of deformation states F˙, the second law of ther-
modynamics yields definitions for the first Piola-Kirchhoff tensor and the dissipative variable:
P =
∂Ψ(F,ξ1, ..., ξm)
∂F
and Dint =
m∑
α=1
−∂Ψ(F,ξ1, ..., ξm)
∂ξα
: ξ˙α ≥ 0 . (2.119)
This equation must hold for any arbitrary point inside the continuum.
In summary, when internal variables are used within a material model, the free energy function
Ψ has to be extended with further variables, which justifies the additional constitutive equations
in equation (2.119). A more specific and detailed derivation of damage materials is conducted
in chapter 3.
2.5.4 The Elasticity Tensor
In nonlinear finite element calculations iterative solution techniques, for instance, Newton-
Raphson method, are applied to solve a sequence of linear problems. The linearization procedure
was discussed in more detail in chapter 2.4. By measuring the change in stress resulting from a
change in strain, which can be characterized as a derivative of S with respect to C, a quantity
C, known as the elasticity tensor in the referential description, can be derived:
C = 2
∂S(C)
∂C
=
∂S(C)
∂E
. (2.120)
The elasticity tensor is a tensor of rank four C = Cijkl and therefore has in general 3
4 = 81
scalar components. Due to the symmetry of the second Piola-Kirchhoff tensor S, and the Green-
Lagrange strain tensor C, the elasticity tensor has symmetry conditions in the first and second,
and third and fourth columns, respectively:
Cijkl = Cjikl = Cijlk . (2.121)
This reduces the independent components from 81 to 36. If an existence of a scalar valued
function (hyperelasticity) is assumed, one can further derive the material elasticity tensor C
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directly from the Helmholtz free energy, as the second derivative of that function:
C = 4
∂2Ψ(C)
(∂C)2
. (2.122)
According to the Schwartz theorem, which implies that the order of differentiation in equation
(2.122) is arbitrary, another symmetry can be obtained:
C = CT or Cijkl = Cklij . (2.123)
This further reduces the independent components of C from 36 to 21 for the most general
(anisotropic) elastic material. With the symmetry conditions of (2.121) and (2.123), the fourth
order elasticity tensor is reduced to a more manageable second-order matrix and can be written
in a more contracted form as:
C =


C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66


. (2.124)
In equation (2.124) and from now on, there is no notational distinction between the tensor
and matrix form of quantities such as C,S and E. The single subscript notation is called the
engineering notation. It should thus be noted that the elasticity matrix as well as the stress
and strain vectors in this notation do not transform in the same way as a tensor. When using
the matrix form of C, it is obvious that the second order stress tensor S, and the second order
strain tensor E have to be rearranged to a first order vector matching the order given in C:
S = (S11, S22, S33, S12, S13, S23)
T ,
E = (E11, E22, E33, 2E12, 2E13, 2E23)
T .
(2.125)
Here, and from now on, the strain vector is used with its double shear components.
In linear elastic calculations, the stresses can be calculated using the linear relation
S = CE . (2.126)
The preceding equation is valid as long as moderate strains are present, it can also be used
within a iterative solution technique in incremental form. Another important relation is the
inverse of equation (2.126) using the anisotropic stiffness tensor S, defined as the inverse of the
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second-order elasticity matrix C (not as the inverse of the fourth order tensor Cijkl):
E = C−1 S = SS . (2.127)
Here, S is also called the compliance matrix. Both forms S and C are required in the scope of this
work. Anisotropic material features direction dependent elasticity properties. Fully anisotropic
materials have no symmetry planes. Besides transverse and normal strain couplings, they reveal
couplings between normal strains and shear strains.
The independent material constants in equation (2.124) can be further reduced using material
symmetries. If a material coordinate system x1, x2, x3, which should not be confused with a
coordinate system in material description, in which the elastic parameters at a specific point have
an equivalent mirror image of themselves with respect to any arbitrary plane inside the material,
then the reflective plane is called a material plane of symmetry. However, these symmetry planes
describe unexceptional directional property conditions, not positional ones.
If one material plane of symmetry, for instance, a mirror image regarding the x2−x3 plane, can be
found, the material is called monoclinic. Considering the discussed symmetry, the independent
constants in the elasticity matrix (2.124) are reduced to 21 − 8 = 13. This suggests that a
monoclinic material is invariant under one specific reflection, exemplarily chosen for a reflection
described by the following transformation:
x′1 = x1, x
′
2 = x2, x
′
3 = −x3 . (2.128)
As such, the principal axes of stress do not coincide with the principal axis of strain, or in other
words, shear strain can produce normal stress.
Furthermore, another special case of anisotropic material is known as orthotropic material. An
orthotropic material is defined as a material being invariant in the case of three mutual material
planes of symmetry, which further reduces the independent material constants from 13 to 9.
Orthotropic materials indeed have directional elasticity properties, but there are no couplings
between strains and shear strains with reference to one specific coordinate system. In other
words, once a rectangular orthotropic material is loaded along its symmetry planes, no coupling
between strains and shear strains arises, whereas when it is loaded outside its symmetry plane,
shear strains appear and the rectangular will deform into a parallelogram. As the orthotropic
elasticity matrix C, is extensively used in this study, or its inverse S, they are written down
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using the same abstract coefficients as used in equation (2.124):
C =


C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66


. (2.129)
In order to construct a more practical form of equation (2.129) when solving specific problems,
the material constants are determined in experiments and are expressed by means of the well
known engineering constants, which are the Young’s modulus Ei, the shear modulus Gi and
the Poisson’s ratio νij , instead of their more abstract form Cij . These constants have obvious
physical meanings and are measured within standard tests (e.g. simple tension and pure shear
tests). For the sake of convenience, only the compliance matrix S is expressed in matrix form
by means of the engineering constants:
S =


1
E1
− ν12
E1
− ν13
E1
0 0 0
− ν12
E1
1
E2
− ν23
E2
0 0 0
− ν13
E1
− ν23
E2
1
E3
0 0 0
0 0 0 1
G12
0 0
0 0 0 0 1
G13
0
0 0 0 0 0 1
G23


. (2.130)
Here, the symmetry of the compliance matrix S is already enforced, by using the following
reciprocal relations:
νij
Ei
=
νji
Ej
(no sum on i,j) . (2.131)
This describes the ratio of transverse strain in the jth direction to the axial strain in the ith
direction, according to an axial load in direction i.
In conclusion, the nine independent engineering constants are:
E1, E2, E3, G12, G13, G23, ν12, ν13, ν23 . (2.132)
The components of the orthotropic elasticity matrix Cij , defined as the inverse of the compliance
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matrix, can be written by means of the engineering constants as
C11 =
1− ν23 ν32
E2E3∆
, C22 =
1− ν13 ν31
E1E3∆
, C33 =
1− ν12 ν21
E1E2∆
,
C12 =
ν12 + ν32 ν13
E1E3∆
, C13 =
ν31 + ν21 ν32
E2E3∆
, C23 =
ν23 + ν21 ν13
E1E2∆
,
C44 = G12 , C55 = G13 , C66 = G23 ,
(2.133)
whereby
∆ =
1− ν12 ν21 − ν23 ν32 − ν31 ν13 − 2 ν21 ν32 ν13
E1 E2E3
. (2.134)
For the purpose of modeling fiber-reinforced composites, in addition to the specified orthotropic
material, another symmetry can be found. If there is an additional invariance regarding an
arbitrary chosen rotation around one axis, for instance, around the x1-axis, the material is
defined as transversely isotropic. As such, the amount of independent constants is reduced from
9 to 5. It thus follows that
E2 = E3 , ν12 = ν13 , G12 = G13 . (2.135)
Furthermore, the relation
G23 =
E2
2(1 + ν23)
or ν23 =
E2
2G23
− 1 (2.136)
holds. Following these definitions, the remaining five independent material parameters of trans-
versely isotropic materials are
E1, E2, G12, G23, ν12 . (2.137)
Accordingly, the compliance matrix S takes the following form:
S =


1
E1
− ν12
E1
− ν12
E1
0 0 0
− ν12
E1
1
E2
− ν23
E2
0 0 0
− ν12
E1
− ν23
E2
1
E2
0 0 0
0 0 0 1
G12
0 0
0 0 0 0 1
G13
0
0 0 0 0 0 E2
2(1+ν23)


. (2.138)
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The components of the analogue elasticity matrix Cij are defined as
C11 =
1− ν23 ν32
E2E3∆
, C22 =
1− ν13 ν31
E1E3∆
, C33 =
1− ν12 ν21
E1E2∆
,
C12 =
ν12 + ν32 ν13
E1E3∆
, C13 =
ν31 + ν21 ν32
E2E3∆
, C23 =
ν23 + ν21 ν13
E1E2∆
,
C44 = G12 , C55 = G13 , C66 =
2(1 + ν23)
E2
,
(2.139)
by means of the engineering constants, with ∆ being defined in equation (2.134).
The last definition of a material class, namely isotropic materials, involves a material which
behaves identically in each direction. As such, the last two remaining material constants are:
E, ν . (2.140)
Furthermore, the isotropic compliance matrix of the three-dimensional, generalized Hook’s law
takes the form of:
S =
1
E


1 −ν −ν 0 0 0
−ν 1 −ν 0 0 0
−ν −ν 1 0 0 0
0 0 0 2(1 + ν) 0 0
0 0 0 0 2(1 + ν) 0
0 0 0 0 0 2(1 + ν)


. (2.141)
At the same time, its analogues inverse counterpart, the isotropic elasticity matrix, is given as:
C =
E
(1 + ν)(1− 2ν)


1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1−2ν
2
0 0
0 0 0 0 1−2ν
2
0
0 0 0 0 0 1−2ν
2


. (2.142)
The strain matrix E in the two preceding equations is sorted in the form of double shear terms,
as defined in equation (2.125).
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Continuum Damage Mechanics - Basic Concepts
Continuum damage mechanics (CDM) is a field of mechanics which considers damage and frac-
ture processes in materials based on classical continuum mechanical theory. The key of damage
mechanics in engineering problems is the prediction of how structure’s stiffness will decrease
with damage, and how much further load the damaging structure can bear until its maximum
bearing load is reached. Furthermore the developing direction of damage is on interest.
Damage mechanics examines material failure on a microscopic level that is triggered by micro
cracks and micro cavities that emerge from broken bonds between atoms. Macroscopic fractures
originate from the culmination and extension of these microscopic ruptures. To capture the
effect of microscopic discontinuities as a continuous field within a macroscopic material model,
a damage variable d is introduced, serving as a connection between micro and macro scales.
The damage variable d depends on microscopic quantities and is adopted as a so-called repre-
sentative volume element (RVE), representing the statistical average of the mechanical behavior
of a material, and can be obtained through a homogenization procedure. In other words, the
homogenized material in the RVE must represent the actual material’s behavior in the sense
of a statistical average. The use of RVE’s within the context of internal damage variables is
illustrated in figure 3.1.
In this study a Saint-Venant-Kichhoff Material is assumed, which implies that the material
undergoes only small strains even in case of nonlinear displacements. Thus, a distinction of
the different introduced strain and stress quantities is redundant in this section and stresses are
generally denoted with σ and strains with ε.
3.1 General Principles of Continuum Damage Mechanics
In 1958, Kachanov [73] was the first who introduced a (scalar) damage variable d, with d = 0
representing an undamaged state and d = 1 a fully damaged material. The parameter d is
defined as the ratio between the damaged and undamaged initial area:
d =
Ad
A0
with d ∈ [0, 1] . (3.1)
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RVE
Microscale
Macroscale
FF D(x)
dAD
dA˜
P(x)
Figure 3.1: Visual depiction of the damage variable D.
σ˜σ
A0 A0 − Ad
Figure 3.2: Stress suspended continuum with micro defects (left) and homogenized continuum with effective
stresses (right).
In 1968, Robotnov [117] used the damage variable and introduced the concept of effective
stresses, figure 3.2.
The concept of effective stresses implies that the mechanical behavior of a body with a damaged
material can be investigated on a fictitious body with an undamaged (homogenized) material.
Both bodies are assumed to have a mechanical equivalence. A first approach is to assume the
bodies in a so called strain equivalence, where the strain in the actual body equals the strain in
the fictitious body. From this theory the following equation can be derived:
σ˜(A0 − Ad) = σA0 or σ˜ = σ
1− d . (3.2)
42
3.2 Three Dimensional Damage State
Here, σ˜ is called the effective stress tensor. Other approaches for mechanical equivalence princi-
ples are discussed in detail in section 3.2.1. In equation (3.2) the damage state is described with
a scalar damage variable, referring to an isotropic damage model. For anisotropic damage, the
damage variable has to be defined as a higher order tensor D to consider directional dependent
material properties.
Based on the pioneering work of [73], which defined damage as the decrease of the load carrying
area, several approaches have been proposed. In the next section, some of these approaches
are introduced and concepts of CDM which have been introduced are extended to capture the
complex behavior of damage in composite materials.
3.2 Three Dimensional Damage State
As previously discussed, the defined scalar damage variable d is unable to take into account the
diverse directional damage behavior of anisotropic materials. Thus, the concepts presented in
equations (3.1) and (3.2) must be extended into a general three-dimensional anisotropic damage
model. Based on effective area reduction, the scalar damage variable d in equation (3.1), becomes
in general, a symmetric second order tensor
D =
3∑
i=1
= Di ni ⊗ ni , (3.3)
where Di and ni refer to the principal directions of D. In an infinitesimal cross section, the area
vector An of an arbitrarily chosen cutting surface can be written in terms of its three principal
directions:
An = A1 n1 + A2 n2 + A3 n3 . (3.4)
Applying the concept proposed in equation (3.1), the effective load carrying subareas can be
calculated as
dA˜i = (1−Di)dAi . (3.5)
Due to the symmetry and principal directions inD, the damage tensor can not represent damage
in more complex materials than those that are orthotropic as long as it is based on area reduction.
If the damage tensor is not given in the principal directions, it has to be transformed using
eigenvalues and eigenvectors. However, the simplest way is to define three principal damage
variables in their three corresponding principal directions ni.
To develop a basic model for anisotropic damage, an infinitesimal orthogonal cube, as illustrated
in figure 3.2, is examined. Assuming the resulting internal forces, acting on the (principal)
damaged surface of the cube, to coincide with the resulting internal forces, acting on a fictitious
undamaged surface area from the homogenized cube, the following relationship can be obtained
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by using the principles defined in (3.1) and (3.2):


σ˜11 σ˜12 σ˜13
σ˜21 σ˜22 σ˜23
σ˜31 σ˜32 σ˜33

 =


σ11
1−D1
σ12
1−D2
σ13
1−D3
σ21
1−D1
σ22
1−D2
σ23
1−D3
σ31
1−D1
σ32
1−D2
σ33
1−D3

 . (3.6)
It is apparent that the damaged Cauchy stress tensor is in general a non-symmetric tensor of
second order. Since a non-symmetric stress tensor complicates numerical analysis and disagrees
with the fundamental definition of the Cauchy stress tensor, introduced in equation (2.26),
several symmetrization schemes have been proposed by the authors of [25, 42, 99, 101, 123].
These symmetrization schemes are developed purely in a mathematical sense and do not have
a physical basis. For this reason, such schemes have to be used carefully as they falsify the
natural anisotropic damage behavior. The differences between various symmetrization schemes
with regard to the resulting constitutive equations are presented in section 3.4. In observing
equation (3.6) and recalling that the undamaged Cauchy stress is by definition symmetric, one
can conclude that symmetry in the effective stress tensor σ˜ can be forced by setting the shear
terms to
σ˜ij(1−Dj) = σ˜ji(1−Di) . (3.7)
Such an approach can be helpful because this statement is fulfilled when Di = Dj is true. For
further studies on the effect of different symmetrization schemes, the work of [138] is recom-
mended.
As discussed in the previous section, a variety of damage variables and effective stresses have
been defined. For instance, [25] uses fourth-, and eighth-order tensors to represent damage in
terms of the variation of elastic modulus. A more general definition of effective stresses has been
proposed by [25, 42, 123], where a so called damage effect tensor M(D), a fourth-order tensor,
is used to transform the Cauchy stresses σ into the corresponding fictitious effective stresses:
σ˜ = M(D) : σ . (3.8)
Depending on the underlying theory, the components of M(D) differ. In the isotropic case
defined by equation (3.2), the damage effect tensor M(D) becomes a scalar
M(D) =
1
1− d . (3.9)
3.2.1 Equivalence Principles
In isotropic materials, the hypothesis of strain equivalence is introduced within the effective
stress concept shown by equation (3.2). This states that strains in the damaged material coincide
with strains in a fictitious undamaged material, as illustrated in figure 3.3. This hypothesis
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Figure 3.3: Strain equivalence (left) and complementary strain energy equivalence (right).
remains valid in isotropic materials and is approximately valid in more complex materials when
a simple damage state is present. However, if the damage process in an anisotropic material is
observed, the directional dependent behavior and the oriented definition of damage variables can
force the material into a deformation state in which this hypothesis is no longer valid. Therefore,
other definitions of mechanical energy must be introduced. This is accomplished in the following
section.
Hypotheses of Strain Equivalence
A generalization of equation (3.2) for inelastic deformation is proposed by Chaboche [24, 26].
In the case of elastic deformation, the stress strain relation in a three-dimensional damaged and
undamaged material is defined as
ε˜ = S : σ˜ ,
ε = S(D) : σ ,
(3.10)
where S is the undamaged compliance tensor defined in equation (2.127). According to the
hypotheses of strain equivalence, the following relation between the fictitious (undamaged) and
the damaged material must be:
ε = S : σ˜ = [SM(D)] : σ = S(D) : σ
S(D) = SM(D) .
(3.11)
The resulting damage compliance tensor is in general non-symmetric, but by defining the damage
variable D differently, labeled D¯, this problem was solved in [19, 29] by introducing another
definition of the compliance tensor:
S¯(D) =
1
2
[
SM(D¯) +MT (D¯) S
]
, (3.12)
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where S¯(D) is now a symmetric tensor.
Hypotheses of Complementary Strain Energy Equivalence
As has been discussed in the previous section, the hypothesis of strain equivalence generally
leads to a non-symmetric compliance tensor on which a symmetrization procedure must be
applied. For this reason, [42] introduced another form of mechanical equivalence which satisfies
the condition of symmetry by itself. This is called the hypotheses of complementary strain
energy equivalence, stating that the stored energy V (σ,D) in a stress suspended damaged body
coincides with the stored energy
∗
V (σ˜) in a fictitious undamaged body:
∗
V (σ˜) = V (σ,D) . (3.13)
Using tensor quantities for the derivation, the energy in equation (3.13) can be expressed as
1
2
σ˜
T : S : σ˜ =
1
2
σ
T : S(D) : σ
1
2
σ
T :
[
M
T (D) SM(D)
]
: σ =
1
2
σ
T : S(D) : σ ,
(3.14)
leading to a definition of the damaged compliance tensor:
S(D) = MT (D)SM(D) , (3.15)
with which strains in a damaged body can be related to stresses as
ε = S(D) : σ . (3.16)
Using the effective stress definition in equation (3.8), a correlating effective strain definition can
be observed:
ε˜ = M−T (D) : ε . (3.17)
Hypotheses of Strain Energy Equivalence
Alongside a definition of a complementary strain energy equivalence, it is apparent to define
another hypothesis based on a strain energy function in a similar way. According to the previous
section, the strain energy W (ε,D) stored in a strain suspended elastic (damaged) body has to
coincide with the energy
∗
W (ε˜) stored in a fictitious (undamaged) body:
∗
W (ε˜) =W (ε,D) . (3.18)
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Again, using tensor quantities for the derivation and using equation (3.17), the energy in equation
(3.18) can be expressed as
1
2
ε˜
T : C : ε˜ =
1
2
ε
T : C(D) : ε
1
2
ε
T :
[
M
−1(D)CM−T (D)
]
: ε =
1
2
ε
T : C(D) : ε ,
(3.19)
leading to a definition of the damage elasticity tensor:
C(D) = M−1(D)C M−T (D) . (3.20)
The same result, as defined above, can be obtained by inverting equation (3.15).
3.3 Thermodynamic Derivation and Damage Activation
Having defined the general laws of thermodynamics in section 2.3, and aspects of constitutive
equations with internal variables in section 2.5, the aim of this section is to derive a thermody-
namically consistent damage material. In considering an isothermal process in elastic damage
materials, the Helmholtz free energy is solely a function of strains and of damage variables,
defined as
Ψ = Ψ(ε,D) , (3.21)
where ε represents elastic strains. Using equation (3.21) and substituting in the generally derived
second law of thermodynamics (2.77) together with equation (2.118) yields(
σ − ∂Ψ
∂ε
)
: ε˙− ∂Ψ
∂D
: D˙ ≥ 0 . (3.22)
By introducing a new variable Y and considering the indications and relations made in (2.119),
the two quantities
σ =
∂Ψ
∂ε
and Y =
∂Ψ
∂D
(3.23)
are obtained. In this situation, Y is defined as the damage strain energy release rate and
represents the derived thermodynamic force. By inserting the last two definitions of equation
(3.23) into equation (3.22), the Clausius-Duhem inequality simplifies to
Dint = Y D˙ ≤ 0 . (3.24)
This states that the dissipated energy is defined by the product of the thermodynamic force Y
and the rate of the damage variable D˙. Most materials typically have a virgin elastic domain in
which no damage occurs under the impact of loading, but once the elastic domain is exceeded,
damage, and with it the elastic domain, increases. The elastic domain, representing the damage
threshold, can be described either in a strain or in a stress state and can be defined by the
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damage activation function as
f(Y,D) = fˆ(Y)− gˆ ≤ 0 , (3.25)
where fˆ(Y) is a positive monotonic function dependent on the thermodynamic variable Y,
whereas gˆ is an updated damage threshold, considering an initial damage threshold g0, and a
positive monotonic softening function that depends on the damage driving quantity δ:
gˆ = g0 + g(δ) . (3.26)
The authors of [125] have shown that the damage criterion (3.25) and the second law of ther-
modynamics (3.22) leads to an optimization problem in cases of using a maximum condition on
Dint. As a result, by introducing the Lagrangian multiplier λ˙ ≥ 0, the evolution of damage can
be described by
D˙ = λ˙
∂f
∂Y
= λ˙
∂fˆ(Y)
∂Y
. (3.27)
Furthermore, the Lagrangian multiplier λ˙, together with the damage activation function f ,
allows to distinguish between different loading/unloading instances according to the Kuhn-
Tucker conditions explained, for example, in [122]:
f ≤ 0 , λ˙ ≥ 0 , λ˙ f = 0 . (3.28)
Using these conditions, the following instances can be distinguished:
1. f < 0→ unloading or elastic loading (no damage)
2. f = 0→ damage loading
In instances of unloading, or during (re)loading in the elastic domain, the damage activation
function (3.25) is smaller than zero. Considering the definition in equation (3.28) yields λ˙ = 0,
and thus D˙ = 0, according to equation (3.27). In contrast, if f = 0 damage occurs and λ˙ > 0,
implying that D˙ > 0. An illustration of these different instances is presented in figure 3.4.
In the equations described above, a number of internal variables, such as D and δ, are needed
to sufficiently describe a damage process, concerning the damage surface, damage evolution,
or softening functions. However, these variables are not easily obtained with standard tests.
Therefore, it is necessary for a user to evaluate multiple experiments under specific or previously
observed conditions, with which parameters can be properly fitted.
This section concludes with an analogue definition of equation (3.21), a complementary energy
function related to stresses and the damage variable:
χ = χ(σ,D) . (3.29)
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Figure 3.4: Stress-strain curve under loading and reloading.
This type of energy function is called the Gibbs free energy, from which the following relations
can be obtained:
ε =
∂χ
∂σ
and Y =
∂χ
∂D
, (3.30)
and
H =
∂2χ
∂σ2
. (3.31)
3.4 Damage Effect Tensor and Constitutive Equations
To define the constitutive equations of elastic damage materials, a brief introduction of the
damage effect tensor M, introduced in equation (3.8), using previously discussed symmetriza-
tion schemes, is necessary. The definition of different effect tensors produces varying forms of
constitutive equations. A more detailed study, employed in this section, can be found in [100].
3.4.1 Damage Effect Tensor
This section aims to show different forms of damage effect tensors Mi resulting from the theories
introduced in section 3.2.1. To this end, attention is paid to the final components of M. For
the purpose of simplicity, the tensor M is expressed in matrix form M¯ of its components, using
the sorting defined in equation (2.125). Furthermore, in this section, an orthonormal basis ni,
with its principal directions ni of the symmetric second-order damage tensor D is assumed.
Applying transformation relations on M¯ leads to a new matrix M with which the vector matrix
relation for effective stresses can be defined as
σ˜ =Mσ . (3.32)
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Here M is a 6x6 matrix which comprises entries without exception on the principal diagonal,
implying an orthonormal base system in the principal directions:
M =


M1 0 0 0 0 0
0 M2 0 0 0 0
0 0 M3 0 0 0
0 0 0 M12 0 0
0 0 0 0 M13 0
0 0 0 0 0 M23


. (3.33)
In the anisotropic damage model proposed in chapter 4, a user can switch between different
definitions ofM resulting from different symmetrization schemes. The first damage effect tensor
M1 is proposed by authors Chow and Lu [35, 36], using the symmetrization scheme of Murakami
et al. shown in the works [99, 101]. Its components are
M11 =
1
1−D1 , ..., M
1
3 =
1
1−D3
M112 =
1
2
(
1
1−D1 +
1
1−D2
)
, ..., M123 =
1
2
(
1
1−D2 +
1
1−D3
)
. (3.34)
Notice that the damage effect tensor Mi in the previous and following equations is no longer
a tensor, but nevertheless is named so, dependent on its original definition. The second, and
at the same time, when using the above mentioned orthonormal basis system, fourth damage
effect tensor M2,4 are proposed in [30, 37] and [34], where the authors use the symmetrization
scheme shown in [41, 42] and [34, 36], respectively. Its components are
M2,41 =
1
1−D1 , ..., M
2,4
3 =
1
1−D3
M2,412 =
1√
(1−D1)(1−D2)
, ..., M2,423 =
1√
(1−D2)(1−D3)
. (3.35)
The third damage effect tensor M3 is proposed in [139] using the symmetrization scheme from
[20]. Its components are defined as
M31 =
1
(1−D1)(1−D1) , ..., M
3
3 =
1
(1−D3)(1−D3)
M312 =
1
(1−D1)(1−D2) , ..., M
3
23 =
1
(1−D2)(1−D3) . (3.36)
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The fifth and last definition of the components of a damage effect tensor M5 is accomplished
by [34] using a symmetrization scheme that the study developed:
M51 =
1
(1−D1) , ..., M
5
3 =
1
(1−D3)
M512 =
1(
1− D1 +D2
2
) , ..., M523 = 1(
1− D2 +D3
2
) . (3.37)
A study on the effects of the different forms of the previously defined damage effect tensors is
completed in section 6.2.6.
3.4.2 Damage Compliance Matrix
In section 3.4.1 various types of damage effect tensors M are defined, whereas in section 3.2.1
different equivalent principles are introduced. With that, several diverse versions of damage
compliance matrices S(D) (or damage elasticity matrices C(D)) can be defined by using equa-
tions (3.11),(3.12),(3.15) or (3.20). It’s general form is given as
S(D) = H =


H11 H12 H13 0 0 0
H21 H22 H23 0 0 0
H31 H32 H33 0 0 0
0 0 0 H44 0 0
0 0 0 0 H55 0
0 0 0 0 0 H66


, (3.38)
having renamed the tensor S(D) to H for the purpose of simplification. With this definition, a
damaged elasticity matrix can finally be calculated as
C(D) = H−1 . (3.39)
When using the definitions created by equation (3.11), without the reciprocal condition (2.131)
and through inserting one of the defined damage effect tensorsMi, H can take on several different
forms. Its components besides the main diagonal in matrix (3.38) become
Hij = − νji
(1−Dj)Ej . (3.40)
Because Di and Dj are obviously not equal, H becomes non-symmetric. To overcome such a
problem, either a symmetrization procedure according to equation (3.12) is used or the damage
values entering the positions beside the main diagonal have to be modified. A simple relation
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can be obtained by enforcing the symmetry and setting H12 = H21.
Symmetric Compliance Tensor
Even though the strain equivalence is from its theory not the best choice for anisotropic damage
materials, it is yet widely used in numerical calculations. In the current study, based on more
recent studies [33, 48, 79, 85], the following form is used as default in the anisotropic macro
model, proposed in chapter 4.2. This is done because the strain equivalence has been shown to
create reliable results and are effective in a numerical point of view:
H =


1
(1−D1)E1
−
ν12
E1
−
ν13
E1
0 0 0
−
ν12
E1
1
(1−D2)E2
−
ν23
E2
0 0 0
−
ν13
E1
−
ν23
E2
1
(1 −D3)E2
0 0 0
0 0 0
1
(1 −D12)G12
0 0
0 0 0 0
1
(1−D13)G13
0
0 0 0 0 0
1
(1−D23)G23


. (3.41)
The authors of [23, 92, 105] have shown that damage does not significantly affect the minor
Poisson ratio. Therefore, the components besides the main diagonal from equation (3.41), can
be roughly assumed to remain elastic and continue to deliver reliable results.
3.5 Damage Models - General Aspects
Continuum damage models, using finite element methods, follow a general pattern as illustrated
by figure 3.5. This figure shows the general procedure of damage materials. According to chapter
5, the material routine is performed in each Gauss point until convergence is reached.
The continued investigation of damage materials requires supplementary definitions of material
quantities. First, as shown in equation (3.26), an initial damage threshold g0 is used to find
the load state where damage first occurs. As long as this initial threshold remains unreached,
the material response stays elastic. Once the threshold is exceeded, the material starts to
degrade (damage) and the response becomes inelastic. It is important to note that the damage
threshold g(δ) amplifies in relation to the present load state after damage first occurs, but holds
its maximum value and can never decrease, creating an elastic reloading region, shown in figure
3.4. Upon reaching the threshold, a damage evolution law must be defined, describing the
development of the damage variable D in relation to the present load state, as well as other
quantities that enforce a physically valid material behavior. Both aspects are discussed in more
detail below.
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Input: ε, gˆ,D
Transform strains to local coordinate system
εl = T εg
Calculate loading function
fˆ = fˆ(εl) or fˆ = fˆ(σ˜l)
fˆ − gˆ > 0
Update damage threshold
gˆ = gˆn+1
Update current damage variable
D = Dn+1(ε)
Calculate
σ(D),Ctan(D)
Output: σ,Ctan, gˆ,D
yes
no
Figure 3.5: General flowchart of damage analysis.
3.5.1 Damage Initiation
This section introduces the basics of failure criteria. Initially, a short overview of classical
isotropic failure criteria is provided, followed by the more complex criteria of fiber-reinforced
composites. This section does not aim to provide an extensive study of the different concepts,
but rather to show some general aspects and give a short overview of the present criteria. For
more, [7, 8, 50] are recommended and a short overview is also given in [59]. Over the last decades,
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several failure criteria have been developed, although some of them use a simple theory, they
still have practical importance.
Classical Failure Criteria - Isotropic Damage
Classical failure criteria have the general form
F (σ) = 0 or Fˆ (ε) = 0 (3.42)
and are often formulated using principal stresses or strains. This holds a number of advantages
because principal stresses arise from invariants and are therefore independent of the chosen
base system. Without any claim to completeness, the following main failure criteria can be
distinguished:
• Principal stress hypothesis (Rankine, Lame, Navier): Failure is postulated if the highest
principal stress reaches the tension strength or the lowest principal stress reaches the
compressive strength. The associated failure plane for a three-dimensional stress state is
the surface of a cube. This hypothesis is often used within brittle materials but is limited
when more than one principal stress state is present.
• Principal strain hypothesis (Saint-Venant, Bach): Similarly to the principle stress hy-
pothesis, failure is postulated when the main principal strain reaches its critical value.
Experiments have shown that this hypothesis rarely matches actual behavior and thus is
not widely used in practical applications.
• Strain energy hypothesis (Beltrami): Failure is postulated when the strain energy density
U = Uv + UG reaches a critical value Uc. The corresponding failure surface is an ellipsoid
around its hydrostatic axis. According to this theory, a hydrostatic pressure state causes
the same failure as a hydrostatic tension state, which has proved incorrect.
• Von Mises yield criterion: The von Mises criterion is obtained by omitting the volumetric
part UV in the strain energy hypothesis proposed by Beltrami. This theory suggests that
yielding begins once the (scalar) von Mises stresses σV reaches a critical value σy, known
as the yield strength. The von Mises criterion can also be related to the second deviatoric
stress invariant J2, from which J2 plasticity arises. This hypothesis creates a smooth
failure surface around its hydrostatic axis, as with the Beltrami surface. This hypothesis
produces reliable agreement with experiments when ductile materials are used.
• Other failure criteria, are among others, the yield condition of Tresca, which is similar to
the von Mises criteria, but more difficult to implement because of its discontinuity. There
are also the Coloumb-Mohr and Drucker-Prager hypotheses which are widely used in the
field of geological and granular materials.
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Failure Criteria in Composite Materials
The failure criteria which have been examined so far are not suited to predict failure in anisotropic
materials correctly. This is because in a material with intensely directionally dependent strengths,
failure does not, in general, occur at the highest stress or strain state. Therefore, to predict the
onset of damage, other failure criteria have to be considered. To specify the different criteria
used in anisotropic materials, definitions of unidirectional single ply strengths are introduced:
• the longitudinal or axial tension strength Xt,
• the longitudinal or axial compression strength Xc,
• the transversely tension strength Yt,
• the transversely compression strength Yc,
• the shear strength S12 and S23.
Diverse classes of failure criteria can be distinguished by differing between mode dependent
and mode independent criteria. In an abbreviated fashion, the most well-known criteria are
introduced below. For a mode independent class, the following criteria are introduced:
• The maximum stress criterion (2-D): Similar to the Rankine criteria, single ply failure is
postulated if one of the following stress conditions is reached:
−Xc < σ1 <Xt
−Yc < σ2 <Yt
|τ12| <S12
(3.43)
These criterion is easy to employ but not reliable, in part because they do not consider an
interaction between the stresses. A similar form, with the same advantages and disadvan-
tages, can be obtained by using the maximum strain criteria.
• Tsai-Hill criteria (2-D): In reference to the yield criterion of plasticity theory, the Tsai-Hill
criterion postulate a failure surface based on a quadratic function of the stress components,
given with maximum stess criterion.
σ21
X2
− σ1 σ2
X2
+
σ22
Y 2
+
τ 212
S2
= 1 (3.44)
This criterion is advantageous because it presents a single formula with a smooth damage
surface and considers interactions between different stresses. The correspondence with
experiments is better than that of the maximum stress criterion. However, the criterion
lack a distinction between tension and compression, and between different damage modes.
• Tsai-Wu criterion (2D): This criterion advance the Tsai-Hill criterion and distinguishes
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between tension and compression impact. The damage surface has the shape of an ellipsoid
in the (σ1, σ2, τ12)-stress space. Even though this criterion does not distinguish between
different damage modes, it is well-recognized and often used:
σ21
XtXc
− σ1 σ2√
XtXc Yt Yc
+
σ22
Yt Yc
+
τ 212
S2
+ σ1
(
1
Xt
− 1
Xc
)
+ σ2
(
1
Yt
− 1
Yc
)
= 1 (3.45)
Because the failure criterion introduced so far have limited accuracy, other approaches of failure
criteria were necessarily developed. These new criteria distinguish between different failure
modes and are explained below. One such criterion distinguishes between two different partial
failure criteria, fiber failure and inter-fiber failure. For the damage mode of inter-fiber failure,
the criterion of Tsai-Wu is used in a modified form. Whereas, for the damage mode of fiber
failure, a simple quadratic stress criterion is used. The resulting damage surface is an ellipsoid
(Tsai-Wu) with cutting-planes at its ends, called Puck’s cigar. Puck further developed his own
criterion, considering 2-4 different damage modes, depending on whether considering a two-
or three-dimensional space. In addition, to distinguish between different damage modes, Puck
suggests and inevitably determines the corresponding fracture angle. Puck’s criterion is widely
accepted for physically based predictions of failure. In fact, during the world-wide failure exercise
(WWFE), the criterion emerged as one of the best available failure criteria. Unfortunately, the
theory is comparably complex and requires extensive training.
In addition to Puck’s criterion, two other mode dependent failure criteria are introduced. These
are used in modified forms in the developed and implemented damage model introduced in
Chapter 4.2:
• The criterion of Hashin [65]: This criterion was developed in the 1980s. It is deduced,
like Puck’s criterion, from the Mohr-Coloumb theory, but does not consider a fracture
plane. Hashin’s failure criterion is mode dependent and distinguishes between two types
of failure, fiber fracture and matrix fracture. Each type can be further subdivided into
tension and compression states, leading to the following four different damage modes:
– Fiber failure in tension (σ11 > 0):
F t1 =
(
σ11
XT
)2
+
ασ212 + ασ
2
13
S212
= 1 (3.46)
– Fiber failure in compression (σ11 < 0):
F c1 =
σ11
XC
= 1 (3.47)
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– Matrix failure in tension ((σ22 + σ33) > 0):
F t2 =
(
σ22 + σ33
YT
)2
+
σ223 − σ22σ33
S223
+
σ212 + σ
2
13
S212
= 1 (3.48)
– Matrix failure in compression ((σ22 + σ33) < 0):
F c2 =
[(
YC
2S23
)2
− 1
](
σ22 + σ33
YC
)
+
(
σ22 + σ33
2S23
)2
+ ....
....+
σ223 − σ22σ33
S223
+
σ212 + σ
2
13
S212
= 1
(3.49)
The Hashin criterion for orthotropic materials is based on seven material strength param-
eters which can be obtained under investigation of standard tests.
• Cuntze’s failure mode concept (FMC): The FMC is a recently developed failure criterion,
introduced in [43–45], that delivers a reliable correspondence to experimental data. In
fact, the FMA has been shown in the WWFE to be, overall, one of the best currently
available damage criterion. Cuntze suggests that a change in one specific failure mode
does not affect another failure mode, leading to the conclusion that the same number of
conditions as the number of failure modes must be established, whereby each failure mode
is considered in particular. Moreover, Cuntze considers that the number of independent
elasticity constants equals the number of independent material strengths. Furthermore, it
is postulated that the number of independent failure modes equals the number of indepen-
dent material strengths. Because of its simple structure, the FMC is easy to implement.
It differs between fiber failure (FF) and inter-fiber failure (IFF) and is further subdivided
into the five following damage modes, according to the five independent elasticity constants
in anisotropic materials:
– Fiber failure in tension (σ11 > 0):
FF1 =
σ11
XT
= 1 (3.50)
– Fiber failure in compression (σ11 < 0):
FF2 =
−σ11
XC
= 1 (3.51)
– Matrix failure in tension ((σ22 + σ33) > 0):
IFF1 =
(σ22 + σ33) +
√
(σ22 − σ33)2 + 4σ223
2Yt
= 1 (3.52)
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– Matrix failure in compression ((σ22 + σ33) < 0):
IFF2 =
(bsp − 1) · (σ22 + σ33) + bss
√
(σ22 − σ33)2 + 4σ223
Yc
= 1 (3.53)
– Shear failure:
IFF3 =

 bsp · I23−5 +
√
b2sp · I223−5 + 4S212 · (σ231 + σ221)2
2S312


0.5
= 1 (3.54)
where
I23−5 = 2σ22 · σ221 + 2σ33 · σ231 + 4σ23σ31σ21 (3.55)
and
bsp = νsp and bss =
1
1− νss . (3.56)
Here, ν are the friction parameters typically ranging from
0.05 < νsp < 0.3 and 0.05 < νss < 0.2 , (3.57)
Cuntze recommends values of νsp = 0.1 and νss = 0.1 for a first approximation when
no further information is present.
The FMC, described by equations (3.50) to (3.54) are based on the local ply coordinate system.
It can also be defined using principal stresses, or even by stresses resulting from an arbitrarily
chosen cutting-plane. Different damage modes of the FMC are illustrated in figure 3.6.
A closed solution of the multi-dimensional failure surface is obtained by superimposing five single
independent failure modes:
FInter = (FF1)
m + (FF2)m + (IFF1)m + (FF2)m + (FF3)m , (3.58)
in which the mode interaction parameter, 2.5 < m < 3.1, is fitted from test data and differs in
its specified range. A recommended value for pre-design is m = 2.6.
Overall, Cuntze’s FMC is a simple method to formulate damage and is highly robust in a
numerical point of view. Furthermore, it is based on the physical world and reliably agrees with
experimental test data, as shown in the WWFE. Thus, this failure mode concept is used, in
addition to Hashin’s criterion, in section 4.2.
Aside from the criteria that have been introduced, several other failure criteria have been de-
veloped. The goal of this research is not to examine the advantages and disadvantages of these
criteria. This work is not a study of different failure criteria. Rather, these criteria are em-
ployed as a starting point for damage. The events that occur after initial damage, including,
and in particular focusing on numerical implementation, are of interest. Difficulties that arise
during implementation are discussed in greater detail in section 6, alongside a presentation of
58
3.5 Damage Models - General Aspects
σ1 τ12
σ2 σ2
τ12
FF1
FF2
IFF1 IFF2 IFF3
x1x1
x1 x1
x1
x2 x2
x2 x2 x2
x3 x3
x3 x3 x3
Figure 3.6: Visualization of the FMC damage modes.
the developed model.
3.5.2 Damage Evolution and Energy Release Rate
To fully define the constitutive equations of a damage model, a damage evolution law is in-
troduced. The evolution law relates internal variables to the damage variable, resulting in a
softened (degraded) material response. Several forms of evolution laws have been defined with
different material responses. Assuming a one-dimensional model, the material response in a
softening regime can be observed as linear, bilinear, exponential, and so on. In section 4.2, lin-
ear and exponential softening laws according to figure 3.8 are applied. The linear softening law
is widely used and is advantageous because of its simple structure and closed analytical form.
However, both softening laws can have numerical problems at the discontinuous peak when it
switches from a linear, elastic increasing region to a decreasing region. The work done in [85]
is recommended for those interested in a more detailed study of softening laws. The proposed
evolution law is a generalization of the approach proposed by [22] for delamination models and
is based on energy dissipation during a damage process.
In figure 3.7, the parameter Gic is known as the critical strain energy release rate. It is a material
parameter that additionally depends on the investigated fracture mode i and has the unit of
energy per unit area. The definition of δ is given in equation (4.33). In literature, three basic
fracture modes, as shown in figure 3.8, are distinguished:
• Mode I is an opening mode, triggered by a tensile stress normal to the plane of the crack.
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Figure 3.7: Linear (left) and exponential (right) damage evolution.
Mode I: Opening Mode II: Sliding Mode III: Tearing
Figure 3.8: Visualization of basic fracture modes.
• Mode II is a plane shearing mode (sliding mode), triggered by a shear stress acting parallel
to the plane of crack and perpendicular to the front of the crack.
• Mode III is an out of plane shearing mode (tearing mode), triggered by a shear stress
acting parallel to the plane of the crack and parallel to the front of the crack.
The area under the stress-strain curve, depicted in figure 3.7, is the mode dependent associated
fracture toughness. It is defined by the displacement δif , where a complete separation (damage)
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is present according to equation:
δif∫
0
σidδ = Gic . (3.59)
In light of equation (3.59), the critical energy release rate (fracture toughness) Gic has to be
specified in each single damage mode. Such a process can be challenging because the rates are
not easily measured or often available in literature. Fracture toughness greatly influences the
pathway of an load-displacement curve in the decreasing region. As shown in figure 3.7, the
degreasing path is flatter when Gc is a higher value and describes the ductility of a material.
Mixed mode damage behavior
For practical applications of composite structures, the complex damage process cannot often
be reduced to one of the three single fracture modes introduced in section 3.5.2. Therefore,
to allow for more complex loading and fracture modes, a more general formula, addressing
mixed-mode fracture propagation, was introduced by [22]. If mode I, II, or III is considered, the
onset of damage can be determined by comparing single stresses with corresponding material
strengths. However, under mixed-mode loading, a simple maximum stress criterion has been
shown to be inappropriate. Therefore, a mixed-mode criterion has been established which
considers the interaction of different stress components. Thus, a total mixed mode relative strain
δm, containing all single strains of the currently discussed damage modes, must be introduced.
When using this mixed mode strain, a mixed mode energy release rate Gmc has to be defined as
well. The most widely used criterion for mixed-mode loading is the power law criterion, defined
as: (
GI
GIc
)α
+
(
GII
GIIc
)a
= 1 . (3.60)
Suggestions concerning the parameters of α can be found in [22]. Recent studies have shown
some disadvantages of this criterion, as a large range of mode ratios have been shown to yield
inaccurate results. To accurately account for differences in fracture toughness, the criterion
proposed by [18] is recommended, named the B-K criterion. This criterion is based on the
fracture modes I and II and on a parameter η, which can be obtained from mixed mode bending
tests. The criterion is defined as:
GIc + (GIIc −GIc)
(
GII
GT
)η
= Gc , (3.61)
where GT = GI + GII . If mode III loading occurs, the term GII in equation (3.61) can be
replaced with its corresponding value Gshear. Suggestions concerning the parameter η can also
be found in [22]. The mixed mode softening law can be illustrated by a three dimensional cube,
as shown in figure 3.9. In [87–90] a detailed study on the determination of the critical energy
release rates, related to the five different damage modes used in the FMC (shown in section
3.5.1), is completed.
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Figure 3.9: Critical energy release rate in mixed mode material softening.
3.6 Cohesive Interface Elements
Cohesive laws are commonly used in interface models for the propagation of delamination in
layered structures. They are based on a universal relationship between binding energies of
materials and have been used or introduced into finite element software by many authors, e.g.
in [10, 62, 103, 131, 132, 134, 135]. Though cohesive laws are often used to model delamination,
they are not restricted to this task. They can also be used for other separation modes, such as
fiber damage, matrix damage, and debonding, among others.
For the description of an irreversible cohesive law, the existence of a free energy function
φ = φ(u,q) (3.62)
is postulated. In equation (3.62), u denotes an opening displacement vector and q a vector of
internal variables. Furthermore an isothermal process is assumed. In the current study, the
cohesive law is defined through the widely used universal energy relation
φ(δ) = Gc

1− (1 + δ
δc
)
e
−
δ
δc

 , (3.63)
suggested in [118]. In equation (3.63), Gc is the critical energy release rate, δc = Gc/e σc
corresponds to the critical displacement, and σc is the critical traction. Furthermore, δ denotes
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Figure 3.10: Atomistic separation law.
an effective opening vector, defined as
δ =
√
β2(u21 + u
2
2) + u
2
3 =
√
uT C¯ u with C =


β2 0 0
0 β2 0
0 0 1

 , (3.64)
according to [112]. In equation (3.64), the parameter β describes the ratio of the shear to the
normal critical tractions. The unloading/reloading conditions, according to equation (3.28), are
considered by including the maximum displacement δmax as an internal variable δ = δ(δmax).
The resulting graph is a smooth, exponential function, shown in figure 3.10. When using this
separation law, the main difference from the damage law illustrated in figure 3.4 is the absence
of an elastic regime. Damage (or separation) is present from the beginning of the calculation.
Following the explanations given in chapter 2 and 3, the traction vector t and the tangential
material stiffness Ctan are given with the first and second derivative of equation (3.62) with
respect to the displacements u. Applying the chain rule on δ yields
t =
∂φ
∂δ
∂δ
∂u
=
φ′
δ
C¯ u for loading ,
t =
φ′(δmax)
δmax
C¯ u for unloading ,
(3.65)
where φ′ is defined as the derivative of φ with respect to δ:
φ′ =
∂φ
∂δ
= σc e
δ
δc
e
−
δ
δc . (3.66)
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The second derivative of δ with respect to the displacements u reads
∂t
∂u
=
φ′
δ
C¯+
[
φ′′ − φ
′
δ
]
(C¯ u) (C¯ u)T for loading ,
∂t
∂u
=
φ′(δmax)
δmax
C¯u for unloading ,
(3.67)
in which the second derivative of φ with respect to δ is defined as
φ′′ = e
σc
δc
(
1− δ
δc
)
e
−
δ
δc . (3.68)
Finally, by using relation
σc e
δ
δc
e
−
δ
δc = (1−D)C0 δ (3.69)
the damage parameter D can be calculated:
D = 1− σc
δc C0
e
1−
δ
δc . (3.70)
This section introduced core notions related to damage evolution based on cohesive material
laws using the critical energy release rate. The specific and resulting damage evolution laws
that are implemented and introduced throughout the current study are further examined as
necessary.
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This chapter presents two different damage models, an isotropic and an anisotropic damage
model. The isotropic model presented in section 4.1 was originally proposed by Oliver et al. in
[108] and expanded in [110] by the same authors to improve the numerical convergence. The
anisotropic damage model is more complex and discussed in detail in section 4.2, using, among
others, concepts introduced in chapter 3. The implicit-explicit integration scheme (IMPL-EX),
first proposed by Oliver et al. in [110], is adapted and implemented for the developed anisotropic
damage model to improve convergence issues in the anisotropic damage model.
4.1 The Isotropic Damage Model
As noted in the introduction, this model is based on work by Oliver et al. [108] (originally
developed for concrete materials) which uses concepts developed by Simo et al. in [124, 125].
These basic concepts are also summarized in [27, 28]. An isotropic damage model is the simplest
case of damage. A single damage variable represents the nonlinear material behavior. In the
implemented model, there is no general distinction between damage caused by pressure and
damage caused by tension.
The beginning of the derivation is the Helmholtz free energy, generally defined in equation (3.21)
and for an (elastic) isotropic and isothermal process defined as
Ψ = (1− d)Ψe with Ψe = 1
2
ε : σ˜ =
1
2
ε : C : ε , (4.1)
where Ψe is the undamaged, elastic free Helmholtz energy. The stresses can either directly be
obtained by using relation (3.23), or by using the basic constitutive equation (2.126) together
with the effective stress concept introduced in equations (3.1), (3.2) and (3.8). Both paths yield
a final constitutive equation for the isotropic damage model:
σ =
∂ψ
∂ε
= (1− d) σ˜ = (1− d)C0 ε . (4.2)
Here, σ and ε are the stress and strain tensors, respectively; d is the damage variable, and C0
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is the undamaged stiffness matrix. The model, as defined in equation (4.2) is fully described if
the damage variable d is known.
Based on the flowchart shown in figure 4.1, the following, and for this model necessary, steps
are discussed in greater detail:
• loading function
• damage criterion
• damage evolution
4.1.1 Loading Functions - Norm in Strain Space
It is necessary to introduce the concept of equivalent strains in relation to the damage initiation
criterion. An equivalent strain is a scalar strain measurement dependent on the single strains
within the damage criterion being used. An equivalent strain is used as a norm to compare
different states of deformation, as introduced in section 3.3 and depicted in figure 3.4. The
implemented model, and in turn the norm, does not distinguish between degradation caused by
tension or compression. The norm can alternatively be defined in an undamaged effective stress
state σ. Both forms are defined as follows:
τ =
√
σ˜ : S0 : σ˜ or τ =
√
ε : C0 : ε . (4.3)
Together with the definition of the free elastic Helmholtz energy given by equation 4.1, the norm
can equivalently be defined in the effective stress state as
τ 2 = 2Ψ , (4.4)
where τ is the energy norm of the strain tensor. It represents an ellipsoid surface centered at
the origin of the space of principal stresses. If Poisson’s ratio is zero, the ellipsoid becomes a
sphere.
4.1.2 Isotropic Damage Criterion
The damage criterion is formulated in the undamaged stress or strain space according to equation
(3.25). Damage occurs if
F (τ, rt) = τ − rt ≥ 0 (4.5)
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holds true. Here, rt is the damage threshold, generally defined in equation (3.26). It includes
an initial damage value and a load dependent value represented by the norm according to
rt = max[r0, τ ] with r0 =
σu√
E
, (4.6)
where σu is a material tensile strength parameter and E is Young’s modulus. Once the norm τ
exceeds the initial threshold r0, the material begins to degrade (d > 0) and the damage threshold
increases according to the load state, but holds its maximum value and can never decrease.
4.1.3 Damage evolution
Once the initial threshold is reached, a damage evolution law d(rt) must be defined which relates
the internal variable rt with the damage variable. When d = 0, the internal variable takes the
initial value rt = 1. When the material is completely damaged, a fracture plane is created.
Oliver et al. [108] propose the following evolution law in
d = 1− r
0
rt
e
A

1− r
t
r0


. (4.7)
Parameter A in equation (4.7) is obtained by following the crack band theory proposed by
Bazant [13]. This ensures the correct computation of the dissipated energy during a damage
process and reduces the mesh dependency in finite-element calculations. Using the rate of energy
dissipated during damage according to [125], the total specific energy within a uniaxial tension
test can be described as
g =
∞∫
0
Ψe d˙ =
∞∫
0
Ψe
∂d
∂r
dr˙ =
Gc
lc
, (4.8)
where Gc is the critical fracture energy introduced in section 3.5.2, Ψ
e =
σ2u
2E
is the free elastic
energy, and lc is a mesh dependent parameter used in smeared crack models, known as the char-
acteristic element length according to [107]. Energy dissipated during damage, g, is exemplary
shown in figure 3.7. Using (4.4) and (4.7), setting τ = rt and computing the derivative yields
g =
∞∫
0
1
2
e
A

1− r
t
r0


(r0 + Ar
t)︸ ︷︷ ︸
∂G¯
∂r
∂r
∂t
dt⇒
g =
∞∫
0
G¯
∂t
dt = G¯
∣∣∞
0
.
(4.9)
67
Chapter 4 Macroscopic Damage Models
Here, the derivative of G¯ defines a function, marked with the curly bracket in equation (4.9).
Integrating the expression yields
G¯ =
∞∫
0
∂G¯
∂r
dr = − 1
2A
e
A

1− r
t
r0


(2 r0 + Ar
t)
∣∣∞
0
. (4.10)
Through a limit value consideration of equation (4.10), the two following expressions are ob-
tained:
lim
rt→∞
G¯ = 0
lim
rt→0
G¯ = −r20
(
1
A
+
1
2
)
.
(4.11)
The parameter A can finally be calculated using equations (4.8) and (4.6) as:
A =
(
Gc E0
lc σ2u
− 1
2
)−1
. (4.12)
This completes the definition of the damage evolution law.
The tangential material stiffness in the case of damage can be analytically calculated as
C
tan =
∂σ
∂ε
= (1− d)C0 − ∂d
∂r
1
τ
σ˜ σ˜
T (4.13)
with
∂d
∂r
=
r0 + Aτ
τ 2
e
A
(
1−
r
r0
)
, (4.14)
in which the undamaged constitutive equation C0 and the effective stress σ˜ are values from the
present load step, inserted in matrix and vector forms, respectively. In cases of elastic un- or
reloading, the tangential material matrix remains constant within each load step and is given as
C
tan = (1− d)C0 . (4.15)
4.1.4 Flowchart of the Isotropic Damage Model
The previously described isotropic damage model is implemented into the finite element software
FEAP. The implementation can be summarized in a flowchart shown in figure 4.1. In this
diagram, the subscript (n+1) means the present (trial) load step, whereas the subscript (n)
represents values from the last converged load step. The flowchart is made up with vector and
matrix forms of the quantities. Once a converged solution is found, the values are stored in a
history array for the next time step.
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Input:
εn+1, rn, dn
Effective stresses
σ˜n+1 = C0 εn+1
Damage criterion
rn = max{r0, rn}
τn+1 =
√
εn+1 σ˜n+1
F (εn+1, rn) = τn+1 − rn
F ≤ 0
Elastic or unloading
rn+1 = rn
dn+1 = dn
σn+1 = (1− dn) σ˜n+1
C
tan = (1− dn)C0
Damage
rn+1 = τn+1
dn+1 = 1− r
0
rn+1
e
A
(
1−
rn+1
r0
)
σn+1 = (1− dn+1) σ˜n+1
C
tan = (1− dn)C0 − ∂dn+1
∂rn+1
1
τn+1
σ˜n+1 σ˜
T
n+1
Output:
σn+1,C
tan, rn+1,dn+1
no
yes
Figure 4.1: Flowchart of the isotropic damage analysis.
4.1.5 Isotropic Damage Model Using the Implex Scheme
Finite element formulations for modeling brittle material failure suffer from a lack of numeri-
cal robustness. Therefore, many authors [79, 85, 108] use a viscous stabilization procedure to
dampen degradation on the stresses. In the implemented isotropic damage model, such a regu-
larization could be used but it leads to incorrect results in attempts to force convergence within
the Newton iteration scheme. Alternatively, the IMPL-EX scheme first proposed by Oliver et al.
[109, 110] can be used. In this case, a slight modification of the inner variable rn+1 is necessary,
affecting the rn+1 dependent quantities. The flowchart presented in figure 4.1 can still be used
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though, only with the following modification of the quantities defined in the damage node:
rˆn+1 = τn +∆τ ,
dˆn+1 = 1− r
0
rˆn+1
e
A

1− rˆn+1
r0


,
σn+1 = (1− dˆn+1) σ˜n+1 ,
C
tan = (1− dˆn)C0 .
(4.16)
Here, the ·ˆ identifies values that are extrapolated according to the IMPL-EX scheme. The inner
variable is extrapolated by means of the expression
∆τ = (τn − τn−1) ∆t
n+1
∆tn
, (4.17)
allowing for a change in the time step value. Because the inner variable rˆn+1 in equation
(4.16) depends exclusively on values from the last two converged time steps, it remains constant
during the Newton iteration from the present time step, as they are independent of the current
strain state. This delivers considerable numerical improvements because the derivatives vanish
or simplify throughout the damage model. Consequently, this yields a so-called step linear
problem where the algorithmic tangent operator becomes constant within each time step. This
is likely the principal reason for the improvement of the robustness. On the other hand, due to
the implicit calculation of τn+1, stored in a history field for the next two time steps, the error
arises by extrapolating the inner variable is solely the error of the actual time step. It does not
amplify throughout the calculation. The evaluation of the inner variable and the corresponding
error using the IMPL-EX scheme is illustrated in figure 4.2.
4.2 The Anisotropic Damage Model
Many studies from different authors, such as [63, 79, 94], are based on the theory proposed
by Camanho et al. in [22]. This study introduced the concept of equivalent displacements
within the theory of delamination. It enhances and modifies the theory for use in continuum
damage models. The presented and implemented anisotropic damage model is used together
with Hashin’s failure criteria [65] or Cuntze’s FMC [43–45]. The operator can also decide which
of the equivalent principles, introduced in 3.2.1, should be used. By default, the principle of
strain equivalence is used because it has been shown to be far more robust than others. When it
is not used during this study, it is clearly clarified. Furthermore, for simplicity but still yielding
viable results, a linear damage evolution law is implemented. The evolution law considers the
energy released during a damage process according to the works of [13, 107]. The lack of
numerical robustness is improved by incorporating the IMPL-EX scheme for isotropic damage
models from Oliver et al. [109, 110] and adapting it for use in anisotropic damage models.
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Figure 4.2: Extrapolation of the inner variable using the implicit explicit integration scheme.
4.2.1 Constitutive Equations of the Anisotropic Damage Model
The components of the global strain vector are sorted as εg = {εg11, εg22, εg33, 2εg12, 2εg13, 2εg23}.
Additionally, a transversely isotropic material is described locally through a set of orthonormal
vectors {e1, e2, e3}, where e1 is parallel to the fiber direction. The relation between the global
and the local strain vector (where ε11 is the strain in fiber direction e1) is then given as
ε = T εg . (4.18)
The transformation matrix T transforms the strains from a global to a local coordinate system.
Without a loss of generality, it is assumed that the third direction (stacking direction) coincides
in both coordinate systems. Thus, the transformation matrix yields
T =


cos2 θ sin2 θ 0 sin θ cos θ 0 0
sin2 θ cos2 θ 0 − sin θ cos θ 0 0
0 0 1 0 0 0
−2 sin θ cos θ 2 sin θ cos θ 0 cos2 θ − sin2 θ 0 0
0 0 0 0 cos θ sin θ
0 0 0 0 − sin θ cos θ


. (4.19)
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Having defined the coordinate system and the transformation rules, it is now necessary to define
a suitable energy norm from which the constitutive equations can be derived. In the works of
[79, 83, 86–90] a similar form of energy density, were used as a starting point. With a slight
modification for the specific damage model, the complementary free energy (Gibbs energy) per
unit volume is proposed as
W =
1
2
(
σ211
E01(1−D1)
+
σ222
E02(1−D2)
+
σ233
E03(1−D3)
− 2σ11σ22ν12
E01
− 2σ11σ33ν13
E01
− ...
...−2σ22σ33ν23
E02
+
σ212
G012(1−D12)
+
σ213
G013(1−D13)
+
σ223
G023(1−D23)
)
(4.20)
where the superscript 0 defines the initial undamaged state and the stresses are the undamaged
effective stresses (σ = σ˜). According to equations (3.30) and (3.31), the strains are calculated
as
ε =
∂W
∂σ
= H : σ with H =
∂2W
∂σ2
. (4.21)
The damage compliance tensor H, relates the strains with the effective stresses and depends
on the damage variables which, as before, depend on the damage criterion chosen. If Cuntze’s
criterion is used, the compliance damage tensor from equation (3.41) is defined as
H =


1
(1−D1)E1
−
ν12
E1
−
ν13
E1
0 0 0
−
ν12
E1
1
(1 −D2)E2
−
ν23
E2
0 0 0
−
ν13
E1
−
ν23
E2
1
(1−D3)E2
0 0 0
0 0 0
1
(1−D6)G12
0 0
0 0 0 0
1
(1 −D6)G13
0
0 0 0 0 0
1
(1−D6)G23


. (4.22)
Here, D6 represents the shear damage mode IFF3 from the FMC introduced in section 3.5.1.
The damage variables can be assigned to the FMC-modes as follows:
D1 → FF1,FF2
D2 → IFF1, IFF2
D3 = D2
D6 =→ IFF3
(4.23)
Note that D2 = D3. Both damage variables are defined by matrix failure modes. Assuming a
smeared crack model, this assumption holds true, as the damaged material is not assigned to
any direction. For example, when an infinitesimal cube is damaged because of an impact on
σ2, the material is assumed to have been damaged in a statistically distributed average over the
volume. Therefore, the material is damaged for all other directions as well. However, Maimi
[90] has shown a more sophisticated evolution law where the damage variables D2 and D3 differ
according to a factor related to σ2 and σ3, respectively.
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On the other hand, if Hashin’s failure criteria is used, which delivers a non-specific shear damage
mode, equation (3.41) can be used and the damage variables concerning the shear terms have
to be defined according to one of the damage effect tensors M. The implemented model uses by
default the zero marked damage effect tensor M0 and yields the following damage variables for
shear damage modes:
D12 = D1 +D2 −D1 ·D2
D13 = D1 +D3 −D1 ·D3
D23 = D2 +D3 −D2 ·D3
(4.24)
With the definition of the damage compliance tensor H, the damage constitutive matrix is also
defined by the inverse relation (3.39). The local stresses are defined with equation 3.8, or through
the following relation:
σ = C(D) ε . (4.25)
Because global quantities are necessary for continued calculations, the stresses have to be trans-
formed back into a global coordinate system according to
σ
g = TT σ . (4.26)
When using the IMPL-EX scheme the tangential material stiffness stays constant within each
time step and therefore equals the damage compliance tensor, C(D)tan = C(D). The general
matrix transformation from a local to a global coordinate system is defined by
C
g = TT CT . (4.27)
If the damage model is used without the IMPL-EX scheme, the global tangential material
stiffness can be directly calculated according to
C
tan =
∂σg
∂εg
. (4.28)
The derivatives of the energy function W with respect to the damage variables are known as
the thermodynamic forces YM , M being the observed damage mode. In case of Cuntze’s failure
criterion, they are calculated as
Y1 =
∂Ψ
∂D1
=
σ211
2(1−D1)2 E1 , Y2 =
∂Ψ
∂D2
=
σ222
2(1−D2)2 E2 ,
Y3 =
∂Ψ
∂D3
=
σ233
2(1−D3)2 E2 , Y6 =
∂Ψ
∂D6
=
σ212 + σ
2
13 + σ
2
23
2(1−D6)2G12 .
(4.29)
The rate of dissipation is determined by means of the thermodynamic forces as
Ξ = Y1 D˙1 + Y2 D˙2 + Y3 D˙3 + Y6 D˙6 . (4.30)
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4.2.2 Anisotropic Damage Criterion
The damage criterion is, much like the isotropic damage model, formulated in an undamaged
stress space according to equation (3.25). The actual loading functions depend on the use
of either Hashin’s or Cuntze’s theory. There are as many independent loading functions as
independent damage modes present. The procedure has to pass through each single damage
mode. If the subscript ·I is a number which identifies the damage mode and counts from one to
four (Hashin) or five (Cuntze), then the criterion can be summarized in a single equation as
F I(FMI , rIt ) = FM
I(σ˜)− rIt ≥ 0 . (4.31)
Here, rt is the damage threshold generally defined in equation (3.26), including an initial damage
value and a load dependent value analogous to equation (4.6). The second term, FM, represents
the loading function related to the present failure mode, they are obtained by inserting the
effective stresses σ˜ into the correlated damage criterion, as is shown for Cuntze’s FMC:
FMFF1 =
σ˜11
XT
,
FMFF2 =
−σ˜11
XC
,
FMIFF1 =
(σ˜22 + σ˜33) +
√
(σ˜22 − σ˜33)2 + 4σ˜223
2Yt
,
FMIFF2 =
(bsp − 1) · (σ˜22 + σ˜33) + bss
√
(σ˜22 − σ˜33)2 + 4σ˜223
Yc
,
FMIFF3 =

bsp · I23−5 + (
√
b2sp · I223−5 + 4S212 · (σ˜231 + σ˜221)2
2S312


0.5
.
(4.32)
All other terms in equation (4.32) are introduced in section 3.5.1.
4.2.3 Equivalent Displacements and Stresses
The anisotropic damage model works with equivalent displacements and stresses corresponding
to each individual damage mode. This results in four or five different equivalent displacements
with associated stresses from using Hashin’s criterion or Cuntze’s FMC, respectively. This
principle can be easily extended or applied to other failure criteria. In general, the number of
independent failure criteria reflects the number of independent equivalent displacements and
stresses. The principle of equivalent displacements was developed by Camanho et al. in [22],
among others. Furthermore, the crack band model (characteristic element length) [13] is directly
included in the concept of equivalent displacements. The equivalent quantities are defined below
for both Hashin’s and Cuntze’s damage initiation criteria. In both formulations, the equivalent
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displacements are generally defined as
δij = lc εij with lc =
3
√
VGP . (4.33)
Here, lc describes the characteristic element length and is defined as the third root of the Gauss
point volume when working with continuum elements within finite element calculations. This is
an approximation because it holds true only if the crack surface is normal to the crack direction
and the edges of the element are equal in length. As soon as the crack surface appears under
an angle to any direction, which is definitely expected in shear damage modes, the character-
istic element length is typically modified according to this angle. This fact is neglected in the
implemented damage model, but other definitions of lc could be easily incorporated into the
proposed damage model. In fact, if the crack angle must be considered, Puck’s failure theory
could be applied as it delivers the crack angle during calculations of the damage criterion. The
calculation of lc according to the mesh discretization does not, in general, completely eliminate
the mesh dependency, but rather minimizes the degree of error of the result to an acceptable
amount. Another definition, the so called Macauley brackets are defined:
〈x〉 = x+ |x|
2
. (4.34)
With this definition, the equivalent displacements and stresses can be declared. The superscript
ft, ..., mc serves as a shortened, general declaration of fiber failure tension (or FF1),...,up to
matrix failure compression (or IFF2) . Additionally, and only in the case of Cuntze’s criterion,
the superscript ms represents the shear failure mode.
Equivalent Displacements Using Hashin’s Criterion
δfteq =
√
〈δ211〉+ (αδ12)2 + (αδ13)2 ,
δfceq = 〈−δ211〉 ,
δmteq =
√
〈δ222〉+ 〈δ233〉+ δ223 ,
δmceq =
√
〈−δ222〉+ 〈−δ233〉+ δ212 + δ213 + δ223 .
(4.35)
The parameter α is a user input by ranging from 0 to 1 depending on the degree to which the
shear terms should be involved in the fiber tension damage.
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Equivalent Stresses Using Hashin’s Criterion
σfteq =
√
〈δ11〉〈σ11〉+ αδ12〈σ12〉+ αδ13〈σ13〉
δfteq
,
σfceq =
√
〈δ11〉
δfceq
,
σmteq =
√
〈δ22〉〈σ22〉+ 〈δ33〉〈σ33〉+ δ23〈σ23〉
δmteq
,
σmceq =
√
〈δ22〉〈σ22〉+ 〈δ33〉〈σ33〉+ δ23〈σ23〉
δmceq
.
(4.36)
Equivalent Displacements Using Cuntze’s Criterion
δfteq = 〈δ11〉 ,
δfceq = 〈−δ11〉 ,
δmteq =
√
〈δ222〉+ 〈δ233〉+ δ223 ,
δmceq =
√
〈−δ222〉+ 〈−δ233〉+ δ223 ,
δmseq =
√
〈−δ222〉+ 〈−δ233〉+ δ212 + δ213 + δ223 .
(4.37)
Equivalent Stresses Using Cuntze’s Criterion
σfteq =
√
〈δ11〉〈σ11〉
δfteq
,
σfceq =
√
〈δ11〉〈σ11〉
δfceq
,
σmteq =
√
〈δ22〉〈σ22〉+ δ33〈σ33〉+ δ23〈σ23〉
δmteq
,
σmceq =
√
〈δ22〉〈σ22〉+ δ33〈σ33〉+ δ23〈σ23〉
δmceq
,
σmseq =
√
〈δ22〉〈σ22〉+ δ33〈σ33〉+ δ12〈σ12〉+ δ13〈σ13〉+ δ23〈σ23〉
δmseq
,
(4.38)
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σeq
0 δeq
Gic
δfeqδ
0
eq
σ0eq
Figure 4.3: Linear damage evolution law using equivalent displacements.
4.2.4 Anisotropic Damage Evolution
The implemented macroscopic anisotropic damage model works with a linear degradation law.
As discussed while examining the isotropic damage model, the evolution law relates the internal
variables with the damage variables while the condition for positive dissipation is automatically
fulfilled. The damage evolution law is defined independently for each equivalent displacement, in
other words for each damage mode. In figure 4.3, the term δfeq represents the scalar value where
full damage (d = 1) is expected. The scalar value δ0eq belongs to the equivalent displacement
at which the initiation criterion is initially satisfied, while σ0eq is the corresponding stress at
this position. In the following equation, the subscript ·I represents the specific damage mode.
Using linear degradation, the equivalent displacement at full damage can be defined, considering
equations (3.59) and (4.8), in each damage mode as
δfeq,I =
2Gf,I
σ0eq,I
, (4.39)
in which Gf,I is the mixed mode critical fracture energy according to figure 3.9. The equivalent
displacements and stresses at the onset of damage can be computed as follows:
δ0eq,I = δeq,I
1√
F I
(4.40)
where F I represents the value of the damage initiation criterion corresponding to the equivalent
displacements at the onset of damage. This value is independent of the load state and is
calculated once and then stored for additional calculations. The corresponding stress at the
onset of damage is defined by
σ0eq,I = σeq,I
1√
F I
. (4.41)
Through these definitions, the damage variable is obtained as
DI =
δfeq,I(δeq,I − δ0eq,I)
δeq,I(δ
f
eq,I − δ0eq,I)
. (4.42)
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Here, δeq,I is the equivalent displacement from the present load step and belongs to the associated
damage mode. The critical fracture energies Gf,I must be in place for each failure mode.
However, as there is no standard test to measure them, this may be challenging. Conversely,
the actual value has not been shown to be important compared to the correct calculation of the
dissipated energy during the damage process. Maimi et al. [85] discuss methods to measure and
calculate the fracture energies in the specific damage modes.
4.2.5 The Anisotropic Damage Model Using the IMPL-EX Scheme
The IMPL-EX scheme introduced in section 4.1.5 from Oliver et al. [109, 110] is modified such
that it can be used for the current anisotropic damage model. Because the introduced damage
model does not have a strain like variable r, explicit extrapolation is done on the equivalent
displacements, which are the damage driving forces in this model. While the model is described
sequentially in section 4.2.6, a few additional quantities are necessary to declare. The first is the
increment ∆δnI , it is used to calculate the extrapolated equivalent displacement and is stored
in the history array. At the beginning of the material routine, this value is multiplied by the
current time step ∆tn+1 and holds information from the last two time steps:
∆δnI = (δ
n
imp,I − δn−1imp,I)
∆tn+1
∆tn
. (4.43)
It is updated at the end of the routine with the current values and divided through the same
(current) time step as above. The subscript I stands for the damage mode. It ranges from one
to four or five according to the failure criterion that is used, either Hashin’s or Cuntze’s. With
this definition, the damage criterion, equation (4.5), can alternatively be checked with
∆δnI ≥ 0 . (4.44)
If equation (4.44) is true, damage occurs. Otherwise, the model is in an unloading or reloading
state. The initial or the load dependent damage threshold of each damage mode is considered
by the equivalent displacements.
Again, it is necessary to note that when using the IMPL-EX scheme, the tangential material
stiffness remains constant during the Newton iteration scheme and does not depend on the
actual strains. Therefore, the expression
C
tan = C(D) (4.45)
holds true. Note that the fulfillment of momentum balance within the finite element calculation
is imposed in terms of the stresses related to the extrapolated variables and not the implicit
variables. The complete procedure, using the anisotropic damage model together with the
IMPL-EX scheme, is shown in the next section.
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4.2.6 Flowchart of the Anisotropic Damage Model
The previously deduced anisotropic damage model is implemented in the finite element software
FEAP. The procedure followed for implementation is summarized in the flowchart in figure
4.4. The model is implemented using the IMPL-EX scheme introduced in the isotropic damage
model, seen in section 4.1. Within the flowchart, the subscripts (n− 1),(n) and (n+ 1) declare
values from the second last, previous, and actual time step, respectively. Furthermore, the
subscript (exp) declares values that are explicitly extrapolated and the subscript (imp) declares
implicitly evaluated quantities. The counter, I runs from one to four in the case of Hashin’s
criterion and from one to five in the case of Cuntze’s criterion. The values
δ0eq,I , σ
0
eq,I , δ
f
eq,I (4.46)
are the only values that have to be computed once and then stored for further calculations.
These values do not depend on the actual load state.
The material routine is called within the finite element calculation as explained in chapter 5.
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FEM In: εn+1
History In: dI ,∆δ
n
I , δ
n
imp,I, δ
n
exp,I, σ
0
eq,I , δ
0
eq,I
Transformation and effective stresses
ε = T εg
σ˜n+1 = C0 εn+1
Loading and equivalent values
FMI , σeq,I , δeq,I
Time independent values
δ0eq,I , σ
0
eq,I , δ
f
eq,I
Implicit values and increment
δnimp,I = max{δnimp,I, δ0imp,I}
δn+1imp,I = δeq,I
∆δnI = ∆δ
n
I ∆t
∆δnI ≥ 0
Elastic or unloading
Dn+1I = D
n
I
Damage case
δn+1exp,I = δ
n
imp,I +∆δ
n
I
Dn+1I =
δfeq,I(δeq,I − δ0eq,I)
δn+1exp,I(δ
f
eq,I − δ0eq,I)
Calculate damaged quantities
H,C(D),σ
Update implicit values and increment
δn+1imp,I = max{δn+1imp,I, δnimp,I}
∆δn+1I = δ
n+1
imp,I − δnimp,I
1
∆t
Back tranformation to global system
σ
g = TT σ
C
tan
g = TCT
T
FEM out: σg, Ctang
History Out: dn+1I ,∆δ
n+1
I , δ
n+1
imp,I, δ
n+1
exp,I, σ
0
eq,I , δ
0
eq,I
yes
no
Figure 4.4: Flowchart of the anisotropic damage model.
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Finite Element Formulation of a Nonlinear Continuum
Element
Even though many engineering problems can be sufficiently approximated linearly, nonlinear
effects in the material and/or in the geometry have to be considered in a variety of applications.
Concrete or fiber reinforced composites, for example, behave in a highly nonlinear fashion due
to micro cracks or damage even under small strains. Other examples are crash simulations or
deep-drawing techniques, where large deformations occur in the geometry that cause additional
nonlinear material behaviors such as plasticity. The field of nonlinear applications is large and
makes it necessary to derive suitable numerical procedures.
5.1 Basic Equations
As discussed in section 2.4, the linearization of the weak form of equilibrium (2.89)
L[g(uh, δuh)] := g(uh, δuh) + D
[
g(uh, δuh)
]
·∆uh , (5.1)
based on a first order Taylor approximation, is often used as a starting point for nonlinear
numerical simulations. The superscript h in equation (5.1) indicates the finite element approx-
imation of the correlated quantity. Analogous to equation (2.90), the second term in equation
(5.1) refers to the linearized internal virtual work of the approximated quantity and is given as
D
[
g(uh, δuh)
]
·∆uh =
∫
B0
[
Sh : ∆δEh + δEh : Ctan : ∆Eh
]
dV . (5.2)
The (nonlinear) tangential material stiffness Ctan in the preceding equation is decoupled from
the consideration of geometrical nonlinear effects. It is already derived in chapter 4 and given
in equation (4.13), (4.16), (4.28) or (4.45) depending on whether the isotropic or the anisotropic
damage model is used in standard or IMPL-EX form.
To wholly define the boundary value problem the geometric boundary conditions must be ful-
filled.
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Figure 5.1: Isoparametric continuum element in parameter space and reference configuration.
5.2 Isoparametric Formulation
Within finite element formulations, interpolation functions have to be chosen to approximate
the geometry and field variables. The isoparametric formulation indicates that the same ansatz
functions are used for both the geometry and displacement. A reference element and its shape
functions are defined in a parameter space with a local orthogonal coordinate system (ξ, η, ζ)
according to figure 5.1. In the following section, a continuum element with eight nodes and
linear shape functions is presented. The local numbering of the element is illustrated in figure
5.1. The element has three degrees of freedom at each node. The geometry in the reference
configuration is approximated with tri-linear shape functions acting on the cube in the parameter
space according to:
Xh =
8∑
I=1
NI(ξ, η, ζ)XI − 1 ≤ {ξ, η, ζ} ≤ 1 . (5.3)
The index I in equation (5.3) represents the number of nodes per element and runs from one to
eight. The shape functions are defined as
N1 =
1
8
(1− ξ)(1− η)(1− ζ) , N5 = 1
8
(1− ξ)(1− η)(1 + ζ) ,
N2 =
1
8
(1 + ξ)(1− η)(1− ζ) , N6 = 1
8
(1 + ξ)(1− η)(1 + ζ) ,
N3 =
1
8
(1 + ξ)(1 + η)(1− ζ) , N7 = 1
8
(1 + ξ)(1 + η)(1 + ζ) ,
N4 =
1
8
(1− ξ)(1 + η)(1− ζ) , N8 = 1
8
(1− ξ)(1 + η)(1 + ζ) .
(5.4)
From the weak form of equilibrium in equation (2.81), it follows that the ansatz functions for
the displacements and virtual displacements must show at least C0 continuity. Choosing the
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same ansatz functions for both, the displacements can be approximated as
uh =
8∑
I=1
NIvI δu
h =
8∑
I=1
NIδvI , (5.5)
where u and δu hold the nodal displacements and virtual displacements, respectively.
For an approximation of the Green-Lagrange strain tensor, defined in equation (2.20), the ap-
proximation of the deformation gradient F in equation (2.4) is necessary. Using equation (2.12)
together with (5.5) yields
xh =
8∑
I=1
NIxI =
8∑
I=1
NI(XI + vI) ,
δxh =
8∑
I=1
NI δxI =
8∑
I=1
NI δvI ,
(5.6)
from which the tangent vectors can be obtained using the derivatives of NI with respect to the
coordinates from the reference (or current) configuration:
xh,j =
8∑
I=1
NI,j xI =
8∑
I=1
NI,j(XI + vI) ,
δxh,j =
8∑
I=1
NI,j δxI =
8∑
I=1
NI,j δvI .
(5.7)
The derivatives NI,j in equation (5.7) to the coordinates (i, j, k) are independent of whether
the transformation is performed from the parameter element (ξ, η, ζ) to the current or reference
configuration. Using coordinates from the reference configuration, exemplary denoted with
(1, 2, 3), the following derivatives are obtained:

NI ,1
NI ,2
NI ,3

 = J
−1


NI ,ξ
NI ,η
NI ,ζ

 . (5.8)
Here, J−1 denotes the inverse of the Jacobian matrix J, which holds the derivatives of XI with
respect to the parameter coordinates (ξ, η, ζ) and is defined as

NI ,ξ
NI ,η
NI ,ζ

 =


Xh1,ξ X
h
2,ξ X
h
3,ξ
Xh1,η X
h
2,η X
h
3,η
Xh1,ζ X
h
2,ζ X
h
3,ζ


︸ ︷︷ ︸
J


NI ,1
NI ,2
NI ,3

 . (5.9)
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5.3 Approximated Green Lagrange Strains
In this section the Green-Lagrange strain tensor, defined in equation (2.20), is approximated in
its finite element formulation and then variated and linearized for use it in equation (5.2). The
Green-Lagrange strains are approximated with equation (5.6) and depicted in vector form as
Eh =


Eh11
Eh22
Eh33
2Eh12
2Eh13
2Eh23


=


1
2
(
xh,1 ·xh,1−1
)
1
2
(
xh,2 ·xh,2−1
)
1
2
(
xh,3 ·xh,3−1
)
xh,1 ·xh,2
xh,1 ·xh,3
xh,2 ·xh,3


. (5.10)
Using equation (2.91) together with (5.7) yields the approximated virtual strains
δEh =


δEh11
δEh22
δEh33
2δEh12
2δEh13
2δEh23


=


xh,1 ·δxh,1
xh,2 ·δxh,2
xh,3 ·δxh,3
xh,2 ·δxh,1+xh,1 ·δxh,2
xh,3 ·δxh,1+xh,1 ·δxh,3
xh,3 ·δxh,2+xh,2 ·δxh,3


=
8∑
I=1


NI,1 x
h,1
NI,2 x
h,2
NI,3 x
h,3
NI,1 x
h,1+NI,2 x
h,2
NI,1 x
h,1+NI,3 x
h,3
NI,2 x
h,2+NI,3 x
h,3


δvI , (5.11)
which can generally be defined as
δEh =
8∑
I=1
BI δvI . (5.12)
As discussed, there is no difference in the operations between variations and linearizations. It
follows that the linearized Green-Lagrange strains can be obtained by replacing the δ in equation
(5.10) with ∆, yielding the general formulation
∆Eh =
8∑
I=1
BI ∆vI . (5.13)
In equations (5.12) and (5.13), the BI matrix is a fully staffed 6x3 matrix, which is calculated
for each node I . Later in this section, a numerical more convenient form is derived.
To fully describe equation (5.2), the linearized variation of the Green-Lagrange strains are
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needed:
∆δEh =


∆δEh11
∆δEh22
∆δEh33
2∆δEh12
2∆δEh13
2∆δEh23


=


δxh,1 ·∆xh,1
δxh,2 ·∆xh,2
δxh,3 ·∆xh,3
δxh,1 ·∆xh,2+δxh,2 ·∆xh,1
δxh,1 ·∆xh,3+δxh,3 ·∆xh,1
δxh,2 ·∆xh,3+δxh,3 ·∆xh,2


. (5.14)
With the preceding definitions, the linearized weak form of equilibrium (5.1) is fully defined.
5.4 Consistent Linearized Variational Functional
In this section, definitions from the previous sections are used to express the approximated
linearized variational functional given with equation (5.1). First, the term S : ∆δEh is calculated
using the approaches provided by equations (2.91), (5.7) and (5.14):
S : ∆δEh = Sij∆δEij = Sij
1
2
(δxh,i ·∆xh,i + δxh,i ·∆xh,i)
=
8∑
I=1
8∑
K=1
δvTI Sij
1
2
(NI,iNK,j +NI,j NK,i)∆vK
=
8∑
I=1
8∑
K=1
δvTI GIK∆vK .
(5.15)
In equation (5.15), a switch from tensor to vector quantities has been completed which retained
for all quantities until the end of this section.
Using equations (5.12), (5.13) and (5.5) together with the principle of virtual work in equation
(2.81) yields
g(uh, δuh) =
8∑
I=1
∫
B0
(
δvTI B
T
I S− δvTI NIρb
)
dV −
8∑
I=1
∫
∂B0
δvTI NIt0 dA
=
8∑
I=1
δvTI

∫
B0
(
BTI S−NIρb
)
dV −
∫
∂B0
NIt0 dA

 .
(5.16)
By inserting equations (5.15), (5.12) and (5.13) into the definition of the Gateaux derivative,
equation (5.2), the following form is obtained:
D
[
g(uh, δuh)
]
·∆uh =
8∑
I=1
8∑
K=1
∫
B0
δvTI
(
BTI CBK +GIK
)
dV . (5.17)
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Here, C = Ctan is the tangential material stiffness. With the following definitions,
f iI =
∫
B0
BTI S dV ,
faI =
∫
B0
NIρbdV +
∫
∂B0
δvTI NIt0 dA ,
feI = f
i
I − faI ,
keTIK =
∫
B0
(
BTI CBK +GIK
)
dV ,
(5.18)
the linearized weak form of equilibrium can be rewritten as
L[g(uh, δuh)] : =
nelem∑
e=1
[
8∑
I=1
8∑
K=1
δvTI (f
e
I + k
e
TIK∆v)
]
=
nelem∑
e=1
δvT (fe + keT∆v)
= δVT (Fˆ+KT∆V) = 0 .
(5.19)
Here, fe represents the element residual vector and keT the tangential element stiffness matrix.
Equation (5.19) must hold for any arbitrary δVT not equal to zero. Using standard assembly
operations, the global load vector Fˆ and the global tangential stiffness matrix KT are obtained.
Considering geometrical boundary conditions the linear system
KT ∆V = −Fˆ (5.20)
is solved.
To improve numerical calculation time, it is advantageous to establish the quantities from the
virtual inner work, equation (5.15), and the linearization, equation (5.17), with respect to the
current configuration instead of the reference configuration. By transforming the derivatives of
NI from the reference configuration to the current configuration

NI,x
NI,y
NI,z

 = F
−T


NI,1
NI,2
NI,3

 , (5.21)
theBmatrix becomes sparse with half of the entries being zero, and thus the calculation becomes
more efficient. Using the transformation
τ = TS with Tij = Fik Fjl (5.22)
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together with the internal virtual work in equation (5.16), yields
δE = TT δε and ∆E = TT ∆ε , (5.23)
such that the definition
δET C∆E = δεT (TCTT )∆ε (5.24)
is obtained. By inserting the preceding equations into the linearized weak form of equilibrium
in equation (5.1) and following the same procedure as completed with (5.16), the load vector f iI
and the tangential stiffness matrix keTIK defined in equation (5.18) can alternatively be written
with quantities from the current configuration as
f iI =
∫
B0
B˜TI τ dV ,
keTIK =
∫
B0
(
B˜TI cB˜K +GIK
)
dV ,
c = TCTT ,
(5.25)
but still integrated over the reference volume B0.
For the computation of the linearized weak form in equation (5.19), an integration over the body
B0 of each element is necessary. The integration is performed numerically within the parameter
element, thus the integrals have to be transformed from the initial (or current) configuration to
the parameter space according to
∫
B0
g(X) dV =
+1∫
−1
+1∫
−1
+1∫
−1
g(ξ, η, ζ) detJdξ dη dζ
≈
8∑
I=1
g(ξP , ηP , ζP ) detJ(ξP , ηP , ζP )WP .
(5.26)
Here, WP are the weighting factors of the Gauss integration points P , which has been chosen
within the finite element method due to its accuracy and efficiency.
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Chapter 6
Numerical Examples - Macroscopic Models
In this section, numerical experiments are investigated which relate to the macroscopic dam-
age theory described in the previous sections. Problems used in both the isotropic and the
anisotropic examples can be seen in figures 6.1 and 6.2. The tension rod seen in figure 6.1 has
a symmetric geometry and is tapered at the center. The cross section has a length l = 1 m and
a width and height of b = 0.2 m and h = 0.2 m at section B-B, and l = 1 m, b1 = 0.1897 m
and h1 = 0.1897 m at section A-A, respectively. It is displacement-loaded at its end surfaces
in horizontal direction. To reduce calculation time, symmetry conditions are utilized, which are
explained at each specific example. The plate with an open hole in figure 6.2 has an equal length
and width of l = 10 mm, a depth of t = 0.1667 mm and an open hole at the center with a di-
ameter d = 2 mm. If the layup allows, symmetry conditions are utilized, otherwise a full model
is calculated. The numerical examples are ordered similarly to the development of the damage
model. This section first shows general aspects of damage mechanics using the isotropic damage
model, followed by an investigation of convergence, regularization, and damage evolution and
behavior. Particular attention is paid to the load displacement curves and damage initiation.
The anisotropic damage model is tested and validated in greater detail with various examples
and material sets. In the first examples, special attention is given to numerical stabilization.
The results of classical regularization and the IMPL-EX scheme are contrasted with results
without regularization schemes. The damage model is then validated with single damage mode
examples and compared to experimental test data. Then, the effects of different theories, defined
in chapter 3, are illustrated. The chapter concludes with a detailed investigation of examples
concerning damage initiation and evolution, load displacement behavior, and convergence issues.
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Figure 6.1: Geometry of a tension rod example.
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Figure 6.2: Geometry of a plate with an open hole example.
6.1 Isotropic Damage Model
In this section, the isotropic damage model is investigated. Some general aspects of damage
behavior, as well as a mesh convergence study of the introduced tension rod and the plate with
an open hole, are examined. Finally, the plate with an open hole is investigated in greater
detail with an elaboration on the load displacement behavior and the evolution of damage
in the structure during loading. The examples use concrete as a material with the following
specifications:
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Table 6.1: Material properties in [N/mm2] or stated otherwise.
Label E G y0 ν [-] Gc [N/mm]
Concrete 28800 12000 2.2 0.20 0.085
Here, E and G are the Young’s and shear modulus, y0 is the tensile strength, ν the Poisson’s
ratio and Gc the critical energy release rate given in energy per unit area.
6.1.1 Behavior of Isotropic Elastic Damage Models
The first example discussed is a rod under cyclic loading and shows the damage behavior of
an elastic isotropic damage model with no distinction between damage caused by tension or
compression. For illustration reasons, a user defined material is used with Young’s modulus
and a tension strength of E=G=1. Other parameters are not of interest for this example. The
numerical results are illustrated in figure 6.3. With the explanations provided in section 4.1 in
mind, a number of interesting aspects can be observed. The material shows elastic behavior
until its initial damage threshold (r = 1) is reached (A-B). At point B, the degradation begins
if the load impact is continuous (B-C). At point C, the load switches its direction (unloading).
The new damage threshold is stored and the material behaves elastic during unloading. Within
the degradation, the load displacement curve must meet the origin (C-A). In the negative regime
(pressure), the process is also linear until its updated damage threshold is reached (A-D), then
damage growth is continuous (D-E). A second load switch causes another unloading (E-A). After
passing the origin again, reloading (A-F) is applied until the damage threshold value is reached
in point F. Finally, further tensional loading with a small unloading/reloading domain is hinted
at.
On the right side of figure 6.3 the internal variables of the damage model are illustrated. Here,
dn+1 and ddn+1 are the damage variable and its derivative. rn+1 is a strain energy variable
holding the current damage threshold, whereas Ψ is the strain energy function. The results as
illustrated in figure 6.3 correspond to a user defined material under pure tensile loading. The
workings of the model can be easily seen. The strain energy is given as a quadratic function,
whereas the current damage threshold holds its initial value until damage first occurs and then
grows under further loading. At the same time, upon reaching the initial threshold, the damage
process immediately begins, and its derivative can be calculated.
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Figure 6.3: Behavior of an isotropic damage material (left) with corresponding internal variables (right).
6.1.2 Localization and Mesh Dependency
The example discussed in this section shows the effect of localization and the problem of mesh
dependent solutions within the simulation of damage models when using the finite element
method. The introduced example tension rod is modeled as one-eighth of the full model, using
symmetry conditions on three of its faces. A discretization of 5x1x1 and 20x4x4 elements is
chosen, as illustrated in figure 6.4 a.) and b.), respectively. Imagine the model in an idealized
real world: The fracture of the rod at full damage would be expected on the tapered right
side, in a tiny area. This is because at one specific damage level the continuous distribution
of micro-cracks can no longer be observed. Instead, one crack dominates the others and grows
until full separation is reached. This phenomenon is known as localization. It can be observed
in most materials, but is especially challenging in those that are brittle. Another issue arises
within the finite element model: During the damage process in the real world, a specific amount
of energy dissipates, depending on the specific critical energy release rate and the area of the
crack plane. Since the finite element method is formulated in an integral form (weak form),
the dissipated energy changes, dependent on the mesh size, as can be seen by comparing figure
6.4 a.) and b.). In both scenarios, damage occurs to the first two elements, but the difference
is that the volume, over which is integrated, is roughly five times higher in case a.) than in
case b.). Without regularization, the total dissipated energy would than appear to be much
higher as well, even though the same problem is modeled. With further mesh refinement, the
damage would localize to an increasingly smaller region and the effect would intensify. Therefore,
regularization must be employed in such a way that the dissipated energy per unit volume
increases for smaller mesh sizes. It should be noted that localization is a real world problem that
can be observed in experiments and not a problem present solely in numerical modeling. Still,
localization presents less difficulties in the real world than in numerical modeling. After decades
of research, the numerical modeling of localization remains a challenging problem which has yet
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d1
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Figure 6.4: Damage variable d1 in the tension rod example with a.) 5x1x1 and b.) 20x4x4 elements.
to be satisfactorily solved. Nevertheless, Bazant [13] provides suggestions which dramatically
reduce the effect of mesh dependent results. This issue is revisited in a convergence study in
section 6.1.3
6.1.3 Tension Rod and Plate with Open Hole
In this section, both examples (tension rod and plate with an open hole) are investigated in
terms of mesh dependency and the evolution of damage. In figure 6.5, the numerical results of
several different discretizations are plotted. The upper graphs show the results of the IMPL-EX
scheme, investigated in more detail in section 6.2.3.
The upper graphs show that the degradation in the stiffness of a structure increases for finer
meshes. The first two discretizations agree well, but the mesh is too coarse to properly simulate
the complex behavior of damage. With further mesh refinement, a non-negligible difference in
the resulting boundary force can be observed between each discretization step. Even though
the effect of mesh dependent solutions is weakened, a net convergence cannot be seen. The
statements hold true in the bottom plots, where the results from a standard implicit scheme
are shown. With the standard integration scheme and a higher mesh purity, it is challenging
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Figure 6.5: Convergence study for tension rod (left) and plate with open hole (right).
to reach numerical convergence. This is well demonstrated by the lower left picture with a
discretization of 50x10x10 elements where the computation aborts at around 0.003 mm. The
regularization in this model is performed using the characteristic element length lc defined in
equation (4.12). For the implemented model, and as long as continuum elements are used, lc is
defined as the cubic root of the Gauss point volume:
lc =
3
√
VGP . (6.1)
This approximation requires the assumption that the element is cubic, with equal edge lengths,
and the crack area is sufficiently smooth and perpendicular to one edge. Otherwise, it is an
approximation delivering more or less sufficient results. In a more sophisticated model, the
characteristic element length would be calculated depending on the crack angle and the actual
shape of the element.
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Figure 6.6: Plate with an open hole: Load-displacement path (top), D1 damage initiation (bottom left),
damage variable D1 at u = 0.051 mm (bottom right).
In figure 6.6, the load displacement curve and the corresponding damage evolution of the plate
with an open hole with a discretization of 30x30x6 is discussed. The finite element model utilizes
symmetry conditions and the calculation is performed as one-eighth of the full model. The hor-
izontal displacement corresponds to an arbitrary node on the right edge. The boundary force is
the horizontal sum of all supported edge nodes. The computation is executed displacement con-
trolled with a horizontal displacement on the right edge. The load displacement curve proceeds
relatively flat, indicating a ductile material, and two further points of interest are marked. The
first corresponds to the damage initiation and the second serves as a reference for illustrating
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damage evolution at u = 0.051 mm, highlighted in the lower left and lower right picture, respec-
tively. It is remarkable that the structure can take 28% more loading after damage initiation
until its maximum bearable load is reached. The structure can activate a number of reserves
and shows a good ability for load redistribution. Damage first occurs at the stress concentration
position at the upper hole edge, as is expected. It develops under a specific angle through the
structure, as has been observed in [47, 94].
In this section, important and general aspects of isotropic damage models have been discussed.
With this background in mind, an anisotropic macroscopic damage model is investigated in the
following section.
6.2 Anisotropic Damage Model
An anisotropic damage model was developed and implemented in the finite element software
Feap. This section details the important steps in the development of the model, difficulties that
were encountered, and attempted solutions. In this section, several numerical examples with
different geometries and material data sets are discussed. For the sake of clarity, the material
sets are defined once and identified by a number according to table 6.2. The material data is
considered in terms of elasticity, strength, and damage driving properties. Some values must
had been chosen reasonable, as it is difficult to find complete material data sets in the literature.
The geometry of the first examples has already been introduced for the isotropic damage model.
New geometries are also defined to verify numerical results with experimental data.
Table 6.2: Elastic properties in [N/mm2].
No. Label E1 E2 G12 ν12 [-] ν23 [-]
1 T300/1034-C 146800 11400 6100 0.30 0.38
2 Glass Epoxy 52000 8000 3000 0.28 0.34
3 CE1007-310-37 80000 5000 3100 0.35 0.50
4 Tenax E HTS40 145000 7000 3100 0.29 0.37
Note: Values written in italic are approximately chosen
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Table 6.3: Unidirectional strengths in [N/mm2].
No. Label Xt Xc Yt Yc Sl
1 T300/1034-C 1730 1379 66.5 268.2 58.7
2 Glass Epoxy 1840 1580 44 172 39
3 CE1007-310-37 2400 400 40 100 130
4 Tenax E HTS40 2240 1200 50 300 108
Table 6.4: Critical energy release rate in [Nm/mm2].
No. Label Gl+ Gl- Gt+ Gt- GS
1 T300/1034-C 89.83 78.27 0.23 0.76 0.46
2 Glass Epoxy 8.0 8.0 1.5 1.5 1.5
3 CE1007-310-37 280 40 0.8 1.5 1.0
4 Tenax E HTS40 240 20 0.6 1.5 1.0
Note: Values written in italic are approximately chosen
6.2.1 Investigation of Different Implemented Anisotropic Damage Models
The first example depicts the result of different implemented damage models applied to the
plate with an open hole with one single zero degree layer. The models were implemented in
the finite element program Feap. For the calculation, material number 2 from table 6.2 is used.
The results are shown in figure 6.7. In the legend, model 1, 2, and 3 correspond to the models
introduced in [82, 83, 136], respectively, whereas model 4 is an earlier version of the developed
damage model introduced in section 4.2.
All models clearly show that the Newton iteration fails at a point before the final maximum
bearable load was reached. The calculation was driven displacement controlled without any
further stabilizations. It should be noted that the statements made are valid for the implemen-
tation in the finite element software Feap, with no doubts that the authors made it work in
other software. Without any stabilization procedure, it is impossible to obtain results in most
numerixal examples, except for numerically simple examples, such as the cantilever beam. Ex-
amples where the overall stiffness in one load step does not decrease by a large amount are not
numerically challenging. On the other hand, the simple tension rod is one of the most challeng-
ing numerical examples, the decrease in stiffness concerns the whole cross section and is drastic.
This supports localization and the effect increases. Therefore, in order to satisfy requirements
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Figure 6.7: Comparison of different implemented anisotropic damage models.
in a damage model, stabilization procedures are introduced in the next section.
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6.2.2 Effects of Classical Regularization
The first attempt to improve numerical convergence is a generalization of the Duvaut-Lions
regularization, which is widely used in CDM. The stabilization is performed for each damage
mode. The updated damage variable at time t+∆t reads
Dvt+∆t =
∆t
η +∆t
Dt+∆t +
η
η +∆t
Dvt . (6.2)
Here, D is the kinematic damage variable depending on the strain-like variable r, and Dv is the
regularized damage variable. The viscous damping factor η specifies the rate of change in Dv
according to
D˙v =
1
η
(D −Dv) . (6.3)
This regularized damage variable Dv is then used instead of D in equation (4.25) and (4.28) to
calculate the stresses σ and the tangential material stiffness Ctan. Figure 6.8 shows the results
of the two examples, the tension rod (left) and plate with open hole (right). The endpoints of the
curves are the points where the simulation breaks because of convergence issues. The behavior
of the examples concerning three to four different damping parameters η are investigated. It
can be seen that an increasing parameter η does improve the convergence issue, but falsifies the
results until they are no longer useful. On the other hand, a relatively small parameter η keeps
the results close to those without damping but the convergence issue is still significant. The
improvement in convergence of the tension rod (left) is better than that of the plate with open
hole (right). Overall, the utilization of a viscous damping scheme does result in a slightly more
stable computation, but with a simultaneous deterioration of results. In the next section, an
alternative stabilization scheme is introduced.
99
Chapter 6 Numerical Examples - Macroscopic Models
0 0.01 0.02 0.03
10
20
30
40
50
60
70
80
90
Horizontal displacement u [mm]
B
o
u
n
d
a
ry
fo
rc
e
F
[N
]
η = 5 · 10−3
η = 1 · 10−3
η = 5 · 10−4
η = 1 · 10−4
0 0.04 0.08 0.12
300
600
900
1,200
1,500
Horizontal displacement u [mm]
B
o
u
n
d
a
ry
fo
rc
e
F
[N
]
η = 1 · 10−3
η = 5 · 10−4
η = 1 · 10−4
Figure 6.8: Viscous regularization - tension rod (left) and plate with open hole (right).
6.2.3 The IMPL-EX Scheme
This section focuses on the adaption and implementation of the IMPL-EX scheme from Oliver et
al. [109, 110]. A comparison of the standard and the IMPL-EX schemes is of particular interest.
The actual values and behavior of the damage model itself are discussed in greater detail later in
this chapter. The IMPL-EX scheme is modified in such a way that it can be used for anisotropic
damage models, using the equivalent displacement principle introduced in section 4.2.3. The
theory behind the IMPL-EX scheme has been discussed in section 4.2. The upper left diagram
in figure 6.9 shows three results from the tension rod model; the standard implicit scheme,
the IMPL-EX scheme with automatic step size control, and the IMPL-EX scheme with a fixed
step size. Two of them, standard implicit and IMPL-EX automatic step control, agree to each
other. The IMPL-EX calculation is user aborted and had no issues delivering results deep in
the degrading region. The third graph shows the results of a fixed and deliberately chosen large
time increment. In this case, overprediction of the bearable maximum load occurs. The second
example, a cantilever beam, is shown in the upper right graph. Again, a perfect agreement
from both integration schemes can be observed if the time step used in the IMPL-EX scheme
is sufficiently small. In the third example, a plate with open hole, the IMPL-EX scheme shows
better numerical stability. The standard scheme aborts at a displacement of around 0.0067
mm, whereas the IMPL-EX scheme delivers results deep into the degraded region. This last
example examines a tension rod with cyclic loading. The model is loaded, unloaded until the
stress is zero, and then reloaded again. It is important to note the non-smooth transition where
the reloading path meets the previous loading path. The jump at the transition point comes
from the IMPL-EX scheme. This is because it uses information from the last two converged
time steps to extrapolate the current one. In other words, it lags a step behind the actual
time step. But after making the error, it corrects itself with further loading. Of course, the
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Figure 6.9: IMPL-EX scheme applied on: tension rod (upper left), cantilever beam (upper right), plate with
open hole (bottom left); Reloading behavior (bottom right).
time step used for illustration is too large. It can be seen from in the discussed examples, that
if the load increment is small enough, or if an automatic step control is used, the IMPL-EX
scheme delivers reliable coincidence with the classical implicit integration scheme. Therefore,
contrary to standard implicit schemes, a comparatively large number of load steps have to be
performed. On the other hand, each load step converges in the first iteration step, so that the
overall computation time is still reduced. This is due to the step linearity of the tangential
material matrix. Additionally, the IMPL-EX scheme improves the numerical convergence to a
large extent. For this reason, and because the standard implicit scheme has practical limitations
due to its convergence issues, all following numerical examples are executed using the IMPL-EX
scheme.
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Figure 6.10: Pure single damage mode validation: D1-tenison (upper left), D2-tension (upper right), D2-
compression (bottom left); D6-shear (bottom right).
6.2.4 Single Damage Mode Validation
The previous numerical examples were focused on a comparison of different stabilization proce-
dures. In this section, as an initial plausibility assessment of the implemented damage model,
the single damage modes are simulated on a unit cube with a discretization of 4x4x4 elements.
Material number 2 from table 6.2, 6.3 and 6.4 is used.
In the upper left graph in figure 6.10, the pure D1-tension damage mode (fiber failure) is
simulated. The maximum bearable load is reached at F = 1840 N and matches perfectly the
longitudinal tensional strength value Xt= 1840 N/mm
2. The same can be observed in the other
three examples, where the matrix tension and matrix compression mode D2, and the shear
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damage mode D6 are simulated. All single damage modes perfectly match their corresponding
strength properties, which is a minimum requirement. This holds true regardless of whether
strain or energy equivalence is employed.
6.2.5 Validation with Experimental Data - Multilayer Example
In this section, a numerical example is investigated to compare the results from the anisotropic
damage model corresponding with experimental data . The system under investigation is a
displacement suspended tension rod with a centered open hole, as shown in figure 6.11.
The length and width of the tension rod are l = 203.2 mm and h = 25.4 mm, the centered
hole has a diameter of d = 6.35 mm, and one ply has a thickness of tp = 0.1308 mm. In total,
the model features 20 plies through the thickness in two different stacking orders, as declared
in table 6.5. The material corresponds to material number 1 in table 6.1. Using symmetry
conditions in thickness direction, only half of the system is modeled with a discretization of
80x10x10 elements. The experimental data is published in [130] and also used for verification
in [86].
The two graphs in figure 6.12 show the results of two different layups investigated within the
test model. In [130], only the maximum stress is declared, the comparison is shown in table
6.5. Table 6.5 shows that the predicted stress, corresponding to the maximum bearable load,
agrees well with the experimental data. A small deviation of 3.22% or 4.25%, depending on the
layup, can be observed. Additionally, the corresponding horizontal displacement has a relative
deviation of about 5 and 3 percent, respective to the layup and compared to that published in
[86]. In that study, the maximum bearable load is underestimated such that the corresponding
strains would nearly match at the predicted stress state. Overall, an excellent agreement in
maximum stress and displacement is achieved. Together with the examples examined in section
6.2.4, the model is sufficiently proved and assessed as good.
u
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d
Figure 6.11: Geometry of a tension rod with a centered open hole.
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Figure 6.12: Tension rod with a centered open hole, discretization: 64x16x10 elements.
Table 6.5: Predicted and measured stress σmax in [N/mm2].
Layup Predicted Experiment Deviation(%)
[0◦/± 45◦/90◦7 ]S 154.81 159.96 3.22
[0◦/[±45◦]2/90◦5 ]S 177.59 185.47 4.25
6.2.6 Effect of Different Damage Effect Tensors
In section 3.4.1 various approaches of the damage effect tensor M were introduced. In a simple
manner, the different approaches are tested and contrasted with each other within the examples
using a tension rod and a plate with an open hole using material number 2. It is evident in
the tension rod example in figure 6.13, that all approaches are in good agreement. This is as
expected because the damage is primarily driven by the damage variable D1. The difference,
with the exception of the M3 path, comes from the tapering of the cross section to create a
predetermined breaking point. In the plate with an open hole in figure 6.13 (right), where a
far more complex damage state is present, a difference in the maximum bearable load can be
observed. The waved shape of the path corresponding to M0 is a result of the IMPL-EX scheme
and can be reduced with a smaller step size. Overall, no general statement or suggestion as
when to use each of the different effect tensors can be postulated without a deep understanding
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Figure 6.13: Damage effect tensor Mi applied on: a.) tension rod (left), b.) plate with open hole (right).
of fiber-reinforced composite behavior.
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6.2.7 Effect of Different Equivalence Principles
In this numerical example, a compression rod is used to illustrate the effect of different equiva-
lency principles. The geometry is the same as in the previous tension rod examples, the load is
changed in its direction, and the material is number 2 from table 6.2. Figure 6.14 shows that for
a strain equivalence (Eq0) Hashin’s (H) and Cuntze’s (C) failure mode criteria match, whereas
for energy equivalence (Eq1), a difference is clearly visible. Furthermore, the difference of the
maximum bearable load is, in energy equivalence, roughly 8% less than in strain equivalence.
This can be explained by the fact that through the multiplication of C in energy modes, the
damage variable is involved in quadratic order. Nevertheless, the maximum stress can never
be higher than its strength property. The difference between the two equivalence principles be-
comes greater the more the system is able to distribute its loads. Finally, the effect of neglecting
the damage terms beside the main diagonal is of interest. In the first four curves, the damage
compliance tensor according to equation (3.38) is used, whereas in the first curve (Eq0-M0-C-s),
the symmetrized compliance tensor according to equation (4.22) is used. Contrary to the claim
made in [92], the effect of neglecting the damage entries apart from the main diagonal has a
significant effect on the degrading behavior of the damaged material. The curve created with
this neglect is much flatter than without it. However, the computation is more stable and the
most important value is often the maximum bearable load, which is not affected thereby.
In the next sections, the local behavior of damage evolution is discussed together with specific
user settings that can be performed.
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Figure 6.14: Strain vs. energy equivalence - Eq0=strain equivalence, Eq1=energy equivalence - C=Cuntze,
H=Hashin.
6.2.8 Damage Investigation of a Tension Rod with One Layer
The previous examples successfully validate the default settings for further research. From
this section on, the strain equivalence, Cuntze’s FMC, and the corresponding damage effect
tensor M0 are used unless otherwise stated. Having discussed general aspects and validated
the material model, the current study now examines the example of the tension rod in greater
detail with a focus on damage and stress evolution. In figure 6.15, the load displacement path
of the tension rod example using material number 2 is illustrated. The horizontal displacement
corresponds to any node on the right edge and the boundary force is the sum over all nodes
facing the left edge. The calculation is displacement driven and symmetry conditions are used
so that one-eighth model with a discretization of 30x6x6 element can be investigated. The short
distance between damage initiation and maximum bearable load indicates that the system does
not have a good ability for load redistribution (as expected). It is noteworthy that a converged
solution is obtained until full damage is reached.
In the load displacement curve, three important points are marked, to which the figures 6.16,
6.17, and 6.18 correspond. The first point corresponds to theD1 damage initiation. The damage
arises at the maximum σ11 stress in the tapered upper right corner, as it should (figure 6.16).
The profile can then bear a greater load until its maximum load state is reached and the model
starts to degrade. The second point in the path is marked at u = 0.0174 mm. At this point,
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Figure 6.15: Tension rod discretized with 30x30x6 elements.
the damage has developed over the whole cross section and the upper right corner has already
been damaged to 87%. It is evident that the upper right corner deprives the loading and load
redistribution from the upper to the lower corner (figure 6.17). This develops to full damage
(D = 1) of the area of the cross section of the hole, with corresponding stresses that are and
must be zero (figure 6.18).
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Figure 6.16: Damage variable D1 and stress σ11 at damage initiation.
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Figure 6.17: Damage variable D1 and stress σ11 at u = 0.0174 mm.
109
Chapter 6 Numerical Examples - Macroscopic Models
0.1
05
0
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
X Axis
-0.1
-0.05
0
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
X Axis
1.000e+00
0.000e+00
7.500e-01
5.000e-01
2.500e-01
D1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
X Axis
-0.1
-0.05
0
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
X Axis
1.000e-02
0.000e+00
5.000e-03
S11
Figure 6.18: Damage variable D1 and stress σ11 at full damage.
6.2.9 Damage Investigation of a Cantilever Beam - One Layer
This example shows the damage evolution of a cantilever beam with length l = 2m, width b = 0.1
m, and height h = 0.1 m. The behavior is examined for a full model with a discretization of
50x6x6 elements. The beam is clamped on its left side, the vertical load acts on its right side
and the vertical displacement is linked to the nodes on the bottom right edge of the profile. A
displacement controlled calculation is executed using material number 4 from table 6.2. Because
the overall stiffness of the profile during damage is reduced slower than in the tension rod
example, the resulting path is flatter. Three important points, D1-damage initiation caused by
compression and tension, and D6 shear damage are marked in the graph. The plots beneath
the load displacement curve correspond to the marked endpoint of the path. The compression
material strength is lower than the tensile strength and the elastic stress is equal at the bottom
and top edges. As a result, the damage initiation first arises at the bottom edge with a negative
σ11 stress. After damage is first initiated, the cross section can then bear almost twice the
initiation load until tensile induced damage at the top edge arises. Then, the loss of stiffness
A
A
u
Section A-A
l
b
h
Figure 6.19: Geometry of a cantilever beam example.
110
6.2 Anisotropic Damage Model
0 0.1 0.2 0.3 0.4 0.5 0.6
0
5 · 10−2
0.1
0.15
0.2
0.25
0.3
0.35
D1- initiation (compression)
D1- initiation (tension)
D6- initiation (shear)
Vertical displacement u [mm]
B
o
u
n
d
a
ry
fo
rc
e
F
[N
]
Material Nr. 4
0
0.2
0.4
0.6
0.8
1
x-axis
0
0.1
00.1
0
0.1
0
0.05
0.1
0
0.2
0.4
0.6
0.8
1
x-axis
 0.997
     0
 0.748
D1
 0.498
 0.249
0
0.2
0.4
0.6
0.8
1
x-axis
0
0.1
00.1
0
0.1
0
0.05
0.1
0
0.2
0.4
0.6
0.8
1
x-axis
 0.894
     0
 0.671
D6
 0.447
 0.224
Figure 6.20: Cantilever beam: load displacement curve (top), damage variable D1 (middle) and damage
variable D6 (bottom) at endpoint.
proceeds quickly and the path reaches its maximum bearable load and begins to decrease after
passing the D6-shear damage initiation. The evolution of damage is conclusive. This type of
shear damage behavior is similarly seen, for example, in [55]. When the profile is further loaded,
the shear damage proceeds to the right end of the cross section.
6.2.10 Damage Investigation of a Plate with Open Hole - One Layer
In this section, the behavior of the plate with an open hole, illustrated in figure 6.2 with material
number 4 from table 6.2 is investigated. The numerical model utilizes symmetry conditions and
one-eighth model with a discretization of 50x50x1 elements is calculated. It is remarkable that
a converged solution exists up to nearly a full damage state on the load displacement path in
figure 6.21. Particular attention should be paid to the difference between the load at damage
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initiation and the maximum bearable load. The maximum bearable load is roughly 600% higher
than the load present at D2-damage initiation and 400% higher than the load corresponding to
D1-damage initiation. Two points besides the damage initiation on the load displacement path
are marked for further use. The first point serves as a reference for a stress and a D1-damage
plot (figure 6.21) at displacement u = 0.134 mm. It is clearly visible in the upper right plot that
the stress concentrates at the upper edge of the hole. The coloring of the damage variable D1 is
scaled and the area where D1 > 0.1 is marked in red. The proportion in the present anisotropic
case is similar to an isotropic case which would be three times greater and without the stress at
the right edge of the hole. The damage initiates in the stress concentration point and develops
along the symmetry edge, as can be seen in the lower left image. It is notable that the elements
close to the concentration point are at this load step already fully damaged D1 = 0.98. The
second point corresponds to the displacement u = 0.389 mm, at which the cross section is fully
damaged. Here, damage has evolved through the cross section of the hole in a nearly vertical
direction on its symmetry edge. The upper right corner of the cross section is also damaged due
to load redistribution. The corresponding D2-damage variable is plotted in the bottom right
picture.
To illustrate the local effect of an overly coarse discretization, the same problem is calculated
with a mesh of 30x30x4 elements with both Hashin’s and Cuntzes failure theory. In the left plot
in figure 6.22, the damage leaves its path at a point, makes a curve, and finally returns to its
symmetry edge. This local behavior only arises because of the mesh size, but causes only a small
difference in the load displacement path. The results of using Hashin’s criterion are illustrated
in the right plot. As with Cuntze’s FMC, the damage evolves along its expected path up to a
point where it escapes to the right.
The previous examples show the sensitivity of numerical investigations of damaged materials.
A fine mesh, illustrated on the left side in figure 6.21, is sufficient for obtaining a solution that
is more expected than that in figure 6.22. On the other hand, if the mesh size is too small,
convergence issues can arise. Generally, the simulation of damage in load suspended structures
is challenging. In addition to a convergence study, critical reflection on the results, especially
for the evolution of the damage variable, is necessary.
Another important observation can be made by examining, as before, the load displacement
path in figure 6.21. From this, it can be seen that a difference of more than 600% lies between
the first damage mode (D2) and the maximum bearable load. Since in industrial dimensioning
structures are related to the first ply failure (here D2), an enormous oversizing of composite
structures is present. On the other hand, due to load cycling and other influences on real
structures, damage is not only driven through static loads. This means that other effects, such
as fatigue and delamination, must also be considered in a simulation for an accurate and realistic
prediction of damage. This task is completed in chapter 7.
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Figure 6.21: Plate with an open hole: load displacement graph (top), stress σ1 (middle left) and damage
variable D1 (middle right) at u = 0.134 mm , damage variable D1 (bottom left) and damage
variable D2 at u = 0.389 mm (bottom right).
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Figure 6.22: Plate with an open hole: Cuntze’s FMC (left) and Hashin’s damage criterion (right) with 30x30x4
elements.
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A Coupled Two-Scale Model for Damage Simulations
To capture the complex mechanism of damage in fiber reinforced composites, multiscale methods
have been developed. In multiscale formulations, at least two different scales are used for the
description of a problem. One global or macro scale and one local or micro scale. The global
scale is used to discretize an arbitrary geometry of interest, whereas the local scale is used to
capture the behavior of complex materials within a so called representative volume element
(RVE). Within this study, both scales are discretized with finite elements and the RVE has
a fixed scale, often determined within a convergence study. The basic concept of multiscale
analysis is depicted in figure 7.1. The local or micro model is executed in each integration
point of the global model. This can either be enabled by hard-coding the local FEM-routine
into the material law of the integration point of the global system or by using a FE2 approach
[126] and [53], where the FE program is accessed a second time in the integration point. In
both alternatives, the strain tensor of the integration point of the global model is imposed on
the microscopic model via boundary conditions. The stresses and constitutive equations of the
macroscale are then forwarded by the results of the microscale. The variables passed from the
local to the global model are defined by volume averages over the local model. In a general
nonlinear analysis, both scales have to be coupled within an iterative solution procedure in such
a way that the local model is solved in each iteration of the global model.
The current chapter introduces a multiscale approach for damage models. The variational
principle introduced in section 2.4 is first extended for use it in iterative, two-scale calculations.
Second, the linearization of the variation and a general multiscale finite element formalism are
introduced. Finally, global and local scales are discussed in terms of kinetic description and
finite element adaption.
7.1 Variational Formulation of a Two-Scale Model
In this section, the formulation of the principle of virtual work (5.16) and its linearization (5.19)
for the three dimensional continuum element are extended to incorporate the characterization
of a local model. The formalism is established based on the work of [62].
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Figure 7.1: Depiction of a computational multiscale procedure.
As illustrated in figure 7.1, the local boundary model is accessed during the finite element
calculation within each element in each integration point i of the global model. The connection
from the global to the local model is established by passing in the global strains from integration
point i to the local model where they are converted and act as displacement boundary conditions.
Once the local equilibrium is found, the homogenized tangential material stiffness and averaged
stress tensor are returned to the global model.
The equations are valid for all, but constructed for only one, arbitrarily chosen, global element.
For a better distinction, the body of the local RVE is denoted with Bi and its boundaries with
∂Bi. The continuum mechanical quantities of the local model can be established completely
independent of that from the global model because the bodies Bi and B0 do not correlate.
Indeed, in the scope of this work, kinetic equations such as displacements, stresses, and strains,
derived in the previous chapters and used for the macroscopic description, are taken without
modification for the description of the local model. From the independency it follows that the
global model can be calculated geomeytrically nonlinear, whereas, at the same time, the local
model is assumed to behave geometrically linearly.
The starting point for the derivation of the coupled model are the static field functions for the
global and local model according to equations (2.54):
Div P¯+ ρb0 = 0 inB0 ,
Divσ + ρb0 = 0 inBi .
(7.1)
The first equation describes the global equilibrium, whereas the second describes the local equi-
librium. In the following, the volume forces are neglected. As discussed, to fully describe the
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boundary problem, static and geometric boundary conditions have to be introduced. For the
local model, due to the absence of external loads, the following static boundary condition is
obtained:
σN = 0 in ∂Biσ . (7.2)
Additionally, as in chapter 5, the local geometric boundary condition u must be met on ∂Biu.
In u the global-local coupling is performed. The local displacement boundaries are determined
from strains of integration point i. The vector u is established in greater detail in equation
(7.31).
Until the end of the current section, global quantities such as stresses S¯, strains E¯, and displace-
ments u¯ acting in B0 are denoted with a bar, whereas local quantities in Bi are denoted without
(σ, ε and u).
The coupled, global-local formulation is obtained by extending the principle of virtual work
(2.81) with the variation of the local equilibrium given in equation (7.1). The variation is per-
formed independently on the global and the local model. The test function can be summarized,
containing both, as
δθ = [δu¯, δu]T . (7.3)
Following the same procedure as in section 2.4 yields
g(θ, δθ) :=
∫
B0
(S¯ : δE¯− b0 · δu¯) dV −
∫
∂B0σ
t0 · δu¯ dA
+
nelem∑
e=1
ngp∑
i=1
1
Vi
∫
Bi
σ : δεdV = 0 .
(7.4)
Here, nelem denotes the total number of global elements, ngp the number of integration points
per element, and Vi represents the volume of the RVE. As in section 2.4, for numerical imple-
mentation, the linearization
L[g(θ, δθ),∆θ] := g(θ, δθ) + D [g(θ, δθ] ·∆θ . (7.5)
of the coupled model is needed. The first term is defined in equation (7.4), the second term is
derived as
D [g(θ, δθ] ·∆θ =
∫
B0
(
S¯ : ∆δE¯+ δE¯ : C¯ : ∆E¯
)
dV
+
nelem∑
e=1
ngp∑
e=1
1
Vi
∫
Bi
(σ : ∆δε+ δε : C : ∆ε ) dVi .
(7.6)
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7.2 Finite Element Formulation of a Two-Scale Model
In the next step, the discretization of the local model is presented. For the local system, the
same bilinear interpolation functions for the geometry and displacements as in the global system
are used, which is in general unnecessary since both systems are independent of each other. The
local system represents the microstructure of the global system by means of an RVE. The RVE
returns the homogenized material stiffness C¯ and the averaged stress vector σ¯ to the global
system. The actual size of the RVE must be determined within a convergence study.
Inserting the interpolation functions into the linearized weak form of equilibrium given in equa-
tion (7.5) and considering the definitions in equation (7.4) and (7.6) yields
L
[
g(θh, δθh),∆θh
]
=
numel∑
e=1


δvG
δV1
...
δVi
...
δVngp


T
e




kG(C¯i) . . . 0
KL1
...
. . .
KLi
...
. . .
0 . . . KLngp




∆vG
∆V1
...
∆Vi
...
∆Vngp


+


fG(σ¯i)
FL1
...
FLi
...
FLngp




e
.
(7.7)
Here, G and L identify the global and the local system, respectively. In equation (7.7), the
matrices from the first row are obtained from the global part of the linearized weak form of
equilibrium, equation (7.5). Furthermore e is the global element number and i is a specific
integration point in e. The global element residual vector fˆG and the global tangential element
stiffness matrix kG have been derived in (5.18) and read
kG(C¯i) =
∫
Be
(BT C¯B+G) dV
fˆG(S¯i) =
∫
Be
(BT S¯−NTb) dV −
∫
∂Bσe
NT t0 dA
, (7.8)
where the superscript G identifies the global system unambiguously.
The matrices from the second to the last row in (7.7) refer each to the local boundary value
problem at global integration point i of the system, where i runs from 1 to the total number of
global integration points ngp in e.
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The description of each local system of equation (7.7) is performed by
δVTi (K
L
i ∆Vi + Fˆ
L
i ) =
1
Vi
n∑
e=1
δvTe (k
L
e∆ve + fˆ
L
e ) . (7.9)
Here, e and n refer to the elements and the total element number from the discretization of the
RVE. The local matrices are derived like before, leading to the element residual vector fˆLe and
the tangential element stiffness kLe , given with
kLe =
∫
Bi
(BTCB+G) dV
fˆLe =
∫
Bi
BTσ dV
. (7.10)
Note that the matrix B and the stresses σ and S in (7.8) and (7.10) are independent of each
other and generally do not have to coincide.
For further calculation, the local element displacement vector in (7.9) is split into two parts.
The first part va contains the displacements of inner nodes of the RVE, whereas the second
part vb holds the boundary displacements resulting from global strains at integration point i.
The actual boundary displacements are discussed in greater detail in section 7.3.2. The inner
displacements va are related to the displacements Vi via the standard assembly matrix ae. The
boundary displacements vb are related to the prescribed global strains at integration point i
through a matrix Ae(x, y, z), specified in equation (7.32):
ve =

va
vb

 =

aeVi
Aeε¯i

 . (7.11)
As discussed, the variation and linearization of v are needed for finite element formulations.
They are given with
δve =

δva
δvb

 =

aeδVi
Aeδε¯i

 , ∆ve =

∆va
∆vb

 =

ae∆Vi
Ae∆ε¯i

 . (7.12)
According to the order of ve in equation (7.11), the local submatrix k
L
e and the element residual
vector fˆLe are respectively rearranged:
kLe =

kaa kab
kba kbb


e
, fˆLe =

fa
fb


e
. (7.13)
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Inserting definitions (7.12) and (7.13) into the local boundary value problem (7.9) yields
δVTi (K
L
i ∆Vi + Fˆ
L
i )
=
1
Vi
n∑
e=1

δva
δvb


T
e



kaa kab
kba kbb



∆va
∆vb

+

fa
fb




e
=
1
Vi

δVi
δε¯i


T
e



aTe kaaae aTe kabAe
ATe kbaae A
T
e kbbAe



∆Vi
∆ε¯i

+

aTe fa
ATe fb




e
. (7.14)
The following definitions can be introduced for each integration point i
K =
n∑
e=1
aTe kaaae , Fˆa =
n∑
e=1
aTe fa ,
L =
n∑
e=1
aTe kabAe , Fˆb =
n∑
e=1
ATe fb ,
M =
n∑
e=1
ATe kbbAe ,
(7.15)
with which a simplified shortened form of equation (7.14) is obtained:
δVTi (K
L
i ∆Vi + Fˆ
L
i ) =
1
Vi

δVi
δε¯i


T 


K L
LT M



∆Vi
∆ε¯i

+

Fˆa
Fˆb



 , (7.16)
With an arbitrary variation δVi 6= 0, and considering that each row in matrix (7.7) must vanish,
the relation
K∆Vi + L∆ε¯i + Fˆa = 0 (7.17)
is obtained. The inner degrees of freedom ∆Vi in equation (7.17) can be eliminated with static
condensation by solving the first line in (7.16):
∆Vi = −K−1(L∆ε¯i + Fˆa) . (7.18)
Here, K−1 exists as long as rigid body motions of the RVE are eliminated by boundary condi-
tions. As we will see later in this study, additional boundary conditions to those given from the
global integration point are necessary to fully eliminate rigid body motions.
Solving the second line in (7.16) by using equation (7.18) yields
δVTi (K
L
i ∆Vi + Fˆ
L
i ) =
1
Vi
δε¯Ti
[
(M− LTK−1L)∆ε¯i + (Fˆb − LTK−1Fˆa)
]
= δε¯Ti (C¯i∆ε¯i + σ¯i) ,
(7.19)
where the discussed homogenized macro stresses σ¯i and the homogenized material tangent C¯i
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are defined by
σ¯i =
1
Vi
(Fˆb − LTK−1Fˆa), C¯i = 1
Vi
(M− LTK−1L) . (7.20)
Inserting this representation back into equation (7.7) leads to the following formulation:
L
[
g(θh, δθh),∆θh
]
=
numel∑
e=1


δvG
δε¯1
...
δε¯i
...
δε¯ngp


T
e




kG(C¯i) . . . 0
C¯1
...
. . .
C¯i
...
. . .
0 . . . C¯ngp




∆vG
∆ε¯1
...
∆ε¯i
...
∆ε¯ngp


+


fG(σ¯i)
σ¯1
...
σ¯i
...
σ¯ngp




e
(7.21)
The previous equation shows coupling between the global and the local problem. The linearized
global strains ε¯ enter in equation (7.11), whereas the homogenized macro stresses σ¯i and the
homogenized material tangent C¯ of integration point i enter in the residual vector fG(σ¯) and
the element stiffness matrix kG(C¯i). It is interesting to note that all local systems in each single
global element are independent of each other. This is advantageous in parallel computing because
the equation systems can be solved simultaneously. According to equation (7.21), equilibrium
has to be reached in each single local system as well as in the global system. In cases of any
nonlinearity in the local system, several iteration steps have to be performed until the final local
equilibrium state is reached, leading to high calculation times. The authors of [62] have shown
that the quadratic convergence rate of the global Newton iteration is also maintained with no
more than a single iteration step within the local system. This has been used during most
examples of this study. Indeed, for some of the examined damage examples, it was necessary to
fully iterate the local system to debar convergence issues on the global model.
7.3 Micromechanics and Homogenization
In this section, a micromechanical model is introduced that is used in the coupled finite element
simulation of damage in fiber reinforced composites. A short introduction of micromechanics
and homogenization is given before equations of the underlying theory are derived. For a more
elaborate overview of the development of micromechanics and homogenization, the reader is
referred to [4, 59, 128, 142].
A composite structure is a body which is made up of two or more parts or materials. From a
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macromechanical approach, the composite is observed as an anisotropic material without consid-
ering the underlying details of the composite. This is an approach that is widely used for linear
elastic analysis, where it delivers reliable results. In nonlinear analysis, such as damage analysis,
the macromechanical approach becomes problematic. Complex failures or damage mechanisms
must be constructed in the various directions they can appear. Due to the fact that damage
physically occurs on different constituents of the composite, a macromechanical description by
means of an idealized effective anisotropic material will always have disadvantages. In contrast,
micromechanical models consider the constituent materials in addition to accounting for the
internal structure of a material. The individual internal phases (materials) of this composite are
observed separately with their properties and geometrical arrangements, ordinarily described
by means of continuum mechanics. From this, it is clear that micromechanical models capture
the physics of complex behaviors at a more fundamental level. Thus, the key point of microme-
chanics is to predict the effective behavior of a heterogeneous material based on the different
properties of the constituents. These effective properties characterize the macroscopic behavior
and are obtained from the assembly of all constituents of the micro model through suitable
averaging techniques, known as homogenization techniques. Quantities are determined on a
sample which must reflect the statistical average of the whole. Hill [67] called this sample an
RVE, a notation that has been used since then. One of the key points of micromechanics is to
find an RVE that has enough information to replace the actual continuum properly, without
letting the numerical effort become exorbitant, a suggestion that has already been made in a
different context by Albert Einstein ’A model should be as simple as possible, but not simpler’.
In the following section, the MOC is introduced in a comprehensive form. This method serves
as a basis for the EMOC, used as the micro model in the implemented multiscale approach for
damage simulations.
7.3.1 Method of Cells
In this section, the basic ideas of the MOC, referring to the textbook [4], are introduced in
a comprehensive form. With respect to the finite element formulation of the MOC presented
later in this chapter, a different notation to that introduced in [4] is used. The MOC was orig-
inally used for elastic behavior and is based on the assumption that the physical behavior of a
composite can be approximated with a double periodic array, as illustrated in figure 7.2. Using
this periodicity, one single RVE is then alternatively used for the micromechanical analysis of
the whole composite material. The picture on the right in figure 7.2 shows the micro mechan-
ical RVE, consisting of one fiber element and three matrix elements. The lengths h1 and h2
are calculated dependent on a user input parameter η that holds the fiber-matrix ratio. The
elements within the RVE are identified through superscript numbers (β, γ) in brackets. The
coordinate system is set up in such a way that the x1-direction corresponds to the extension
of the longitudinal fiber direction. In addition, a local coordinate system x¯i is defined at the
122
7.3 Micromechanics and Homogenization
h1 h2
h1
h2
x¯2 x¯2
x¯2 x¯2
x¯3 x¯3
x¯3 x¯3
x3
x1
x3
x1
x2 x2
(1, 1) (1, 2)
(2, 1) (2, 2)
Figure 7.2: Double periodic arranged composite (left), one unit cell of the MOC (right).
center of each element, from which the displacements are interpolated linearly:
uβγi = w
(βγ)
i + x¯
(β)
2 φ
(βγ)
i + x¯
(γ)
3 ψ
(βγ)
i . (7.22)
Here, i runs from 1-3 and w
(βγ)
i is the displacement at the center of the element. In this
micromechanical model, linear elastic material behavior and small strains are assumed. Based
on the displacement interpolation, equation (7.22), the pointwise strains in each element can be
calculated according to equation (2.24) as
ε
(βγ)
ij =
1
2
(
u
(βγ)
i,j + u
(βγ)
j,i
)
. (7.23)
Using the same ordering as in equation (2.125) yields the element strain vector
ε
(βγ) =
(
ε
(βγ)
11 , ε
(βγ)
22 , ε
(βγ)
33 , 2ε
(βγ)
12 , 2ε
(βγ)
13 , 2ε
(βγ)
23
)T
. (7.24)
By neglecting thermal impact and assuming the previously mentioned linear theory, the point-
wise stresses are given as
σ
(βγ) = C(βγ) ε(βγ) . (7.25)
Because of the given linear displacement interpolation functions, strains, and therefore also
stresses, remain constant within each element. Thus, the pointwise fields are identical to the
averaged fields within each element:
ε¯
βγ
ij = ε
βγ
ij and σ¯
βγ
ij = σ
βγ
ij . (7.26)
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Now that the kinetic description of each single element is known, it is necessary to calculate
the resulting average stresses and material stiffness of the whole RVE. Additionally, continuity
conditions at the interfaces between elements of the RVE must be introduced. Both aspects are
discussed in the next section.
Homogenization and Continuity Conditions
The averaged stresses σ¯ and material stiffness KL of the RVE result from the homogenization
procedure under consideration of continuity conditions which are themselves imposed in an
averaged sense. In the framework of the method of cells, the homogenized stresses and strains
of the RVE are computed from averaged quantities of each element:
σ¯ij =
1
V
2∑
β,γ=1
v(βγ) σ¯
(βγ)
ij
ε¯ij =
1
V
2∑
β,γ=1
v(βγ) ε¯
(βγ)
ij .
(7.27)
In equation (7.27), V is the volume of the RVE and v(βγ) the volume of the element (βγ). The
averaged strains in each element can be calculated with equations (7.22) and (7.23). Continuity
conditions at the interfaces of the elements have to be used in conjunction with equilibrium
conditions to fully describe the RVE. For linear elastic analysis, the traction continuity is given
with
σ¯
(β1)
2i = σ¯
(β2)
2i
σ¯
(1γ)
3i = σ¯
(2γ)
3i ,
(7.28)
and displacements continuities defined with
u
(β1)
i |x¯2=h12 = u
(β2)
i |x¯2=−h22
u
(1γ)
i |x¯3=−h12 = u
(2γ)
i |x¯3= h12 .
(7.29)
A further derivation of the MOC’s theory is consciously renounced. Instead, the introduced
model is enhanced and the model is directly derived within the finite element formulation in the
next section.
7.3.2 Enhanced Method of Cells (EMOC) and Finite Element Formulation
The MOC introduced in section 7.3.1 is extended to a third periodic x1-direction and enhanced
with interface elements between adjacent elements, according to figure 7.3. The idea of enhancing
the MOC with interface elements is introduced in [55]. The interface elements are used to capture
damage process within the RVE. The damage modes in particular are given in table (7.1). With
this idea, and contrary to the displacement conditions introduced in 7.3.1, relative displacements
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x1
x2
x3
I4
I1
I5
I2
I3
I6
I6I6
I2
I1
I4 I3
Fiber element
Fiber element
Figure 7.3: Schematic depiction of the EMOC: inner nodes (red), boundary nodes (blue), interface elements
(red).
between adjacent elements are permitted. The consideration of nonlinear (damage) behavior
of the RVE is solely described through the interface elements which allow the eight introduced
subcell elements to remain linearly elastic. Consequently, the assumptions of constant strains
ε¯βγ and stresses σ¯βγ within these eight elements remains valid. The EMOC is established as a
nonlinear finite element routine for use within a finite element routine (multiscale). The EMOC
routine is hard coded into the material law of a three-dimensional, eight-noded continuum
element, introduced in chapter 5. As discussed, in multiscale analysis, this local RVE routine
is called for each integration point of the global system. The local system expression is more
general and, during this study, often used instead of the RVE expression. One single element is
selected as a reference element, valid for all, on which the finite element description is performed,
see figure 7.4, interface elements are discussed separately.
Boundary Conditions of the RVE
In figures 7.3 and 7.4, nodes marked in blue correspond to those that have displacement boundary
conditions ux, uy , uz from the global system, whereas red nodes are inner nodes. Inner displace-
ments are obtained from an iteration procedure, using the converged displacements from the
previous time step as a starting point. Within the theory of small strains (E = ε) and by using
relation (7.23), the relation between the global strains ε¯ and the local boundary displacements
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1
2
34
5
6
d3
d1
d2
x¯1
x¯2
x¯3
Figure 7.4: Schematic depiction of the EMOC reference element.
u can be directly written as


ux
uy
uz

 =


x 0 0 1
2
y 1
2
z 0
0 y 0 1
2
x 0 1
2
z
0 0 z 0 1
2
x 1
2
y




ε¯11
ε¯22
ε¯33
2ε¯12
2ε¯13
2ε¯23


. (7.30)
Equation (7.30) can be rewritten in a more general form:
uI = AI(x, y, z) ε¯ . (7.31)
Here, I denotes the integration point of the global element e. The sum of all submatrices AI
then describes the matrix Ae introduced in equation (7.11)
Ae =


δ1A1
...
δIAI
...
δnelAnel


with δI =

1 if node I has fixed DOFs0 else , (7.32)
where nel = 6 describes the number of nodes per local element in the local discretization.
Due to rigid body motions of the RVE, additional boundary conditions must be applied on
specific inner nodes. The rigid body motions can be identified through its eigenvectors. The
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constraint nodes can be chosen in such a way that the displacements of the inner nodes in one
arbitrary direction are completely free. The free direction is chosen problem dependent, but
the error of the additionally introduced boundary conditions of the other directions is small.
The rigid body motions result from the simple structure of the RVE. Due to this limitation, the
elements are restricted for use with linear elastic material behavior.
Formulation of the EMOC Reference Element
A six-noded, three dimensional element is chosen for the finite element formulation of one subcell
element of the RVE. The nodes are placed in the center of the faces of the element, as illustrated
in figure 7.4. Each node has three degrees of freedom (ux, uy , uz) and a local coordinate system
(x1, x2, x3) in the center of the element. The relative dimension of the element is denoted with
(d1, d2, d3) and is dependent of the fiber-matrix ratio. Since homogenized (averaged) quantities
are calculated, the absolute size of the RVE is irrelevant.
Using (7.23), and considering that the strains within the elements are constant, they can directly
be calculated from the node displacements:
ε11 =
(u
(1)
1 − u(2)1 )
d1
ε22 =
(u
(3)
2 − u(4)2 )
d2
ε33 =
(u
(5)
3 − u(6)3 )
d3
2ε12 =
(u
(1)
2 − u(2)2 )
d1
+
(u
(3)
1 − u(4)1 )
d2
2ε12 =
(u
(1)
3 − u(2)3 )
d1
+
(u
(5)
1 − u(6)1 )
d3
2ε12 =
(u
(3)
3 − u(4)3 )
d2
+
(u
(5)
2 − u(6)2 )
d3
.
(7.33)
Here, u
(i)
j denotes the j
th degree of freedom of node i. For finite element implementation,
equation (7.33) is rewritten as
ε = Bu , (7.34)
where ε and u are involved in the following order:
ε = {ε11, ε22, ε33, ε12, ε13, ε23} ,
u = {u(1)1 , u(1)2 , u(1)3 , u(2)1 , ..., u(6)1 , u(6)2 , u(6)3 } .
(7.35)
From equations (7.33) and (7.34) the B-matrix can be constructed in dependency on the element
dimensions di. This matrix is explicitly described in [55] and not presented at this point. The
B-matrix is constant in each element. The local element stiffness matrix kLe and local element
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residual vector fˆLe of the elements can then be calculated with B as
kLe = (d1 d2 d3)B
T
CB ,
fˆLe = (d1 d2 d3)B
T
σ ,
(7.36)
where e is the number of (micro) subcell elements and runs from 1-8.
Formulation of the Interface Element
The interface elements are used to model damage in the composite structure. Each interface
element is connected through two adjacent inner nodes and each node features three degrees
of freedom. All damage modes are defined by means of the universal binding energy relation
introduced in section 3.6. The relative displacement between these nodes corresponds to the
displacement ui in equation (3.64). For each interface element, the components of the displace-
ments u can be assigned to one normal (un) and two tangential directions (ut1, ut2). For a
general description of the effective opening vector, a reformulation of equation (3.64) must be
completed:
δ =
√
γ u2n + β2 (u
2
t1 + u
2
t2) , (7.37)
Here, β is a parameter that assigns different weights of the normal and tangential displacements,
whereas γ depends on the actual damage mode.
According to figure 7.3, a distinction between three different major types of damage is performed:
• Fiber-fiber damage (FF)
• matrix-matrix damage (IFF)
• fiber-matrix damage (debonding) .
The entry parameters for the atomistic separation law, section 3.6, differ in each damage mode
in terms of displacements δ(u), material strengths R, and critical displacement δc or critical
fracture energy Gc. The major damage modes can be further subdivided into tension and
compression cases and finally assigned, as shown in table 7.1: The strength force R and the
fracture energy G are calculated by using the relative element dimensions di and the area of
fracture Ai. The local element stiffness matrix k
L
e and the local element residual vector fˆ
L
e of
the interface elements can be directly obtained either by the first and second derivative of φ or,
when using the IMPL-EX scheme on the separation law, with
kLe = (1−De)C0e
fLe = k
L
e ue .
(7.38)
Here, e is the number of interface elements running from 1-12, De is the damage parameter
defined in equation (3.70) and C0e s the undamaged corresponding stiffness matrix according to
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Table 7.1: Overview of parameters required in the interface elements.
Damage Mode Case γ Strength [N] Energy [Nm] Interface Nr.
Debonding
un > 0 1 R
D GD I1, I4
un < 0 0 R
D GD I1, I4
FF
un > 0 1 X
t Gl+ I5
un < 0 1 X
c Gl- I5
IFF
un > 0 1 Y
t Gt+ I2, I3, I6
un < 0 1 Y
c Gt- I2, I3, I6
section 3.6. The implex scheme, defined in equation (4.16), is used with the opening displace-
ments, equation (7.37), acting as the inner variable rˆn+1.
Assembly of Local Stiffness Matrix and Residual Vector
With the previous definitions, the assembled local stiffness matrixKLi of global integration point
i and the corresponding local residual vector FLi , needed in equation (7.7), can be assembled
using the subcell element and the interface stiffness matrices kLe and k
L
e . The previously defined
stiffness matrices replace the matrix defined in equation (7.10) and the procedure shown in
section 7.1 can be used from equation (7.11) on. With this definitions, the EMOC is fully
described within a finite element formulation.
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In this section, the developed and implemented EMOC routine is validated with published test
data. First, the routine is verified elastically and compared to results from the original MOC
and the two-dimensional finite element implementation of the MOC presented in [55]. Second,
the damage behavior of fiber-reinforced composites is investigated using the coupled multiscale
approach introduced in chapter 7.
8.1 Linear Elastic Verification
For the elastic tests, the relative displacements between the adjacent cells, described by means
of the interface elements, are numerically locked. For this purpose, a linear spring relation is
used instead of the separation law, leading to a reformulation of equation (7.38) according to:
kj =


k 0 0 −k 0 0
0 k 0 0 −k 0
0 0 k 0 0 −k
−k 0 0 k 0 0
0 −k 0 0 k 0
0 0 −k 0 0 k


. (8.1)
By choosing a high value for k, set to k = 5 · 108 GPa, the elements are numerical constrained
to one another. The testing was performed on different material data sets. In the next section,
the examples calculated in [55] are examined and the results are compared.
An eigenvalue analysis was used to identify eigenvalues and eigenvectors. Additional boundary
conditions were found to be necessary to eliminate zero-energy modes of the EMOC. First,
isotropic material behavior for the matrix, as well as the fiber cell, were applied.
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Table 8.1: Micromechanical elastic prop-
erties for isotropic fiber and
isotropic matrix in [GPa].
E G ν[-]
Fiber 1000 416.67 0.2
Matrix 100 38.46 0.3
Table 8.2: Micromechanical elastic properties for transversely isotropic fiber and isotropic
matrix in [GPa].
E11 E22=E33 G12=G13 G23 ν12 = ν13 [-] ν23 [-]
Fiber 1000 500 300 200 0.20 0.25
Matrix 100 100 38.46 38.46 0.3 0.3
8.1.1 EMOC Compared to Analytical MOC
In this section, the elastic response of two different microscopic material set properties are
verified with results given in [55]. The goal is to validate the developed EMOC with analytical
results of the MOC. Thus, the tests aim to verify the enhancement of the three dimensional state
and the implementation, but not the underlying theory itself. The theory supporting the EMOC
is tested in the next section. In the first material set, both constituents, fiber and matrix, are
assumed to be isotropic. The corresponding material data is given in table 8.1.
The second material set is assumed to be isotropic for the matrix and transversely isotropic for
the fiber constituent, as shown in table 8.2. In both cases the spring-stiffness is set to K = 5 ·108
GPa and the composites are composed of a fiber matrix ratio of η = 0.5. The effective stiffness
matrix in a linear elastic calculation is directly obtained from the homogenization procedure.
Because the material behavior is positionally and load state independent, it can be detached in
any arbitrary integration point of the calculation. The results of the two homogenized effective
material matrices C are summarized in tables 8.3 and 8.4. In both tables, the entries in the
left column refer to results from an analytic calculation of the MOC, published in [55], whereas
the entries in the right column are the results from the finite element calculation of the EMOC.
In the first case, with isotropic fibers, a perfect agreement of the analytical and the numerical
values can be seen. In the second case, with transversely isotropic fiber material, the results are
also excellent, even though a small deviation can be seen between the analytical and numerical
model. It should be noted that the effective material behavior is orthotropic and not transversely
isotropic, otherwise the shear value would match the value given in equation (2.136).
Having verified the numerical implementation of the EMOC by contrasting it against analyt-
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Table 8.3: Numerically obtained effective stiffness matrix for isotropic fiber material in [GPa].
Method of Cells Enhanced Method of Cells
Effective Stiffness Matrix
594.38 90.30 90.30 594.38 90.30 90.30
90.30 286.14 83.45 90.30 286.14 83.45
90.30 83.45 286.14 90.30 83.45 286.14
Shear Modulus G12. 87.20 87.20
Shear Modulus G13 87.20 87.20
Shear Modulus G23 70.42 70.42
Table 8.4: Numerically obtained effective stiffness matrix for transversely isotropic fiber material in [GPa].
Method of Cells Enhanced Method of Cells
Effective Stiffness Matrix
588.67 78.32 78.32 588.74 78.10 78.10
78.32 241.58 77.69 78.10 241.44 79.21
78.32 77.69 241.58 78.10 79.21 241.44
Shear Modulus G12 82.17 82.17
Shear Modulus G13 82.17 82.17
Shear Modulus G23 64.52 64.51
ical solutions, the next section aims to verify the numerical homogenization procedure with
experimental test data.
8.1.2 EMOC Compared to WWFE and Unit Cell Methods
In a second step, the theory itself is tested against experimental data from the WWFE, published
in [69] and [51]. Linear elastic material behavior is assumed and the relative displacements
are numerically locked by applying a linear three dimensional spring law with a high stiffness
coefficient (K = 5 ·108 GPa) according to equation (8.1). Under investigation is a UD-composite
made of epoxy resin RIM 135 with a fiber matrix ratio of η = 0.6, as given in [51]. The numerical
results of the EMOC are compared to experimental results from the WWFE in table 8.6 and
to results from coupled virtual tests methods with square and hexagonal unit cells, both given
in [51]. The isotropic fiber and matrix input parameters are summarized in table 8.5. Because
a linear elastic material behavior is assumed, the material matrix C can be directly obtained
from the homogenization procedure. For the purpose of calculating the elastic properties of the
homogenized material, the compliance matrix S is needed. It can be calculated by inverting C,
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Table 8.5: Elastic micromechanical prop-
erties for isotropic fiber and
isotropic matrix in [N/mm2].
E G ν[-]
Fiber 74000 30800 0.2
Matrix 3350 1240 0.35
Table 8.6: Comparison of homogenized elastic properties in [N/mm2].
E11 E22=E33 G12=G13 G23 ν12 = ν13 [-] ν23 [-]
WWFE 45600 16200 5830 - 0.278 0.400
EMOC 45564 14078 4021 2923 0.252 0.272
Hex. 45700 11890 4270 4110 0.250 0.400
Square 45700 15060 4660 3300 0.250 0.262
yielding
S =


2.1947 −0.5536 −0.5536 0 0 0
−0.5536 7.1032 −1.9341 0 0 0
−0.5536 −1.9341 7.1032 0 0 0
0 0 0 24.8680 0 0
0 0 0 0 24.8680 0
0 0 0 0 0 34.2126


· 10−5 (8.2)
Using the relations in equation (2.130), the elastic properties of the homogenized material can
easily be calculated from equation (8.2). The results are summarized in table 8.6: By comparing
Poisson’s ratio ν23 = 0.272 from table 8.6 with the value for transversely isotropic materials
ν23 = 1.408 from equation (2.136), it is clear that an orthotropic and not a transversely isotropic
material is present because in the latter case, both values would match. Table 8.6 shows that
the Young’s modulus E11 is in excellent agreement to the experiments and the other methods.
However, E22 has a significant deviation but is still in an acceptable range, especially when
compared to the hexagonal unit cell method. The same holds true for shear moduli G12 and
G23, and for the Poisson ratio ν12 and ν23. Overall, the results of the EMOC are comparable to
those obtained from the unit square method and are in relatively good agreement to experimental
tests, particularly when allowing for the simplicity of the RVE of the EMOC.
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Table 8.7: Single elastic constituent properties σ in [N/mm2], δ in [ %] and Gc in
[N/mm].
Fibert Fiberc Matrixt Matrixc Shear Debond
σc 2150 1450 69 120 55 40
δc 2.950 1.959 3.4 4.2 2.2 1.8
Gc 172.4 77.2 6.4 13.7 3.3 1.96
Having tested the elastic properties, the next section aims to verify the theory in nonlinear
damage models.
8.2 Damage Investigations Using the EMOC Approach
In this section, the EMOC theory is tested and verified with experimental test data. First, plau-
sibility tests on single damage modes are performed on a unit cube and the results compared to
material data provided in [51]. Then, a specific composite is investigated and compared to other
numerical and experimental data from the WWFE. Finally, the damage behavior of structures
is discussed in greater detail, focusing on load displacement curves and damage evolution.
8.2.1 Isotropic Plausibility Tests
In this section, pure single damage modes are tested on a unit cube with displacement boundary
conditions. An isotropic material is first simulated using quantities from concrete for fiber and
matrix constituent input parameters. The critical strength σc, as well as the critical energy
release rate Gc, are user input parameters necessary for the material routine. Using values
given in section 6.1, namely σc = 2.2 N/mm
2 and Gc = 0.085 N/mm, the load displacement
path must meet the maximum boundary force F= 2.2 N at critical displacement u = 0.0145
mm. Additionally, in the isotropic simulation, all curves from the damage modes investigated:
tension and compression in x1-direction, tension in x2-direction, and tension in x3-direction
must coincide, as shown in figure 8.1.
Second, the damage model is tested with the material data given in [51]. This material data has
already been used in the elastic testing procedures in section 8.1. For the purpose of damage
simulations, the elastic parameters from table 8.5 are used, in addition to the values summarized
in table 8.6. The damage simulation of the single fiber and matrix constituents are compared to
the values from [51] in terms of maximum stress and associated strain. The input parameters
Gc are calculated, according to section 3.6, by Gc = δc e σc, and summarized in table 8.7. The
material parameters for debonding are chosen in a reasonable manner as they are not provided
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Figure 8.1: Simple damage modes of an isotropic concrete material.
in [51]. In contrast to the initial tests, isotropic material is applied for both fiber and matrix
constituent. Of particular interest in this example is the proof that each damage mode matches
the critical stress value σc at the associated critical strain value δc. Under investigation are the
following damage modes:
• Fiber tension in x1-direction
• Fiber compression in in x1-direction
• Matrix tension in x2-direction
• Matrix compression x2-direction
• Shear in x12-direction
• Debonding in x3-direction
For the investigation of the single constituent damage modes matrix tension, matrix compression
and shear, the debonding mode must be disabled. Otherwise, due to the lower strength value,
this mode would become decisive. The impact of debonding during inter fiber failure is discussed
in the composite example provided later in this section. In the following examples, the debonding
mode in the x2-direction is exchanged with a matrix-matrix damage mode and the debonding
mode in the x3-direction is disabled, when not stated otherwise. Before the resulting graphs of
the different damage modes are discussed, one issue of the micro model is discussed. In figure
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Figure 8.2: Depiction of strains in the micro model.
8.2 the fiber-fiber damage of the micro model is depicted. This figure shows that the overall
strain in x1-direction is the sum of elastic strains in the cells ε
el, plus the strains allowed in the
interface element εIFD . Considering that the cells behave in a linear elastic manner and damage is
described solely through the interface element, then the micro model indeed returns the correct
damage stress σc, but not the correct corresponding strain value δc. To overcome this issue, the
overall strains must be reassessed from the elastic cell strains.
Figure 8.3 illustrates the resulting load displacement curves from the single damage calculations
of unit cubes. The blue graphs correspond to results including the discussed elastic micro strains,
whereas black graphs correspond to results where the elastic strains have been rectified.
In the following, the rectified results are discussed in greater detail. The single fiber constituent
failure is simulated using a fiber-matrix ratio of η = 99.9%, and damage is solely admitted in the
interface elements. The resulting graph is smooth exponential function with a maximum stress
state of σftc = 2147.9 N/mm
2 at the associated strain state εftc = 0.0296. By comparing the
results with the input parameters, summarized in table 8.7, an almost perfect coincidence can be
seen. The same is observed in the graphs of fiber σfcc = 1448.6 N/mm
2 at εftc = 0.0194, matrix
tension σmtc = 68.99 N/mm
2 at εmtc = 0.0176, and matrix compression σ
mt
c = 120.0 N/mm
2
at εmtc = 0.0417. The final, remaining tests are debonding and shear damage. The debonding
mode is activated and a displacement controlled simulation in the x3-direction is performed.
The maximum stress state is perfectly matched, σmcc = 40.0 N/mm
2, and the associated strain
value is slightly higher, with εmcc = 0.018, but without relevance for numerical simulations. The
same holds true for the shear damage values σmcc = 55.0 N/mm
2 and εmcc = 0.0223.
By comparing the two resulting graphs of the rectified and non-rectified strain states, given in
figure 8.3, it can be seen that the deviation of strains in fiber damage cases are significant and
have maximum values at the maximum stress states. From there on, due to the increasing loss
of stiffness in the interface element, the deviation of both results decreases until both paths
coincide, as illustrated in figure 8.6. This behavior can be explained by comparing the relative
stiffness of micro cells during the damage process. At the beginning of the calculation, the
interface element stiffness is higher than the stiffness of the elastic cells. Thus, the deformation
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in the micro model is mainly described by the elastic cells. In contrast, when damage has
progressed further, the interface stiffness has a lower stiffness than the elastic parts and the
deformation is mainly described by the interface element.
In bearing load calculations of structures, the maximum stress state is the most important value
and the corresponding strain deviation can be accepted, especially when considering that strains
values match each other in a more progressed damage state. Otherwise, as shown earlier, the
strains must be rectified in the micromodel. Additionally, the effect of over predicted strains
reduces in damage simulations of more complex structures.
The preceding simulations were performed to verify the implemented model with the parameters
presented in [51]. Input parameters are the maximum stress state σc and the fracture energy,
dependent on the failure strain εc. All single constituent damage modes have been shown to
return the correct maximum stress at the associated strain value. The actual paths of the load
displacement curves in figure 8.3 are discussed in greater detail later in this chapter. In the next
section, a composite layup is investigated in terms of homogenized effective quantities.
8.2.2 Composite Strength Parameter Test
In this section, the numerical results of a composite using the EMOC are compared to exper-
imental results from the WWFE and to results from a virtual unique square method, given
in [51]. The material input parameters are the same as in the previous sections, summarized
in tables 8.5 and 8.7. The composite is composed of a fiber-matrix ratio of η = 0.6 and the
tests are simulated on a unique square model with displacement boundary conditions. Since
the debonding failure mode affects the matrix-matrix and shear modes, reasonable values were
chosen. According to explanations provided by the previous section, the critical fracture en-
ergy Gc can be calculated from the critical failure stress σc and the critical associated failure
strain εc. With the values from the WWFE, given in [51], the following values were adjusted.
The matrix damage modes are performed by applying displacement boundary conditions in x2-
direction. The related stress and energy release rates for debonding are set to σc = 55 N/mm
2
and Gc = 0, 3438 N/mm in matrix tension mode IFF1, and σc = 165 N/mm
2 and Gc = 5.38
N/mm in matrix compression mode IFF2. The load displacement graphs of the simulations are
given in figure 8.5.
The corresponding maximum stress and strain values are summarized and compared to experi-
mental and analytical data, as shown in table 8.8. By observing the results, a good agreement in
fiber tension mode FF1, and an acceptable agreement in fiber compression mode FF2 in terms
of σc and εc, can be seen. The inter fiber modes IFF1 and IFF2 are also in good agreement to
the experimental data from the WWFE, and much better than those from the virtual square
method. The shear damage mode IFF3 shows a clear deviation to the WWFE but is still closer
than the virtual square method. This has also been observed within the elastic tests of the
previous section, where the shear values were not in such a good agreement as the other values.
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Figure 8.3: Pure single damage modes of constituents: fiber tension (upper left), fiber compression (upper
right), matrix tension (middle left), matrix compression (middle right), matrix shear (bottom
left), debonding (bottom right).
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Figure 8.4: Exponential cohesive law vs. linear-exponential cohesive law.
Table 8.8: Composite strength parameters - σ in [N/mm2] and ε in [%].
Source FF1 FF2 IFF1 IFF2 IFF3
EMOC
σc 1317 908 45.3 144 58.9
εc 2.930 2.000 0.246 1.300 2.920
WWFE
σc 1280 800 45.0 145 73
εc 2.807 1.750 0.250 1.200 4.000
Square
σc 1308 870 38.3 149.5 51.7
εc 2.905 1.960 0.300 1.050 3.420
It is clear that in IFF1 mode, the maximum stress value is governed by debonding since the
composite stiffness is lower than the single constituent stiffness of the used epoxy material.
A side effect of using the cohesive law with rectified strains, discussed in the previous section, is
that the initial stiffness in damage simulations becomes higher than the effective elastic stiffness
in section 8.1. This is due to the fact that the maximum stress is enforced by an exponential
function to its associated strain value. An over prediction of the initial stiffness is a result of
the theory and present from the beginning of the calculation. But, the implemented model
is optimized in terms of numerical robustness and to return the correct maximum stress state
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Figure 8.5: Pure single damage modes of constituents: fiber tension (upper left), fiber compression (upper
right), matrix tension (bottom left), matrix compression (bottom right).
at associated strain state. For the calculation of maximum bearing loads, the initial regime
is not on interest. If the correct elastic values are of interest, the elastic model can be used.
Additionally, there is a simple alternative to acquire the correct elastic stress-strain values in the
beginning of the simulation. By simply adding an elastic regime in the material law, where the
stiffness is constant and the damage parameter is d = 0, as long as its critical strain state εc is
reached, a correct stiffness is returned as long as damage is absence. This is shown in figure 8.6,
where a comparison of the standard rectified exponential damage law and a linear-exponential
damage law are shown for the fiber damage mode FF1. Using the linear-exponential damage
law, the correct stress-strain state is returned up to the critical strain value. Then, it follows
the same path as the exponential cohesive law, which results in a slight miscalculation of the
fracture energy. But, this model is not as robust as the exponential model because of the kink
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where it switches from the elastic to the damage regime, and is therefore not further discussed
in the current study. Again, this cohesive material degradation law is implemented because of
its numerical robustness and optimized for calculations of maximum bearing loads of structures.
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Figure 8.6: Exponential cohesive law vs. linear-exponential cohesive law.
8.2.3 Independency of Mesh Geometry
This example shows an immense advantage of using the coupled multiscale approach instead
of a macroscopic approach for damage simulations. A unit cube with displacement boundary
conditions is investigated using the concrete material previously discussed. Three different
discretization of the cube are calculated. The left picture in figure 8.7 shows the results of
the EMOC approach, whereas the right picture shows the results using the isotropic damage
law, discussed in section 4.1. This example is cautiously chosen because of its homogeneous
stress state because, in that case, a damage localization is debarred. The graphs on the right in
figure 8.7 show that the isotropic damage model does not show any convergence. The calculated
dissipated energy is wrong and the results depend highly on the discretization of the cube.
However, not only the element size influences the qualities of the results, but also the shape
of the elements, due to the simple approach for the characteristic element length as the cubic
root of the Gauss point volume, discussed in section 4.1. On the other hand, the multiscale
model is completely independent of the mesh size, explained by the fixed element size of the
micro model. In this case, the crack area is independent of the size and shape from the global
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Figure 8.7: Net convergence test using the multiscale approach (left) and the macrospic approach (right).
elements, ensuring a correct calculation of the dissipated energy.
8.2.4 Delamination
In this section, the delamination damage mode is verified through a comparison with results
obtained from an existing cohesive law model. Therefore, a unit cube is modeled twice, once as a
homogeneous cube using the EMOC routine, and once with two elastic parts and a centered, thin
cohesive zone, illustrated in figure 8.8. Choosing the same, very stiff value for the elastic parts in
both models ensures that the deformation is described solely through the interface element. The
applied cohesive zone model is presented in [61] and uses the same atomistic binding energy as the
EMOC as introduced in equation (3.62). The cohesive zone model had already been implemented
in the finite element software Feap and has been exhaustively validated with experimental test
data. The critical energy release rate for debonding or delamination modes has to be thoughtfully
chosen. A valuable overview of how to predict such values is given in[129]. The input parameters
of the model are summarized in table 8.7.
The results of the calculations are shown by figure 8.9. The perfect coincidence of both theories
can be seen, yet another proof of the implemented EMOC theory. Sections 8.2.5 and 8.2.6
revisit delamination modes and investigate the evolution of the delamination damage variable
in greater detail.
8.2.5 Damage Investigation of a Tension Rod
In this section, a tension rod example is investigated in greater detail with a focus on damage
evolution and load displacement behavior. The geometry of the rod is given in 6.1. The elastic,
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Figure 8.8: Cross section of the investigated debonding models.
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Figure 8.9: Delamination modeled with cohesive macro and EMOC multiscale elements.
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Figure 8.10: Load displacement path of the tension rod example using the multiscale approach.
micromechanical material data is summarized in 8.5 and used together with damage properties
shown in table 8.7. The calculation is displacement driven and symmetry conditions are utilized
such that a one-eighth model with a discretization of 20x2x2 elements is investigated.
The load displacement path of the tension rod example is illustrated in figure 8.10. The hori-
zontal displacement corresponds to any node on the right edge and the plotted boundary force
is the sum over all nodes facing the left edge. The load displacement path shows a behavior
similar to that of the macroscopic anisotropic damage model depicted in figure 6.15. However,
unlike that model, here, damage is present from the beginning of the calculation, a result of the
cohesive law that was used. In figure 8.10, three points are marked at positions u = 0.01 mm,
u = 0.016 mm and u = 0.0185 mm, where the damage variable D1, representing fiber damage,
is investigated in greater detail. Additionally, at the last position of the load displacement path,
the damage variable D2−1, representing matrix damage in the x1-direction, is depicted.
The first picture in figure 8.11 at u = 0.01 mm shows that fiber damage begins in the upper
corner where the cross section is tapered. At this point, a damage value of D1 = 0.35 is
observed. In the second picture, at position u = 0.016 mm, the damage variable already has
a value of D1 = 0.605, but is still concentrated at the tapered edge. After passing this point,
damage grows exponentially and the maximum bearable load is reached at F ≈ 33 N. From this
maximum point, damage distributes over the entire cross section and the bearable load sharply
falls. At the same position, the matrix damage in the x1 direction has also grown to full damage
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Figure 8.11: Tension rod example - top to bottom: Damage variable D1 at u = 0.01 mm, damage variable
D1 at u = 0.016 mm , damage variable D1 and damage variable D2−1 at u = 0.0185 mm.
146
8.2 Damage Investigations Using the EMOC Approach
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.05
0.1
0.15
0.2
D1&D2−1 at u = 0.1975
Db&D1 at u = 0.2725
D2−1&Db at u = 0.3325
Displacement in x3-direction [mm]
B
o
u
n
d
a
ry
fo
rc
e
F
[N
]
EMOC - Load displacement path
Figure 8.12: Load displacement path of a cantilever beam using the EMOC multiscale approach.
D2 = 1.0. Both can be seen in the two lower pictures of figure 8.11.
8.2.6 Damage Investigation of a Cantilever Beam
The current example details damage evolution in a cantilever beam. The geometry is described
in chapter 6 and depicted in figure 6.19. The beam is clamped on its left side and displacement
boundary conditions are applied on the bottom right edge in a vertical direction. The material
parameters from table 8.5 and 8.7 are used for the simulation. Figure 8.12 depicts the load
displacement path of the simulation. As in the previous examples, specific points of interest
are marked where the damage state is notable. The load displacement path shows a similar
behavior to that of the macroscopic damage model, depicted in figure 6.20, from the beginning
of the calculation until the maximum bearable load is reached. For the first marked point of
the graph in figure 8.12, at position u = 0.1975 mm, the matrix damage initiation D2−1 in x1-
direction is plotted in the upper left picture of figure 8.13. This is meaningful behavior because
the area of the upper cross section stands, due to its loading, under tension stress; and the
tension strength value of the matrix is lower than the compression strength value. The second
position marked is at a displacement value of u = 0.2725 mm. At this point, fiber damage D1
and debonding damage Db are depicted in the upper right and middle left pictures of figure 8.13,
respectively. Considering the lower fiber strength, fiber damage must first occur at the bottom
edge of the cross section, which it does. Interestingly, at this position, the debonding variable
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Figure 8.13: Tension rod: Damage variable D2−1 (top left) and damage variable D1 at u = 0.1975 mm (top
right); debonding Db and damage variable D1 at u = 0.2725 mm; damage variable D2 − 1 and
damage variable Db at u = 0.3325 mm.
already exhibits a value of Db = 0.5 close to its clamped face on the right side of the beam. The
last three pictures, fiber damage D1, matrix damage D2−1 and debonding Db are depicted in
the middle right, bottom left, and bottom right picture at position u = 0.3325 mm, respectively.
After passing the maximum bearing load (F ≈ 0.21519 N), the cantilever beam shows a different
behavior than its macroscopic counterpart, illustrated in figure 6.20. The stiffness degrease of
the cantilever beam is much higher in the multiscale model. Observing the discussed damage
states at the last position, the fiber damage variable has a value of D1 = 0.999, indicating full
damage at the bottom part of the beam. On the other hand, the matrix damage variable D2−1
displays a maximum also at the bottom side, in contrast to its initiation region at the top side
of the beam. This can be attributed to debonding. The debonding strength of the beam is lower
than the matrix strength and the cantilever beam has already lost stiffness due to debonding
damage, shown in the bottom right picture. Debonding grows in the entire upper region up to
a value of Db = 1. This is also the reason for the steep degradation of the overall stiffness of the
cross section, observed in the load displacement path in figure 8.12
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Conclusions and Future Perspectives
This thesis contributes to numerical simulations of damage in fiber reinforced composite struc-
tures, focusing on the finite element implementation of macroscopic and multiscale damage
models. First, an isotropic damage model was borrowed and implemented for the investigation
of concrete material. Several examples were used to test this routine and generate a deeper
comprehension of how damage models work and where difficulties can arise when simulating
damage in complex structures. Furthermore, this isotropic damage model was frequently used
for comparisons. The results from the developed anisotropic damage models were first generally
tested with isotropic material data. An implicit-explicit integration scheme was used to stabilize
the numerical calculation. This integration scheme was developed 16 years after the damage
model was proposed by the same author.
A macroscopic damage model was developed and implemented with the purpose of simulat-
ing damage in transversely isotropic materials, such as fiber-reinforced composites. In a first
attempt, several different, existing anisotropic damage models were implemented. All had con-
vergence issues within the Newton iteration during the calculation. Thus, a new and more
numerically robust macroscopic anisotropic damage model was developed and implemented in
the finite element software Feap. This model combined the benefits of several existing models.
First, the damage model was based on the concept of equivalent displacements, a theory orig-
inally applied in delamination models in conjunction with Hashin’s failure criteria or Cuntze’s
failure mode concept. The latter was applied because of its outstanding agreement with exper-
imental test data, shown in the WWFE. To reduce mesh dependent solutions, the crack band
theory was incorporated into the equivalent displacements using a characteristic element length.
Besides strain equivalence and strain energy equivalence principles, the evolution of damage is
described by a linear softening law, separately in each failure mode, based on energy dissipation
during damage progress. The constitutive equations were derived from a Gibbs energy func-
tion with four to six different damage modes, depending on whether Hashin’s failure criteria
or Cuntze’s failure mode concept was used. The lack of numerical robustness was considerably
improved by adapting the implicit-explicit integration scheme from the isotropic damage model.
Applying this integration scheme leads to so-called step linear problems where the algorithmic
tangent operator becomes constant in each load step of the calculation. This yields from the fact
that the damage describing inner variable is exclusively dependent on values from the last two
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converged load steps. When using this integration scheme, small load steps must be chosen in
comparison to the standard implicit scheme. In return, due to the aforementioned linear step’s,
the Newton iteration converges at the first iteration step, which finally leads to an overall saving
in computational effort.
The anisotropic macroscopic damage model was used in conjunction with a general, nonlinearly
defined finite element description of an eight-noded continuum element with linear interpolation
functions. Several numerical examples with different geometries and material data sets were
examined to verify the developed damage model. In an initial example, results of calculations,
without stabilization schemes, from different implemented damage models were compared with
each other. Studying the resulting load displacement paths showed that stabilization procedures
are inevitable when dealing with such complex damage simulations. Therefore, the effect of
using viscous regularization procedures was highlighted before the benefits of using the IMPL-
EX scheme were shown. The damage model was further compared to experimental test data of a
displacement suspended tension rod with a centered open hole. The rod featured 20 plies through
the thickness in two different stacking orders. The deviation between the results of the simulation
and experimental test data was roughly 3% and 4%, respective to the investigated stacking order.
With these excellent results, the damage model is proven to correctly approximately describe the
complex physical behavior of anisotropic damage models. After having shown the accuracy of
the model, further examples were examined with a focus on determining the maximum bearing
loads of structures and the corresponding evolution of damage itself.
A second approach to capture the complex mechanism of damage in fiber-reinforced compos-
ites was provided by a coupled multiscale damage model. Multiscale models have advantages
in the description of damage because they capture the damage process on the micro scale on
which it actually occurs. Using this approach for the description of damage, the use of complex
failure modes, such as Cuntze’s failure mode concept, is redundant. Instead, isotropic failure
modes for each constituent can be applied on the microscale, greatly simplifying the mechanical
description. Additionally, when using a microscale approach, far fewer material parameters are
required, simplifying the model considerably since they are difficult to obtain or measure. The
microscale model is hard-coded into the material point of the macroscale model which saves
calculation time compared to the FE2 method. Both scales are described by means of finite
elements. Therefore, the formulation of the principle of virtual work and its linearizations for a
three dimensional continuum element were extended to incorporate the characterization of the
local model. The connection between both scales was established via displacement boundary
conditions. One of the key points of multiscale models is to predict the resulting effective proper-
ties of a representative volume element. These effective properties characterize the macroscopic
behavior and can be obtained from the assembly of all constituents of the micro model through
suitable homogenization techniques. The implemented micromechanical model was labeled the
EMOC, in reference to the MOC which served as a basis for the development. The MOC was
extended to a third, periodic direction and enhanced with nonlinear interface elements between
adjacent elements. The interface elements were solely used for the description of damage and
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other elements assumed to behave linear elastic. Using this approach, a more detailed descrip-
tion of single damage modes was provided. This model differs from fiber damage, debonding,
and matrix damage in each of the three spatial directions. Each damage mode was described
through a universal, atomistic relationship between the binding energies of materials. This
atomistic relationship has often been used in the context of interface elements for analysis of
delamination and has proven to be highly robust in numerical calculations because of its smooth
exponential nature, especially when used together with the aforementioned IMPL-EX scheme.
The implementation focused on numerical robustness and provided a general framework for a
coupled multiscale damage model which can easily be modified, especially in terms of the applied
degradation law.
The thesis concluded with a verification of the coupled multiscale approach with numerical ex-
amples. First, the interface elements were numerically locked and the EMOC routine compared
to analytical values of the MOC. Here, perfect coincidence of both approaches was observed.
After the proof of correct implementation, the EMOC routine was contrasted with elastic ex-
perimental results from the WWFE and results from another unite cell method. The resulting
homogenized elastic properties were in good agreement with the experimental results and com-
paratively better than results from the other summarized approaches. After having tested the
elastic model, further examples focused on the verification of damage states. During single plau-
sibility tests, excellent agreement with experimental test data from the WWFE was observed in
terms of maximum bearing load and associated failure strain. Due to the fixed size of the micro
model, the results were completely independent of the shape of the global elements, implying
that the energy released is in any case correctly calculated. In the examples that followed,
delamination and the load displacement behavior were discussed in greater detail with a focus
on damage evolution.
Overall, both the macroscopic and the multiscale damage model have proven to deliver reliable
results. Though, there may be space for further research and development. One such task
would be the improvement of degradation laws used in the macroscopic, as well as in the mul-
tiscale model. The bilinear damage law, used in each damage mode of the macro model, was
implemented because of its simple nature. A more accurate approach would be to adjust the
shape of the damage law according to the present damage mode. Fiber damage, for example,
is often described through a bilinear degradation law, whereas matrix damage is often assumed
to behave exponentially. The decision on when to use which damage law should be based on
experimental tests, a task which is not realized in our institute, where the focus is on developing
finite element routines. On the contrary, the implemented damage law of the multiscale model
was chosen because of its outstanding numerical robustness. Using this exponential damage law,
together with the series connection of elements in the micro model, leads to issues when the
stress strain states are of particular interest. The strains in the micro model must be rectified
from the elastic strains in the cells in connection to the interface elements, a task which is not
always be as simple as it sounds. However, in the scope of bearing load calculations, the focus
is on the prediction of maximum stress states so this issue is consciously accepted to improve
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Figure 9.1: Visualization of a finer cell method for use in FE2 Method
the Newton convergence in complex calculations.
Another improvement would be expected by using a more finely scaled micro system, as depicted
in figure 9.1, a modification of the introduced EMOC model. One key point is that the original,
four subcell elements can be used in multiples in x2 and x3 directions such, that the actual size
of the RVE is adjusted problem dependent in a convergence study. Therefore, the micro model
must be able to be used flexible in its size, a fact that promotes its use for the FE2 method. When
using the FE2 approach, the elastic, six-noded EMOC elements could be replaced by eight-noded
or even twenty-noded continuum elements with higher order interpolation functions to reduce
locking effects. Another benefit of using standard continuum elements is that damage does not
have to be described solely through interface elements. Instead, fiber and matrix damage can be
allowed in the corresponding micro elements. When applying additional degradation laws with
a linear elastic region, as for laws introduced in the macroscopic damage models, the issue of
over predicted strains vanishes and the model returns the correct elastic response. Furthermore,
to capture debonding damage modes between the fiber and matrix elements, cohesive interface
elements are introduced, as can be seen in figure 9.1.
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