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1. INTRODUCTION 
An historical account as well as the techniques used to prove the 
existence of zeros of the Riemann zeta-function, c(s), s = u + it, on 
u = l/2 appears in [l, Chap. X]. Let N,,(T) be the number of zeros 
of {(l/2 + it) on 0 < t < T. The best result to date is due to Selberg [2] 
who showed that there is an effectively computable positive constant c 
such that 
WI(T) z=- cw-), 
where 
W) = $ log ; - f + O(log T) 
is the number of zeros of the zeta-function in 0 < u < 1, 0 < t < T. 
Selberg’s proof actually goes further and proves the result in (T, T + 27) 
for suitable U. Selberg’s proof involved combining a very effective 
non-negative mollifier to compensate for irregularities in the size of 
1 <(l/2 + it)1 with the method of Hardy and Littlewood [l, 910.7; 31. 
Here it will be proved by a different method that 
N,(T) > 1/3N(T). 
The method will depend on the fact that the argument of an appropriate 
function changes sufficiently rapidly. A device of this kind was used by 
Siegel [4] on the function h(s)f,(s), d escribed later, which occurs in 
the Riemann-Siegel formula, (2.7), to get the Hardy-Littlewood result 
that N,,(T) > CT. Siegel obtained a definite value for C. It appears to 
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me that the functionf,(s) is not amenable to improvement with a mollifier. 
It will be convenient to let 
L = log(T/27r). 
THEOREM. Let U = T/LlO. Then 
&(T + U) - No(T) > &[N(T + U) - N(T)]. 
An announcement of this result appeared in [5]. 
A consequence of the proof pointed out to me by H. L, Montgomery 
is the following. 
COROLLARY. Let m denote the multiplicity of a zero of the zeta-function 
on u = l/2. Then 
C(m- 1) <Glogg, 
where C is over the zeros in the interval from l/2 + iT to l/2 + i( T + U). 
From this follows at once 
c 
m>2 
m < Zlog$ 
The basic idea of the proof can be developed quickly although the 
subsequent details are lengthy. Let h(s) = ,-s/2 n(s/2). Then 
h(s) 5(s) = h(1 - s) [(l - s). (1.1) 
By Stirling’s formula h(s) = exp f (s), where 
f(s) = :(s - 1) log g- - f t co + 0 (+) 
for 1 arg s 1 < rr - 6 and 1 Im log(s/2r)j < rr. Differentiation yields 
G(s) =f’(S) = &log& + 0 (+)* 
U.2) 
(1.3) 
For 1 (T I < 10 and large t, it follows that 
f'(S) +f'(l - s) = log(t/2m) + 0(1/t). (1.4) 
Taking the derivative of (1.1) an d using (1.1) to eliminate {( 1 - s) yields 
h(s) &)[f’(s) + f’( 1 - s)] = --h(s) 5’(s) - h( 1 - s) 5’( 1 - s). (1.5) 
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On s = l/2 + it the right side of (1.5) is the sum of two complex 
conjugate, and zeros of the right side will occur where 
arg[h[‘( l/2 + it)] = n/2(mod T). (1.6) 
Taking account of (1.4), it follows that the zeros due to (1.6) are those of 
h&1/2 + it) on the left side of (1 S). Since tr is never zero, they are the 
zeros of {(l/2 + it) itself. Thus where (1.6) holds there occurr the zeros 
of ((l/2 + it). 
By (l.l), if x(s) = h(1 - $)/h(s), then C(s) = x(s)&1 - s) and so 
z;‘(s) = -x(Nf’(s) +a1 - 41 5(1 - s) + 5’(1 - 41. (1*7) 
Thus by (1.6) the zeros of 5( l/2 + it) occur where 
arg(h(1 - s){v’(s) + f’(1 - s)] {(l - s) + c(l - s)}) = P/2(mod n) 
on u = l/2 or, what is the same thing, where 
arg(&){[f’(s) +f’(l - 41 5(s) + t’(s)>) = G(mod 4 (14 
on CJ = l/2. But arg h(s) is available from (1.2). Because of this and (1.4), 
it suffices in determining how frequently (1.8) holds to find the change 
in the argument of 
G(s) = 5(s) + S’(s)/[f’(s> +f’(l - 41 (1.9) 
on the l/2-line. Indeed, if arg G( l/2 + it) did not change, it would follow 
from (1.8) and Stirling’s formula (1.2) that <(l/2 + it) would have 
essentially its full quota of zeros, N,(T) = N(T) + O(log T). What will 
be shown here is that arg G( l/2 + it) is sufficiently restricted so that 
the Theorem can be proved. 
Let D be the closed rectangle with vertices at l/2 + iT, 3 + iT, 
3 + i( T + U), l/2 + i( T + U). Putting aside for the present the compli- 
cation of zeros of G(s) on the boundary, the change in arg G(s) around D is 
2~ times the number of zeros of G in D, N,(D). On the right side D 
[ G(3 + it) - 1 1 < $ n--II + 0(1/L) 
<;+, am $ + 0(1/L) < l/3 
(1.10) 
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for large t. Hence arg G changes by less than rr. On the lower side of D, 
Jensen’s theorem is used in a familiar way [l, 99.41 on 
G(iT + w) + G(-iT + w) (1.11) 
in a circle of radius 3 with center at w = 3 to show that on this side 
arg G = O(L). A similar result holds in the upper edge. Thus 
arg G(1/2 + it)]?” = -27rNG(D) + O(L). (1.12) 
It is important therefore to find an upper bound for N,(D), the number 
of zeros of G in D, in order to find the change in arg G on the l/2-line. 
2. AN INTEGRAL ASSOCIATED WITH THE NUMBER OF 
ZEROS OF G IN D 
An upper bound for N,(D) is found in a familiar way using a lemma 
of Littlewood [l, $9.91. Let a be a function of T to be specified precisely 
later. For the present, it suffices to take 0 < a < l/2 and 
l/2 - a = 0(1/L). P-1) 
Let D, be the closed rectangle with vertices a + iT, 3 + iT, 
3 + i(T + U), a + i(T + U). Let F(s) be analytic in D, . Suppose 
F(3 + it) # 0. Determine argF(o + iT) by continuation left from 
3 + iT. If a zero is reached on the lower edge, use limF(a + iT - k) 
as E + +0 and limF(o + i( T + U + c)) on the upper edge. Make 
horizontal cuts in D, from the left side to the zeros of F in D, . Take 
Slog F(s) around the contour consisting of D, and the cuts to get 
j:‘” log 1 F(a + it)1 dt - 1‘,“” log 1 F(3 + it)/ dt 
+ s,” argF(u + i(T + U)) da - s” argF(a + iT)da 
a 
= 27rC dist, (2.2) 
where C dist is the sum of the distances of the zeros of F in D, from the 
left side. This is Littlewood’s lemma. It will be applied not to G but to 
#G, where I/ is a mollifier the rationale of which will be explained later. 
Let y = T1/2/L20. Then 
w = c WY, (2.3) 
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wherexisfor 1 Gjfyand 
(2.4) 
where p is the Mobius function. It was already shown in connection 
with (1.11) that arg G(u + iT) and arg G(CJ + i(T + U)) = O(L). 
Similar reasoning applies to I/. Hence 
I 3 arg(#G(o + iT)) do = O(L) a 
and similarly at T + U. From (1.9), 
s:‘” log G(3 + it) dt = s:‘” log 5(3 + it) dt + O(U/L). 
Since for 0 > 1 
1% 3(s) = -c *, 
it follows taking the real part that 
s Ti-U log 1 G(3 + it)] dt = O(U/L). T 
For the entire function #(s), let 
$w = 1 + ~I@)- 
Then for u > 3, since ( b, 1 < 1, 
Therefore, log I,!J( ) s is analytic for u >, 3. Integrating on the contour 
u + iT, 3 < u < co; 3 + it, T < t < T + U; u + i(T + U), 
3 < u < co gives 
Is T+” log #(3 + it) dt [ < 8 J3m f$ = O(1) T 
and so 
s 
T+U 
log I #(3 + it)1 dt = O(1). T 
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Taking F = +G in (2.2) and using all of the above, 
f 
T+U 
log 1 #G(a + it)1 dt + 0( U/L) = 257 c dist, T 
where here the distances are to the zeros of $G in D, . These zeros 
include those of G itself in the closed rectangle D, N,(D). These latter 
are at least distance l/2 - a from u = a. Hence 
s 
T+U 
log I #G(a + it)1 dt + O(U/L) > 277(1/2 - a) N,(D). (2.5) 
T  
Using the concavity of the logarithm, 
ITT+” log 1 +G(a + it)1 dt = l/2 s:+olog [ #G(a + &)I2 dt 
< gu log c&s:‘” 1 #G(a + it)” dt). (2.6) 
The role of # is to make the last inequality sharper since ] z/G I2 is 
flatter than 1 G I2 itself. 
To compute the last integral it is necessary to express G(s) by the 
Riemann-Siegel formula [4; 1, $2.10; 61 which is 
w = fiw + xWf2Gh (2.7) 
where 
w3) 
where C is the line of slope 1 through w = l/2 and with Im w decreasing. 
Similarly, 
(2.9) 
where C has slope - 1, passes through w = l/2, and has Im w decreasing 
From the derivative of (2.7) follows 
GN = fiw + (h’(4 + Xfi’WNf’(4 +.fv - 4). (2.10) 
Deforming the contour of (2.8), for 1 0 ) < 10, so that it goes through the 
saddle point, essentially at w = (t/27~)l/~, yields [4] 
m = g,(s) + w-“‘2), 
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where 
n(s) = c ra (2.11) 
n<(t/%r)‘~ 
as is familiar from the approximate functional equation. Similarly for 
the derivatives, one finds 
where 
f.‘(s) = -g2(s) + O(t-“12 log t), 
fi’(s) = g&) + O(t’-1’/2 log t), 
g2w = c n-8 log tl , (2.12) 
nqt/2np 
g2w = c n8-l lo g * II (2.13) 
n<(t/2+* 
It is a consequence of Stirling’s formula that [l, $4.12.31 for 1 CJ 1 < 10, 
x(s) = (&)“2-u exp [+ - it log +-] (1 + 0 (+-)). (2.14) 
Note x1 depends on u where 
xl(t) = (&)1’2-Uexp [-$ - it log +--I. (2.15) 
Then because of (2.1), (1.4) and the above yields in (2.10) 
G(u + it) = H(a + it) + HI(t), 
where 
(2.16) 
and 
m = k%(s) + [-g2w + XlW &441lhidvw (2.17) 
K(t) = O(t-1/4) + (I g2(a + 41 + I g2@ + @I) O(t-9 
= O(t-l/4), (2.18) 
since by (2.12), ( g,(u + it)\ = O(W4 log t) and similarly for 1 g, I. 
From (2.16), 
s 
r+CJ 
I #G(u + it)12 dt 
r 
= J‘:‘” 1 a,hY(u + it)12 dt + 0 (JTT” 1 H,(t) #(u + it)j” dt) 
+ (I:‘” 1 yGH(u + it)l” dt)“’ 0 (0,“” I H,(t) #(a + it)l” dt)“‘). (2.19) 
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From (2.3) and (2.4) follows in a standard way that 
I 
,“” ( #(a + it)l” dt = U c bjz/jza + O(W2 log 7’) 
= O(UL). 
From this and (2.18), 
s 
T+” 1 II,(t) #(a + it)l” dt = 0( cW2). 
T  
Thus (2.19) becomes 
s,“” 1 #G(a + it)l” dt = s,“” 1 qW(a + it)]” dt + O(U1j2) 
+ 0( W/4) (s:-” 1 #I(u + it)” dt)“‘. (2.20) 
Most of the results that follow concern the evaluation of the first integral 
on the right of (2.20). By (2.17), 
+ 2 Re 113 + 2 Re I23 , (2.21) 
where 
1x1 = s:‘” I tCrg& + W2 4 
122 = s,“” I IClg& + it)]” dt/log2(t/W, 
I 
T+U 
I22 = I x1 I2 I ICg& + 41” dtlb2W4> 
T  
112 = -s:‘” I # l”gX& + it> 4b&/24 = 12, , 
11s = s:‘i” I # 12glx&(a + it> WhdQ4, 
s 
T+U 
I22 = - I $ 12g&&@ + it> dtlk2W4- 
T  
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
The evaluation of the I’s which begins in $4 is similar in some respects 
to analysis done by Selberg [2]. 
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3. SOME LEMMAS 
LEMMA 3.1. Let .f (u) have a continuous derivative f’(u) for u > 1. 
Let f (u) --t 0 as u -+ 00, and let f(u) be monotone for u > x. Then for 
large x, 
c f(n) = L’f(u, du + Sf<l, - j-lb,,, + l/2 - ~1 du 
l<tZ<X 
+ ww (3.1) 
where [u] is the integral part of u. 
Proof. The well-known proof follows. 
c f(n) = j-lxrc4 du + .I, 
lQt<X 
where 
= Wf(1) + @I + 112 - @f(x) - ~mjY4([Ul + l/2 - 4 du 
1 
+ j%4([4 + l/2 - 4 du. 
2 
Since f’(u) is of one sign for u > x and f(a) = 0, the last integral is 
0( f(x)) and this proves the lemma. 
Let A, and A, be positive integers, and let (A, , A,) denote the greatest 
common divisor of A, and A,. 
LEMMA 3.2. Let 1 < AI , A, < T1j2. Let (A, , AZ) = 1. Let C denote 
a sum of over j, , j, with 1 < jl , j2 < T112 and such that only the terms 
AAl f h4 
are included. Then, with a satisfying (2.1) as usual, 
c Zi2 I Qd&%/&%)I < lOOT’-= log T. 
Proof. Divide C into two sums CL and C, . For & , let 
(3.2) 
392 
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< 16 ( y”-“,‘“,’ < lOOPa (3.3) 
A < j24 ( 3 
2’j,A,‘2 
and so 
I i2A2 - Ml I hYi2 
< 4(A1A2)li2 T1/2-a c , j A A j A , . (3.4) 
2 2 11 
The case j,A, - j,A, > 1 will be considered. The other case is the 
same if the order is reversed. Let m 3 1. Let j2’ be the least j, > 1 for 
which there is a jr’ > 1 such that 
j,‘A, - j,‘A, = m. 
If 
j2A2 - jA = m, (3.5) 
then subtraction yields (jr - j,‘)A, = (ji - j,‘)A, . Since (A, , Aa) = 1, 
there is an n such that 
j2 = nAl + j2', jl = nA, + jl’. (3.6) 
The case n < 0 implies that either j, or j, < 0 by the definition of j2’ 
and so n > 0. 
Let A, = max{A, , A,). From (3.6) follows nA, < T1j2. So for fixed 
m the subset of jr , j2 for which (3.5) holds contains at most 2T1121AM 
elements. Thus 
c2 l 
I j24 - Ml I 
< zrns,; 
< 5T1J2L/A AU. 
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Used in (3.4) this gives 
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With (3.3) this proves (3.2). 
LEMMA 3.3. There is a small c > 0 such that 
= (2~)Qyl-ae-ic+ni/4 + qy1/2-a) 
for large Y  and a near l/2. 
Proof. Let t = I( 1 + x) so that 
I = (2r)a--1/s y3/2-+TIl , 
where 
II= c 
I 
exp[ir(l + x) log( 1 + x) - i~x](l + x)ljaea dx. 
-c 
Let 
Then 
I2 = 
s 
’ exp[ir( 1 + X) log( 1 + X) - its] dx. 
-c 
4 - I, = I ’ exp[ir(l + x) log( 1 + x) - irx] log(1 + x) -c 
x exp[(1/2 -  ‘) “id + ‘11 -  ’ 
log(l + x) 
An integration by parts shows that 
IL -I2 = 0(1/Y). 
Expanding log(1 + x) in a power series shows 
(1 + 2) log(1 + 2) - 2 = 1/222[1 + zg(2)], 
where g(z) is analytic for 1 2 1 < 1. If 
w = x[l + 2g(2)]“” 
394 NORMAN LEVINSON 
where the square root is 1 for x = 0, then there is a c > 0 such that 
for 1 z 1 < c 
x = w + w2g4(w), 
where g&w) is real for real w and is analytic. Let 
-cl = -c[l - cg(-c)]1/2, c2 = c[l + cg(c)]l/2. 
Then if g5(w) = 2g, + wg4’, 
I, = SC’ eiru2j2( 1 + ug5(u)) du 
-cl 
=J 
c2 % 
&vu212 du + 
-cl s 
eiru2/2g5(u) d(u2/2). 
-cl 
Integrating the second term by parts gives 0(1/r). Hence 
I2 = s m eiru2/2 du + J1 + J2 + 0( l/y), --m 
where 
and Ja is similar. Integration by parts shows Ji = 0(1/r) and similarly 
for Jz . Hence 
I1 = 
s 
m eiru212 du + 0(1/r). 
-co 
But an elementary change of contour allows the evaluation of the integral 
to give 
I1 = (2~jr)~/~ eni14 + 0(1/r), 
which completes the proof. 
The next lemma is similar to one in [2, Lemma 21. 
LEMMA 3.4. For large A and A < r < B < A + A/log A, 
s 
B 
exp[it log(t/ye)](t/2rr)1/2-a dt = (2~)a rl-=e--ir+ni/4 + E(Y), (3.7) 
A 
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where a is such that A112-a = O(1) and where 
E(r) = O(l) + ’ ( 1 A - ;4 + Al/2 ) + ’ ( 1 B _ If + B’,2)’ t34 
For r < A or I > B, 
I 
B exp[it log(t/ye)](t/2rr)112-o dt = E(Y). 
A 
Proof. It will be convenient to use 
F(t, Y) = exp[it log(t/re)]. (3.9) 
Let A + AlI2 < r < B - B112. Then 
j-)‘(t, r)(t/2#/2--a dt = j;;-;‘F(t, r)(t/2w)f/2-o dt + J1 + J2 , 
where 
J1 = 5:,., 
F(t, r)(t/2+2-” dt 
and J2 is the integral over (B, r(1 + c)). Since d/dt t log(t/er) = log t/r, 
integration by parts gives 
(27r)li2-” J1 = F(t, Y) N2-,=/(log t/r)i];~l-,j 
+ O(l) JT;l-o, dtl(t log2 r/t) 
+ Wl% r/A) jTylec, w 
= O(l/log Y/A). 
For A + A112 < r < 312 A, 
lr-A 1 
- - +j A + g&/2 
and so in any case J1 = E(r). Similarly J2 = E(r). By Lemma 3.3, (3.7) 
holds. 
If A - A112 < r < A + Ali2 then 
j-;F(t, Y) t1j2-@ dt = O(A112) + jA;2Al,,F(t, Y) t1/2-a dt 
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(where the second term does not appear if B < A + 2A19. Note that 
for the present range of Y. E(r) is of magnitude A1/2. The integral on the 
right is integrated by parts to give 
0 (l/log ( A +r2A”z )) = O(A1/2) = E(r), 
and so again the lemma is valid. The case B - B1/2 < Y < B + B1/2 
is treated similarly. 
If r < A - A112, one integration by parts establishes the lemma 
directly where Y is considered first in the range Y < 3A/4 and then 
3A/4 < r < A - A1J2. Th e case r > B + B1j2 is treated similarly., 
LEMMA 3.5. For m = 1,2, A large and A < Y < B -C A + A/log A, 
= (27~)” r1-“e-ir+ni/4/logm(r/2?r) + E(r)/logm A, 
whileforr <Aorr>B, 
where E(r) is (3.8). 
Proof. The case m = 1 will be treated. The case m = 2 is similar. 
Using F(t, Y) as before, for A - Al/2 < Y < B + B112, 
where 
1 B 
Gw1’2-” J = ,og(r,24 I 
t dt A w, f-1 % ; tl’- ,og(t,24 
1 
= i log(r/27r) [ 
w-qt, Y) 1 B kw4 A 
1 
+ i log(r/2?r) s “F(t, r)w-a [ 1 A t log(t/2r) log(t/2r) - l/2 + a] dt 
= O(log-2 A). 
By Lemma 3.4, this 
r<A- Alla, then 
I-B 
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proves the result in the above range of Y. If 
J F (t, r) W-Q dt/log(t/%r) 
A 
= [ 
F(t, r) w-= 
i log(t/2r) log t/r I 
B 
‘4 
qt, I) w-a 
+ f s,” t log(t/2?r) log t/r [ 
1 1 
log t/r +log- 
l/2 + a] dt 
) 
E(r) 
=log- 
The case I > B + W2 is treated similarly. 
LEMMA 3.6. Let 1 < K, , K, < y, and let K = (k, , K,) be the greatest 
common divisor. Then 
ck - = O(log3y). klk, 
Proof. Clearly, 
= O(log3y). 
LEMMA 3.7. Let K be the region in the first quadrant given by 
Cl < WV < c, > c*u < v < c,u, 
where C, > 0 and C, > 0. Let f, af/aU and f /av be continous. Let 1 K 1 be 
the area of K. Let uM be the u-coordinate of the right-most point of K and 
vM the v-coordinate of the highest point of K. Let n and m be integers. Then 
;fh m) = j-j-/@, 4 du dw + -I, 
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where C is over the lattice points in K and 
where jflM is max IfI in K and similarly for j af /au / ,,, and 1 af 1% 1 M . 
Proof. Let the upper boundary of K be given by v = gM(u) and 
the lower boundary be v = g,(u), for u, < u < uM , where u, is 
the u-coordinate of the left-most point of K and uM of the right-most. 
Then 
(3.10) 
where C on the right is for u, < n < u, and 
Integrating the term in d(u - [u]) by parts in what follows, 
C (id-4 - g,(n)) = J1:,M b&4 - g&N du + Js + J4 
= I K I + Js + J4 > 
where 
Js = -h&4 - g&N(u - M,l:f = 0, 
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since g&urn) = g,(u,) and similarly at uM and where 
Thus 
I 14 I G Juy (I g~‘Wl + I gm’W0 da 
If vL and wR are the v-coordinates of the left-most and right-most points 
of K, then 
I uM 1 gM’(u)l du = %-vL+%f--VR, %I 
I 
%I4 
I&'(U)ldu = VL- '%, + VR - %,,a us 
Thus 
and so 
Proceeding similarly with the main term in (3.10), 
= ss J(u, v) du dv + Iti + 16 + 1, , 
where 
15 = -(u - [ul> TfT’ f@, 4 4:: = 0, 
ln 
16 = j-r (u - 14) du c;; $ (u, 4 dv, 
1, = s” (u - bW(u~ is&4 go’@) - f@, s&4) gm’(uN due %I 
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Thus 
and much as for J4 , 
Taking account of J1 , Jz , J5 , Ja , and J, , the lemma is proved. 
LEMMA 3.8. Letf(n) be giwen. Let 
g(m) = IJ, P(r>fW)- 
Then 
f(n) = &dm) 
The proof is easy and well-known. 
LEMMA 3.9. For large square-free j, 
l%P 
= P 
- = O(log logj), 
Plj 
where p is a prime number. 
Proof. The function log x/x is decreasing for x > 3. Also 
log 2/2 > log 5/5. Let ql, q2, q3 ,... be the sequence of increasing 
primes 2, 3, 5 ,... . Let r be chosen so that 
4142 -** 4r ---.I, <' 4192 e-e 4T47+1 > i- 
Then for large j 
From a well-known elementary result, 
Another elementary consequence of 
i log qj < logj 
1 
is qr < 2 log j. This proves the lemma. 
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LEMMA 3.10. For large square-free j, 
log2 P =-r = O((log log j)2). Pli 
Proof. The proof is very similar to that of Lemma 3.9. The function 
logs x/x is decreasing for x > ee. 
The next Iemma is a special case of a result of [7]. 
LEMMA 3.11. Let 
J@) = c /yf(*) , 
f CP 
where 
f(r) = I-Jf(P), f(P) = 1 + o(P-9, 
where c > 0. Then 
J(x) = n (1 + y+-- I)(1 - --$) logx + O(l), 
where n is over all primes. 
Proof. Let 
A(p) = PUlPI - 1) P +f(P) 
p+l ’ B(p) = p(f(p) - 1) * 
Then 
Let 
Then 
f(P) = A(P)0 + B(P)). 
44 = l-I 4P), B(r) = n B(P). 
PI+ PIT 
If r = jm, then 
JW = C 
&a<5 
y A( jm) B(m) 
(3.11) 
(3.12) 
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where C’ if for (j, m) = 1. By (3.1 l), there is a constant Mi such that 
I 49)l G Ml/p”, 
and so if u(r) is the number of distinct primes which are factors of r, then 
1 A(r)1 < My/rc. (3.13) 
Obviously, 
j;;m y A(j) = c’ y A(j) + R, -. 
where C’ is over all j 3 1, (j, no) = 1, and 
1 RI I < C 
,u”( j) My’) 
+x/m 
jl+c . 
It is a simple elementary fact that 
2 log r 
w(r) d - log log Y  
for large r. Choose j, large so the above holds for Y > j, and also 
2 log Ml 
. & 
loglogj 2’ j>jl. 
Then 
MW(i) < jcf2, 1 jail. 
Hence for some Mz and all j, 
Mwci’ < j&jO. 1 
Thus 
(3.14) 
(3.15) 
1 R, I < M, c j-1-cl2 ,( Ma 
QxJrn 
for some constant Ma . By writing the sum on the right in (3.14) as a 
product, 
C’ j<nlm 
pyLqj) = n (I + +$)/n (I + 9) + R, . 
Plm 
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where 
Since A(p) B(p) = 1 + 4PYPY 
403 
and 
IA(m)B(m)l=~Il+~I~n(l+~)=M~, (3.16) 
where the last product is over all primes. Thus 
1 R, I 6 M3Mp12 c m-1+c/2 = O(l), 
and so 
But 
where 
Since 
the lemma is proved. 
LEMMA 3.12. Let 
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where f  is as in Lemma 3.11. Then 
J(x) = ; n (1 + f’P”$ I) (1 - $) log2 x + O(log x). 
Proof. In place of (3.12) now 
where 
R, = 1 w’(m) 44 W4 cg p2(i) 
m<x m gxjm 
j A(j) log j. 
From (3.13) and (3.15), 
1401 < J~f~lje/~, 
and this with (3.16) leads easily to 
R, = O(log x). 
The rest of the derivation is very similar to that in Lemma 3.11. 
LEMMA 3.13. Let 
J(x) = C p2(r);f(r) log2 ; , 
r<= 
where f  is as in Lemma 3.11. Then 
J(x) = ; n (1 + ‘6”;- ’ )( 1 - +) log3 x + O(log2 x). 
Proof. The procedure in Lemma 3.12 is elaborated in an obvious way 
4. EVALUATION OF 11, 
From (2.22), 
41 = s:‘” #,k‘g,&(a + it> dt 
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where the second C is for 1 < j, , ja f (t/27r)l12. For k, , k, , C is for 
1 < k, , k, < y. Hence, t > T, 2Tj12 < t, and 27rj22 < t. Thus, if 
then 
Tl = max(T, 27rjin, 247, 
(4.1) 
and now C for jr , j2 is for 1 <jr < TV where TV = ((T + U)/~?T)~/~ -c T112 
and similarly 1 < j, < 71 . 
Let k = (k, , k,) be the greatest common divisor of k, and k, , and let 
k, = RA, and k, = kA, . Then (A, , AJ = 1. Let 
111 = I;1 + G , (4.2) 
where for III , j2A2 = j,A, , and for I;1 , j2A2 - j,A, # 0. For Ii1 , A, 1 j2 
since (A, , A,) = 1. Thus, j, = j/l, and hence j/&4, = j,A, so that 
j, = jA2 . Thus, from (4.1), 
I;1 = c # C’ j2n41aA 
la 2= 1 aa 
(T + u - T,), 
where c’ is for 1 f j < 7JAM where 
AM = max{A, , As} 
and 
Tl = max{T, 2mj2AW2}. 
Since k, = kA, , k, = kA, , 
r;l&d!.!&&~, T+ y1. 
12 J 
(4.3) 
Clearly, since 1 bk, 1 < 1, 
1 Cl 1 ’ C & YJ& 1 log( js2ii,kl)l ’ 
1 2O 
where C” is for 1 < jl , j2 < TV and j2A2 # j,A, . By Lemma 3.2, 
I(;1 = 0( T1-” log T) c &- 
1 2a 
= 0( Tl-a~~~-~a log T). 
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Since T1j2-a = O(l), 
Ill = O(W2yL) = O(T/P) = O(U/P). 
Next, 
where 
41 = 41.1 + 41.2 , 
I 11.1 = 
Cisfor 1 <j<r/AM, where T = (T/2n)lj2, and 
I 11,2 - 
_ c bklFr cn T  + u ;N2h2 , 
kZak2" 
and here CR is for r/A, < j < r,/AM . Hence, using (2.1), 
Hence, 
I 11-2 = 0 ($) c & * 
By Lemma 3.6, 
I ?IJ2 11,2 = 0 ( ‘T3 ‘) = 0 (g). 
Hence by (4.2), (4.4), (4.9, and (4.7), 
41 = Ill.1 + O(UF’). 
By Lemma 3.1 with C, a constant, 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
c 
l&7fAM 
f = @q (-g2. - --L- + Cl + 0 (&), 1 - 2a 
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where the last term follows from A& = O(1/L20) since AM < y. The 
above in Irr,r , (4.6), gives 
Ill 
,9-2"$3 
= 
1 _ 2 
c -- W+cP 
1 
k&f ( --Cl 1 1 - 2a u&$g+o(+), 12 
where km = min(k, , k2), KM = max(k, , k,). 
(44 
5. THE EVALUATION OF 122 
From (2.23), 
r+zJ +?k2gz dt 
I22 = J-r log2 t/2rr 
hAa c logj, log”& dt = ko+itka-it 
12 
iy+tx-it log2 tpr ’ 
As in the case of II1 , summation and integration are inverted and the 
sum is separated into two parts: Ii2 for j2A2 = j,A, and 112 for 
j,A, - j,A, # 0. Here in the case of Ii2 there occurs 
IrYU ( exp it 1% $J log:,277 = O CL2 ( log(;A2~lAl), ) 
as shown by integration by parts. Since log jr < 2L and similarly for 
log j2, Ii2 can be appraised by Lemma 3.2 just as was I;1 to give 
I& = O(U/L’). (5.1) 
For IL2 , in place of (4.3), the result now is 
Since for Tl < t < T + 77, 
1 
log2 t/2?r =&+0(g), 
142 = I22.l + 122.2 + 122.2 > (5-2) 
where 
I 22.1 (5.3) 
and as for Ill,l , the inner sum is for 1 < j < T/A~. Here 
I 22.2 = .& C bkl~~ C" l"gjAj2fgjA2 (T + u _ znj2A,2), k2ak2a 
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and as for 1;i.a , C” is for r/AM < j < 7,/A,,,, . Finally, 
I 22.3 = ’ (g) 1 & /zlAM 
IogjA, logjA, 
jza - 
Because T1--2a = O(l), the inner sum is O(L3). Thus 
I 22.3 = o ($) 1 &, 
and by Lemma 3.6, 
I 22.3 = o (;). 
As regards 122,2 , treating it much like I,,,, gives 
I 22.2 = 0 g - 
( 1 
Hence 
42 = 122.1 + 0 g . 
( ) 
The inner sum in &r, (5.3), is evaluated by Lemma 3.1 to give 
+ c2 log Al log A2 + c3 log Al + c, + o(&~2/~), 
where the term in log A, is replaced by one in log A, which is allowed 
by symmetry of the outer sum in (5.3). The term in O(A,&) is O(L-20) 
as in 1ii and is incorporated into the error term 0( U/L’). Integrating by 
parts gives 
I 
T/AM log WA, log WA, dw = w1-2a log w/i, log WA, 
1 W20 (1 - 2a) 
w1-24(log WA, + log WA,) T/AM - 
(1 - 2a)2 + 2 (1 r-%,3 I 1 
,l-zap-2a 
= (1 -2a)J$2a lw log$ 
,+2akl-2a rk 2T1-2akl-2a 
- (1 - 2a)2 /$2* log 7 + log e) + (1 _ za)3 kya 
-&log~log~ + 
(lIza)2 
(log ; + log +) 
2 - 
(1 - 2a)3 ’ 
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Hence, 
u 2 -- 
( L2 (1 - 242)3 - Cd) c w + wJ/-w 
6. THE EVALUATION OF I, 
From (2.24), 
As in the case of Ill , the summation and integration are inverted and the 
sum separated into two parts I& for j&l2 = j,A, and Iis for 
j2A2 - j,A, # 0. Integration by parts shows as before that 
lTYU ( exp it log *M1-2a logQ2m = O (L2 1 log(;lA2$4 )I )s 11 1 
and much as for Ii, , 
I;3 = O(U/log’ 57). 
For 1;s , the result is 
bL.bL,k2-2a 
1h = C hk2 C’ 
where the inner sum if for 1 < j < TJA,,., , 
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By the mean value theorem, 
1-U 1 T 
t-1 
1-S 1 
log2 t/z?7 - 2?T 
- = (t - T) 0 (&) = 0 (+). 
L2 
(6.1) 
Now 
43 = 43.1 + 122.2 + 43.3 
much as for I& and 133,2 and 133,3 are disposed of as before. Hence with 
I 
T2-4aU 
22.1 = -c 
b,,b,,k2-2a 
L2 k,k, c 
logjA, logjA, 
j2-2a ’ 
where the inner sum is for 1 <j < r/AM, 
I33 = L,l + O(W%’ T). 
The inner sum in 133,1 is evaluated by Lemma 3.1 to give 
c log& logjA2 = 
j2-2a s T/A~ log VA, log VA, dv 1 v2-2a 
+ C,logAllogA, + C,logA, + C7 
+ WW2/+ 
The last term is treated much as for 11l,1 . Integration by parts gives 
I 
“IAM log VA, log VA, dv 
1 
v2-2a 
*-1+2a 
= -(l - 2a) 
log VA, log VA, 
v-l+2a 
- 
(1 - 242 (log ~4 + log VA,) - (yz1;;3 1 
71-Q 
1 
T-1+2akl,-2a = - (1 _ 24 /$-2a log ?- log Tk 
T--1+2akl--2tZ 
- (1 _ 2a)2;l-2a ( 
rk 
kT + log* 1 
2T-1+2ak&2a 
- (1 - 24~)~ k1--20 
+&log$og+ + 
(1--12a)2 
(log 2 + log +) 
+ (12243 * 
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Hence, 
$-2czU 
Is3 = - 2L(l - 24 k2$m c- 
bQ,k log $m 
M 
- 
271-S” u blcPk& - 
(1 - L$’ L2 c k:k, 
72-4a U 1 bklbk&2-2a 
- + L2 ____ + &) c 1 - 2a klk2 log 2 log 2 
,2-4aU 
+ L2 + Cd c 
bc,bk,k2-2” log 2 
k,k, 
72-4a u 
+ L2 (1 -22a)3 
+ c,) 1 bk’;;;-2a + 0 (;). (6.2) 
7. EVALUATION OF I,, 
From (2.25), 
As in the case of Ill, the order of summation and integration are 
inverted and the sum is separated into Ii2 for j2A2 = j,A, and I& for 
j,A, - j,A, # 0. The case of 112 leads as for I;1 to 
I;, = O(U/L7). 
Just as for 112 , here Ii2 finally yields 
112 = h2.1 + ww’). 
Moreover, 
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where 
and the inner sum is for 1 < j < T/A,+, . By Lemma 3.1, 
1 logj4 + log jA2 j2a = rJAM log vAr++log 7~A2 dv 
+ Cs log A, + Cs + 0(&L/+ 
where C, includes also the coefficient of log A, which is legitimate 
because of symmetry. Integration by parts shows 
I TI4u log VA, + log VA, dv 1 V2@ 
= & (log VA, + log vA2) - t12F;;)2]“AM 
1 
T1-2akl-2e 
( 
7k,- 
1 
2+2a/g-2a 
= (1 -&)~~2a logT +1og k, (1 - 2a)2 Q-20 
Hence, 
( 
+L 
Tk 
+ log” 
kM 1 
b&d 
+ (12:;$, c k&$? 
u 2 -- 
( 
b,Ak2” 
L (1 - 2a)2 + c-9) c F 
8. THE EVALUATION OF I13 
From (2.26), 
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The computation here is different from the previous ones and more 
complicated. Here, 
[ 
% 1 dt x exp it log 2ej, j2kl log ’ 
where as before 1 < K, , k, < y and 1 <jr , jz < or < T112. Using 
Lemma 3.5, 
I12 = 42 + 42 9 
where 
with the above limits and where 
Ii2 = 2T c Wfw2a c &‘a logj2 
log( jl j~l/k2) exp[-Wlj2WU (8.3) 
where for 1;s the inner sum is for 
Tl d 2nj,j2W2 < T + u 
or, since Tl = max{T, 2rrj12, 2?rj22), for 
Tk, . . (T + u)k, 
(8.4) 
To appraise I& , note that if 2rjj,k,/k, < 3T/4 or 2n-jli2k,/k2 > ST/4, 
then E = O(l), and so this part of I;9 is dominated by 
00 I4 c (logj2>/(klk2ilj2)1’2 = WY T) = O( WW (8.5) 
so that only the case 
3T/4 < 2?rj, j2k,lk2 < 5T/4 (8.6) 
remains. The term 0( 1) is E is already taken care of above. The next 
term in E is associated with 
T/(1 Tl - 2yilj2kllk2 I + T1j2). 
607lr314-3 
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Using (8.6) in (8.2) h s ows that the part of I& associated with the above 
term is dominated by a constant times 1:; , where 
This will be summed over all j, , ja < 7r and K, , k, < y. There are 
three cases. First, for j, < T and jr \< T, Tl = T. This part of 1; is 
given by 
&c$ 
T~2lCM24 
I T,~,lW2~,) - jl I + T”“k2/(2+24) * 
(8.7) 
Summing first on jr , if the absolute value term in the denominator of the 
innermost expression is less than l/2, then the quotient is at most T1/2. 
Discarding the last term in the denominator, the rest of the sum on j, is 
dominated by 
(2~5 + O(l)) T~2lWcj,h). 
Hence, this part of IY; is dominated by two sums. The first is 
O(1) 1 L 1 1 = O(T1i2yL) = 0( U/Lg). 
k,,k, k2 j, 
The second sum is 
T112(2L + O(1)) c !-c L = 0( T’l”yI,“) = 0( U/L’). 
k,,k, ‘1 j, 32 
If,forr <j <T 2 , r , the sum in the right term of (8.7) is forj, <j, , then 
Tl = 2rj22. The procedure is still as above. Finally, for 7 < ji < or and 
il >j2, the sum is carried out first on j, with Tl = 2rj12 and with 
obvious changes in the details. Hence, in all cases, 
I;j = O(U/L’). (8.8) 
For the last term of E, B is T + U, and so unlike the above, there is now 
only one case with the first sum always on jr . The result is as for 1; . 
All this yields 
113 = O(U/log’ T) 
and so 
113 = Ii3 + O(U/log’ T). (8.9) 
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Turning next to Iis, (8.3), let K, = kA, and k, = kA, as before. 
Suppose first that js is restricted so that 
Alj2 z j(mod A,), l<j<A2-I, 
and denote this part of the sum of Ii3 by &I . Clearly, 
: exp[-WljzA1/A2] = 0 ($- + A). 
A,-3 
Hence, using partial summation and recalling (8.4), 
c A j, logt-f~~~l,k2) exp[--2~ij,j24/4J = 0 ($- + -A- ) A,-j’ 
Since (A, , AZ) = 1, whenever j, goes through any successive set of 
integers of length A, , A& goes through the whole residue set (mod A,). 
Summing next in j, , j, goes through at most TJA~ successive sets of 
integers each of length A, - 1 and for each set j goes from 1 to A, - 1. 
Hence, 
c j:--2a log jz ia,i, kjlj2W2 e~p[-2rr;i,.L4/41 
= = (OTlW). 
Thus, 
I’ 12,1 = O(TlW) 1 + = O(yTW3) = O(U/L’). 
%A 2 
Denote the part of Ii3 for which A, 1 jr by 1I3,1 . Then from (8.9) and 
the above, 
I13 = 43.1 + O(wn 
Let j, = jA, . Then by (8.3) 
I 13,1 = zrr C bh71 g-2.; ji-2a logjt2 
k.wG ' 
where K will be described. By (8.4), the inner sum is for 
(8.10) 
(8.11) 
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Thus, K denotes the region in the jr , j plane which satisfies the above 
inequalities. Note that K is empty unless k, < k, . An easy computation 
shows that in K 
4% ,< j d T,IA~, (8.12) 
since T/A, and TJA, are the least and greatest height of K, respectively. 
Summing first on jr in K, 
where use is made of (8.12). 
Let 
113.2 = L ?!? C !!$! kfp2' T j:-2a log j/J, . (8.14) 
Due to (8.11), 
1 1 --= hcM4 L O( 
w L”z W’) = 0 (A). 
Hence, 
By @13), 
By Lemma 3.6, 
Z13.1 = 43,2 + 0 (+k) + 0 (qq 
= ‘13,2 + o ($)* 
Thus, 
(8.15) 
(8.16) 
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Now, Lemma 3.7 will be used for the inner sum of &,a. In the notation 
of Lemma 3.7, 1 K 1 satisfies 
IKI <-$ 
1 
by proceeding much as in the derivation of (8.13). 
It has already been seen that We == r/A1 and oM = 7r/A,. An easy 
computation shows that uM = or and u, = T&/A, . For the interior sum 
in (8.14), 
f(U, v) = 241-z= log WA, 
and so 
Replacing u by u, and v by v, , 
Thus by Lemma 3.7, 
J = 0 (LT1 + F + $ + $) = O(LF) 
2 2 
and 
Cj;-2” logjA, = F + O(LT1/2), 
K 
where 
F = ss, 
u-a log VA, du dv. 
(8.17) 
Using polar coordinates, 
II-~~(COS O)1-2a log(r sin BA,)r dr d8, (8.18) 
where now K takes the form 
T 
< Y"L < 
T-I-U 1 
2rA, sin 0 cos 0 27rA, sin tI cos 0 ’ A, 
< tan 0 < A, As2 ’ 
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Let r2 = x so that 
F = $ l: (cos 0)1-2a d6’s” x1/2-a log(x sin2 0 A,z) dx, 
Xl 
(8.19) 
where 
T Ti-U 
xl = 2pA, sin 8 cos 8 ’ X2 = 2vA, sin 0~0s 13 
0, = tan-‘(l/Al), f12 = tan-1(A,/A22). 
For an f(x) of class C, , Taylor’s theorem with a remainder gives 
s )4 dx = (x2 - xJf(xJ + tk, - xJ2 O(lf’ Id 
where ( f’ lM is max (f' j on x1 < x < x2 . From this, 
s 
x2 
x112da log(x sin2 0 A22) dx 
51 
T  112-a 
z- 
( 1 
u TA22 tan 0 
2rr 27r(A, sin 0 cos 19)(3/~)-~ 1% 27rA, 
‘OhA 
U2L 
1 sin B cos 0 ’ 
Hence, 
where 
F =F, fF2, 
Fl = 
+-2au 
&,.A(3/2)-a s 
‘2 (cot O)1i2-a log 
sin 0 cos B 
dB 
1 
8X 
and 
If the change of variables tan 0 = v is made, then 
and 
Fl = (8.20) 
F, = 0 (e) c;y $ = 0 ($) = 0 (-&). 
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Hence, 
F=F,+o(&j). (8.21) 
Using this, (8.14), (8.17), and Lemma 3.6, 
43.2 = 43.3 + o(LT1’2Y) + w-w5) 
= 43.3 + ww5), (8.22) 
where 
43.3 = L k+- 
b&c, k;--%F, . (8.23) 
Here, 2,’ denotes k, < k, since K is empty otherwise. From (8.16) 
and (8.22), 
43 = 43.3 + WIL5). (8.24) 
Fl , (8.20), is evaluated by integration by parts to give 
+2au +/2+a A,f 422 
- 
87rAi3/3’-” (4 - 43 *,+ 
=- 
+aaU 
Tk, 
+ 27r(l - 2a)A, log k, 
71-2QU Al--2CI 
- 
2?r(l - 2~2)~ A;-,. + 
,1-2"(J 1 
27r(I - 2ay A,' 
Used in (8.23) and with (8.24), 
.$-"lzU 
bc,bc,k 
I13 = - 2(1 - 24 c’ k,k; 
b&d + (l?&. c’ k,zak, - log + 1 
+2au 
- (1 - 2~)~ L c 
, hA,k Wd 
k,kF + (1 “;a; L c’ k?k, 
+ ww5). (8.26) 
(8.25) 
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Since k, < k, , k, can be replaced by k, and k, by k, . If bklbk, is left 
intact and c’ replaced by C, the sum doubles to give 
+-2a u 
243 = - 2(1 - 24 
bc,b,,k 
c---- k,kg 
$-2UU 
+ (1 - 2a)L c k$km 
Wd log ~$m 
M 
$-2aU 
b,,b& 
- (1 - ~u)~L c k,kz 
(8.27) 
From (2.27), 
9. THE EVALUATION OF I,, 
Iz3 = -Jrr+u *$g2g3~, dt/log2(t/27T). 
Proceeding much as for It3 instead of (8.16), 
123 = 123.2 + o(u/L7), 
where instead of (8.14) 
I 
2rr b,,b,, 
23.2 = --p 
‘k, K 
__ k;-2aCj;-2a logj, logjA, . 
In place of (8.17), (8.19), (8.20), and (8.21), 
1 jt-2a log j, log jA, 
K 
= O(L2W2) + f  4’ (cos O)1-2a d0 Iz; A++~ log(x cos2 0) log(x sin2 OAz2) dx 
= F,l + O(L2zy + 0 ($), 
where 
A,IA,z 
F,1 = 
+2au 
1 67rA3/2-” 1 s l/Al 
and as in (8.23), 
I 
2?r 
23.3 = -p- 
c' &+kS k;-2UF,I. (9.1) 
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As in (8.24), 
I,, = I2wJ + O(W5). 
By integration by parts, 
Fll = 
+za u &/%k5 T AdAa8 TA,Zw 
1 6?TA8/a-” 1 - 1/2 log 27rA,a log 27rA, l,A, 
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.-$/A,~ 
+ 2 (lyz+:y 1,,+ I I 
,+--2O~ 
I 
2A1-2~3 
=- - 
1677 (l/2 _ ;) At-25 L log 2 
+ (l/2 :,)AIL1’+ - (l/2 ~Aj;;;-2,a10$ 
+ (l/2 -1a)24L + (l/2 !$a4-2aL - (l/2 Ja)2Al lo+ 
2A1-2" 
+ (l/2 - $ A;-2a - (l/2 -2a)3 A, ’ 
Used in (9.1) with (9.2), this gives the analogue of (8.26) for Ia which 
with k, = k, and k, = k, gives, as with (8.27), 
9-2au 
bc,Lk +n - 
4L( l/2 - a) c- kEkm log G 
,1-!&U b&d & 
’ 4L2(1/2 - a)2 c k,kg log z 
,l-aa u bchcdh 
- 8L(1/2 - a)2 c k”$,,, 
,145u W+-& -- 
8L(1/2 - a)8c k>E 
71-2aU 
$- 4L2(1/2 - a)Z c 
+2au 
’ 4L2(1/2 - a)3 c 
*+0(g). 
M m 
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10. EVALUATION OF THE SUM OF 1's 
Combining the asymmetric terms (those involving k, , k,) in 
Al + 122 + 133 + wn + 43 + 123) results in zero as the following 
tabulation shows. In this tabulation, the terms associated with each sum 
are selected in sequence from the successive 1’s. There are 24 of these 
terms in all. 
+2a7J 
b,,b,,k 2 
(1 - 243 cQ$f ( 
2 
L2 - L2 1 
+ (;:g3 1 gg (- & + $) 
Mm 
k&d 
+ (;:j$ c kMkz ( 
L+$-&L) 
b&c& 
+ (;:2;)2 1 k2’& ( -&+&$) 
+ (;rg2 c yJ!$log~(-$+&) 
+ (CT;)2 $#-Ios~(-~+~) 
+ (;:2:) 1 k&z 
!-d&q, -i-g> 
Let 
+ 
T1-2a#TJ 
---c 1 - 2a 
+&&$(&-+t&) 
*1-2a#y 
+1-22a Mm ---c 
J$&&log~(-&+&&) co. 
so q!!gg, (10.1) 
12 
s, =$$$$og$ (10.2) 
12 
s, = I* log 2 log 2, (10.3) 
12 
(10.4) 
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K 
1 
= c hAak2-2a 
W, 
log+, (10.5) 
K2 = c bd$2” log+g~. (10.6) 
12 
Next, combining the symmetric term in the I’s shows by (2.21) that 
* J”” 1 lp(a + it)12 dt 
h 
2 C 
= 
so(& + cl-L"(l 2 243 +g - 
-2 
L(1 - 242 L ) 
+ s1 tLy1: 242 
G 2 c 
+ L2 + L(1 - 24 
-8 
L ) 
+ 4 (Lyl-l2a) +%) 
2 
+T;XO((1-Zo)3 + G) 
2 
+ g& ((1 -Zu)2 +ct3)+~K,(&+c5) 
+ O(W5). (10.7) 
By Lemma 3.8, 
where 
Thus, 
11. EVALUATION OF S, 
k2a = ~.i2”F(j, 24, 
31% 
so =I@, c j2V( j, 2~) 
1 2 >I(k,,k,) 
(11.1) 
(11.2) 
where j Q y and k, < y. Let 
b . PW log y/k, 
‘ol = j;l * = j;l k;P+a logy ’ 
\ 
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If k, = nj, then n <y/j and 
so1 = g & so2 3 
where 
so* = C’ 
P(4 1% Yiw 
&zta 
and C’ is for n < y/j and (n, j) = I. Clearly, 
(11.3) 
so = c P~(.WY~ 24 
j log2 Y (so2)2* 
(11.4) 
Let x = y/j. Since x < T, x l 2 1 - a = O(1). Using the series for l/(@‘), 
x~-l /Z-a dw 
'02 = ki J2yI (w - + - a)” [(w)F(j, w) ' (11.5) 
The path of integration is now deformed so that 
So, =Qo +Ql +Q2 +Qa tQ4 +Qs, (11.6) 
where Q,, is the residue at w = 4 + a; Qi is the integral on w = 1 + iv, 
-co <v ,< -LlO;Q, is the integral on v = L l”,l-b<~<l;Q,is 
the integral on zl = 1 - b, -LIO < v < Ll”; Q4 is symmetric to Q2 and 
(25 to 81. 
If 
1 
’ = MlogL’ 
where M is a sufficiently large constant, then [l, p, 531 
for some constant Mi and 
Let 
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Then recalling (2.1), 
Ql ) Q6 = O ( (q;, 1)) ).I cn hp L’O 
) 
= O(logLF,(j, l)L-10). 
Similarly, 
Pa = O(x-bW9 1 - 4 1% L) JeIlo o2 + (b : a _ u)2 
= 0( jbFl( j, 1 - b) log2L/yb). 
IfQo=Ql+Q,+Q,+Q6,then 
Q. = O(logLF,( j, 1 - b) L-lo) 
and 
So, =Qo +Qs +Qo. 
To compute Q,, , it is convenient to introduce 
(11.7) 
(11.8) 
z(w) = (w - :, C(w) ’
where Z(1) = 1 and Z(w) is analytic for 1 w - 1 ) small so that 
q+ + 4 = 1 + O(* - a). Clearly, 
Q. = -& (x~-~/~-~(w - 1) Z(w)/F(j, w)) 1 
w==1/a+a 
1 
= F(j, 4 + 4 [ 
1 - (3 - a) log x + o(g - u) 
+ w - d2 1% 4 + WI - 4 5 ,,,y- J 
where use was made of (11 .I) for F’jF. Using Lemma 3.9 and 
g - Q = 0(1/L), 
Qo = I,1 - (h - 4 hdrljMi, 8 + 4 + k WW, B + 4 WA. 
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This, with (I 1.8) and (11.7), gives 
so2 =Qoo +a -tQ,, 
where 
and 
Qoo = P - (3 - 4 ~og(Yljll/m B + 4 
Q, = O(logLF,(j, 1 - 6)/L). 
(11.9) 
Since Q,, = O(F,(j, -$ + a) = O(Fl(j, 1 - b), 
s:, = Qif,, + O(F,(j, 1 - WQa + QJ + O(Q32 + Q272). 
Therefore, by (11.4), 
%log2y =P,-(l-22a)P,+(~-u)2P2+P,+P,+P,+P,, (11.10) 
where 
pm = ~P'(W(j, WlogrnY 
jP(j, fr + u) 3 ’ m=O,l,2, (11.11) 
P3=Op+ P2(j>&2(j, 1 - b).F, 
Pa = 0 (Jyy c p2(j)F12(j, 1 - 6)/j, 
Ps = 0 (F) c p”(j)F1”(j, 1 - b)j2b-1, 
P6 = 0 (Jg) 1 p”(j)F,2(j, 1 - 6)/j. 
Let 
This is an analytic function of a for 1 a - * 1 < l/4. Therefore, since 
Y(4) = n (1 + &) = I-I (&,f 
Y(4 = rI (#J) + O((& - a)). (11.12) 
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By Lemmas 3.11-3.13, 
pm = Y(a) n (1 - 1/P2)(logY)m+11(m + 1) + O(logrny), m = 0, 1,2, 
and so by (I I-12), 
Pm = (1% y)“+‘/(m + 1) + WPY), m = 0, 1,2. (11.13) 
Let d,(n) be the coefficient of n-+ in 13(s). Since 
Therefore, 
Similarly, 
Hence, by (ll.lO), 
P, = O(log3L). 
P5 = O(lo@L), 
P4 = wx L), 
PC3 = O(log2 L/L). 
s,=I- 
kY v +; (4 - a)2 logy + 0 (F). (11.15) 
12. EVALUATION OF S, 
BY W-2), 
s, = $$&Yog$ 
12 
To use Lemma 3.8, it is necessary to evaluate 
(12.1) 
= j2a log $F(j, 2a) + jaa c g 2 logp (12.2) 
mlj wm 
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for square-free j. Clearly, 
= -C % C $$ = -F(j, 2~) 2 * . 
P/j TljlP 
This and (12.2) in (12.1) yields 
where 
'1' = -c /$/2+ak1/2+a 
dkl) dk2) log f log .f 1 j2"F(j, 2~) 1 logp 
1 2 1 2 31Wl,k2) PliP --I 
= -xjzaF(j, 2~) 
where S,,, is as in (11.3). H ere the evaluation of S& as above (11.10) can 
be more crude than before. It suffices to note that 
Qoo = W’dj, l/2 + 4). 
By Lemma 3.9, 
5 $g+ = W”gL)* 
All this leads much as in the computation of P3 in S,, to 
S,l = O(L 1ogL). (12.4) 
Inverting the order of summation in (12.3), 
log2yS1 = c p”(i):!j* 2u) S02S12 + O(L IogL), (12.5) 
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where, with c’ as for S,s and log n = logy/j - logy/&, 
s,, = C’&ognlogE 
v 
= so2 1WYlj - s12 9 
where 
(12.6) 
s,, = c’$log”1 
nJ 
2 
I 
2+iCO X”-1/2-a dw 
=; 
2n-z 2-im (w - l/2 - u)~ t(w) F( j, w) ’ 
with x = y/j as before. This is evaluated very much like S,,, by residue- 
theory and leads in the same way as (11.8) to 
4, =Qlo+QslogL+Qo, 
where Qrs is due to the residue at w = l/2 + a and is 
(12.7) 
Qlo = $ (x~-~/~-~(w - 1) Z(w)/F(j, w)) / 
w=1/2+0 
1 
= F(j, l/2 + 4 I 
(210gx - (l/2 - a) log2x)2(1/2 + a) 
+ 2(1 - (l/2 - a) log 4 (K’(1/2 + a) - 41/2 + a) c plzp J 
PI5 
- (l/2 - a) 
( 
2”(1/2 + a) - 22’(1/2 + a) c ;y,zpy ) 
Plj 
- (l/2 - 4 w/2 + 4 (X.,l,:‘P- 1)” 
PI? 
- u/2 - 4 m/2 + 4 $ ($;2:a1”“2;2 1. 
Using Lemmas 3.9 and 3.10, 
1 
‘lo = F(j, l/2 + a) (2 log f - (l/2 - a) log2 =C) + O(F,( j, l/2 + a) log L). 
Hence, using this and (12.7) in (12.6) along with (11.9), 
1 
‘,2 = - F(j, ,/2 + a> log $ + QSL + Q6. (12.8) 
Whl4-4 
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Thus 
S&k = -QcmQu + WXi~ 1 - 4W, + Q,)) + KG2 + Q,2) O(L), 
where QoO is as below (11.9) and 
1 
Q1l = - F(j, l/2 + u) 
log + , 
In (12.5) proceeding much as with the later terms of (11. lo), this leads 
to 
log‘2 fJ, = 1 P”(j) xi* 24 
qj, l/2 + u)j 
(--log + + (l/2 - u) log2 f) + o(L(logL)y. 
Using the evaluations of PI and P2 as in (11.11) and (11.13), this gives 
s, = -l/2 + (l/2 - a)(logy)/3 + O((logSL)/L). (12.9) 
13. EVALUATION OF S, 
By (10.3), 
s, =~~log~log~. 
1 2 
To make use of Lemma 3.8, it is necessary to calculate 
==jV(j, 24 log p log +F 
+ j2a (log 3 + log $-) 2 2 log m 
WL(j 
+j2a C 
P(m) 
mlj 
nzza log2 m 
where q like p is a prime. Note that 
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As was the case with S, , all but the first term in (13.1) make minor 
contributions. Thus 
S, log2 y = 1 $$$ log $ log f c j%F(j, 2a) log % log 5 
1 2 1 2 3luc&) 3 .I 
+ op log2 L) 
= c ~2W’(i 24 
j 
q2 + O(L2 log2L), (13.2) 
where S,, is defined in (12.6). But S,, is given by (12.8), and much as in 
the computation of S,, , this leads in (13.2) to 
s2 = (logy)/3 + O(log5L) (13.2) 
14. THE EVALUATION OF THE Kj 
The evaluation of K, , Kl , and K2. is very similar to S, , S, , S, . 
The only significant difference is that the residues are different. As for 
&U1.2), 
K,, = c j2-2aF( j, 2 
log2yK0 = 1 yF(j, 2 - 2a) Kz2, 
where, in analogy with SO, , (11.3), 
42 q 
1.44 log rlni 
n8/2-o ' 
and as for (11.5), 
Kop = & I”+‘” 
X+312+a dw 
2--im (w - 312 + a)” t;(w)F(j,w) ’ 
The residue for K,, , in contrast to Qoo , has as its significant term 
[1 + (l/2 - 4 logr/jlP’(i, 312 - 4. (14.1) 
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This leads ultimately to 
K0 = & + (l/2 - a) + $(I/2 - a)2 logy + 0 (W). (14.2) 
For KI , in place of (12.5), 
log2yK, = 1 r.L”(j) “‘$ 2 - 2a) &,&2 + O(L log L), (14.3) 
where Ko2 is as above and 
where 
K,, =@&lognlog$ 
= 
412 logy/j - Kn 9 
K13 = 1’ -$f& log2 5 
2 
I 
2+im Xw-3t2+a dw 
=- 
27ri 2-im (w - 3/2 + u)” &u)F(j, w) * 
The significant term for K13 is 
P 1% yh’ + U/2 - 4 hi? rW’(i, W - 4, 
and so for K,, it is 
-(bdw(i 312 - 4 (14.4) 
Combining this with (14.1) in (14.3) gives 
Kl = -l/2 - (l/2 - a)(logy)/3 + O(log5L)/L). (14.5) 
Finally, for K, in place of (13.2), 
log2 yK2 = c p2(i)F(js 2 - 2a) 
j 
K,2, + O(L2 log2L), 
and with (14.4), the significant term for K,, , this leads to 
K2 = (log y)/3 + O(log5 L). (14.6) 
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15. PROOF OF THE THEOREM 
Using S0 , S, , S, , K, , KI , KS as just evaluated in (10.7) gives 
1 
s 
T+U 
-=T 
1 #H(u + it)12 dt 
1 
= [ - - (4 - 4 logy + 66 - aI2 kY] 
x [ 
1 2 2 
-m-- - L(1 242 - I?(1 - 1 243 
+ r--1/2 + w2 - 4 hvl [L(l z 24 +L2(l ” ti)$] - 
+[i& + u/2 - 4 + w2 - a)2 logy] 2T24” T2ll - 3"\8 J Y \’ - LU) 
- w + w/2 - 4 ~OfzYl L2(y-&2 - 
+ log yP-4a 
712/l - 7n\ ..Ju \’ - La] 
+ owg” -w). 
logy 
3L2(1 - 2u) 
Let R = (l/2 - a)L. Note that logy = L/2 + O(log L). Hence, 
1 
I 
T+U 
ZT  
1 Qz(u + it)12 dt 
= -$+pp+&-& 
-&+--L&-L 
24R 
--!-+;-L-+‘-’ 
12R 12R 
+~(++;+~)-~(;+$)+~ 
+ O((WL)/L) = F(R) + O((bf~)/Q 
where 
F(R) = eaR 
( 
7 R 
+z-iz’ 
(15.1) 
434 NORMAN LEVINSON 
Since F(R) is bounded for any given R 2 0 
s 
T+U 
1 a,bH(u + it)/” dt = O(U) 
T  
for any finite R and so by (2.20), 
s 
T+U 
1 t,bG(a + it)/” dt = UF(R) + 0( U log5L/L). (15.2) 
T  
From (2.5) and (2.6), 
(l/2 - a) 2rNG(D) < ;lJ log F(R) + 0( U log5L/L). (15.3) 
If R = 1.3, an elementary computation shows that F(1.3) < 2.3502, and 
so for large U, (l/2 - a) 27rN,(D) < .4275 U. Since (l/2 - a)L = 1.3, 
2rN,(D) < .329OUL. (15.4) 
For large t, , if l/2 + it, is a zero of G(s), then by (1.7) it is a zero of 
S’(s) with the same multiplicity, and so by (1.5) it is also a zero of t(s). 
In D, let Ni zeros of G be on the left side, u = l/2, and let N2 be the 
number of zeros in D with ~7 > l/2. The zeros are counted according 
to multiplicity. 
Indent the rectangle D with small semicircles with centers at the zeros 
on the left side of D and lying in u > l/2. Let the number of these zeros, 
not counting multiplicity, be N,‘. Apply the principle of the argument 
to the indented D. Let the variation in arg G on the jth interval between 
the successive semicircles as their radii approach zero be Vi . Recalling 
that the change in arg G on the right and upper and lower sides of D is 
dominated by O(L), as shown above (1.12), there results 
c Vi - TN, = 27rN2 + O(L), (15.5) 
where C is over the intervals separated by the N,’ zeros. 
Let Wj be the variation in 
WU’(4 +f’(l - $1 G(4 (15.6) 
on thejth interval (in which Vi occurs). Wj is taken for increasing t while 
Vj is for decreasing t. Recalling (1.2) and (15.5), 
c wi = ;L + 0 ($) - (27rNz + TNJ. 
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The number of times (1.8) holds on the openjth interval must be at least 
w&4 - 2. 
Hence, by (15.7), the number of zeros of 5( l/2 + it) on the open intervals 
must be at least 
g + 0 (F) - (2N, + IQ - 2N,’ 
= g - 2N,(D) + Iv1 - 2N,’ + 0 ($). (15.8) 
Now by the remark below (15.4), each zero of G(s) on u = l/2 gives rise 
to a zero of c(s) with multiplicity one greater. Thus there are IV1 + N,’ 
such zero of t;(s). Adding these to (15.8) gives 
g - 2N,(D) + 2N, - N,’ + 0 ($) 
zeros for I(S) on o = l/2. Recall that NI > N,‘. By (1X4), the above 
exceeds 
.34UL/2n 
and proves the Theorem since 
N(T + U) - N(T) = g + 0 ($). 
As regards the Corollary to the Theorem, if t;(s) has a zero of multipli- 
city m on u = l/2, then t;‘(s) has one of multiplicity m - 1 and hence so 
does G(s) by (1.9). The first result of the Corollary now follows from 
(15.4). 
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