The practical implications of social capital are broad and profound, with consequences that may be beneficial or pathological. Positive outcomes operate through and include social control or norm observance, family support and benefits mediated through extra-familial networks. These have been demonstrated to have an impact on income outcomes (Burt, 1997; Montgomery, 1991; Narayan and Pritchett, 1999; Grootaert, 1999; Robinson and Siles, 1997) ; collective action at the community level (Narayan, 1995; Molinas, 1998) ; as well as others. The inherent value of social controls is that they render formal or overt controls unnecessary. The way social capital is embedded in social structures may contribute to the public good (Narayan, 1998) . Conversely, the negative impact of social capital embedded in powerful, tightly knit social groups, not accountable to citizens at large, is evidenced, for example, in corruption and cronyism in political and government institutions (see, for example, Evans, 1989; Mauro, 1995; World Bank, 1997 ).
An intrinsic characteristic of social capital is that it is relational.
Whereas economic capital is in people's bank accounts and human capital is inside their heads, social capital inheres in the structure of their relationships.
To possess social capital, a person must be related to others, and it is these others, not himself, who are the actual source of his or her advantage. (Portes, 1998) Simply, social capital exists only when it is shared. While social capital is relational, its influence is most profound when relationships are among heterogeneous groups. From an economic perspective, several recent studies conducted as part of the World Bank's Local Level Institutions Study (Grootaert and Narayan, 2000) confirm the importance of heterogeneity in group membership (a gauge of positive social capital) and economic outcomes. This pattern of results is found in rural Tanzania (Narayan and Pritchett, 1999), in Indonesia (Grootaert, 1999) and in rural Bolivia (Grootaert and Narayan, 2000) . It is not simply an issue of the extent to which people are connected to others, but the nature of those connections.
Other studies, particularly from Latin America, consistently demonstrate that despite high ratings in community solidarity in indigenous communities, communities with high concentrations of indigenous people remain poor if they have few connections to the powerful within or outside the community. While they may manage to attract government-provided basic social infrastructure, this does not result in production opportunities. Indeed, there is little evidence that indigenous social organizations are providing the foundation for indigenous groups to mobilize either for fundamental rights or for greater access to economic and political participation (Junho Pena and LindoFuentes, 1998; Gacitua-Mario, 1998) . In the absence of outside allies, indigenous social capital of poor communities remains a substitute for the resources and services provided by the state.
While there is high consistency in the definitions of social capital at a general level, including the forms and dimensions it embraces, at an operational level the interpretations of what social capital is and is not are diverse. Correspondingly, methods used to measure social capital are varied, reflecting the diversity of its interpretations. Paxton (1999) , for example, noted the 'wide gap between the concept of social capital and its measurement'. A worthwhile contribution to the growing body of social capital literature, therefore, is one that advances the reliability and validity of its measures. It is to this end that this article is principally directed. In particular, our primary purpose is to provide researchers with a set of statistically validated survey questions for measuring social capital in developing communities. This effort at measurement should, as well, further refine the theoretical constructs. A secondary goal is to document the use of these measures in two African republics: Ghana and Uganda.
We begin with a brief description of select methodological studies on social capital, and proceed with the results and conclusions of our own work. Our principal tool is factor analysis, a multivariate statistical technique for isolating subsuming factors or dimensions. We also present regression results that partially validate the measures. We conclude with a recommended set of core questions for measuring social capital.
The Measurement of Social Capital
Measurement in the social sciences is an inevitably tricky business. The iconoclastic Nobel laureate in physics, Richard Feynman, suggested that he chose a career in physics over the social sciences because social science problems are more difficult (Feynman, 1988) ; this difficulty stems in part from the problem of measurement. Theories such as social capital comprise constructs that are inherently abstract and require subjective interpretation in their translation into operational measures. Such operational measures are invariably indirect surrogates of their associated constructs. An intermediate step in defining what social capital is and is not is to unbundle the theory into its dimensions. We turn next to a brief review of what some others have done in this pursuit. The review is intended as illustrative, not exhaustive.
Select Social Capital Measurement Studies

World Values Survey
Ronald Inglehart conducted the earliest cross-country work on dimensions of social capital. Over the last decade he and his collaborators collected data from 43 societies in the World Values Survey to understand the role of cultural factors in political and economic development. The first surveys were conducted in 1981 and the last round in 1995 (Inglehart, 1997) .
The most well-known aspects of the World Values Survey among economists are the variables most directly linked to social capital, namely trust and membership in associations. Several researchers have used questions addressing generalized trust. Knack and Keefer (1997) , for example, demonstrate a strong relationship between generalized trust and levels of investment in 29 countries.
The World Values Survey also includes two questions on memberships and associations ('Do you belong to different types of associations?' and 'Are you actively engaged in them?'). Inglehart (pers. comm., 1998) agrees that the measure on associations is partial since it does not include characteristics of associations, nor does it include many traditional organizations in developing countries. In response, the instrument we developed, the Global Social Capital Survey (GSCS), included questions addressing both of these issues.
Inglehart found no correlation between economic growth and group membership. However, he did find that the relationship changes with the level of economic development. The correlation between cumulative membership in 16 types of organizations was negative in societies with a GNP/capita above US$8333 (r = -.35) but positive among the less developed countries or those with GNP/capita below US$8300 (r = .24). Although, neither correlation is very strong, Inglehart interprets his results to support Putnam's thesis that voluntary organizations play positive roles in the early stages of economic development (Putnam, 1993) . Onyx and Bullen (1997) developed a practical measure of social capital for community organizations to assess themselves as well as the impact of their work in building civic engagement. Using data drawn from five Australian communities, they identified one general underlying factor and eight primary independent or orthogonal factors that collectively account for approximately 50 percent of the variance of social capital. The eight factors in order of their contribution to the underlying factor were: participation in local community; proactivity in social context; feelings of trust and safety; neighborhood connections; family and friends connections; tolerance of diversity; value of life; and work connections.
New South Wales Study
Those questions that did not appear to be related to social capital were those that concerned government institutions and policy. However, the questions were general, and not specifically related to the quality of interactions with government agencies. In the GSCS, we attempted to measure the quality of interactions with such agencies.
The Barometer of Social Capital, Colombia John Sudarsky (1999) , drawing in part on the World Values Survey, has developed and tested an instrument in Colombia that empirically resulted in two dimensions: social capital and 'faith in unvalidated sources of information' (FUSI). Using factor analysis, Sudarsky reported that the social capital factor accounted for 38 percent of the variance, while FUSI accounted for 12 percent of the variance. Again using factor analysis, Sudarsky identifies eight dimensions subsumed within the social capital factor. The dimensions he identifies are: institutional trust; civic participation; mutuality and reciprocity; horizontal relationships; hierarchy; social control; civic republicanism; and political participation.
Index of National Civic Health, USA Concerned with the decline of civic engagement in the USA, the National Commission of Civic Renewal identified five equally weighted dimensions in the Index of National Civic Health (National Commission on Civic Renewal, 1996) . The five dimensions are: political engagement; trust; associational membership; security and crime; and family stability and integrity. The political dimension includes voting in elections and other political activities such as signing a petition and writing a letter to a newspaper, behaviors we measured as well in the GSCS. Trust includes trust in others, and trust and confidence in the federal government. Associational membership includes membership in groups or church attendance, charitable contributions, local level participation and serving as an officer in local groups. Security and crime encompasses murder rates in the youth population, fear of crime and survey-reported crime per population. Finally, family stability and integrity comprise such elements as divorce rates as well as non-marital birth rates. The study tracks change since 1974 and concludes that although the trend lines are different for different dimensions, overall there has been a consistent decline in civic participation over the last three decades in the USA. A similar conclusion is documented in Putnam's recent work, Bowling Alone (Putnam, 2000) .
A summary of some of the key dimensions across studies is presented in Table 1 . As described later, our view on what we considered to be the underlying dimensions changed as the study progressed. The Table, however, reflects our current thinking. We have taken liberties in broadly defining the dimensions across investigations. We also acknowledge that there are qualitative differences in the ways in which these dimensions have been operationalized across studies. A tick simply indicates an attempt to measure the construct. Table 1 is presented primarily to give the current investigation a methodological context. Table 1 reveals the strong consistency across researchers in the dimensions conjectured to be subsumed within the social capital construct. Trust and membership, for example, are included in all the studies. Safety, connection with family and friends, reciprocity and social proactivity dominate the studies. The uniqueness of our research rests on several issues. It strives for comprehensiveness in the dimensions and measures it employs. Second, it 
Studies --------------------------------
The Conceptual Basis for the Current Study
We postulated several key dimensions against which social capital should be measured and their relationship to determinants and outcomes. A simplified version of this framework, derived from Narayan (1999), is shown in Figure  1 . The framework reflects our point of departure. It changed over time, largely as a function of our analyses of the two data sets. While results varied, certain patterns remained consistent and strong. It is these patterns, discussed later in the article, that are ultimately included in what we propose as viable social capital measures. They are reflected in Figure 3 , a revision of Figure 1 presented near the end of the article. Note that neither determinants nor outcomes constitute exhaustive sets in Figure 1 . Note as well that empowerment, a gauge of the perceived positive impact one can have on a community, is represented as both a determinant and an outcome. While psychometrically vexing, certain variables can be defined as both determinants and outcomes. Consider, for example, the intercorrelations for four variables selected for illustration in Table 2 , and drawn from the Ghana EA (enumeration area) data. Each column heading includes a designation of whether we perceive the variable to be an outcome (O) measure or a possible outcome or determinant (O/D). Spearman's rho correlations are shown. Emboldened correlations are significant at the .01 or .05 level.
Nearly 70 percent of the correlations are statistically significant, a finding that substantiates a strong interrelationship between determinants and outcomes. Those correlations that are significant are, as well, sensible. For example, happiness is significantly correlated with a sense of identity and perceived impact. (The negative and non-significant correlation between happiness and voting provides an interesting counterpoint.) Determinants and outcomes are difficult to differentiate into mutually exclusive categories. Figure 2 details the relationship among the hypothesized dimensions of social capital and the questions employed to measure each dimension, and served as a blueprint against which the questionnaire was organized. (Note that everyday sociability refers to questions regarding with whom and with what frequency people do such things as visit one another, eat outside the home, shop and play games together.) Building on a review of the literature and 25 existing questionnaires and qualitative data collection instruments focused on social capital, one of the authors (Narayan) developed a draft instrument. In turn, a workshop with multidisciplinary participation (sociologists, anthropologists, political scientists, economists and so on) was held at the World Bank on 24-25 June 1998 to review and suggest modifications to the questionnaire. 1 The approach meets the two principal standards for ensuring content validity insofar as it was both 'sensible' and resulted in a representative collection of questions (Nunnally and Bernstein, 1994) . The questionnaire was piloted in the Republic of Ghana in summer 1998.
Methods
Development of the Global Social Capital Survey: Overview
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Figure 2 The Dimensions of Social Capital
Data were extensively analyzed, with exploratory factor analysis of particular relevance. What we found supported our a priori suspicions; emerging from the data was a number of stable factors, or dimensions, of social capital: trust, everyday sociability, generalized norms and so forth. A second pilot study was conducted in the Republic of Uganda in late 1998. Our intent in this phase of the investigation was to progress from exploration to confirmation. Would the same dimensions that emerged so clearly in Ghana emerge as well in a population so demographically dissimilar? They did. Exploratory factor analyses resulted in outcomes highly consistent with what was found in the Ghana. Subsequent confirmatory factor analyses were also performed on the Ugandan data using structural equation modeling (SEM) to test for the hypothesized dimensions. In sum, the hypothesized dimensions of social capital are largely stable and consistent across data sets, and the questions used to measure social capital are demonstrably reliable and valid.
Administration of the Survey -Ghana and Uganda
In this section, we first describe some issues pertinent to the administration of the survey in the two countries, and then describe some salient differences in the two samples.
Ghana The questionnaire was piloted by a trained team from the Ghana Statistical Services in 1471 households in four regions, three rural and one urban (greater Accra), in Ghana during August and September 1998. The household sample was drawn from clusters established in previous research in Ghana (Ghana Statistical Service, 1997) . In that investigation, a two-stage, stratified sampling procedure was employed using the National Sampling Frame of EAs. The frame was first stratified into coastal, forest and savannah zones, and then into urban and rural EAs.
The largest ethnic group represented in the sample are the Akan (N = 839; 57 percent of the respondents). The Gan (N = 173; 11.8 percent) are the next largest group represented, followed by the Dagomba (N = 113; 7.8 percent). Most respondents identified themselves as Christians (N = 1103; 75 percent), with Islam represented as the next largest group (N = 245; 17 percent). Respondents' employment industries are predominately split between those working in agriculture (N = 658; 45 percent) and in non-agricultural industries (N = 810; 55 percent).
Uganda Prior to its administration in Uganda, several questions in the questionnaire were reworded and response scales modified. The field experience in Ghana revealed, for example, two questions in which the precoded categories were not broad enough to reflect anticipated variability. In addition, several categorical level scales were revised to ordinal level scales.
These in turn were treated as interval level scales, a practice neither uncommon nor indefensible (see, for example, Cliff, 1993).
Likert-like scales, such as those used in the GSCS, are obviously not continuous and as such may violate assumptions of univariate or multivariate normality (Bollen, 1989) . To reduce the probability of potentially spurious results and conclusions, the Uganda data were analyzed in parallel using nonlinear principal components analysis, an approach appropriate to analysis of categorical data. In general, the results were largely consistent with analyses performed on both the Ghana and Uganda data sets. Emergent components (factors) emerged, and, within these components, patterns related to trust, safety and so forth emerged as well.
The revised questionnaire was administered to a sample of 950 men and women from impoverished, urban communities in Kampala, Uganda in November 1998.
Circumstances precluded the same level of sampling rigor employed in the Ghana study. In addition, the Uganda sample is more homogeneous in several regards than its Ghana counterpart. The Uganda sample, for example, was predominately from an economically depressed urban area. Finally, given the representation of a small number of EAs in the sample (N = 10), analysis of the Uganda data was limited to the individual household level.
Ghana and Uganda -Some Descriptive Comparisons
To provide the reader with a sense of similarities and differences between the two data sets, several comparisons follow. We present these data primarily to establish context for a key finding of the article: despite the substantial demographic and psychographic differences between the two groups, the dimensions emerging from the factor analyses are remarkable alike. Table 3 compares the two data sets on several key demographic variables. Chi square tests of independence were conducted on each categorical variable to test the null hypothesis that the two variables are statistically independent. In all cases, the null hypothesis was rejected (p < .001). Averages reported were compared using t tests; again, all were significant (p < .001).
General Demographic Differences
In sum, the Ghana sample represents smaller sized families, fewer younger children, lower unemployment, greater diversity in employment industry and lower crime than the Uganda sample.
General Social Differences
Differences between the two sample groups extend beyond demographics, however, as reflected in Table 4 .
The 3232 memberships reported by the 1471 respondents in Ghana represents an average of about 2.2 memberships per person. In contrast, the average membership per respondent in Uganda is 0.5. Approximately 92 percent of the Ghana respondents, for example, indicated membership in a religious or spiritual group. The percentages in Uganda are a near mirror reversal. While not as dramatic a difference across other types of groups, with the exception of sports groups, memberships in Ghana are substantially higher than those in Uganda. Table 5 compares the two data sets across several attitudinal variables. As with the demographic data, chi square tests of independence were conducted to test the null hypothesis that the particular variable is statistically independent of country origin. In all cases the null hypothesis was rejected (p < .001).
In summary, data from the Ghana sample reflect a people high in optimism, self-efficacy, security and personal power. Uganda, by contrast, is a largely mirror image. Setting aside differences between the two samples, one provocative similarity is worth mentioning here because of its relationship to a fundamental aspect of social capital: the reasons given for why groups are active or inactive. In both Ghana and Uganda, the same principal reasons given for why groups are active or inactive are identical. Strong leaders are why groups are active; lack of strong leaders is why groups are inactive. A strong sense of community engenders active groups; a lack of community cohesion impedes the creation or maintenance of active groups. The third and fourth most frequently occurring responses in both countries for groups being active are: to make life better and to advance economically. The percentages, however, are comparatively small. For example, a strong sense of community was mentioned by 36 percent of the Ghana respondents, whereas economic advancement was cited by only 9 percent of these respondents. Groups have, presumably, some intangible, inherent value to their members. While group involvement may contribute to economic growth under some circumstances, it is not perceived by respondents as an explicit means for achieving this end. Community involvement appears to stimulate involvement in groups, which, in turn, reinforces community involvement.
Factor Analyses
General Factor Structures
All scales in the GSCS were examined and recoded where necessary to achieve consistency in direction: that is, the higher the value for any given question the greater the social capital, or the higher the value on the outcome variable. For example, several questions used to measure social interactions were recoded to assign a higher value to greater heterogeneity of social interactions. Several individual questions were combined into additive indices. Group membership, for example, originally segmented into 13 variables (religious, cultural, political and so forth), was collapsed into two indicesgroup membership (a measure of the number of different groups to which respondents belong) and number of groups (a measure of the number of groups to which respondents belong).
Preliminary analysis of the data to access suitability for factor analysis was performed. In particular, the Keiser-Meyer-Olkin (KMO) measure of sampling adequacy was .77, and the Bartlett test of spericity was significant at p < .001 for the Ghana data. Both measures support the appropriateness of performing factor analyses on the data. Similar results were obtained for Uganda. The primary approach was maximum likelihood with Varimax rotation.
While the issue of the number of factors to retain is ultimately judgmental (Green, 1978) , we selected a ten-factor model as the best fit for the Ghana data, and a more parsimonious four-factor model for Uganda. Virtually all eigenvalues (which define the proportion of variance accounted for by each of the factors extracted) exceeded unity. In Ghana, the combined factors account for 47.8 percent of the variance. In Uganda, the combined factors account for 63.8 percent of the variance. 2 What is common to the two factor structures? First, the principal factor in both solutions is group characteristics (GC; detailed in Table 7 ), accounting for the largest percentage of variance in each solution (Ghana: 9.2 percent; Uganda: 41.4 percent). (Table 6 presents the variances, cumulative variances and eigenvalues associated with each factor for the two data sets.) Indeed, the first factor in the Uganda factor structure includes all GC variables included in the analysis.
Second, while the Ghana factor structure disperses the remaining GC variables across two additional factors, it keeps intact the three indices of group involvement (participation; money contributed; and involvement in decision-making) within one factor. 3 In other words, the clustering of variables remains largely similar across the two factor structures. Third, trust emerges as a unique factor in both structures. Fourth, volunteerism emerges as a unique and independent factor in the Ghana structure, while neighborhood connection questions cluster together into a unique factor for Uganda. While everyday sociability (ES) variables were eliminated from the Uganda analysis for reasons described in note 3, they do cluster together, albeit across several factors, in the Ghana structure. Fifth, factor loadings are generally quite high; all exceed a .4 threshold. In addition, there are no cross-loadings. In sum, there are strong similarities between the two factor structures, and the dimensions depicted in Figure 2 are supported in either one or both of the two factor structures. What emerged empirically supports what was speculated theoretically.
Ghana Uganda -----------------------------------------(Rotated Sum of Squared Loadings) (Rotated Sum of Squared Loadings) -----------------------------------------
Hypothesized Dimensions
We factor analyzed each separate, hypothesized dimension of social capital. Why? The overall factor structures have integrity as demonstrated in the preceding section. Since a primary intent of this article, however, is to recommend a stable set of survey questions for measuring the multiple dimensions of social capital, analyzing each separate dimension permits us to assess the relative homogeneity of each dimension and to select the 'best' items for measuring the dimension. Our selection guidelines were to choose individual items that: explain the largest percentage of the variance; have relatively large and statistically significant intercorrelation coefficients; demonstrate a stable pattern across the two data sets; and have relatively high loadings on the factor(s).
In recommending items for inclusion in the final instrument we employ the following coding scheme. Variables marked with a single asterisk (*) are strongly recommended for inclusion in subsequent research. Those with two asterisks (**) are variables that might be eliminated should the researcher wish a briefer instrument, or retained to improve reliability. Those items without an asterisk are suggested for elimination. A summary of all variables and scales is documented in the Appendix.
Group Characteristics Factor loadings for both Ghana and Uganda are shown in Table 7 . Consistent with previous analyses, there is greater variability in the Ghana results than in the Uganda results. All variables load on one factor in Uganda. In Ghana, a second factor emerges with one variable (number of memberships), cross-loading on the two factors. Despite these minor differences, the pattern across the two country data sets is remarkably consistent. For example, the relative magnitude of the loadings is relatively similar, as is the relative order. Note, for example, that the first two variables in the table have the highest loadings for each country. Note as well the clustering of the last three variables in the table. Some items intended to measure this dimension were discarded on the basis of the overall factor analysis. For example, funding source failed to load meaningfully in either the Ghana or Uganda analyses and was consequently eliminated.
Generalized Norms It was not technically feasible to extract a factor structure from the Ghana data for those items related specifically related to generalized norms (GN). As such, results from Uganda alone are presented in Table 8 . The three items intended to measure GN load on a single factor. All items are moderately and significantly intercorrelated, and underlie the recommended (*) vs suggested (**) designations. For subsequent research, investigators have two options for these three questions. One might legitimately choose to use only one of the questions to measure the construct, specifically the question related to trust because it has the highest loading on the factor. An equally defensible option would be to use one or both of the additional questions. The tradeoff is between time and inconvenience to the respondents and reliability. In general, the larger the number of questions asked that defensibly measure the same construct, the higher the reliability. .739 **Would you say that most of the time people are just looking out for themselves, or they are trying to be helpful?
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.658 **Do you think that most people would try to take advantage, or would they try to be fair?
.648
Trust Trust emerged as a single factor in the overall factor structures of both Ghana and Uganda, as presented in Table 9 . In comparing the two data sets, however, note that several variables included in the Ghana questionnaire were eliminated in the Uganda version (namely, people in your tribe; people in the same clubs; and politicians). In turn, several variables were added, specifically questions related to trust of community/ward government officials; judges/courts/police and so on. What conclusions can be drawn from these data?
• First, the factor structure for Ghana is elegantly unidimensional. All variables load onto the same, single factor. In addition, all intercorrelations are generally moderate; the exception being the not surprising relatively low correlation between trust in family members and trust in politicians.
• Second, the Uganda data present a less clear pattern. Three factors emerge rather than one, although the first factor in Uganda includes only those variables absent in the Ghana questionnaire. With two exceptions (trust of business owners and trust of community/ward officials), the remaining variables load on a single factor paralleling Ghana's one factor. Correlations are virtually all very low in Uganda, particularly those associated with community/ward officials. The simplest explanation for problems with the variable is one of ambiguous interpretation among respondents.
• Finally, since trust is empirically a strong and consistent dimension of social capital, researchers may want to include or exclude specific variables pertinent to the community being studied. For example, in a community with a very strong NGO presence, it may be meaningful to inquire about trust in the NGO. We believe that the foci of the trust questions are less important than the inclusion of questions relevant to trust.
Before examining the dimension 'togetherness', a comment about the relationship between GN and trust is in order. GN it will be recalled includes one variable related specifically to trustworthiness and two additional ones related to perceived helpfulness and fairness. In general, the correlations among the three variables comprising GN and those comprising trust are generally very low; many are not statistically significant. While superficially the variables (trustworthiness in particular) seem conceptually related to trust, they are measuring a different construct.
Togetherness This dimension presents an interesting dilemma. It is technically not viable to perform a factor analysis on the two variables for either data set. In the overall factor analysis performed on the Ghana data, both variables load singularly on the same factor. In Uganda, only one of the two questions, togetherness, was ultimately included. The question of how well people get along was very weakly and not significantly correlated (r = .024; p = .22). In contrast, in Uganda the two variables are moderately correlated (r = .529; p ≤ .0001). Given the conflicting results, we recommend that both Narayan and Cassidy: Measuring Social Capital 77 Table 10 Factor Loadings: Everyday Sociability -Ghana items be included in future research. In addition, we recommend that one or more additional items directed at measuring the togetherness dimension be piloted in subsequent surveys.
Factors ---------------
Everyday Sociability None of the measures of everyday sociability was ultimately included in the overall Uganda factor analysis for reasons mentioned earlier. While considering the results of the separate analysis of everyday sociability for Uganda in our recommendations for variables to be included in subsequent research, we rely primarily on the Ghana results, shown in Table 10 . The percentage of variance explained by each of the four factors is included in parentheses in the appropriate columns of Table 10 .
Neighborhood Connections
The two items targeted at measuring neighborhood connections were eliminated from the overall factor solution for Ghana. We suspect their failure to load meaningfully in the solution is partly a function of lack of variability in response. The questions were asked with binary (yes/no) response options; ('If you were sick, would you ask your neighbors to care for your children for a few hours?'; 'If you were sick, would you ask your neighbors for help?'). The percentage of those responding 'yes' to each question respectively was 88 percent and 90 percent. For the Uganda administration, the scale was changed to a five-point likelihood scale, resulting in greater response variability. In addition, in the overall factor analysis for Uganda, the two items loaded together on the third of the four-factor solution. While not technically viable to conduct a separate factor analysis on the dimension, the two items are strongly and significantly correlated (r = .75; p ≤ .0001). We recommend, therefore, including both items in future survey research instruments. To improve scale reliability, it is advisable to add one or more items directed at measuring the same construct. Volunteerism Six items were used to measure volunteerism. In the Ghana data set, five remained in the final factor solution (Table 11) . Factor 1 accounts for 28 percent of the variance in the factor solution, while factor 2 accounts for approximately 20 percent. In Uganda, only the second item, addressing negative consequences for not volunteering, loads with a meaningful value (.998), and on the first factor from that solution; all other factor loadings are < .23. Indeed, no variable related to volunteerism remained in the overall Uganda factor solution.
Correlations for the Ghana data are all significant at the .0001 level with the exception of the question about helping another in the previous six months, which is not statistically correlated to the question pertaining to criticism.
We conjecture that the first four items in Table 11 measure the same construct, namely volunteerism, and that the fifth measures a dimension only partly related to volunteerism. Hence, we suggest that the first two items listed in Table 11 be retained as measures of the volunteerism dimension of social capital; the third and fourth be entertained given reliability considerations or the particulars of the community under investigation, and that the last item be eliminated.
Confirmatory Factor Analysis
While exploratory factor analysis is largely directed at identifying a relatively small set of underlying clusters or dimensions that subsume a larger number of intercorrelated variables, confirmatory factor analysis statistically tests these clusters as well as the predictive validity of the factor structure. It is a theory testing vs a theory-generating method (Stapleton, 1997 ).
An SEM approach was used to perform the confirmatory analyses. In particular, AMOS 3.6 (Arbuckle, 1997), a graphics and text-based SEM program similar to LISREL and EQS, was used. Confirmatory factor analysis uses a maximum likelihood approach to extract prespecified dimensions 4 and test if the residual covariance matrix still contains significant variation (Gorsuch, 1983) .
It is appropriate in confirmatory factor analysis to test the relationship between various theoretical models. The approach used here is consistent with commonly advocated procedures (see, for example, Bentler and Bonnett, 1980; Breckler, 1990; Gorsuch, 1983) , in which several, increasingly more detailed models are evaluated. We began with a one-factor model in which all variables were loaded onto one general factor and covariances left unspecified.
Subsequent manipulation of the model included eliminating three variables included in the exploratory factor analysis, and specifying a number of covariances among error terms. The final model is significant ( 2 = 171.53; d.f. = 148; p = .09), permitting acceptance of the null hypothesis that there is no significant difference between the measurement model and the observed data.
The final model provides an excellent fit for the data across several key indices. The RMR index was equal to .049, below the acceptable threshold of .05 for a good fit, as is RMSEA (.013) (Browne and Cudeck, 1993) . The CFI (.99) exceeds the conventionally accepted threshold of .95. In essence, the confirmatory analysis resulted in a model that, with minor exceptions, is virtually identical to the model that emerged in the exploratory work.
In examining the relationship between each variable and its associated dimension, none of the critical ratios (t values) is less than 2.0. Hence, it can be concluded that each of the dimensions has a significant effect on its associated variable (p ≤ .05). In addition, with few exceptions, all standardized regression weights are relatively strong, i.e. > .70.
Determinants of Social Capital
Pride and Identity Given that only two questions were used to measure this dimension, it is not viable to perform a factor analysis on the data. The intercorrelation, however, between the two variables is significant for both Ghana (r = .42; p < .0001) and Uganda (r = .67; p < .0001).
Political Engagement Results of analyses conducted on both the Ghana and
Uganda data sets are presented in Table 12 . While we include this dimension in this section on determinants, we argue later in the article for treating political engagement as an outcome of social capital.
The factor structures for both countries are remarkably similar. The first two variables, for example, load on factor 2 in both Ghana and Uganda; two of the last three variables load on factor 1 in both solutions. While the variable related to frequency of contacting a politician loads relatively weakly on factor 2 in the Uganda solution, its high loading in Ghana suggest its inclusion in subsequent research. Protest activity fails to load at a value greater than .30, and thus is not recommended for future survey administrations. The last variable listed, while loading at .438 in the Uganda solution, should also be eliminated principally because it fails to discriminate well. For example, in Ghana only 15 percent of those queried responded that they would not vote for a candidate from another ethnic group/caste/tribe/race/religion or linguistic group. In Uganda, those responding similarly were approximately 10 percent. It is possible, however, that the lack of variability in response is a function of the binary scale used (yes/no). It might, therefore, be worthwhile to rephrase the question using a scale with multiple response options.
Communication Table 13 shows the factor structure for communication variables in Ghana. The first factor subsumes variables related to media; the second largely addresses proximity variables, while the third is related exclusively to roads. All variables are significantly intercorrelated (p < .0001). The amount of variance accounted for by the first two variables is, respectively, 19.8 percent and 18.1 percent. The third accounts for 11.7 percent of the variance in the solution.
Outcome Variables
In this section, we consider several outcome dimensions of social capital: for instance, quality of government; honesty; and peace, crime and safety. Other Narayan and Cassidy: Measuring Social Capital 81 outcomes, such as self-reported happiness, are not addressed as dimensions but are examined separately in the next section on the predictive validity of the questionnaire variables. Table 14 , only the first two are recommended for inclusion for subsequent research; both load with high values on the first factor for both data sets. The third variable listed is subsumed by the second factor in Ghana, which accounts for approximately 9 percent vs 31 percent associated with the first factor. The fourth variable (time spent dealing with regulations and bureaucracy) was not asked in Uganda, and the strength and location of its loading in the Ghana solution do not justify its sustained inclusion. The last variable listed, while not loading above .30 in Ghana, does, however, load strongly in Uganda and hence is suggested for inclusion. In addition, it is weakly and insignificantly correlated with the other variables.
Quality of Government Of the variables included in
Honesty/Corruption Both the wording and the scale were changed between the initial administration of the instrument in Ghana and its subsequent administration in Uganda. Moreover, several of the authorities inquired about (for instance property/land registration officials; traditional authorities) were added or deleted in the two administrations. Table 15 shows the results from the factor analysis performed on Ghana. Drawing from the Uganda data as well (Table 16 ), the additional variables marked with asterisks are also recommended or suggested for inclusion.
The pattern in the Uganda data in fact is intriguing, suggesting a bifurcation in the factor structure potentially related to familiarity with or proximity to the officials. Note in Table 16 , for example, how the authorities with whom one might expect respondents to have greatest familiarity generally cluster in factor 1. The notable exception is the post office, which is also, interestingly, negatively, albeit weakly, correlated with the other variables.
Competency Competency was measured in the GSCS by asking respondents about their level of perceived competency of various officials. The results of the two factor structures are shown in Table 17 . All variables recommended or suggested for future research are significantly intercorrelated with the other measures so identified in both the Ghana Narayan and Cassidy: Measuring Social Capital 83 Note: 'Add. payment' refers to moneys paid to government agencies to get things done. and Uganda data sets. While the judges/courts variable cross-loads in the Ghana analysis, it is the highest loading variable in Uganda, loading solely on factor 1. As such, it seems prudent to retain it in future research.
Peace, Crime and Safety
The final outcome dimension we examine is peace, crime and safety. The results of the analyses for both countries are shown in Table 18 . What can be derived from Table 18 ? First, the patterns are remarkably consistent across the two samples. The first three items are significantly intercorrelated and obviously measure the same construct. Hence, the second and third items are tagged as suggested variables. Second, the fourth variable (confidence in the government for protection) is negatively and significantly correlated with the first three variables in the Ghana data. Its recommendation for inclusion is predicated on the strength of its loading on the second factor in Ghana. Finally, while neither of the last two variables listed load meaningfully in the Ghana analysis, they do in the Uganda analysis, likely a function of the substantial differences between the two samples. Since, based on the Uganda results, they both measure the same construct and since both are significantly interrelated in Uganda (r = .763; p ≤ .0001), either may be employed. The variable related to non-violent crimes is recommended because of its slightly higher loading and because it is anticipated that in general more persons will be affected by non-violent rather than violent crimes.
Predictive Validity
If the variables recommended as measures of social capital are of intrinsic worth, they should be able to predict a substantial amount of the variance in key outcome variables. In this section, we attend to this topic. The recommended GSCS social capital variables perform admirably in explaining variance in a number of outcome variables at the community level. They do less well predicting at an individual household level. For example, in Ghana, approximately 13 percent of the variance in the measure 'How happy are you?' was explained in a stepwise regression that eliminated all but a few social capital variables. In Uganda, only 6.7 percent of the variance was explained -and by a different set of predictors. The story, however, is quite different when the households are aggregated at the EA level. Unfortunately, we were unable to perform this level of analysis on the Uganda data because of the small number of EAs represented. We limit our results, then, to the Ghana data set, with 70 EAs represented in the analysis. Table 19 depicts the variance associated with each factor. Note that the factor labels reflect some overlapping.
The EA level, eight-factor solution, is, despite some minor differences, Narayan and Cassidy: Measuring Social Capital 85 The results are impressive across virtually all variables representing major outcome dimensions. What predicts political involvement, perceived competency and honesty of government institutions, feelings of safety and so forth are the fundamental components of social capital: trust, social interaction, group involvement and affiliation, volunteerism, for instance. The results also have face validity in the best sense of the term -that is, they are sensible. For example, the two variables concerning competency of government institutions reflected on p. 87 are predicted in part by trust in politicians. The variable related to perceived safety of the household is predicted by variables related to the cohesion of the community, trust in family and social engagement with others in the community. Another noteworthy finding is the high variance explained in voting behavior (R 2 = .869). And what predicts the behavior: participation, volunteerism, trust and group characteristics. The key element across all outcome variables is basically involvement with others in a meaningful way: namely, social capital. The last row in Table 20 predicts the EA, based on several key predictors. The variance accounted for is high (R 2 .719), and the predictors are not surprising.
What happens, however, when tangible assets are added to the list of independent variables? In truth, there is some positive influence, but generally not great. For example, perceived honesty of judges and courts increases from the .532 noted in Table 20 to .625, and cattle and motorcycle ownership enter as significant predictors. The adjusted R 2 value for satisfaction with life increases from .348 to .512 when respondents own sewing machines and cattle, but these changes are not surprising. Unsurprising as well is the change in R 2 when assets are included in the regression conducted to predict whether policies change without involvement of those affected. Without assets in independent variables, the adjusted R 2 is .436. Including assets increases the R 2 to .594 and reflects ownership of a sewing machine and refrigerator. One might reasonably speculate that ownership of tangible assets might increase one's sense of self-efficacy. Conversely, there is no change in the R 2 or the significant predictors for the variable related to perceived power to change one's life (R 2 = .245). So also, there is no change in the predictors for safety or in the adjusted R 2 . In other words, tangible assets may have some salutary influence on the predicted variable, but the most important predictors, consistently, are those related to the social capital a community possesses.
Including Determinants
We noted earlier that some variables, such as pride and identity, may be considered determinants or outcomes of social capital. When treated as outcomes, the results are quite interesting, as shown in Table 21 .
The variable contributing most to a sense of pride is a social interaction variable. Cattle and bicycle ownership come into play, but six of the eight significant predictors are measures of social capital, not economic assets. A similar pattern emerges in regard to identity. The data support that respondents' identity is a function principally of social capital variables: everyday sociability and trust.
Determinants as Predictors
We also created nine indices of social capital (one for each of the eight factors and one cumulative index), based on the EA level Ghana data. Each index was weighted in relation to the percentage of variance accounted for by the associated factor. Factor 1, which accounted for the largest percentage of the variance (16 percent), was set at unity. Factor 2, accounting for 15 percent of the variance, was given a weight of .93, and so on. A regression was then conducted with each of the eight weighted indices. When regressed against EA, the variance accounted for was 66.5 percent, somewhat less than the 71.9 percent documented above when the individual variables were used. This is not surprising: there is less predictive precision in an index than there is in the individual variables of which it is comprised. All indices were, however, included as significant.
We also examined determinants as predictors of social capital. An index of total social capital, comprising the weighted subindices discussed previously, was generated. Included in the stepwise regression were all communication variables, pride and identity variables and political engagement variables. An adjusted R 2 of .671 was calculated with the following variables all significant predictors (p ≤ .05): voting in last state election; proximity to nearest telephone; sense of identity; and willingness to vote for a candidate outside the respondent's ethnic group, race and so on. These results suggest that political engagement may indeed be a meaningful determinant of social capital, as well as the individual's sense of identity. That only one of the Narayan and Cassidy: Measuring Social Capital 89 Internal Homogeneity Another measure of the adequacy of the items is the overall reliability of the item set. As such, additional analyses were performed to assess the internal consistency of the questions used in the factor analysis. Cronbach's alpha values for those variables included in the final Ghana models indicate high reliability (household = .89; aggregate = .81), exceeding the customary .70 threshold (Nunnally and Bernstein, 1994 ).
Summary and Conclusions
The reader may recall that Figure 1 represented our point of departure. Figure 3 reflects our current thinking, influenced largely by the analyses conducted in this investigation. What are the principal changes? First, we now conjecture that political engagement is a consequence rather than a dimension of social capital. Second, we now believe that empowerment is better defined as a determinant of social capital than as an outcome. Third, community solidarity (togetherness), initially perceived as a determinant, we now believe is better defined as a dimension of social capital. Finally, communication has been added as a determinant.
A reliable, valid and consistent set of measures advances theory development and assists empirical research. Our principal goal was to develop such a set of measures for use in subsequent investigations. While some measurement issues persist (for example, if certain variables are better defined as determinants, outcomes or dimensions of social capital), we believe that some, at least partially, have been resolved. We have demonstrated, for example, the relative stability of the dimensions and the measures at different levels of aggregation and across substantially divergent populations. Additional work in the measurement of social capital is obviously needed. For example, it would be worthwhile to use the dimensions identified for the prediction of direct rather than self-reported measures. It would be worthwhile to assess the robustness of the measures in other societies and environments. We acknowledge, as well, the inherent limitations of a cross-sectional study and recommend focused, longitudinal research using the suggested and recommended measures.
A secondary goal of the article was to present findings on social capital in two African republics. From the data in these two different samples we find evidence that supports the importance of social capital in societal wellbeing. Optimism, satisfaction with life, perceptions of government institutions and political involvement all stem in large degree from the fundamental dimensions of social capital. Trust, community involvement, social engagement, volunteerism and so forth appear to influence, positively or negatively, attitudes and behaviors. Going beyond the data, we speculate that varying amounts of social capital in Ghana and Uganda might partially explain the economic disparities between the communities examined. Empirical verification of this, however, awaits future research.
[We assume that the respondent is being asked about the most important group. Should the researcher be interested in differentiating among two or more groups, response options would be provided for each. Indices referred to in this article, (e.g. same gender heterogeneity index) were additive across the three most important groups identified by respondents. Questions with slashes (/) For example, items with low communalities were eliminated, as were items with relatively low factor loadings (i.e. < .30), and/or items cross-loading on two or more factors. As such, some items eliminated from Ghana may have been retained in the Uganda set and vice versa. 3 The indices are additive across the questions inquiring about key aspects (frequency of participation, participation in decision-making and money contributed) of the three groups most important to the respondents. Some rescaling was performed on the Uganda data to permit comparisons with Ghana. 4 We use the terms 'construct', 'factor' and 'dimension' interchangeably.
