In order to process the linguistic-valued information with uncertainty in the financial decision-making, the present work uses a lattice-valued logical algebra -lattice implication algebra to deal with both comparable and incomparable linguistic truth-values. A new personal financial decision auxiliary modeling framework based on the lattice-ordered linguistic truth-valued logic is proposed. The concepts of linguistic-valued similarity and linguistic valued degree assignment function are introduced, and then a linguistic-valued approximate reasoning approach for financial decision making is presented. A case study is then provided which illustrates that the proposed approach is more flexible and effective with handling the financial decision-making problem involved with linguistic-valued information with uncertainty.
Introduction
In the representation and processing of uncertain information 1 , we often get cross some information represented with linguistic values in natural language. In this regard, the researchers put forward the theories about linguistic variables [2] [3] . The knowledge representation and processing are the basis of knowledge engineering and decision making. Many researchers have proposed some ideas and methods on knowledge representation. Elbedwehy et al. have proposed a semantic model (CKRMCC) based on cognitive aspects that enables cognitive computer to process the knowledge as the human mind and find a suitable representation of that knowledge 5 .
Xu and Cai have provided a survey of the aggregation techniques of intuitionistic fuzzy information 8 . Many approaches have been presented for representation and reasoning of uncertain knowledge in the last decade [9] [10] [11] . Ha et al. have presented a similarity measure to improve the evaluation method of weighted fuzzy production rules and the multilevel fuzzy reasoning 12 .
The conventional linguistic-valued handling methodology is based on fuzzy set theory, which generally converts the linguistic information into a membership function, after which the generated fuzzy set will be transformed back into a word or proposition using linguistic approximation 13 . The process of converting each other is mainly based on the extension principle, is usually time consuming, computationally complex, and involving loss of information 14 . It would be more natural and reasonable to represent and reason about linguistic information in its original form, i.e., through the symbolic way 15 . Although most symbolic approaches have the advantages that without the loss of information and computational simplicity by avoiding use of membership function 14, 16 , it requires that the linguistic information is totally ordered and can be manipulated by indexes. This limits the application of symbolic linguistic approach to more general situations where partially ordered information often involved. Partially ordered information is ubiquitous in our daily decision-making problems and more flexible than total orders to represent incomplete, uncertain and imprecise knowledge 17 . Lattice, a special kind of partially ordered structure, has been shown to be an appropriate and efficient structure for representing ordinal qualitative information in the real world due to its additional operations and better properties [18] [19] .
Linguistic hedge algebra can be constructed as essentially a partially ordered structure according to the natural meanings of the represented linguistic terms, and generally a lattice. There have been some important works on lattice-ordered linguistic-valued based approach for decision making problems under uncertain environment 20 .
Furthermore, in order to establish approximate reasoning scheme with positive evidence and negative evidence, Zou and other scholars have established the linguistic truth-valued intuitionistic fuzzy lattice(LI 2n ) which is based on the linguistic truth-valued lattice implication algebra(L V(n×2) ) [21] [22] [23] 25 . In order to process the linguistic-valued information with uncertainty in the financial decision-making, the present work proposes the algorithms of the distance and the similarity between two linguistic values based on 2n-element linguistic truth-valued fuzzy lattice L V(n×2) , then a approximate reasoning method which can deal with both comparable and incomparable linguistic values is presented. A new personal financial decision modeling framework based on the lattice-ordered linguistic truth-valued logic is proposed. In order to grade the investors' income and deposit, a linguisticvalued degree assignment function is discussed, and a linguistic-valued approximate reasoning approach for financial decision making is presented then. An example is provided to illustrate the flexibility and effectiveness of the proposed method for handling the financial decision-making problem involved with linguisticvalued information with uncertainty.
The rest of the paper is organized as follows: Section 2 outlines some preliminary concepts about the linguistic truth-valued algebra and their corresponding propositional logic system. Section 3 presents a kind of similarity based on 2n-element linguistic truth-valued fuzzy lattice and establishes a linguistic-valued approximated reasoning method. A knowledge representation scheme based on linguistic-valued credibility is discussed and a financial decision-making model is constructed in Section 4. The paper is then concluded in Section 5.
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Linguistic Truth-valued Propositional Logic

Linguistic Truth-Valued lattice implication algebra
Definition 1. 23 Let (L, ∨, ∧, O, I) be a bounded lattice with universal boundaries O (the least element) and I (the greatest element) respectively, and "′" be an orderreversing involution. For any x, y, z∈L, if mapping →: L × L→L satisfies:
) is a lattice implication algebra (LIA for short).
Definition 2.
23 Let AD n ={h 0 , h 1 , …, h n } be a set with n modifiers and h 0 <h 1 <…<h n , MT={f, t} be a set of meta truth values, and f<t.
Then g is a bijection, denote its inverse mapping as g -1 .
For any x, y∈L V(n×2) , define x∨y=g
is called a linguistic truth-valued lattice implication algebra generated by AD n and MT.
Six-element Linguistic Truth-Valued Propositional Logic
Definition 3. Let H={h 1 , h 2 , h 3 } and the basic truth value set C={t, f}, where t= true, f =false. Let V be a linguistic truth-valued set, every linguistic truth value v∈V is composed of a linguistic hedge operator and a basic word c, i.e. V=H×C where the linguistic hedge operator set H is linear and finite set. Denote V={(h 3 , t),
, the operation" ∨"and"∧" in the Hasse diagram of L 6 ( Fig.1) , (h i , t)′=(h i , f) and its operations "→"are defined as follows:
So L 6 = (V, ∨, ∧, ′ , →)is a lattice implication algebra.
Figure1. Hasse diagram of L 6
The formal language of the six-element linguistic truth-valued propositional logic is made up of the following symbols: 
Approximate reasoning method
Linguistic-Valued similarity based on L 2n
In this section, we introduce a kind of similarity based on 2n-element linguistic truth-valued fuzzy lattice
, the distance between two linguistic values is defined as follows:
, the similarity between two linguistic values is defined as follows:
, the following properties holds:
); (3) S(A, B)=S(B, A); (4) S(A, B)= (h n , f) if and only if i=j and C k ≠C
l ; (5) if A≤B≤C, then S (A, C) ≤ min{S (A, B), S (B, C)}.
Proof. According to Definition 7 and Definition
Hence h i =h j , i.e. A=B.
B)=d(B, A). Hence S(A, B)=S(B, A) is obtained.
(4) For (h n , t) is the maximum element, (h n , f) is the minimum element in L V(n×2) , so the larger the distance, the smaller the similarity.
d(B, C)=|j-k|. Hence d(A, C)≥d(A, B), d(A, C)≥d(B, C). Because the similarity decreases when the distance increases, S(A, C)≤S(A, B), S(A, C)≤S(B, C). So S(A, C)≤min{S(A, B), S(B, C)}.
Case2: if A=(h i , t), B=(h j , f), C=(h k , f) and A>B>C, j<k, then d(A, B)=|i+j-n-1|, d(B, C)=|j-k|,d(A, C)=|i+k-n-1|. Hence S(A, B)=(h (|i+j-n-1|+1) , f), S(B, C)=(h |n-|j-k|| , t), S(A, C)=(h (|i+k-n-1|+1) , f). Because j<k, so |i+j-n-1|+1<|i+k-n-1|+1, S(A, B)=(h (|i+j-n-1|+1) , f)>S(A, C)=(h (|i+k-n-1|+1) , f). So S(A, C)≤min{S(A, B), S(B, C)}.
Case3: if A=(h i , t), B=(h j , t), C=(h k , f) and A>B>C, j<i, then d(A, B)=|i-j|, d(B, C)=|j+k-n-1|,d(A, C)=|i+k-n-1|. Hence S(A, B)=(h |n-|i-j|| , t), S(B, C)=(h (|j+k-n-1|+1) , f), S(A, C)=(h (|i+k-n-1|+1) , f). Because j<i, so |j+k-n-1|+1<|i+k-n-1|+1, S(B, C)=(h (|j+k-n-1|+1) , f)>S(A, C)=(h (|i+k-n-1|+1) , f). So S(A, C)≤min{S(A, B), S(B, C)}.
Approximate reasoning method based on L V(n×2)
The approximated reasoning is simply summarized as the following steps: Firstly, we calculate the similarity between the facts and the antecedents of the rules. Then pattern matching is used to choose which rule will be activated. Secondly, by using the correction function based on the similarity measure, we construct the rule of inference phase correction after reasoning result is obtained. Consider a simple rule, R: P→Q. The basic reasoning model is:
Rule: P→Q Input: P* Output: Q* The algorithm of 2n-element linguistic-valued approximate reasoning is detailed as follows:
Step 1: Input all the rules R 1 , R 2 , …, R m , and set i=1, j=1.
Step 2: Input the facts P* (i.e. the input part of the reasoning).
Step 3: Set the threshold τ i =(h n-i+1 , t) for the rules activation.
Step 4: Calculate the similarity S(P j , P*) between the facts P* and the antecedent P j of the rule R j .
Step 5: Compare S(P j , P*) with τ i . If S(P j , P*)=τ, then the corresponding rule R j will be activated and go to Step 6. If j<m, then set j=j+1 and go to Step 4. If i<3, then set i=i+1 and go to Step 3.
Step 6: Take S(Q j , Q*)=S(P j , P*), where Q j is the after of the rule R j . Then we can obtain the approximate reasoning results Q* through formula (1) and (2).
Step 7: Output the conclusion Q* and terminate the algorithm.
Note 1: It is worth mentioning that the selection of the threshold τ is closely related to the application field, so the system actual case study is required before operation. If there is an unsatisfactory result, one can choose different threshold values.
Linguistic-Valued Approximate Reasoning Model for Financial Decision Making
Knowledge representation model based on L 6
The knowledge representation method proposed in this paper is on the basis of propositional logic representation. We express the values of knowledge by linguistic values directly.
The following is an example of a simple financial investment decision making problem. The function of the auxiliary decision-making process is to help users decide whether save their money or invest in the stock market. Some investors may put their money on these two aspects. Individual investors' investment scheme depends on their income and the bank deposit, according to the following principle: (1) if the investor has less deposit, then all of his income should be saved; (2) if the investor has much more deposit and income, then he could consider investing in stocks; (3) if the investor has more deposits and income, then he should invest most of the extra money to buy stocks and save the few; (4) if the investor has less deposit and his income is much more, then he should save most of the extra money and invest the few to buy stocks. Note that if the investor is low-income or very little income, then he is regarded as has no extra money.
Here the capital letters represent the investors. The lowercase letters represent the functions. Taking the individual as the universe, requirements: 
Financial decision-making model
Considering the specific linguistic-valued data, if we want to help the investors to make rational investment, firstly, we need to grade his income and deposit, then according to the different degrees of income and deposit to provide him with different advices. The income and deposit of the investors can be divided into three degrees based on L 6 . We denote the highest income and deposit as α T and the lowest income and deposit as α F in the whole data. The ε T is the highest floating value and the ε F is the lowest floating value. So naturally if an investor's income is more than the difference between the highest income and the highest floating value, then his income is much more; if an investor's income is less than the difference between the lowest income and the lowest floating value, then his income is less; otherwise his income is more. Similarly, we can get the degree of the investor's deposit. The definition of the linguisticvalued hierarchical assignment function is as follows.
Definition 9
For any survey data set X, X x ∈ ∀ , V (x) is linguistic-valued hierarchical assignment function (Fig.2) , expressed as (3) where α T as the highest one and α F as the lowest one in X. The ε T is the highest floating value and the ε F is the lowest floating value.
Figure2. Linguistic-valued hierarchical assignment function based on L 6 . Table 1 , as to the high income concept, Florida comprehensive data corresponding to the highest is 14400$, so α T =14400$, 500$ for its elastic range ε T ; for the low-income concept, low comprehensive survey data of Colorado is 920$, so α F =920, ε F = 100 for its elastic range. Therefore, for the income: According to the above analysis, the financial investigation decision-making algorithm based on sixelement linguistic-valued approximate reasoning approach is as follows.
Example 1 In
Step 2: Calculate the linguistic-valued evaluation (h k , t) of the user's income and deposit through the linguistic-valued hierarchical assignment function.
Step 3: Set the threshold τ i = (h n-i+1 , t) for the rules activation.
Step 4: Calculate the similarity S x between (h k , t) and the value of the antecedent (h l , t) of the rule R j .
Step 5: Compare S x with τ. If S x =τ i , then the corresponding rule R j will be activated and go to Step 6. If j<m, then set j=j+1 and go to Step 4. If i<3, then set i=i+1 and go to Step 3.
Step 6: Execute the rule R j and output the conclusion.
Example Illustration
Example 2 Suppose there is one person lives in Alaska, a monthly salary is $5000, household deposits is $120000. He wants to know how to make investment programs. According to linguistic-valued hierarchical assignment function, the corresponding degree of the rules can be obtained as follows.
Firstly let τ 1 =(h 3 , t), for the distance d of the facts and the antecedent of the rules is 0, then the facts and the antecedent of the rules are extremely similar. According to Definition 7 and Definition 8, (1) Rule 1: (h 1 , t) D→IM. The matching degree of the precondition S 1 =(h |3-1| ,t)<τ 1 because d 1 =1, so the Rule 1 can't be executed. The matching degree of the precondition S 4 =(h |3-1| ,t)<τ 1 because d 4 =1, so the Rule 4 can't be executed.
In conclusion, the person can adopt Rule 3, i.e. he should use most of the extra money to buy stocks and save the few. If the threshold τ 1 =(h 3 , t) can't activate any rules then let τ 2 = (h 2 , t) or τ 3 = (h 1 , t) until one rule can be activated.
In general, we use linguistic truth-valued propositional logic to express human's language information effectively. The financial decision making system based on approximate reasoning method in L 6 makes knowledge representation more comprehensive and the decision results are more effective with linguistic values.
Conclusions
This paper proposed an approximate reasoning approach based on linguistic truth-valued lattice implication algebra for financial decision-making problem with the linguistic information. Knowledge representation with linguistic values has a very wide range of application prospects. Based on the linguistic truth-valued propositional logic, we present an extended knowledge representation method and apply it to financial decision making. The proposed approach can deal with both comparable and incomparable linguistic-valued information under uncertain circumstances. Further work is to use the linguistic-valued approximate reasoning approach into the big data analytics. It is an important research that how to discover the rules and get a reasonable results with linguistic-valued data in some fields such as risk analysis, decision-making and so on.
