It is pointed out that a mathematical relation exists between cellular automata and quantum field theories. Although the proofs are far from perfect, they do suggest a new look at the origin of quantum mechanics: quantum mechanics may be nothing but a natural way to handle the statistical correlations of a cellular automaton. An essential role for the gravitational force in these considerations is suspected.
Introduction.
Quantum Mechanics is usually treated as a theory for the dynamics of tiny systems such as atoms, subatomic particles, or alternatively weak fields over small regions of space and time, where it replaces classical Newtonian dynamics. Also the way logical arguments are supposed to be handled when dealing about "reality", is demanded to be subject to subtle but important changes.
After the dust settles, quantum mechanics is found to produce only statements about the average behavior of tiny systems, rather than any given individual system, as if individual systems have no right to have any notion of reality attached to them. Nevertheless, it is also stressed that the theory can be extremely accurate; it is much more than a set of fuzzy assertions for objects that are too small to be directly observed.
In numerous occasions, physicists have expressed their concern about this state of the theory, and attempts were made at improving this situation. Albert Einstein, Erwin Schrödinger, and later David Bohm and John Bell, among many others, tried their forces to replace quantum mechanics by something better.
In the present work, we do not attempt to replace quantum mechanics by something else. To the contrary, the present theory without any further amendments such as a collapse of the wave function or a many-world ontology, is accepted as a correct description of observations in the real world. However, we do stress that quantum mechanics does not describe reality directly. It meticulously quantifies what we see and measure in terms of equations, while any attempt to give a physical description of what we see, in terms of atoms, fields, subatomic particles, evolving universes and what not, is only decoration and does not refer to reality. We suspect that the theory does refer to reality, but that reality will have to be described in quite different physical terms.
Whatever the real objects are, quantum mechanics emerges as an extremely effective mathematical machinery to describe their statistical features in terms of probability distributions.
We start from "primordial" or "primitive" quantization, a procedure proposed by the author some time ago [1] - [6] . Imagine some set of classical dynamical equations of motion. One could think of the motion of the hands of a clock, but we can also imagine other completely classical objects varying from particles, strings or branes following classical equations of motion, to planets obeying Newton's laws. One then starts from a description of the entire space of all classical states, and subsequently promotes each and every one of these states to an element of the basis of a Hilbert space. The time evolution of these states from time t 1 to t 2 is then generated by an operator that we will call the evolution operator U (t 1 , t 2 ) . If the original world that we wanted to describe is strictly continuous, the number of states in Hilbert space is non denumerable, and this sometimes causes complications in pursuing this program. Often a fundamentally discrete model can be used, which then makes our work easier. The evolution operator can then be constructed systematically.
constructed from the future as easily as the future can be derived from the past, the evolution operator is also unitary, and this enables us to construct an other operator H , called 'Hamiltonian', such that
where H is hermitean, and its positivity and its symmetry structures can be studied. If the Hamiltonian that emerges from such calculations resembles the one used in familiar quantum theories, we have a mathematical system that on the one hand is based on an entirely classical model while on the other hand it allows for a description entirely in line with Quantum Mechanics.
Therefore, quantum theories of this sort could be interpreted as "hidden variable theories". The question then arises how to deal with Bell's inequalities [7] [8] . These are inequalities that describe boundaries for measurements of physical features such as spin of quantum entangled objects. If the system is a classical one, the boundaries cannot be surpassed, whereas they are surpassed in a quantum theory. For many investigators, this is sufficient reason to categorically reject all hidden variable theories. However, the procedure just described appears to give us a number of interesting models that could perfectly well serve as good examples for 'hidden variables'. What is wrong with them? This is one of the questions we will have to answer. The situation is quite delicate and interesting. Our bottom line will be that it may well be possible to construct classical theories underlying Quantum Mechanics along these lines, but, quite remarkably, the gravitational force and General Relativity might be essential for a deeper understanding of the underlying structures.
For future reference, we will consider those degrees of freedam that describe the original classical states of the system as beables [9] . Beables B(t) are operators that, at all times t , commute with all other beables:
A changeable C(t) is an operator that maps a beable onto an other single beable:
Finally, a superimposable S is an operator that can be any quantum superposition of any set of beables and/or changeables.
The eigenstates of the Hamiltonian defined in Eq. (1.1) will always be quantum superpositions. If we limit ourselves to low energy states only, this means that, from the start, we only talk of quantum entangled states. This is what distinguishes our models from other 'hidden variable' theories: we never attempt to reform a set of states such as the ones used in the 'Standard model', into totally classical states. Only the suspected underlying dynamical laws are classical, but the states considered are always quantum states, and usually highly entangled.
We shall not completely resolve the issue with the Bell inequalities, but since we do accept the emergence of the need for fully quantum mechanical states to describe probabilities, we suspect that these Bell inequalities will be a lot harder to use as a "no go" theorem for hidden variables than usually assumed.
The Hamiltonian of a deterministic system
According to the theory just described, we have discrete sets of physical data that evolve according to non-quantum mechanical, deterministic laws. Let us consider the case that also the time evolution is fundamentally discrete. The theory then can be defined in terms of an evolution operator U 0 that describes one step in time. Hence, we would like to write
where U 0 acts on the states |n that are treated as basis vectors of a Hilbert space, so that H plays the role of a quantum Hamiltonian. We get conventional quantum mechanics if we can assure that H is bounded from below,
for one state |ψ 0 and all states |ψ , where |ψ and |ψ 0 may be any superposition of states |n , in particular any eigen state of H . In principle, an operator obeying this demand is not difficult to construct. Using the Fourier transform
we derive:
This Hamiltonian has only eigenvalues between 0 and 2π , and it reproduces Eq. (2.1).
The importance of having a lower bound of the Hamiltonian eigenvalues is that the lowest state can be identified as the 'vacuum state', and the first excited states can be interpreted as states containing particles. Thermodynamics gives us mixed states with probabilities
However, in extensive systems, such as Fock space for a quantum field theory, this Hamiltonian is not good enough, for two (related) reasons. One is that the very high k contributions in Eq. (2.4) refer to large times, and this implies that these contributions are non-local. If interactions spread with the speed of light, the Hamiltonian will generate direct interactions over spatial distances proportional to k . This necessitates a cut-off: if the time steps are assumed to be one Planck time, then also k time steps may perhaps be considered to be short enough to reproduce local physics at the Standard Model scale. Using a cutoff in Eq. (2.4) gives an energy spectrum as sketched in Fig. 1 . It is derived from the fact that, if a system has periodicity N , the eigenvalues of U 0 are e 2πin/N . In this figure, a smooth cut-off has been applied (cutting off the large k values with a Gaussian exponential). We see that, as a consequence, the lowest energy states are severely affected; their energy eigenvalues are now quadratic in the momenta k , so that, here, the Hamiltoniann does not reproduce the correct evolution operator (2.1). This region, however, is important when applying the laws of thermodynamics, since these states dominate in the Boltzmann expression (2.5).
The second problem is that we expect a Hamiltonian to decouple when states are considered that are spatially separated: H = H 1 + H 2 . In that case, one cannot maintain that the eigenvalues of the entire Hamiltonian stay within the bounds (0, 2π) . We return to this point in Section 5.
A Cellular Automaton
The construction of an extensive Hamiltonian was suggested in [6] . Consider a cellular automaton. Space and time [10] are both discrete here: we have a D dimensional space, where positions are indicated by integers:
, where x i ∈ Z . Also time t will be indicated by integers, and time evolution takes place stepwise. The physical variables F ( x, t) in the model could be assumed to take a variety of forms, but the most convenient choice is to take these to be integers modulo some integer N . We now write down an explicit model, where these physical degrees of freedom are defined to be attached only to the even lattice sites:
Furthermore, the data can be chosen freely at two consecutive times, so for instance at t = 0 , we can choose the initial data to be {F ( x, t = 0), F ( x, t = 1)} .
The dynamical equations of the model can be chosen in several ways, provided that they are time reversible. To be explicit, we choose them to be as follows:
where the integer Q is some arbitrary given function of all variables indicated: all nearest neighbors of the site x at time t . This is time reversible because we can find F ( x, t − 1) back from F ( x, t + 1) and the neighbors at time t . Assuming Q to be a sufficiently irregular function, one generally obtains quite non-trivial cellular automata this way. Indeed, this category of models have been shown to contain examples that are computationally universal [11] . Models of this sort are often considered in computer animations.
We now discuss the mathematics of this model using Hilbert space notation. We switch from the Heisenberg picture, where states are fixed, but operators such as the beables F ( x, t) are time dependent, to the Schrödinger picture. Here, we call the operators F on the even sites X( x) , and the ones on the odd sites Y ( x) . As a function of time t , we alternatingly update X( x) and Y ( x) , so that we construct the evolution operator over two time steps. Keeping the time parameter t even:
where A updates the data X( x) and B updates the data Y ( x) .
Updating the even sites only, is an operation that consists of many parts, each defined on an even space coordinate x , and all commuting with one another:
whereas the B operator refers only to the odd sites,
Note however, that the operators A( x) and B( x ) do not all commute. If x and x are neighbors, then
It is important to observe here that both the operators A( x) and B( x) only act in finite subspaces of Hilbert space, and they are all unitary, so we can easily write them as follows:
Note that A( x) and B( x) are changeables, while a( x) and b( x) will be superimposables, in general, and they are hermitean. We can write
where P x ( x) is the generator for a one-step displacement of X( x) :
and, similarly, P y ( x) generates one step displacement of the function Y ( x) .
As an example, we give the matrix P for the case N = 5 . Defining the numerical coefficients α = 2 sin(π/5) + sin(2π/5) and β = 2 sin(2π/5) − sin(π/5) , we have We see that
A consequence of Eqs. (3.11) is that also the products A in Eq. (3.4) and B in Eq. (3.5) can be written as
.
(3.13)
However, now A and B do not commute. Nevertheless, we wish to compute the total evolution operator U for two consecutive time steps, writing it as
. (3.14)
For this calculation, we could use the power expansion given by the Baker-CampbellHausdorff formula [12] ,
a series that continues exclusively with commutators [12] . Replacing P by −ia , Q by −ib and R by −2iH , we find a series for the 'hamiltonian' H in the form of an infinite sequence of commutators. Now note that the commutators between the local operators a( x) and b( x ) are non-vanishing only if x and x are neighbors, | x − x | = 1 . Consequently, if we insert the sums (3.13) into Eq. (3.15), we obtain again a sum:
where
All these commutators are only non-vanishing if the coordinates y , y 1 , y 2 , etc., are all neighbors of the coordinate x . It is true that, in the higher order terms, next-tonearest neighbors may enter, but still, one may observe that these operators are all local functions of 'field operators' Φ( x, t) , and thus we arrive at a hamiltonian H that can be regarded as the sum over D -dimensional space of a Hamilton density H( x) , which has the property that
The symbol here means that at the n th order in the BCH series, x and x must be further than n steps away from one another.
At every finite order of the series, the Hamilton density H( x) is a finite-dimensional Hermitean matrix, and therefore, it will have a lowest eigenvalue h . In a large but finite volume V , the total hamiltonian H will therefore also have a lowest eigenvalue, obeying
The associated eigenstate | 0 might be identified with the 'vacuum'. This vacuum is stationary, even if the automaton itself may have no stationary solution. The next-tolowest eigenstate may be a one-particle state. In a Heisenberg picture, the fields F ( x, t) may create a one-particle state out of the vacuum. Thus, we arrive at something that resembles a genuine quantum field theory. The states are quantum states in complete accordance with a Copenhagen interpretation. The fields a( x, t) and b( x, t) should obey the Wightman axioms.
There are three ways, however, in which this theory differs from conventional quantum field theories. One is, of course, that space and time are discrete. Well, maybe there is an interesting 'continuum limit', in which the particle mass(es) is(are) considerably smaller than the inverse of the time quantum.
Secondly, no attempt has been made to arrive at Lorentz invariance, or even Gallilei invariance. Thus, the dispersion relations for these particles, if they obey any at all, may be nothing resembling conventional physical particles. Do note, however, that no physical information can travel faster than velocity one in lattice units. This is an important constraint that the model still has in common with special relativity.
But the third difference is more profound. It was tacitly assumed that the BakerCampbell-Hausdorff formula converges. This is often not the case. In Section 4, we shall argue that the series will converge well only if sandwiched between two eigenstates |E 1 and |E 2 of H , where E 1 and E 2 are the eigenvalues, that obey (3.20) where ∆t is the time unit of our clock, and the first factor 2 is the one in Eq. (3.14).
("Planck's constant", , has been inserted merely to give time and energy the usual physical dimensions.)
This may seem to be a severe restriction, but, first, one can argue that 2π /∆t here is the Planck energy, and in practice, when we do quantum mechanics, we only look at energies, or rather energy differences, that indeed are much smaller than the Planck energy. Does this mean that transitions with larger energy differences do not occur? We must realize that energy is perhaps not exactly conserved in this model. Since time is discrete, energy at first sight seems to be only conserved modulo π , and this could indicate that our 'vacuum state' is not stable after all. The energy might jump towards other states by integer multiples of π . In Section 4 however, we argue that such violations of energy conservation will not occur, and the existence of an hamiltonian density is a more profound property of all cellular automata that allow time reversal (so that the evolution is obviously unitary).
The conclusion we are able to draw now, is that procedures borrowed from genuine quantum mechanics can be considered, and they may lead to a rearrangement of the states in such a way that beables, changeables and superimposables naturally mix, leaving an effective description of a system at large time and distance scales for which only quantum mechanical language applies. This, we think, is all we really need to understand why it is quantum mechanics that seems to dominate the world of atoms and other tiny particles, which, though small compared to humans, are still very large compared to the Planck scale.
At this point we like to remark that there is a precedent. Quantum field theory in fact can be used conveniently to solve a completely classical problem: the 2 dimensional Ising Model [13] .
Convergence of the BCH expansion
When the operators A and B are bounded below and above, the BCH series expansion is expected to have a finite radius of convergence, but it certainly does not converge in general. To understand the situation, let us consider a quick derivation of the expansion. Diagonalizing C(σ) at a given point σ = σ 0 , we define
From Eq. (4.2) one then derives 4) where B n are the Bernouilli numbers. Recursively, this defines C(σ) . It is clear that this series (4.4) converges precisely when
Note that this does not imply that the BCH series itself converges when sandwiched between two states |E 1 and |E 2 that are less than 2π apart, because the condition (4.5) must hold at all σ , while the states |E i are σ -dependent. The derivation merely suggests that, if during the entire calculation, only states are considered whose energies are much less separated than 2π in natural units, at all stages, the series may be expected to converge. This condition may nevertheless be considered to be a weak one, likely to be fulfilled in many cases, because the natural unit here is the Planck unit, E Planck /c 2 ≈ 21µg , which is always much larger than any experiment done in quantum mechanics.
An interesting aside is the observation that the Baker-Campbell-Hausdorff expansion (3.15) can be rewritten in terms of a series that contains much fewer terms. Write 6) and note that we are really only interested in the conjugacy classes of H , not H itself:
where F can be chosen with certain amounts of freedom. Noting that interchanging a and b should give us a Hamiltonian that is just as good as H , and certainly in the same conjugacy class, we search for an F such that (4.9)
Already the third term in this expression goes beyond the expansion (3.15), but (4.9) does not converge much faster.
Quantum Gravity
To get quantum particles that have a dispersion law:
one needs at least some form of Galilean invariance -so that particles can have a velocity. Since cellular automata have a limiting speed of the transfer of information, this would have to be replaced by Lorentz invariance from the start, so, special relativity is hard to avoid even at the early stages of constructing models. However, both the Galilei group and the Lorentz group are non compact, and this makes it very difficult to turn these symmetries into even approximately reasonable symmetries for cellular automata
Not only special relativity, but also General Relativity may perhaps not be left out before obtaining a true understanding of Quantum Mechanics as a description of the statistical features of a classical system. We saw in our calculations that, first, the construction (3.16) for our Hamiltonian would fail to produce an extensive expression for the energy. The total energy of the Universe would always be less than 2π/T Planck (For simplicity, we take our fundamental time unit to be the Planck time). Yet, we wish to describe widely separated regions (1, 2, 3, · · ·) of the Universe in terms of a total Hamiltonian H tot that is approximately written as
so that, inevitably, the total energy can become much larger than the limit 2π/T Planck .
Our treatment of the cellular automaton conveniently produced for us a Hamilton density, so that the global energy is extensive, but divergence of the CBH series forced us to limit ourselves to quantum states whose energies do stay closer together than the Planck energy.
It would be much better if a procedure could be found where such limitations do not have to be imposed. This would be the case if we had another way to define Hamilton density. This is where General Relativity comes in. When the gravitational force is taken into account, we may have a space-dependent gravitational potential, which leads to space-dependent dynamical operators τ ( x) that determine the local clock speed. Thus, the evolution operator becomes 
Conclusions
The importance of these calculations is that each of the commutators in the BCH series are non vanishing only if they consist of neighboring operators; therefore, the resulting Hamiltonian can be written as the sum of Hamilton densities. Therefore, it seems as if the Hamiltonian is constructed just as in a quantized field theory. Distant parts of this 'universe' evolve independently. The total Hamiltonian has eigen values much greater than 2π , and are all bounded from below. If now we concentrate on the lowest lying states, we see that these consist of localized particles resembling what we see in the real world. They have positive energies, so that thermodynamics applies to them.
But, as we saw, there is a caveat: the BCH series (3.15) does not converge. To be precise, the operator H is ambiguous when two of its eigenvalues get further separated than 2π/T Planck , as can be seen directly from its definition (2.1). That is where the series' radius of convergence ends.
One must deduce that the series (3.15) cannot be truncated easily; it will have to be resummed carefully, and whether or not a resummation exists remains questionable. We can argue that these difficulties only refer to matrix elements between states whose energy eigenvalues are more than the Planck energy apart, which is a domain of quantum physics that has never been addressed experimentally anyway, so maybe they can safely be ignored. Yet this situation is unsatisfactory, so more work is needed.
We do conclude with an important conjecture: perhaps our world is not quantum mechanical, but only our perception of it.
