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a b s t r a c t
Let a flow be a sequence of packets that are sent from a source computer to a destination
computer. In this paper, we consider the fair allocation of bandwidth to each flow in a
computer network. We focus on max–min fairness, which assigns to each flow the largest
possible bandwidth that avoids affecting other flows. What distinguishes our approach is
that routers only maintain a constant amount of state, i.e., no per-flow state is maintained.
This is consistent with trends in the Internet (such as the proposed Differentiated Services
Internet architecture). In addition, to provide a high degree of fault-tolerance, we ensure
our approach is self-stabilizing, that is, it returns to a normal operating state after a finite
sequence of faults.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
To provide best-effort service, routers in the Internet do not need to maintain any state information about the flows of
packets that traverse them. On the other hand, to provide more advanced services, maintaining state for each individual
flow simplifies the design of protocols that support these services. However, as the Internet grows, scalability at the core
of the Internet has become a concern. Thus, the Differentiated Services architecture [1,2], which maintains only a constant
amount of state per router, is favored over the Integrated Services architecture [3,4], where each router maintains state for
each individual flow.
We focus on providing fair bandwidth allocation among the flows in a core network. Many different notions of fairness
exist [5], and each of these leads to a different optimization objective. We choose the notion ofmax–min fairness [6], which,
intuitively, can be described as follows. An allocation of bandwidth to each flow is max–min fair if increasing the bandwidth
of any flow can only be done at the expense of decreasing the bandwidth of another flow with equal or lesser bandwidth.1
Max–min fairness satisfies many intuitive fairness properties, and it has been studied extensively [7–10]. However, all
of these proposed algorithms need per-flow state.
In this paper, we present a fault-tolerant and distributed algorithm for computing themax–min bandwidth allocation in a
computer network. Our algorithm only requires a constant amount of state information at each router. Although constant-
state algorithms have been presented earlier [11,12], they have disregarded fault-tolerance altogether. Our algorithm is
presented formally and is shown to be stabilizing, i.e., it is resilient against a wide variety of transient faults.
The organization of this paper is as follows. Section 2 presents related work. Section 3 describes our notation and defines
stabilization. Our networkmodel and the definition ofmax–min fairness are given in Section 4. Then, in Section 5,we present
a general signaling protocol that is stabilizing and provides constant state at each router. Our stabilizing max–min signaling
protocol is then presented in Section 6. Finally, concluding remarks are given in Section 7.
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2. Related work
Max–min fairness captures what most users would intuitively consider to be a fair distribution of bandwidth. However,
sometimes fairness is achieved by sacrificing throughput; i.e., a maximum throughput allocation is not always max–min
fair [6].2 Nonetheless, max–min fairness is preferred over maximum throughput since it provides a greater degree of user
satisfaction. Other methods, such as proportional fairness and balanced fairness [5], attempt to provide a balance between
user satisfaction and overall network throughput.
Max–min fairness has been studied extensively in the literature. For the case of general-purpose networks, distributed
algorithms to compute max–min fairness have been presented in [8,13]. In addition, max–min fairness has been studied
in a variety of network conditions, such as links having variable rate [7], when there are restrictions on the minimum and
maximum bandwidth of each flow [9], and in a multicast environment [10].
In additional to general-purpose networks, max–min fairness has also been applied to many classes of networks. This
includes optical networks [14,15], ad hoc networks [16,17], sensor networks [18,19], network-on-chip architectures [20],
and aggregated links for future Internet architectures [21].
All the algorithms above maintain per-flow state at each switch or router. As mentioned above, our focus is on
maintaining as little state as possible in the router, in particular, a constant amount of state. In addition, we require our
protocol to be stabilizing, and thus to be resilient to all forms of transient faults. Other constant-state algorithms have been
presented earlier [11,12]; however, fault-tolerance was not addressed.
3. Notation and stabilization
A system consists of a set of processes, and a set of communication channels between these processes. The topology of
the system consists of a connected undirected graph, where each node represents one process in the system, and each edge
between two nodes p and q indicates that processes p and q are neighbors in the system. Neighboring processes are joined
by a pair of communication channels allowing them to exchange messages.
Each process in a system is specified by finite sets of constants, variables, and actions. To distinguish variables with the
same name but in different processes, we refer to variable v in process x as x.v.
Each process is assumed to have access to a real-time clock. Clock values need not be synchronized between processes.
The only requirement is that clocks of different processes advance at (approximately) the same rate.
Each action of a process p is of the form
⟨guard⟩ → ⟨assignment⟩
where ⟨guard⟩ is a boolean expression in one of three forms: (i) local, (ii) receiving, or (iii) timeout, as follows.
A local guard is a boolean expression over the constants and variables of process p. A receiving guard of the form rcv m
evaluates to true if there is a message of type m in one of the incoming channels of p. Finally, a timeout action is a boolean
expression involving the clock of the process.
In the above action, ⟨assignment⟩ is a sequence of assignment statements, each of which is of the form
x := E(y, . . . ) if P
where x is a variable in process p, E is an expression of the same type as variable x, and y is a either a constant or a variable in
process p. Executing this assignment statement assigns the value of expression E to variable x provided predicate P is true.
Otherwise, the value of x is left unchanged.
A state of a system S is specified by one value for each variable, taken from the domain of values of that variable, in each
process in S, and the contents of each communication channel in S.
A transition of a system S is a triple of the form
(s, ac, s′)
where s and s′ are two states of system S, and ac is an action in some process in S such that the following two conditions
hold.
i. Enablement: The guard of action ac is true at state s.
ii. Execution: Executing the assignment of action ac , when system S is in state s, yields system S in state s′.
A computation of a system S is a sequence of the form
(s0, ac0, s1), (s1, ac1, s2), . . .
where each element (si, aci, s(i+1)) is a transition of S such that the following two conditions hold.
2 An example is given in Section 4.
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Fig. 1. Core network.
i. Maximality: Either the sequence is infinite, or its last element (s(z−1), ac(z−1), sz) is such that the guard of every action
in system S is false at state sz , and timeout actions cannot evaluate to true by increasing the value of the clocks in the
system.
ii. Fairness: If the sequence has an element (si, aci, s(i+1)) and the guard of some action ac is true at state s(i+1), then the
sequence has a later element (sk, ack, s(k+1))where ack is ac or the guard of ac is false at state s(k+1).
A predicate P of a system S is a boolean expression over the variables in all processes in system S and the contents of the
channels in S.
A system S is called P-stabilizing iff every computation of S has a suffix where P is true at every state of the suffix [22–24].
Stabilization is a strong form of fault-tolerance. Normal behavior of the system is defined by predicate P . If a fault causes
the system to a reach an abnormal state, i.e., a state where P is false, then the system will converge to a normal state where
P is true, and remain in the set of normal states as long as the execution remains fault-free.
4. Network model
In this section, we present a description of the various components in a core computer network, and show how these
components map to processes in our formal model. We then present the definition of max–min fairness, and conclude with
an example.
4.1. Network components
Consider a computer network as depicted in Fig. 1. It consists of a set of core routers surrounded by access networks.
Access routers serve as intermediate points between the core network and the access networks.
Consider a computer in an access network that generates data packets that must cross the core network to reach their
destination at a different access network. We denote this sequence of packets as a flow.
As it is commonly assumed [25–28], access routers maintain information about each individual flow, while core routers,
for scalability purposes, do not. In our case, core routers will maintain only a constant amount of information regarding the
flows that traverse them.
We model this by having three types of processes in our system: source processes, router processes, and destination
processes. Each source process corresponds to the actions that an access router must perform for an individual flow. Thus,
there aremultiple source processes per access router, and each source process is associatedwith a single destination process
at a different access router.
Routers have multiple processes, one per output channel, as shown in Fig. 2(a). Therefore, the path traversed by a flow
is abstracted as shown in Fig. 2(b). That is, data begins at a source process, it traverses multiple router processes, and ends
at a destination process.
The path across the core network between a source and destination is assumed to be constant, which may be
implemented with mechanisms such as MPLS [29]. Route changes across a core network are rare, and thus they are viewed
as faults in our system.
We assume sources are greedy, and will use as much bandwidth as the network allows them. In the concluding remarks,
we discuss fixed-rate sources and sources with a fixed upper bound on their bandwidth.
Each source probes the network to determine howmuch bandwidth it is allowed to use. Routers only keep an aggregate
(and hence constant) amount of information regarding the flows that traverse them and the bandwidth they consume.
Through signaling messages, the sources are able to modify this aggregate information in order to maintain its accuracy and
to achieve fairness.
To ensure correct synchronization of values between sources and routers, we require some bounds on the delay of
signaling messages. Routers must give signaling messages high priority, ensuring that the end-to-end delay does not
exceed ε seconds. Messages exceeding this bound are discarded. This can be accomplished in a variety of ways, including
timestamping eachmessagewith its inception time, orwith the accumulated queuing delay that the packet has encountered
along its path. We thus incorporate this assumption on end-to-end delays into our system model.
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Fig. 2. Processes and flows in a core router.
4.2. Max–min fairness
We conclude by defining our fairness objective. We will consider max–min fairness [6], which is intuitively defined as
follows: bandwidth is allocated to each flow f so that any increase of the bandwidth allocated to f must be done at the
expense of decreasing the bandwidth of another flow g , where the bandwidth allocated to g is smaller than or equal to that
of f .
The max–min bandwidth allocation f .w of each flow f can be defined iteratively as follows. Let:
• C(p, q) be the bandwidth capacity of channel (p, q),
• T (p, q) be the set of flows traversing channel (p, q),
• f .w be zero initially, i.e., no bandwidth is allocated to f .
• For simplicity,
G(p, q) = {f | f ∈ T (p, q) ∧ f .w > 0}
U(p, q) = {f | f ∈ T (p, q) ∧ f .w = 0}.
That is, G(p, q) contains those flows traversing (p, q) whose bandwidth has been assigned, and U(p, q) contains those
flows traversing (p, q)whose bandwidth has not been assigned.
The iteration steps are given below. The iterations end when all flows have bandwidth allocated to them.
1. Let (p, q) be a channel such that U(p, q) ≠ ∅ (if no such channel, then exit) and the following expression is minimized:
C(p, q)− ∑
f∈G(p,q)
f .w
|U(p, q)| . (1)
2. For every flow f , where f ∈ U(p, q), assign (1) to f .w.
3. Return to step 1.
It is easy to show that each edge is chosen atmost once in the above iterations. Also, ifmi is the bandwidth assigned in the
ith iteration, then the sequencem1,m2, . . . , is non-decreasing. Finally, if flow f is assigned bandwidth during the iteration
for edge (p, q), we say that f is bottled, or limited by, edge (p, q).
As a simple example, consider Fig. 3, where we have five routers and five flows. Flow f traverses the entire network,
while the remaining flows traverse only a single hop. Assume all links have equal capacity C , except for the link (R3, R4),
which has capacity C/2.
To maximize the throughput of the system, each of flows g1, g2 and g4 must be assigned a bandwidth of C , g3 must be
assigned a bandwidth of C/2, while flow f must be assigned a bandwidth of zero, which of course is unfair to f .
Under max–min fairness, at each link, we divide the bandwidth by its number of flows, and find the minimum of these
values. This occurs at link (R3, R4), with a value of ((C/2)/2) = C/4, while all other links have a value of C/2. Thus, f and g3
are assigned a bandwidth of C/4 each. Also, since f traverses the other three links, their bandwidth is reduced by C/4.
We thus have a bandwidth of 3 · C/4 left at each of the remaining three links. Since each of these has only one flow, then
g1, g2, and g4 are assigned a bandwidth of 3 · C/4.
Finally, throughout the paper, we use the terms bandwidth and data rate interchangeably.
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Fig. 3.Max–min fairness example.
5. Signaling
In this section, we present a signaling protocol whose purpose is to allow each router to aggregate information about
each of the flows that traverses it. The type of information that is aggregated at the routers is left undetermined. This allows
the protocol to be used in a wide variety of contexts, not just for max–min fairness. Its specific application to max–min
fairness is presented in Section 6.
Our protocol is an abstraction of the protocolwe presented in [30,31]. In addition to beingmore general, it is strengthened
to become stabilizing.
Wemake the assumption that the set of flows in the network is fixed, or the elapsed timebetween the addition or removal
of flows is large. Otherwise, a flow’s fair share of the network bandwidth varies quickly over time and, hence, the system
never converges to a fixed bandwidth assignment.
Since the set of flows is fixed, we do not address the steps required to setup/tear-down a flow, and focus only on
refreshing/correcting information at the routers. We discuss setup/tear-down of flows in the concluding remarks.
5.1. Shadow state
Asmentioned earlier, routers onlymaintain an aggregate of the values provided by each flow.We assume that the source
of flow f has a value fv , and that there exists an associative and commutative operator,⊕, on the domain of this value. Thus,
each router process Rmaintains the following value:
⟨⊕ f : f traverses R : fv⟩.
For example, in Section 6, each router process maintains the sum of the bandwidths of the flows that traverse the channel.
The signaling protocol must ensure that the above aggregate is correct, and must recompute the correct value after
faults occur. For example, the aggregate has to be recomputed if source processes die, or the path between a source and its
destination changes.
To eliminate stale information that was caused by a fault, the router process maintains two variables: the aggregate A,
and its ‘‘shadow copy’’A. The router also maintains a boolean bit s, which we refer to as the ‘‘shadow bit’’. Every T seconds,
where T is a predefined constant, the router updates its state in the following way:
s, A,A := ¬s,A, 0. (2)
That is, bit s is flipped, the shadow copyA is assigned to A, and the shadow copyA is reset to the zero value of the⊕ operator.
By performing the above, any value that fails to be added toA within the update period will no longer be part of the
aggregate A. Thus, values from terminated (faulty) sources will be removed from the aggregate within 2 · T seconds.
However, in order to maintain the information in aggregate A up-to-date, each flow f that traverses the router must add
fv intoA once and only once each time the update in (2) is performed. In this manner, the router at all times will contain fv
in its aggregate A. Below, we discuss how the source of f can accomplish this.
5.2. Aggregate messages
To keep the information accurate along its path, the source of flow f periodically sends an Aggregate signaling message
containing fv . As mentioned in Section 4, the message is sent along the path of f with high priority and bounded round-trip
time.
Adding the value of each flow toA exactly once is accomplished as follows. The Aggregatemessage contains a bit vector,
s⃗, with one bit for each router along the path of the flow. The vector contains the values (as known to the source) of the s
bits of the routers along the path. The value of the flow is added to the shadow variableA only if the state of the router has
been updated (and thus s has changed) from the time of the previous Aggregatemessage of the flow.
In summary, the following two steps are performed at the ith router along the path of f whenever it receives an
Aggregate(f , fv, s⃗)message.
• if s⃗i ≠ s, then assignA⊕ fv toA, and assign s to s⃗i.• forward the Aggregate(f , fv, s⃗)message along the next hop to the destination of f .
When the destination receives the Aggregate message, it returns an Ack message back to the source, containing the
updated vector s⃗. The source will not generate a new Aggregate message until the acknowledgment is received for the
previous one.
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5.3. Timing of aggregatemessages
We next address how often the source of a flow should send an Aggregate message. As mentioned earlier, we assume a
bound, ε, on the time for a signaling message to traverse the network. A signaling message created at time t is discarded by
a router if it is received at a time greater than t + ε. State updates of different routers are not required to be synchronized.
The only assumption is that each router process performs updates at least T seconds apart.
Consider Fig. 4, and consider a router along the path of flow f . A state update occurs in the router at time t0, and another
at time t2. At time t1, the source of f transmits an Aggregatemessage, which arrives at the router in the interval (t0, t2). Thus,
at least one Aggregate message from f must arrive at the router in the interval (t2, t3). In the worst case, t1 is almost equal
to t2, which implies that the next Aggregate message must arrive at the router no later than t1 + T , i.e., it must be sent no
later than t1 + T − ε. Furthermore, the next Aggregate cannot be sent until an Ack is received for the first Aggregate, which
at the latest will occur at time t1 + 2 · ε. Thus, we require
t1 + 2 · ε < t1 + T − ε.
That is, 3 · ε < T , and the interval between successive transmissions of Aggregatemessages should be at most T − ε.
5.4. Specification of the signaling protocol
To adapt the signaling protocol to the max–min fairness protocol in Section 6, we add the following two generalizations:
(i) The source of a flow f may change its value fv over time.
(ii) The router may arbitrarily choose whether or not to add the flow to its aggregate.
Consider requirement (i). Because the source of f may change its value fv , the contribution of f to the aggregate A in a
router must be updated to reflect the new value of fv . Hence, each Aggregate message must contain both the old and new
values of fv .
Consider next requirement (ii). Because routers do notmaintain per-flow information, they are unaware if a specific flow
f is included in their aggregate or not. This requires the source to store this information in the form of a bit vector b⃗, where
b⃗i is true if fv is included in the aggregate of the ith router along the path of f .
In summary, each Aggregatemessage contains the following fields:
• x : source node id of flow f .
• y : destination node id of flow f (the pair (x, y) uniquely identifies f ).
• v : the current value of fv that has been included in the aggregate at the routers.• v′ : the new value chosen by the source of f .
• b⃗ : bit vector indicating if v is included in the aggregate at each hop.
• s⃗ : bit vector with a copy of the shadow bits of the routers along the path.
We are now ready to present the specification of the source, router, and destination processes. The source process is
specified as follows.
process source x
const
y : process id {destination}
ε : integer {min. inter-packet time}
var
s⃗ : bit vector {⃗sR = shadow-bit at router R along the path}
b⃗ : bit vector {b⃗R = true if v is aggregated at router R}
v : data {data value aggregated at each router}
v′ : data {new data value to be aggregated at each router}
t : integer {time last msg was sent}
begin
rcv Ack(x, y, v, v′, b⃗, s⃗) →
skip;
timeout clock ∈ [t + 2 · ε, t + T − ε] →
v := v′;
v′ := any;
send Aggregate(x, y, v, v′, b⃗, s⃗) to y;
t := clock;
t + T − ε < clock < t → t := clock;
end
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Fig. 4. Timing of Aggregatemessages.
The source process contains three actions. In the first action, it receives an Ackmessage, which has traversed the network
from the destination back to the source. The action has the side effect of updating the bit-vector values at the source to those
in the message.
The second action is a timeout action, in which an Aggregate message is sent to the destination. Variable t stores the
time at which the last Aggregatemessage was sent. To ensure old Aggregate and Ackmessages have left the network before
sending a new one, Aggregatemessages are sent with at least 2 · ε seconds in between. Furthermore, to ensure the message
arrives in time at the routers, the message should be sent no later than time t + T − ε. We assume that execution of actions
is done such that the timeout will be executed within the right time interval. Failure to do so is considered a fault.
The last action is a sanity action in which t is restored to a sensible value in case of a fault.
The specification of the router is as follows.
process router R
const
T : integer {shadow interval}
var
s : boolean {shadow bit}
A,A : data {data aggregate and its shadow copy}
t : integer {time of last timeout}
begin
rcv Aggregate(x, y, v, v′, b⃗, s⃗) →
{add flow to shadow aggregate}A :=A⊕ v if s⃗R ≠ s ∧ b⃗R;
{update shadow bit before forwarding}
s⃗R := s;
{remove old value from aggregate}
A,A := A⊖ v,A⊖ v if b⃗R;
{choose whether to add or not the new value}
b⃗R := any;
A,A := A⊕ v′,A⊕ v′ if b⃗R;
send Aggregate(x, y, v, v′, b⃗, s⃗) to y
rcv Ack(x, y, v, v′, b⃗, s⃗) →
send Ack(x, y, v, v′, b⃗, s⃗) to x
timeout clock > t + T →
s, A,A := ¬s,A, 0;
t := clock;
clock < t → t := clock;
end
In the first action, an Aggregate message is received, and is forwarded along the next hop to the destination. Before
forwarding the message, the value of the flow is added to the shadow variableA, provided a state change has occurred
from the last time an Aggregate message from this flow was received, i.e., s⃗R ≠ s, and also, provided the value has been
added already to the aggregate, i.e., b⃗R. Also, the router nondeterministically chooses whether to add the new value v′ to the
aggregate, and updates b⃗R, A, andA accordingly.
In the second action, an Ack is received. The router simply forwards the message in the direction of the source.
In the third action, the router changes its state after T seconds from its last state change. Thus,A is assigned to A,A is
reset to zero, and bit s is flipped. The time of the state change is recorded in t .
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The last action is a sanity action to restore t to a sensible value in case of a fault.
The specification of the destination process is given next.
process destination y
begin
rcv Aggregate(x, y, v, v′, b⃗, s⃗) →
send Ack(x, y, v, v′, b⃗, s⃗) to x
end
It simply consists of a single action that receives an Aggregatemessage and returns an Ack in the direction of the source
of the message.
The correctness proof of the signaling protocol is given in Appendix A.
5.5. Stabilization of the signaling protocol
The above signaling protocol is robust to a variety of faults. E.g., if a source dies, then its value will be removed from
the aggregate of all routers within 2 · T seconds, as follows. Within the first T seconds,A is reset to zero. Since the source
has died, its value is never added again toA, and within the next T seconds,A is assigned to A. Similarly, if the path of a
source changes, then, within 2 · T seconds, routers along the previous path will remove the source from their aggregate,
while routers along the new path will add it to their aggregate. If the aggregate at a router has a corrupted value, it will also
correct itself within 2 · T seconds. Thus, the protocol reaches a normal operating state within 2 · T seconds.
A proof of the stabilization of the signaling protocol is given in Appendix A.
6. Signaling for max–min fairness
We next address how to modify the signaling protocol for the specific case of computing a max–min fair bandwidth
assignment for all flows.
6.1. State maintained by routers
Consider the algorithm to compute max–min fairness given in Section 4. Recall that
• G(p, q) is the set of flows whose bandwidth has been assigned at a link other than (p, q) (i.e., flows that are bottled at a
link other than (p, q)), and
• U(p, q) is the set of flows whose bandwidth has not been assigned.
When an edge (p, q) is chosen at an iteration step, the bandwidth that is assigned to each flow in U(p, q) is the following:
C(p, q)− ∑
f∈G(p,q)
f .w
|U(p, q)| . (3)
Due to the distributed nature of our signaling protocol, the iterative approach is not possible. Instead, a router could
maintain an estimate of the values used in (3). In particular, note that the individual values of f .w are not important; only
their sum is important. Hence, (3) consists simply of three integers, which require only constant space at the router process
in charge of channel (p, q).
This suggests that the information we maintain at each router process is as follows.
C: The (constant) bandwidth of the output channel of the process.
W : The sumof the bandwidths of flows that are not bottled at this router; that is, flowswho cannot increase their bandwidth
because another router is preventing them from doing so. This is an estimate of
∑
f∈G(p,q) f .w.
n: The total number of flows that are bottled at this router; that is, their bandwidth is limited by this router. This is an
estimate on |U(p, q)|.
The bandwidth allocated to these flows, which we denote by B, is simply
B = C −W
n
.
Consider the example in Fig. 5(a). Five flows traverse a router Rwhose output channel capacity is 100. Three flows, f1, f2
and f3, are bottled at a different router, and their collective bandwidth is 60. The remaining flows, f4 and f5, are bottled at
this router. Hence,W = 60, n = 2, and B = 20. Because f4 and f5 are bottled at R, their bottled bandwidth is B, i.e., 20.
Note that the router is unaware of the individual bandwidth of flows f1, f2, and f3. In particular, the bandwidth of f2 is
greater than B, which is not allowed; f2 should become bottled at R, and its bandwidth should be shared with the other
bottled flows. Since R is unaware of the bandwidth of f2, the source of f2 must correct this problem via signaling. We address
this below.
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Fig. 5. State maintained at a router R.
6.2. Updating of router state via signaling
Consider again Fig. 5(a). Since f2 is not bottled at R, it must be bottled at another router, R′, which limits the bandwidth of
f2 to 30. Hence, R′.B = 30. However, since 30 = R′.B > R.B = 20, f2 must become bottled at R instead. The steps to change
the bottleneck router of f2 from R′ to R are as follows.
For f2 to become bottled at R, R.n must be increased by one, and aggregate R.W must be decreased by f2’s current
bandwidth. Thus, R.n = 2+ 1 = 3, and R.W = 60− 30 = 30. The new bandwidth of f2, and of any other flow bottled at R,
will be R.B = (R.C − R.W )/R.n = (100− 30)/3 = 23.33. This new state of R is shown in Fig. 5(b).
For f2 to become unbottled at R′, R′.n must be reduced by one, and its aggregate, R.W , must be increased by the new
bandwidth of f2, i.e., by 23.33.
To perform the above steps, sources are required to periodically send an Aggregatemessage, with the following fields:
x: id of source node.
y: id of destination node.
b⃗: bit vector, with one bit per router along the path; b⃗R is true if the flow is bottled at router R.
wold: existing bandwidth of the flow; this is already included in the aggregate of all non-bottleneck routers.
wnew: new bandwidth of the flow;w′ will replacew in the aggregate of all non-bottleneck routers.
wnext : this field is discussed further below.
When a router R receives the above Aggregatemessage, it performs the following steps.
• Update R.W by addingwnew and subtractingwold, provided the flow is bottled at R, i.e., if b⃗R is true.
• Decide if the bottled state of the flow must change, i.e., if the flow is bottled and should instead be unbottled, and vice
versa. There are four cases to consider for this:
1. If the flow is bottlenecked at the router and its bandwidth is greater than the bottleneck bandwidth (b⃗R ∧ R.wnew >
R.B), then the flow remains bottlenecked at the router, but the source must be informed that its bandwidth should be
decreased (see the discussion onwnext below).
2. If the flow is bottlenecked at the router and its bandwidth is less than the bottleneck bandwidth (b⃗R ∧ R.wnew < R.B)
r < B, then the flow should no longer be considered bottlenecked at this router. Thus, its bandwidthwnew is added to
R.W , and the number of bottlenecked flows R.n is decreased by one.
3. If the flow is not bottlenecked at this router and its bandwidth is greater than the bottleneck bandwidth (¬b⃗R ∧
R.wnew > R.B), then the flow must become bottlenecked at this router. Hence, R.n increases by 1, and R.w decreases
bywnew .
4. If the flow is not bottlenecked at this router, and its bandwidth is less than the bottleneck bandwidth (¬b⃗R∧R.wnew <
R.B), then the state of the router remains the same.
From the above discussion, it follows that routers maintain two aggregate values: an aggregate of the bandwidth w of
each source, and a count of bottled flows (aggregating the value ‘‘1’’ for each source). Also, the router has the freedom to
choosewhether or not to include a flow in these aggregates, depending on its current bottleneck bandwidth. Note that these
requirementsmatch those of the signaling protocol of Section 5 and, hence, it may be used tomaintain these two aggregates
in a self-stabilizing manner.
To simplify our code below, we do not deal with shadow copies of the aggregate variables nor with shadow bits, which
are part of the signaling protocol. We focus instead on the bandwidth of each flow and the aggregates at the routers.
We conclude by describing the final field,wnext , in the Aggregatemessage. This field is set to infinity by the source, and is
used to determine the new bandwidth of the source during the next round of signaling messages. As the Aggregatemessage
traverses each router,wnext is set to the minimum of its previous value and the bottled bandwidth of the router. The field is
then returned to the source via the Ackmessage. This allows the source to learn of the minimum bottled bandwidth of all its
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routers. The source’s bandwidth cannot exceed this minimum, thus, wnext is assigned to wnew at the beginning of the next
signaling round.
6.3. Specification of max–min signaling
We now present the specification of the source, router, and destination processes.
process source x
const
y : process id {destination}
var
b⃗ : bit vector {bottleneck-bit vector}
wold,
wnew,
wnext : non-negative integer {flow bandwidth}
wait : boolean {waiting for an Ack}
begin
rcv Ack(x, y, wold, wnew, wnext , b⃗) →
wold := wnew;
wnew := wnext;
wait := false
¬wait →
send Aggregate(x, y, wold, wnew,∞, b⃗) to y
wait := true
end
The source contains two actions. In the first action, the source receives an Ackmessage. The values of wold and wnew are
updated. The value of b⃗ is updated as a side effect of receiving themessage. The second action sends a new Aggregatemessage
provided the previous Ack has been received.
The specification of a router process is as follows.
process router R
const
C : non-negative integer {channel bandwidth}
var
n : non-negative integer {count of bottled flows}
W : non-negative integer {bandwidth of flows bottled elsewhere}
begin
rcv Aggregate(x, y, wold, wnew, wnext , b⃗) →
{update rate if not bottled}
W := W − wold + wnew if ¬b⃗R;
{un-bottle the flow if necessary}
n,W , b⃗R := n− 1,W + wnew,false if b⃗R ∧ wnew < B ∧ n > 1;
{bottle the flow if necessary}
n,W , b⃗R := n+ 1,W − wnew,true if¬b⃗R ∧ (wnew > B ∨ n = 0);
{update wnext before forwarding}
wnext := min(wnext , B);
send Aggregate(x, y, wold, wnew, wnext , b⃗) to y
rcv Ack(x, y, wold, wnew, wnext , b⃗) →
send Ack(x, y, wold, wnew, wnext , b⃗) to x
end
The router contains two actions. In the first action, an Aggregatemessage is received. The router determines if a flow that
is bottled should be unbottled, and vice versa. In this action, B is defined as follows:
B = C −W
n
.
To ensure B is well defined, we ensure that each router has at all times at least one bottled flow. The second action simply
helps to forward an acknowledgment back to the source.
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The destination is similar to before; it receives an Aggregatemessage and returns an Ackmessage.
process destination y
begin
rcv Aggregate(x, y, wold, wnew, wnext , b⃗) →
send Ack(x, y, wold, wnew, wnext , b⃗) to x
end
6.4. Stabilization of max–min signaling
We next present an overview of the stabilization properties of our system. The proof of the following theorem is given
in Appendix B.
Theorem 1. Let f be a flow with source process src and destination process dst. Then, the max–min signaling system stabilizes to
the following:
src.wold = f .w
where f .w is the bandwidth assigned to flow f by the max–min bandwidth allocation algorithm in Section 4.2.
Corollary 1. Let FR be the set of source processes whose flows traverse router process R. Then, the system stabilizes to the
conjunction of the following two predicates:
R.W =
−
src : src ∈ FR ∧ ¬src.b⃗R : src.wold

R.n =
{src | src ∈ FR ∧ src.b⃗R} .
Above, we did not discuss the stabilization time of our system. As shown in Appendix A, the signaling protocol stabilizes
in O(T ) time, where T is the interval between state changes at a router. The stabilization time of Theorem 1, on the other
hand, still remains an open problem.
It can be shown that if bandwidth values are discrete, then the convergence time is in the order of O(N · ∆), where
N is the number of discrete bandwidth values, and ∆ is the time interval between signaling messages from a source. We
have shown in Section 5 that ∆ ≤ T − ε, so in the worst case, the convergence time is O(N · T ), unless a tighter bound is
imposed on∆. To accomplish this, however, we require some synchronization between routers. In particular, the network
must operate in ‘‘phases’’. During some phases, routers are not allowed to increase their bottleneck rate, forcing some flows
to become bottled. In other phases, the bottleneck rate is allowed to increase, and flows become unbottled. We leave this
result to future work.
7. Concluding remarks
All our sources are assumed to be flexible, in the sense that they adapt to the bandwidth provided by the network. If
some sources are rigid, that is, they always require a fixed amount of bandwidth, then this can simply be implemented by
having each rigid source include its constant rate in the aggregate message, and each router subtracts this rate from the
output channel rate C .
We considered only a fixed set of sources. In practice, the set of sources varies over time. Thus, when a source is removed
from the network, its information must be subtracted from the aggregate information at each of its routers. Similarly, when
a new source appears in the network, its information must be added to the aggregate information at each of its routers.
Adding or removing a flow can be performed with a single Aggregatemessage, as follows.
Consider adding a flow to the network. The flow may send an Aggregate message with wold = 0, wnew = {flow’s
initial rate}, and b⃗ = 0. I.e., a ‘‘new’’ flow can be considered to be an old flow with rate of zero that is not bottled at any
router. Similarly, removing a flow could be done by sending an Aggregatemessage withwnew = 0. In this manner, the flow
will be unbottled at all routers, and its bandwidth is removed from all routers. Thus, it no longer contributes to the aggregate
variables n andW .
Although routers do not maintain per-flow state, all signaling messages associated with a link must access the aggregate
variables n and W of the link. This may potentially become a performance bottleneck of the core router, if the number
of flows traversing the link is large. However, given that sources need to transmit a signaling packet only once every T
seconds, and given that there is no time synchronization, the processing load of the signaling messages is spread over T
seconds. Assuming T is sensible, the signaling load on the router may be kept small.
Further investigation is needed on the stabilization time of the system. We speculate this to be significantly large, due to
many possible intermediate values that could be generated at the routers while the system converges. In practice, however,
it is likely that the average convergence time is sensible. We plan to investigate this via a future simulation study.
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Appendix A. Correctness proof of signaling protocol
As discussed earlier, routing between access networks is outside the scope of the paper. We simply assume that routing
is stabilizing3, and thus the routing tables converge to a sound and stable set of values. This implies the following.
Lemma 1. The system stabilizes to the following predicate: every Aggregate(x, y, . . .)message is located only along the path from
x to y, and every Ack(x, y, . . .)message is located only along the path from y to x.
Similarly, due to the time restrictions on the sending of messages by the source and the fast processing of messages at
the routers, we have the following.
Lemma 2. The system stabilizes to the following predicate: for every x and y, the number of Aggregate(x, y, . . .) messages plus
the number of Ack(x, y, . . .)messages is at most one.
Finally, due to the timing of the state changes of the routers, and the timing on the generation of signaling messages by
the source, as argued in Section 5, we have the following.
Lemma 3. For every flow with source x and destination y traversing router R, and for every interval of time of length at least T ,
router R will receive an Aggregate(x, y, . . .)message from source x.
We next consider the relationship between the rates of the sources and the information stored at the routers.
To simplify our lemmas, we introduce two auxiliary variables at each router. No other variable will depend on the values
of the auxiliary variables, i.e., they are simply used to reason about the state of the router.
At each router, we add two auxiliary arrays: A[] andA[]. Intuitively, A[x] corresponds to the value from source x that is
added to aggregate A. Similarly,A[x] corresponds to the value from source x that is added to aggregateA.
In this manner, when 0 is assigned toA, then, for all x,A[x] is also assigned 0. Also, when a value from source x is added
or subtracted from A (orA), the same value is added or subtracted from A[x] (respectively,A[x]). Finally, whenA is assigned
to A, then for all x,A[x] is assigned to A[x].
Lemma 4. Within O(T ) units of time, for every router R,
R.A = (⊕ i :: R.A[x]) (4)
R.A = ⊕ i :: R.A[x] . (5)
Proof. Within T seconds, zerowill be assigned toA, and hence also to all elements ofA[], making predicate (5) true. From this
moment onward, every individual value added to or subtracted fromA is also added to or subtracted from the appropriate
element ofA[]. Hence, (5) continues to hold. T seconds later, zero is assigned to(A), and the argument repeats. Hence, after
T seconds, (5) will hold and continue to hold.
Once (5) holds, then, within another T seconds,A is assigned to A. When this occurs, for all x,A[x] is assigned to A[x]. This,
along with (5), ensures that (4) holds. Furthermore, from this moment onward, every value added to or subtracted from A
is also added to or subtracted from the appropriate element of A[]. IfA is assigned to A again, then the argument repeats.
Hence, within 2 · T seconds from our initial state, (4) will hold and continue to hold. 
Given Lemma 4 above, we next continuemaking reference only to the auxiliary variables and not the aggregate variables.
Let P(x, y) correspond to the sequence of channels along the path from node x to node y. In particular, let path P(x, R)
correspond to the sequence of channels from source x to router R.
To simplify our notation, and from Lemma3,we refer to the Aggregate or Ackmessage of source x and destination y simply
as (x, y).msg . Whether the message is an Aggregate or an Ack depends on where the message is located. I.e., if the message
is in P(x, y), then it is an Aggregatemessage. If it is in P(y, x), then it is an Ackmessage.
Note that the source x has variables, v, v′, s⃗, and b⃗, and that message (x, y).msg has fields with the same names. Also,
when the Ack is received back at source x, the variables of x are replaced with the fields in the Ack. Therefore, to simplify
our proofs, (x, y).f refers to field f in message (x, y).msg . If currently there is no signaling message for the pair (x, y), then
(x, y).f refers to variable f at source x.
Lemma 5. For any source x and destination y, and any router R along path P(x, y):
1. The values of (x, y).⃗sR and (x, y).b⃗R can only be modified by actions in R.
2. The values of (x, y).v and (x, y).v′ can only be modified by actions in x.
3 Most routing protocols such as link-state routing and distance-vector routing are in essence stabilizing.
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Proof. For part 1, we consider s⃗R; the argument for b⃗R is similar.
By definition, (x, y).⃗sR obtains its value from the signalingmessage between x and y, and if there is no suchmessage, from
x.⃗sR.
Assume there is no signaling message for the pair (x, y). Thus, by definition, (x, y).⃗sR = x.⃗sR. Note that no process other
than x can modify x.⃗sR. For x, the first action is disabled (there is no Ackmessage), and the third action does not refer to x.⃗sR.
The second action sends an Aggregatemessage, so, by definition, (x, y).⃗sR becomes the field s⃗R in this message. However, the
field’s value is obtained from x.⃗sR and, hence, the value of (x, y).⃗sR is unchanged.
Assume now that there is a signaling message for the pair (x, y). Any router Q , where Q ≠ R, cannot affect the value of
(x, y).⃗sR; this value is simply forwarded along (either in an Aggregate or Ack message). The destination simply transforms
an Aggregatemessage into an Ackmessage without changing the field values. Thus, (x, y).⃗sR remains unchanged. If the Ack
is received at the source, then, after the message is received, (x, y).⃗sR is defined to be x.⃗sR. However, x.⃗sR updated its value
from the Ackmessage and, hence, (x, y).⃗sR remains unchanged.
For part 2, notice that no router modifies fields v or v′ in a signaling message, whether an Aggregate or Ackmessage, and
the destination turns an Aggregatemessage into an Ackmessage, without changing the field values. Hence, only the source
x can change the values of (x, y).v and (x, y).v′. 
We next examine the relationship between the shadow bit from a source x, and the aggregate values stored at a router
R. The relationship depends on the location of the signaling message, i.e., if it is on its way to R or if it has gone beyond R.
Lemma 6. Within O(T ) time, the system stabilizes to the following predicate: for every source–destination pair (x, y) and every
router R along their path,
R.s = (x, y).⃗sR ∧ R.A[x] = Ux,R
∨
R.s ≠ (x, y).⃗sR ∧ R.A[x] = 0 (6)
where
Ux,R =
(x, y).v if (x, y).b⃗R ∧ (x, y).msg ∈ P(x, R)(x, y).v′ if (x, y).b⃗R ∧ (x, y).msg ∉ P(x, R)
0 if ¬(x, y).b⃗R.
Proof.
Predicate (6) holds within O(T ) seconds
We first show that predicate (6) abovewill holdwithin 2·T seconds. For the initial state of the computation,we separately
consider two cases: R.s = (x, y).⃗sR and R.s ≠ (x, y).⃗sR.
Assume first that R.s = (x, y).⃗sR. From Lemma 2, only R can change the value of (x, y).⃗sR (and obviously of R.s). Thus,
R.s = (x, y).⃗sR continues to hold until R changes one of these two values. Only the first and third actions of R refer to R.s or
(x, y).⃗sR. The first action maintains R.s = (x, y).⃗sR (the message bit is set to the router’s bit). On the other hand, the third
action, which is guaranteed to execute in T seconds, flips the value of R.s. Thus, R.s ≠ (x, y).⃗sR holds after the action. The
action also sets R.A[x] = 0, which implies (6) holds.
Assume next that R.s ≠ (x, y).⃗sR. From Lemma 3, within the next T seconds, a message from source x is received at R, and
the first action of R sets s⃗R to be equal to R.s. Hence, R.s = (x, y).⃗sR holds after the action, and we may repeat the argument
in the previous paragraph.
Preserving predicate (6)
We next show that once predicate (6) above holds it will continue to hold, by showing that all actions preserve the
predicate.
Source actions
First action: Of the values in (6), this action only makes reference to (x, y).⃗sR. From Lemma 5, source x cannot change this
value, and predicate (6) continues to hold.
Second action: Since (6) holds before the action, consider first that R.s ≠ (x, y).⃗sR ∧ R.A[x] = 0 holds. From Lemma 5,
source x cannot change any of these values, so executing the action preserves (6).
Assume instead that R.s = (x, y).⃗sR ∧ R.A[x] = Ux,R holds before the action. As above, x cannot change the value of
R.s = (x, y).⃗sR, nor the value of R.A[x] (it is local to R). However, it may affect Ux,R, so we must argue that Ux,R remains the
same.
From Lemma 5, x cannot change the value of (x, y).b⃗R. If (x, y).b⃗R is false, then Ux,R does not change, and we are done.
Assume instead that (x, y).b⃗R is true. Then, before the action is executed, Lemma 2 implies that (x, y).msg /∈ P(x, R) and,
hence, Ux,R = (x, y).v′. From Lemma 2 again, and by definition, (x, y).v′ = x.v′.
The action sends a signaling message and, thus, (x, y).msg ∈ P(x, R) holds after the action. By definition, Ux,R = (x, y).v
after the action. However, the action also assigns x.v′ to x.v and, thus, Ux,R does not change, as desired.
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Third action: This is a sanity action that will be executed only once in the system. Thus, it will not affect predicate (6).
Destination actions
The destination has only a single action that receives an Aggregate message and sends an Ack message. Thus, it has no
effect on (6).
Router actions
First action: We have two cases to consider.
• Assume R.s = (x, y).⃗sR holds before the action. From (6), we have R.A[x] = (x, y).v if (x, y).b⃗R, or zero otherwise.
Consider the assignments of the action. From R.s = (x, y).⃗sR, the first two assignments do not change the state of the
system. The third assignment sets R.A[x] to zero; this is because, if (x, y).b⃗R, then (x, y).v is subtracted from R.A[x], and
if ¬(x, y).b⃗R, then R.A[x]was zero already.
Then, the router nondeterministically chooses to add (x, y).v′ to R.A[x], and the nondeterministic choice is stored in
(x, y).b⃗R. Hence, after this statement, R.A[x] = (x, y).v′ if (x, y).b⃗R, and 0 otherwise, i.e., R.A[x] = Ux,R.
Combining the above, the first disjunct in (6) holds after the message is forwarded.
• Assume R.s ≠ (x, y).⃗sR holds before the action. From (6), we have R.A[x] = 0.
Consider the value of R.A[x] after the first three assignment statements. If¬b⃗R holds beforehand, then R.A[x] remains
unchanged. If b⃗R holds beforehand, then v is added toA[x] and then subtracted from it. Hence, R.A[x] remains unchanged
(i.e., zero).
Note that the second assignment statement causes R.s = (x, y).⃗sR to be true.
In the fourth and fifth assignment statements, the router nondeterministically chooses to add (x, y).v′ to R.A[x],
and the nondeterministic choice is stored in (x, y).b⃗R. Hence, after this statement, R.A[x] = (x, y).v′ if (x, y).b⃗R, and
0 otherwise, i.e., R.A[x] = Ux,R.
Hence, the first disjunct in (6) holds after the message is forwarded.
Second action: This action only moves an Ackmessage one step closer to the source, and hence it does not affect (6).
Third action: The router performs a state update by flipping its shadow bit and assigning zero toA. From (6), we have
two cases to consider regarding the state before the action.
• If R.s = (x, y).⃗sR ∧ R.A[x] = Ux,R holds before the action, then R.s ≠ (x, y).⃗sR ∧ R.A[x] = 0 holds after the action.
• Instead, assume R.s ≠ (x, y).⃗sR ∧ R.A[x] = 0 holds before the action. We claim that this cannot hold when the action is
going to be executed. The reason is as follows.
The third action executes at least T seconds apart. In the interim from the previous execution of this action, due
to Lemma 3, a message from the source must have been received, causing action one to execute. Action one causes
(x, y).⃗sR = R.s to hold after its execution.
Note that the source does not change the value of (x, y).⃗sR (Lemma 5), and the router can only change the value of R.s
in the third action. Thus, (x, y).⃗sR = R.s remains true until the third action is executed again. Hence, the second disjunct
in (6) cannot hold before the third action is executed.
Fourth action: This action makes no reference to any values in (6). 
From the above lemma, we can conclude the proof of the signaling message with the following theorem.
Theorem 2. Within O(T ) seconds, the system stabilizes to the following predicate: for every source–destination pair (x, y) and
every router R along its path,
R.A[x] = Ux,R. (7)
Proof. We first prove that if (7) above holds, it will continue to hold. We assume we have already reached a state where all
the previous lemmas hold. We will prove later that eventually (7) holds.
Predicate (7) is stable
Consider the actions of every process.
Source actions
First action: The value of (x, y).f for any field f of the message is defined to be that of the source variable when there is
no message from the source. Hence, the side effect of receiving a message, i.e., changing the variables of the source to those
values in the message, does not affect predicate (7).
Second action: Source x cannot change the value of R.A[x] (local to R), nor the value of (x, y).b⃗ (Lemma 5), but it can affect
Ux,R by changing (x, y).v, (x, y).v′, and (x, y).msg ∈ P(x, R).
Before the action executes, and from Lemma 2, (x, y).msg /∈ P(x, R) holds, and after the action, (x, y).msg ∈ P(x, R)
holds. We must show that in both cases, Ux,R remains unchanged.
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If ¬(x, y).b⃗R before the action executes, then, by definition, Ux,R remains zero (and thus unchanged).
If (x, y).b⃗R, then, by definition, Ux,R = (x, y).v′ holds before the action is executed, and Ux,R = (x, y).v holds afterward.
Note that the action assigns (x, y).v′ to (x, y).v. Thus, Ux,R remains unchanged, as desired.
Third action: This is a sanity action that will be executed only once in the system. Thus, it will not affect predicate (7).
Destination actions
Consider the destination. It has only a single action that receives an Aggregatemessage and sends an Ackmessage. Thus,
it does not affect any values in (7).
Router actions
First action:We first argue that the first disjunct of (6) holds after the first two assignment statements of the action. First,
assume R.s = (x, y).⃗sR∧R.A[x] = Ux,R holds before the action. The first two assignments do not change this. Assume instead
that R.s ≠ (x, y).⃗sR ∧ R.A[x] = 0. The first statement ensures R.A[x] = Ux,R, and the second that R.s ≠ (x, y).⃗sR.
Next, the router chooses whether or not to assign the value to its aggregate. Because R.A[x] = Ux,R holds before this
statement, we have that R.A[x] = Ux,R will hold after the action.
Second action: This action only moves an Ackmessage one step closer to the source, and hence it does not affect (7).
Third action: The router performs a state update by flipping its shadow bit and assigning zero toA. Given the timing of
messages, at least one Aggregate message from the source must be received from the last time this action was executed.
When this message is received and processed, from (6) we have
R.s = (x, y).⃗sR ∧ R.A[x] = Ux,R.
Since (6) always holds, and since the shadow bit of the router will not change until the third action is executed, then this
also holds the moment before the action is executed. Thus, after the action is executed we will have
R.s ≠ (x, y).⃗sR ∧ R.A[i] = Ux,R
which implies our desired result of R.A[i] = Ux,R.
Fourth action: This is a sanity action that is executed only once in the router, and hence will not affect (7) above.
Predicate (7) holds within O(T ) seconds
Note that, from the argument of the third action, (7) will hold after the third action is executed, which happens every T
seconds, and, hence, the system stabilizes to (7). 
Appendix B. Proof of Theorem 1
In this section, we provide a proof for Theorem 1. We begin with a few corollaries and lemmas.
Corollary 2. For every every router R,
R.W =
−
x, y : R ∈ P(x, y) : Vx,R

(8)
R.n =
−
x, y : R ∈ P(x, y) : Wx,R

(9)
where
Vx,R =

(x, y).wold if ¬(x, y).bR ∧ (x, y).msg ∈ P(x, R)
(x, y).wnew if ¬(x, y).bR ∧ (x, y).msg ∉ P(x, R)
0 if (x, y).bR
and
Wx,R =
1 if (x, y).bR ∧ (x, y).msg ∈ P(x, R)
1 if (x, y).bR ∧ (x, y).msg ∉ P(x, R)
0 if ¬(x, y).bR.
Proof. We have shown earlier that the signaling protocol allows routers to aggregate data from source nodes, and to
nondeterministically choose whether to aggregate the data of each individual source.
Inmax–min signaling, the router is aggregating two values fromeach source: its bandwidthw, and a count (i.e. the simple
value 1). Rates are aggregated for flows which are not bottled at the router, and the count is for flows that are bottled. Thus,
we can view this as two copies of the aggregating signaling protocol of Section 5. However, only one bitmap b⃗ is needed,
because, for each flow, either the router aggregates the flow’s rate or the value 1, but not both. Thus, V andW are the duals
of U in Theorem 2, and the corollary follows. 
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For a router R, let us define the bandwidth R.B of its bottled flows as follows:
R.B = R.C − R.W
R.n
.
Also, define FR to be the set of flows traversing R.
We next show that R.W will eventually have a sensible value, that is, the sum of the bandwidths of unbottled flows is not
more that the channel bandwidth of the router. By definition, any remaining bandwidth is shared among the bottled flows.
Lemma 7. The system stabilizes to the following predicate: for every router R, where FR ≠ ∅,
R.W ≤ R.C ∧ R.n > 0
i.e., R.B ≥ 0.
Proof. We assume we have reached a state where Corollary 2 already holds and, hence, R.W and R.n correctly reflect the
aggregate rate and number of bottled flows at the router.
Given that the router will always bottle a flow if R.n = 0, then when the next Aggregatemessage arrives from any flow,
the flow will be bottled, regardless of its rate. From the first action of the router, it will never allow R.n to reach 0 again.
Hence, R.B is well defined from this moment onwards.
Consider any router R. If R.W > R.C , this implies that R.B < 0. Thus, whenever a message is received from any unbottled
flow, the router will bottle the flow, which in turn decreases R.W .
As unbottled flows become bottled, R.W decreases. While R.W remains greater than C , no unbottled flow can increase
or decrease its rate, it will simply become bottled, and thus R.W continues to decrease, until R.W ≤ R.C .
We next need to show that once R.W ≤ R.C , this continues to hold.
R.W increases under two conditions: (a) a bottled flow becomes unbottled, and (b) a flow requests an increase in rate
(i.e. wnew > wold). If a flow becomes unbottled, then from the definition of R.B, R.W remains at most R.C , because the
remaining bandwidth is distributed evenly among the bottled flows. If a flow requests an increase in its rate (and it is
granted without being bottled), it has to be the case that R.W < R.C after the increase, since, otherwise, the flow would
become bottled and R.W would actually decrease. 
Lemma 8. LetΦ be the following set of values.
• For every router R, R.B.
• For every source–destination pair (x, y), the values:
(x, y).wold, (x, y).wnew, (x, y).wnext .
Then, the minimum value inΦ is non-decreasing.
Proof. We consider the actions of each process, and show thatΦ does not decrease.
Source actions
First action:AnAck is received, and its values are copied to the variables of the sender. Hence, no newvalues are generated,
and the minimum inΦ cannot decrease.
Second action: An Aggregate message is sent, with values from the variables of the source (and hence from Φ), with the
only new value being infinity, so again the minimum inΦ cannot decrease.
Destination actions
The destination simply returns an Ack after receiving an Aggregate message. No new values are generated, so the
minimum ofΦ cannot decrease.
Router actions
First action: The values of router R and pair (x, y) that get affected are R.B, and (x, y).wnext .
Note that if R.B does not decrease, then (x, y).wnext cannot decrease below the minimum in Φ , because it is set to the
minimum of its previous value and R.B, and R.B is in Φ . Our concern is when R.B indeed decreases. We must show that its
new value is not smaller than another existing value inΦ .
Consider thus the first action of the router. There are multiple cases to consider.
(a) The rate of an unbottled flow (x, y) decreases (i.e. (x, y).wold > (x, y).wnew). When R.W is updated, it will decrease, and
this decrease in R.W increases the value of R.B, as desired. If, in addition, the flow becomes bottled at the end of the
action, then R.B increases even more, as desired.
(b) The rate of an unbottled flow (x, y) increases (i.e. (x, y).wold ≤ (x, y).wnew). This increases R.W , which in turn reduces
the value of R.B, and we must ensure its new value is at least as large as another value inΦ . We have two subcases.
i. The flow does not become bottled (i.e., (x, y).wnew < R.B after R.W is updated): in this case, the new value of R.B is
greater than an existing value ofΦ (i.e., (x, y).wnew), as desired.
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ii. The flow becomes bottled (i.e., (x, y).wnew ≥ R.B after R.W is updated): in this case, we have to consider the
relationship between (x, r).wold and the old value of R.B, which we denote R.Bold.
(1) If (x, y).wold ≥ R.Bold, then, after bottling the flow, the amount of bandwidth added to the bottled set is more than
R.Bold, hence, R.B increases as desired.
(2) If (x, y).wold < R.Bold, then, after bottling the flow, the net effect is bottling a flow whose original rate is
wold (since the new rate wnew is given back to the bottled flow bandwidth). Thus, the new value of R.B is
(R.Bold · n + wold)/(n + 1). Since wold < R.Bold, even though R.Bold decreases, it cannot decrease beyond wold,
i.e., an existing value ofΦ , as desired.
(c) A bottled flow becomes unbottled. In this case, R.B increases.
(d) An unbottled flow becomes bottled. This was already covered as a subcase of cases (a) and (b).
Second action: The second action is trivial (just forwards an Ackmessage) so the minimum inΦ cannot decrease. 
Let B1 correspond to the bandwidth of the minimum link (first step) in the computation of the max–min fairness
allocation of flows.
Lemma 9. The minimum value ofΦ (as defined in Lemma 8) increases until it reaches the value B1.
Proof. Letm be the current minimum value inΦ . From Lemma 8, all values inΦ will remain at leastm.
Consider any router R. Assume R.B reaches a value greater thanm. Once this happens, R.Bwill always be at leastm. This
is because R.B decreases only when a flow (x, y) traversing R increases its rate. However, the flow’s initial rate (x, y).wold
is at least m, and, whether the flow becomes bottled or not, the new value of R.B will be between its previous value and
(x, y).wold, i.e., R.B remains greater thanm.
We must show that if R.B equals m (and less than B1), then it will eventually increase. Because R.B is less than B1, then,
from the definition of B1, some flows in Rmust have a rate in R.W that is greater than B1. When an Aggregatemessage from
any one of these flows is received at R, either the flow becomes bottlenecked (increasing R.B), or the flow decreases its rate
(also increasing R.B). Hence, R.Bmust grow and become larger thanm.
Consider any pair (x, y). What remains to be shown is that (x, y).wold, (x, y).wnew , and (x, y).wnext will also increase to
a value larger than m. As argued above, for every router R traversed by (x, y), R.B increases beyond m and remains above
m. The values of (x, y).wold and (x, y).wnew depend on (x, y).wnext , which in turns receives as value the minimum of the
R.B values of all routers R along its path. Since these values have been shown to be strictly greater than m, then (x, y).wold,
(x, y).wnew , and (x, y).wnext , and hence the minimum value inΦ , will become greater thanm. 
We now conclude the section with the proof of Theorem 1. We first generalize some definitions.
Let Fi, 1 ≤ i ≤ n, be the set of flows that become bottlenecked at step i in the max–min allocation algorithm, and Bi be
the bottleneck bandwidth found for flows in Fi. Let the max–min algorithm have a total of n iterations.
Define Φi to be the set of values {wold, wnew, wnext} of flows in Fx, where i ≤ x ≤ n, united with the set of R.B values for
every router Rwhose flows, denoted FR, are a subset of

i≤x≤n Fx.
Proof. From Lemma 9,Φ1 grows to at least B1.
Consider any router R that becomes a bottleneck in the first iteration of themax–min fairness algorithm. If R.B > B1, then
this implies that there is a flow (x, y) through R whose contribution to R.W is less than B1, which from Theorem 2 implies
that (x, y).wold or (x, y).wnew is less than B1, which violates the assumption onΦ1. Also, R.B cannot be less than B1, since this
would also violate our assumption onΦ1. Hence, R.B remains fixed at B1.
Consider any flow (x, y) going through the router R defined above, with R.B fixed at B1. From Lemma 9, each of (x, y).wold,
(x, y).wnew and (x, y).wnext is at least B1. So whenever a message from (x, y) arrives at R, (x, y).wnext becomes equal to B1.
From (x, y).wnext , (x, y).wnew becomes B1, and then after another message is sent by (x, y), (x, y).wold becomes equal to B1.
Hence, all flows in F1 will have bandwidth values equal to B1 and remain fixed at this value.
Since F1 flows are fixed, and all other values in Φ1 are at least B1, we can basically ignore flows in F1, and repeat the
argument of Lemma 9 to show that Φ2 grows to B2, and repeat the above argument to show that all flows in F2 will have a
bandwidth of B2 and remain in this state.
The first part of the theorem follows by induction. Corollary 1 follows from Theorem 2. 
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