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0. Introduction
Certain ﬁnite subgroups of matrices have a significant role in proving reducibility and triangu-
larizability results for semigroups of operators. By reducibility of a collection S of bounded linear
operators on a Banach spaceX (of ﬁnite or inﬁnite dimension), we mean the existence of a nontrivial
closed subspace ofX, invariant under (every operator in)S. By (simultaneous) triangularizability of
S is meant the existence of a maximal chain of subspaces of X each member of which is invariant
under S. Of particular interest to us is the case in which S is a semigroup, i.e., is closed under
multiplication. At least whenS contains some nonzero compact operator (or in particular whenX is
ﬁnite-dimensional), its reducibility is often determined by that of ﬁnitematrix groups associatedwith
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it. These are minimal nonabelian groups of a special type, and it is useful to know as much as possible
about their structure and representations.
They are all solvable groups, of course, andmuchof the structure results presentedbelow, especially
about the nilpotent case, can be obtained from abstract group theory [3].
The relevant parts of our results, e.g., Theorems 2.2.5, 2.3.2, and Corollary 2.3.3, (although easily
deduced from basic group representation theory) seem to be new. One of our main contributions is
uniﬁed notation which makes the results more accesible to operator theorists and easier to use in the
context of simultaneous triangularizability.
Using the structure results we will provide new answers to questions of the following form. Let f
be a homogeneous polynomial in two noncommuting variables. What conditions can be imposed on
f so that whenever, for all A,B in a semigroup, f (A,B) is “small” in some sense (e.g. is zero, nilpotent,
quasinilpotent, etc.), then the semigroup is triangularizable, or at least reducible. We believe that our
results on the structure of these matrix groups will ﬁnd further applications, including simpliﬁcations
of known triangularizability theorems.
1. Notation
If q is a power of a prime, then Fq denotes the ﬁeld with q elements. Ifm is a positive integer, then
Cm denotes the cyclic group of orderm and m denotes them × m ‘cycle matrix’, i.e.
m =
⎛⎜⎜⎜⎝
0 1
. . .
. . .
0 1
1 0
⎞⎟⎟⎟⎠ .
If G is a group, then we denote the subset of its nth powers by Gn = {gn|g ∈ G}. We denote group
commutators by [−,−] and ring commutators by [−,−]r , more precisely, if x, y ∈ G, a, b ∈ R, where G
is a group and R is a ring, then [x, y] = xyx−1y−1 and [a, b]r = ab − ba. All representations we consider
are over complex numbers.
1.1. (p, q)-Polynomials and (p, q)-matrices
In our considerations certain polynomials play a very central role.
Deﬁnition 1.1.1. Let p, q be primes (not necessarily distinct). We say that a monic polynomial f ∈ Z[x]
is a (p, q)-polynomial provided that:
(1) if p /= q, then f modulo q is an irreducible factor of xp − 1 ∈ Fq[x] distinct from x − 1,
(2) if p = q /= 2, then f (x) = (x − 1)2,
(3) if p = q = 2, then either f = 0, or f (x) = x + 1.
Remark 1.1.2. If p, q are distinct primes and f (x) = a0 + · · · + am−1xm−1 + xm /= x − 1 is an irreducible
factor of xp − 1 ∈ Fq[x], then the coefﬁcient a0 ∈ Fq is nonzero and for at least one choice of f , the
coefﬁcient am−1 is invertible as well (since 1 =
∑
f am−1(f )).
We use (p, q)-polynomials to deﬁne groups of diagonal matrices.
Deﬁnition 1.1.3. If p, q are primes and f (x) = a0 + · · · + am−1xm−1 + xm is a (p, q)-polynomial, then we
deﬁne a group of diagonal p × pmatricesD =D(p, q; f ) as follows:
(1) if (p, q, f ) /= (2, 2, x + 1), then
D = {diag(θ1, . . . , θp)|θa0j θ
a1
j+1 · · · θ
am−1
j+m−1θj+m = 1, θ
q
j
= 1},
(2) if (p, q, f ) = (2, 2, x + 1), then
D = {±I2,±diag(i,−i)}.
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Remark 1.1.4. If p|q − 1 then f (x) = x − λ and
D(p, q; f ) = {diag(θ , θλ, . . . , θλp−1 )|θq = 1}.
If the smallest integerm such thatp|qm − 1 isp − 1, then f (x) = 1 + x + · · · + xp−1 andD(p, q; f ) consists
of all order q diagonal matrices of determinant 1.
If p /= 2, then
D(p, p, f ) = {θ jI, θ jdiag(1, θk , . . . , θ(p−1)k)|j, k = 0, . . . , p − 1},
where θ is any primitive pth root of 1.
It will turn out thatD(p, q; f ) is invariant under the conjugation by p. In view of this we deﬁne:
Deﬁnition 1.1.5. If p, q are primes, 0 /= β ∈ C, and f a (p, q)-polynomial, thenwe deﬁne a group of p × p
matricesG = G(p, q;β; f ) by
G = {D(βp)k|D ∈D(p, q; f ), 1 k  pj}.
Observe that if βp = 1, thenG(p, q;β; f )  G(p, q;1; f ).
Deﬁnition 1.1.6. If p, q are primes and j a positive integer, then a group of matrices G is said to be
a (p, q, j)-matrix group , if there exists a primitive pjth root of unity β and a (p, q)-polynomial f (with
f (x) = x + 1, if (p, q, j) = (2, 2, 2)), such that, up to simultaneous similarity, we haveG = G(p, q;β; f ).
One of the main results in this paper is that every irreducible, ﬁnite, minimal nonabelian matrix
group is a (p, q, j)-matrix group, and that for a ﬁxed triple (p, q, j), all (p, q, j)-matrix groups are, up to
similarity, the same.
2. Structure theory
Finite, minimal nonabelian groups were ﬁrst investigated by Miller and Moreno [3]. They ﬁrst
proved that they are solvable and then used solvability to obtain a comprehensive structure result for
such groups (see Theorems 2.1.2 and 2.2.2). It should be noted that Schmidt extended their solvability
result to ﬁnite, minimal nonnilpotent groups [6].
Below we deduce the structure results of Miller and Moreno. For the sake of completeness and
also to make the results more accessible to operator theorists we include the proofs. Our approach is
slightly different from that of Miller and Moreno, focusing mostly on describing groups in terms of
generators and relations rather then exploring their abstract structure (e.g. counting the the number
of Sylow subgroups of certain size). This enables us to explicitly describe irreducible representations
of these groups.
Throughout this section, G denotes a ﬁnite, minimal nonabelian group. Note that the commutator
subgroup [G,G] of G is (due to solvability) a proper subgroup of G and is thus abelian. Also observe
that, due to minimality, every pair of noncommuting elements generates G. It is worth pointing out
that a homomorphic image of a minimal nonabelian group is either abelian or minimal nonabelian.
Hence the range of every nonscalar irreducible representation of a minimal nonabelian group is also
a minimal nonabelian group.
2.1. The nilpotent case
IfG is nilpotent, thennote thatGmustbeap-group for someprimep. Indeed, oneof Sylowsubgroups
of G must be nonabelian (since G is not abelian and is a direct product of its Sylow subgroups) and by
minimality G is equal to that group.
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Let Gn be the n-fold iterated commutator of G (i.e., G0 = G and Gn = [G,Gn−1] for n 1). Let r be
minimal such that Gr = 1. Note that r  2 as G is not commutative. Let a ∈ Gr−2 and b ∈ G be a pair
of noncommuting (hence generating) elements of G. Note that [a, b] ∈ Gr−1 ⊆ Z(G) (and hence r = 2).
Without loss we may also assume that ap, bp lie in Z(G) (continue to replace a by ap or b by bp until
this is so).
We have shown that G is generated by a of order, say pi, and b of order pj and ap, bp, [a, b] ∈ Z(G).
We assume that i + j is minimal possible. Since [a, b] is a central element, every element of G can be
written in the form [a, b]n1an2bn3 .
If ap is a pth power of a central element, then ap = 1 (if ap = xp, where x ∈ Z(G), then replace a by
ax−1). The same holds for bp. Note also that [a, b]p = [ap, b] = 1.
The structure of G is thus determined up to the structure of its centre Z(G) = 〈ap, bp, [a, b]〉 (if a
commutes with [a, b]n1an2bn3 , then amust commute with bn3 and hence n3 must be divisible by p).
Lemma 2.1.1. If p /= 2, then 〈ap〉 ∩ 〈bp〉 = 1. Furthermore, if p = 2, then either 〈ap〉 ∩ 〈bp〉 = 1, or 〈ap〉 =
〈bp〉 and i = j = 2.
Proof. Assume1 /= arpn = bspm , where r, s are coprime to p and1 n < i and1 m < j.With no loss of
generality we assume that r = s = 1 and that n m. If n < m, thenwe could replace a by ab−pm−n , con-
tradicting theminimality of i + j. Hencen = m. Since 1 = api = (apn )pi−n = (bpn )pi−n = bpi , wemust have
i  j. A symmetric argument shows that j  i and thus i = j. Note that [ab−1, b] = [a, b] and (ab−1)pn =
ap
n
b−pn [a, b](p
n
2 ) = [a, b](p
n
2 ). If either n > 1, or p /= 2, then (pn
2
)
is divisible by p and hence replacing a by
ab−1 would contradict the minimality of i + j. Assume now that n = 1 and p = 2. Then ap = bp. Also,
if i > 2, then (ab−1)p2 = 1 and replacing a by ab−1 would again contradict the minimality of i + j. 
Wemay assume without loss of generality that either 〈ap〉 ∩ 〈bp〉 = 1, or ap = bp with p = i = j = 2.
Theorder ofG is |Z(G)|p2. If ap = bp, then the size of Z(G) is eitherpi (if [a, b] 	∈ 〈a〉) orpi−1. If 〈a〉 ∩ 〈b〉 = 1,
then the size of Z(G) is either pi+j−1 (if [a, b] 	∈ 〈a, b〉), or pi+j−2.
Observe that [G,G] = 〈[a, b]〉 is a cyclic group of order p and that every element of [G,G] is a com-
mutator. Indeed, [a, b]i = [ai, b] = [a, bi].
The above discussion is summarized in the proposition below.
Theorem 2.1.2 (cf. [3]). If G is a ﬁnite, nilpotent, minimal nonabelian group, then
(1) For some prime p,G is a p-group and is generated by a, b ∈ G such that ap, bp and [a, b] are central
elements.
(2) If p /= 2, then we can additionally assume that 〈ap〉 ∩ 〈bp〉 = 1. If p = 2, then either 〈a2〉 ∩ 〈b2〉 = 1,
or a2 = b2 and a4 = 1 = b4.
(3) [G,G] = 〈[a, b]〉  Cp, and every element of [G,G] is a commutator.
Corollary 2.1.3. If G is a ﬁnite,nilpotent,minimal nonabelian groupwith a cyclic centre, thenG is generated
by a, b ∈ G such that ap = 1, and bp, [a, b] ∈ Z(G).
Theorem 2.1.4. Any irreducible nonscalar representation of G has size p and is given by a 
→ A = Aα,θ , b 
→
B = Bβ , where
A = αdiag(1, θ , . . . , θp−1), B = βp,
where θ is a primitivepth root of unity andαp
i = 1 = βpj . If ap = bp, thenwehaveαp = βp. If [a, b] ∈ 〈ap, bp〉,
say [a, b] = ai0pbj0p, then we have θ = αi0pβ j0p.
Representationsassociated to (α,β, θ)and (α′,β ′, θ ′)are isomorphic if andonly if (αp,βp, θ) = (α′p,β ′p, θ ′).
Proof. Observe that [A,B] = θ−1I,Ap = αpI, Bp = βpI and hence a 
→ A and b 
→ B is indeed a represen-
tation of G. It is clearly irreducible. Suppose that representations associated to (α,β, θ) and (α′,β ′, θ ′)
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are isomorphic. Then there is an invertible matrix C such that CAα,θC
−1 = Aα′ ,θ ′ and CBβC−1 = Bβ ′ .
Hence θ ′−1I = [Aα′ ,θ ′ ,Bβ ′ ] = C[Aα,θ ,Bβ ]C−1 = C(θ−1I)C−1 = θ−1I and therefore θ = θ ′. Also α′pI = Apα′ =
CA
p
αC
−1 = αpI and β ′pI = Bp
β ′ = CBpβC−1 = βpI. Hence (αp,βp, θ) = (α′p,β ′p, θ ′).
It is nowsufﬁcient to prove that representations associated to (α,β, θ) for pairwise distinct (αp,βp, θ)
togetherwith thescalar representations (whicharegivenbycharactersonG/[G,G] = G/〈[a, b]〉) exhaust
all possibilities. This is donebyusing a counting argument.Onemust, according to the structure of Z(G),
consider four cases.Here is oneof thecases (theothersworkalmost the sameway).Assumethatap /= bp
and that [a, b] 	∈ 〈ap, bp〉. In this case |G| = p2|Z(G)| = pi+j+1. Summation of sizes of representations
described above gives∑
ρ
dim(ρ)2 =
∑
|{(αp,βp, γ )}|p2 +
∑
|G/[G,G]|12
= pi−1pj−1(p − 1)p2 + pi+j+1−1 = pi+j+1 = |G|. 
2.2. The nonnilpotent case
Assume that G is not nilpotent. Let a ∈ [G,G] and b ∈ G generate G. Note that without any loss of
generality we can assume that aq
i = 1 = bpj , where p and q are primes, and i, j are positive integers.
We assume that j is smallest possible, and hence bp commutes with a.
We ﬁrst show that if p = q, then G is a q-group and therefore nilpotent. Let H = 〈brasb−r |r, s〉 be
the normal subgroup of G generated by a. The group H is abelian as H  [G,G], and therefore it is
a q-group since it is generated by elements of exponent a power of q. Note that every g ∈ G can be
written in the form g = bnh, where h ∈ H. Observe that (bnh)m = bnmh′ for some h′ ∈ H and hence
Gp
j = {gpj |g ∈ G} ⊆ H. Thus if p = q, then the exponent of G must divide qi+j .
From now on assume that p /= q and observe that 〈b〉 ∩ H = 1. Hence G = H〈b〉 (H〈b〉 is a non-
commutative subgroup of G and is therefore equal to G).
Wewill show that i = 1, i.e., aq = 1. Due to minimality of Gwemay assume that H = [G,G] = [H,G]
and that Hq = {xq|x ∈ H} is a central subgroup of G. Note that every nontrivial commutator [x, y] =
xyx−1y−1, where x ∈ H, has exponent q. Indeed, since x commutes with [x, y]we have [x, y]q = [xq, y] =
1. Thus a and hence alsoH have exponent q. Observe also that bp ∈ Z(G). HenceG  (Frq,+)Cpj , where
the action of Cpj = 〈b〉 on Frq is given by b(u) = Bu, where B ∈ GLr(Fq), Bp = I. If u ∈ Frq, and bn ∈ Cpj ,
then we identify u = u1 ∈ G and bn = 0bn ∈ G.
We next show that r = m, wherem is the minimal positive integer such that qm − 1 is divisible by
p. Note that the ﬁeld Fqm is the smallest ﬁeld extension of Fq containing a primitive pth root of unity.
Recall that the Galois group of this extension is cyclic and is generated by ϕ:Fqm → Fqm ,ϕ(x) = xp. The
order ofϕ ism (andhencemdividesp − 1).Wedenote the induced (entrywise) actiononFrq byϕ aswell.
Observe that the irreducible factors of xp − 1 over Fq are x − 1 and fω = (x − ω)(x − ωq) · · · (x − ωqm−1 ).
Also note that fω1 = fω2 if and only if ω1 and ω2 are in the same orbit under the action of 〈ϕ〉 (i.e., if
ω2 = ωq
i
1
).
LetB:Frqm → Frqm be the linear transformation inducedbyB and letu ∈ Frqm beanonzeroeigenvector
corresponding to an eigenvalue ω /= 1 (such an eigenvalue exists as B /= I,Bp = I, and charFqm = q does
not divide p). Deﬁne
 =
⎛⎜⎜⎜⎜⎝
1 1 · · · 1
ω ωq · · · ωqm−1
.
.
.
.
.
.
.
.
.
ωm−1 ω(m−1)q · · · ω(m−1)qm−1
⎞⎟⎟⎟⎟⎠
and note that the matrix
X = uϕ(u) · · ·ϕm−1(u)
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has entries in Fq (they are ﬁxed under ϕ) and that rank X = m ( is an invertible Vandermondematrix
and u,ϕ(u), . . . ,ϕm−1(u) are eigenvectors belonging to distinct eigenvalues of B). Observe that ColX ,
the column space of X , is an invariant subspace for B and that (ColX)〈b〉 is a nonabelian subgroup
of G. Hence ColX = Frq and r = m. Observe also that B is irreducible: ifU ⊆ ColX = Frq is an invariant
subspace for B, then BU /= I, as BColX has no nontrivial ﬁxed points, and henceU〈B〉 is a nonabelian
subgroup of G.
Let f (x) = a0 + a1x + · · · + am−1xm−1 + xm be the characteristic polynomial of B (which is also the
minimal polynomial and f = fω for some ω). Note that for any nonzero vector v0 ∈ Fmq , the vectors
v0,Bv0, . . . ,B
m−1v0
form a basis for Fmq and that
B = Bf =
⎛⎜⎜⎜⎝
0 −a0
1 0 −a1
. . .
. . .
.
.
.
1 −am−1
⎞⎟⎟⎟⎠
with respect to this basis.
Deﬁnition 2.2.1. We write Gf = Gf ,j = Fmq 〈b|bpj = 1〉, where the action of b on Fmq is given by Bf .
Observe that if g(x) /= x − 1 is another irreducible divisor of xp − 1, then Gf  Gg . If f and g are
associated to ω1 and ω2, where ω2 = ωi1, then the isomorphism is induced by Bg 
→ Big and u0 
→ v0.
Assume now that G = Gf . Observe that [G,G] = Fmq . We will show that every element of [G,G] is
a commutator. Deﬁne K = {bub−1u−1|u ∈ Fmq } and note that K is a normal subgroup of [G,G]. Since
bub−1u−1 = (B − I)u and B − I is invertible, it follows that K = Fmq . We have thus proven the following
theorem.
Theorem 2.2.2 (cf. [3]). If G is a ﬁnite, nonnilpotent, minimal nonabelian group, then G  Gf for some
irreducible divisor f of x
p−1
x−1 ∈ Fq[x]. The size of G is qmpj. The commutator subgroup [G,G] is isomorphic
to Cmq . Every element of [G,G] is a commutator.
2.2.1. Representations
Here we describe the irreducible complex representations of G = Gf ,j = (Fmq ,+)Cpj . All such rep-
resentations are obtained as follows (cf. [4, Proposition 25]). Choose χ , a character on H = (Fmq ,+) and
ρ, a character on Cpj = 〈bp〉  Cppi . The corresponding irreducible representation of G is then induced
by χ ⊗ ρ, a representation of HCp
pi
≤ G. More precisely, if 1 /= χ ∈ Ĥ and β ∈ C,βpi = 1, then G acts
on V = V(χ ,β), a vector space with basis v0, . . . , vp−1, by hvi = χ(bihb−1)vi and bvi = βvi+1. Note that
representations V(χ ,β) and V(χ ′,β ′) are isomorphic if and only if χ ′ = bi(χ) for some integer 0 i < p
and βp = β ′p. Observe, that if βp = 1, then without any loss of generality we may assume that β = 1.
If χ = 1, then we get the 1-dimensional representations given by h 
→ 1, h ∈ H, b 
→ β,βpj = 1. We
summarize the discussion above in the theorem below.
Theorem 2.2.3. LetG beanonnilpotent, ﬁnite,minimalnonabeliangroup. ThenG=Gf ,j=(Fmq ,+)〈b|bpj =
1〉. If 0 /= u ∈ Fmq , then every nonscalar representation of G is determined by u 
→ A and b 
→ B, where A
is an arbitrary nonidentity element ofD(p, q; f ) and B = βp,with βpj = 1. Representations associated to
(A,βp) and (A′,β ′p) are isomorphic if and only if A = A′ and βp = β ′p.
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Proof. Abbreviate ei = (0, . . . , 1, . . . , 0) ∈ Fmq . Without any loss of generality assume that u = e1. Now
observe that nontrivial characters χ discussed above are in bijective correspondence withD(p, q; f ).
This correspondence is given by χA(ej) = θj , where A = diag(θ1, . . . , θp) ∈D(p, q; f ). 
Corollary 2.2.4. If p /= q, then the size ofD =D(p, q; f ) is qm. If (ψ0, . . . ,ψm−1) is an m-tuple of complex
numbers of order q, then for every integer i, there exists a unique element D = diag(θ1, . . . , θp) ofD such
that θi+k = ψk, for 0 k  m − 1.
The following is result about the frequencywithwhich entries inD(p, q; f ) occur is of some interest.
Theorem 2.2.5. If f (x) /= x − 1 is an irreducible divisor of xp − 1 ∈ Fq and θq = 1 (θ can be 1), then the
expected number of θ ’s in a random D ∈D =D(p, q, f ) is pq . In particular, if q > p, then there are members
ofD containing no θ.
Proof. The number of all θ ′s in any ﬁxed diagonal position in D is qm−1 (ﬁx that entry, the m − 1
entries following it are arbitrary, the other entries are uniquely determined). Hence the total number
of diagonal entries in elements of D that are equal to θ is pqm−1. The expected number of θ ’s in a
randommember ofD is therefore pq
m−1
|D| = pq . 
2.3. Summary
Here we summarize some of the results proven in Sections 2.1 and 2.2 about properties that hold
for nilpotent as well as nonnilpotent ﬁnite, minimal nonabelian groups.
Theorem 2.3.1. Let G be a ﬁnite, minimal nonabelian group. Then there exist a, b ∈ G, positive integers
i, j, and primes p, q (not necessarily distinct), such that ord(a) = qi, ord(b) = pj ,G = 〈a, b〉, p, q are the only
primes dividing |G|, and i = 1 whenever p /= q. Furthermore
(1) Every element in the commutator group of G is a commutator.
(2) The group G is nilpotent if and only if p = q.
(3) If f is any (p, q)-polynomial (other then x + 1, if p = q = 2), then all nonscalar irreducible repre-
sentations of G are of size p and are given by a 
→ αA, b 
→ βp, where αqi = 1 = βpj , and A is a
nonscalar element ofD(p, q; f ).
Theorem 2.3.2. If G ⊆Mp(C) is an irreducible, ﬁnite, minimal nonabelian, matrix group then G is a
(p, q, j)-matrix group.
Corollary 2.3.3. Let p, q be primes, A = diag(θ1, . . . , θp)with θqr = 1,α,β ∈ C such that αqi = 1 = βpj , and
G = 〈αA,βp〉. If either (p, q) /= (2, 2), or (α,β) = (1, 1), then
(1) Minimal nonabelian subgroups ofG are all similar.
(2) If p = q then there is a unique minimal nonabelian subgroup ofG.
3. Applications
We start by recording the following useful fact which easily follows from the structure theory of
minimal nonabelian groups we have developed.
Proposition 3.0.1 (cf. [2]). If G is a ﬁnite, nonabelian matrix group, then the spectral radius of some ring
commutator AB − BA,A,B ∈ G is at least √3. We can further assume that this ring commutator commutes
with every element of the derived subgroup [G,G].
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Proof. Without lossof generalityweassumethatG is aminimalnonabeliangroup.Note thatAB − BA =
AB(I − A−1B−1AB). Hence for every D ∈ [G,G] some ring commutator has the spectral radius equal to
the spectral radius of I − D. 
Recall that if G is a group, then g ∈ G is called a 2-element if g2r = 1 for some integer r.
Lemma 3.0.2. LetG be a ﬁnite,minimal nonabelian matrix group. If the spectrum of every group commu-
tator [X ,Y ] = XYX−1Y−1 contains at most two elements, then either G contains a noncentral 2-element,
orG is nilpotent.
Proof. It is sufﬁcient toprove the statementwhenG = G(p, q;β; f ) is a (p, q, j)-matrix groupwithp /= q.
We use the fact that every element of the commutator subgroup is a commutator. Suppose if possible,
that p /= 2 /= q. Let f (x) = xm + am−1xm−1 + · · · + a1x + a0. Ifm 3, then ﬁrst three diagonal entries of
every element ofD(p, q; f ) = [G,G] are arbitrary qth roots of unity; contradicting the assumption. If
m = 1, thenD(p, q; f ) = {diag(θ , θλ, . . . , θλp−1 )} andwe again have a commutatorwith at least 3 distinct
eigenvalues. Assume now that m = 2 and f (x) = x2 + a1x + a0. Without loss of generality we may
assume that neither a0, nor a1 is divisible by q (Remark 1.1.2). If θ is a primitive pth root of unity, then
diag(1, θ , θ−a1 , . . .), diag(θ , 1, θ−a0 , . . .) ∈D. If either a0 or a1 is different from −1 ∈ Fq, then we get a
contradiction. If a0 = a1 = −1, then diag(θ , θ−1, 1, . . .) ∈D(p, q; f ). Again a contradiction. 
Lemma 3.0.3. IfG is an irreducible,ﬁnite,minimalnonabelian,matrix groupand the spectrumof every ring
commutator AB − BA,A,B ∈ G is anR-collinear subset ofC, then the spectrum of every group commutator
has at most two elements.
Proof. If A = diag(θ1, . . . , θp) ∈ G = G(p, q;β; f ), then A(βp) − (βp)A has eigenvalues β(θi − θi+1). If
all these values are R-collinear this means that at most two of θi’s can be distinct. 
Corollary 3.0.4. LetG be a compact group ofmatrices.Assume that the spectrumof every ring commutator
AB − BA,A,B ∈ G is an R-collinear subset of C. IfG contains no noncentral 2-elements, thenG is abelian.
Proof. Assume that G contains no noncentral 2-elements and suppose that G is not abelian. Since a
compact group is abelian if and only if every ﬁnite subgroup is such [2], we may, without any loss of
generality, assume that G is a minimal nonabelian group. If G is not nilpotent, then we are done by
Lemma 3.0.3 and Corollary 3.0.4. Assume now thatG is nilpotent. ThenG is a p-group for some prime
p /= 2.BlockdiagonalizeG, note thatoneof thenonscalar irreducibleblocks is similar toa (p, p, j)-matrix
group G(p, p;β; f ) = 〈A,B〉, where A = diag(1, θ , . . . , θp−1),B = βp, and observe that the spectrum of
AB − BA is not R-collinear. 
IfS is a semigroup, then R+S = {rS|r > 0, S ∈S} denotes its positively homogeneous closure.
Theorem 3.0.5. LetS = R+S be an irreducible semigroup of matrices and let L be the convex hull of
the spectra of all ring commutators inS, i.e., L = co{λ ∈ σ(ST − TS)|S, T ∈S}. If L /= C, then L = R, or
L = iR. Furthermore, ifS\{0} is a group and L = R, thenS contains a noncentral involution.
Proof. Observe that if L /= C, then L = αR, for some nonzero α ∈ C. Let k be theminimal positive rank
inS and let E be an idempotent of rank k. If k > 1 then consider ESE|Range(E)\{0} = R+G, whereG is
a compact group. Without loss of generality we assume that G is a subgroup of unitary matrices. By
Corollary 3.0.4 G contains a noncentral 2-element U =
(
ξ I1 0
0 −ξ I2
)
. Let V ∈ G be an element which
does not commute with U and note that H = ξ [UV∗,V ]r = ξ(U − VUV∗) is a nonzero hermitian matrix
(indeed, sinceU∗ = ξ2U, we haveH∗ = ξ(U∗ + VU∗V∗) = ξξ2(U + VUV∗) = H). Hence L = ξR and since
ξ2I ∈Swe also have ξ2L = L; which in turn implies that ξ2 ∈ R.
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Nowassumethatk = 1. Then it is sufﬁcient to check theclaimfor 〈A,B〉 [5],whereA=
(
a 0
1 0
)
and B=(
0 1
0 b
)
, with ab /= 1. Note that [A,B]r = AB − BA =
(
1 −a
b −1
)
. The ring commutator [A,B]r is not nilpo-
tent since ab /= 1. Thus we have a, b ∈ R, since a[A,B]r = [A2,B]r and b[A,B]r = [A,B2]. Hence L = R (if
ab < 1) or L = iR (if ab > 1). 
Remark 3.0.6. The proof above also shows that both cases L = R and L = iR are possible.
The following numerical invariant χ(f ) of a polynomial f will be useful in studying (pre)triangular-
izing conditions on semigroups of operators.
Deﬁnition 3.0.7. For a function f :C → C we deﬁne
χ(f ) = inf{max
θp=1
|f (θ)||p prime}.
Proposition 3.0.8. If f :C → C is a continuous function, then the following are equivalent.
(1) For every prime p there is a θ ∈ C such that θp = 1 and f (θ) /= 0.
(2) χ(f ) > 0.
Proof. LetM = max|θ |=1 |f (θ)| and let θ0 ∈ S1 be such that f (θ0) = M. Let δ > 0be such that for |θ − θ0| >
δ we have |f (θ)| > M/2 and let p0 be a prime such that for all primes p p0 there is a p-th root of 1 in
the δ-neighborhood of θ0. Then
χ(f )min
{
M
2
,max
θp=1
f (θ)|p prime, p < p0
}

Remark 3.0.9. If f :C → C is an analytic function, then the condition (1) from the proposition above
says that f is not divisible by xp − 1 for any prime p.
When f is a polynomial then the following result provides s sufﬁcient condition, independent of
the degree of f , for
√
3 χ(f ).
Proposition 3.0.10. Let f be a monic polynomial such that f (1) = 0. If no roots of f lie in the region
D =
{
z ∈ C|Re(z) <
√
3
3
− 1
2
, 0 < |z| < 2
}
then χ(f ) √3.
Proof. Let f (x) = (x − 1)(x − ξ1) · · · (x − ξn) and let p be a prime. Let θ be the pth root of unity closest
to −1 with nonnegative imaginary part, i.e., θ = e(p−1)π i and note that |(θ − 1)(θ − 1)| 3 and that for
any ξ 	∈ D we have |(θ − ξ)(θ − ξ)| 1. The latter is clear if either ξ = 0 or |ξ | 2. Now assume ξ is
such that
√
3
3
− 1
2
≤ Re(ξ). Note that it is sufﬁcient to prove the statement for Re(ξ) =
√
3
3
− 1
2
. Examine
the triangle with vertices θ , θ and ξ . Let h =
√
3
3
− 1
2
− Re(θ) and s = Im(θ) = −Im(θ) 0. The area A of
the triangle in question is hs. Let a = |θ − ξ | and b = |θ − ξ |. If A 1
2
, then we are done as ab 2A.
Note that if p = 3, then 2A = 1 and that if p = 5, then 2A ≈ 1.04 > 1. Note also that if p 7, then h > s.
In this case let γ be the angle at ξ and let γ ′ be the angle at ξ ′ := Re(ξ) of the triangle (θ , θ , ξ ′) and
note that γ < γ ′ < π
2
. Deﬁne d =
√
h2 + s2 and observe that in this case ab = d2 sin(γ )
sin(γ ′)  d2. Finally if
p 7, then d2  1. Indeed, if p = 7, then d2 ≈ 1.14 > 1. If p 11, then already h > 1 (if p = 11, then
h ≈ 1.03 > 1). 
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Remark 3.0.11. With some care the region D in the theorem above could be shrunk to
D′ = {z ∈ C|∀ primep, |(z − e(p−1)π i)(z − e(p+1)π i)| 1}.
The quantity
√
3
3
− 1
2
≈ 0.077 is fairly close to 0.
Deﬁnition 3.0.12. Ifg ∈ C〈x, y〉 is apolynomial in twononcommutingvariables, thendeﬁneg1, g2:C →
C by g1(t) = g(t, 1), g2(t) = g(1, t), χ1(g) = χ(g1),χ2(g) = χ(g2) and χ(g) = max{χ1(g),χ2(g)}.
Theorem 3.0.13. Let g be a homogeneous polynomial in two noncommuting variables of joint degree r. If
0 k < χ(g), then every ﬁnite groupG of matrices satisfying
ρ(g(xy, yx)) kρ(x)rρ(y)r ,
for all x, y ∈ G is abelian.
Proof. Assume with no loss of generality that χ(g) = χ1(g) Suppose that G is a minimal nonabelian
group satisfying ρ(g(xy, yx)) kρ(x)rρ(y)r = k. Hence ρ([x, y], I) k, for all x, y ∈ G. By the structure
theorem, every element of the commutator subgroup is a commutator and for some prime p, every
pth root of unity is in the spectrum of some commutator. Hence we have
χ1(g)max
θp=1
|g(1, t)| k < χ(g).
This is clearly a contradiction. 
We can extend Theorem 3.0.13 to the general semigroup setting. Recall that a property P that a
semigroupS of complex matrices may possess is called pretriangularizing [1] if the following holds:
(1) P is similarity invariant.
(2) P passes to subsemigroups, homogenized closures and semisimpliﬁcations.
(3) IfS⊕ 0 has propertyP, then so doesS.
(4) Totally reducible semigroups withP have no non-zero nilpotents.
(5) Finite groups withP are abelian.
It should be noted that reasonable matrix semigroup properties satisfy the conditions (1)–(3) and
that it is usually sufﬁcient to check (4) for irreducible semigroups. In [1] it was proven that groups
satisfying a pretriangularizing property are always reducible and have triangularizable commutator
subgroups. Itwas also shown that if r is theminimal nonzero rank in a semigroupS = R+S satisfying
apretriangularizing property, thenShas a chain of invariant subspaces of length at least r. It is implicit
in the proof of [1, Theorem 5.1] that the last statement can be extended to semigroups of compact
operators on a Banach space. More precisely, ifX is a Banach space andS = R+S is a semigroup of
compact operators onX satisfying a propertyP, which is pretriangularizing for matrix semigroups,
thenS has a chain of closed invariant subspaces of length at least r; where r is the minimal nonzero
rank (possibly inﬁnite) inS.
Theorem 3.0.14. Let g be a homogeneous polynomial in two noncommuting variables of joint degree r
such that either g(t, 0) /= 0 or g(0, t) /= 0. If 0 k < χ(g), then the property
ρ(g(xy, yx)) kρ(x)rρ(y)r for all x, y ∈S
for matrix semigroupsS is a pretriangularizing property.
Proof. Conditions (1), (2), and (3) are clearly satisﬁed. Condition (5) is the the content of Theorem
3.0.13. Note that it is sufﬁcient to check condition (4) for irreducible semigroupsS. Assume, if possible
thatS is an irreducible semigroup satisfying ρ(g(xy, yx)) kρ(x)rρ(y)r , for all x, y ∈S and thatS
contains a nonzero nilpotent N. Without loss of generality assume thatS = R+S, g(t, 0) 	≡ 0, and
that N2 = 0. Note that for every X ∈S, the matrix g(X ,N) is nilpotent. Write
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N =
(
0 M
0 0
)
, X =
(
X1,1 X1,2
X2,1 X2,2
)
and note that the matrices g(MX2,1, 0) and g(0,X2,1M) are nilpotent. Hence g
n(MX2,1, 0) = 0 =
gn(0,X2,1M). Thus the union of spectra of all MX2,1 is a ﬁnite set; and hence these spectra are {0}
due to homogeneity ofS. Therefore f :Mn → C, f (X) = trMX2,1 deﬁnes a nonzero functional which
is 0 onS. This contradicts the irreducibility ofS. 
Remark 3.0.15. The case g(t, s) = t − swas already investigated in [2].
From the theorem above we obtain the following corollary.
Theorem 3.0.16. Let g be a homogeneous polynomial in two noncommuting variables of joint degree r,
such that either g(t, 0) /= 0 or g(0, t) /= 0. LetS be any semigroup of compact operators on a Banach space
such that
ρ(g(AB,BA)) kρ(A)rρ(B)r (1)
for all A,B ∈S and some ﬁxed k,with 0 k < χ(g). Then eitherS is reducible or it contains operators of
rank 1.
Proof. This follows from the fact that (1) is a pretriangularizing property for matrix semigroups com-
bined with the discussion following Theorem 3.0.13. 
If g is rigid in the sense of [5], then taking β = 0we obtain the triangularizing condition of Theorem
4.2 of [5].
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