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1. INTR~D&TI~N 
We shall assume that coefficients in the linear differential equations 
below, for example, in 
where 
P,(t, D)y G D”y + 2 a,(t) d’“y = 0, 
Is=0 
Dy = dy/dt = y’, 
(l-1) 
are real-valued and continuous on a specified interval 1. Equation (1 .l) is 
said to be disconjugate on 1 if every solution (+O) has at most n - 1 zeros on 
1, counting multiplicities. 
It is known that if n = 2 and (1.1) is disconjugate on I: 0 < t < w( <a), 
then (1.1) has a solution y = y(t) satisfying r u(t) dt/y2(t) < CO, where 
u(t) = exp (- Jot a,-,(s) ds) V-2) 
(Leighton and Morse [IO]; cf. [6, p. 3551). We shal1 show that, for arbitrary 
n > 2 and disconjugate (I. I), there is a solution y(t) satisfying 
s 
w 
a(qz/n(n-l~ ) y(t)j-2”“-1’ dt < 00. (1.3) 
This, and generalizations, are stated in Theorem 2.1. In contrast to the case 
n = 2 (where 01 = 1, p = 2 is permitted), there need not exist a solution 
y(t) + 0 satisfying 
i 
w a(t)* 1 y(t)]-” dt = cc (1.4) 
for any c1> 0, (3 > 0 when n = 3. 
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As a corollary of Theorem 2.1 and of [8], we obtain Theorem 2.2 which 
implies that if (1.1) is d isconjugate, as(t) does not change signs, and 
s 
w 
&)2/+1) dt = ~0, 
then (1.1) possesses an unbounded solution y(t) satisfying y’/y > 0 for t 
near w. 
Section 4 deals with the case n = 3 where we use Theorem 2.2 to obtain 
generalizations of some assertions of Barrett [I] (whose proofs contain a 
nontrivial error; see [3,4]). In particular, we show that if (1.1) is disconjugate 
on 0 < t < w, n = 3, a,,(t) > 0, s” a(t)ri3 dt = co, and u(t) is a solution of 
(1.1) satisfying u(0) = u’(0) = 0, U”(O) > 0, then u’ > 0 on 0 < t < w. 
In Section 7 we give a partial generalization of these results to nth order 
equations. 
2. INTEGRALS AND PRINCIPAL SOLUTIONS 
If (1.1) is disconjugate on 0 < t < w, then there exist solutions 
~1(~>,-., ~+r(t), y(t) which are positive for t near w and satisfy 
G-1 = O(Y) and uj = 0(2++~) as t-+w, 1 <j<n. G-1) 
The solution ur(t) is called a first principal solution at t = w, z12(t) a second 
principal solution, ... . Such solutions also satisfy 
Jqu, ,...I *n-l>Y> > 0, (24 
where 
W(u, ,...) Uj) > 0 forO<t<w, 1 <i<n; 
W(% ,*a*, uk) = det(D-lz+), ;,j=1 k, ,*.., 
denotes the Wronskian determinant of ur ,..., uk (see Hartman [7, Theorem 
7.2n, pp. 331-3341, or Levin [II]). 
THEOREM 2.1. Let n 2 2 and z+(t),..., u,+(t),y(t) be functions of cZuss 
P-l on 0 < t < w(\cc~) satisfring (2.1) and (2.2). Then these functions 
satisfy 
I 
Cd 
n-2 
W(u, ,..., u,-1 , y)2'G(n--l) 1 y  j-en-1 n ( ui I-‘? dt < to, (2.3) 
j=l 
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where ej > 0 and 
Bj+...+Bn-1>2(n--j+l)/n(n-l) forj>l, (2.4) 
0, -1 ... + 6n-1 = 2/(n - 1). (2.5) 
In particular, if u1 ,..., u,-~ , y  are solutions of (1.1) satisfying (2.1) and (2.2) 
and z. u(t) is defined in (1.2), then 
s 
w n-2 
a(t) 
2:n(n--1) ] y  ]-%-I n ) uj 1-89 dt < co, (2.6) 
j=l 
since W(u, ,..., u,-r , y) = const u(t); hence (1.3) holds, by (2.1) and (2.5). 
Remark. The cases w = 00 and constant coefficients in (1.1) show that 
the conditions on the exponents in (2.6) or in (1.3) cannot be essentially 
altered. 
By the use of Lemma 7.1, [7, p. 3301, we can obtain the following corollary. 
COROLLARY 2.1. Let 2 < k < n - 1 and let u1 ,..., u,-~ , y  be functions 
of class G-l satisfying (2.1), (2.2). Then 
s 
w W(u, )..., un-l ) yy+l) W(u, )...) u,-JJ2’k 
n-2 
x \ W(u, ,..., u,-~ ,y)\-‘,-I n 1 W(u, I..., u,-k, uj)l-“’ dt < 00, 
j=n--k+1 
(2.7) 
where ~‘9~ 3 0 and 
4 + -1. + Bn-1 > 2(n -j + 1)/k@ - 1) for n - k + 2 < j < n, (2.8) 
en-r+1 + ... + L, = 2/(k - 1). (2.9) 
Furthermore, 
s w W(u, ,..., u,-~ , Y)~‘“-’ W(u, ,..., u,+)~‘~ 1 W(u, ,..., u,ek , ~)j-~““-l’ dt 
< 00. (2.10) 
When (1.1) is disconjugate on 0 < t < w and n = 2, then there exists a 
solution y  = y(t) + 0 satisfying SW a(t) 1 y(t)\-” dt = co; Leighton and Morse 
[lo] (cf. [6, p. 3551). But for n = 3, we have: 
PROPOSITION 2.1. Let n = 3 and (1 .I) be disconjugate on 0 < t < w. Then 
there need not exist a solution y  = y(t) + 0 satisfying (1.4) for any 01 > 0, 
/3 > 0. 
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If y  = y(t) is a solution of (1.1) satisfying 
y  = Dy = . . . = D"-"y = 0, Dn-ly > 0 at t==y, o<y<w, 
(2.11) 
then y(t) is an nth principal solution (i.e., (2.1) and (2.2) hold); Theorem 
7.2n (vii), [7, p. 3321. From this, we obtain: 
THEOREM 2.2. Let (1 .I) be disconjugate on 0 < t < W. Let w(t) > 0 be a 
function of class C*LO, w) satisfying 
w b(t)-” a(t)1 Zln(s-1) dt = oo (2.12) 
and P,(t, D) w does not change signs (e.g., let w SE 1, a,(t) does not change signs, 
and 1” a(t)21n(n-1) dt = co). Let y  = y(t) b e a solzction of (1.1) determined by 
(2.11). Then y/w+ CO as t + w and y//y > w’/w for t near W. 
3. PROOFS 
Proof of Theorem 2.1. In proving (2.3), there is no loss of generality in 
supposing that ur ,..., u,-i ,y are of class 0, instead of P-i (or otherwise, 
we can approximate these functions suitably by smooth functions). In this 
case, ui ,..., u,-~ , y  are solutions of a (nonsingular) disconjugate, n-th 
order, linear, differential equation, say (l.l), on 0 < t < w, and (2.3) 
becomes (2.6). Thus, it is sufficient to prove (2.6), where ul ,..., u,-i , y  is 
an ordered set of principal solutions of (1.1). 
I f  n = 2, (2.3)-(2.5) re d uce to s” W(U, , y) / y  j-2 dt < co which is the 
result of Leighton and Morse. Assume the validity of (2.6) if n is replaced 
n - 1 (32). 
The case j = 1 of (2.2) h s ows that ui > 0 for 0 < t < W. The change of 
dependent variable x = (y/u)’ reduces (1.1) to an (n - I)-st order equation 
Dn-?z + (nu,‘/u, + a,-,) Dn-2~ + ... = 0 (3.1) 
on 0 < t < w which is disconjugate and has (u,/u,)‘,..., (u,-Jur)‘, (y/ui)’ as 
principal solutions; Theorem 7.2,(v); [7, p. 3321. Hence the induction 
hypothesis gives 
s w (a(t) uln)2/h-lHn-2) 
n-2 
I(y/ul)’ j-an-2 n I(uj/ul)’ (-B,-1 dt < co, (3.2) 
3=2 
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where 8j > 0 and 
% + ... + a,-, > 2(n -j)/(n - 1) (?z - 2) forj > 1, (3.3) 
ts, + ... + 6,-, = 2/(n - 2). (3.4) 
In (3.2), we have used the fact that the function (1.2) corresponding to the 
differential equation (3.1) is a(t) u;“. 
Let Xj > 1 for 1 <.j < 1z - 2 and write the integrand in (3.2) as the 
product 
n-2 
L-2(4 = KYiUl) I/l Y/U1 P2* 
In view of (2.1), Xi > 1, and the fact that (z&r)’ and (y/s) do not vanish for t 
near w, we have J”L,(t)dt<cr, forj=l,...,n-2. Also pJ(t)dt<c~ 
by (3.2). Write (3.5) as 
n-2 
J&)(n-2)ln = J(qh-2h n ~j(t)(n-2)6j/n* 
i=l 
Thus Holder’s inequality for the product of n - 1 functions gives 
j”J,(t)~~-2)~~ dt < (SW J(t) df).ilnl) ff (jwLj(t) dt)n’(R-2)B’ < co, 
i=l 
since (3.3), and (3.4) imply that (n - 2) Bi < 2 < 71. (In this formula, the 
factors with aj = 0 are suppressed.) In view of the definition of j&t), we get 
(2.6) with 
n-2 
e, = 2/(n - 1) - 
( ) 
c $Xj (n - 2)/n 
j=l 
and 
L!?j+l = lYjAj(?z - 2)/n forj = I,..., n - 2. 
Thus, (2.5) holds and, by (3.3), 
n-1 n-2 
c ek = 1 (8jAj) (n - 2)/n > 2(” - j + 1)/r+ - I), 
k=j k=j-1 
so that (2.4) holds. Since hj > 1 is arbitrary, this completes the proof. 
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Proof of Corollary 2.1. As in the last proof, it can be supposed that 
% ,**., G-1 , y are solutions of (1.1) and that (1 .l) is disconjugate on 
0 < t < w. Then there is a K-th order disconjugate differential equation on 
0 < t < w for which W(U, ,..., u,-~ , ZQ) for j = n - K + I,..., 71 - 1 and 
W(u, >.--, u,-~, y) are principal solutions (Lemma 7.1 [7, p. 3301) and the 
Wronskians of these K solutions is W(U, ,..., u,-~ , y) W(u, ,..., ~,-$-l as, 
for example, in [7, p. 3103. Thus (2.8) is a particular case of (2.3) when 
n = k. 
Proof of Proposition 2.1. L e w = 03, p(t) E CO[O, co) be such that t 
44 = exp (- lt A4 ds) (3.6) 
satisfies 
s 
m m a(t>” dt< a3 for a! > 0 and s ta(t)dt = co. (3.7) 
Consider the third order differential equation 
y- + p(t) y” = 0. (3.8) 
This is disconjugate for t > 0, since, for every solution (+O), y” = const a(t) 
does not change signs. The set of functions 
1, jot (ia (y) dy) ds, t
is an ordered set of principal solutions for (3.8). Since (1.4) does not hold if 
y(t) _= 1 is the first principal solution, it does not hold for any nontrivial 
solution. 
Proof of Theorem 2.2. From the disconjugacy of (1 .I) and the fact that 
P,(t, D) w does not change signs, it foIlows that lim y(t)@(t) exists (possibly 
f co) as t -+ w for any solution of (1.1) (Levin [l 1, Corollary 5.2, p. 931). 
Since (2.11) implies (1.3) and since (2.12) holds, it follows that y(t)/w(t) -+ CO 
as t + W. Finally, (y/w)’ # 0 for t near w; [8], Corollary 3.3. This completes 
the proof. 
4. DIFFERENTIAL EQUATIONS OF ORDER THREE 
In this section, we consider the case 71 = 3 and rewrite (1 .l) as 
P&, D) y = Yrn + p(t) Y” + q(t) y’ + r(t) y  = 0. (4.1) 
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Barrett [I], [2] has stated that that if (4.1) is disconjugate on I = [O, 00) and 
p E 0, q 3 0, Y 3 0 and q + Y $0 on every interval, then the solution 
determined by 
u=u’=O and U” = 1 at t=O (4.2) 
satisfies u > 0, U’ > 0, U” > 0 for t > 0 (and therefore 
P2(4 q y = Y” + p(t) Y’ + a(t) Y = 0 (4.3) 
is disconjugate on t > 0). As observed by Etgen and Shih [3, 41, there is an 
error in Barrett’s proof. As we shall verify, however, even a generalization 
of Barrett’s result is correct. 
Before giving the generalization of Barrett’s result, we first state the follow- 
ing contrasting result (the last part of which depends on [8] and Theorem 4.2). 
THEOREM 4.1. Let r(t) 3 0 and let there exist a function w E C3, w > 0, 
w’ > 0 and P3(t, 0) w < 0 for 0 < t < w(GC.0) (for example, let (4.1) 
possess such a solution y  = w(t)). Then (4.1) and (4.3) are disconjugate on 
I = LO, WI, (4.1) P assesses a solution y  = v(t) satisfying v  > 0, v’ < 0 on I, 
and, ;f  w(t) ---f co as t + W, then the solution y  = u(t) of (4.1) determined by 
(4.2) satisfies u > 0, u’ > 0 on 0 < t < W. 
Our main result concerning (4.1) is the following: 
THEOREM 4.2. Let r(t) 3 0, (4.1) be dz’sconjugate on I: 0 < t < w(<co), 
andy = u(t) the solution determined by (4.2). (i) Then u(t) > Ofor 0 < t < w; 
u’(t) has at most one positive zero (which is necessarily simple); in particular, if 
u(t) + co as t -+ w, (4.4) 
then u’(t) > 0 for t > 0. (ii) I f  (4.1) has an unbounded solution, e.g., ; f  
jw exp (- 4 jotp(s) ds) = 00, (4.5) 
then u’ > 0 for t > 0. (iii) If u’ > 0 for 0 < t < w and if it is assumed that 
Iw exp (- So$p(s) ds) = co and q(t) > 0, (4.6) 
then. uN > 0 for 0 < t < w (and if, in addition, q + r + 0 for t near w, then 
21” > 0 for 0 ,( t < w). 
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Remark 1. It follows that when r(t) > 0 and (4.5) holds, then the existence 
of a solution y = w(t) of (4.1) satisfying 20 > 0, w’ > 0 for t > 0 is necessary 
and sufficient for the disconjugacy of (4.1) (and, in fact, of (4.1) and (4.3)). 
Remark 2. In Section 6, we give an example to show that u’ > 0 need 
not hold for t > 0 when (4.5) does not hold. In such a case, u’(t) can have a 
positive zero and a solution ($0) of (4.3) can have two positive zeros. The 
condition (4.5) is invariant under smooth changes of the independent variable 
t + 7 with dt/dr > 0, for the resulting new equation is 
d3y/dr3 + [p dt/dr - 3(d’t/dG)/(dt/dT)] dzyyldr2 + es+ = 0. 
Remark 3. Note that if y = u(t) is the solution of (4.1) satisfying 
u = u’ = 0, zi’ > 0 at t = y, 0 < y < w, then (4.5) implies (4.4); Theorem 
2.2. 
Theorems 4.1 and 4.2 give the following generalization of a comparison 
theorem of Etgen and Shih [5] (cf. E xercise 7.2(a) [6, p. 3631, for an anaIogue 
for second-order equations): 
PROPOSITION 4.1. Let (4.1) be disconjugate on 0 < t < W( < co) and haae a 
solution y  = u(t) such that u > 0, u’ > 0, u’ > 0 for 0 < t < w (e.g., let 
r(t) > 0, (4.5) and (4.6) hold). Let the coefficients of 
P3dC DlY = Y’O + P&>Y” + al(t) Y’ + r,(t) y  = 0 (4.7) 
be continuous and satisfy 
P&> G m 4*(t) G 4(t) and 0 < rdt) < r(t). (4.8) 
Then (4.7) is disconjugate on 0 < t < w. (When p = p, , the condition u” >, 0 
can be omitted; e.g., let r(t) > 0 and (4.4) OY (4.5) hold.) 
The next corollary follows from Theorems 4.1 and 4.2 after the change of 
the dependent variable y + x = y/w. 
COROLLARY 4.1. Assume that (4.1) is disconjugate on 0 ,< t < W( <<co). 
Let w(t) E C3, w > 0, P3(t, D) w >, 0 for 0 < t < w and 
SW w-l(t) (exp - Q Iot$(s) ds) dt = co. 
Then (4.1) has a pair of solutions y  = u(t), v(t) satisfying 
u > 0, v  > 0, and d/u > wJ/w 2 d/v for 0 < t < w. (4.10) 
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In particular, ;f 01 is a constant, and 
P&, a) = a3 + p(t) a2 + q(t) 01 + y(t) > 0 forO<t<w, (4.11) 
at - fjO’p(s)ds) dt = co, (4.12) 
then the choice w = eat is admissible and (4.10) becomes 
u > 0, v > 0, d/u > 01 2 d/v for 0 < t < w. (4.13) 
5. PROOFS 
Proof of Theorem 4.1. Let ui = 1 and us = w(t). Then ui > 0, us > 0, 
W(u, , us) > 0 and P3(t, 0) u, = r(t) 3 0, P3(t, 0) u2 < 0 for 0 < t < w. 
Hence Theorem 1 .l, and Corollary 1.1 [7, pp. 309-3101 imply that (4.1) 
is disconjugate for 0 < t < w. Also w’ > 0 and 
Pz(t, D) w’ = P3(t, D) w - r(t) w < 0, 
so that (4.3) is disconjugate on 0 < t < w. 
The existence of a solution y = v(t) of (4.1) follows from [9] (cf. [6, Corol- 
lary 2.7, p. 508 and p. 5771). 
The assumptions w > 0 and P3(t, D) w < 0 imply that (4.1) has a solution 
y = z(t) satisfying z’/.z > w’/w for t near W; Theorem 4.1, [8]. If w(t) -+ cc 
as t + W, then j z(t)1 ---)r cc as t + w, and the assertion follows from part (ii) 
of Theorem 4.2. 
Proof of Theorem 4.2. On(i). Let y = c,(t) be a solution of (4.1) 
satisfying y = 0, y’ > 0 at t = 0. Then W(c, , u) > 0 for 0 < t < w; 
Polya [ 121. Let Y = W( c2, u) and 2 = W( [a’, u’), so that Y > 0 on 0 < t < w 
and Z(0) > 0. From (4.1), we get Z’ + pZ = YY >, 0 and, hence, 2 > 0 
for 0 < t < W. Thus, on 0 < t < w, the zeros (if any) of {a’, u’ separate 
each other and are simple. Actually, 5s’ and u’ have at most one zero on 
0 < t < w. For example, if u’(t,) = 0, then {i(tJ < 0 and u”(t,) < 0. 
Also, if u’ has a zero t = s, then u > 0, u’ < 0 for s < t < w, and so u is 
bounded. Thus (4.4) implies u’ > 0 for 0 < t < w. 
On(ii). Let 0 < y < w and let I , qZ , 13 be the corresponding special 
principal solutions of (4.1), with $(y) = 1 (i.e., principal solutions satisfying 
Q(Y) = 0, TV’ > 0 and q3(y) = Q’(Y) = 0, -q:(y) > 0; Theorem 7.2,(vii) 
[7, p. 3321). Then T3(t) -+ co as t + w if (4.1) has an unbounded solution. 
Also -q3(t) + cg as t + w if (4.5) holds; Theorem 2.2. Hence y3 > 0 on 
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y < t < w by the part (i) just proved. Since (7s , Q’, 7:) -+ (u, u’, u”), as 
t -+ W, uniformly on compacts of 0 < t < w, it follows that zi 3 0 for 
0 < t < w. But part (i) implies that U’ changes signs at a positive zero and so, 
24’ > 0 for 0 < t < w. 
On(iii). These assertions are trivial consequences of simple convexity 
considerations, since z = u’ satisfies z(0) = 0, z’(0) = 1, 
xv + p(t) x’ + q(t) z = -r(t) u(t) < 0 and x(t)>0 forO<t<w, 
and u(t) > 0 for 0 < t < W. These considerations become more transparent 
after the change of independent variable t + 7, where 
dr = exp (- 1 t p(s) ds) dt. 
6. AN EXAMPLE 
Let 0 < w < T < 3w/2. On the interval 0 < t < w, put 
72(t) = t(w - t> and At) = V - 9, 
so that Tz > 0, r/s > 0 for 0 < t < w. We have 
7)2’(t) = w - 2t, am’ = t(2T - 3t). 
If Y(t) = lV(r]a , 7s) and Z(t) = B’(Q’, ~a’), then 
Y(t) = t”[(t - CLJ)~ + w(T - w)] > 0 
Z(t) = 6(t - 0~/2)~ + w(4T - 3w)/2 > 0 
Thus the three functions ?a , r/a , 1 are solutions 
ym - (Z/Z)y” + (12/Z)y’ 
Since T2(t) > 0 and Y(t) > 0 on 0 < t < w, 
for 0 < t < w, 
for 0 < t < w. 
of 
= 0. 
(64 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
(6.5) is disconjugate on 
0 < t < w [12], hence on 0 < t < w [13] (cf. [7, p. 3131). Equation (6.5) 
is the special case p = --Z/Z, Q = 12/Z, r E 0 of (4. I), so that 
s”exp (- Js,“p(s)ds) =s”Z113dt < 0~). 
Here y = y3(t) is the solution of (6.5) satisfying y = y’ = 0, y” = 2T > 0 
at t = 0, but r/3’ = 0 at t = 2T/3 < w. Also, y = r],’ is a solution of the 
analog of (4.3) since r(t) = 0, so that (4.3) is not disconjugate on 0 < t < w, 
hence not on 0 < t < w. 
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7. HIGHER ORDER DERIVATIVES 
In this section we give a partial generalization of Theorem 4.2 concerning 
derivatives of certain solutions of nth order equations. Our conditions involve 
the differential equation 
n-1 
Pnel(t, D) y  E D”-ly + 1 ak(t) D”-ly = 0 (7.1) 
k=l 
and related equations. 
PROPOSITION 7.1. Let n >, 2. Let the diflerential equation (7.1) have 
continuous coefficients and be disconjugate on 0 < t < w. Let 0 < y  < w and 
y = u(t) be a function of cZass C”[y, w) satisfying 
D%(y) 3 0 for 0 < k < n and 7 Dku > 0 [or y  Dku = 0] . 
k=2 k=2 
(7.2) 
(i) 1j the function 
f(t) = P&r D) u’ (7.3) 
satisfies 
f(t) >, 0 for Y < t < w, (7.4) 
then u’ > 0 [or u’ > 0] on y  < t < W. 
(ii) If 
s w 40 t Z/n(n-1) dt = ~0, where a,-,(s) ds , (7.5) 
f(t) G 0 and u>o fory<t<w, (7.6) 
then u’ >, 0 on (y, w) (in fact, there is a t = E, y  < .$ < w, such that u’ > 0 
on (y, 5) and u’ = 0 on [t, w)). Furthermore, if D2u(y) + ... + D”-%(y) > 0 
and either n >, 3 OY f(t) + 0 for t near W, then u’ > 0 on (y, w), but if 
Dn-lu(y) = 0, then f  (t) = 0 and zi > 0 [OY u’ = 0] on (y, w). 
As a corollary of this proposition and an induction on J, we have: 
THEOREM 7.1. Let 1 < J <n - 1, let 
n-1 
Pndj(t, D) y  E D”-jy + c ak(t) D”-jy = 0 for0 <j BJ, (7.7) 
k=j 
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be disconjugate on [0, w), and let y = u(t) be a solution of (1.1) satisfying (7.2) 
and D”-%(y) > 0. (i) If aj(t) < 0 for 0 <j < J, then Du > O,..., DJu > 0 
f~ry<t<w.(ii)Ifa~(t)>OforO<j<Jand 
s 
m 
4 Zl(n-j+l)(n-i) dt = a for0 <<j <J, (7.8) 
then Du > O,..., DJ-4>0,DJu>Ofory<t<w(andifeithern>J+1 
or au(t) + ... + aJdl(t) + 0 for t near w, then DJu > 0 for y < t < w). 
The case n = 3 and J = 1 of part (ii) of this theorem is contained in 
Theorem 4.2, which implies that the assumption concerning (7.7) with J = 1 
is redundant. This is not the case for n > 3 even if (1.1) has constant coeffi- 
cients and condition a,(t) 3 0 is replaced by (-l)“-l a&t) 3 0; cf. [8]. 
In order to see this, consider 
R,(D) y _ [D” _ (u + 7) D3 + (0, - 1) D2 + (0 + T) D - UT1 y = O, (7.9) 
where U, r are positive constants. The characteristic equation R,(D) = 0 
has the real roots &I, o, 7, so that R4(D) y = 0 is disconjugate on [O, 00) 
and the dimension of the linear manifold of bounded solutions is 1. The 
coefficient of y is -UT < 0. If (1.1) is identified with (7.9), the analogue of 
(7.1) is 
But if u > 0 is very large and 1 u - 7 / is small, then the characteristic 
equation R3(D) = 0 has only one real root, so that R3(D)y = 0 is not 
disconjugate on [0, cc). (In order to see that R,(D) = 0 has only one real 
root, note that the large zero of dR,ldD = 0 is nearly D = u and that R,(D) 
has a positive minimum at this root.) We can also remark that condition (7.8) 
hoIds. 
Theorem 7.1 should be contrasted with results of [9] (cf. Corollary 2.7 
[6, pp. 508 and 5771). 
8. PROOFS 
Proof of Theorem 7.1. Let 0 < 6 < y < w and let [i ,..., f--r be special 
principal solutions of (7.1) at t = w satisfying 
&c = D&c = . . . = Dk-2tk = 0, Dk-lf, > 0 at t = 6; (8-l) 
Theorem 7.2n(vii), [7], p. 332. Let W-r = W, = W, = 1, W, = W(6r ,...T SR) 
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and ak = w,z~w,-,w,,, , so that W, > 0, cyk > 0 (Theorem 7.2*(vii) [7]) 
and 
Pn-l@, D> Y = “n-1(%--& ‘.* k?M%Y)l’> . ..>’ forS <t <W (8.2) 
[12]. For 6 < t < w, define the differential operator L, of order R by 
Lk(t, D)y s cxk(ak~, .-. (a2[ml(~y)]‘)’ -..)’ = D”y + **. . (8.3) 
On(i). A quadrature of (7.3) over [y, t] gives 
L-2(4 D) u’ = D”-lu(y) + ltf(s) d~/an-~(s). (8.4) 
Y 
Thus, if f > 0, successive quadratures show that 
s&&t, D) u’,..., L,(t, D) u’, L,(t, D) = a,,~’ 
are positive [or non-negative] for y < t < w. 
On(ii). Suppose that f(t) < 0 and that, if possible, Ln-s(t, D) u’ < 0 for 
some t = tI , y < t, < W. Below, let c denote a positive constant, not always 
the same. Thus Lne2(t, D) u’ < - c < 0 for t, < t < w and so, 
[L,&t, D) .‘I’ < - c/c+,(t) = - ch’,-,(t) for t, < t < w, 
hk(t) = w(& ,*“> (k-1 , &-I)/ w(t, I*.*) tk--1 > ‘!k)* 
(8.5) 
Here we are using a standard formula for the derivative of the ratio of two 
Wronskians of k functions having a common set of k - 1 functions, that is, 
hk’(t) = w(& ,*-a, (k-1) w(& ,..., [k--l , fk , &~-l)/~*(& 9*..> fk--1, fk); (84 
cf. [7], p. 315. Since AR(t) -+ 00 as t + w (Theorem 7.2n(iv) [7, p. 332]), we 
have L&t, D) u’ < -c&.(t) on t, < t < w for some suitable t, . 
t, < t, < w. Thus 
[L,-,(t, D) u’]’ < -ch&)/a,&t) = -&-g(t), 
by the definition of 01,-s and an analog of (8.6). Continuing this process we 
arrive atL,(t, D) U’ < -CA,(t) on t,-, < t < w. ButL,(t, D) U’ = q,u’ = u’/ll 
and 4 = L1/& . Thus u’ < -cf,-r for t,-, < t < w. Since u > 0 by 
assumption (7.6), it follows that j” &+.l(t) dt < 00. By Theorem 2.2, we have 
s k) 
2/(n-l)(n-2) &(t)-2/(n-2) & < oo, 
since EnPI is linearly independent of the first tt - 2 principal solutions of 
(7.1). The relation 
a2/nb-1) = 
[a 
2/(n-l)(n-2)5-2/(n-2) 1 (n-2)/n 52/n 
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and Holder’s inequality (with p = n/(n - 2) and q = n/2) show that the 
first integral in (7.5) is convergent. This contradiction implies that 
L&, 0) u’ 3 0 for y ,< t < W. 
When P-Q&) = 0, it follows from (8.4) that f(t) = 0. Hence y = u’ 
is a solution of (7.1). But then u’ = 0 if Du’ = ... = Dn-W = 0 at t = y, 
and u’ > 0 on y < t < w if 2Dku(y) > 0 by the argument to follow. 
When D”-l u(y) > 0, it follows from (8.4) that either Lnp2(t, D) u’ > 0 
for y < t < w or there is a t = 5 such that&-,(t, D) u’ > 0 or = 0 according 
as y < t < 5‘ or 5 < t < w, and that f(t) = 0 on 5 < t < w. Also, when 
n 3 3, then Lnu2(t, D) u’ 3 0 for y < t < w and >0 for t near y imply that 
Lnw2(t, D) u’ > 0 on y < t < w. In this case, successive quadratures give 
u’ > 0 on y < t < w. An analogous argument is valid if 
D2u(y) + **. + D”+(y) > 0. 
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