New bounds for the ratio of power means by Páles, Zsolt & Pasteczka, Paweł
ar
X
iv
:1
91
0.
06
88
1v
1 
 [m
ath
.C
A]
  1
5 O
ct 
20
19
NEW BOUNDS FOR THE RATIO OF POWER MEANS
ZSOLT PÁLES AND PAWEŁ PASTECZKA
Abstract. We show that for real numbers p, q with q < p, and the related power
means Pp, Pq, the inequality
Pp(x)
Pq(x)
≤ exp
(
p− q
8
·
(
ln
(
maxx
minx
))2 )
holds for every vector x of positive reals. Moreover we prove that, for all such pairs
(p, q), the constant p−q
8
is sharp.
1. Introduction
A classical result states that if (Pp)p∈R, Pp :
⋃
∞
n=1R
n
+ → R is the extended family
of power means defined by
Pp(v1, . . . , vn) :=


min(v1, . . . , vn) if p = −∞,(vp1 + · · ·+ vpn
n
)1/p
if p ∈ R \ {0},
n
√
v1 · · · vn if p = 0,
max(v1, . . . , vn) if p = +∞,
then for every nonconstant vector v of positive entries, the mapping R ∋ p 7→
Pp(v) ∈ [min v,max v] is a continuous bijection. Furthermore, the three-variable
ratio function R : R × R × ⋃∞n=1Rn+ → R given by R(p, q, v) := Pp(v)/Pq(v) is
continuous on R× R× Rn+ for all fixed n ∈ N.
The well-known properties of power means imply a number of assertions concerning
this function. For example, R is strictly increasing in the first variable and strictly
decreasing in the second variable unless v is a constant vector. Yet more difficult one
is due to Cargo and Shisha [2], who established the following upper estimate which
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is valid for all nonconstant vectors v ∈ ⋃∞n=1Rn+ and all p, q ∈ R \ {0} with q < p
(1) R(p, q, v) ≤
(
q(γp − γq)
(p− q)(γq − 1)
)1/p(
p(γp − γq)
(p− q)(γp − 1)
)
−1/q
, where γ :=
max v
min v
.
In the most classical particular case, when (p, q) = (1,−1), that is, when the means
are the arithmetic and harmonic means, the above upper estimate reduces to Kan-
torovich’s celebrated inequality [3, pp. 142–143]:
R(1,−1, v) ≤ (γ + 1)
2
4γ
, where γ :=
max v
min v
.
Let us underline that, as both sides are continuous functions of p and q, we can
extend this inequality to the case pq = 0. In fact, this was done in the paper [2], but
we will not use this result explicitly.
On other hand, the Taylor expansion and a few general results concerning means
(for example [1, Theorem 8.8]) imply that, for (fixed) p, q ∈ R, we have
sup{R(p, q, x) : maxx ≤ γmin x} = 1 +O((γ − 1)2) for γ ≈ 1.
This observation motivates us to look for upper estimations of this type.
As a corollary, we majorize the difference between two so-called exponential means.
For a given parameter p ∈ R a p-th exponential mean Ep :
⋃
∞
n=1R
n → R is given by
Ep(v1, . . . , vn) :=


1
p
ln
(
epv1 + · · ·+ epvn
n
)
for p ∈ R \ {0},
v1 + · · ·+ vn
n
for p = 0,
with a natural limit-type extension E−∞ := min and E+∞ := max. We underline
that this family is closely related to power means, as we have the following conjugacy
property
(2) Ep(v1, . . . , vn) = ln
(
Pp(exp v1, . . . , exp vn)
)
for p ∈ R, n ∈ N and v ∈ Rn.
2. Results
In this section our main result is presented which provides an upper estimate for
the ratio of two power means. It is preceded by three technical although elementary
lemmas. At the very end, we also derive an estimation for the difference of two
exponential means.
Lemma 1. Let I ⊂ [0,+∞), and f : I → R be a nonincreasing function. Then the
mapping I ∋ x 7→ xf(x) is subadditive.
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Proof. Fix x, y ∈ I with x+ y ∈ I. Then, as f is nonincreasing, we have f(x+ y) ≤
f(x). This implies xf(x + y) ≤ xf(x). Similarly yf(x + y) ≤ yf(y). Summing up
both of these inequalities, we obtain (x+ y)f(x+ y) ≤ xf(x) + yf(y), which proves
the subadditivity of the mapping x 7→ xf(x). 
Lemma 2. The function f : R→ R given by
(3) f(x) :=

ln
(
sinh x
x
)
− x
2
6
x 6= 0,
0 x = 0
is continuous on R, is even, and is strictly decreasing on [0,+∞). Consequently, the
mapping [0,+∞) ∋ x 7→ xf(x) is subadditive.
Proof. It is easy to verify that f is continuous and even. To show its strict decreas-
ingness on [0,+∞), observe that
f ′(x) =
cosh x
sinh x
− 1
x
− x
3
.
Thus, it suffices to show that f ′(x) < 0 holds for all x ∈ R+. Equivalently, we
have to verify that (3 + x2) sinh x < 3x cosh x. This latter inequality can be proved
by term-wise comparison of the corresponding Taylor series. The last assertion is
implied by Lemma 1. 
Lemma 3. Let f : R→ R be given by (3). Then
(4)
f(q)
p
− f(p)
q
+
(
1
q
− 1
p
)
f(p− q) ≥ 0
for all p, q ∈ R \ {0} with q ≤ p. For p ≤ q, the inequality (4) is reversed.
Proof. For p = q this statement is trivial. For q < p, consider the three cases:
(α) : 0 < q < p, (β) : q < 0 < p, (γ) : q < p < 0 .
In each of these cases, as f is even, (4) is equivalent to
pf(p) ≤ qf(q) + (p− q)f(p− q),(α)
(p− q)f(p− q) ≤ pf(p) + (−q)f(−q),(β)
(−q)f(−q) ≤ (−p)f(−p) + (p− q)f(p− q).(γ)
These statements are consequences of Lemma 2, that is, of the subadditivity of
the mapping [0,+∞) ∋ x 7→ xf(x). The proof for the second case is completely
analogous. 
Now we proceed to the main result of the present note.
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Theorem. For p, q ∈ R with q ≤ p, we have
(5)
Pp(v)
Pq(v)
≤ exp
(
p− q
8
(
ln
(max v
min v
))2 )
for all v ∈
∞⋃
n=1
R
n
+.
Moreover, the constant p−q
8
in the above inequality is sharp.
Proof. First observe that, for a constant vector v, the inequality (5) holds with
equality. From now on let v ∈ ⋃∞n=1Rn+ be a fixed, nonconstant vector. Denote
γ := max v
min v
. Then γ > 1 and hence ln γ > 0.
For the sake of brevity, denote the right hand side of the Cargo–Shisha inequality
(1) byK. To prove that inequality (5) is valid for all p, q ∈ R with q ≤ p, observe that
both sides are continuous functions of (p, q). Therefore, without loss of generality,
we may suppose that p, q ∈ R \ {0} and p 6= q.
The proof is based on the following identity:
K =
(
qγ
p+q
2
(
γ
p−q
2 − γ q−p2 )
(p− q)γ q2 (γ q2 − γ− q2 )
) 1
p
(
(p− q)γ p2 (γ p2 − γ− p2 )
pγ
p+q
2
(
γ
p−q
2 − γ q−p2 )
) 1
q
=
(
sinh(p
2
ln γ)
p
2
ln γ
) 1
q
(
sinh( q
2
ln γ)
q
2
ln γ
)
−
1
p
(
sinh(p−q
2
ln γ)
p−q
2
ln γ
) 1
p
−
1
q
If we now substitute p0 :=
p
2
ln γ and q0 :=
p
2
ln γ, then we have
K
2
lnγ =
(
sinh p0
p0
) 1
q0
(
sinh q0
q0
)
−
1
p0
(
sinh(p0 − q0)
p0 − q0
) 1
p0
−
1
q0
.
Taking logarithm side by side and then using the notation (3), we arrive at
2 lnK
ln γ
=
1
q0
(
f(p0) +
p20
6
)
− 1
p0
(
f(q0) +
q20
6
)
+
( 1
p0
− 1
q0
)(
f(p0 − q0) + (p0 − q0)
2
6
)
=
f(p0)
q0
− f(q0)
p0
+
( 1
p0
− 1
q0
)
f(p0 − q0) + p
3
0 − q30 + (q0 − p0)3
6p0q0
.
But, in view of Lemma 3 (with p := p0, q := q0 and observing that q0 < p0), we
obtain
f(p0)
q0
− f(q0)
p0
+
( 1
p0
− 1
q0
)
f(p0 − q0) ≤ 0.
Furthermore, we also have
p30 − q30 + (q0 − p0)3
6p0q0
=
p0 − q0
2
.
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Thus, combining above statements,
2 lnK
ln γ
≤ p0 − q0
2
=
ln γ
4
(p− q).
The latter inequality is equivalent to K ≤ exp (p−q
8
(ln γ)2
)
which, in view of (1) and
the definition of K, completes the proof of (5).
To verify the sharpness of the constant, let q < p with pq 6= 0. Assume that the
inequality (5) holds with a real constant C (instead of p−q
8
) for all v ∈ R2+. Then,
with the substitution v := (et, e−t), where t ∈ R, and taking the logarithm side by
side, this inequality implies that
ln cosh(tp)
p
− ln cosh(tq)
q
≤ 4Ct2 (t ∈ R).
Therefore, the function t 7→ ln cosh(tp)
p
− ln cosh(tq)
q
− 4Ct2 has a maximum at t = 0,
which implies that its second derivative is nonpositive at t = 0. This implies that
p− q ≤ 8C. 
Using the conjugacy principle (2), we immediately obtain a similar statement
concerning exponential means.
Corollary. Let p, q ∈ R with q ≤ p. Then
Ep(v)− Eq(v) ≤ p− q
8
(max v −min v)2 for all v ∈
∞⋃
n=1
R
n.
Moreover, the constant p−q
8
is sharp.
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