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Abstract
Current constraints on the luminosity and size evolution of galaxies rely on cata-
logs extracted from multi-band surveys. However resulting catalogs are altered by
selection effects difficult to model and that can lead to conflicting predictions if not
taken into account properly. In this thesis we have developed a new approach to
infer robust constraints on model parameters. We use an empirical model to gen-
erate a set of mock galaxies from physical parameters. These galaxies are passed
through an image simulator emulating the instrumental characteristics of any sur-
vey and extracted in the same way as from observed data for direct comparison.
The difference between mock and observed data is minimized via a sampling pro-
cess based on adaptive Monte Carlo Markov Chain methods. Using mock data
matching most of the properties of a Canada-France-Hawaii Telescope Legacy
Survey Deep (CFHTLS Deep) field, we demonstrate the robustness and internal
consistency of our approach by inferring the size and luminosity functions and
their evolution parameters for realistic populations of galaxies. We compare our
results with those obtained from the classical spectral energy distribution (SED)
fitting method, and find that our pipeline infers the model parameters using only
3 filters and more accurately than SED fitting based on the same observables. We
then apply our pipeline to a fraction of a real CFHTLS Deep field to constrain the
same set of parameters in a way that is free from systematic biases. Finally, we
highlight the potential of this technique in the context of future surveys and discuss
its drawbacks.
Résumé
Les contraintes actuelles sur l’évolution en luminosité et en taille des galaxies
dépendent de catalogues multi-bandes extraits de relevés d’imagerie. Mais ces
catalogues sont altérés par des effets de sélection difficiles à modéliser et pou-
vant mener à des résultats contradictoires s’ils ne sont pas bien pris en compte.
Dans cette thèse nous avons développé une nouvelle méthode pour inférer des
contraintes robustes sur les modèles d’évolution des galaxies. Nous utilisons un
modèle empirique générant une distribution de galaxies synthétiques à partir de
paramètres physiques. Ces galaxies passent par un simulateur d’image émulant
les propriétés instrumentales de n’importe quel relevé et sont extraites de la même
façon que les données observées pour une comparaison directe. L’écart entre vraies
et fausses données est minimisé via un échantillonnage basé sur des chaînes de
Markov adaptatives. A partir de donnée synthétiques émulant les propriétés du
Canada-France-Hawaii Telescope Legacy Survey (CFHTLS) Deep, nous démon-
trons la cohérence interne de notre méthode en inférant les distributions de taille
et de luminosité et leur évolution de plusieurs populations de galaxies. Nous com-
parons nos résultats à ceux obtenus par la méthode classique d’ajustement de la
distribution spectrale d’énergie (SED) et trouvons que notre pipeline infère effi-
cacement les paramètres du modèle en utilisant seulement 3 filtres, et ce plus pré-
cisément que par ajustement de la SED à partir des mêmes observables. Puis nous
utilisons notre pipeline sur une fraction d’un champ du CFHTLS Deep pour con-
traindre ces mêmes paramètres. Enfin nous soulignons le potentiel et les limites de
cette méthode.
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Introduction
To see a world in a grain of sand
And a heaven in a wild flower,
Hold infinity in the palm of your hand,
And eternity in an hour.
William Blake, Auguries of Innocence
A long time ago in a galaxy far, far away
George Lucas, Star Wars
The study of galaxies confronts us to the largest scales imaginable. In order to grasp the
processes at play in their evolution, astronomers must think in terms of billions of years and
of millions of parsecs, which fills students of these beautiful stellar megalopolises with a deep
sense of wonder and awe3. In only one century, through the collective effort of thousands of
researchers using some of the greatest intellectual achievements in human history, we are barely
beginning to develop a quantitative understanding of their evolution. These complex systems
hide the details of their history within their structure, and disentangling the pieces of this giant
cosmic puzzle requires a lot of time collecting photons from the distant Universe through the
mechanical eyes of our best telescopes, as well as a lot of computing power to generate large
simulated universes. Although we are currently standing on the threshold of a golden age of
galaxy research, we are still far from explaining the precise distribution of shapes, colors and
sizes of galaxies at various epochs of cosmic history.
Our understanding of galaxy evolution has been mainly shaped by the observation of the
local and deep Universe by imaging surveys covering large cosmological volumes across the
electromagnetic spectrum. Astronomers extract catalogs listing fluxes, effective sizes and
shapes of detected sources from the multi-band images obtained in these surveys. Physical
properties of different galaxy populations are then derived from these catalogs, and these “ob-
served” physical properties are finally compared to the physical properties predicted by mod-
els of galaxy evolution. However, performing the comparison of observations and models in
the “physical space” can lead to erroneous predictions, as extracted catalogs face a number
of selection effects and observational biases that preferentially extinguish faint, low surface
brightness and dusty galaxies below the survey limit, alter observed measurements of flux and
size (hence the derived estimates of their distance) and can add a contribution to the noise of
survey images. These selection effects (which are survey-dependent) have various origins, and
depend on the position of the surveyed field on the celestial sphere, on the sensitivity of the
survey, on the instruments used, on the wavelength range probed, on the atmospheric condi-
tions (or lack thereof for space-based instruments), on the properties of dust in galaxies, on the
spatial distribution of sources and on their distances.
Current catalogs include basic corrections for the predicted effect of these biases, imple-
menting them in an analytical “selection function”. However, as astronomers need ever more
3Although some of them are really good at hiding it...
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precise measurements to perform quantitative assessments on the statistical evolution of galaxy
populations, these selection functions represent oversimplifications of their true effect. A de-
tailed correction routine for the effects of the selection biases affecting a given survey would
require the complete modeling a posteriori of the full source extraction process, but such mod-
eling is out of reach because of their non-linearities of these effects and the complex correla-
tions among them.
However, it is relatively easier to simulate realistic galaxy survey images that reproduce the
detailed characteristics of a given survey, such as the exposure time, the filters used, the optics
of the telescope, the properties of the detector, the Point Spread Function, the small-scale and
large-scale noise properties on the image, the amount of dust extinction by the Milky Way in
the area of the sky reproduced... In fact many realistic image simulators have already been
developed for testing the analysis pipeline of current and future galaxy surveys. Provided that
the synthetic images are realistic enough, if sources are extracted from the simulated images in
the same way as they are on real images, then both resulting catalogs face the same selection
effects and measurement biases and therefore can be compared directly, in the “observable
space”, in a way that is free from systematic biases. This approach is generally referred to as
“forward modeling”. If synthetic and observed data can be compared directly, their discrepancy
can be minimized if the right set of input model parameters are used. The set of possible
parameter values form a multidimensional parameter space that needs to be explored efficiently
in order to find the parameters that generate the most realistic distributions of mock data.
During this thesis, we have implemented an approach that couples a forward model to com-
pare simulated and observed distributions of galaxy fluxes and radii from a given survey to a
statistical inference pipeline to retrieve the sets of input parameters that most closely reproduce
the observed data. We have also tested the potential of this technique using mock images with
a set of galaxy populations generated by our model as input data. This thesis is divided into
four thematic parts, organized as follows:
Part I summarizes what astronomers can learn from the wealth of data provided by galaxy
surveys. Chapter 1 provides a brief review of the cosmological context and the current status
of the field of galaxy evolution, as well as a detailed description of the observed properties
and supposed formation processes of the main structural components of galaxies. In Chapter
2, we list some major galaxy surveys probing the local and deep universe, and summarize
what their analysis has revealed on the luminosity and size distribution of different galaxy
populations, and the evolution of these quantities over cosmic times. In particular we focus on
the debated question of the size evolution of massive elliptical galaxies, whose estimation is
particularly sensitive to selection effects. In Chapter 3, we address the issue of selection effects
and observational biases affecting the photometric and morphometric catalogs extracted from
galaxy surveys, and detail some of the efforts that have been made to minimize or correct for
their effects.
Part II introduces the forward modeling approach for understanding galaxy evolution. In
Chapter 4, we provide an outline of the main steps of our method. In particular, we describe
how the radial light distribution of galaxies and their dust content can be modeled, a well as
the inner workings of the empirical model that we use in this work to test the robustness of our
method. In Chapter 5, we provide a detailed description of the image simulation and source
extraction softwares.
Part III discusses the key notions and methods used for the statistical inference of model
parameters. In Chapter 6, we introduce the general framework in which this inference is per-
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formed: the Bayesian probability theory, and more specifically the parametric Bayesian Indi-
rect Likelihood (pBIL) framework. We also present the Markov Chain Monte Carlo methods
for sampling the parameter space, as well as several refinements built upon them that we use
to perform this exploration in an efficient way in terms of computing time. Different tech-
niques for quantifying the discrepancy between observed and simulated datasets are presented
in Chapter 7. Our approach is based on the comparison of binned observables, that are first pre-
processed to reduce their dynamic range and maximize the information content they display in
the multidimensional observable space. In Chapter 8, we review a set of techniques commonly
used to assess whether the Markov chains have sampled the parameter space efficiently and
reached the regions that minimize the difference between the synthetic and observed datasets,
as well as some tools to visualize and interpret the results of Bayesian inference.
In Part IV, the robustness, accuracy and self-consistency of our pipeline are tested. In
Chapter 9, we perform early tests in idealized situations by inferring the luminosity and size
distributions (and evolution with redshift) of two populations of galaxies from a mock image re-
producing the characteristics of a Canada-France-Hawaii Telescope Legacy Survey (CFHTLS)
Deep field covering one square degree in the sky in two optical bands and one infrared band,
and we compare the results of our approach to the results of a more classical (although less
computer-intensive) approach, i.e. the use of photometric redshifts based on SED fitting using
the same set of observables. We then improve the reliability of our pipeline by upgrading the
realism of our synthetic images as well as the efficiency of our sampling scheme in Chapter 10.
We finally pave the way for an application to real data in Chapter 11 by performing a test of
the updated pipeline in more realistic conditions, using a mock CFHTLS Deep image with 3
galaxy populations approximately reproducing observed number counts, covering ∼0.1 square
degree in the sky in the same 3 photometric passbands as in previous tests. In Chapter 12,
we provide a summary of our results, we discuss potential improvements to our approach and
detail its inherent limitations.
Part I
Mining the sky
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Chapter 1
The Big Picture
Through our eyes, the universe is
perceiving itself. Through our ears, the
universe is listening to its harmonies. We
are the witnesses through which the
universe becomes conscious of its glory,
of its magnificence.
Alan Watts
Abstract
Galaxies are incredibly complex and fascinating objects. These gravitationally
bound structures composed of dark matter, stars, gas, and dust display a remark-
able structural diversity, and the story of their formation and evolution is deeply
interconnected with that of the universe itself. In this chapter, I summarize what
the last century of research has taught us about the statistical properties of galaxy
populations in their cosmological context and their evolution across cosmic times,
and I provide an overview of the challenges that lie ahead in the development of a
complete theory of galaxy evolution.
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1.1 Cosmological context
Our cosmological framework, the ΛCDM model, or Concordance model (Spergel et al. 2003),
sets the scene for the formation and evolution of galaxies. This model describes a homogeneous
and isotropic expanding universe (at large scales), whose expansion has been accelerating for
the past 5 billion years due to a mysterious dark energy (the Λ in ΛCDM, Riess et al. 1998;
Perlmutter et al. 1999) and whose matter content is largely dominated by an invisible “cold”
dark matter (the “CDM” in ΛCDM) interacting with baryonic matter (i.e. gas, stars...) only via
gravity. Dark matter is supposed to be cold because it is best described in numerical simulations
as a collection of non-relativistic (i.e. slow moving) particles.
The ΛCDM model has been able to predict the distribution of large-scale structures with
staggering precision (e.g. Tegmark et al. 2004; Samushia et al. 2014) and is now considered
standard by the majority of the astronomical community. This framework allows us to build
the most probable chronological history of the cosmos consistent with current observational
constraints, from the Big Bang to the present universe. This story and its foundations are told
in the following sections.
1.1.1 Recombination
The story of galaxy evolution begins at z ∼ 1100, only 380,000 years after the Big Bang. Up to
that time, the universe was a dense and extremely hot plasma of electrons, photons and atomic
nuclei of hydrogen and helium resulting from primordial nucleosynthesis (at t = Big Bang
+ 3 min). But at z ∼ 1100, the expanding cosmos was large enough to reach a temperature
of 3000K, lower than the ionization energy of typical atoms. Below that temperature, the
universe was cold enough so that ions and electrons could combine together to form the first
neutral atoms. This epoch of cosmic history is referred to as cosmological recombination1.
The universe, then opaque, became “suddenly”2 transparent, and photons, finally free from
the incessant scattering by electrons, decoupled from the baryonic matter and filled the universe
with a blackbody radiation we now observe as the Cosmic Microwave Background (CMB)
radiation3 (Gamow 1948; Penzias and Wilson 1965). The study of the CMB temperature
anisotropies (of order 10−5K, see Figure 1-1), a relic of this distant past, reveals that at the
time of recombination, the universe was remarkably homogeneous and isotropic. Over this
vast and uniform sea of hydrogen and helium, slightly overdense regions could be seen, result-
ing from quantum fluctuations amplified by primordial inflation (e.g. Kolb et al. 1990). These
tiny overdensities were the seeds from which galaxies and other cosmic structures were grown.
1“Recombination” is a rather odd name when you realize that electrons and atomic nuclei were never actually
combined before.
2Recombination was fast, but not instantaneous. The universe went from completely ionized to neutral over a
range of redshifts ∆z ∼ 200 (Kinney 2003).
3The CMB has since cooled down to its current temperature of 2.7K (Spergel et al. 2003).
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1.1.2 The Dark Ages
Over time, due to the expansion and cooling of the universe, the CMB, once a reddish glow
of blackbody radiation, ended up emitting most of its energy in the infrared. The universe
would then appear completely dark to the human eye, leading to its “Dark Ages”4. No source
of light had yet been formed and even if they did, their emitted UV radiation would have been
absorbed by the neutral gas of the intergalactic medium. This period of cosmic history has yet
to be revealed by observations, and probing this era would potentially allow to constrain the
shape of the matter power spectrum on scales smaller than the CMB fluctuations (Loeb and
Zaldarriaga 2004). During the vast majority of the Dark Ages, the distribution of atomic gas
was still close to homogeneous, and the growth of the fluctuations of baryonic density likely
remained linear with time. (Furlanetto et al. 2006).
Through gravitational instabilities, regions of high densities collapsed hierarchically, first
on small scales and then on large scales. Dark matter structures formed first, because their
gravity was not counteracted by any form of internal pressure. Following the gravitational
potential wells of dark matter halos, gas clouds began to collapse as they went beyond Jeans
mass (∼ 104 M), the mass above which their gravity could overcome gas pressure (Loeb and
Barkana 2001).
1.1.3 The Epoch of Reionization
The dark ages ended a few hundred million years after the Big Bang with the birth of the first
generation of luminous objects, such as what are believed to be massive Population III stars,
galaxies and quasars, photoionizing the intergalactic medium (IGM) with their emitted UV
light, making it transparent to these wavelengths: this period is known as the Epoch of Reion-
ization (EoR, see Figure 1-2). The EoR probably happened in two phases: a slow phase, where
the UV emitting sources were first isolated in their Strömgren spheres. These bubbles of ion-
izing radiation then expanded and overlapped, resulting in a second, much faster reionization
phase (Loeb and Barkana 2001).
The dominant sources and redshift range of the EoR are still ill-constrained. Studies of the
large-scale polarization of the CMB (Ade et al. 2016) suggest that the EoR might have started
as early as z ∼ 14, and studies of the spectra of high redshift quasars suggest that the universe
is fully reionized by z ∼ 6 (Fan et al. 2006). The EoR ended when almost all the atoms of the
IGM ended up ionized. The characteristics of this epoch are important to unveil, as the metal
enrichment and supernovae shocks created by feedback from the first generation of stars set
the initial conditions for the first galaxies to form (Bromm and Yoshida 2011). This is the goal
of the next generation of telescopes, such as the James Webb Space Telescope or the Square
Kilometer Array.
1.1.4 The present universe
After 13.8 billion years of evolution, the present universe is a clumpy mess of galaxies, galaxy
clusters and superclusters embedded in a cosmic web of sheets, filaments, and halos of gas
and dark matter (cf Figure 1-3), whose dynamics at very large scales is dominated by dark
4The term “Dark Ages” was coined in the cosmological context by Sir Martin Rees, according to Loeb and
Barkana (2001).
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Figure 1-1 – Colorized map of the Cosmic Microwave Background (CMB) in equirectangular
projection, as revealed by the Planck satellite (Adam et al. 2016). Credits: ESA and the Planck
collaboration.
energy. Only about 10% of the baryonic mass of the universe is currently contained inside
galaxies. The other 90% resides in the warm and hot IGM (Read and Trentham 2005). The
most recent observations of the CMB are compatible with a spatially flat universe expanding at
an accelerating rate that can be described with only 6 parameters: Ωm = 0.31,Ωb = 0.05,ΩΛ =
0.69,H0 = 100hkm s−1Mpc−1 (with h = 0.68), ns = 0.96 and σ8 = 0.8 (Ade et al. 2016).
1.2 A century of research
The field of galaxy evolution has a rich and fascinating history, characterized by a series of
breakthroughs over the last century. Technological breakthroughs of course, as our telescopes
have not ceased to grow in size, and our computers in power, but also and most importantly,
philosophical breakthroughs. In less than 100 years, our vision of the cosmos has dramatically
shifted from the comforting sight of the Milky Way to an ever-expanding universe containing
trillions of galaxies. This section is an homage to the work of the great men and women who
dedicated their lives to decipher the cosmos, and whose shoulders I stand on. As I am not a
science historian, my attempt at summarizing a full century of a field of research will obviously
be as incomplete as my knowledge on the matter. The curious reader will therefore have the
pleasure to read the more exhaustive review of D’Onofrio et al. (2016) from which this section
is inspired.
In 1920, Heber Curtis and Harlow Shapley triggered a fierce debate at the Smithsonian In-
stitute in Washington D.C., the aptly named “Great Debate”. The nature of this debate was the
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Figure 1-2 – The logarithmic evolution of the universe from z ∼ 1100 to z = 0, according to
the hierarchical scenario of structure formation. From Miralda-Escudé (2003).
Figure 1-3 – The cosmic web at z = 0 from the Millennium-XXL simulation (Angulo et al.
2012). The yellow regions are the sites of galaxy formation.
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following question: are the spiral nebulae we see in the sky part of the Galaxy or extragalactic
objects? Shapley was in favor of the “Big Galaxy” hypothesis, and Curtis was in favor of the
latter hypothesis. The discovery of Cepheid stars in M31 by Hubble in 1923, which were used
as a distance measure5, (almost) settled the debate once and for all: the spiral nebulae were
indeed separate "island universes" (Kant 1755), distinct from our own Milky Way. Thanks to
Vesto Slipher’s measurements of galaxy redshifts, Hubble (1929) discovered an important cor-
relation between redshift and distance, in what is now called “Hubble’s law”: galaxies recede
faster from us as their distance increases. This observation provided the first evidence that we
live in an expanding universe.
While Friedman, Robertson, Lemaitre and Walker were independently shaping our stan-
dard model of modern cosmology by solving Einstein’s equations of general relativity, Hubble
(1926, 1936) devised a system of morphological classification of galaxies according to their
visual appearance. The Hubble sequence, or “tuning fork” diagram, divided galaxies into el-
lipticals (E), lenticulars (S0) and spirals (S), and dividing spirals into barred spirals (SB) and
non-barred spirals (S) (cf Figure 1-4). Galaxies that did not fit into this scheme were termed Ir-
regulars (Irr) and peculiars (P). The Hubble sequence is now considered simplistic, and several
refinements and revisions of this classification have been proposed since6 (e.g., Morgan 1958;
De Vaucouleurs 1959; Sandage 1961; De Vaucouleurs et al. 1991), but Hubble’s nomenclature
still holds to this day. Ellipticals and lenticulars are often referred to as “early-types”, while
spirals and irregulars constitute the “late-type” class, as a reference to the early interpretation
of the Hubble diagram as an evolutionary sequence. Moreover, galaxies from the left to the
right of the spiral sequence are sometimes referred to as “early-type” to “late-type spirals”. The
spectral classification first proposed by Morgan and Mayall (1957) provided a good alternative
to morphological classification, and spectral types appeared to correlate well with morpholog-
ical types. Spirals and ellipticals were soon found to exhibit different properties : Holmberg
(1958) observed that ellipticals are typically massive and red, and show little star formation,
whereas spirals tend to be less massive, bluer and display evidence of ongoing star formation.
A first probable causal link between spirals and ellipticals was found by the numerical simula-
tions of Toomre and Toomre (1972): elliptical galaxies could be the end-products of merging
spiral galaxies.
Through the study of the velocity dispersion of 8 galaxies of the Coma cluster, Zwicky
(1933) remarked that the density of the Coma cluster inferred from its luminous distribution
was 400 times smaller than the value inferred from the velocity dispersion. Zwicky’s "missing
mass problem" was later confirmed by Rubin and Ford Jr (1970) thanks to the analysis of the
rotation curves of spiral galaxies. The nature and properties of this “dark matter” which holds
galaxies and galaxy clusters together is one of the greatest unsolved mystery of this century.
For a long time, two visions opposed to explain the formation of galaxies, in what was
basically a “nature vs. nurture” debate of cosmic proportions: the monolithic collapse scenario
(Eggen et al. 1962) and the hierarchical scenario (White and Rees 1978; Fall and Efstathiou
1980; Blumenthal et al. 1984; White and Frenk 1991; Cole et al. 2000). In the monolithic col-
lapse scenario, galaxies come from the gravitational collapse of a cloud of primordial gas in the
early universe, and different galaxy types are born fundamentally different and evolve isolated
5Cepheid stars are variable stars that exhibit a relation between their luminosity and their period of pulsation,
as discovered by American astronomer Henrietta Leavitt, which makes them useful as standard candles to measure
extragalactic distances.
6For a complete historical review of galaxy morphology classification systems, see Buta (2013).
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from their environment. In the hierarchical scenario, galaxies are gradually assembled through
successive mergers of smaller structures, and the morphological mix depends on individual
merger histories. The model of White and Rees has since become the dominant paradigm for
galaxy formation, thanks to, among other things, the observation of increasing merger rates in
the high redshift universe (e.g., van Dokkum et al. 1999). In this scenario, galaxy formation
is a two-stage process: dark matter halos interacting only via gravity first form hierarchically
though mergers, and galaxies then form by cooling and collapse of baryons in the gravitational
potential wells of their host dark matter halos (cf Figure 1-8).
The mapping of 2,400 galaxies by the CfA Redshift Survey (Huchra et al. 1983), the first
systematic survey of this kind, revealed that the spatial distribution of galaxies was far from
random: at the scale of several tens of Mpcs, they were lying on the "surfaces of bubble-like
structures" surrounding vast cosmic voids (De Lapparent et al. 1986). The invention of charge
coupled devices (CCDs) marked the beginning of the golden age of extragalactic astronomy in
the mid-1980s. Astronomical surveys such as the Sloan Digital Sky Survey (York et al. 2000),
the first fully digital map of the local universe, provided astronomers with an unprecedented
wealth of data that only recently allowed to make reliable, quantitative statements on the distri-
bution of different galaxy populations. The morphology of hundreds of thousands of galaxies
was quickly becoming accessible, either by automated classification (e.g. Nair and Abraham
2010), by visual classification from citizen scientists around the world (Lintott et al. 2010),
or by detailed visual classification from groups of experts on smaller samples (Baillard et al.
2011).
Galaxies in the local universe were found to be separated into two robust classes, revealed
in their color-magnitude distributions: a “blue cloud” of star-forming late-type galaxies, and
a “red sequence” of quiescent ellipticals and lenticulars (e.g. Kauffmann et al. 2003; Baldry
et al. 2004, cf Figure 1-5). The morphology of galaxies was also linked to their environment:
elliptical galaxies were preferably found in regions of high density, such as the core of clusters,
whereas spiral galaxies were the dominant population in regions of low-density (Dressler 1980;
Goto et al. 2003, cf Figure 1-5).
With its Deep Field (Williams et al. 1996) and Ultra Deep field (Beckwith et al. 2006),
the Hubble Space Telescope opened a small window on the early universe, and paved the way
for our understanding of galaxy evolution across cosmic times. The high-redshift universe
turned out to be a much more active place than the local universe, with a higher fraction of
irregular and peculiar types (Abraham et al. 1996, cf Figure 1-6). The analysis of a collection
of subsequent deep UV, IR and radio galaxy surveys lead to the observation that the cosmic
star formation rate peaked around z ∼ 2 (an epoch often referred to as the cosmic high noon),
with stars forming at a rate of ∼ 10 times higher than what is observed today, and this rate
has been decreasing exponentially ever since (Lilly et al. 1995; Madau et al. 1996; see Madau
and Dickinson 2014 for a recent review). Multiwavelengths surveys from ground-based and
space-based instruments over the past two decades shaped our understanding of the evolution
of the cosmos at all scales, with the light, shape and spectrum of millions of galaxies probed
across most of the electromagnetic spectrum. Current and future surveys, such as the Dark
Energy Survey (DES, Collaboration et al. 2005), Euclid (Laureijs et al. 2011), and the Large
Synoptic Survey (LSST, Ivezic et al. 2008) might bring us new insights about galaxy clustering,
as well as the nature of dark matter and dark energy. And with the Square Kilometer Array
(SKA, Carilli and Rawlings 2004), which is expected to generate 1 exabyte (109 GB) of data
every day after completion in 2024, radioastronomy is about to enter the “exascale era”, which
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presents new technological challenges for data storage, processing and analysis. Astronomy
has come a long way since Messier’s (1781) catalog of 110 fuzzy objects in the sky.
In parallel with the development of astronomical surveys, cosmological simulations al-
lowed us to model the non-linear dynamics of large-scale structures and their interplay with
the small scale physics of galaxy evolution with ever-increasing complexity. Starting from the
tiny density fluctuations of the early universe observed in the CMB (now tightly constrained
thanks to the results of the WMAP and Planck satellites), these simulations replayed the history
of the universe, according to our best theoretical models. The numerical simulation method in
the field of galaxy evolution dates back to the first N-body simulations of interacting galaxies
of Holmberg (1941) performed on an analog computer7, and its use has become ubiquitous
since the late 1970’s, with the pioneering simulation of Miyoshi and Kihara (1975) performed
on 400 “galaxies” (particles) in an expanding universe8, achieving the prediction of the spatial
distribution of the large-scale structures with remarkable accuracy, and ushering us in the era
of “precision cosmology” (Primack 2005).
For a long time, large-scale cosmological simulations such as the Millenium run (Springel
et al. 2005) or the Bolshoi simulation (Klypin et al. 2011) were limited to N-body simula-
tions involving only dark matter, and therefore could not trace the evolution of baryonic matter
(i.e. gas and stars), due to computational limitations. Only recently does computational power
(along with more efficient numerical methods) allow for the complexity of fluid dynamics
to enter the picture, and to simulate statistically significant populations of galaxies. Follow-
ing Moore’s law9, cosmological simulations have been doubling in size every ∼ 16.5 months
(Springel et al. 2005). The last generation of cosmological hydrodynamic simulations such as
Illustris (Vogelsberger et al. 2014), EAGLE (Crain et al. 2015) and Horizon-AGN (Dubois et al.
2014) are finally able to simulate cosmological volumes (boxes of hundreds of Mpc in comov-
ing size) with enough precision to resolve the internal structure of individual galaxies (of kpc
size). But up to now the differences in numerical implementations of unresolved (“sub-grid”)
physical processes make the comparison of the results of these simulations difficult (Scanna-
pieco et al. 2012). The direct comparison between cosmological hydrodynamical simulations
and observations has also been seen as a hazardous undertaking, as they trace different physical
phenomena (light for astronomical surveys and mass for simulations). The advent of synthetic
observatories built from the results of simulations, mimicking the effects of telescope resolu-
tion and noise, such as, e.g., the work of Snyder et al. (2015) on the Illustris simulation (cf
Figure 1-7), might have a role to play to better estimate the reliability of simulations.
With the rise of digital surveys and supercomputers, astronomers have definitely turned
their backs on the eyepieces of telescopes and switched to computer screens. The data acquired
is so vast that fascinating discoveries await in our hard drives. We are still learning.
1.3 What is a galaxy?
According to the physically-motivated definition of Willman and Strader (2012), galaxies are
gravitationally bound collections of stars whose properties cannot be explained by a combina-
7Holmberg’s ingenious experiment involved 37 mass points represented by light bulbs, and the inverse square
behavior of light was used as an analog of gravity.
8A good historical introduction to the early evolution of cosmological simulations can be found in Suto (2005).
9Moore’s law is the empirical assertion that the number of transistors in integrated circuits doubles approxi-
mately every two years (Moore 2006).
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Figure 1-4 – A modern form of the Hubble sequence, extended from the original version to
include dwarf spheroidal galaxies and irregular galaxies. From Kormendy and Bender (2011).
Figure 1-5 – Left: The color bimodality of galaxy populations, as revealed in a diagram repre-
senting (u − r) SDSS colors as a function of baryonic mass, using the results of Baldry et al.
(2004) on SDSS data. The bottom panel shows the morphological types that dominate in dif-
ferent regions of the top panel (from Kormendy 2013). Right: Morphology-density relation for
a sample of 7,938 SDSS galaxies from 0.05 < z < 0.1 and Mr < −20.5 (from Goto et al. 2003).
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Figure 1-6 – Evolution of the morphological mix and relative number densities of galaxies
across cosmic times, as revealed by several astronomical surveys. Left: galaxies are classified
by Sérsic index (cf Section 4.4). Right: galaxies are classified visually. From Conselice 2014.
Figure 1-7 – Left: 2.8 × 2.8 arcmin image of the Hubble Ultra Deep Field (HUDF, Beckwith
et al. 2006). Right: Mock HUDF observation from the Illustris cosmological simulation (Vo-
gelsberger et al. 2014). From Snyder et al. (2015).
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tion of baryons and Newton’s laws of gravity. These structures span a wide range of masses
(from ∼ 106 M for the least massive dwarf galaxies to ∼ 1013 M for the most massive giant
ellipticals) and sizes (from ∼ 102 to ∼ 105 parsecs), and by integrating the number counts de-
rived from our deepest images of the universe to date, it is estimated that ∼ 2 × 1012 galaxies
more massive than 106 M inhabit the observable universe (up to z ∼ 8), and could theoretically
be observed using current technology (Conselice et al. 2016).
Most galaxies have two main structural components: a disk and a bulge (or/and pseudo-
bulge), each with a distinct formation history and evolution, and with different observational
properties, as detailed in the following sections. Of course this description is very crude, as
many galaxies display a large variety of intricate structural components, including bars, spiral
arms, lenses, nuclear, inner and outer rings, and stellar halos. But in this thesis we will restrict
ourselves to the description of the bulge and disk. The reader is referred to Buta (2013) and
Kormendy 2013 for a more detailed description of other galaxy components.
1.3.1 Bulges and pseudo-bulges
Bulges (also referred to as classical bulges or spheroids) consist in densely packed feature-
less spheroidal (or mildly triaxial) groups of stars found at the center of spiral and lenticular
galaxies. They can be distinguished from other galaxy components by their rounder smooth
isophotes, or by their characteristic radial surface-brightness distribution that creates an ex-
cess of light at the center of their host galaxy relative to the inward extrapolation of the outer
disk component (cf Section 4.4) (Gadotti 2012). These structures are kinematically hot, which
means that their kinematics is dominated by the random motion of their stars. It is estimated
that ∼ 1/3 of the stellar mass in the local universe resides in bulges (e.g., Driver et al. 2007;
Gadotti 2009), and the stellar populations within bulges display a wide range of ages and
metallicities (e.g., Pérez and Sanchez-Blazquez 2011). They share many properties with ellip-
tical galaxies of intermediate luminosity, such as similar color-magnitude relations (Balcells
and Peletier 1993) or metallicity-luminosity relations (e.g., Jablonka et al. 1996). However,
defining bulges as merely “smaller ellipticals surrounded by a disk” is oversimplistic, as both
structures can have different formation histories (Gadotti 2009). Most bulges host a supermas-
sive black hole (SMBH) in their center, whose mass correlates with bulge luminosity/stellar
mass and velocity dispersion (e.g., Younger et al. 2008; Gültekin et al. 2009). This suggests
that SMBH and bulge formation are tightly connected. The favored explanation for the growth
of classical bulges is via major and minor mergers 10 in the early universe (Aguerri et al. 2001;
Robertson et al. 2006), but the coalescence of migrating giant star-forming clumps to the inner
regions of galaxies at high redshift also constitutes a viable scenario (e.g., Bournaud et al. 2007;
Elmegreen et al. 2009). However, the details of this process, such as the number of mergers
involved, or the fraction of minor to major mergers are still not well understood.
Classical bulges are to be distinguished from pseudo-bulges, which are are rotationally sup-
ported structures (i.e. disk-like) mainly found in Sbc and later-type galaxies. First discovered
by Kormendy (1993), pseudo-bulges have flatter shapes than classical bulges, contain younger
stellar populations and often display boxy or peanut shapes11 when observed close to edge-on.
10A merger event that occurs with a mass ratio between 1:1 and 1:4 is called a major merger. A merger event
that occurs with a mass ratio between 4:1 and 10:1 is called a minor merger.
11The bulge of the Milky Way is probably a pseudo-bulge, as its peanut shape suggests in near-IR images
(Dwek et al. 1995).
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Their birth is thought to be attributed to the secular evolution of disks, namely by transport
of angular momentum from bars to the center of galaxies via gravitational instabilities (e.g.,
Combes et al. 1990). The properties of pseudo-bulges are reviewed in Kormendy and Kenni-
cutt Jr (2004).
To make things even more complex, it has recently been shown that bulges and pseudo-
bulges can co-exist within the same galaxy: classical bulges can be found within pseudo-
bulges, and pseudo-bulges inside classical bulges are found to be relatively common (e.g.,
Gadotti 2009; Nowak et al. 2010, Erwin et al. 2014; Méndez-Abreu et al. 2014). To this date,
the very definition of bulges and pseudo-bulges is still a matter of debate, and the community
relies on various working definitions. Good recent discussions on terminology, respective ob-
servational properties and formation processes can be found in Erwin et al. (2014), Fisher and
Drory (2016) and Kormendy (2016).
1.3.2 Disks
Disks are rotationally-supported flat structures found in lenticular and spiral galaxies, whose
exponential radial surface brightness distribution defines their characteristic scale radius (cf
Section 4.4). Most stellar disks can be decomposed into a thin disk, populated with younger
metal-rich stars and a thick disk, with older metal-poor stars, larger scale heights and longer
scale lengths (Burstein 1979; Van der Kruit 1981; Yoachim and Dalcanton 2006). Most of
the disk stellar mass resides in the thin disk in massive spiral galaxies (Yoachim and Dalcan-
ton 2006). Moreover, galaxy disks exhibit a radial gradient of stellar populations, with inner
regions hosting older and more metal-rich stars than outer regions (Bell and De Jong 2000).
Observations of the 21-cm wavelength line of hydrogen gas have also revealed the existence of
a warped neutral hydrogen (HI) disk, much more extended than the optical stellar disk and mis-
aligned to its plane, suggesting different formation scenarios for the two components (Sancisi
1976; Rogstad and Shostak 1971). Disks show many correlations between their observed prop-
erties: for example brighter and more massive disks tend to be bigger (Shen et al. 2003) and
to rotate faster (Tully and Fisher 1977) than less massive ones. At high redshift (z ∼ 2), most
disks display a characteristic clumpy structure, with large (several kpc in size) massive (107
to 109 M) star-forming clumps, likely formed by gravitational instabilities (e.g., Elmegreen
et al. 2005; Bournaud et al. 2007) or by mergers (e.g., Overzier et al. 2008). A theory of disk
formation must therefore link these early clumpy galaxies to the exponential disks of the local
universe.
The birth of galaxy thin disks is well described within the current paradigm of galaxy for-
mation (White and Rees 1978; Fall and Efstathiou 1980; Mo et al. 1998; Cole et al. 2000). In
this paradigm, big dark matter halos form hierarchically through the accretion and merging of
smaller structures. Neighboring large-scale structures exert a tidal torque on these halos, caus-
ing them to spin. Baryonic gas clouds heated by shocks then collapse in the potential wells
created by the dark matter halos, creating a halo of hot gas, whose internal pressure prevents
it from further collapsing. As gas cools thanks to various radiative processes (discussed in
Kauffmann et al. 1994), pressure decreases and gas clouds start to fall to the center of their
host dark halo. Assuming conservation of angular momentum during the collapse, this results
in a rotationally-supported disk, with scale lengths that are in good agreement with observa-
tions (e.g., de Jong and Lacey 2000). Recent theoretical development supported by numerical
simulations have since shown that the accretion of cold streams of gas (not heated by shocks)
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Figure 1-8 – Left: Formation of a disk galaxy, according to the two-stage scenario of White
and Rees (1978) (from Baugh 2006). Right: Cold flows feeding a galaxy in a cosmological
simulation produced by D. Tweed (from Danovich et al. 2012).
from the filaments of the cosmic web by disks could be the dominant mode of gas accretion in
galaxies, as well as the main driver of cosmic star formation (e.g., Birnboim and Dekel 2003;
Kereš et al. 2009, cf Figure 1-8). These cold flows, by interacting with the hot halo, could
even result in the formation of the warped outer disks observed in HI (e.g., Roškar et al. 2010;
Pichon et al. 2011). However, cold flows have not yet been observed and remain speculative
for now. Disks can be destroyed in violent mergers events, resulting in a spheroidal remnant
(Toomre and Toomre 1972), but in some gas-rich major mergers, hydrodynamical simulations
show that they can be rebuilt (Robertson et al. 2006). The properties of galaxy disks are re-
viewed extensively in Van Der Kruit and Freeman (2011).
1.4 Ingredients of galaxy evolution
The recipe of galaxy evolution involves many interconnected ingredients, as illustrated in Fig-
ure 1-9. Galaxies form in the potential wells of their dark matter halo, and evolve in the en-
vironment of the cosmic large-scale structures, whose geometry and dynamics is constrained
by the cosmological parameters. They contain various stellar populations, formed in cold and
dense giant molecular clouds, and which evolve on separate paths according to their initial mass
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and metallicity. The most massive stars end in violent explosions known as supernovae, eject-
ing vast amounts of gas and heating the local interstellar medium, preventing (or “quenching”)
further star formation, a phenomenon known as “supernova feedback” (cf Figure 1-10). The
cycle of life and death of stars enriches the interstellar medium with metals, and the enriched
gas, after a cooling phase, is in turn used to form stars with higher metallicities. The interstellar
medium also contains interstellar dust, mainly grown in dense molecular clouds, which reddens
and dims the light of galaxies by absorption and scattering of incident photons out of the line
of sight. In some galaxies, the presence of an active galactic nucleus (AGN) associated to its
central supermassive black hole can create relativistic jets and winds that clear interstellar gas
out and prevent it from cooling, therefore quenching star formation (this is known as “AGN
feedback”, cf Figure 1-10). Galaxies can live isolated lives, developing features associated
with secular processes, such as bars and spiral arms, or they can interact more or less violently
with one another via gas-rich (“wet”) mergers, associated with bursts of star formation, or gas-
poor (“dry”) mergers with no star formation involved (e.g. Lin et al. 2008). Galaxies moving
in a cluster environment can also have their cold gas stripped by the hot intracluster medium,
a phenomenon known as “ram pressure stripping”, which can result in a slow decline of star
formation rate (a process called “starvation” or “strangulation”).
Understanding how all these elements interact with one another quantitatively to form the
distribution of galaxies we observe in astronomical surveys is a daunting task, notably because
these complex systems involve physical processes on a remarkably large range of spatial scales,
from stellar black holes to the large-scale structures of the cosmic web (cf Table 1.1), with the
small scales acting on the large scales and inversely. Our current attempt at modeling the
processes at play in galaxy evolution relies on two main approaches: cosmological simulations
and semi-analytic models.
• Cosmological simulations follow explicitly the evolution of dark matter and gas in the
non-linear regime of a ΛCDM universe. In these simulations, dark matter is modeled
as a collection of collisionless massive particles whose dynamics follows the Vlasov-
Poisson equations in a box of cosmological (comoving) volume with periodic bound-
ary conditions. To reproduce the conditions of the early universe, they use a Gaussian
random field of density perturbations with a power spectrum constrained by the CMB
(e.g., Aghanim et al. 2016) as their initial conditions. These N-body simulations can
be completed with the much more computationally intensive baryonic physics, which
in practices comes down to solving the Euler equations on a collisional ideal fluid12 via
Lagrangian or Eulerian methods. In this scheme these simulations are referred to as
cosmological hydrodynamical simulations. Sub-grid models that reproduce the effects
of star formation, turbulence, supernovae and AGN feedback on the surrounding gas,
supermassive black hole growth, chemistry of heavy elements and dust are unavoidable
because galaxy evolution span a wide range of scales. These sub-grid models usually
consist in a mix of empirical (or ad hoc) rules whose calibration is open to fine tuning to
fit the data, as the detailed physics of these processes are not yet well understood. State-
of-the-art cosmological hydrodynamical simulations include Illustris (Vogelsberger et al.
2014), EAGLE (Crain et al. 2015) and Horizon-AGN (Dubois et al. 2014).
• Semi-analytic models (or SAMs) model small-scale baryonic processes as simplified an-
alytical descriptions within the framework of hierarchical structure growth. The physical
12A collisional fluid is a fluid that can be heated and cooled radiatively.
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Table 1.1 – The spatial scales of galaxy evolution
Object Order of magnitude in size [pc]
Stellar black hole 10−13 → 10−12
Star 10−13 → 10−5
Supermassive black hole 10−9 → 10−5
Globular cluster 101
Molecular cloud 101 → 102
Galaxy 102 → 105
Galaxy cluster 106 → 107
Large Scale Structures 108 → 109 (comoving)
Observable universe 1010 (comoving)
phenomena included in a SAM and the accuracy of their description differ depending on
the models. The first self-consistent semi-analytic model of galaxy evolution of White
and Frenk (1991) already included the effects of star formation, stellar populations and
feedback. The main advantage of SAMs over cosmological hydrodynamical simulations
is that they are much less computationally expensive, which allows them to explore the
physical parameter space more easily. They are usually superimposed on N-body sim-
ulations, relying on their well-calibrated “merger trees” (recordings of the mass growth
history of dark matter halos), and using the halo distribution as the sites of galaxy forma-
tion. Comparison between the predictions of SAMs and of cosmological hydrodynam-
ical simulations show surprising agreement between the two approaches, at least down
to the resolution elements of simulations, but these comparisons are usually limited to
the hydrodynamics and cooling of gas (Lu et al. 2011), or to the scale of single galaxies
(Stringer et al. 2010). State-of-the-art semi-analytical models include the SAGE model
of Croton et al. (2016), GALACTICUS (Benson 2012) and GALFORM (Lacey et al.
2016), among many others.
Recent methodological reviews on cosmological simulations and semi-analytic models can
be found in Baugh (2006) and Somerville and Davé (2015).
1.5 Unanswered questions on galaxy evolution
The evolution of galaxies in the universe is still an incomplete story. While cosmological
simulations have been very successful at predicting the properties of the large-scale structures
of the universe in the ΛCDM paradigm, the modeling of the small-scale baryonic physics
of galaxy evolution is still at its early stage and will require many refinements to be able to
reproduce the observed properties of galaxy populations in sky surveys. Besides the billion-
dollar questions of the nature of elusive dark matter, that dominates the matter content of the
universe, and dark energy, which causes the expansion of the universe to accelerate, a lot of
physical phenomena associated to galaxy evolution are still poorly understood:
• How and when did the first stars and galaxies form? The birth of the first luminous
objects, which constitute the building blocks of present-day galaxies, signed the end
of the cosmic “dark ages”, but so far our understanding of these structures has been
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Figure 1-9 – Ingredients of galaxy evolution models and their interactions. From Cole et al.
(2000).
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Figure 1-10 – Left: Supernova feedback in NGC 3079 (Credits: NASA and G. Cecil (U. North
Carolina, Chapel Hill)). Right: AGN feedback in Centaurus A (Credits: ESO / WFI (Optical);
MPIfR / ESO / APEX / A.Weiss et al. (Sub-millimeter); NASA / CXC / CfA / R.Kraft et al.
(X-ray)).
largely theoretical. Imaging the first galaxies to reveal the complete story of the Epoch of
Reionization is the next observational frontier, and the new generation of radiotelescopes
such as LOFAR and SKA should be able to probe this era (Loeb 2010). In this context,
what defines a “first galaxy” is currently open to debate (Bromm and Yoshida 2011).
• What is the origin of the Hubble sequence? It all comes down to the question of how
galaxies acquire their mass. At the center of the debate is the relative roles of mergers
and secular processes in the buildup of galaxy structure. A complete theory of galaxy
formation should be able to explain the whole spectrum of structural properties observed
in the cosmic zoo, from pure disks to pure spheroids, and in particular to predict the
physical origin of galaxy bimodality.
• What shuts down star formation in galaxies? This is probably related to the fact that we
do not currently fully understand how stars form. Observations show that only ∼10%
of the baryonic mass of the universe is contained within stars or in cold gas (Fukugita
and Peebles 2004). What makes the star formation process so inefficient, and why is
the cosmic star formation rate declining from z ∼ 2? One of the factors to explain this
decline is the observed decrease of merger rate of galaxies over cosmic time (e.g. Lin
et al. 2004; Conselice et al. 2008; De Ravel et al. 2009). It is also supposed that a number
of mechanisms prevents the hot interstellar gas from cooling and forming stars, the so-
called “feedback” mechanisms. The two favored candidates are supernova feedback at
the low-mass end, and AGN feedback at the high-mass end (as illustrated in Figure 1-
10). The small sizes involved in these mechanisms confine them in sub-grid models for
now, and different implementations of feedback in cosmological simulations generate a
wide scatter in terms of galaxy properties.
• Why did the most massive galaxies formed their stars first and over a shorter time span?
Hierarchical models predict that small structures form first, and big structures form last.
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But the most massive elliptical galaxies in the local universe seem to have formed their
stars first and have stopped forming stars first, as attested by their redder colors (De Vau-
couleurs 1961) and their higher metallicities (Faber 1973) associated with older stellar
populations. This “downsizing” (Cowie et al. 1996) of massive galaxies cannot be ex-
plained within the current hierarchical framework.
• How do supermassive black holes form? Supermassive black holes, in the form of
quasars, might have a role to play in the reionization of the cosmos (albeit ill-constrained
for now). Moreover, as we have seen in Section 1.3.1, the formation of galactic bulges
is thought to be associated with the formation of supermassive black holes. But how
these black holes acquire their mass is still unknown. Hypotheses to explain their growth
include the coalescence of stellar remnants from the first generation of stars (Madau and
Rees 2001) or the direct collapse of pristine gas clouds (Bromm and Loeb 2003; Hartwig
et al. 2016).
A recent review on the current status of the galaxy evolution field detailing these open
questions is available in Silk and Mamon (2012). To conclude, there has been tremendous
progress in the theoretical and observational sides in the last few decades, but we still have a
long way to go to fully understand how these magnificent structures grow and evolve. This is
an exciting time to be alive.
Chapter 2
Exploring astronomical surveys
Physics is really nothing more than a
search for ultimate simplicity, but so far
all we have is a kind of elegant
messiness.
Bill Bryson, A Short History of Nearly
Everything
Abstract
Astronomical surveys constitute our primary source of information on galaxy for-
mation and evolution, by providing us with a panchromatic view of the universe
through different slices of cosmic time. In this chapter1, I review some of the main
existing spectro-photometric galaxy surveys probing the local and deep universe,
and summarize what they indicate about the size and luminosity distribution of
galaxies, as well as the evolution of these observables with redshift and the biases
involved in their estimation.
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Figure 2-1 – Sensitivity (or depth) of a selection of telescopes used for galaxy surveys as
a function of their wavelength range. From the COSMOS field website: http://cosmos.
astro.caltech.edu/page/astronomers.
2.1 Galaxy surveys
Galaxy surveys provide us with a panchromatic view of the low and high-redshift universe,
covering most of the electromagnetic spectrum from X-ray to radio in specific regions of the
celestial sphere, although the optical, near-infrared, mid-infrared, far-infrared and sub-mm
ranges represent the wavelength coverage of most surveys (cf Figure 2-1). As astronomers
do not have the time and resources2 to follow the same galaxy for billions of years, they must
infer the evolution of different galaxy populations by comparing their properties at different
epochs along cosmic time, namely their shapes, colors and sizes.
Assuming that the Milky Way does not occupy a special place in the universe (Copernician
principle), that the spatial distribution of matter in the universe is homogeneous and isotropic
on large scales (cosmological principle), and that the distribution of galaxies in well-separated
regions of the universe constitute independent realizations of the same process (ergodic as-
sumption), one can expect that the finite galaxy samples accessible to observations, if probed
in a sufficiently large cosmological volume, are fairly representative of the whole universe3.
This is known as the fair sample hypothesis (Peebles 1973), and it is especially important to
verify it when studying the clustering properties of galaxies and its distribution at large scales,
or in order to make statistically relevant predictions on the evolution of galaxy distributions.
2.1.1 Survey characteristics
There are two main kinds of galaxy surveys:
• Deep surveys benefit from large exposure times to retrieve faint galaxies and probe large
redshift ranges, but only a tiny area fraction of the sky can be covered, which is why they
are usually referred to as “pencil-beam surveys”.
• Wide surveys cover significant fractions of the celestial sphere but are shallower in terms
of magnitude limit (hence redshift interval). Wide surveys allow to trace the properties
2And graduate students.
3As the American statistician George Gallup once said about public opinion polls, "sampling public opinion
is like sampling soup: one spoonful can reflect the taste of the whole pot if the soup is well-stirred.”
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of rare populations of galaxies (such as local compact red galaxies, e.g., Trujillo et al.
2009) , hence providing representative snapshots of the universe at low-redshift.
Because of limited exposure time, a compromise between angular area and depth4 must be
found when designing a survey for a specific scientific purpose. Each kind of survey can be
purely photometric (probing the morphology and magnitudes of galaxies), purely spectroscopic
(probing their spectral energy distribution (SED)), or spectro-photometric. Multi-band photo-
metric surveys (i.e. surveys using multiple well-defined filters) can also measure the colors of
galaxies, obtained by subtraction of their apparent magnitude in different passbands.
A galaxy survey is usually characterized by its area on the sky, its wavelength range, its
sensitivity, its spectral resolving power R = λ/∆λ (for spectroscopic surveys) and its complete-
ness limits. The sensitivity of a survey is the magnitude of the faintest unambiguously detected
source, usually defined so that its flux is > kσ, where σ is the flux measurement uncertainty
(Léna et al. 2012). Completeness limits (or levels) can be determined for each filter by injecting
artificial realistic galaxies generated using an empirical model with random positions, sizes and
photometric properties into real images. The completeness limits are then defined as the ratio
of the number of detected artificial sources over the number of input sources (cross-identified
using their position) in bins of source apparent magnitudes (e.g., Papovich et al. 2016). If a
sample extracted from a given survey only contains objects brighter than its 100% complete-
ness limit, it is said to be “complete” to that limit.
In deep surveys in particular, each area of the sky is surveyed many times. A field im-
age is then a collection of these different exposures (or stack), that have to be overlapped (the
colloquial term is co-added) to increase the signal to noise ratio, after carefully designed pre-
processing steps that are survey-dependent. In general, deep surveys are conducted in several
regions of the sky to limit the effect of cosmic variance5 on the precision of the derived mea-
surements.
Different wavelengths ranges can probe different physical phenomena involved in galaxy
evolution: the morphologies, colors and spectral energy distributions of galaxies can be direct
or indirect tracers of their stellar populations and dust extinction. Hence, they provide estimates
of their stellar mass, their star formation rate, their distance and their age. Correlating these
observables with the galaxies spatial distribution allows astronomers to infer the environmental
dependence of galaxy color and morphology, and even to constrain cosmological parameters.
The resolution of ground-based instruments at optical wavelengths is limited by atmo-
spheric turbulence above the observation site that distorts incoming wavefronts, hence gen-
erating short-term flux variations (commonly referred to as “scintillation”) and blurring of
astronomical images (an effect called “seeing”, Hardy 1998), and some regions of the elec-
tromagnetic spectrum are blocked by atmospheric absorption, such as parts of the mid-IR and
essentially all of the far-IR regions. To avoid these inconveniences, space-based telescopes
are required, such as the Hubble Space Telescope (HST), which can resolve details down to
less than 0.12 arcsecond across, a resolution unmatched by most optical ground-based instru-
ments, unless using adaptive optics that measure and compensate the distortions of incident
wavefronts in real time.
4Depending on the context, the depth of a survey can also refer to its sensitivity.
5Cosmic variance is the inherent uncertainty in galaxy statistics due to the density fluctuations from large-scale
structures, limiting the precision of our inferences on galaxy populations. (e.g., Moster et al. 2011)
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2.1.2 Surveying the local universe
Our best vision of the local universe mainly comes from:
• The Sloan Digital Sky Survey (SDSS, York et al. 2000), an on-going spectro-photometric
survey that started in 1998, conducted using the 2.5m telescope of the Apache Point ob-
servatory in New Mexico. The SDSS covers an area of ∼ 14, 555 deg2 on the sky (over
1/3 of the celestial sphere) in five optical bands (ugriz, Fukugita et al. 1996). The last
data release (DR12, Alam et al. 2015) contains ∼ 4.7 × 108 cataloged objects (detected
in the optical r-band) and more than 1.8 × 106 galaxy spectra. Its main galaxy sample
has a median redshift of z = 0.1. A slice of the 3D distribution of galaxies as revealed by
the SDSS is shown in Figure 2-2.
• The 2-degree Field Galaxy Redshift Survey (2dFGRS, Colless et al. 2001), conducted
between 1997 and 2002 using the 3.9m Anglo-Australian Telescope, covers ∼ 2000 deg2
(∼5% of the celestial sphere). Its catalog contains the spectra and spectroscopic redshifts
of more than 221,000 galaxies with magnitudes brighter than 19.3 in the optical bJ-
band up to a redshift of z ∼ 0.3 (with a median redshift of z = 0.1). A slice of the 3D
distribution of galaxies as revealed by the 2dFGRS is shown in Figure 2-2.
• The Two Micron All-Sky Survey (2MASS, Jarrett et al. 2000) was conducted between
1997 and 2001 using two 1.3m telescopes in the northern and southern hemispheres (the
Fred Lawrence Whipple Observatory in Arizona and the Cerro Tololo Inter-American
Observatory in Chile respectively). Its extended source catalog (the largest all-sky pho-
tometric catalog of extended sources so far) contains 1.5 million galaxies observed in
the near-IR JHKs bands, of which 1 million are brighter than Ks = 13.9 mag, the com-
pleteness limit of the survey. A subsample of this catalog contains the spectroscopic data
of 44,000 galaxies with a median redshift of z ∼ 0.03, which constitutes the 2MASS
Redshift Survey (2MRS, Huchra et al. 2012). Recently, Bilicki et al. (2014) released
the 2MASS Photometric Redshift catalog (2MPZ), containing the distance of 940,000
galaxies with a median redshift z = 0.07.
• The Wide-field Infrared Survey Explorer (WISE, Wright et al. 2010) is an all-sky
survey conducted in 2010 by NASA’s eponymous space-based instrument in four mid-
IR bands (3.4, 4.6, 12, and 22 µm). Benefiting from an uniform sky coverage, it is
the most sensitive mid-IR survey to date. However its poor angular resolution makes
its unable to resolve objects beyond the depth already probed by 2MASS. Its publicly
released source catalog contains the photometric data of more than 500 million objects
(asteroids, planets, stars, nebulae and galaxies) with a signal-to-noise ratio of 5 or higher.
2.1.3 Surveying the deep universe
Here below is a non-exhaustive list of some of the most studied modern deep galaxy surveys,
which constitute our main database for the high-redshift universe. A comparison of the relative
size over the sky of those of these surveys that use the Hubble Space Telescope is displayed in
Figure 2-3. These surveys include:
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(a) SDSS (b) 2dFGRS
Figure 2-2 – A slice of the 3D distribution of galaxies, as revealed by the SDSS and 2dF-
GRS, which provide our most complete picture to date of the large-scale structure of the local
universe out to z ∼ 0.1 − 0.2. Maps generated by S. Hinton.
Figure 2-3 – Relative sizes of the surveys conducted by the Hubble Space Telescope on the
sky. Credit: NASA, ESA, and Z. Levay (STScI)
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• The VIMOS-VLT Deep Survey (VVDS, Le Fèvre et al. 2005), which consists in 3
complementary surveys (VVDS-Wide, VVDS-Deep and VVDS-UltraDeep) conducted
using the VIRMOS multi-object spectrograph on the 8.2m ESO-VLT telescopes covering
8.7 deg2, 0.74 deg2 and 512 arcmin2 of the sky respectively (in 5 different fields), from
1996 to 2013. Photometric properties were acquired in the UBVRIK near-UV to near-IR
bands using the CFHT-CFH12K camera (BVRI filters), the ESO-NTT-SOFI (K’ filter),
and the ESO-2.2m-WFI (U filter). Its final data release (Le Fèvre et al. 2013) contains
a total of ∼ 34, 500 spectroscopic redshifts of galaxies brighter than 22, 24 and 24.75 in
IAB−band up to a redshift of z ∼ 6.7 (more than 12 Gyrs of cosmic time), with median
redshifts z = 0.55, 0.92 and 1.38 for its Wide, Deep and UltraDeep surveys respectively.
• The Cosmic Evolution Survey (COSMOS, Scoville et al. 2007) is the largest survey un-
dertaken by the Hubble Space Telescope. HST observations of this 2 deg2 field are com-
pleted with multi-λ observations covering X-ray, UV, optical/IR, mid-IR, mm/submm
up to radio by many ground-based and space-based observatories, down to a magni-
tude IAB = 27. Benefiting from its relatively large field, COSMOS samples a cosmo-
logical volume almost equivalent to that of the SDSS for the local universe, detecting
∼ 2 × 106 objects over the redshift range 0.5 < z < 6, with a median redshift z ∼ 0.66 at
22 < IAB < 22.5 and z ∼ 1.06 at 24.5 < IAB < 25 (Ilbert et al. 2008).
• The DEEP2 Galaxy Redshift Survey (Newman et al. 2013) is a spectroscopic survey
of high spectral resolution (R ∼ 6000) conducted using the DEIMOS spectrograph on
the Keck II telescope and covering an area of 2.8 deg2 on the sky. Its fourth public
data release contains ∼50,000 distant galaxies in the redshift range 0 < z < 1.4 down
to RAB = 24.1, making it the largest high precision redshift survey of galaxies at z ∼ 1
completed to date.
• The Hubble Deep Field (HDF, Williams et al. 1996) is a survey of the early universe
conducted using the Advanced Camera for Surveys (ACS) and the Wide Field Cam-
era (WFC) instruments aboard the Hubble Space Telescope, in 4 filters ranging from
near-UV to near-IR. Two fields, the HDF-North and HDF-South, of 5.3 arcmin2 and 0.7
arcmin2, were surveyed in 1995 and 1998 respectively. A deeper survey, the Hubble
Ultra Deep Field (HUDF, Beckwith et al. 2006), was then observed and revisited several
times between 2002 and 2010, in a field of 11 arcmin2 down to an equivalent magni-
tude of ∼ 30 in the V−band. But the Hubble eXtreme Deep Field (HXDF, Illingworth
et al. 2013) provides the deepest observations to date, with a field of 4.7 arcmin2 and a
total exposure time of ∼2 million seconds, reaching an unprecedented sensitivity of 31.2
VAB−band magnitude. Galaxy catalogs of the HXDF provide optical+near-IR photom-
etry of 14,140 galaxies with redshifts up to z ∼ 11 (∼400 Myrs after the Big Bang in
cosmic time).
• The Great Observatories Origins Deep Survey (GOODS, Dickinson et al. 2003) com-
bines deep observations from NASA’s Great Observatories (Spitzer, Hubble, and Chan-
dra) ESA’s Herschel and XMM-Newton, and from the most powerful ground-based fa-
cilities (ESO-VLT, Keck, Gemini, VLA...), covering ∼320 arcmin2 in regions centered
on the HDF-North and Chandra Deep Field South (CDF-S). The extensive coverage of
these regions in X-ray, radio, sub-mm, near-IR and optical make them the most studied
deep survey areas of the sky.
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Figure 2-4 – The global luminosity function in the local universe. This plots compares the
2dFGRS bJ-band luminosity function (Norberg et al. 2002) with the LF estimates from the
SDSS (Blanton et al. 2003). From Norberg et al. (2002).
• The Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS,
Grogin et al. 2011) is a multiwavelength survey conducted using the WFC3/IR and ACS
instruments of the Hubble Space Telescope. Its “Wide” program covers 668 arcmin2 in
3 well-separated fields, and its “Deep” program covers 0.04 deg2 within the GOODS-
North and GOODS-South regions, imaging more than 250,000 galaxies in the redshift
range 1.5 < z < 8 in total.
For recent historical and methodological reviews on galaxy surveys and what we can learn
from them, the reader is referred to Djorgovski et al. (2013) and Madau and Dickinson (2014).
In the next sections, I summarize the properties of the light and size distributions of different
populations of galaxies (two main indicators of evolution) that we inferred from the exploration
of these surveys, with an emphasis on the problem of the size evolution of massive early-type
galaxies (E/S0s) with cosmic time.
2.2 The luminosity distribution of galaxies and its evolution
The luminosity function (LF) of galaxies is a fundamental tool for characterizing the global
properties of galaxy populations, and it is often used for constraining models of galactic evolu-
tion. As input data, these analyses use catalogs containing the photometric properties, such as
apparent magnitudes (or flux), of a selected galaxy sample. Estimating the luminosity function
requires the knowledge of the absolute magnitude of the sources, which itself depends upon
the determination of their distance/redshift. The number density per luminosity bin can be de-
termined by a variety of methods, parametric or non-parametric, that are described in details in
Binggeli et al. (1988), Willmer (1997) and Sheth (2007). The resulting distribution is usually
fitted by a Schechter function (Schechter, 1976), but other functions are sometimes required
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(e.g., Driver and Phillipps 1996; Blanton et al. 2005). The Schechter function is defined as:
Φ(L)dL = Φ∗
( L
L∗
)α
e−
L
L∗
dL
L∗
(2.1)
where L is the galaxy luminosity and Φ(L)dL is the number of galaxies with luminosity be-
tween L and L+dL per Mpc3. It is characterized by 3 parameters: φ∗ is the normalization
density, α represents the faint end slope and L∗ is a characteristic galaxy luminosity. But the
Schechter LF is more conveniently expressed in terms of absolute magnitudes. Using the fol-
lowing transformation:
M − M∗ = −2.5log10
( L
L∗
)
(2.2)
one obtains:
Φ(M)dM = 0.4 ln(10)Φ∗100.4(α+1)(M−M
∗) exp
[
−100.4(M−M∗)
]
dM (2.3)
where M∗ is a characteristic galaxy absolute magnitude. The global LF at z ∼ 0.1 is now
well constrained thanks to the analysis of spectroscopic surveys, such as the 2dFGRS (Norberg
et al. 2002) and the SDSS (Blanton et al. 2003), as illustrated in Figure 2-4. There is also clear
evidence that the global LF evolves with redshift, and that the LFs for different populations
of galaxies evolve differently (Lilly et al. 1995, Zucca et al. 2006). The determination of the
LF evolution is nevertheless a challenge, as high-z galaxies are faint, and therefore generally
unsuitable for a spectroscopic redshift determination, which would require prohibitive expo-
sure times. The current solution to this problem is to use the information contained within the
fluxes of these sources in some broad-band filters to derive their distance, an estimate known
as photometric redshift. This procedure has a number of biases in its own right, because the
precision of photometric redshifts relies on the templates and the training set used, that must be
assumed as representative of the galaxy populations. These biases are described extensively in
MacDonald and Bernstein (2010). In turn, distance uncertainties typically result in an increase
of the estimated number of low and high luminosity galaxies (Sheth 2007).
2.3 The size distribution of galaxies and its evolution
2.3.1 Size estimators
Galaxy sizes can be expressed in terms of angular extent (in arcsec) or in terms of physical
sizes (in kpc). Angular sizes can be converted into physical sizes if the distance of the galaxy
is known. A popular size estimator is the half-light radius Re (also called effective radius) of
the Sersic (1963) surface brightness profile, defined in Section 4.4. Another is the Petrosian
radius RP (Petrosian 1976), defined as the radius at which the local surface brightness averaged
over an annulus corresponds to 20% of the mean surface brightness within RP, i.e.:∫ βRP
αRP
I(r)2pir dr/[pi(β2 − α2)R2P]∫ RP
0
I(r)2pir dr/[piR2P]
= 0.2 (2.4)
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where I(r) is the surface brightness profile (usually a Sérsic profile). The SDSS team set α and
β (the extent of the annulus) to 0.8 and 1.25 respectively (Blanton et al. 2001; Shen et al. 2003).
The Petrosian flux FP is defined as the flux observed within a circle of radius kRP (the SDSS
team set k = 2, as suggested by Yasuda et al. (2001) and Shimasaku et al. (2001)):
FP =
∫ kRP
0
I(R)2piR dr (2.5)
This allows one to define another size estimator, the Petrosian half light radius, which is the
radius that contains half of the Petrosian flux.
2.3.2 The mass-size relation
The size distribution of each galaxy type at given luminosity (or stellar mass) can be well
described by a log-normal function of mean Re and of standard deviation σln Re (de Jong and
Lacey 2000). From a sample of 140,000 local galaxies (0 ≤ z ≤ 0.3) from the SDSS, Shen
et al. (2003) showed that galaxy size is correlated with stellar mass: more massive galaxies
(early-types as well as late-types) tend to have larger sizes, as seen in Figure 2-5. This so-
called mass-size relation (or luminosity-size relation) has been shown to be strongly dependent
on galaxy morphology. For early-type galaxies (as defined by their Sérsic index n > 2.56), the
mass-size relation is best fitted by a single power law:
Re ∝ Ma (2.6)
where M is the stellar mass and a = 0.55 is the best-fit coefficient. For late-type galaxies
(n < 2.5), it is best described by a double power law:
Re ∝ Mα
(
1 +
M
M0
)β−α
(2.7)
where M0 = 101.6M is a characteristic mass at which σln Re changes significantly, and α, β are
the fitting coefficients. Late-type galaxies more massive than M0 follow Re ∝ M0.4, and those
less massive than M0 follow Re ∝ M0.15. Figure 2-5 shows that at fixed stellar mass, early-type
galaxies tend to have smaller sizes than late-type galaxies (except for the most massive ones,
i.e. with M > 1011M), and have a steeper mass-size relation.
Whether the mass-size relation depends on galactic environment or not is still a matter of
debate, with several studies finding no environmental dependence (e.g., Rettura et al. 2010;
Maltby et al. 2010; Nair et al. 2010; Huertas-Company et al. 2013; Kelkar et al. 2015; Saracco
et al. 2017), and others concluding that early-type galaxies tend to be larger in average in a
high density environment, such as galaxy clusters, than in the field (e.g., Papovich et al. 2012;
Bassett et al. 2013; Lani et al. 2013; Strazzullo et al. 2013; Delaye et al. 2014; Yoon et al. 2017).
Lately, Zhang and Yang (2017) found from a sample of 639,555 galaxies with 0.01 ≤ z ≤ 0.2
from the SDSS DR7 (Abazajian et al. 2009) that spiral and elliptical galaxies have larger sizes
in low density regions than in high density regions.
6See details in Section 4.4.
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2.3.3 The size evolution of massive early-type galaxies
The size evolution of massive early-type galaxies (ellipticals and lenticulars) is one of the
highly debated topic in the field of galaxy evolution (e.g., Shankar et al. 2012; Delaye 2013).
The debate started when Daddi et al. (2005) discovered in the Hubble Ultra Deep field (UDF) a
population of 7 high-redshift (1.4 . z . 2.5) massive (M > 1011M) E/S0 galaxies much more
compact than their counterparts in the local universe (by a factor ∼ 2 − 3, i.e. Re . 1 kpc).
10 more extremely compact galaxies of this type were also found by Trujillo et al. (2006) at
1.2 < z < 1.7 in the Munich Near-IR Cluster Survey (MUNICS, Drory et al. 2001), this time
4 to 5 times smaller than their equally massive local analogs. The apparent lack of massive
compact elliptical galaxies in the local universe (Trujillo et al. 2009) suggests that the high
redshift compact population has evolved and grown into the present-day massive population,
in accord to the hierarchical scenario of structure formation. Hypotheses to explain this growth
include in situ mechanisms, such as AGN activity (e.g., Fan et al. 2008) and SN winds (e.g.,
Damjanov et al. 2009) acting to “puff up” galaxies, or ex situ mechanisms, such as dry minor
mergers (e.g., Ciotti and Van Albada 2001; Khochfar and Silk 2006; Hopkins et al. 2008;
Nipoti et al. 2009) and major mergers (e.g., Khochfar and Burkert 2006; Oser et al. 2010).
This size evolution trend has since been confirmed by a variety of independent studies
(e.g., Buitrago et al. 2008; Van Dokkum et al. 2008; Van Der Wel et al. 2008; Damjanov et al.
2011; Cimatti et al. 2012), as shown in Figure 2-6, and thanks to dynamical mass measure-
ments7 (Trujillo et al. 2009, Martinez-Manso et al. 2011; Van de Sande et al. 2011; Newman
et al.), there appears to be a scientific consensus on the compact nature of a population of
high redshift galaxies. However, comparing the results of all these studies with one another
rigorously is a difficult task, because different groups use different datasets, different sample
selection criteria for their galaxy populations, different data analysis methods, and face dif-
ferent observational biases. Galaxy populations can be selected by stellar mass, morphology,
color, or star formation activity. Cosmological surface brightness dimming for example (see
Section 3.1.1) is known to produce underestimates of galaxy sizes at high redshifts, and stel-
lar masses estimates are usually provided by fitting spectral energy distribution templates to
galaxy broadband photometric data, and therefore depend on the validity of the templates at
these redshifts. Moreover, the population of compact galaxies found at high redshift might be
unrepresentative of the true underlying population due to Malmquist bias (see Section 3.3),
as hinted by, e.g., Mancini et al. (2009) and Valentinuzzi et al. (2010). Finally, linking these
high-redshift compact galaxies to their local early-type counterparts is prone to the progenitor
bias (e.g., Dokkum and Franx 1996; Saglia et al. 2010): by only selecting early-type galaxies
in the high-redshift sample, one rules out the high-redshift late-type galaxies that might evolve
into early-types at low redshift. Therefore early-type galaxies might have undergone a greater
amount of transformation that it may seem. The combination of these effects leads to prob-
lematic discrepancies between the conclusions of these works: for example, Fan et al. (2010)
assert that size evolution of massive early-types occurs rapidly at z & 1 and becomes negligible
at z < 1. Damjanov et al. (2011), however, find a continuous size evolution from z = 2.5 to
z = 0, whereas Saracco et al. (2010) find no strong evidence for size growth from z = 2 to
z = 0. To be able to circumvent these selection effects and measurement biases in order to infer
7Dynamical mass measurements are obtained via the velocity dispersion of stars within the galaxy, using the
virial theorem: Mdyn = β(n)σ2Re/G, where β(n) depends on the Sérsic index of the galaxy. Cappellari et al. (2006)
showed that β = 5 is a good approximation for elliptical galaxies.
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Figure 2-5 – Median mass-size relation in from the 140, 000 galaxies of the SDSS. The size is
estimated by the Sérsic half-light radius. From Shen et al. (2003).
robustly the evolution of galaxy structure over cosmic time is the main objective of the work
described in this thesis.
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Figure 2-6 – Comparison of the results of different studies on the evolution of the average size
of massive early-type galaxies. The half-light radius is normalized to 1011M on the plot, using
the slope Re ∝ M0.57. From Newman et al. (2012).
Chapter 3
From images to catalogs: selection biases
in galaxy surveys
L’essentiel est invisible pour les yeux
Antoine de Saint-Exupéry, le Petit Prince
Abstract
There’s more to the universe than meets the eye. Because of various selection ef-
fects of cosmological, physical and instrumental origins, no source catalog has yet
contained the totality of galaxies in a given cosmological volume. Some of them
affect the number of samples retrieved in a given population, others affect our mea-
surements of luminosity, color, surface brightness, and morphological properties.
Worse, some of them cannot be corrected for analytically and correlate with each
other in a non-linear way. This inevitably leads to systematic errors in inferring
parameters models of galaxy evolution. In this chapter, I review some of the se-
lection biases that are affecting most galaxy surveys, and some of the attempts that
have been designed for dealing with them.
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3.1 Effects of redshift
3.1.1 Cosmological dimming
The bolometric surface brightness (i.e. the surface brightness integrated over all wavelengths)
of all cosmologically distant sources is altered by the expansion of the universe. This phe-
nomenon was first predicted by Tolman (1930; 1934) and is now referred to in the literature as
cosmological surface brightness dimming, or Tolman dimming. It can be theoretically derived
briefly in the following way1:
Let F be the bolometric flux that an observer receives from a source of intrinsic luminosity
L. We define its luminosity distance DL as:
F =
L
4piD2L
(3.1)
For a solid angle Ω subtended by the extended source of projected area A, we define its angular
diameter distance DA as:
Ω =
A
D2A
(3.2)
Etherington (1933) derived a relation between the angular distance and the luminosity distance,
valid for any expanding universe described my a metric theory of gravity, as long as the number
of photons is conserved and photons travel on null geodesics. This relation is termed as the
cosmic distance duality relation (CDDR):
DL = (1 + z)2DA (3.3)
The apparent bolometric surface brightness Iobs is defined as the bolometric flux density per
unit solid angle:
Iobs =
F
Ω
=
L
4piA
1
(1 + z)4
=
Ie
(1 + z)4
(3.4)
The surface brightness of the source therefore strongly decreases with increasing redshift. This
dimming effect is the result of 3 different phenomena:
• In an expanding universe, as light is emitted farther and farther from the observer (in
terms of proper distances), successive waves of light arrive at the observer with increas-
ing delay, reducing de facto the rate of reception of photons by a factor (1+z).
• Each photon is redshifted and therefore loses energy as the universe expands, reducing
the flux density by a factor (1 + z).
• The expansion of the universe also causes angular sizes to increase by a factor (1 + z)
in every directions, as the source was closer to the observer when the light was emitted.
Therefore the angular surface is increased by a factor (1 + z)2.
1For all the theoretical details, the reader is referred to Chapter 1 of Weinberg (2008)
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This unavoidable loss of surface brightness becomes especially apparent at high redshifts:
sources are dimmed by a factor 16 at z = 1, and by a factor of more than 625 at z = 4!
Tolman dimming therefore gives us a biased view of the early universe, where only the most
compact objects and the highest surface brightness regions of star formation can be detected
(Keel 2007; Calvi et al. 2014). In the latter case, these regions can appear as separate sources,
which affects number counts.
3.1.2 K-correction
Due to the expansion of the universe, we do not observe the light from high-redshift sources
in the same rest-frame that it was emitted. At redshift z, a photon emitted at a frequency
νe will be observed at a frequency νo, where νe = νo(1 + z). When performing broadband
photometric measurements, the apparent magnitude2 of a source will be “redshifted” from its
absolute magnitude3. Both quantities can therefore end up in different bands. For example,
the flux of the most distant galaxies observed in the Hubble Deep Field (Williams et al. 1996),
which sees the universe at UV and optical wavelengths, comes from the far-UV range of their
emission spectrum. Converting the apparent magnitude of a source in band p to its true absolute
magnitude in band q involves a term known as the “K-correction” (Humason et al. 1956; Oke
and Sandage 1968; Hogg et al. 2002):
mp = Mq + DM + K(z) (3.5)
where DM is the distance modulus, or the difference (in magnitudes) between the observed
bolometric flux of the source and bolometric flux observed at a distance of 10 pc, which is
defined as:
DM = 5 log10(
DL
10pc
) (3.6)
and K(z) is the K-correction term:
K(z) = −2.5 log10
[
(1 + z)
L(νe)
L(νo)
]
(3.7)
where L(νo) and L(νe) are respectively the observed and intrinsic SED of the source.
There are two main approaches for determining the K-correction for a given galaxy: the first
approach involves the direct measurement of the galaxy spectrum. But in most cosmological
surveys the only information available is the apparent flux in a set of broadband filters, i.e. a
discretized and poorly resolved version of its underlying SED. The galaxy SED can be inferred
by fitting the flux measurements to a set of empirical SED templates built from local galaxies,
but the reliability of the resulting K-correction will then be limited by the number and width
of the passbands used, as well as by the good match between the data and the fitted template
(Westra et al. 2010).
As the determination of the luminosity function of a galaxy sample requires the estimation
2The apparent magnitude of an object in a given photometric passband (in the Vega system) is −2.5 log10(R),
where R is the ratio of the observed flux of that source to the observed flux of the Vega star (Hogg, 1999).
3The absolute magnitude of an object is the apparent magnitude that the object would have if it were at a
distance of 10 pc (Hogg, 1999).
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of the absolute magnitude of the sources (cf Chapter 2.2), poor estimates of the K-correction
can affect number counts by causing unphysical distortions to the luminosity function (Dalcan-
ton 1998; Gabrielli et al. 2006).
3.2 Dust extinction and inclination
Interstellar dust affects the light of galaxies in the optical, as well as in UV and IR bands, as
a result of the complex interplay between the distribution of stars and dust clouds, radiative
transfer and interstellar chemistry4. Most of the dust of a “typical” galaxy is located within its
disk. Bulges, in fact, might contain little to no dust at all5 (Graham and Worley 2008). Due to
the obscuring dust lanes, incoming light from a distant galaxy can be absorbed and scattered out
before reaching the observer, an effect termed dust extinction or dust attenuation (see details on
terminology in Section 4.5). Different morphological types of galaxies are affected differently
by extinction: spirals are in fact more dimmed than ellipticals and lenticulars (Nagayama et al.
2004).
Dust attenuation is also correlated to the angle at which the galaxy is viewed, i.e. its
inclination. The stronger the inclination, the longer the path length of incident photons through
the disk of the galaxy, and the greater the extinction by the obscuring material. Extinction is
therefore minimal when the galaxy is viewed face-on, and maximal when the galaxy is viewed
edge-on, as illustrated in Figure 3-1. Observations confirm that edge-on galaxies tend to appear
dimmer and redder than their face-on counterparts (Holmberg et al. 1975; Burstein et al. 1991;
Driver et al. 2007).
As most observed quantities depend on inclination, cuts performed on these quantities can
produce samples that are biased by inclination. For example, magnitude-limited surveys will
inevitably miss highly inclined faint dusty galaxies (Masters et al. 2010; Devour and Bell
2016). Moreover, photometric quantities of galaxies affected by dust attenuation include opti-
cal apparent magnitudes, colors (e.g. Tully et al. 1998; Maller et al. 2009; Masters et al. 2010),
and surface brightness profiles (e.g. Byun et al. 1994; de Jong 1996). Because the inner re-
gions of disks contain more dust than the outer regions (Boissier et al. 2004; Popescu and Tuffs
2005), a radial opacity gradient arises which makes the observed disk scale lengths greater than
their intrinsic values (Möllenhoff et al. 2006; Graham and Worley 2008, Gadotti et al. 2010).
Yip et al. (2011) also showed that inclination effects result in overestimates of the photometric
redshifts inferred from the observed magnitudes and colors of highly inclined sources, in order
to match their redder color with empirical templates.
Over the last decades, a lot of work has been done on adjusting for the effects of dust
attenuation quantitatively (e.g. Valentijn 1990; De Vaucouleurs et al. 1991; Giovanelli et al.
1995; Tully et al. 1998; Graham 2001; Masters et al. 2003; Tuffs et al. 2005; Bailin and
Harris 2008; Unterborn and Ryden 2008), but the parameters governing dust attenuation are
ill-constrained, and no consensus has yet been reached. More details on attempts at modeling
the effects of dust extinction in various studies, including our own approach, are provided in
Section 4.5.
4The reader is referred to Section 4.5 for a more detailed introduction on the physical properties of dust and
its effect on the light and color of galaxies.
5However the light emitted in the bulge region can be obscured by the dust lanes in the disk when the galaxy
is viewed edge-on.
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Figure 3-1 – Simulated urz color composite image of a dust attenuated Sbc galaxy at different
inclinations, from face-on (i=0◦) to edge-on (i=90◦), generated using the Sunrise radiative
transfer code (Jonsson 2006). As the inclination increases, reddening effects due to dust lanes
become more and more apparent. Reproduced from Jonsson et al. (2009).
3.3 Malmquist bias
In apparent magnitude-limited surveys, intrinsically brighter sources can be observed at larger
distances (i.e. at higher redshifts) than fainter ones. As a result, the observed mean absolute
magnitude of the sample will be brighter than its intrinsic mean absolute magnitude, as illus-
trated in Figure 3-2, and the observed sample will not necessarily be representative of the real
underlying population. This selection effect is referred to as Malmquist bias6 (Malmquist 1920,
1922). It was originally discovered for stars spread in Euclidean space, but applies equally to
galaxies in an expanding Friedman universe (Teerikorpi 2015). Malmquist bias operates at
all magnitudes (Lynden-Bell 1992) and “only” affects the composition of the sample, not the
photometric measurements performed on it. In cosmological studies, not taking it into account
can lead to a significant overestimate of the average luminosity of standard candles, which in
return leads to underestimate of their distance, and therefore to an overestimate of the Hubble
constant (Sandage and Tammann 1975; Tammann 1987).
When the luminosity function of the studied population is a simple Gaussian distribution,
an analytical correction correction for Malmquist bias can be derived, which depends on the
square of the intrinsic dispersion in the absolute magnitude distribution of the sample σM (e.g.,
using the notations of Butkevich et al. 2005):
< M >lim= M0 − σ2M
d ln N(mlim)
dmlim
(3.8)
where < M >lim is the observed mean absolute magnitude of the magnitude-limited sample,
M0 is the intrinsic mean absolute magnitude of the population, and N(mlim) is the total number
of sources whose apparent magnitude is brighter than mlim.
But correcting for this bias happens to be more highly complex in practice. In fact, the
level of Malmquist bias depends on the shape of the intrinsic luminosity distribution of the
population, which is unknown in general, and increases with the width of the intrinsic scatter
in the source luminosities. This scatter can be difficult to determine, and must not be confused
6Malmquist bias bias was actually first discovered by Eddington (1914), in a special case where the spatial
density of sources is homogeneous. Therefore, Malmquist bias is sometimes referred to in the literature as the
Eddington-Malmquist bias, as suggested by Lynden-Bell (1992). But this terminology is likely to perpetuate the
confusion between the Malmquist bias and the Eddington bias described in Section 3.4 that is already too common
in the astronomical community.
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with the observed scatter, which is rendered smaller than the intrinsic scatter by the Malmquist
bias (Tammann 1987).
Methods for correction or minimization of the Malmquist bias include the creation of
volume-limited samples, i.e. the sampling of every galaxies in the survey volume (e.g. Kan-
nawadi et al. 2015), the weighting of galaxy properties by the maximum volume over which
they can be detected (this is called the Vmax method, cf Mo et al. 2010), or the comparison
of realistic mock catalogs that explicitly include magnitude limits to mock catalogs that don’t
(e.g. Conley et al. 2010; Saulder et al. 2016). The curious reader is referred to Verter (1993)
and Teerikorpi (1997) for historical and methodological reviews of various attempts at imple-
menting Malmquist bias corrections.
3.4 Eddington bias
No measuring instrument is perfect. A set of sources with a single luminosity will always be
spread out upon observation due to statistical fluctuations in measurement errors. This scatter
gives rise to the Eddington bias (Eddington 1913, 1940), which distorts number counts in a
systematic way. Thus, except for some pathological cases where the distribution is constant
or linear, as galaxy number counts are rising steeply with decreasing flux, the number of low
fluxes scattered up by the noise is likely to be greater than the number of large fluxes scattered
down, which leads to a steepening of the slope of the number counts. Moreover, a fraction
of the population is likely to be scattered below the detection limit of the survey, and another
fraction below the detection limit to be scatter up upon observation (Jeffreys 1938). Eddington
(1940) proposed a way to estimate analytically the true number counts from the distribution of
observed values, provided that measurements errors are Gaussian-distributed with a constant
width σ in magnitude, i.e. if the probability of observing a magnitude m′ for a source of true
magnitude m is:
P(m′,m) =
1
(2piσ2)1/2
e−(m−m
′)2/2σ2 (3.9)
Following the notations of Peterson (1997), let A(m) be the true differential number count
per magnitude per unit solid angle. A(m)dm therefore represents the true number of sources
between magnitudes m and m + dm, and Aobs(m)dm the observed number. The true number of
sources brighter than m is then:
N(m) =
∫ m
−∞
A(m)dm (3.10)
and the observed value of Aobs(m′) is the convolution of the true number counts with the mea-
surement PDF:
Aobs(m′) =
1
(2piσ2)1/2
∫ ∞
−∞
A(m)e−(m−m
′)2/2σ2dm (3.11)
Assuming that σ is small and the cumulative number count is a power law:
N(m) = C10κm (3.12)
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Figure 3-2 – Evolution of absolute magnitude as a function of distance from a simulated galaxy
sample with a Gaussian luminosity function. As the volume surveyed expands with increasing
distance, more and more objects are seen as distance increases. The survey limit in appar-
ent magnitude gives rise to the so-called Malmquist bias, which leads to a increase of mean
absolute magnitude of the sample with distance. Reproduced from Tammann (1987).
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Figure 3-3 – Patch of the GOODS-N field (Dickinson et al. 2003) observed at 250, 350 and
500 µm (left to right). The green circles indicate the beam FWHM in each band. The field is
plagued by source confusion, and the size of the background fluctuations is of the order of the
beam size. Reproduced from Nguyen et al. (2010).
where C and κ are constant, Eddington showed that7:
A(m) = Aobs(m)
1 − 12
(
σκ
log10 e
)2 (3.13)
This correction must be applied at all magnitudes (Baryshev and Teerikorpi 2012). If the mea-
surement scatter increases with fainter magnitudes, as it is often the case in galaxy surveys,
Equation 3.11 cannot be used anymore, and an analytical correction becomes tricky to de-
rive (van der Burg et al. 2010). In this situation, numerical experiments by Teerikorpi (2004)
have shown that the steepening of the number counts gets even stronger than the theoretical
prediction of Eddington (1940).
3.5 Confusion noise
The sky background is not empty. It consists of the accumulated light of faint unresolved
sources below the detection limit of the survey, and of extended structures at scales of the order
of the telescope beam8 size (Guiderdoni et al. 1997). Confusion noise (or source confusion)
is the corresponding uncertainty in the determination of the background level. These stochas-
tic fluctuations of the background generate an uncertainty in the determination of the flux of
resolved faint sources, which must be added to the flux error estimates: σ2tot = σ
2
sky + σ
2
con f ,
where σ2sky is the classic noise resulting from the combination of Poisson noise and Gaussian
read-out noise. Source confusion also increases the positional uncertainty of sources (Hogg
2001), boosts the flux of some sources and can lead to spurious detections by the merging of
several sources near the detection limit. It cannot be overcome by longer exposure times, and
therefore poses a fundamental limit to the depth of astronomical surveys.
This problem was first mathematically approached by Scheuer (1957) and Condon (1974)
7The full derivation is available in Chapter 10 of Peterson (1997).
8The “beam” here refers to an element of resolution in the images. It can be defined as the solid angle of the
1σ radius circle of the Gaussian point spread function (Hogg 2001).
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in the context of early radio surveys. In practice, the background sky brightness defines a limit
beyond which individual sources cannot be clearly detected: the confusion limit. Near this
limit, the distinction between faint objects and the background objects is blurred. The confu-
sion limit is mainly determined by the beam size (as illustrated in Figure 3-3), the wavelength
and the position on the sky. Using the notations of Dole et al. (2003), the confusion noise (at a
given wavelength) can be defined in the general case as:
σ2con f =
∫
f 2(θ, φ)dθdφ
∫ S lim
0
S 2
dN
dS
dS (3.14)
where f (θ, φ) is the two-dimensional beam profile9, S is the source flux density and dNdS is the
differential number count. The integration includes all sources below the confusion limit, S lim.
Moreover, studies by Negrello et al. (2004) and Takeuchi and Ishii (2004) have found that the
level of source confusion is probably increased by the clustering of unresolved sources. The
confusion noise can be evaluated by two criteria, described extensively in Dole et al. (2003): the
“photometric criterion”, which is related to the quality of the photometry of detected sources,
and the “source density criterion”, which is related to the completeness of detected sources
above the confusion limit directly linked to the probability to lose sources that are too close to
each other to be separated.
Confusion noise is not a problem in optical surveys, as the confusion limit is generally
not reached, except in very crowded fields such as star clusters. But it can be the dominant
noise contribution in mid and far-infrared, because the sky background is very bright in these
wavelengths. In far-IR especially, the thermal emission of dusty Galactic cirrus clouds strongly
contributes to confusion noise (Low et al. 1984; Gautier et al. 1992; Jeong et al. 2005). And at
sub-mm wavelengths, due to the particular shape of the emission spectrum of dust, some high-
redshift ultra luminous infrared galaxies (ULIRGs) actually compensate the combined effects
of decrease in flux density with distance and surface brightness dimming, causing a “negative
K-correction” which, coupled to the low instrumental angular resolution, also adds to source
confusion (Blain et al. 2002).
There are two main approaches for correcting for the effects of source confusion, which
both have their advantages and disadvantages (cf Roseboom et al. 2010). One approach in-
volves the individual source counterparts identification in other wavelengths (e.g. Pope et al.
2005; Ivison et al. 2007). Another estimates statistically the galaxy number counts at faint mag-
nitudes via a maximum likelihood fit (assuming a model of number counts, usually a simple
power law) on the pixel intensity distribution (e.g. Patanchon et al. 2009).
9The beam profile can be approximated by a Gaussian profile with the same FWHM as the expected PSF, or
by an Airy pattern (Dole et al. 2003).
Part II
The forward modeling approach to galaxy
evolution
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Chapter 4
Modeling the light, shape and sizes of
galaxies
If you wish to make an apple pie from
scratch, you must first invent the
universe.
Carl Sagan, Cosmos
What I cannot create, I do not
understand.
Richard Feynman
Abstract
In this chapter1, I briefly review the tools used by the astronomical community
to model the size, shape, color, brightness, and dust content of galaxies. This
will allow me to outline our forward-modeling approach in this thesis and to in-
troduce the Stuff empirical model that we are going to use to test the validity of
our method. Stuff generates mock photometric and morphometric catalogs in an
arbitrary number of filters, from empirical prescriptions about the light and size
distributions of various galaxy populations.
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4.1 The forward modeling approach
The traditional approach when comparing the results of models to data is sometimes referred
to as backward modeling (e.g., Marzke 1998; Taghizadeh-Popp et al. 2015). In this scheme,
physical quantities are derived from the observed data, and are then compared with the phys-
ical quantities predicted from simulations, semi-analytical models (SAM), or semi-empirical
models. A more reliable technique is the forward modeling approach: a distribution of mod-
eled galaxies are passed through a virtual telescope with all the observing process reproduced
(filters, exposure time, telescope characteristics, seeing properties, as well as the cosmological
and instrumental biases described above), and a direct comparison is made between simulated
and observed datasets. The power of this approach comes from the fact that theory and observa-
tion are compared in the observational space: ideally, the same systematic errors and selection
effects affect the simulated and observed data.
The “mock catalogs” approach, as it is sometimes called, is already being used to test the
processing pipeline of galaxy surveys and characterize their systematics (e.g., Yan et al. 2004;
McBride et al. 2009), or to test models of galaxy formation (e.g., Simard and Somerville 2000).
Blaizot et al. (2005) were the first to introduce realistic mock telescope images from light cones
generated by semi-analytical models. Overzier et al. (2013) extended this idea by constructing
synthetic images and catalogs from the Millenium Run cosmological simulation (Springel et al.
2005) including detailed models of ground-based and space telescopes. Recently, Bernyk et al.
(2016) unveiled the Theoretical Astrophysical Observatory (TAO), an online virtual observa-
tory that enables users to generate mock survey images and galaxy catalogs based on selectable
combinations of cosmological simulations or semi-analytical model, as well as stellar popula-
tion synthesis models. And Taghizadeh-Popp et al. (2015) used semi-empirical modeling to
simulate Hubble Deep Field (HDF) images, from cutouts of real SDSS galaxies with modified
sizes and fluxes, and compared them to observed HDF images. Lately, Kacprzak et al. (2017)
used a forward model to infer the redshift distribution of a cosmological sample. In this the-
sis, we make the case that forward modeling can be used to perform reliable inferences on the
evolution of the galaxy luminosity and size functions. I describe our approach in the following
section.
4.2 Outline of our approach
In order to infer the physical properties of galaxies from observed survey images without
having to describe the complex selection effects the latter contain, we propose the following
pipeline. We start from a set of physical input parameters, drawn from the prior distribution
defined for each parameter. These parameters describe the luminosity and size distribution of
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the various populations of modeled galaxies. From this set of parameters, our forward model
generates a catalog of galaxies modeled as the sum of their bulge and disk components, each
with a different profile. The projected light profiles of the galaxies are determined by their
inclination, the relative fraction of light contained within the bulge, and the galaxy redshift as
well as the extinction of the bulge and disk components. The galaxies are randomly drawn from
the luminosity function of their respective population. The catalog assumes that galaxies are
uniformly distributed on a virtual sky that includes the cosmological effects of an expanding
universe with a cosmological constant. The survey image is simulated in every band covered
by the observed survey, and reproduces all of its characteristics, such as filters transmission,
exposure time, point spread function (PSF) model, and background noise model.
Then, a large number of “simulated” images are generated via an iterative process (a
Markov chain) generating new sets of physical parameters at each iteration. Some basic flux
and shape parameters are extracted in the same way from the observed and simulated images:
after a pre-processing step (which is identical for observed and simulated data) where observ-
ables are decorrelated and their dynamic range reduced, the multidimensional distributions
of simulated observables are directly compared to the observed distributions using a custom
distance function on binned data.
The chain moves through the parameter space towards regions of high likelihood, that is,
regions that minimize the distance between the modeled and observed datasets. The pathway
of the chain is finally analyzed to reconstruct the multidimensional posterior probability dis-
tribution and infer the sets of parameters that most likely reproduce the observed catalogs, as
well as the correlations between these parameters. The main steps of this approach are detailed
in the following sections and chapters, and the whole pipeline is sketched in Figure 4-1.
4.3 Magnitudes and colors
We need to build mock galaxies whose apparent magnitudes and colors closely match current
UV, optical and IR observations. In the AB system2 (Oke and Gunn 19833), the apparent
magnitude of a source in a given band is:
mAB = −2.5 log10
∫
fνTνdν∫
Tνdν
− 48.6 (4.1)
where fν is the spectral flux density of the source in erg s−1 cm−2 Hz−1 and Tν is the total re-
sponse of the system, which is the product of the filter transmission curve by the quantum
efficiency of the detector, the response of the telescope (mirror and optics) and the atmospheric
transmission, as illustrated in Figure 4-3. Color indices are then derived by subtracting the
magnitudes in different bands.
We see from Equation (4.1) that our estimate of the apparent magnitude of a source relies
on our knowledge of its spectral energy distribution (SED), which contains all the information
about the integrated emission and absorption of stars, gas and dust. This requires the use of a
set of templates corresponding to every galaxy spectral types, and to every galaxy components
2In the AB photometric system, the zero point is 3631 Jansky for all bands, so a source with a flat spectral
energy distribution ( fν = constant) has the same magnitude in all bands, and all colors = 0.
3Note that there is a sign error in the main formula of this paper.
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Figure 4-1 – Summary of the workflow
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Figure 4-2 – SED templates of Coleman et al. (1980)
(bulge and disk). SED templates can be derived empirically from observations of local bright
galaxies4, such as the widely used set of Coleman et al. (1980) (illustrated in Figure 4-2)
or Kinney et al. (1996), or they can be generated by models via stellar population synthesis
(e.g., Fioc and Rocca-Volmerange 1999; Bruzual and Charlot 2003). The reader is referred to
Walcher et al. (2011) for a recent review on SED modeling.
4.4 Light profiles
Galaxies display a large variety of sizes and shapes. A good parametrization of their struc-
tural and photometric properties is therefore crucial for classification and image simulation
purposes. The light profile of a galaxy, which measures how its intensity varies as a function of
the distance from its center, has proven a useful tool for that purpose. The most notable early
attempt5 at providing analytical fits to the radial distribution of stellar light was the work of de
Vaucouleurs (1948, 1959), who found empirically that the intensity profile of bright elliptical
galaxies and of the bulges of lenticular and spiral galaxies could be well described by:
I(r) = Ie exp
−7.67 ( rre
)1/4
− 1
 (4.2)
4Empirical templates are computationally advantageous to use, but since they are built on local galaxies, they
might not be representative of the spectra of high-z galaxies.
5An exhaustive historical review of early models to describe the light profile of elliptical galaxies can be found
in Graham (2013).
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Figure 4-3 – Filter set of the CFHTLS+WIRDS survey (Cuillandre and Bertin 2006; Bielby
et al. 2010). This plot displays the filter response curves (multiplied by the mirror+optics+CCD
response) of the MegaCam ugriz optical bands, as well as of the WIRCam JHKs infrared
bands.
where re is the effective radius, i.e. the radius that encloses half of the total luminosity, and Ie
is the intensity at re. The so-called “de Vaucouleurs profile” was later generalized by Sersic
(1963), whose profile was so well suited for different types of galaxies and for different galaxy
components that it is still widely used to this day. The Sérsic profile is defined as:
I(r) = Ie exp
−bn ( rre
)1/n
− 1
 (4.3)
where n is the Sérsic index (the only free parameter of the model) and bn a parameter dependent
on n chosen so that re is the radius that encloses half of the total luminosity. bn is defined
such that Γ(2n) = 2γ(2n, bn), where Γ is the gamma function and γ is the incomplete gamma
function, and it is usually approximated with good accuracy as bn ' 2n − 0.324 for 1 ≤ n ≤ 15
(Ciotti and Bertin 1999; Trujillo et al. 2001). The Sérsic index determines the shape of the
light profile (cf Figure 4-4). The larger n is, the steeper the central core becomes, and the more
extended are the outer wings. Setting n = 4 yields the de Vaucouleurs profile, and n = 1 yields
an exponential disk profile (Freeman 1970).
In practice, galaxies are fitted with a sum of the Sérsic profile of their bulge and disk compo-
nent, each with a different shape (cf Figure 4-5). This method allows for precise measurements
of their flux, and of their bulge to total (B/T) flux ratio. The B/T ratio is strongly correlated to
the morphological type of galaxies, at least in the local universe (e.g. de Lapparent et al. 2011,
cf Figure 4-6), therefore the Sérsic profile offers a basis for automated classification. But it
becomes complicated to fit Sérsic models at z > 1 because galaxies beyond that redshift tend
to present mostly irregular and peculiar shapes (Abraham et al. 1996).
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Figure 4-4 – Sérsic curves for various values of n. n = 4 corresponds to the de Vaucouleur
profile.
For more accurate fits, the one-dimensional structural analysis provided by the Sérsic pro-
file can be completed by a two-dimensional analysis including non-axisymmetric structures,
such as bars, rings or spiral arms. For example, bars can be modeled as Sérsic profiles, spiral
rotation functions can be used to model spiral structure, and ellipsoidal isophotes can be dis-
torted using Fourier modes to model the shape of irregular galaxies (Peng et al. 2010). But
fitting all these components at the same time can be computationally prohibitive when apply-
ing the fitting routine to a whole survey, due to the high number of free parameters (for each
galaxy) of the resulting model.
Other popular measurements of galaxy structure include the CAS system (Concentration,
Asymetry, Clumpiness, e.g. Conselice 2003), the shapelets decomposition (Refregier 2003)
and the Gini/M20 parameters (e.g., Abraham et al. 2003; Lotz et al. 2004). The reader is
referred to Conselice (2014), Graham (2013) and Peng et al. (2010) for historical and method-
ological reviews of parametric and non parametric galaxy structure analysis approaches.
4.5 Dust
Interstellar dust strongly affects the light we receive from galaxies. In fact, photons originat-
ing from distant galaxies have to go through their interstellar medium (ISM) and through the
ISM of the Milky Way before reaching our telescopes. Dust was originally discovered via its
obscuring effect on starlight, an effect termed extinction or reddening, as blue wavelengths are
more dimmed than red wavelengths (Trumpler 1930). It constitutes only a small fraction of the
total mass of galaxies: in the dust-rich ISM of the Milky Way, its mass represents ∼ 1 % of the
total HI mass (Draine et al. 2007), and this ratio is supposed to be fairly constant in external
62 CHAPTER 4. MODELING THE LIGHT, SHAPE AND SIZES OF GALAXIES
Figure 4-5 – Sérsic bulge+disk fit performed on a 5′ × 5′ H-band image of NGC 3621 with
GALFIT (Peng et al. 2010). From Barth et al. (2008).
Figure 4-6 – Distribution of the B/T ratio attribute as a function of de Vaucouleurs morpho-
logical type (De Vaucouleurs et al. 1991) for the 4458 galaxies in the EFIGI catalog (Baillard
et al. 2011). This plot reveals a strong correlation of morphological type with B/T, with a large
dispersion of B/T for each type. From de Lapparent et al. (2011).
CHAPTER 4. MODELING THE LIGHT, SHAPE AND SIZES OF GALAXIES 63
galaxies6. But the contribution of dust to the observed light emitted by galaxies is crucial to
understand their evolution, as it shapes their spectra (and therefore their photometry) in vari-
ous ways. It also plays a great role in the chemical evolution of galaxies, as the surface of dust
grains constitute the craddle of molecular hydrogen (H2) formation and complex astrochem-
istry (e.g. Gould and Salpeter 1963; Cazaux and Spaans 2009). However, as we will see in
this section, the dust evolution cycle in galaxies is still poorly constrained, and this constitutes
a significant source of uncertainties in current models of galaxy evolution.
4.5.1 Composition, size and evolution
The physical properties of dust, from its chemical composition to its size distribution, are
mostly constrained by the study of interstellar extinction, completed by observations in the
infrared. In fact, dust grains absorb a fraction of the UV emission from young stars and re-emit
in IR (Dale et al. 2009).
Interstellar dust is created from the elements ejected from low- and intermediate-mass stars
in their asymptotic giant branch (AGB) phase and from type II supernovae (SNe), however
stardust only account for a small fraction (a few %) of the total interstellar dust mass in galaxies
(e.g. Draine and Salpeter 1979; Zhukovska and Henning 2014). Dust grains mainly grow
by accretion and coagulation in the dense environment of molecular clouds, but can also be
destroyed in the shock waves of SNe explosions, or shattered in collisions with other grains in
the diffuse ISM (e.g. Asano et al. 2013; Aoyama et al. 2017).
The physical properties of dust grains vary significantly across galactic environments,
which suggests various possible evolutionary tracks. But overall, its known chemical com-
position is a mixture of small grains of polycyclic aromatic hydrocarbons (PAHs), amorphous
silicates and large grains of graphite. PAHs and silicates in particular display strong spectral
features in the emission spectrum of dust. Dust grains come with all sizes, with a power law
distribution for sizes between 0.02 µm and ≥ 0.2 µm (e.g. Weingartner and Draine 2001; Draine
2009).
4.5.2 Galactic extinction
The combined effects of light absorption of a point source and scattering of photons out of the
line of sight by the ISM of the Milky Way is referred to as Galactic extinction (or interstellar
extinction). Given a uniform cloud of dust with an optical depth τextλ along the line of sight, an
observer would see the original flux of the source F0(λ) reduced to:
F(λ) = F0(λ)10−τ
ext
λ (4.4)
The extinction Aλ (expressed in magnitudes) is defined as:
Aλ = −2.5 log10
( F(λ)
F0(λ)
)
= −2.5 log10(e)τextλ = 1.086τextλ = m(λ) − m0(λ) (4.5)
6However it is important to note that the dust-to-gas ratio of a galaxy depends on its star formation history
because it correlates with metallicity (Draine et al. 2007).
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In short, more dust along the line of sight leads to more dimming7. Extinction can also be
quantified from the amount of reddening or color excess that the observed source is subject
to. In the Johnson system, the color excess (also called selective extinction) is defined as the
difference between the measured (B-V) color of the source, and its intrinsic color (B−V)0 (i.e.
not affected by extinction):
EB−V = (B − V) − (B − V)0 = (B − B0) − (V − V0) = AB − AV (4.6)
where AB is the total extinction in band B (450 nm), and AV is the total extinction in band V (550
nm). In practice, galactic extinction is usually probed via the pair method, where a comparison
is performed between the spectra of 2 stars with the same spectral type, one reddened and the
other unreddened. The shape of the extinction law (the function describing how extinction
evolves with wavelength) with different environments can be compared by normalizing Aλ by
AV . Another widely used normalization uses the quantity k(λ) = Aλ/EB−V . Cardelli et al.
(1989) derived an average extinction curve for 0.125 µm ≤ λ ≤ 3.5 µm parametrized by a
single variable RV , which is sometimes referred to in the literature as the CCM relationship:
< Aλ/AV >= a(x) + b(x)/RV (4.7)
where x = 1/λ µm−1, a and b are functions of wavelength and RV is the total-to-selective
extinction ratio, the slope of the extinction law at V-band, used to link extinction to the color
excess:
RV =
AV
EB−V
(4.8)
The value of RV is determined by the environment along the line of sight: a standard value of
RV = 3.1 is observed in the diffuse ISM of the Milky Way (e.g. Schultz and Wiemer 1975), but
bigger values (∼ 5.5) are found in dense molecular clouds (e.g. Fitzpatrick 2004). The CCM
extinction curves for different values of RV is plotted on Figure 4-7.
To compute Galactic extinction for a given line of sight and a given photometric band, we
rely on the use of “dust maps”. Schlegel et al. (1998) for example combined IRAS and COBE
100 microns data (shown in Figure 4-8) to derive an all-sky map of Galactic reddening, EB−V .
This map reveals the complex filamentary structure of the ISM of the Milky Way, even at high
galactic latitudes, a structure known as galactic cirrus. An online service has been developed
by NASA/IPAC Infrared Science Archive8 to generate cutouts of this map from a given patch
of the sky and return extinction values for most photometric bands.
4.5.3 Attenuation curves for local galaxies
When we look at a distant galaxy, we see the integrated emission of all its constituents over
its surface. As a result of the relative position between the stars and the dust distributions, a
fraction of the light is scattered by dust clouds into the line of sight, in addition to the effect of
dust absorption and scattering out of the line of sight. In order to distinguish this phenomenon
7Hopefully we live in a relatively optically thin region of the Milky Way. What would astronomy be like if we
were shrouded by a cloud of interstellar dust? We would only see the closest stars in the optical, and I wouldn’t
have a job!
8http://irsa.ipac.caltech.edu/applications/DUST/
CHAPTER 4. MODELING THE LIGHT, SHAPE AND SIZES OF GALAXIES 65
Figure 4-7 – Extinction curves for the Milky Way of Cardelli et al. (1989) for different values
of RV corresponding to different galactic environments. This plot illustrates how RV controls
the slope of the extinction curve.
Figure 4-8 – All-sky view of the IRAS+COBE 100 µm imaging data in false colors shown in
equirectangular projection, generated by Schlegel et al. (1998). It is used to return the values
of Galactic dust reddening for a given line of sight.
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from interstellar extinction, we refer to it as dust attenuation, although we will use the same
formalism to describe attenuation and extinction. The difference between the 2 processes is
illustrated in Figure 4-9. In practice, the scattering of photons into the line of sight dampens
the effects of reddening compared to the extinction we observe within the Milky Way: an
attenuated source appears greyer than an source subject to extinction only.
The shape of the attenuation law for a given galaxy depends on many factors: it is de-
termined by the composition and size distribution of dust grain within that galaxy, and by
the geometry of the extended distribution of stars and dust, which can be approximated by a
simple screen of dust between the galaxy and observer (e.g. Charlot and Fall 2000) or by a
clumpier distribution (e.g. Calzetti 2001). Attenuation also depends on the stellar populations
of the host galaxy: in fact, young stars are strongly attenuated by their birth cloud, while older
stars have cleared their birth cloud and are only attenuated by the diffuse ISM (Calzetti 1997).
Some models, like CIGALE (Noll et al. 2009), use a parametric model to fit the attenuation
curve k(λ) empirically via SED fitting. More complex models, like GRASIL (Silva et al. 1998)
or MAGPHYS (da Cunha et al. 2008), include a physically motivated treatment of dust with
2 components: a distribution of molecular clouds with a characteristic dissipation timescale
(∼ 107 years) and a diffuse ISM.
If we want to derive extinction curves for extragalactic sources, we can only use the pair
method in galaxies that are so close to us that we can resolve individual bright stars. This is the
case for our closest neighbors, hence the most well-known UV extinction curves in the local
universe besides the Milky Way (MW, Seaton 1979; Fitzpatrick and Massa 1986) are those
of the Large Magellanic Cloud (LMC, Fitzpatrick and Massa 1986), the Small Magellanic
Cloud (SMC, Prevot et al. 1984; Bouchet et al. (1985)) and M31 (Bianchi et al. 1996), and
each curve has a distinct shape, as shown in Figure 4-10. In particular, the Magellanic Clouds
curves cannot be fitted by the Galactic extinction laws of Cardelli et al. (1989), which suggests
different dust properties in these galaxies than in the MW.
Some extinction curves present a characteristic bump at 2175 Å. This feature seems to hint
that carbon is a major component of interstellar dust (e.g. Mathis et al. 1977). The bump
can be observed in the MW curve, and in a lesser way in the LMC curve, but it has not been
found in the SMC. Many uncertainties surround this feature. Its very presence (or not) in most
extragalactic sources is still under debate: while radiative transfer dust models suggest that the
2175 Å feature should be common in star forming galaxies (Conroy 2013), other studies, like
Battisti et al. (2016), do not find any evidence of a significant 2175 Å feature in their sample
of 104 local galaxies from the Galaxy Evolution Explorer and the SDSS. Neither do we know
whether the presence or not of the bump if an indicator of the spatial distribution of stars and
dust, or that of peculiar dust properties.
In the general case, quantifying dust attenuation in external galaxies is a challenge because,
unlike stars, there are no dust-free galaxies with the exact same properties to perform a direct
comparison of spectra. However, in star-forming galaxies, HII regions heated by young stars
produce some characteristic nebular emission lines, which are good tracers of the ionizing flux
of the host stars, and which can be used to perform an indirect comparison of galaxy spectra.
The flux ratio of the (easily detectable) Hα (6563 Å) and Hβ (4861 Å) recombination lines,
called the Balmer line ratio (or Balmer decrement), is particularly useful because its value
is set theoretically from quantum physics. Therefore, any departure from the expected value
is attributed to dust attenuation: galaxies with high Balmer line ratios are considered dusty,
whereas galaxies with low Balmer line ratios are considered dust-free. This method has been
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Figure 4-9 – Difference between dust extinction (a) and dust attenuation (b).
used for the first time by Calzetti et al. (1994, 2000) to derive an average attenuation law over
the range 1200 Å ≤ λ ≤ 8000 Å from the UV-optical spectra of 39 local starburst and blue
compact galaxies. This “Calzetti law” (which does not display any 2175 Å feature) is now
used ubiquitously in galaxy evolution models, even if the small sample and the peculiar nature
of these galaxies makes its use debatable.
4.5.4 Attenuation curves for high-z galaxies
The situation is even more complex at high redshift as dust, stellar evolution and metallicity
give rise to elaborate degeneracies when trying to constrain the reddening of galaxies. Buat
et al. (2011) have found from the study of a sample of ∼ 104 galaxies with 0.9 < z < 2.2
from the Chandra Deep Field-South Survey that the average attenuation law for high redshift
galaxies can be well fitted by a modified Calzetti law with a steeper slope and a small 2175
Å bump (35% of the size of the MW bump). Buat et al. (2012) later found from a sub-sample
of 751 galaxies at the same redshift range a UV bump amplitude similar to the one found in
the super-shell region of the LMC. This claim has been confirmed by other studies, like Noll
et al. (2007), who imply the presence of the 2175 Å bump from a sample of 108 massive, star-
forming galaxies at 1 < z < 2.5. But more recently, Scoville et al. (2015) analyzed a sample
of 266 galaxies from the COSMOS survey with 2 < z < 6.5. The resulting average attenuation
curve is consistent with the LMC, MW or Calzetti laws, but does not display any significant
2175 Å bump.
Other studies tend to suggest that a universal dust attenuation curve might not be enough
to explain the observations. In fact, there is now evidence of strong variations of attenuation
curves with the spectral type (Kriek and Conroy 2013; Salmon et al. 2016). With these studies
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Figure 4-10 – Comparison of the most well known extinction and attenuation curves from the
local universe.
in mind, we can safely say that there is no consensus yet reached over an appropriate atten-
uation law to choose when simulating the luminous properties of galaxies. To this date, that
choice is left to the modeler, with the knowledge that this choice can lead to biases in his/her
predictions.
4.6 The Stuff model
For this work, we will generate artificial catalogs with the Stuff package of Bertin (2009)
in simulated fields of a given size. Stuff relies on empirical scaling laws applied to a set of
galaxy “types”, which it uses to draw galaxy samples with photometric properties computed
in an arbitrary number of observation passbands. Each galaxy type is defined by its Schechter
(1976) luminosity function parameters, its spectral energy distribution (SED), as well as the
bulge-to-total luminosity ratio B/T 9 and rest-frame extinction properties of each component of
the galaxy through a “reference” passband (i.e. the filter where the LF is measured).
The photometry of simulated galaxies is based on the composite SED templates of Coleman
et al. (1980) (cf Figure 4-2) extended by Arnouts et al. (1999). Any of the six “E”, “S0”, “Sab”,
“Sbc”, “Scd”, and “Irr” SEDs can be assigned to the bulge and disk components separately,
for a given galaxy type. The version of Stuff used in this work does not allow the SEDs to
evolve with redshift; instead, following Gabasch et al. (2004), galaxy evolution is modeled
as a combination of density (Schechter’s φ∗) and luminosity (Schechter’s M∗) evolution with
9In Stuff, B/T=0 corresponds to a bulgeless irregular galaxy, and B/T=1 corresponds to an elliptical galaxy.
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redshift z:
M∗(z) = M∗(0) + Me ln(1 + z) (4.9)
φ∗(z) = φ∗(0)(1 + z)φe , (4.10)
where Me and φe are constants. The reference filter will be set to the MegaCam g-band in the
present thesis. Bulges and elliptical galaxies have a de Vaucouleurs (1953) profile:
µb(r) = Mb + 8.3268
(
r
rb
) 1
4
+ 5 log10 rb + 16.6337, (4.11)
where µb(r) is the bulge surface brightness in mag.pc−2, Mb = M−2.5 log10(B/T ) is the absolute
magnitude of the bulge component and M the total absolute magnitude of the galaxy, both in the
reference passband. As a projection of the fundamental plane10, the average effective radius
〈rb〉 in pc follows an empirical relation we derive from the measurements of Binggeli et al.
(1984)):
〈rb〉 =
{
rknee10−0.3(Mb−Mknee) if Mb < Mknee
rknee10−0.1(Mb−Mknee) otherwise
(4.12)
where rknee = 1.58h−1kpc and Mknee = −20.5. The intrinsic flattening q of bulges, defined as
the ratio between the semi minor axis and the semi major axis of the ellipse, follows a normal
distribution with 〈q〉 = 0.65 and σq = 0.18 (Sandage et al., 1970), which we convert to the
apparent aspect-ratio
√
q2 sin2 i + cos2 i, where i is the inclination of the galaxy with respect to
the line of sight.
Disks have an exponential profile:
µd(r) = Md + 1.8222
(
r
rd
)
+ 5 log10 rd + 0.8710, (4.13)
where µd(r) is the disk surface brightness in mag.pc−2, Md = M − 2.5 log10(1 − (B/T )) is
the absolute magnitude of the disk in the reference passband, and rd is the effective radius.
Semi-analytical models where disks originate from the collapse of the baryonic content of
dark-matter-dominated halos (Dalcanton et al., 1997, Mo et al., 1998) predict useful scaling
relations. Assuming that light traces mass and that there is negligible transport of angular
momentum during collapse, one finds rd ∝ λL−βd , where λ is the dimensionless spin parameter
of the halo, Ld = 10−0.4Md the total disk luminosity, and β ' −1/3 (de Jong and Lacey, 2000).
The distribution of λ, as seen in N-body simulations, can well be described by a log-normal
distribution (Warren et al., 1992), and is very weakly dependent on cosmological parameters
(Steinmetz and Bartelmann, 1995), hence the distribution of rd at a given Md should behave as:
n(rd|Md) ∝ 1rd exp
−
(
ln(rd/r∗d) − 0.4βd(Md − M∗d)
)2
2σ2λ
 . (4.14)
In de Jong and Lacey (2000), a convincing fit to I-band catalog data of late-type galaxies
10The fundamental plane is a narrow logarithmic plane linking the main observables of elliptical galaxies: their
stellar mass, their size, and their velocity dispersion (Dressler 1987; Djorgovski and Davis 1987).
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corrected for internal attenuation is obtained, with βd = −0.214, σλ = 0.36, r∗d = 5.93 kpc, and
M∗d = −22.3 (for H0 = 65km.s−1.Mpc−1). Both bulge and disk effective radii are allowed to
evolve (separately) with redshift z using simple (1 + z)γ scaling laws (see, e.g., Trujillo et al.,
2006, Williams et al., 2010). The original values from Trujillo et al. (2006) are modified to
those in Table 9.6 based on the Hubble Space Telescope Ultra Deep Field (UDF, Williams
et al. 2010, Bertin, private communication).
Dust attenuation is applied (separately) to the bulge and disk SEDs S (λ) using the atten-
uation law from Calzetti et al. (1994), extended to the UV and the IR assuming an LMC law
(Charlot, private communication):
S (λ) = S 0(λ)e−κτ(λ), (4.15)
where S 0(λ) is the face-on, unattenuated SED and τ(λ) the uncalibrated attenuation law. The
normalization factor κ is computed by integrating the effect of attenuation Aref , expressed in
magnitudes, within the reference passband pref(λ):
Aref = −2.5 log10
∫
pref(λ)S 0(λ)e−κτ(λ)dλ∫
pref(λ)S 0(λ)dλ
. (4.16)
As the variation of τ(λ) is small within the reference passband, we take advantage of a second
order Taylor expansion of both the exponential and the logarithm:
Aref ≈ −2.5 log10
(
1 − I1κ + 12 I2κ
2
)
(4.17)
≈ 1.086
(
I1κ +
I21 − I2
2
κ2
)
, (4.18)
with
I1 =
∫
pref(λ)S 0(λ)τ(λ)dλ∫
pref(λ)S 0(λ)dλ
, I2 =
∫
pref(λ)S 0(λ)τ2(λ)dλ∫
pref(λ)S 0(λ)dλ
. (4.19)
Solving the quadratic equation (4.18) we obtain:
κ ≈ −2Aref
1.086
(
I1 +
√
I21 − 21.086 (I21 − I2)Aref
) . (4.20)
We adopt the parametrization of the attenuation from the RC3 catalog (de Vaucouleurs et al.,
1991):
Aref = −α(T) log10(cos i), (4.21)
where i is the disk inclination with respect to the line-of-sight, and α(T) (not to be confused
with Schechter’s α) is a type-dependent “attenuation coefficient” that quantifies the amount of
extinction+diffusion in the blue passband. The attenuation coefficient evolves with de Vau-
couleurs (1959) revised morphological type as:
α(T ) =
{
1.5 − 0.03(T − 5)2 for T ≥ 0
0 for T < 0 (4.22)
CHAPTER 4. MODELING THE LIGHT, SHAPE AND SIZES OF GALAXIES 71
Figure 4-11 – Example of a Stuff output catalog, with 4 galaxies generated in a given photo-
metric band. 1 : object type index (200=galaxy, 100=star). 2-3 : galaxy position in pixels (x,y).
4 : apparent magnitude. 5 : B/T ratio. 6 : bulge radius (arcsec). 7 : projected bulge axis ratio.
8 : bulge position angle (degrees, with respect to x-axis). 9 : disk scale-length (arcsec). 10 :
disk aspect ratio (disk inclination). 11 : disk position angle. 12 : redshift. 13 : de Vaucouleurs
type.
Stuff applies to SEDs the mean intergalactic attenuation curve at the given redshift follow-
ing Madau (1995) and Madau et al. (1996), using the list of Lyman wavelengths and absorption
coefficients from the Xspec code (Arnaud, 1996). Galaxies are Poisson distributed in 5h−1 Mpc
redshift slices from z = 20 to z = 0. For now the model does not include clustering properties,
therefore the galaxies positions are uniformly distributed over the field of view. Ultimately
Stuff generates a set of mock catalogs (one per filter) to be read by the image simulation
software, containing source position, apparent magnitude, B/T , bulge and disk axis ratios and
position angles, and redshift (cf Figure 4-11). We note that for consistency, we kept most of
the default values applied by Stuff to scaling parameters, although many of them come from
slightly outdated observational constraints dating back to the mid-2000’s (and even earlier).
This of course does not affect the conclusions of this work.
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Chapter 5
Painting imaginary skies
We all know that Art is not truth. Art is a
lie that makes us realize truth at least the
truth that is given us to understand. The
artist must know the manner whereby to
convince others of the truthfulness of his
lies.
Pablo Picasso
Abstract
Being able to reproduce realistic images of astronomical surveys and to retrieve
accurate photometric and morphometric catalogs from them is at the heart of the
method we are laying out. In this chapter, I draw up an inventory of currently
used image simulators, and provide a detailed description of the SkyMaker and
SExtractor packages, that we will use for image generation and source extraction
respectively.
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5.1 Comparison of image simulators
Simulations of astronomical images from surveys are an essential component in the develop-
ment of any survey. A lot of simulation softwares have been developed to reproduce images
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of present and future surveys for various purposes, from testing data analysis pipelines to re-
producing the expected subtle effects of weak gravitational lensing. They all differ in their
rendering techniques of the source light profiles and morphologies, as well as their modeling
of the instrumental and noise properties. This affects the realistic nature of the images gener-
ated along with the speed of execution of the softwares. However, no comparative study has yet
been published to assess their relative strengths and weaknesses. The list below offers a first
attempt of a qualitative comparison of most of the survey image simulators. These simulators
include:
• SkyMaker (Bertin 2009, open source1), which was first introduced as a testing tool for
SExtractor (Bertin and Arnouts 1996). SkyMaker uses the PSF from observed data
to generate realistic images containing galaxies that are modeled as a combination of
their bulge and disk Sérsic profiles, with realistic instrumental, atmospheric and noise
properties (cf Section 5.2).
• The GalSim software (Rowe et al. 2015, open-source2) can render sources via several
methods (drawing in real space, via discrete Fourier transform or via photon shooting
using the surface brightness model as a probability distribution function). Contrarily to
SkyMaker, GalSim can simulate weak lensing effects and realistic galaxy morphologies
using cutouts from HST data, however other effects such as pixel saturation are not mod-
eled. According to Emmanuel Bertin (private communication), GalSim is 10× slower
than SkyMaker when run in the same conditions.
• The Ultra Fast image generator (UFig) (Bergé et al. 2013) produces the fastest sim-
ulations to date3, at the cost of modeling galaxies as pure Sérsic profiles only (i.e. no
bulge+disk decomposition). However its speed depends on the exposure time of the
survey reproduced because of the photon shooting technique used.
• The Simage IDL pipeline (Dobke et al. 2010) generates simulated images able to re-
produce the complex morphologies of high redshift galaxies in the B, V, i and z bands
using shapelet decomposition (Refregier 2003), with the possibility to add a weak grav-
itational lensing signal. According to Bergé et al. (2013), Simage is slower in execution
than Skymaker and UFig.
• The SHERA software (Mandelbaum et al. 2012) simulates images of ground based in-
struments using space based data of higher resolution (galaxy postage stamp images)
from the COSMOS survey (Scoville et al. 2007), with the option of including weak lens-
ing shear using shapelet decomposition.
• SkyLens (Meneghetti et al. 2008) generates realistic morphologies rendered via shapelet
decompositions of galaxy images from GOODS data (Giovanelli et al. 1995), and incor-
porates gravitational lensing using ray tracing methods.
1http://www.astromatic.net/software/skymaker
2https://github.com/GalSim-developers/GalSim
3According to Emmanuel Bertin (private communication), Skymaker is probably as fast as UFig when com-
piled with the Intel(R) C++ compiler (icc).
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• The Photon Simulator (PhoSim) (Peterson and Jernigan 2013, open source4) reproduces
images of the Large Synoptic Survey Telescope (LSST, Ivezic et al. 2008), but the code
could be extended to other surveys in the future. The virtual photons are collected by the
telescope via Monte Carlo sampling, and galaxies are modeled as bulge+disk Sérsic pro-
files. PhoSim is the most realistic simulator to date, as it implements detailed a physical
description of atmospheric effects such as dispersion, cloud absorption and molecular
scattering. However it is also the slowest simulator in the list.
Considering its ability to produce realistic images in a relatively short time and the access
to the source code for easy bug fixing and updates implementations, we decide to use the
SkyMaker software for our goals. In the next section, I describe the inner workings of the
code.
5.2 The SkyMaker software
SkyMaker can generate simulated images of the universe as if passed through a virtual tele-
scope. It therefore has the ability to reproduce the observed data from most astronomical
surveys with great accuracy (see e.g., Figure 5-1). The user eager to reproduce a given survey
can provide its characteristics, which include the exposure time, the filters used5, the back-
ground level, the pupil features such as the diameter of the primary and secondary mirror, and
the detector characteristics (gain, image size, full-well capacity of pixels, zero-point, saturation
level). These parameters can be found in the technical documentation of the survey reproduced.
The light and shape characteristics of input galaxies are provided in the form of an ASCII
catalog of sources (one for each band) generated by an empirical model such as Stuff (cf
Section 4.6) or EGG (Schreiber et al. 2017). Bulges follow a de Vaucouleurs light profile
(Equation (4.11)), and disks an exponential profile (Equation (4.13)). Stars are generated by
convolution of the PSF with the pixel grid. Blooming artifacts at the center of bright stars
(creating vertical trails on the images), characteristic of pixel saturation, are also reproduced.
In fine, the simulated images in each band are provided in the FITS format.
5.2.1 Modeling the Point Spread Function
The PSF is the response of an optical instrument to an impulse. Its good estimation is crucial
for accurate measurements of the photometry and shape of galaxies. The PSF model can be
generated internally by SkyMaker, as a convolution of the instrumental point spread function
with the atmospheric seeing, tracking errors and optical aberrations. For more realistic renders,
the PSF can be extracted from images of stars in observed data, modeled as a two-dimensional
combination of basis vectors and fitted by χ2 minimization using the PSFEx software of Bertin
(2011a), which returns a FITS file. This operation can be carried out in several equally-spaced
areas of the field to accurately characterize the PSF variations over the field (cf Figure 5-2).
Beyond ∼ 10 FWHM of the center, the wings of the PSF are dominated by diffusion, adding
an “aureole” component to it, as illustrated in Figure 5-3 (Racine 1996). This component, first
discovered by de Vaucouleurs (1958) and probably due to micro-ripples on optical surfaces,
4https://bitbucket.org/phosim/phosim_release/wiki/Home
5A wide variety of photometric bands can be chosen within the range [0.29, 87.74831] µm (Annunziatella et al.
2013).
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Figure 5-1 – Left: a small region of the Canada-France-Hawaii Telescope Legacy Survey
(CFHTLS, Cuillandre and Bertin 2006) D1 field (stack from the 85% best seeing exposures)
in gri bands. Right: Full reconstruction of the image on the left using Stuff+Skymaker with
the same filters, exposure time, and telescope properties as the CFHTLS data. Both images are
shown with the same color coding. From Bertin (2009).
scattering on atmospheric aerosols, and dust on mirrors (e.g. Beckers 1995), follows a King ra-
dial intensity profile in r−2 (King 1971). However, including the aureole component to the PSF
can significantly increase the image simulation time due to the large angular sizes involved,
especially when generating very bright sources.
5.2.2 Modeling the noise properties
The sky background in a Skymaker-generated image is uniform, and its surface brightness is
user-defined via the BACK_MAG input parameter (in mag.arcsec−2). The background noise is
a combination of Gaussian read-out noise and Poissonian shot noise, defined below. Correla-
tion of the noise between adjacent pixels is neglected for now. This feature will be released in
a future version of the code (cf Section 10.2.1).
Read-out noise
In any CCD camera, incident photons knock-out electrons on the sensor via photoelectric effect
(Einstein 1905). After passing through an amplifier, the charge of the free electrons is mea-
sured in every pixel and converted to a voltage, which is itself converted to Analog-to-Digital
Units (ADU). But our instruments are not perfect. Gaussian random fluctuations affect the am-
plification, measurement and conversion processes, adding a noise component to the images:
the read-out noise. Read-out noise depends on the camera, therefore its value usually appears
in the technical documentation of astronomical surveys. It is also independent of exposure time
and is applied uniformly across the detector.
Shot noise
Photon arrival on a CCD detector is a random and independent process. The brighter the
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Figure 5-2 – PSF variations over the CFHTLS D4 field (1 × 1 deg2) observed in r-band, as
output by PSFEx. From Bertin and Moneti (2017).
Figure 5-3 – Observed PSF surface brightness profile from CCD data fitted by the sum of a
Kolmogorov profile (Fried 1965), which provides an accurate fit for the inner regions of the
PSF dominated by atmospheric turbulence, and an aureole profile. The aureole component
dominates the surface density profile beyond ∼ 10 FWHM of the center. From Racine (1996).
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emitting source, the higher the number of photons per second that reaches the sensor. A given
pixel of the detector will perceive an average flux with some statistical fluctuations following
a Poisson law (Poisson 1837) of parameter p, where p is the number count of the expected
signal in a given pixel. This added noise component is called shot noise (or photon noise), and
depends on the signal from the sources or the background.
5.3 Extracting sources from images: the SExtractor soft-
ware
In order to derive photometric and morphometric catalogs from observed and simulated survey
images, we use the popular SExtractor package of Bertin and Arnouts (1996). While other
softwares have been developed for this purpose such as, e.g., DAOPHOT (Stetson 1987) or the
more recent Tractor code (Lang et al. 2016), SExtractor’s ability to return accurate photom-
etry of galaxies up to very faint magnitudes make it the most widely used source extractor in
the astronomical community (Annunziatella et al. 2013).
In SExtractor, sources are detected in four main steps, as illustrated in Figure 5-4: first,
a smooth model of the image background is computed and subtracted. Second, a convolution
mask, acting as matched filter, is applied to the background-subtracted image for improving
the detection of faint sources. Third, a segmentation algorithm identifies connected regions
of pixels with a surface brightness in the filtered image higher than the detection threshold.
Finally, the same segmentation process is repeated at increasing threshold levels to separate
partially blended sources that may share light at the lowest level.
Once a source has been detected, SExtractor performs a series of measurements according
to a user-defined parameter list. This includes various position, shape, and flux estimates.
For this work we rely on FLUX_AUTO photometry (cf Figure 5-5). FLUX_AUTO is based
on Kron’s “first moment” algorithm (Kron, 1980) and gives reasonably robust photometric
estimates for all types of galaxies. For object sizes we choose the half-light radius estimation
provided by the FLUX_RADIUS parameter, which is the radius of the aperture that encloses
half of the FLUX_AUTO source flux. We note that this size estimate includes the convolution
of the galaxy light profile by the PSF. In order to retrieve properties such as color, SExtractor
is run in the so-called double image mode, where detection is carried out in one image and
measurements in another. By repeating source extraction with the same “detection image”, but
with “measurement images” in different filters, we ensure that the photometry is performed in
the exact same object footprints in all filters.
SExtractor flags all issues occurring during the detection and measurements processes in
the output catalogs. These issues are summarized in Table 5.1. Flag indices can add up if the
source extraction encounters more than a problem. In this work, we consider only detections
with a SExtractor FLAG parameter < 4, which excludes sources that are saturated or trun-
cated by the frame boundaries. It is important to stress again again that simulated images must
go through the same source extraction process as observed images to ensure their comparabil-
ity.
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Table 5.1 – SExtractor flags
Flag index Meaning
1 The object has neighbors, bright and close enough to significantly bias the photometry,
or bad pixels (more than 10% of the integrated area affected)
2 The object was originally blended with another one
4 At least one pixel of the object is saturated (or very close to)
8 The object is truncates (to close to an image boundary)
16 Object’s aperture data are incomplete or corrupted
32 Object’s isophotal data are incomplete or corrupted
64 A memory overflow occurred during deblending
128 A memory overflow occurred during extraction
Figure 5-4 – The four steps of source detection in SExtractor. From a talk given by Emmanuel
Bertin.
Figure 5-5 – Sources detected by SExtractor in a portion of the CFHTLS D1 field in g-band.
The ellipses show the limits of integration for the FLUX_AUTO property of extracted sources.
Part III
Elements of Bayesian indirect inference
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Chapter 6
Exploring the parameter space efficiently
You have to get lost before you find
yourself
John Green, Paper Towns
Abstract
Statistical inference is the process of estimating the properties of a population from
a noisy sample of this population (i.e. from observed data). In this chapter1, I
introduce the Bayesian framework, whose logical coherency and conceptual sim-
plicity make it attractive for inference problems. Then I review some techniques
that I will later use to explore the parameter space efficiently, i.e. in a way that
can can ensure the fast sampling of the regions of the parameter space that are
the most compatible with observed data. Finally, I explore the Bayesian indirect
likelihood framework, a set of alternatives to traditional Bayesian techniques that
have proven useful when the computation of the probability of the data given the
model is impossible or impractical.
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6.1 Scientific motivation
Our goal in this thesis is to provide the most probable model(s) for the observed properties of
galaxies. Our Stuff empirical model, described in Section 4.6, generates simulated populations
of galaxies from a set of input parameters describing their luminosity and size distributions.
The dynamic range of the values of these parameters defines a multidimensional parameter
space that needs to be explored to find the parameters that reproduce observed data (i.e. pho-
tometric catalogs extracted from survey images) with the greatest accuracy. The most natural
framework to explore this parameter space is the Bayesian framework, which I describe in the
next section.
6.2 The Bayesian framework
What is the nature of probability? For more than two centuries, this philosophical question
has split the field of statistics into two main schools of thought: Bayesianism and frequen-
tism, each with a distinct set of tools. For frequentists, probability is seen as the long-run
frequency of occurrence of a random event in a repeated experiment. This interpretation relies
on the assumption that if the experiment is reproduced indefinitely, the relative frequencies will
converge to a limit, due to the law of large numbers. Uncertainty here is a measure of variabil-
ity, due to errors in measurement. The model parameters are generally (but not always) kept
fixed during the repeated experiment, therefore no probability statement can be made on them.
Bayesians, however, see probability as a measure of the degree of belief in the occurrence of
an event, which is a broader and more subjective interpretation. The model parameters are
treated as random variables, and we can therefore quantify their probable values by sampling
their probability distribution function (PDF). This philosophical distinction can create situa-
tions where the conclusions of the frequentist and Bayesian approaches to the same problem
are contradictory2 (see e.g. the examples provided in VanderPlas 2014). But in real life prob-
lems, both methods can be complementary and are often used in concert. Frequentist tools,
such as point estimates and maximum likelihood methods for example, are commonly used to
summarize the results of Bayesian inference (Babu 2012).
Bayesian statistics relies on Bayes’ theorem (or rule), which provides a logical framework
for updating a prior belief about the world when faced with new objective information.
Theorem 1 (Bayes’ theorem) Given a model about the state of the world with parameters θ,
the probability of this model explaining the data is:
P(θ|D) = P(D|θ)P(θ)
P(D) (6.1)
2For simple problems though, the two approaches often yield similar results.
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where P(D|θ) is the likelihood (or the likelihood function) of the data, which gives the prob-
ability of the data given the model, P(θ) is the prior, or the probability of the model with the
parameters θ, and P(D) is the evidence, which acts as a normalization constant and can often
be ignored in inference problems.
Bayes’ theorem was first intuited in 1740 by English reverend and amateur mathematician
Thomas Bayes (Bayes et al. 1763, published posthumously by Richard Price). It was then later
formalized in its modern mathematical form by Pierre-Simon Laplace (1774)3, who applied
his “law of inverse probability” to demographics, judicial reforms and celestial mechanics.
As Bayes’ theorem usually means the computation of complex integrations, it was largely
supplanted by frequentist methods, easier to compute, and which dominated the statistical
landscape during the first half of the 20th century. But the rise of powerful computers and
Bayesian computation techniques, such as Markov Chain Monte Carlo (introduced in Section
6.3), have rendered the use of Bayesian methods very attractive in many scientific areas. In
astronomy, Bayesian methods became popular only in the early 2000s (Sharma 2017). The
reader is referred to the excellent technical and philosophical introduction to Bayesianism and
frequentism of VanderPlas (2014), and for a more complete treatement of the tools of Bayesian
inference, to the book of Wasserman (2013).
6.2.1 The choice of prior
The prior distribution encapsulates our current knowledge about the model parameters, thereby
setting initial constraints on the parameter space. Priors can be any probability distribution,
which makes their choice a notoriously hard task, especially in high-dimensional problems,
where it is almost impossible to have a prior distribution that accurately represents our prior
beliefs about the parameters. In fact, determining the right prior is an intrinsically subjective
process, and this represents the main topic of criticism from frequentists, as the shape of the
posterior will be irremediably affected by the shape of the prior.
Priors essentially come in two types: informative and uninformative4. Uninformative pri-
ors are often used if no information a priori is known about the model parameter. The term
“uninformative” is actually a misnomer, because all priors carry some amount of information.
In that case, they are chosen so that their shape minimizes their influence over the posterior. A
large variety of methods for constructing uninformative priors have been developed, that have
been mostly cataloged by Yang and Berger (1996).
A simple general rule for choosing uninformative prior distributions is the application of
Bernoulli’s (1713) and Laplace’s (1814) “principle of insufficient reason”, which states that if
there is no reason to believe that a set of outcomes are not equally likely, it is reasonable to
assume that they are equally likely. Therefore the simplest uninformative prior is the uniform
(or flat) prior, which for multivariate problems is expressed as:
P(θ) =

n∏
i=1
1
ui−li if li ≤ θi ≤ ui ∀i ∈ [1, n]
0 if ∃ i ∈ [1, n] | θi < li or θi > ui
(6.2)
3Fun fact: Laplace also invented the frequentist school of thought.
4Alternative terms in the literature for uninformative priors include non-informative priors, reference priors,
vague priors, diffuse priors and objective priors (Lunn et al. 2012).
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where θ = {θ1, θ2, ..., θn} is the parameter values vector, and li and ui are the lower and upper
limit of the support of the prior PDF for parameter i respectively. When using the uniform
distribution as prior, the support of the distribution has to be chosen carefully and with high
confidence, because no one want wants to lose information on a potentially important region
of the parameter space that will never be explored.
Another popular uninformative prior is the Jeffreys prior (Jeffreys 1946; 1961), defined as:
P(θ) =
√
det(I(θ)) (6.3)
Where I(θ)) is the n×n Fisher information matrix, i.e. the expected values of the second partial
derivatives of the log-likelihood, which measures its curvature:
Ii, j(θ) = −E
[
∂2
∂θi∂θ j
log P(D|θ)
]
(6.4)
The most important property of the Jeffreys prior is that it is invariant by reparametrization of
the model, i.e. if h is a transformation of the parameter θ so that φ = h(θ), then P(φ) = P(θ).
This property, now referred to as Jeffreys invariance, ensures that the prior is independent of
the parametrization chosen5. Despite the appeal of this property however, the application of the
Jeffreys prior to multidimensional models is still controversial (Kass and Wasserman 1996). In
practice, the Jeffreys prior will give more weight to the parameters that create big changes in
the log-likelihood when being subject to small changes (Lunn et al. 2012).
When specific information is known about the parameter, informative priors can be used
to strongly restrict the parameter space. According to the problem, the choice of informative
priors can be based on the posterior distribution from previous published studies, or merely on
intuition on the plausible values of the parameters.
Priors with the same parametric form as the posterior are called conjugate priors. First
formalized by Schlaifer and Raiffa (1961), conjugate priors can be mathematically convenient
if no information contradicts their use. For example, when inferring the parameters of a normal
distribution, using a normal prior is advantageous, except if a priori knowledge indicates a
skewed distribution. An exhaustive catalog of conjugate priors has been made available by
Fink (1997).
Prior distributions whose integral is infinite are called improper priors. Improper priors
must be treated with great care, because they can lead to improper posteriors, whose inter-
pretation can be awkward. The uniform prior on an infinite interval is a good example of an
improper prior.
There is an extensive collection of historical and methodological reviews on the choice
of priors. The reader is especially referred to the works of Jaynes (1968; 1985), Kass and
Wasserman (1996), and Simpson et al. (2014).
5The uniform prior is not Jeffreys invariant.
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6.3 Sampling the posterior: Markov Chain Monte Carlo
Monte Carlo6 methods are a class of numerical methods for solving mathematical problems
using large sets of randomly generated numbers. The groundworks of these methods have
been first laid out by Metropolis and Ulam (1949)7, using the unpublished idea of John von
Neumann for tracking the probable paths taken by neutrons through different materials in a
chain reaction explosion (Metropolis 1987). They have become some of the most popular
sampling techniques in various scientific areas thanks to the rise of electronic computers.
Markov Chain Monte Carlo (or MCMC) is a class of methods to sample a PDF using
Markov chains. More precisely, it is a set of iterative processes which perform a random walk
in the parameter space to approximate a posterior distribution with the help of Markov chains
(Markov 1913). A Markov chain is a sequence of random variables {θ(0), θ(1), θ(2), ..., } in the pa-
rameter space (called states) that verifies the Markov property (Markov 1954): the conditional
distribution of θ(t+1) given {θ(0), ..., θ(t)} (called transition probability or kernel) only depends on
θ(t). In other words, the probability distribution of the next state only depends on the current
state. After a period (whose length depends on the starting point and the random path taken
by the chain) where the chain travels from low to high probability regions of the parameter
space, the MCMC samples ultimately converge to a stationary distribution in such a way that
the density of samples is proportional to the posterior PDF, also called target distribution, as
illustrated in Figure 6-1. The portion of the chain which is not representative of the target
distribution (i.e. the first iterations where the chain has not yet reached stationarity) is called
burn-in, and is usually discarded from the analysis a posteriori. Well optimized MCMC meth-
ods provide an efficient tool to avoid wasting a lot of computing time sampling regions of very
low probability. There is a great variety of MCMC algorithms, and the choice of a specific
algorithm is problem-dependent. The reader is driven to Sharma (2017), who provides a re-
cent review of the history and growing diversity of MCMC based Bayesian methods applied to
astronomical problems.
The Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) is one of the most
general MCMC methods. In this algorithm, given a state θ(t), a proposed state θ∗ is generated
using a user-defined transition kernel Q(θ∗|θ(t)), which represents the probability of moving
from θ(t) to θ∗. The proposition is accepted with probability:
a = min
{
P(θ∗|D)
P(θ(t)|D)
Q(θ(t)|θ∗)
Q(θ∗|θ(t)) , 1
}
. (6.5)
If the proposed sample is accepted, then θ(t+1) = θ∗ and the chain jumps to the new state.
Otherwise, θ(t+1) = θ(t). This acceptance rule allows the chain to climb to the high probability
regions while descending to lower probability regions from time to time.
The choice of the transition kernel Q(θ∗|θ(t)) is crucial to guarantee the rapid convergence of
6The term “Monte Carlo” was first coined by Metropolis from the analogy between statistical simulations and
the famous casino of the capital of Monaco where Stanislaw Ulam’s uncle would gamble regularly (Metropolis
1987).
7According to Metropolis (1987), Enrico Fermi actually independently invented and used the (yet unnamed)
Monte Carlo method using mechanical and mental calculations to study the slowing down of neutrons decades
before Metropolis et al., but his contribution is often neglected in history books.
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Figure 6-1 – Path of an MCMC run inferring the mean of a bivariate normal distribution after
104 iterations. The Markov chain traveled from low (dark) to high (yellow) likelihood regions
of the parameter space and finally converged around the true mean of the Gaussian. The dark
and violet points can be considered burn-in, i.e. not a representative sample of the posterior
distribution.
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the chain. If the kernel is symmetric, i.e. if it verifies Q(θ∗|θ(t)) = Q(θ(t)|θ∗), then the acceptance
probability reduces to:
a = min
{
P(θ∗|D)
P(θ(t)|D) , 1
}
. (6.6)
The kernel is usually chosen among distributions that are defined by location and scale
parameters. Popular choices include the multivariate Student’s t distribution tν(0,Σ)8 or the
multivariate normal distribution N(0,Σ) centered on the current state and with a covariance
matrix Σ (and in the case of the t distribution, with a degree of freedom ν, scalar and positive)
which determines the size and orientation of the jumps, so that:
θ∗ = θ(t) + ζ(t+1), (6.7)
where ζ(t+1) follows tν(0,Σ) or N(0,Σ) (Chib and Greenberg 1995). We opt for the latter solu-
tion for our problem, due to its intuitive parametrization and computational ease.
6.4 Adaptive MCMC
The shape and size of the proposal distribution have a great influence on the convergence and
fast traveling of the Markov chain across the parameter space (Gelman et al. 1994). But how
to find the proposal distribution(s) that maximize the efficiency of a given MCMC run?
A good way to assess convergence speed for a given kernel is to monitor the acceptance
rate, that is, the fraction of accepted samples over previous iterations. The acceptance rate is
mainly influenced by the covariance matrix of the transition kernel Σ. If the jump sizes are too
large, the acceptance rate is too low, and the chain stays still for a large number of iterations. If
the jump sizes are too small, the acceptance rate is very high but the chain needs a high number
of iterations to move from one region of the parameter space to another. These situations are
illustrated in Figure 6-2. The desired acceptance rate depends on the target distribution, and
there is no universal criterion for its optimization, but Roberts et al. (1997) proved that for any
d-dimensional target distributions (with d ≥ 5) with independent and identically distributed
(i.i.d.) components, optimal performance of the Random Walk Metropolis algorithm is attained
for an asymptotic acceptance rate of 0.2349. Therefore, the optimal kernel can be found by
empirical tuning of its size so that the acceptance rate gets close to 0.234. However, empirical
tuning is difficult and time consuming exercise when dealing with multidimensional problem
with correlations between parameters and a target distribution of unknown shape. To tackle this
issue, a set of methods called adaptive MCMC have been developed, that use past information
about the chain to automatically tune the kernel. There is a great variety of such methods, and
the reader is referred to Roberts and Rosenthal (2009) for a technical review.
As adaptive methods, by definition, destroy the Markovian nature of the chain, the choice
of an adaptive scheme must ensure correct ergodic properties with respect to the stationary
distribution, in the following sense:
Definition (Ergodicity) A Markov chain {θ(0), . . . , θ(t)} taking its values in a state space X and
with transition kernel Pγ (where γ is the tuning parameter of the kernel) is said to be ergodic
8When ν→ ∞, the t distribution converges to a normal distribution.
9For univariate targets, the optimal asymptotic acceptance rate increases to 0.44 (Roberts et al. 2001).
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with respect to a target distribution pi if:
lim
t→∞ ||P
t
γ(θ, ·) − pi(·)||TV = 0, ∀θ ∈ X (6.8)
Where || · ||TV is the total variation distance10.
This means that the Markov chain always converges to the same stationary distribution, regard-
less of the starting point.
Definition (Adaptive MCMC) An adaptive MCMC scheme {θt,Γt} is defined given a family of
transition kernels {PΓt}, where Γt is the tuning parameter at iteration t (for example, the covari-
ance matrix of a multidimensional Gaussian proposal kernel), chosen according to the adaption
scheme (usually from the past history of the chain) and each having the target distribution pi as
their stationary distribution.
In order to be suitable, an adaptive MCMC scheme must verify the following conditions:
Definition (Diminishing adaption) limt→∞ Dt = 0 in probability, where
Dt := sup
θ∈X
||PΓt+1(θ, ·) − PΓt(θ, ·)||TV (6.9)
This means that as t → ∞, the parameters of the proposal distribution must depend less and
less on earlier states of the chain, i.e. they must change less as time increases.
Definition (Bounded convergence11) Let M(θ, γ) = inf{t ≥ 1 : ||Ptγ(θ, ·) − pi(·)||TV ≤ } be the
convergence time of kernel Pγ when starting in state θ. An adaptive Markov chain satisfies the
bounded convergence criterion if the sequence
{M(θ(t),Γt)}∞t=0 is bounded in probability, ∀ > 0 (6.10)
This means that the time that transition kernels get close to the target distribution within  is
bounded. In the light of these definitions, Roberts and Rosenthal (2007) proved the following
theorem:
Theorem 2 For an MCMC algorithm with adaptive proposal distributions, if it satisfies the
bounded convergence and diminishing adaptation conditions, then it is ergodic and it will
converge asymptotically to the correct target distribution.
While diminishing adaption can be relatively easy to measure for a given adaption scheme,
bounded convergence is harder to prove in practice (Bai 2010). In the following sections, I
review two adaptive methods that will be used in this study: the Adaptive Proposal algorithm
and the Adaptive Metropolis algorithm.
10The total variation distance can be informally defined as the largest possible distance between two probability
distributions.
11The Bounded convergence criterion can also be called the Containment condition in the literature.
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Figure 6-2 – Traceplots depicting three typical situations that can arise in a standard MCMC
chain with the (non-adaptive) Metropolis-Hastings algorithm. The input data is a set of 20
points normally distributed with mean 0 and standard deviation 1. The parameter to infer is
the mean µ of the input data distribution. The prior is a normal distribution with mean 0 and
standard deviation 1, and the transition kernel is a normal distribution centered on the current
state and width σp. In each case the chain starts from µ = 3 and is run for 104 iterations. The
target distribution sampled is the same, but the width of the proposal distribution, that is, the
jump size, is different for each case. Left panel: The jump size is too small. The burn-in phase
is very long and a much longer chain is needed to sample the target distribution. Central panel:
The jump size is optimal, therefore the target distribution is well sampled. Right panel: The
jump size is too big. Hence the chain spends a lot of iterations in the same position, which
makes the sampling of the target distribution inefficient.
6.4.1 The Adaptive Proposal algorithm
In the Adaptive Proposal (AP) algorithm proposed by Haario et al. (1999), the proposal distri-
bution (a Gaussian centered on the current state) is tuned every U iterations from the covariance
computed on a fixed number H (where H ≥ 2) of previously accepted states. In this situation,
the chain learns about the target distribution from its path across the parameter space. The AP
algorithm requires three tuning parameters: the update frequency U, the memory parameter H,
and an empirical scaling factor cd for d-dimensional problems.
The scaling factor controls the size of the covariance matrix of the transition kernel. It
can be tuned manually, or based on theoretical justifications. For the latter, Roberts et al.
(1997) designed a popular scaling factor, defined as cd = (2.38)2/d. In this case, the proposal
distribution isN(0, cdΣH), where ΣH is the d × d covariance matrix of the proposal distribution
computed using the subset of accepted states over the last H iterations. The scaling factor of
Roberts et al. optimizes the efficiency of the MCMC process for multivariate Gaussian target
distributions. Numerical experiments by Haario et al. have shown that the efficiency of the
Adaptive Proposal algorithm is more sensible to the choice of scaling factor than to the choice
of update frequency and memory parameter.
The AP algorithm simulates slightly biased samples of the target distribution, and the sta-
tionary distribution reached by the algorithm is not strictly ergodic. However, the authors claim
that there is small difference between the simulated distribution and the target distribution for
unimodal posteriors.
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6.4.2 The Adaptive Metropolis algorithm
The Adaptive Metropolis (AM) algorithm of Haario et al. (2001) is an updated version of the
AP algorithm. Instead of tuning the covariance matrix of the Gaussian proposal distribution
from a fixed number of previous states determined by the memory parameter, it is now com-
puted at every steps (or every H steps) from the entire path of the chain. After an initial period
of length t0, where it is initialized, the covariance matrix at iteration t is regularly updated
according to:
Σt =
Σ0 if t ≤ t0cdCov(θ(0), . . . , θ(t−1)) + cdId if t > t0 (6.11)
where Σ0 is an arbitrary first guess for the empirical covariance matrix, cd is the empirical
scaling factor defined in the previous section, Cov(θ(0), . . . , θ(t−1)) is the empirical covariance
matrix computed from all the previously accepted iterations,  is a user-defined factor > 0
chosen to be small compared to the size of the posterior to prevent the covariance matrix from
becoming singular, and Id is the d-dimensional identity matrix. The proposal distribution is
therefore N(0,Σt).
With this updating rule, dependent on the history of the chain, the stochastic process used
for sampling is no longer Markovian but, contrary to AP algorithm, Haario et al. have proven
that the AM algorithm has the correct ergodic properties, assuming the target distribution sup-
port S ⊂ Rd (P(θ|D) = 0 outside S ) is bounded and the density is bounded from above (∃M ≤ ∞
so that P(θ|D) < M for θ ∈ S ). Which means that the simulations provided by the AM algo-
rithm will be non-biased samples of the target distribution.
6.5 Simulated Annealing
In optimization problems, the goal is to find the global minimum of a given cost function. But
in situations where this function presents a complex shape, iterative methods used to achieve
that goal such as MCMC can be trapped in sub-optimal solutions called local minima. To
prevent these situations from happening, Kirkpatrick (1983) devised the simulated annealing
algorithm. Rooted in statistical mechanics, this optimization algorithm exploits the analogy
between how a metal cools and the search for the minimum of a cost function. In metallurgy,
the annealing process is the action of heating a metal to its point of fusion and then allowing
it to cool slowly. Heating allows the atoms in the molten metal to move freely. When the
temperature decreases, the thermal mobility also decreases and the atoms form new bonds.
If the cooling process is slow enough to let the atoms spontaneously rearrange themselves,
annealing results in the formation of a stable crystalline structure with minimal internal energy,
or at least with a more stable atomic configuration than the initial configuration. The resulting
metal has its ductility increased (it is more easily bent), and presents fewer defaults.
The system can be modelled by a set of atomic configuration {ri} defined by the positions
of the atoms of the piece of metal, at a given temperature T . The internal energy of the config-
uration is denoted E({ri}). If the system is in thermal equilibrium, the probability distribution
of these energies E is the Boltzmann distribution (Boltzmann 1877):
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P(E) ∝ exp[−E({ri})/kBT ] (6.12)
where E({ri}) is the internal energy of the configuration and kB is the Boltzmann constant. In
other words, at a given temperature, the system has a low probability of being in a high-energy
configuration, and a high probability of being in a low-energy configuration.
In the simulated annealing algorithm, the cost function is analogous to the energy of the
configuration, and kBT is replaced by a notion of effective temperature τ, a variable in the same
units as the cost function. In this setting, the probability of moving from a state of energy E1
to a state of energy E2 is:
P(E1 → E2) = exp[−(E2 − E1)/τ] (6.13)
At the beginning of the process, the system is "melted" by setting an arbitrarily high initial
temperature τ0. Then, at each step of the iterative process (or every fixed number of steps),
the effective temperature is lowered by a user-defined cooling schedule, which depends on the
problem. By decreasing the temperature, the acceptance probability also decreases progres-
sively, which means that the system moves less and less often towards "worse" solutions, i.e.
towards states with a more energetic configuration a iteration i+1 than at iteration i. At the end
of the process, the system should wander around the global minimum of the cost function. The
whole process is illustrated in Figure 6-3.
Using the formalism introduced in previous sections, when the simulated annealing algo-
rithm is used in concert with the Metropolis Hastings algorithm, the acceptance probability
becomes:
a =
exp− ln P(θ(t) |D)−ln P(θ
∗ |D)
τ
if ln P(θ∗|D) − ln P(θ(t)|D) < 0
1 if lnP(θ∗|D) − ln P(θ(t)|D) ≥ 0
(6.14)
where ln P(θ(t)|D) and ln P(θ∗|D) are respectively the log of the posterior density at the current
and the proposed state. In other words, if a propositio is considered more probable, it is ac-
cepted. Otherwise, it is accepted with probability a (defined in Equation (6.14)). To perform
the latter operation in practice, a uniformly distributed random number RN is drawn in the in-
terval [0, 1]. If RN < a, the jump is accepted. As expected, for τ = 1, the acceptance probability
is the same as that of the Metropolis-Hastings algorithm in Equation 6.5 for the particular case
of a symmetric proposal distribution.
The simulated annealing algorithm is adaptable to a wide variety of complex optimization
problems and requires little tuning from the user, merely the initial temperature, the cooling
schedule and the frequency at which the temperature is updated.
6.6 Likelihood-free inference
There are multiple cases where the likelihood is intractable or unknown, for mathematical or
computational reasons, which renders classical Bayesian approaches unfeasible. In our case,
it is the selection effects of the modeled galaxy samples (instrumental, calibration, Malmquist
and Eddington bias, etc... cf Chapter 3) that is impractical to include in the likelihood. To tackle
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Figure 6-3 – This plot illustrates the simulated annealing algorithm for a cost function P(x) with
multiple local minima. The situation is the following: an MCMC particle, depicted as a red
dot, performs a random walk across the support of the cost function. The temperature follows
a decreasing trend with time. Red concentric circles around the particle illustrate the scale of
its transition kernel for a given temperature. The more concentric circles, the more freedom
to move for the particle. At t1, the particle has found a local minimum, but the temperature
is high, so the particle can move freely over the support of the function. At t2, the particle is
found within a lower value local minimum, but the temperature is still enough for the particle
to get out of it. Finally, at t3, the particle has found the global minimum of the function. As the
temperature is low, its freedom of movement is restrained and its motion stabilizes around the
minimum.
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this issue, a class of methods, called “likelihood-free”, have been developed in the Bayesian
indirect likelihood (BIL) general framework to infer posterior distributions without explicit
computation of the likelihood. Drovandi et al. (2015) divides the BIL framework into two
main classes of methods: approximate Bayesian computation and parametric Bayesian indirect
likelihood. I provide a detailed description of these techniques in the following sections.
6.7 Approximate Bayesian Computation
One of the “likelihood-free” techniques is called Approximate Bayesian Computation (ABC),
and was introduced in the seminal article of Pritchard et al. (1999) for population genetics.
ABC is based on repeated simulations of datasets generated by a forward model, and replaces
the likelihood estimation by a comparison between the observed and synthetic data. Its abil-
ity to perform inferences under arbitrarily complex stochastic models, as well as its well es-
tablished theoretical grounds, have lead to its growing popularity in many fields, including
ecology, epidemiology, and stereology (see Beaumont 2010 for an overview).
The classic ABC Rejection sampling algorithm, introduced in its modern form by Pritchard
et al. (1999), is defined in Algorithm 1:
for t = 1 to T do
Repeat
Generate θ∗ from the prior distribution ;
Simulate dataD∗ from parameters θ∗;
until ρ(η(D∗), η(D)) ≤  ;
set θ(t) = θ∗ ;
end
Algorithm 1: ABC Rejection sampling algorithm
where ρ is a distance metric built between the simulated and observed datasets, usually
based on some summary statistics η, which are parameters that maximize the information con-
tained within the datasets (for example, normally distributed datasets can be characterized
using the mean and standard deviation of the underlying Gaussian distribution), and  is a
user-defined tolerance level > 0. Using the ABC algorithm with a good summary statistic
and a small enough tolerance ultimately leads to a fair approximation of the posterior distribu-
tion (Sunnaker et al. 2013). The choices of ρ, η and  are highly non-trivial though, and they
constitute the fundamental difficulty in the application of ABC methods as they are problem-
dependent (Marin et al. 2011). Moreover rejection sampling is notorious for its inherent in-
efficiency, as sampling directly from the prior distribution results in spending computing time
simulating datasets in low-probability regions. Therefore, several classes of sampling algo-
rithms have been developed to explore the parameter space more efficiently. Three of the most
popular of them are outlined below.
• In the ABC-MCMC algorithm (Marjoram et al. 2003), a point in the parameter space
called a particle performs a random walk (defined by a proposal distribution or transition
kernel) across the parameter space, and is only moving if the simulated dataset generated
by these parameters matches better the observed dataset, until it converges to a stationary
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distribution. As in standard MCMC procedures, the efficiency of the algorithm is largely
determined by the choice of the scale of the kernel.
• In the ABC Sequential Monte Carlo parallel algorithm (ABC-SMC, Toni et al. 2009),
samples are drawn from the prior distribution until N particles are accepted, that is, those
with a distance to the data < 0. All accepted particles are attributed a statistical weight
ω0. The weighted particles then constitute an intermediate distribution from which an-
other set of samples is drawn and perturbed with a fixed transition kernel, until N parti-
cles satisfy the acceptance criterion: ρ < 1, with 1 < 0. They are then weighted withω1
and the process is repeated with a diminished tolerance at each step. After T iterations of
this process, the particles are sampled from the approximated posterior distribution. The
performance of ABC-SMC scales as N, where N is the number of particles. Different
variations of ABC-SMC algorithms have been published, each with a different weighting
scheme for particles.
• ABC Population Monte Carlo (ABC-PMC, Beaumont et al. 2008) is similar to ABC-
SMC, but differs in its adaptive weighting scheme: its transition kernel is Gaussian and
based on the variance of the accepted particles in the previous iteration. This scheme
requires the fewest tuning parameters of the three algorithms discussed here (Turner and
Van Zandt 2012). But ABC-PMC is also more computationally costly than ABC-SMC,
as its performance scales as N2 (caused by its adaptability).
The reader is referred to Csilléry et al. (2010), Marin et al. (2011), Turner and Van Zandt
(2012), Sunnaker et al. (2013), and Gutmann and Corander (2016) for a set of historical, me-
thodical, and theoretical reviews of the ABC approach, as well as a complete description of the
algorithms mentioned above.
Application of likelihood-free inference to astrophysics
The application of likelihood-free methods to astrophysics is still rare, as noted by Cameron
and Pettitt (2012) in their review. Only lately has the potential of such techniques been consid-
ered. Schafer and Freeman (2012) praised the use of likelihood-free inference in the context of
quasar luminosity function estimation. Cameron and Pettitt (2012) explored the morphological
transformation of high-redshift galaxies and derived strong constraints on the evolution of the
merger rate in the early Universe using an ABC-SMC approach. Weyant et al. (2013) also
used SMC for the estimation of cosmological parameters from type Ia supernovae samples,
and could still provide robust results when the data was contaminated by type IIP supernovae.
Robin et al. (2014) constrained the shape and formation period of the thick disk of the Milky
Way using MCMC as their sampling scheme, based on photometric data from the SDSS and
the Two Micron All Sky Survey (2MASS). Finally Hahn et al. (2016) demonstrate the feasi-
bility of using ABC to constrain the relationship between galaxies and their dark matter halo.
The recent birth of Python packages providing sampling algorithms in an ABC framework,
such as astroABC (Jennings and Madigan 2016) and ELFI (Kangasrääsiö et al. 2016), which
implement SMC methods, and COSMOABC (Ishida et al. 2015) which implements the PMC
algorithm, will probably facilitate the rise of likelihood-free inference techniques in the astro-
nomical community.
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6.8 Parametric Bayesian indirect likelihood
Another class of likelihood-free techniques is called parametric Bayesian indirect likelihood
(pBIL). First proposed by Reeves and Pettitt (2005) and Gallant and McCulloch (2009), pBIL
transforms the intractable likelihood of complex inference problems into a tractable one using
an auxiliary parametric model that describes the simulated datasets generated by the forward
model. In this scheme, the resulting auxiliary likelihood function quantifies the discrepancy be-
tween the observed and simulated data. It is used in Bayes’ theorem and the parameter space is
explored using a user-defined sampling procedure, in an equivalent way to a classical Bayesian
technique. While sharing similarities with the previous technique, pBIL is not an ABC method
in the strict sense, as it does not require an appropriate choice of summary statistics and toler-
ance level to compare the observed and synthetic datasets. The accuracy of the inference in the
pBIL scheme is determined by how well the auxiliary model describes the data (observed and
simlated). The theoretical foundations of this scheme are described extensively in Drovandi
et al. (2015).
6.9 Our approach for this work
In this thesis, we will use a pBIL approach to explore the parameter space, whose auxiliary
likelihood and its construction will be described in the next chapter (cf Section 7). We will
preferentially consider flat priors on our parameters, using wide boundaries around commonly
accepted values in the literature to avoid contamination of our results by previous studies. We
will rely on an adaptive MCMC sampler for a fast exploration of the parameter space. In the
first tests of the inference pipeline that we are designing (cf Chapter 9), the sampling process
will be performed using the Adaptive Proposal algorithm of Haario et al. (1999). The pipeline
will be then improved to include the more reliable Adaptive Metropolis algorithm of Haario
et al. (2001) that will be used for further tests and application to real data (cf Chapter 11).
To take into account the loss of precision in the inference process generated by the inherent
stochasticity of our model (i.e. variations of the auxiliary likelihood values for a given set
of input model parameters), a temperature notion from the simulated annealing algorithm of
Kirkpatrick (1983) will be superimposed on the Metropolis Hastings acceptance probability,
and updated every fixed number of iterations along the MCMC run, in a scheme that will be
detailed in Section 9.4.1.
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Chapter 7
Comparing observed and simulated
datasets
Illusions can be pleasant, but the
rewards of truth are enormously better.
Sean Carroll, The Big Picture
Abstract
Our goal is to find the distributions of apparent luminosity and size of sources ex-
tracted from simulated multi-band images generated by our model that maximize
the similarity with the observed distributions. In this chapter, I explore various
distance metrics that have been designed to compare the discrepancy between two
arbitrary multivariate distributions. We finally choose to bin our datasets, that are
first preprocessed in order to maximize the efficiency of the binning scheme, and to
compare their discrepancy using a “binned maximum likelihood” approach. In this
context, I detail some data-based methods found in the literature to yield optimal
binning schemes for multidimensional datasets.
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We find ourselves in the following situation: we need to minimize the discrepancy be-
tween observed source catalogs from astronomical surveys, and simulated ones generated by
our model. Therefore, we need a measure of similarity between our simulated and observed
datasets. In our case, the dimensionality of the observable space is determined by the number
of photometric and size parameters (i.e. the FLUX_AUTO and the FLUX_RADIUS) in every
passbands extracted from the survey images.
Estimating the discrepancy between the observed and simulated binned datasets in a mul-
tidimensional space is highly non-trivial, as the choice of a good distance metric is problem
dependent (Weber et al. 1998; Aggarwal et al. 2001). Some studies even suggest that the con-
cept of “proximity” in a high dimensional space may even be meaningless (Beyer et al. 1999).
Distance metrics can be parametric, i.e. relying on assumptions about the shape of the under-
lying PDF of the two datasets, or non-parametric, i.e. relying on no such assumptions (Hoskin
2012). The distributions of our observables may be multimodal and skewed, however many
metrics rely on the assumption of normality. Others, such as the Kullback-Leibler divergence
(Kullback and Leibler 1951) or the Jensen-Shannon distance (Lin 1991), cannot be used with-
out estimating an analytical underlying PDF, which can be very computationally expensive in
a high-dimensional observable space. Hence the need for a non-parametric distance estimator.
7.1 Non-parametric distance metrics
Here is a non-exhaustive list of non-parametric distance metrics found in the literature that can
be used on multivariate data in the Approximate Bayesian Computation framework. A more
complete review is available in Pardo and Menéndez (2006) and Palombo (2011). However,
the literature is astonishingly scarce on guiding the choice of an appropriate distance metric
for a given problem, and no study to quantify their relative power has been performed so far.
These metrics include:
• the χ2 test (Chardy et al. 1976) is a simple and widely used way of determining whether
observed frequencies are significantly different from expected frequencies. The main
drawback of this approach is that χ2 test results are dependent on the binning choice
(Aslan and Zech 2002). For example, Kurinsky and Sajina (2014) use the χ2 distance to
compare color-color histograms.
• the Kolmogorov-Smirnov (KS) test (Chakravarti et al. 1967) estimates the maximum
absolute difference between the empirical distribution functions (EDF) of two samples.
A generalization of this test for multivariate data has been proposed (Justel et al. 1997).
However, as there is no unique way of ordering data points to compute a distance be-
tween two EDF, it is not as reliable as the one-dimensional version without the help of
resampling methods such as bootstraping (Babu and Feigelson, 2006).
• the Anderson-Darling (AD) test (Stephens 1974) is a modification of the KS test. This
method uses a weight function that gives more weight to the tails of the distributions. It
is therefore considered more sensitive than the KS test, but it also suffers from the same
problems in the multivariate case.
• the Mahalanobis distance (Mahalanobis 1936) is similar to the Euclidean norm but has
the advantage of taking into account the correlation structure of multivariate data. The
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Mahalanobis statistics, coupled with an univariate KS test, are used by Akeret et al.
(2015) to compare photometric parameters for cosmological purposes. However, this
distance only works for unimodal data distributions.
• the Bhattacharyya distance (Bhattacharyya 1946) is related to the Bhattacharyya coeffi-
cient, which measures the quantity of overlap between the two samples. It is considered
more reliable than the Mahalanobis distance in the sense that its use is not limited to
cases where the standard deviations of the distributions are identical.
• the Earth Mover’s distance (EMD) (Rubner et al. 1998) is based on a solution to the
Transportation problem. The distributions are represented by a user-defined set of clus-
ters called signatures, where each cluster is described by its mean and by the fraction of
the distribution encapsulated by it. The EMD is defined as the minimum cost of turning
one signature into the other, the cost being linked to the distance between the two. A
computationally fast approximate version of this distance using the Hilbert space-filling
curve can be found in Bernton et al. (2017).
All these metrics rely on the estimation of the PDF of the datasets. Following the idea of
Robin et al. (2014) and Rybizki and Just (2015), who grouped their data representing stellar
photometry into bins of magnitude and color, we choose to bin our datasets for comparing
them, for reasons I detail in the following section.
7.2 Binning multidimensional datasets
7.2.1 Advantages and caveats of binning
Histograms are the oldest and the most widely-used of density estimators. In fact, if normal-
ized, they can be considered as piecewise-constant models of the underlying PDF of a given
dataset. As our pipeline requires fast comparisons between simulated and observed distribu-
tions of observables, binning offers an attractive solution for density estimation, considering
its relative simplicity of implementation and an advantageous computational cost. However,
binning comes with some inevitable drawbacks: first, the number of bins increases exponen-
tially with the number of dimensions. For a fixed-size dataset, multivariate histograms are also
sparser than their univariate counterparts and display more complex shapes. Also, the choice of
the size and location of bins can significantly influence the information content of the dataset.
If the bins are too big, the histogram will be likely to blend important features of the dataset.
And if the bins are too small, the number count in each bin will largely be determined by sta-
tistical fluctuations, and most bins will end up empty. The choice of optimal binning is even
less trivial in high-dimensional spaces (Cadez et al. 2002). This class of problems is known as
“the curse of dimensionality” (Bellman 1972).
Some data-based binning rules exist to return the optimal size of bins for a given dataset,
such as the widely used Scott’s rule (Scott 1979) or the Freedman and Diaconis rule (Freedman
and Diaconis 1981) for univariate datasets. In the following section I explore three rules that
have been developed to tackle multivariate datasets: Hogg’s rule, Knuth’s rule and Bayesian
blocks, whose differences on the same dataset is illustrated in Figure 7-2. Finally, alternatives
to binning for density estimation are discussed in the conclusion of this thesis.
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Figure 7-1 – Dataset consisting of 103 points normally distributed with mean 0 and unit stan-
dard deviation binned using Hogg’s rule with a smoothing parameter α = 1.1.
7.2.2 Hogg’s rule
Hogg (2008) proposed a method based on “Jackknife” or “leave one out cross-validation”,
where a sub-sample of the dataset is constructed and used to predict the complementary sub-
sample. The binning structure for a given number of bins represents a model whose predictive
power is encapsulated within a likelihood function. Bins that are too fine or too coarse have
a low predictive power, therefore one can find the optimal number of bins by maximizing the
likelihood.
Hogg starts from assuming that the data is a sample drawn from a PDF that can be approx-
imated by a piece-wise constant model fˆ (x) where the number of data points that falls in bin
i is proportional to the probability in that bin. For M equal bins of volume Vm = ∆x1∆x2 ...∆xD
where ∆xk =
max(xk)−min(xk)
M is the width of the bin in dimension k, the probability that a data
point ends up in bin i is:
p(i) =
Nm + α∑M
m=1[Nm + α]
(7.1)
where Nm is the number of counts in bin m, and α is a "smoothing" parameter of order 1 to
prevent zero probabilities in empty bins. The approximate PDF is then:
fˆ (x) =
p(i(x))
Vi(x)
(7.2)
Hogg’s “Jackknife” log-likelihood for a given number of bins can be defined as the weighted
sum of bin probabilities over the bins:
ln L =
M∑
m=1
Nm ln
(
Nm + α − 1
Vm
[∑
m′ (Nm′ + α) − 1]
)
(7.3)
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The optimal number of bins for a given α is finally found by maximizing this log-likelihood
over M, as we illustrate with a simple univariate example in Figure 7-1. Note that the more
empty bins the dataset will be likely to contain, the more the resulting optimal binning will
depend on the choice of α.
7.2.3 Knuth’s rule
The method of Knuth (2006) uses Bayesian model selection to find the optimal binning scheme
with constant bin width. Like Hogg’s method, Knuth starts by considering the histogram as a
piece-wise constant model of the PDF of the dataset, assuming no measurement error.
Given a data array d containing N D-dimensional points, Knuth’s rule segments the dataset
into M = (M1, ..,MD) bins, where Mi is the number of bins along the i-th dimension. The total
number of bins is therefore M = M1 × ... × MD. In this framework, the probability mass of bin
k containing nk data points within volume vk is:
pik = nkvk (7.4)
The piece-wise constant model of the PDF of the dataset is then:
h(x1, ..., xD; M1, ...,MD) =
M
V
M1∑
i1=1
. . .
MD∑
iD=1
pii1,...,iDΠi1,...,iD(x1, ..., xD) (7.5)
where V is the volume of the entire D-dimensional histogram, and Πi1,...,iD(x1, ..., xD) is the
boxcar function, defined as:
Πi1,...,iD(x1, ..., xD) =

1 if (x1, ..., xD) falls within the bin
indexed by the coordinates (i1, . . . , iD)
0 otherwise
(7.6)
The prior on M is a uniform PDF:
P(M) =
{
C−1 if 1 ≤ M ≤ C
0 otherwise (7.7)
where 1 is the unit vector and C is the vector containing the maximum number of bins for each
dimension, set by the user. The likelihood of finding a data point dn from the bin indexed by
coordinates (i1, . . . , iD) is:
p(dn|M) = MV pii1,...,iD (7.8)
The posterior probability of this histogram model is then given by Bayes’ theorem (Equation
(6.1)):
p(M|d) ∝
(M
V
)N Γ( M2 )
Γ( 12 )
M
∏M1
i1=1
. . .
∏MD
iD=1
Γ(ni1,...,iD +
1
2 )
Γ(N + M2 )
(7.9)
where Γ is the Gamma function. For computational simplicity, we use the logarithm of this
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Figure 7-2 – Comparison of the 3 binning rules described in this chapter, using the same uni-
variate dataset of 1000 points normally distributed of mean 0 and unit standard deviation.
posterior to find the optimal number of bins M by maximizing the following quantity:
ln p = N ln M + ln Γ(
M
2
) − M ln Γ(1
2
) − ln Γ(N + M
2
) +
M1∑
i1=1
. . .
MD∑
iD=1
Γ(ni1,...,iD +
1
2
) + K (7.10)
A 1D version of Knuth’s rule has been implemented in MatLab 1, as well as in the AstroML2
(Vanderplas et al. 2012) and Astropy3 (Astropy Collaboration et al. 2013) Python modules.
I also implemented Knuth’s method for multidimensional datasets by modifying the Python
code used in Astropy, in order to test its effect on our pipeline (cf Section 10.6).
7.2.4 Bayesian blocks
The Bayesian blocks method differs from the previous approaches as it generates adaptive
bin sizes, whose locations and widths depend on the local structure of the dataset at hand.
Developed by Scargle (1998) (and later refined in Scargle et al. (2013)) for 1D histograms,
then extended to multidimensional partitions of datasets in Scargle (2002), it was originally
thought as a way of accurately recovering the pulse shape of gamma ray bursts in time series
data without any explicit model.
Bayesian blocks segments a D-dimensional dataset into subsets called blocks, in which
each data point is supposed to be independent, and the number counts in blocks are assumed
to follow a Poisson distribution. In this context, the free parameters of the model are the bin
width (in 1D) or block volume, and the number of points in each block. For a given block with
volume V enclosing N data points, the posterior probability of this model is:
Φ(N,V) =
Γ(N + 1)Γ(V − N + 1)
Γ(V + 2)
=
N!(V − N)!
(V + 1)!
(7.11)
1http://knuthlab.rit.albany.edu/index.php/Products/Code
2http://www.astroml.org/modules/generated/astroML.density_estimation.knuth_bin_
width.html
3http://docs.astropy.org/en/stable/api/astropy.stats.knuth_bin_width.html
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Figure 7-3 – Voronoi tessellation of 50 2-dimensional data points normally distributed
The optimal segmentation will be the one with the largest total posterior probability:
P = ΠNblocksi=1 Φ(Ni,Vi) (7.12)
The exploration of the parameter space is done via adjacent block merging. The Maximum A
Posteriori (i.e. the global maximum of the posterior distribution) is reached with the help of the
Bayesian merge factor, which is the ratio of the block posteriors for a pair of adjacent blocks 1
and 2 merged and not merged respectively:
P(Merge) =
Φ(N1 + N2,V1 + V2)
Φ(N1,V1)Φ(N2,V2)
(7.13)
The algorithm starts by partitioning the space in the most refined way possible, where each
data point is contained within a cell. In the one-dimensional case, these cells are bins whose
bin edges are the midpoint between adjacent data points. In multi-dimensional situations, the
Voronoi tessellation (e.g. Okabe et al. 2000) provides a natural way of partitioning the space
that encloses the dataset, as illustrated in Figure 7-3. In practice, there are an infinite number
of ways of partitioning a multi-dimensional volume. But if we only allow the blocks to be
collections of adjacent cells created by the Voronoi tessellation, then the problem becomes
tractable. Then, through an iterative process, bigger blocks (defined as cells or collections
of cells) are built from smaller blocks, depending on the posterior gradient that results from
block merging. Finally, the algorithm stops when the Maximum A Posteriori has been found.
There are many ways of reaching optimal segmentation in this framework that are described
extensively in Scargle (1998) and Scargle (2002). In this section we focus on one method, the
cell coalescence algorithm, described in Algorithm 2.
Unfortunately, as Scargle (2002) points out himself, the cell coalescence algorithm does
not guarantee convergence to the global optimal partition in high dimensional spaces. Never-
theless, a 1D version of the Bayesian blocks method based on the MatLab algorithm described
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Perform Voronoi tesselation on the dataset ;
Identify each Voronoi cell as a block ;
Compute P(Merge) for each pair of adjacent blocks ;
while largest P(Merge) ≥ 1 do
Merge the pair with largest P(Merge) and go to (3) ;
end
Algorithm 2: Bayesian Blocks: the cell coalescence algorithm
(a) Multi-type case (b) Fattening E case
Figure 7-4 – Histogram of the number of sources extracted per bin for the pre-processed input
data of the test cases presented in Chapter 9. In the left panel, three observables are considered:
the FLUX_AUTO in uiKs. In the right panel, six observables are considered: the FLUX_AUTO
in uiKs and the FLUX_RADIUS in uiKs. Using 10 bins per dimension, between the “Multi-
type” case and the “Fattening E” case the number of bins increases by a factor 103, and the
number of empty bins is increased by roughly the same amount. This illustrates the curse
of dimensionality we face in this method, and puts computational limits on the number of
observables we can use.
in Scargle et al. (2013) has been implemented in the AstroML4 (Vanderplas et al. 2012) and
Astropy5 (Astropy Collaboration et al. 2013) Python modules.
Despite the appeal of its adaptive nature, we consider the use of the Bayesian blocks method
to be impractical “by construction” for our goal: the difference of geometry (due to the Voronoi
tesselation) between the two observables datasets partitioned by this method would make the
quantification of their discrepancies highly non trivial.
4http://www.astroml.org/modules/generated/astroML.density_estimation.bayesian_
blocks.html
5http://docs.astropy.org/en/stable/api/astropy.stats.bayesian_blocks.html
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7.3 Comparing observed and simulated binned datasets
As we have seen in Section 7.2.1, binning datasets in multidimensional spaces can result in
sparsely populated bins. In order to limit this effect, we must maximize the volume taken
by the datasets in the multidimensional observable space before even considering to partition
them. Therefore, the catalogs have to go through a pre-processing step, which is the result of
two operations: a reduction of the dynamic range and a decorrelation of the observables.
7.3.1 Reducing the dynamic range of the observables
Observables such as fluxes may have a large dynamic range that goes up to the saturation level
of the chosen survey. This can be problematic for the binning process of our pipeline, in the
sense that it will create many sparsely populated bins. We must therefore reduce the dynamic
range of the apparent properties of the sources. We cannot simply use the log of the flux
arrays, because the noise properties of background-subtracted images can provide faint objects
with negative fluxes. We therefore use the following transform g(X), illustrated in Figure 7-
5 which has already been applied to model-fitting and machine learning applications6 (e.g.,
Bertin 2011b):
Xr = g(X) =
 κcσ ln
(
1 + X
κcσ
)
if X ≥ 0,
−κcσ ln
(
1 − X
κcσ
)
otherwise,
(7.14)
where σ is the baseline standard deviation of X (i.e., the average error of a very low flux
sample), and κc a user-defined factor which can be chosen in the range from 1 to 100, typically.
In all the test cases that we describe in Chapters 9 and 11, we set κc = 10. In practice we
apply this compression to each dimension of the observable space, with a different value of σ
for each observable. We separate the σ values into two categories for each kind of observable:
σ f for flux-related observables and σr for size-related ones. These values are affected by the
galaxy populations in the observed field as well as the photometric properties of the field itself,
such as the bands used and the noise properties. For fluxes and colors, a root mean square error
estimate of the flux measurement is given by SExtractor: FLUXERR_AUTO. We set σ f to
the median value of the distribution of FLUXERR_AUTO values for the sources extracted from
input data, and this operation is repeated on each filter. However, SExtractor provides no such
error estimate for FLUX_RADIUS. For this kind of observable we rely on the distribution of
FLUX_RADIUS of the extracted sources with respect to the corresponding FLUX_AUTO.
For each passband, the value of σr is set to the approximate FLUX_RADIUS of the extracted
sources’ distribution when FLUX_AUTO tends to 0. The exact values actually do not matter,
because the same compression is applied on the observed and simulated data.
7.3.2 Decorrelating the observables
The choice of the nature and number of observables is a compromise between computational
cost and informational content. In fact, memory limitations intrinsic to the computational
cluster when binning observed and synthetic data prevent us from using an arbitrary number of
observables in the pipeline. Observables such as fluxes or magnitudes in different passbands
6Another good choice of dynamic range compression function for our flux vectors would be arcsin
(
X
κcσ
)
.
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Figure 7-5 – Dynamic range reduction function g(X) defined in Equation 7.14.
also tend to be strongly correlated with one another, as they originate from the same spectrum
of a given galaxy from a given population. These correlations can be high if the passbands
are too narrow, too close to each other, and not covering a large enough wavelength baseline.
One must thoughtfully choose the appropriate set of filters a priori in order for the resulting
set of observables to be able to disentangle the luminous properties of the different galaxy
populations.
Strong correlations between input vector components can also make binning very ineffi-
cient, therefore an important pre-processing step is to decorrelate them. In that regard, we apply
a linear transformation called principal component analysis whitening, or sphering (Friedman
1987, Hyvärinen et al. 2009, Shlens 2014, Kessy et al. 2015) to our reduced matrix of ob-
servables Xr of size p × Ns, where p is the number of observables and Ns is the number of
sources. Principal component analysis (PCA) is an algorithm commonly used in the context of
dimensionality reduction. Its goal is to find a set of orthogonal axes in a dataset called princi-
pal components that encapsulate most of the variance of the data. This can be performed via a
singular values decomposition (SVD) of the covariance matrix of the data:
< XrXTr >= UΛV
T , (7.15)
where U and V are orthogonal matrices and Λ the diagonal matrix containing the non-negative
singular values of the covariance matrix, sorted by descending order.
PCA whitening is the combination of two operations: rotation and scaling. First the dataset
(previously centered around zero by subtracting the mean in each dimension) is projected along
the principal components, which removes linear correlations, and then each dimension is scaled
so that its variance equals to one. The whitening transform can therefore be summarized by:
Xw = Λ−
1
2 VT (Xr − µ), (7.16)
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Figure 7-6 – PCA whitening of a highly correlated dataset sampled from a bivariate Gaussian
distribution.
where Xw is the whitened version of the observables matrix Xr and µ is the average matrix. The
PCA whitening transformation results in a set of new variables that are uncorrelated and have
unit variance (< XwXTw >= I), as I illustrate on a Gaussian example in Figure 7-6. During the
iterations of the MCMC process, the observed and simulated data are centered, rotated, and
scaled in the same way to ensure that both distributions can be well superposed and compared.
In practice, the simulated data is whitened using the Λ, VT , and µ of the observed data.
The number of principal components to keep is left to the choice of the user. Retaining only
the components with the highest variance and therefore reducing the computational cost of
the pipeline may be tempting. Nevertheless, subtle but important features can arise from low
variance components, and deleting them comes at a price. In our application, we choose not
to reduce the dimensionality of the problem. A step-by-step illustration of our pre-processing
pipeline from a three-dimensional distribution of galaxy fluxes is hown in Figure 7-7.
7.3.3 Quantifying the similarities between binned datasets
The simplest idea when dealing with binned datasets is to use a χ2 fit to quantify their dis-
crepancies. Unfortunately, this method assumes that the number of counts in each bin is large.
It turns out to be inappropriate in our case, because the curse of dimensionality creates many
empty bins and a sparse data distribution in high dimensional space, as illustrated in Figure
7-4.
Generally, the distances metrics that I described in Section 7.1 can be useful when used in
an Approximate Bayesian Computation framework. But as we have placed ourselves within
the parametric Bayesian Indirect Likelihood framework described in Section 6.8 to infer the
properties of our model, we need to derive an auxiliary likelihood from the comparison of
binned observed and simulated datasets.
A simple and useful method we can use in this context is the “binned maximum likelihood”
method (Barlow and Beeston 1993), that I describe here below.
The binned maximum likelihood method
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(a) Initial (b) Reduced
(c) Whitened
Figure 7-7 – Distribution of observables before and after each step of pre-processing from the
mock input data with 2 populations of galaxies (Ellipticals+Spirals) described in Section 9.5.1.
The dark red, orange and yellow areas in the contour plots are the regions that enclose 99%,
95% and 68% of the points respectively. Top left panel: scatter plot of the FLUX_AUTO of
extracted sources (in ADUs) in filters uiKs and their covariances. Top right panel: same plot,
but with the dynamic range of the FLUX_AUTO distributions reduced via Equation (7.14).
Bottom panel: same plot, after whitening of the reduced distribution of observables. The latter
distribution is uncorrelated, centered on the mean of the distribution and rescaled, allowing for
a much more efficient binning process than on raw fluxes, and a more practical comparison
with the simulated observables.
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If we assume that the number count in each bin i is described by a Poisson distribution, the
probability of oi given the model si is:
li =
e−si soii
oi!
(7.17)
The likelihood function for the histogram is then:
L =
b∏
i=1
e−si soii
oi!
(7.18)
where b is the total number of bins, si is the number count in bin i for the simulated data, and
oi is the number count in bin i for the observed data. Correlations between adjacent bins are
neglected here. The log-likelihood is therefore given by:
ln L =
b∑
i=1
(−si + oi ln(si) − ln(oi!)) (7.19)
As we want to maximize ln L, ln(oi!) is a constant that can be eliminated, so in fine, we obtain:
ln L =
b∑
i=1
(−si + oi ln(si)) (7.20)
An additional correction has to be applied on the log-likelihood, because as the logarithm of si
is used, empty bins cause a problem. In order to avoid singularities, a constant small value 
(that I set to 1) is added to every bin up to the edges of the observables space. This process is
done in both modeled and observed data so that it does not bias our results too much:
ln L =
b∑
i=1
(−(si + ) + (oi + ) ln(si + )) (7.21)
The resulting log-likelihood is then introduced in Bayes’ theorem (Equation (6.1)) at each
iteration of our sampling algorithm.
Equation (7.21) implies that the same binning is applied on synthetic and observed data. In
our pipeline, the binning pattern is only computed once and for the observed data only. The
same binning is then directly applied to the simulated data to ensure better execution speed
and comparability between histograms. Moreover, because the number of counts per bin is
directly affected by the model parameters that rule the number density of galaxies, such as the
φ∗ parameters of the luminosity function, our histograms are not normalized to prevent a loss
of information during the comparison process. The fact that the comparison does not extend
beyond the range of the observed data can potentially limit the precision of our approach in a
way that we have not quantified.
To use the terminology of pBIL, the binning structure and the assumption of a Poisson
behavior of the number counts in each bin represent the auxiliary model that describes the
data. The auxiliary likelihood derived from this structure (Equation 7.20) has been used in
previous studies like e.g. Cash (1979), Bienayme et al. (1987), Adye (1998) or Robin et al.
(2014).
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Chapter 8
Interpreting the results of Bayesian
inference
I may not have gone where I intended to
go, but I think I have ended up where I
needed to be.
Douglas Adams, The Long Dark
Tea-Time of the Soul
Abstract
The output of an MCMC run is the evolution of the position of each free parameter
of the model across iterations. But how can we know whether the MCMC samples
are truly representative of the posterior distribution or not? Can we even know for
sure? Is there any objective way to determine the length of the burn-in period?
How to know when to stop an MCMC run? In this chapter I review some methods
that can be used to diagnose the (non-)convergence of a chain. I also discuss some
common practices to visualize and summarize the resulting posterior distribution.
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8.1 Convergence diagnostics
Diagnosing the behavior of a Markov chain is a famously hard problem, which gets even more
challenging as the number of parameters to infer increases. In fact, it is impossible to know
with certainty from a finite MCMC sample that a chain has indeed converged to the target dis-
tribution (Cowles and Carlin 1996). This is why all the convergence diagnostics that have been
developed can only attest failure of convergence. However, they can provide some clues on
the sampling efficiency or the number of iterations after which the starting point of the chain is
forgotten. Thus, the use of several diagnostics is recommended to attest convergence with more
confidence. As many of these diagnostics rely on the comparison of multiple chains, running
more than 3 chains constitutes a good practice. It is common in the statistical community to
run between 3 and 10 chains (Sinharay 2003). In general, the more chains are launched and
the longer they are run, the more precise will be the estimation of the posterior distribution.
In the following sections, I will describe two graphical and two quantitative convergence
diagnostics that will be useful for this work. Of course this list is not meant to be exhaustive.
The reader is referred to the excellent reviews of Cowles and Carlin (1996), Brooks and Gel-
man (1998) and Sinharay (2003) for a more complete overview of these diagnostics and their
caveats.
8.1.1 The trace plot
The simplest of convergence diagnostics is the trace plot (also called the time series plot). It is
a plot (or collection of plots) reconstructing the path taken by the Markov chain by displaying
the value of each free parameter of the model at each iteration (cf Figure 8-1). If a single
chain has converged to the target distribution, its trace ends up stabilizing around the mode(s)
of the posterior. If the chain periodically jumps from one region of the parameter space to
the other with a stationary behavior in the meantime, it can be an sign of multimodality in the
posterior distribution. If multiple chains starting from different regions of the parameter space
converge to the same distribution and overlap with each other, it is also a good indication of
convergence. It can also be useful to determine the burn-in period visually: for each chain,
it is the maximum number of iterations necessary for all the parameters to reach a seemingly
stationary distribution.
Trace plots can also provide useful visual clues about the mixing behavior of a chain, which
is a good tracer of the efficiency of the exploration of the parameter space. A chain with good
(or rapid) mixing will not display any long-term trend in its trace1. On the contrary, a badly
(or slowly) mixed chain will take a long time to go from one region of the parameter space to
the other, either because the step size is too low (which results in a trace that displays a wavy
pattern) or too high (which results in a trace that stays on the same state for many iterations).
The worse the mixing, the more samples will be needed to estimate the target distribution with
good accuracy. These situations are illustrated in Figure 8-2. Bad mixing can generally be
solved by tuning the width of the proposal distribution, as detailed in Section 6.4.
1It is usually said that an ideal trace should look like a hairy caterpillar.
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Figure 8-1 – Trace plot of 3 MCMC runs inferring the mean of a bivariate Normal distribution.
The data consist in 20 points normally distributed with a mean (2.5,2.5) and a diagonal co-
variance matrix
( 0.1 0
0 0.1
)
. The chains starting points are overly distributed across the parameter
space. The green chain has a step size ten times smaller than the cyan and the magenta chain.
After 10000 iterations, all the chains converge to a stationary distribution around the true value.
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8.1.2 The autocorrelation plot
Due to its Markovian nature, each iteration of a Markov chain depends on the previous itera-
tion. This introduces a non-zero correlation between distant samples of the same chain. The
correlation of a chain of size N with a delayed copy of itself, termed “autocorrelation”, is a
function of delay (or lag), and is assessed graphically via plotting the autocorrelation function
(ACF), denoted ρk and defined here below, as a function of lag k:
ρk =
∑N−k
t=1 (θ(t) − θ¯)(θ(t+k) − θ¯)∑N
t=1(θ(t) − θ¯)2
(8.1)
By construction, the values of ρk are between -1 and 1. At lag 0, the autocorrelation is al-
ways 1, which means that the chain is perfectly autocorrelated with itself. The autocorrelation
then generally decreases with increasing lag. This diagnostic should be plotted for each free
parameter of the model.
A perfect Markov chain should yield independent samples of the posterior distribution. The
autocorrelation plot can therefore yield useful information on the mixing rate of the chain: if
the ACF rapidly drops to zero, this is a sign of good mixing, which means that convergence
to the stationary distribution might be attained quickly. On the contrary, a high degree of
autocorrelation with high values of lag means that on short timescales, the MCMC samples are
unrepresentative of the target distribution. This is an indication of slow mixing: the parameter
space is not explored efficiently, and this usually translates into slow convergence. These two
situations are illustrated on Figure 8-2.
One way of decreasing autocorrelation is to thin the sample, by using only the iterations
from a certain lag. Thinning the chain to the lag where the autocorrelation function drops to
zero will yield independent samples indeed. But this practice is generally a bad idea, because
an unthinned chain always leads to a better estimation of the target distribution than a thinned
chain (Maceachern and Berliner 1994). Therefore thinning should be avoided except when
facing serious data storage limits. Autocorrelation can also be reduced by tuning the proposal
distribution of the Metropolis Hastings algorithm (Blangiardo and Cameletti 2015).
Finally, it is important to note that a high degree of autocorrelation is NOT a sign of a lack
of convergence: in fact, the chain can still display a high degree of autocorrelation after having
converged to the target distribution. Therefore it is improper to call the autocorrelation plot
a “convergence diagnostic” (Sinharay 2003). The PyMC Python package (Patil et al. 2010)
provides the autocorrelation plot in its default MCMC diagnostics toolbox.
8.1.3 Geweke’s diagnostic
Geweke et al. (1992) devised a convergence diagnostic based on a time series analysis of the
Markov chain. Computed for each free parameter of the model, the test divides the chain into
2 intervals a and b of user-defined length called windows, one representing the first iterations
and the other the later iterations, and compares the empirical mean computed from different
segments of the chain using the following statistic, called Z-score:
Z =
θ¯a − θ¯b√
Var(θa) + Var(θb)
(8.2)
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(a) Chain that mixes well (b) Chain that mixes slowly
Figure 8-2 – Trace and autocorrelation plots from the output of selected MCMC runs described
in Figure 8-1. The left and right plots represent the trace and autocorrelation plot of Chain 1
and 3 respectively. In situation (a), the trace plot indicates that the chain has quickly reached
its target distribution. This is confirmed by the shape of the autocorrelation plot, which quickly
drops to zero. In situation (b), the chain has also converged to the same distribution, but
displays the typical wavy pattern revealing a slow mixing (here due a step size that is too
small). This is confirmed by the apparent long trend in the shape of the autocorrelation plot.
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Figure 8-3 – Results of Geweke’s diagnostic for the MCMC output of Chain 3, in the exam-
ple described in Figure 8-1. All the Z-scores computed from the first intervals using more
than 2300 iterations fall within 2σ of zero. This suggests that we can consider the first 2300
iterations of the chain as burn-in.
where θ¯a, Var(θa) and θ¯b, Var(θb) are the empirical means and asymptotic spectral variances
of windows a and b respectively, determined by methods of spectral density estimation (also
known as Fourier analysis).
If the chain has converged to a stationary distribution, then the two means should be equal
and Geweke’s Z-score, by construction, should converge asymptotically to a normal distribu-
tion with mean 0 and unit standard deviation N(0, 1). Z-scores that are beyond 2σ of zero
indicate a failure of convergence, which means that more iterations are needed.
A common practice, as first suggested by Geweke et al. (1992), is to compare the mean of
the first 10% and the last 50% of the chain. One can also use Geweke’s diagnostic to determine
the burn-in period of the chain: the test is performed by comparing various initial windows, and
the last 50% of the chain, as illustrated in Figure 8-3. The burn-in period is then considered
to be the smallest portion of the chain that passes the test for all the free model parameters.
Geweke’s diagnostic is implemented in the PyMC Python package (Patil et al. 2010).
8.1.4 The Gelman Rubin test
One of the most popular convergence diagnostics is a test proposed by Gelman and Rubin
(1992). Given m chains {θ j(t)} ( j = 1, ...,m and m ≥ 3, and typically ∼ 10), each of length n after
discarding burn-in (t = 1, ..., n) and with different starting points, the test compares the variance
between the mean values of the m chains B and the mean of the m within-chain variances W:
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B =
n
m − 1
m∑
j=1
(θ¯ j. − θ¯..)2 (8.3)
W =
1
m
m∑
j=1
 1n − 1
n∑
i=1
(θ j(i) − θ¯ j. )2
 (8.4)
Where θ¯ j. =
1
n
∑n
t=1 θ
j
(t) is the mean value of chain j, and θ¯.. =
1
m
∑m
j=1 θ¯
j
. is the average value over
the m chains.
An overestimate of the true marginal posterior variance is given by the unbiased estimator:
Vˆ =
n − 1
n
W +
1 + m
nm
B (8.5)
Finally convergence is estimated using the Potential Scale Reduction Factor (PSRF) Rˆ:
Rˆ =
Vˆ
W
(8.6)
We consider that convergence has been reached if
√
Rˆ < 1.1 for all model parameters
(Brooks and Gelman 1998). If convergence has not been reached, more iterations are per-
formed until the criterion is met. We use the Gelman Rubin diagnostic implemented in this
form in the PyMC package (Patil et al. 2010), to perform our convergence tests.
8.2 The posterior distribution
The goal of Bayesian inference is to reconstruct the shape of the posterior distribution (or sim-
ply posterior) of a set of parameters, given some observed data. When multiple parameters are
involved, the posterior distribution is called the joint posterior distribution. The joint posterior,
constructed from the combined samples of all the Markov chains taken after burn-in, can be
visualized to reveal correlations between parameters.
When inferring the posterior distribution of a d-dimensional random variable θ = {θ1, . . . , θd},
the marginal posterior for parameter θk is found by integrating the joint posterior over all the
other parameters:
P(θk|D) =
∫
P(θ1, . . . , θd|D)dθ1 . . . dθk−1dθk+1 . . . dθd (8.7)
The posterior distribution can also be summarized by point estimates, by computing the
mode2 (i.e. the global maximum of the PDF, or the set of local maxima if the posterior has
2The mode can also be called the Maximum A Posteriori (MAP).
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several modes), the mean and the median of the distribution for example. However, point es-
timates are usually deprecated by the Bayesian statistics community, because the very essence
of Bayesian inference is to use the full information contained within the joint posterior.
The posterior of multiple parameters can be plotted by displaying the correlations between
pairs of parameters, as well as the marginal posterior for each parameter. This can be done
automatically in Python using the pairplot tool of the seaborn plotting package3 (Waskom
et al. 2016) for example, or the corner plot4 code of Foreman-Mackey (2016). I use a
custom code for plotting joint posteriors from a .csv file containing the trace information. An
output example is shown on Figure 8-5 from the results of the bivariate Gaussian inference.
8.2.1 Credible regions
A more useful way of summarizing posteriors is to construct intervals (for unidimensional
problems) or regions (for multidimensional ones) that capture their variations. A 100(1 − α)%
credible region Cα is the subset of the posterior P(θ|D) that verifies:
∫
Cα
P(θ|D)dθ ≥ 1 − α (8.8)
There are an infinite number of credibility regions that cover the same probability for a
given posterior. The credible region with the smallest volume is called the highest posterior
density region (HPD or HDR, for highest density region). By construction, the probability
density of every points inside the HPD region is greater than that of any point outside the region
(Box 1992). This point is illustrated in Figure 8-4. HPD regions are especially useful when the
posterior distribution is not symmetric. If the posterior is unimodal, the HPD region consists
in a single region of the parameter space. But if the posterior is multimodal, it can be a set of
disjoint regions whose definition is usually more computationally intensive. Several algorithms
have been proposed in the literature to build HPD regions in various cases (cf Hyndman 1996;
Turkkan and Pham-Gia 1997), and some utility functions like hpd5 for the PyMC package in
Python (Patil et al. 2010) or HPDregionplot6 for the emdbook package in R (Bolker 2008)
can return or plot the boundaries of HPD regions.
Bayesian credible regions are often confused in the literature with frequentist confidence
regions, essentially because for many simple problems the two regions are indistinguishable
numerically. However, it is important to distinguish between these concepts, not only because
they can be different in some situations (cf Jaynes and Kempthorne 1976; VanderPlas 2014),
but the very question they answer is different. For Bayesians, the observed data are fixed, and
the model parameters are considered random variables. Thus, a 95% credible region can be
interpreted the following way: “given the data and the prior, there is a 95% probability that the
true parameter lies within this region”.
The interpretation of confidence regions is much more counter-intuitive, and is the source
of multiple confusions, even for trained statisticians. In fact, for frequentists, the parameters
3http://seaborn.pydata.org/generated/seaborn.pairplot.html
4https://github.com/dfm/corner.py
5https://github.com/pymc-devs/pymc3/blob/master/pymc3/stats.py
6https://www.rdocumentation.org/packages/emdbook/versions/1.3.9/topics/
HPDregionplot
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Figure 8-4 – Beta PDF with the 95% HPD interval. The red area under the curve represents the
95% probability contained within the interval.
of the model are fixed, and the data, as well as the confidence regions, are considered random
variables. Therefore, a 95% confidence region can be interpreted the following way: “if the
experiment is repeated many times and produces a distribution of observed data, 95% of the
time the confidence region contains the true parameter”. When confronted with a single dataset
like in our case, this has real consequences for the interpretation of inference results: as Briggs
(2012) remarks, “all we can say about a given confidence interval, calculated from the data at
hand, is that a (metaphysical) parameter either lies in the interval or that it does not”7. Which
lead some Bayesians such as Jaynes and Kempthorne (1976) or VanderPlas (2014), to conclude
that in this situation, confidence intervals are useless, and that Bayesian credible regions ought
to be preferred.
8.2.2 Constructing credible regions for joint posterior plots
In order to plot user-specified HDP regions on the joint posterior from the output samples of
an MCMC run, I coded a script that approximates the bivariate PDF by a normalized two-
dimensional histogram, and then computes the contours corresponding to a contained volume
of probability of the total volume under the surface of the PDF. An output plot is illustrated in
Figure 8-5 for the bivariate gaussian example, along with the 68%, 95% and 99% HDP regions.
7Which is a tautology
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Figure 8-5 – Joint posterior plot from the output of the 3 MCMC run inferring the mean of a
bivariate Gaussian, whose setting is described in Figure 8-1. The dark red, orange and yellow
areas in the contour plots represent the 99%, 95% and 68% HPD regions respectively. The
black crosses and red dots are the mean of the posterior and input true value respectively. In
the marginal posterior panels, the black dotted and red lines represent the posterior mean and
the true value. At then end of the MCMC run, these two values are very close to each other,
which means that the inference has been successful.
Part IV
Inferring the properties of galaxies
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Chapter 9
Testing the pipeline
The universe is computing its own
destiny.
James Gleick, The Information: A
History, a Theory, a Flood
Abstract
In this chapter1, I use the tools and concepts introduced in previous chapters to
design a pipeline capable of inferring the size and luminosity of galaxy popula-
tions in a simplified situation, using simulated images of a Canada-France-Hawaii
Telescope Legacy Survey Deep field as input data where all the input parameters
of the model and the selection effects are known. The pipeline turns out to be able
to yield robust inferences in all the tests we have run, and even performs better
than the classical SED fitting approach applied in the same configuration.
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9.1 Outline of the tests
We need to test the potential of our pipeline (outlined in Section 4.2) in realistic conditions
before applying it to real data. This involves generating simulated images of a well-calibrated
galaxy survey in several photometric bands, and using them as input data to constrain the
luminosity and size properties of multiple galaxy populations generated by Stuff evolving
with redshift. As we perform these numerical experiments, we must also take into account the
limitations of our computer cluster, as it is difficult to predict a priori the number of iterations
of the MCMC sampler required to infer robustly the input parameters of our model. This
implies restricting the number of galaxy populations in these mock input images to limit the
dimensionality (and therefore the volume) of the parameter space to explore as well as the time
spent in each iteration of the sampler.
We consider two test cases in the following sections: in the first test case (cf Section 9.5.1),
the input images contains two types of galaxies, a mix between ellipticals and lenticulars, and
late-type spirals, which undergo both luminosity and size evolution. But we will limit the in-
ference to the LF shape and redshift evolution parameters (cf Section 4.6) for both populations,
which leads to a total of 10 free parameters to infer. The second test case (cf Section 9.5.2)
focuses on a single population of pure bulge ellipticals, but this time the inference is performed
on both the LF and the distribution of effective radii (both including the redshift evolution
parameters), which leads to 5 free parameters to infer.
From now on, unless stated otherwise, we adopt the following cosmological parameters: H0
= 100h.km.s−1.Mpc−1 with h = 1, Ωm = 0.3, ΩΛ = 0.7 (Spergel et al. 2003), and magnitudes
are given in the AB system.
9.2 The Canada-France-Hawaii Telescope Legacy Survey
Our forward modeling approach can be potentially applied to any astronomical survey repro-
ducible by Skymaker. But in order to test the accuracy of our method, we first need to emulate
a realistic survey image containing a statistically significant sample of galaxies to infer the
properties of the populations of galaxies spread on it, which are generated with Stuff using
known input parameters. As input data image, we choose to reproduce a full-sized stack of
the CFHTLS Deep field (e.g., Cuillandre and Bertin, 2006). The CFHTLS Wide and Deep
fields offer carefully calibrated stacks in the optical ugriz bands, with excellent image quality
thanks to the high sensitivity of the MegaCam instrument. Covering 155 deg2 on the sky in
total, the Wide field allows for a detailed study of the large scale distribution of galaxies. As
for the Deep field, which covers 4 deg2 in total, it benefits from long time exposures (33 to 132
hours), which ensure reliable statistical samples of different populations of bright galaxies up
to z ∼ 1. Each stack of the CFHTLS Deep field (named D1 to D4 according to their location)
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Figure 9-1 – Location of the CFHTLS Deep and Wide fields on the sky. Reproduced from
Hudelot et al. (2012).
is a 19,354 × 19,354 pixel image covering 1 deg2 in total, reaching 80% completeness limits
at AB magnitudes of u = 26.3, g = 26.0, r = 25.6, i = 25.4 and z = 23.9. The final publicly
released galaxy catalogs (T0007) contain the photometric redshifts of ∼600,000 galaxies down
to iAB = 22.5 for the Wide survey, and ∼240,000 galaxies down to iAB = 24 for the Deep survey
(Coupon et al. 2009). The locations of the Wide and Deep fields on the sky are illustrated in
Figure 9-1. In addition to the observations in optical bands, a fraction of the area of the four
Deep fields have been imaged in the JHKs near-infrared bands by the WIRCam instrument
(see Figure 9-2), which represents the WIRCam Deep Survey (WIRDS) (Bielby et al. 2010).
9.3 Providing the input simulated image with realistic galaxy
populations
Astronomical survey images contain various galaxy populations. We need to emulate this sit-
uation in order to test the behavior of our pipeline in realistic conditions. To do so, we use as
input data a simulated CFHTLS Deep image containing two types of galaxies: a population of
early-type galaxies (an average between E and S0) of morphological type T=-5 and a popula-
tion of late-type spirals (Sp) of morphological type T=6. We rely on published results to define
these populations. In order to provide Stuff with realistic LF parameters for the simulated
populations, we use the results of Faber et al. (2007). Using data from SDSS (York et al. 2000;
Blanton et al. 2003), the 2dF Galaxy Redshift Survey (Norberg et al. 2002), COMBO-17 (Wolf
et al. 2001; Wolf et al. 2003), and DEEP2 (Davis et al. 2003), Faber et al. (2007) split their
distribution of galaxies into two populations by color, using the rest-frame MB versus U − B
color-magnitude diagram: a blue population and a red population. We associate the red and
blue populations with our populations of E/S0 and spirals respectively to derive the evolving
LF parameters for the two simulated populations. The latter are listed in Table 9.1, and apply
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Figure 9-2 – gri map of the CFHTLS D1 field representing 1 deg2 on the sky. The green
contour represents the extent of the WIRCam Deep Survey on this field.
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Table 9.1 – Luminosity function parameters of the blue and red populations of galaxies at
z = 0.5 inferred from SDSS, 2dF, COMBO-17, and DEEP2 data, adapted from Tables 3,4, and
6 of Faber et al. (2007).
Population M∗B(z=0.5) log10(φ
∗[Mpc−3])(z=0.5) P Q α
Red -20.80 -2.72 -0.46 -1.23 -0.5
Blue -20.84 -2.55 0.01 -1.35 -1.3
Note: The redshift evolution is fitted by y = a0(z = 0.5) + a1[log10(1 + z) − log10(1 +
0.5)]/ log10(2), where M
∗
B and log10(φ
∗) are the zero points and Q and P are the slopes
respectively.respectively. The LF parameters in Faber et al. (2007) are given for H0 = 70
km.s−1.Mpc−1.
to z = 0.5. But several corrections to the values of Faber et al. (2007) are needed before they
can get used as input parameters by Stuff, including a magnitude system conversion, a band
transformation, and a cosmological correction.
First, in order to obtain the LF parameters for z = 0, we use the fitted functions provided
by Faber et al. (2007) for each population:
M∗B(z = 0) = M
∗
B(z) −
Q log10(1 + z)
log10(2)
(9.1)
log10 φ
∗(z = 0) = log10 φ
∗(z) − P log10(1 + z)
log10(2)
(9.2)
The absolute magnitude in Equation 9.1 is given in the Johnson system. Because in our sim-
ulation Stuff operates in the AB system, we use the AB offset calculated by Frei and Gunn
(1994):
BAB = BJohnson − 0.163 (9.3)
We then apply the transformation equations of Jester et al. (2005) for stars with Rc − Ic < 1.15
and U − B > 0,
BAB = g + 0.39(g − r) + 0.21, (9.4)
in order to derive g-band magnitudes:
M∗(z = 0)g = M∗B(z = 0) − 0.39(g − r) − 0.21 − 0.163. (9.5)
We subsequently adopt average colors of (g−r)E/S 0 = 0.75 and (g−r)S p = 0.5 from EFIGI data
(de Lapparent, private communication) to derive the value of M∗(z = 0)g for each population.
In Stuff, the input LF parameters are provided assuming H0 = 100h km.s−1.Mpc−3 with
h = 1. As Faber et al. (2007) provide their results assuming h = 0.7, an additional conversion
is needed:
M∗Stuff = M
∗(z = 0)g − 5 log10 h (9.6)
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φ∗Stuff = φ
∗h−3. (9.7)
In Stuff, the LF evolution parameters are defined as:
M∗(z) = M∗(z = 0) + Me ln(1 + z) (9.8)
log10 φ
∗(z) = log10 φ
∗(z = 0) + φe log10(1 + z). (9.9)
Combining Equations 9.1 and 9.2 with Equations 9.8 and 9.9 respectively, we obtain:
Me =
Q
ln(10) log10(2)
(9.10)
φe =
P
log10(2)
. (9.11)
The values of P and Q listed in Table 9.1 are used to derive the LF parameters for the
populations of E/S0 and Sp. In fine, the φ∗(z = 0) of each population is reduced by a factor ten
to limit computation time. The final LF parameters are listed in Table 9.5.
9.4 Configuration of the pipeline
To estimate the posterior distribution P(θ|D) defined in Equation (6.1) in a reasonable amount
of time, one must explore the parameter space in a fast and efficient way. For our purposes,
we designed a custom sampling procedure, described in Algorithm 3, based on the MCMC AP
algorithm (cf Section 6.4.1) coupled with the simulated annealing algorithm (cf Section 6.5).
Bayes’ theorem (cf Equation 6.1) written in log probability space provides us with the function
that we are looking to maximize:
ln P(θ|D) ∝ ln P(θ) + ln P(D|θ), (9.12)
whereD is the input data, P(θ|D) is the posterior, P(θ) is the prior defined in section 9.4.2, and
P(D|θ) is the auxiliary likelihood defined in Equation 7.21.
9.4.1 Temperature evolution
Because of the intrinsic stochasticity of our model, many realizations of the model at the same
state θ(t) can lead to many ln P(θ(t)|D) values. Therefore, artificial local maxima of the target
distribution appear, because each iteration relies on a single realization of the model. The simu-
lated annealing algorithm, as detailed in Section 6.5, was designed to find the global maximum
of the target distribution without knowing the posteriori distribution, and this requires us to
lower τ in a user-defined scheme. But our goal is distinct as we need to freely explore the pa-
rameter space landscape in order to estimate the full posterior distribution. The main constraint
for τ is to be comparable to the posterior density difference resulting from the jump. Here we
define it as the root mean square (RMS) of the current state, as suggested by Mehrotra et al.
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Initialize parameters θ(0) from prior distribution ;
Initialize covariance matrix and temperature ;
for t = 0 to T do
Every S iterations:
Update covariance matrix and temperature;
Propose new state θ∗ from proposal distribution;
while θ∗ is outside the prior bounds do
Propose another state
end
Compute ln P(θ∗|D) from proposed state (Equation (9.12))
if ln P(θ∗|D) ≥ ln P(θ(t)|D) then
Accept the jump
else
Compute acceptance probability a ;
Draw uniformly distributed random number RN in the interval [0, 1] ;
if RN < a then
Accept the jump
else
Refuse the jump
end
end
end
Algorithm 3: Proposed sampling algorithm based on the AP algorithm (Haario et al., 1999).
(1997). In that scheme, a high noise level or a small difference between the proposed and the
current state leads to a higher probability of jumping to this state. The temperature is computed
every S iterations by running an empirically-defined number of realizations NR of the model
at the current state θ(t), storing every ln P(θ(t)|D) values returned in a vector, and computing
the standard deviation of the resulting distribution. In the application below, we find that 20
realizations are sufficient to give a reasonable estimate of the RMS (cf Figure 9-6) and that the
temperature quickly reaches a stationary distribution at a relatively low level of τ ' 30, after
the first few 103 iterations (cf Figure 9-7).
9.4.2 Prior
As we have seen in Chapter 6, in any Bayesian inference problem, the choice of the prior dis-
tribution P(θ) is of crucial importance, because different prior choices can result in different
posterior distributions from the same data. Without any information on what parameter values
most probably explain our data, we adopt non-informative, uniform priors for the free param-
eters of all the considered models (cf Equation (6.2)), with bounds defined in Table 9.4. The
bounds are chosen to prevent the pipeline from exploring non physical domains, such as a very
steep LF faint end, which leads to an unreasonably high number of generated galaxies and dra-
matically increases the computing time, or situations in which no galaxies are generated by the
model. We select the least constraining prior possible, which corresponds to a large interval
around generally accepted values, such as the values reviewed in de Lapparent et al. (2003) for
example.
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9.4.3 Initialization of the chains
The initial state θ(0) of each chain is drawn randomly from the prior distribution. The initial po-
sition will only affect the speed of convergence, because the final distribution shall not depend
on the initial position, if the chain converges. The initial temperature is then computed from
this state. As for the proposal distribution, it is initialized so that no direction in the parameter
space is preferred by the sampling algorithm at first. The initial covariance matrix is therefore
diagonal, whose non-zero elements are set to:
Cii =
ui − li
E
∀i ∈ [1,Np], (9.13)
where ui and li are respectively the upper and lower bounds of the prior distribution for param-
eter i, Np the number of parameters, and E a value set empirically to 200 in order to ensure
reasonable acceptance rates at the beginning of the chain. According to Haario et al. (1999),
the adaptive nature of the algorithm implies that the choice of E should not influence the output
of the chain.
9.4.4 Image simulation configuration
We simulate one stack of the Deep field in three bands: MegaCam u and i from the CFHTLS,
and the WIRCam Ks, well-separated filters chosen in order to maximize the information on the
stellar content of the mock galaxies. In fact, the u−band is appropriate to trace the emission
of young stellar populations, the Ks infrared band is relevant for the emission of old stellar
populations, and i is an optical band with a mean wavelength at midpoint between the two other
filters (cf Figure 4-3). In accordance with CFHTLS product conventions, the image exposure
time is normalized to one second and the AB magnitude zero-point is 30. The SkyMaker
PSF model for the CFHTLS image is generated within the software. The aureole simulation
step (cf Section 5.2.1) is deactivated to speed up the image generation process. For the same
reason, we exclude from the Stuff list all galaxies with apparent magnitudes in the reference
band brighter than 19 or fainter than 30, in order to avoid simulating both very large and
very numerous galaxies. There is no stellar contamination, as Stuff does not yet offer the
possibility to simulate realistic star fields. The overall characteristics of the simulated images
are summarized in Table 9.2.
9.4.5 Source extraction configuration
SExtractor is configured according to the prescription of the T0007 CFHTLS release doc-
umentation (Hudelot et al., 2012). We use it in double image mode, with the i-band image
as the detection image, and the background is estimated and subtracted automatically with a
256×256-pixels background mesh size. In order to optimize the detectability of faint extended
sources, detection is performed on the images convolved with a 7×7 pixels Gaussian mask
having a full width at half maximum (FWHM) of three pixels, that approximates the size of
the PSF and acts as a matched filter. Finally, the detection threshold is set to 1.2 times the
(unfiltered) RMS background noise above the local sky level.
In order for the results concerning faint sources near the detection limit not to depend too
closely on the details of noise statistics, all negative fluxes and radii are clipped to 0 after
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Table 9.2 – Imaging characteristics of the CFHTLS+WIRDS
used for SkyMaker
Passband u i Ks
Image size [pixels] 19354 × 19354 19354 × 19354 19354 × 19354
Effective gain [e−/ADU] 74590 6807 2134
Well capacity [e−] ∞ ∞ ∞
Saturation level [ADU] 6465 4230 110884
Effective read-out noise [e−] 4.2 4.2 30
Total exposure time [s] 1 1 1
Zero-point magnitude [“ADU/s”] 30 30 30
Effective wavelength [µm] 0.381 0.769 2.146
Sky level [AB mag/arcsec2] 22.2 20.0 15.4
Seeing FWHM [arcsec] 0.87 0.76 0.73
Table 9.3 – Parameters of the dynamic range reduction function
Filter u i Ks
σFLUX_AUTO 3.4 3.6 54.0
σFLUX_RADIUS 3.5 2.7 2.6
κc 10 10 10
extraction.
9.4.6 Dynamic range compression function configuration
To perform the dynamic range compression as defined in Section 7.3.1, we need an estimate of
the noise level in the conditions of a CFHTLS Deep field. To that end, we use the population of
∼ 104 pure bulge elliptical galaxies described in Section 9.5.2 and apply the recipe described
in Section 7.3.1. The resulting parameters for the dynamic range reduction function in the uiKs
filters are summarized in Table 9.3. For the various cases considered in this article, we use
for all galaxy populations the σFLUX_AUTO and σFLUX_RADIUS values measured for the elliptical
galaxies.
9.4.7 Optimizing the run time: parallelization
By construction, our sampling procedure based on MCMC (cf Chapter 6) cannot be paral-
lelized, because the knowledge of the n − 1th iteration is required to compute the nth iteration.
We can, however, parallelize the process of source extraction and, most importantly, image
simulation. In fact, we find in performance tests that the pipeline runtime is largely dominated
by the image generation process (cf Figure 9-4), and that the image generation time scales lin-
early with the area of the simulated image (cf Figure 9-5). Even if SkyMaker is itself largely
multithreaded, simulating a single image per band containing all the sources for every iteration
would make this problem computationally unfeasible in terms of execution time. In order to
limit the runtime of an iteration, the image making step is therefore split into Nsub ×N f parallel
small square patches, as illustrated in Figure 9-3, where N f is the number of filters fixed by the
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Table 9.4 – Uniform prior bounds for the parameters of the luminosity and size functions, and
their evolution with redshift.
Parameter φ∗ M∗ α φe Me Mknee rknee γb
lower bound 10−7 -22 -2.5 -3 -2.5 -21 0 -2
upper bound 10−2 -17 0 2 0 -19 3 0
Note: All the parameters above are given for H0 = 100 km.s−1.Mpc−3.
observed data and Nsub the user-defined number of patches per band. Both quantities must be
chosen so that their product optimizes the resources used by the computing cluster.
We start with N f input catalogs generated from the model, each containing a list of sources’
positions in a full-sized square field of size L f , as well as their photometric and size properties.
The sources are then filtered according to their spatial coordinates and dispatched to their
corresponding patch. Each patch has a size L f /
√
Nsub, where Nsub is a square number. In
practice, the sources are extracted from a box 150 pixels wider than the patch size in order to
include the objects outside the frame that partially affect the simulated image. All the sources
of position (x,y) are within a patch of coordinate (i, j) ∈ [0, √Nsub − 1] × [0, √Nsub − 1] if
x ∈ [i L f√
Nsub
− 150, (i + 1) L f√
Nsub
+ 150], and y ∈ [ j L f√
Nsub
− 150, ( j + 1) L f√
Nsub
+ 150].
As a result, all the sources are scattered through Nsub catalog files per band. We then use
the HTCondor distributed jobs scheduler (e.g. Thain et al. 2005) on our computing cluster
to generate and analyze all the patches at the same time. The flexibility of HTCondor offers
many advantages to a pipeline that requires distributed computing over long periods of time.
Thanks to its dynamic framework, jobs can be check pointed and resumed after being migrated
if a node of the cluster becomes unavailable, and the scheduler efficiently provides an efficient
match-making between the required and the available resources. This framework also has its
drawbacks, in the form of inherent and uncontrollable latencies when jobs input files are sent
to the various nodes.
In our case, each job corresponds to a single patch, and the Nsub×N f resulting catalogs serve
as input files for the jobs. We found that HTCondor latencies represent between 7% and 50%
of the run time of each iteration, as illustrated in Figure 9-4 in the context of the application
described below (cf Section 9.5).
For each job, the image generation and source extraction procedures are multiprocessed:
SkyMaker is first launched simultaneously in every band on the L f /
√
Nsub-sized patch and,
when all the images are available, SExtractor is launched in double image mode (cf Section
5.3) in order to extract color information of detected galaxies. HTCondor then waits until all
jobs are completed. Finally, the catalog files generated from all the patches are merged into
one, so that in fine, a single catalog file per band contains all the extracted sources.
9.5 Tests with one and two galaxy populations
9.5.1 Multi-type configuration: luminosity evolution
The simulated image used as input data contains two populations of galaxies generated by
Stuff: E/S0 and Sp, whose luminosity function has been defined in Section 9.3. The B/T ratios
in the g adopted reference band are determined using the distribution of B/T in g-band as a
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Figure 9-3 – Illustration of the parallelization process of our pipeline, described in detail in
Section 9.4.7. Stuff generates a catalog, that is, a set of files containing the properties of sim-
ulated galaxies, such as inclination, bulge-to-disk ratio, apparent size, and luminosity. Each
file lists the same galaxies in a different passband. The parallelization process is performed
on two levels: first, the Stuff catalogs are split into sub-catalogs according to the positions of
the sources on the image. These sub-catalogs are sent to the nodes of the computer cluster in
all filters at the same time using the HTCondor framework. Each sub-catalog is then used to
generate a multiband image corresponding to a fraction of the total field. This step is multi-
processed in order to generate the patches in every band simultaneously. SExtractor is then
launched on every patch synchronously, also using multiprocessing. The source detection is
done in one pre-defined band, and the photometry is done in every band. Finally, the SExtrac-
tor catalogs generated from all the patches are merged into one large catalog containing the
photometric and size parameters of the extracted sources from the entire field.
Table 9.5 – Characteristics of the galaxy test populations
Population S EDb a S EDd φ∗ [h3Mpc−3] M∗ α φe Me B/T T b α(T ) N c
Multi-type: E/S0 E E 0.003 -19.97 -0.5 -1.53 -1.77 0.65 -5 0.0 10447
Multi-type: Sp E Scd 1.4e-4 -19.84 -1.3 0.03 -1.95 0.2 6 1.47 28281
Fattening E E E 0.0035 -19.97 -0.5 -1.53 -1.77 1.0 -5 0.0 11353
Notes: The LF parameters are given for H0 = 100 km.s−1.Mpc−3.
a The bulge and disk SEDs are Coleman et al. (1980) templates.
b de Vaucouleurs (1959) revised morphological type.
c Number of sources generated by one realization of Stuff.
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Figure 9-4 – Benchmarking of a full iteration of our pipeline, obtained with 50 realizations of
the same iteration. An iteration starts with the Stuff catalog generation (here we consider a
case where ∼ 55,000 sources spread into two populations of galaxies are produced), and ends
with the posterior density computation. The runtime of each subroutine called is analyzed in
terms of the fraction of the total runtime of the iteration. In this scheme, the image simulation
step clearly dominates the runtime, followed by the source extraction step and the HTCondor
latencies. Source generation, pre-processing, binning and posterior density calculation (labeled
lnP_CALC), however, account for a negligible fraction of the total runtime.
Figure 9-5 – Evolution of the run time of a Skymaker run as a function of image area simulated,
using the same Stuff parameters for each run.
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Figure 9-6 – Normed distribution of ln P for various numbers of realizations NR of the model.
Each distribution is generated in the conditions of the “Fattening E” case, at “true” input values
(cf Table 9.5) and with the same seed for galaxy generation in Stuff. Standard deviation of
the distributions do not appear to differ significantly. We conclude that 20 realizations of the
model are enough to characterize the order of magnitude of RMS.
Table 9.6 – Size parameters for the bulge and disk of each galaxy test population
Disk Bulge
βd r∗d [h
−1kpc] γd σλ Mknee rknee [h−1kpc] γb
-0.214 3.85 -0.80 0.36 -20.0 1.58 -1.00
Note: All the parameters above are given for H0 = 100 km.s−1.Mpc−3.
“b” refers to bulge, and “d” to disk.
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Figure 9-7 – Temperature evolution with the number of iterations of the MCMC process in the
“Fattening E” case described in Section 9.5.2. Here the temperature is computed every 500
iterations at current state with 20 realizations of the model. We note that for each chain, the
temperature values quickly converge to the level of noise of the model near input values.
function of morphological type from EFIGI data (Baillard et al. 2011, de Lapparent, private
communication). To limit run time, the φ∗ values for each population are set to have ∼ 4 × 104
galaxies in total generated quickly by Stuff in the field area. In this scheme, we have ∼ 104
E/S0, and ∼ 3 × 104 Sp. We cannot reproduce the number counts of a real CFHTLS Deep
field, because they are dominated by irregular galaxies (Irr) for 18 < i < 26. Reproducing
realistic number counts would imply for Stuff to produce a number of galaxies one order of
magnitude higher for E/S0 and Sp, and also to add a population of ∼ 105 Irr, which would lead
to unreasonable computing time.
The input parameters used to generate both populations are listed in Table 9.5. The param-
eters to infer in this case are the 5 evolving LF parameters for each of the populations: φ∗, M∗,
α, φe and Me, that is a total of 10 parameters (note that we do not infer the size distribution
and evolution parameters). The observables are the SExtractor FLUX_AUTO in uiKs, which
leads to a three-dimensional observable space. Using 10 bins for each observable, we obtain
a total number of 103 bins in the observable space. Over the ∼ 4 × 104 galaxies generated by
Stuff, we find that ∼ 2×104 are extracted with SExtractor. The number of extracted galaxies
per bin is presented in Figure 7-4.
Results
We run the pipeline on a heterogeneous computing cluster of 7 machines totaling 152 CPU
cores. We launched 3 chains in parallel for 18,357, 18,565 and 16,211 iterations respectively
with randomly distributed starting points, using 50,400 CPU hours in total. The burn-in phase
is estimated by visual examination of the trace plot. All the iterations before the upper and
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lower envelope of the trace becomes constant for all the chains and for all the parameters
simultaneously are discarded as burn-in, which in the case under study corresponds to the first
104 iterations. Then convergence on the f last iterations of each chain is assessed based on the
Gelman-Rubin test (cf Table 9.7), where f is the minimum length over the 3 chains after burn-
in, as the convergence test requires the same number of iterations for all the chains: f = 6, 211
iterations. Table 9.7 lists the results of the Gelman-Rubin test, which suggest that all the chains
have converged to the same stationary distribution.
The final joint posterior distribution is the result of the combined accepted states of all the
chains run after burn-in. The posterior PDF plot is shown in Figure 9-8: it contains 3,017
accepted iterations out of 23,132 propositions, corresponding to an overall 13% acceptance
rate after burn-in. The graph shows that the “true” input values are all lying within the 68%
credible region, which in Bayesian terms means that there is a 68% probability that the model
value falls within the credible region, given the data. Summary statistics of the posterior PDF
are listed in Table 9.8. As the pipeline generates constraints that are consistent with the input
parameters, We therefore conclude that our approach can be used to perform unbiased inference
on the photometric parameters of galaxies using two broad classes of galaxy types given non-
informative priors.
Moreover, we find in Figure 9-8 some strong correlations or anti-correlation between var-
ious pairs of parameters, that are symptomatic of the degeneracies in the parameters for our
specific set of observables (fluxes). For example, a strong anti-correlation is found between
M∗ and Me in the 2 populations. This can be explained by the fact that a brighter (lower) M∗
population at z = 0 can be partly compensated by a shallower (higher) redshift evolution.
9.5.2 Fattening ellipticals configuration: size and luminosity evolution
We then test whether our pipeline can also infer the characteristic luminosity and size evolution
of galaxies. Because of memory limitations, we perform this test in a simplified framework.
We use as input data a CFHTLS image in uiKs containing ∼ 104 E/S0 (pure bulge) galaxies
generated with Stuff. The input photometric parameters are listed in Table 9.5 and those for
bulge size are listed in Table 9.6. The parameters to infer are the 5 evolving LF parameters,
as well as 3 parameters governing the bulge distribution and evolution: Mknee, rknee and γb
(as defined in Chapter 4). That is a total of 8 parameters. No extinction is included in this
case. As the size evolution parameters cannot be retrieved with the photometric information
only (FLUX_AUTO), the FLUX_RADIUS parameter of SExtractor for all galaxies in each
passband are added to the observables space. This leads to a 6 dimensional observable space.
Over the ∼ 104 E generated by Stuff, we find that ∼ 7 × 103 are found by SExtractor. With
10 bins per observable, this results in a total number of bins of 106. The number of extracted
galaxies per bin is presented in Figure 7-4.
Results
We run our pipeline with 3 chains in parallel for 18,898, 14,056 and 20,110 iterations respec-
tively, with uniformly distributed starting points, using 19,656 CPU hours in total. The first 104
iterations of each chain are discarded as burn-in. Convergence is reached for the last f = 4, 323
last iterations of each chain, as assessed by the Gelman-Rubin test results displayed in Table
9.7. The resulting posterior distribution is shown in Figure 9-9. It contains 6, 287 accepted
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Figure 9-8 – Joint posterior distribution resulting from the “Multi-type” test described in Sec-
tion 9.5.1. The diagonal plots show the marginal distribution for each parameter (the projection
of the posterior onto that parameter). Each panel is bounded by the prior range values. The
dark red, orange and yellow areas in the contour plots represent the 99%, 95% and 68% credi-
ble regions respectively. The black crosses and red dots are the mean of the posterior and input
true value resp. In the marginalized posterior panels, the black dotted and red lines represent
the posterior mean and the true value resp.
CHAPTER 9. TESTING THE PIPELINE 139
Table 9.7 – Results of the Gelman-Rubin test
Population log10(φ
∗) M∗ α φe Me Mknee rknee [h−1kpc] γb
Multi-type: E/S0 1.015 1.006 1.014 1.012 1.005 ∅ ∅ ∅
Multi-type: Sp 1.020 1.013 1.028 1.007 1.012 ∅ ∅ ∅
Fattening E 1.013 1.003 1.020 1.003 1.001 1.008 1.010 1.008
Note: The values of
√
R are obtained using 3 chains for each case, whose burn-in phase for each
chain is determined by eye. All values are < 1.1, which is a hint that in each case, all the chains
have converged to the same distribution.
The parameters above are given for H0 = 100 km.s−1.Mpc−3.
iterations over 38, 064, which leads to an acceptance rate of 16.5%.
Each marginalized posterior plot exhibits a main mode, with the peak and the mean almost
indistinguishable from the input values. The joint posterior distribution shows that the input
values are all falling within the 68% credible region. Summary statistics of the posterior PDF
are listed in Table 9.8. Here again, our pipeline produces constraints that are consistent with
the true parameters. So we conclude that our ABC method can reliably infer the luminosity
and size distribution of one population of galaxies without any systematic bias.
The joint posterior PDF also reveals covariances between parameters. For instance, the φ∗
and φe parameters are naturally anti-correlated because an increase of φ∗ (at z = 0) can partially
be compensated by a steeper decrease of the normalization with redshift, hence a smaller value
of φe.
We also note that the 68% credible region appears to be wide compared to the distance
between the input parameters and the mean of the posterior. We suspect that this effect results
from the intrinsic stochasticity of the model, estimated by the “temperature” term introduced
in the acceptance probability of the Metropolis Hastings, and that contributes to the uncertainty
in the posterior.
9.6 Comparison with SED fitting
As demonstrated above, our pBIL method is efficient at recovering the input parameters used to
define the luminosity and size evolutions in the mock CFHTLS image. One may wonder how
it compares with the classical, less CPU-expensive method for measuring LFs – SED fitting–
which provides, from a multi-band photometric catalog, estimates of the photometric redshifts
as well as rest-frame luminosities. Luminosity functions can then be derived using independent
redshift bins.
A comparison has therefore been carried out by Damien Leborgne. The simulated field used
for this comparison is the “Fattening E” sample, with a single population of pure bulges with
the Coleman et al. (1980) “E” template. The Z-PEG code (Le Borgne and Rocca-Volmerange,
2002) is applied to the u, i, and Ks photometric catalog obtained with SExtractor in the same
configuration as described for the pBIL method. Photometric redshifts are measured together
with g-band luminosities for every i-band detected object down to uAB = 30. The fits were
performed using the whole range of SED templates from Coleman et al. (1980), from E to Irr
galaxies. The discrete LFs obtained in each redshift bin were volume weighted with a Vmax
correction at the faint magnitude bins, and a Schechter (1976) function was fitted to the data
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Figure 9-9 – Joint posterior distribution resulting from the “Fattening E” test described in
Section 9.5.2. The diagonal plots show the marginal distribution for each parameter. Each
panel is bounded by the prior range values. The dark red, orange and yellow areas in the contour
plots represent the 99%, 95% and 68% credible regions respectively. The black crosses and
red dots are the mean of the posterior and input true value resp. In the marginalized posterior
panels, the black dotted and red lines represent the posterior mean and the true value resp.
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Table 9.8 – Summary statistics on the marginalized posterior distributions for the galaxy test
populations and comparison with the input values.
Population Parameters Input value Mean MAP a 68% interval 95% interval 99% interval
log10(φ
∗) -2.52 -2.56 −2.57 [-2.72,-2.40] [-2.85,-2.29] [-2.95,-2.19]
M∗ -19.97 -20.15 −20.12 [-20.54,-19.74] [-20.95,-19.38] [-21.20,-19.08]
Multi-type: E/S0 α -0.5 -0.53 −0.54 [-0.68,-0.43] [-0.77,-0.24] [-0.82,-0.06]
φe -1.53 -1.48 −1.37 [-1.82,-1.15] [-2.16,-0.81] [-2.35,-0.49]
Me -1.77 -1.66 −1.70 [-1.99,-1.29] [-2.36,-0.96] [-2.46,-0.75]
log10(φ
∗) -3.85 -3.93 −3.96 [-4.15,-3.67] [-4.35,-3.54] [-4.53,-3.40]
M∗ -19.84 -20.18 −19.81 [-20.68,-19.43] [-21.59,-19.01] [-21.93,-18.84]
Multi-type: Sp α -1.3 -1.30 −1.33 [-1.37,-1.25] [-1.42,-1.17] [-1.44,-1.13]
φe 0.03 0.18 0.15 [-0.16,0.47] [-0.34,0.75] [-0.48,0.94]
Me -1.95 -1.68 −1.81 [-2.39,-1.29] [-2.49,-0.87] [-2.49,-0.19]
log10(φ
∗) -2.46 -2.46 −2.51 [-2.60,-2.31] [-2.75,-2.18] [-2.84,-2.08]
M∗ -19.97 -20.04 −20.08 [-20.41,-19.63] [-20.84,-19.23] [-21.15,-19.12]
α -0.5 -0.49 −0.51 [-0.62,-0.40] [-0.72,-0.25] [-0.78,-0.13]
φe -1.53 -1.49 −1.56 [-1.84,-1.09] [-2.22,-0.74] [-2.41,-0.49]
Fattening E Me -1.77 -1.65 −1.61 [-2.04,-1.29] [-2.35,-0.96] [-2.47,-0.73]
Mknee -20.00 -20.10 −19.99 [-20.32,-19.79] [-20.68,-19.58] [-20.90,-19.46]
rknee 1.58 1.64 1.56 [1.47,1.77] [1.34,1.97] [1.27,2.09]
γb -1.00 -1.03 −1.07 [-1.18,-0.87] [-1.31,-0.71] [-1.50,-0.65]
Notes:The LF parameters are given for H0 = 100 km.s−1.Mpc−3.
a Maximum A Posteriori
independently in each redshift bin with a Levenberg-Marquardt algorithm with Φ∗, M∗, and α
as free parameters.
Comparison of the evolution with redshift of the LF parameters between the pBIL approach
(green dashed line for mean of posterior, and 68% light green shaded region) and the results
from SED fitting (red symbols with error bars) are shown in Figure 9-10. As expected, they
both roughly follow the trends set by the evolution of the input parameters (blue solid line),
with some offsets that can be explained by the fact that SED fitting is done on only three
photometric bands. This is clearly a major limiting factor, albeit partly compensated by the
choice of the SED templates: the input SED and the templates share a common SED (the “E”
SED, even if all SEDs from Coleman et al. (1980) are also used for the SED fitting). We believe
that this choice is fair because in the pBIL method, the same set of SEDs was also used for data
generation and for the inference of LF parameters.
The significant systematic offset in α from SED fitting compared to the input and pBIL
curves in Figure 9-10 shows that the faint-end slope parameters α is poorly estimated, with a
significant systematic offset at z ≥ 0.7. This is caused by the negative input slope (see Table
9.5), which yields few faint galaxies in the sample. Moreover, because of numerous catas-
trophic outliers in the photometric redshifts (caused by the u,i, Ks-only photometric catalog),
there is a mismatch between the true redshift of many faint objects and the redshift bin to which
they are assigned. This leads to an underestimate of the error bars on the individual points.
For this comparison of the LF parameters between the two approaches, we had to derive
the envelop of the LF parameters as a function of redshift for the trace elements of the MCMC
chains within the 68% credible region of the parameters space. Of course, the area appears in
Figure 9-10 as much smoother than the individual points derived from SED fitting because the
chosen LF model for the inference evolves smoothly with redshift. Still, it is remarkable that
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the region is tight and almost centered on the values of the true parameters at all redshifts. This
is because the various covariances between the five LF parameters of the model tend to narrow
down the shaded areas in these graphs, therefore implying that galaxies at all redshifts in the
images contribute to constrain the parameters of the model in the pBIL approach.
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Figure 9-10 – Evolution of the LF parameters as defined in the mock data image (blue solid
line) and inferred from the pBIL method in the “Fattening E” population described in Section
9.5.2 (the green dotted line is the mean of the posterior and the shaded area represents the 68%
credible region), compared to the direct measurement of the LF obtained per redshift bin and
estimated using a Vmax weighting, after determination of the photometric redshifts from SED
fitting (red dots).
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Chapter 10
Improving the pipeline
We have a method, and that method
helps us to reach not absolute truth, only
asymptotic approaches to the truth -
never there, just closer and closer,
always finding vast new oceans of
undiscovered possibilities. Cleverly
designed experiments are the key.
Carl Sagan, ’Wonder and Skepticism’,
Skeptical Enquirer (Jan-Feb 1995)
Abstract
Due to the high computational cost of running our pipeline over large periods of
time, we need to minimize the time spent on each iteration and ensure that the
Markov chains quickly reach their target distribution before considering applying
it to real observations. We also need to simulate more realistic images by using
the PSF measured on observed data, by reproducing the small and large-scales
properties of background noise that arise in observed astronomical survey images,
and by improving the dust extinction properties of our model. In this chapter, I
explore some of the ways we can make the pipeline faster, more reliable and more
efficient, and implement some of them.
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10.1 Updating the parallelization strategy
Section 9.4.7 has taught us that the image simulation runtime using Skymaker scales linearly
with image surface. We have also seen in Figure 9-4 that image simulation represents the
biggest fraction of time spent in an full iteration of the pipeline (30-70% of the run time) rela-
tive to the other processes. Therefore, it is natural to think that splitting the input Stuff catalogs
into smaller patches will ultimately lead to shorter run times. However, the unavoidable laten-
cies introduced by HTCondor and the inherent characteristics of our cluster could make this
argument invalid. Hence the need of empirically finding the optimal number of small patches
that minimizes the run time spent in each iteration.
To that end, we decide to benchmark the process of simulated observables generation,
corresponding to a full iteration of the MCMC run with our pipeline. By “full iteration” I
refer to the combined processes of Stuff catalog generation, splitting of the Stuff catalog into
Nysub vertical slices
1, dispatching of every job to the cluster, image simulation, source extraction,
pre-processing of the observables and binning.
The simulated data consists in ∼ 60× 104 sources from 3 galaxy populations (E/S0, Sp and
Irr, whose characteristics are outlined in Tables 11.2 and 11.3) generated with Stuff, spread
over a simulated image of size 9, 538 × 4, 446 pixels reproducing the characteristics of the
CFHTLS Deep field in bands uiKs, and from which ∼ 50 × 104 are extracted at the end of
the iteration. Then I follow the evolution of run time with respect to number of patches by
making Nysub evolve from 1 to 15, and tracking the corresponding wall-clock-time over a full
iteration. For each given Nysub, I run 100 realizations of the data generation process with the
same parameters, in order to account for the time variations resulting from HTCondor latencies.
The resulting evolution of run time is plotted in Figure 10-1. We conclude that given the
specificities of our cluster and our parallelization scheme, splitting the simulated Stuff catalog
into 3 sub-catalogs (each containing sources within a different area) with the same surface
minimizes the run time spent in a given iteration of the pipeline, contrary to what we expected.
10.2 Simulating more realistic images
10.2.1 Including noise correlation
In astronomical images, the background noise can usually be accurately modeled by a combi-
nation of Poisson noise on the photon number counts and Gaussian read-out noise (cf Chapter
5). But for images resulting from the co-addition of multiple overlapping individual expo-
sures, the situation is different. In fact, due to pointing errors between exposures resulting
1The geometry of the slices don’t matter here, as the runtime is only influenced by the area of the simulated
image.
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Figure 10-1 – Benchmark of a full iteration of the pipeline (cf Section 10.1) for various numbers
of parallelized Stuff sub-catalogs Nysub (corresponding to equally-sized vertical slices), using∼60000 sources (spread into E/S0,Sp and Irr) generated by Stuff. For each Nysub I ran 100
realizations of the data generation process. Boundaries in the violin plot correspond to extremal
values of run time. Setting Nysub=3 will yield minimal run times for the pipeline. An bump of
runtime of unknown origin appears at Nysub=4, probably due to the use of computing resources
from other jobs running in parallel at the time of the test.
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from seeing fluctuations, the pixels from the different input images don’t fit perfectly. During
the co-addition process, the input images can be shifted, rotated, zoomed, and/or warped to fit
the same output pixel grid, as illustrated in Figure 10-2. This requires a new mapping of the
input pixel values to the output grid, an operation called resampling2. In practice, resampling
involves an interpolation scheme (as the intensity of a given input pixel is divided into several
adjacent output pixels), determined by an interpolation kernel which introduces a correlation
between adjacent pixels. The choice of the interpolation kernel is important, as non-ideal ker-
nels can blur the output image and result in aliasing artifacts (Aganj et al. 2013). The size of the
kernel will also determine the degree of noise correlation in the output image. This correlation
can be seen by eye in the form of clumpy noise patterns on the image (cf Figure 10-5), and
can introduce biases in the estimation and uncertainties of galaxy flux and shape measurement,
especially useful for weak lensing studies (Rowe et al. 2011; Gurvich and Mandelbaum 2016).
For the CFHTLS Deep T0007 release, all input images are located within a 3’ radius with
respect to the center of the field, in order to fill the gaps between CCD detectors (Hudelot et al.
2012). To produce the final stacks, individual exposures have been co-added using the Swarp
software by Bertin et al. (2002) (with the COMBINE_TYPE "MEDIAN" option). Each image
is therefore set on the same grid of 19354×19354 pixels of size 0.186”, covering 1 deg × 1 deg
on the sky in total. The input exposures have been interpolated using the Lanczos3 function
L3(x, y) = L3(x)L3(y) (Duchon 1979) with size 6 × 6 pixels, where:
L3(x) =
{
sinc(x)sinc(x/3) if |x| < 3
0 otherwise (10.1)
This kernel (illustrated in Figure 10-3), which correlates the background noise up to 6 pixels
(assuming no zoom factor is applied from input to output images), offers a good compromise
between a good signal-to-noise ratio and limited aliasing artifacts on image discontinuities
(Turkowski 2013; Bertin et al. 2002).
In order to generate accurate levels of noise correlation to our simulated images, a new
(unreleased) version of Skymaker (v4.0), implementing this feature, has been developed by
Emmanuel Bertin (private communication). The correlation process is performed analytically
in real space by convolution of the input white noise and the interpolation kernel, assuming an
infinite number of dithered input images with a uniform distribution in (x,y) position and no
spread in position angle. Three new keywords have been added to that end in the Skymaker
v4.0 configuration file:
• CORREL_TYPE: the pixel correlation can be applied to the noise only (CORREL_TYPE
NOISE), or to both the noise and image data (CORREL_TYPE ALL), in which case the
PSF may be enlarged by the correlation process. By default, image noise is not correlated
(CORREL_TYPE NONE). In our case, we only correlate the background noise.
• CORREL_FUNC_TYPE: the type of correlation function used, selected between NEAR-
EST, BILINEAR, LANCZOS2, LANCZOS3 and LANCZOS4. In our case, the LANC-
ZOS3 kernel is used to reproduce the characteristics of the CFHTLS Deep field.
• CORREL_SCALE: the scaling of the correlation function. For instance, if the simulated
image is supposed to be the result of resampling an image with pixels that are twice
2Sampling is the action of mapping a continuous function to a discrete one.
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Figure 10-2 – Illustration of the resampling process, reproduced from Swarp user’s guide
(Bertin 2003). The input grid is shown as a collection of small gray squares, and the out-
put grid is shown as large tilted ones. One interpolation of the input image, as represented by
a dark spot, is done at the center of each output pixel.
Figure 10-3 – The Lanczos3 2D interpolation kernel
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Figure 10-4 – Comparison between an observed image in Ks band from the WIRDS survey
(left) and a simulated WIRDS image of the same size (370 × 370 pixels), generated by Sky-
maker with the correlated noise generation feature (right). Both images display the same in-
tensity scaling. The same level of granularity can be seen in the background noise of both
images.
larger, CORREL_SCALE should be set to 2.0. In CFHTLS stacks, no zoom is applied
on individual exposures, so I set CORREL_SCALE to 1.0 in ugriz. However, in order
to fit WIRDS images obtained with the WIRCAM instrument, whose pixel size is 0.3”
(Bielby et al. 2012), to the same pixel grid as CFHTLS Deep images, whose pixel size is
0.186”, CORREL_SCALE should be set to 0.3”/0.186”=1.613 in JHKs.
As illustrated in Figure 10-4, the noise correlation introduced on simulated images is vi-
sually almost indistinguishable from the noise of real data, when attested by the level of noise
granularity. We also note that this new feature has a negligible cost on the image simulation
process in terms of computing time and memory usage.
10.2.2 Including weight maps
Over a co-added science image, not all pixels are born equal: some are noisier than others.
This can be due to inherent discrepancies of quantum efficiency in the pixel matrix of the CCD
sensor, gaps between detectors and vignetting caused by unequal effective exposure time, or
other external factors such as satellite tracks, cosmic rays, or saturation trails (Erben et al.
2005). The resulting structure of the variable noise level over the co-added image can be
complex, especially when using multidetector (mosaic) cameras creating composite images,
such as MegaCam. Hence, a co-added survey image is usually provided with a weight map for
each band, i.e. a FITS image with the same dimensions as the survey image, computed from a
normalized flat field and displaying the noise level of each pixel, usually expressed in units of
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Figure 10-5 – Simulated image in g band of size 300 × 300 pixels generated using Skymaker
v4.0. The noise is correlated using a Lanczos3 kernel, and each image presents the same field
with a different scaling of the correlation function. CORREL_SCALE=1,2,3,4 from left to
right and from top to bottom respectively. The bigger the scaling, the bigger the size of the
background noise clumps.
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relative inverse noise variance3:
ω j ∝ 1
σ2j
(10.2)
In such maps, regions of low weight values correspond to regions of high noise level. Bad pix-
els and other unreliable regions for scientific analysis are set to 0, which corresponds to infinite
variance of the noise level. Weight maps for co-added images are usually created using the
weight maps from all the input images before co-addition, generated with the WeightWatcher
tool of Bertin (1997). All the input weight images are then co-added by SWarp (Bertin et al.
2002). Some examples of the resulting maps for the CFHTLS D1 field are displayed in Figure
10-6.
SExtractor uses weight maps when detecting sources and estimating measurement (fluxes,
magnitudes...) uncertainties (Bertin 2006). In fact, bad pixels are discarded from the back-
ground estimation, and the detection threshold is defined relative to the estimation of the RMS
background noise. Not including weight maps might therefore result in a lot of spurious de-
tections in noisy regions, as illustrated in Figure 10-7. Thus, they have to be included in the
source extraction step of our pipeline.
We can also use weight maps to reproduce the large scale properties of the noise level from
real data in our simulated images. The version 4.0 of Skymaker (Bertin, private communica-
tion) takes weight maps as input files, and returns images with the appropriate variable noise
level, provided a small calibration step from the user. The result (using an custom weight
map) is illustrated in Figure 10-8. This updated version of Skymaker introduces a new set of
parameters in its configuration file:
• WEIGHT_TYPE, which is type of weight map used (weight, variance or RMS map)
• WEIGHT_IMAGE, which is the filename of the input weight image
• WEIGHT_GAIN, which allows (or not) the modulation of the gain (in e−/ADU) with
weights. It is set to Y by default, assuming the changes in noise levels over the images
are due to local gain changes, which is the most common case (Bertin 2006)
• WEIGHT_FACTOR, a noise scaling factor which corresponds to the background RMS
noise for a weight of 1
The WEIGHT_FACTOR value has to be set in each band so that the background RMS noise
level output by SExtractor reproduces the one in observed data. To that end, I first set the
WEIGHT_FACTOR to 1 in every filter to compare the resulting background RMS noise levels
on a simulated and observed CFHTLS D1 field with the same area. The results are outlined
below.
3This assumes that input images are background noise limited
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Filter WEIGHT_FACTOR Background RMS (sim) Background RMS (data)
u 1 0.225091 0.188747
g 1 0.0781753 0.121543
r 1 0.132736 0.165939
i 1 0.220724 0.222246
z 1 0.659721 0.568447
J 1 1.43995 2.35003
H 1 3.03379 3.3733
Ks 1 3.15413 3.4625
By dividing the background RMS computed on the data by the background RMS computed
on the simulation, I obtain the appropriate WEIGHT_FACTOR for each band:
Filter WEIGHT_FACTOR Background RMS (sim) Background RMS (data)
u 0.84 0.189575 0.188747
g 1.55 0.120099 0.121543
r 1.25 0.164979 0.165939
i 1 0.220724 0.222246
z 0.86 0.569466 0.568447
J 1.65 2.35296 2.35003
H 1.11 3.36918 3.3733
Ks 1.10 3.45914 3.4625
In the parallelization step of our pipeline described in Section 9.4.7, at each iteration of the
MCMC run, the weight images are split into sub-images and each cropped version is sent to
the various nodes of the cluster for image simulation and source extraction purposes.
10.2.3 Using the measured PSF on image simulations
Previous tests of the pipeline relied on the internally generated PSF of Skymaker with no
simulated aureole. The choice of the PSF didn’t matter then, because the simulated images
we used as “observed” data were also generated using the Skymaker internal PSF, so our tests
were self-consistent. But if the pipeline were to be applied to real data, our simulated images
of the CFHTLS D1 field would have to be convolved with the appropriate PSF in order to
accurately reproduce the photometric properties of the survey.
The PSF is measured by Andrea Moneti (private communication) in ugriz using catalogs
extracted from the T0007bis release of the CFHTLS D1 stacks (private communication), and
in JHKs using those of the T0002 release of the WIRDS stacks. Using the PSFEx software
of Bertin (2011a), the PSF is modeled as a two-dimensional Moffat profile fitted to a selection
of unsaturated and bright stellar sources for each passband via χ2 minimization. The PSF
is assumed to be constant over the field, an approximation justified by the small size of the
survey we are about to simulate (cf Section 11.1). In practice, a 0-degree polynomial on pixel
coordinates is used to map the PSF variations.
The resulting PSF consist in a series of data cubes in the .PSF format (one by filter) used
by Sextractor, and a series of check images generated by PSFex in the form of small patches
(called “vignettes”) in the FITS format, of size 35 × 35 pixels so that they captures all the
features of the non-saturated stars. These vignettes, which are illustrated in bands uiKs in
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Figure 10-6 – Weight maps of the CFHTLS D1 field in bands u (left) and Ks (right). The
same intensity scaling is applied to both maps. Dark regions correspond to areas of high noise
level, whereas bright regions indicate low noise levels. Effects of vignetting are apparent in the
borders of the Ks map.
Figure 10-7 – Effect of weight map on source detection using SExtractor (each detection is
denoted as a red circle) in a noisy region of the WIRDS field in Ks band. Left: the detection
is performed without a weight map. Right: the detection is performed with a weight map.
Without weight maps, a lot of noise peaks are detected as sources.
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Figure 10-8 – Left: a custom weight map used for testing purposes. Right: a simulated image
generated by Skymaker v4.0 using the custom weight map. The large scale structure of the
noise defined in the weight image is well reproduced.
Table 10.1 – Characteristics of the PSF modeled on observed data, computed by Andrea Moneti
using PSFEx
Survey Release Passband Nb of stars loaded Nb of stars accepted FWHM [pixels] χ2
CFHTLS D1 T0007bis u 1138 1009 5.50 3.39
CFHTLS D1 T0007bis g 1289 1103 5.20 4.08
CFHTLS D1 T0007bis r 1784 1520 4.84 3.96
CFHTLS D1 T0007bis i 1426 1196 4.51 4.90
CFHTLS D1 T0007bis z 1672 1477 4.69 2.24
WIRDS T0002 J 257 223 4.35 2.52
WIRDS T0002 H 246 209 3.69 2.69
WIRDS T0002 Ks 181 164 3.87 4.59
Figure 10-9, will be used by Skymaker for image simulation purpose. The characteristics of
the measured PSF in every band are detailed in Table 10.1.
10.3 Implementing a more realistic dust treatment
10.3.1 Adding Galactic extinction to Stuff magnitudes
By default, Stuff doesn’t handle Galactic extinction internally, so in order to simulate realistic
extinction properties (cf Section 10.3.1), we have to manually alter the apparent magnitudes
from Stuff catalogs. To that end, we need the value of the total extinction at the coordinates of
the survey field that we are reproducing on the celestial sphere.
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Figure 10-9 – Point spread function measured on CFHTLS D1+WIRDS images in bands uiKs
(from left to right respectively) using PSFEx. The PSF, modeled on a 35 × 35 vignette, will
be considered constant over the field in our future studies. All the images feature the same
intensity scaling.
Using the online tool provided by NASA/IPAC Infrared Science Archive4, we generate a
cutout of the Galactic dust reddening map of Schlegel et al. (1998), compiled from IRAS and
COBE data that we described in Section 10.3.1. This resulting cutout is a 2 deg2 square image
(the smallest area possible to extract) centered on the CFHTLS Deep field, shown on Figure
10-10.
We consider that the resulting E(B-V) reddening values have negligible spatial variations
over the field (E(B-V)max−E(B-V)min = 0.01 mag, which is at least 10× lower (depending on
the filter) than the median RMS error for MAG_AUTO estimation with SExtractor). We
therefore opt for the extinction value computed within a 5 arcmin radius circle at the center of
the D1 field. This area is represented as a green circle on Figure 10-10. The service provides
the total extinction values of Schlegel et al. (1998), as well as the more recent values estimated
by Schlafly and Finkbeiner (2011) from the analysis of the Sloan Digital Sky Survey. Both
results assume an extinction to reddening ratio AV/E(B−V) = 3.1, but Schlafly and Finkbeiner
(2011) use a different calibration and extinction law. We use the most recent results for our
needs.
Table 10.2 – Total extinction per band at the center of the CFHTLS D1 field
band u g r i z J H Ks
Aλ 0.113 0.088 0.061 0.045 0.034 0.019 0.012 0.008
Note: the values of extinction in JHKs are those in the UKIRT magnitude system.
The extinction values are provided using the extinction law of Schlafly and Finkbeiner (2011)
(assuming RV = 3.1).
Using these data, we finally derive the Stuff apparent magnitudes reddened by Galactic
extinction mr via:
mr = mStuff + Aλ (10.3)
4http://irsa.ipac.caltech.edu/applications/DUST/
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Figure 10-10 – Cutout of the Galactic dust E(B-V) reddening map of Schlegel et al. (1998) from
IRAS + COBE 100 µm imaging data centered on the CFHTLS Deep field we want to simulate
and covering 2 deg2 on the sky. The field we are simulating represents the inner square on
this image, and is centered on (α, δ)=(36.4926489,-4.486492445) at epoch J2000. The E(B-V)
reddening values of Schlafly and Finkbeiner (2011) are 14% smaller than the values of Schlegel
et al. (1998).
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10.3.2 Updating the attenuation curves of Stuff
In Stuff, the only available attenuation law is a Calzetti (1994,2000) curve extrapolated below
1200 Å by a LMC curve. But as we have seen in Section 4.5.3, the Calzetti law might not be
representative of the majority of extragalactic sources. For more flexibility for future analyses,
we decide to add other useful attenuation curves to the Stuff package, based on recent analyses
on local galaxies such as the Small and Large Magellanic clouds, as well as the Milky Way.
Moreover, an appropriate parametrization of the attenuation laws has to be used for an easy
conversion into the Stuff format with the correct wavelength range.
As proposed by Fitzpatrick and Massa (1986), the shape of the 2175 Å feature can be well
described by the Lorentzian-like Drude profile:
D(x, γ, x0) =
x2
(x2 − x20)2 + γ2x2
(10.4)
Where x = λ−1, x0 = λ−10 is the position of the feature and γ its FWHM. According to Boselli
(2011), the LMC and SMC attenuation curves are usually fitted by:
k(λ) = RV + c1 + c2x + c3D(x, γ, x0) + c4F(x) (10.5)
with
F(x) =
{
0.5392(x − 5.9)2 − 0.05644(x − 5.9)3 for x ≥ 5.9µm−1
0 for x < 5.9µm−1 (10.6)
and x = λ−1 in µm. As for the MW extinction curve, it is fitted by:
kMW(λ) =
{
RV + c1 + c2x + c3D(x, γ, x0) for x ≤ c5
RV + c1 + c2x + c3D(x, γ, x0) + c4(x − c5)2 for x > c5 (10.7)
The values of the best fit coefficients, from the results of Gordon et al. (2003) for LMC and
SMC, and Fitzpatrick and Massa (1986) for MW, are provided in Table 10.3.
Table 10.3 – Best fit coefficients for the attenuation curves of local galaxies (reproduced from
Boselli (2011))
Galaxy RV c1 c2 c3 c4 c5 x0 [µm−1] γ [µm−1]
MW 3.00 -0.175 0.807 2.991 0.319 6.097 4.592 0.922
LMC 3.41 -0.890 0.998 2.719 0.40 - 4.579 0.934
LMC2 2.76 -1.475 1.132 1.463 0.294 - 4.558 0.945
SMC (bar) 2.74 -4.959 2.264 0.389 0.461 - 4.600 1.000
SMC (wing) 2.05 -0.856 1.038 3.215 0.107 - 4.703 1.212
Attenuation laws in Stuff take the form of 2.5ln(10)
Aλ
A4000
as a function of λ, a quantity normal-
ized so that A(4000Å) = 1.086. Each law consists in a list of 240 points with a wavelength
range of 100 Å ≤ λ ≤ 106 Å 5, and with Aλ = 0 for λ = 100 and 106Å. The total extinctions are
then linearly interpolated between data points for catalog generation.
5Too many points would result in a significant increase of computation time.
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Figure 10-11 – Comparison of Stuff default dust attenuation curves before and after the update.
The blue curve is a Calzetti (1994, 2000) law extrapolated below 1200 Å by a LMC curve. The
orange curve is the LMC law provided by the best fit of Gordon et al. (2003).
Stuff now uses LMC as its default attenuation curve (cf Figure 10-11). With the new de-
fault settings, it generates about 30% less galaxies than before (∼ 15, 000 instead of ∼ 21, 400).
10.4 Masking the bright stars
Bright stars contaminate the estimated flux of nearby sources, and saturate all the individual
exposures, which prevent their removal via co-addition (Coupon et al. 2017). As Stuff doesn’t
feature (yet) the implementation of a realistic stellar field to simulated images, we decide to
mask out all regions around the brightest stars, and only use non-contaminated regions for
photometric and morphometric measurements.
The mask files are produced semi-automatically by the IAP TERAPIX team6, who used the
USNO source catalog (Monet et al. 2003) to locate bright stars on the CFHTLS field and drew
polygons whose size depends on the stars’ magnitudes around them. The masks are provided
as FITS files (one for the optical bands, and one for the IR bands), where non-masked regions
are assigned a values of 0, and masked regions a value of 1. The shapes of the resulting masked
areas are illustrated in Figure 10-12 on a fraction of the CFHTLS D1 field. Mask files (or flag
images) are recognized by SExtractor via the FLAG_IMAGE keyword in its configuration
file, provided that IMAFLAGS_ISO is present in the parameters file. In this way, sources
detected in masked regions are assigned an IMAFLAGS_ISO of 1 in the output catalog (0
otherwise). They can therefore be easily ignored in further analyses.
6http://terapix.iap.fr/
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Figure 10-12 – “Proposal 3” region of the CFHTLS D1 field in u band. The red polygons
represent the masked regions of the field around bright stars discarded from scientific analyses.
In the parallelization step of our pipeline described in Section 9.4.7, at each iteration of
the MCMC run, the mask images are split into sub-images and each cropped version is sent to
the various nodes of the cluster for source extraction. I assigned the same mask files for the
simulation and observation, so that the same effective area is used for analysis.
10.5 Improving the sampling scheme
Up to now, all the tests of the pipeline we have carried in Chapter 9 have been using the Adap-
tive Proposal sampling algorithm of Haario et al. (1999). But, as we have seen in Section 6.4.1,
this algorithm is prone to generate mildly biased estimates of the target distribution, as it does
not possess the right ergodic properties. Our tests using known input parameters have shown
that this bias is small enough to ensure reliable inferences on the size and luminosity distribu-
tions of simulated galaxies in a simple, controlled environment. But we have to eliminate any
known potential sources of biases completely if we want to test our pipeline on the “real” uni-
verse. We therefore update our sampling algorithm to the more reliable Adaptive Metropolis
algorithm of Haario et al. (2001) described in Section 6.4.2.
It is difficult to predict how many iterations will be needed to achieve convergence of our
pipeline. Therefore, in order to make better use of the full potential of the adaptive nature of
the sampling algorithm and potentially increase the efficiency of our MCMC runs, we set the
update frequency of the proposal kernel covariance matrix to 100 iterations instead of 500 as
was done previously.
10.6 Determining the appropriate binning rule
The previous tests we have carried on (cf Section 9.5) relied on an ad hoc binning rule parti-
tioning the observable space into 10 bins per (pre-processed) observable used (MAG_AUTO
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and/or FLUX_RADIUS in several photometric bands). We have seen in Chapter 7 that less
ad hoc binning rules exist to split multidimensional datasets, such as Knuth’s rule or Bayesian
blocks. In this section, I explore the consequences of the binning choice on the quality of in-
ference, by comparing the use of Knuth’s rule to the use of our previous binning rule during a
realistic run of our pipeline.
The tests are performed in the “Multi-type” configuration (cf Section 9.5.1), using a sim-
ulated image of size 9358 × 4446 in bands uiKs with a combined distribution of E/S0 and Sp
galaxies, reproducing a fraction of the area of the D1 tile of the CFHTLS Deep field, as our
“observed” data. From this image, 23,617 sources with a FLAG < 4 (i.e. unsaturated and
uncropped) are extracted in total. For each binning rule, 3 chains are launched from randomly
selected starting points for 104 iterations, using the AM + simulated annealing algorithm to
sample the parameter space efficiently.
Figure 10-13 plots the number of bins partitioning the observable space as a function of
the number of galaxies per bin, for each binning rule, applied to the “observed” data. The
plot reveals that Knuth’s rule introduces ∼150× more bins in total than our previous rule, and
∼100× more empty bins. When computing the auxiliary likelihood, each empty bin will be
artificially filled with 1 source to prevent singularities in log space. Therefore, if Knuth’s rule
is used as our binning rule, we can expect that a lot of unphysical noise will be added to our
distribution of observables, that will potentially affect the accuracy of the inference process
via a more random evolution of the acceptance probability (defined in Equation 6.14) across
iterations. This hypothesis is confirmed by the erratic behavior of the temperature evolution
(which constitutes a good tracer of the noise level of our model) over 104 iterations when using
Knuth’s rule, as plotted in Figure 10-14, in contrast to the relatively stable behavior of the
temperature when the previous rule is used.
We therefore decide to keep the “10 bins per dimension” binning rule when applying our
pipeline to real data, considering its proven efficiency on previous tests.
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(a) Knuth’s rule (b) 10 bins per dimension
Figure 10-13 – Comparison of the distribution of number of bins as a function of number
of galaxies per bin for different binning rules, using the same dataset consisting of the pre-
processed MAG_AUTO of 23617 SExtracted galaxies in uiKs. We conclude that Knuth’s rule
generates a lot more empty bins than the “10 bins per dimension” rule, which can ultimately
deteriorate the precision of our future inferences if used in our pipeline.
(a) Knuth’s rule (b) 10 bins per dimension
Figure 10-14 – Comparison of the simulated annealing temperature evolution under different
binning rules, for the purpose of the test described in Section 10.6. The same simulated image
in uiKs is fed to the pipeline as input data in both configurations, and the same observables are
used (i.e. the MAG_AUTO in uiKs). Using Knuth’s rule for partitioning the observable space
has the consequence of radically changing the behavior of the temperature evolution, i.e. of the
noise level of the model, to a more unstable one (in terms of absolute level and variation across
iterations) with respect to the “10 bins per dimension” rule.
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Towards applying the pipeline to real data
“THERE IS AS YET INSUFFICIENT
DATA FOR A MEANINGFUL
ANSWER.”
Isaac Asimov, The Last Question
Abstract
Now that our updated pipeline provides more realistic image simulations and has
been optimized to limit its runtime, it is finally ready to be run on real images
from the CFHTLS Deep. In this chapter, I first test the reliability of our improved
pipeline by inferring the luminosity evolution of a set of 3 realistic galaxy pop-
ulations (E/S0, Sp and Irr) with known properties spread on a simulated image
reproducing ∼11% of the area of a CFHTLS Deep field. I then use the same set-
tings to infer the luminosity function (and its evolution with redshift) of these 3
populations using real CFHTLS D1 data. To this day, the Markov chains are still
traveling...
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11.1 Choosing a field to analyze
In the proof-of-concept runs with simulated images containing 1 or 2 populations of galax-
ies that we designed to test the pipeline in Chapter 9, we were able to limit computing time
via lowering by 1 order of magnitude the number of sources1 generated over the area of the
1Reminder: in Stuff, the number density of sources per galaxy population is determined by the φ∗ parameter
of the luminosity function.
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CFHTLS D1 simulated field. As we have seen in benchmarking tests (cf Section 9.4.7) and
with the large number of iterations required by the MCMC process (Section 9.5), if we want
to test our pipeline on real data within a reasonable amount of user time (i.e. a few weeks), we
can only afford to simulate a small portion (∼10 %) of the area of the CFHTLS D1 field. The
given region of the D1 field will be chosen according to the following criteria:
• It has to maximize the area of the survey fit for analysis by minimizing the number of
very bright stars contaminating the field (i.e. large masked regions),
• The weight maps of this region must avoid large spatial variations, which are revealing
of noisy regions unsuitable for a reliable analysis.
The chosen region that meets these two criteria, dubbed “Proposal 3” and found by exploration
of the D1 field using the DS9 visualization tool (Joye 2013), is a 9,538 × 4,446 pixels region
centered on (α, δ) = (2 : 25 : 56,−4 : 23 : 07) (in the FK5 system2) and covering 11.3 % of
the surface of the D1 field3. The position and area of the region on the D1 field is illustrated in
Figure 11-1, and Figure 11-2 displays a color image of the “Proposal 3” field in the gri bands.
Finally, the weight maps corresponding to “Proposal 3” are shown in Figure 11-3.
The last public release of the CFHTLS D1 T0007 stack suffers from an overestimation
of the sky background level around bright objects and regions of high number densities due
to insufficient masking of the sources, which makes the sky-subtracted stacks biased in these
regions. Lately, the IAP TERAPIX team has performed a re-stacking of the Deep fields, where
the background level is estimated including bright object masking with mask files originally
designed for the staking of WIRDS data. In this “T0007bis” new stack, the sky subtraction is
therefore improved, and we use it for this work.
11.2 Test with 3 populations
Before running our pipeline on CFHTLS Deep data, we need to perform a last test of self-
consistency of our updated version of the pipeline in the most realistic way possible considering
our limited resources in terms of computing time. In this test, we use a simulated image of a
fraction of the CFHTLS D1 field as input data. This image is a mock “proposal 3” field of size
9, 538 × 4, 446 pixels (each pixel representing 0.186” on the sky) reproduced in bands uiKs
containing 3 populations of galaxies generated by Stuff, namely E/S0, Sp and Irr.
Contrary to previous tests, we want to reproduce the observed number counts by introduc-
ing a realistic population of Irr, which can be done in this situation as we have reduced the
simulated field area. The E/S0 and Sp populations are generated using the LF parameters of
Faber et al. (2007), this time without scaling down the number densities. The LF parameters
(and evolution parameters) of the Irr population from EFIGI data (Baillard et al. 2011; de Lap-
parent, private communication) were tuned to closely match visually the observed slope of the
uiKs number counts in the “proposal 3” field from the CFHTLS D1 T0007bis + WIRDS T0002
stacks (described in Section 9.2). The contribution of each population was tracked by cross-
identification of input sources and extracted sources using their position on the image. The best
visual combination of luminosity functions and their evolution per type is shown in 11-4. This
2(xcenter, ycenter)=(9843,11785) in pixel coordinates.
3This corresponds to a surface of 42405948 pixels2
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Figure 11-1 – Position and area of the “Proposal 3” region on the CFHTLS D1 (T0007bis
stacks) field.
Figure 11-2 – gri image of the full “Proposal 3” region of the CFHTLS D1 field (T0007bis
stacks).
166 CHAPTER 11. TOWARDS APPLYING THE PIPELINE TO REAL DATA
Figure 11-3 – Left: weight maps of the “Proposal 3” region of the CFHTLS D1 field (T0007bis
stacks) in bands u and i (from top to bottom respectively). Right: weight map of the same
region in band Ks.
configuration allows to generate images with color-magnitude distributions that are at least
comparable to the observed distributions, although the discrete number of galaxy populations
introduced by Stuff generates linear features in the distribution due to the fixed SED of each
type, as displayed in Figure 11-6. The B/T ratios in the g adopted reference band are deter-
mined using the distribution of B/T in g-band as a function of morphological type from EFIGI
(Baillard et al. 2011) measurements (de Lapparent, private communication). In particular we
consider our Irr population to be bulgeless. The input parameters used to generate the 3 popu-
lations are listed in Tables 11.2 and 11.3 for the luminosity and size characteristics respectively.
Galactic extinction reddens the apparent magnitude of the modeled galaxy populations follow-
ing the method detailed in Section 10.3.1, and using total extinction values Aλ = 0.113, 0.045
and 0.008 in bands uiKs respectively, according to the prescriptions of Schlafly and Finkbeiner
(2011) (cf Table 10.2). Moreover, we use an LMC law (cf Figure 10-11) as the dust internal
attenuation curve.
The synthetic images use a constant PSF of 35×35 pixels modeled by Andrea Moneti from
the CFHTLS D1 T0007bis data (cf Section 10.2.3), and include correlated background noise
due to resampling (cf Section 10.2.1), using a LANCZOS3 kernel with a correlation scale of
1 in u and i bands, and of 1.613 in band Ks. Even though there are no stars in the simulated
image, this test uses the Terapix bright stars mask files in the source extraction process (cf
Section 10-12) to make the test in the exact same conditions as with the real CFHTLS Deep
stack (i.e. using the same image area). The weight maps of the “proposal 3” field (cf Figure
11-3) are also included in the image simulation and source extraction steps of the pipeline.
The imaging characteristics for this test are summarized in Table 11.4, and the input image
generated with these settings is shown in gri colors in Figure 11-5.
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Table 11.1 – Uniform prior bounds for the parameters of the luminosity functions, and their
evolution with redshift for the “3 populations” test.
Parameter φ∗ M∗ α φe Me
lower bound 10−6 -22 -2.5 -3 -2.5
upper bound 10−1.5 -17 0 2 0
The parameters to infer in this case are the 5 evolving LF parameters (cf Section 4.6) for
each of the populations: φ∗, M∗, α, φe and Me, that is a total of 15 parameters. In this test the
size of the bulge and disk of different populations evolve according to the values of Table 11.3,
the same values as used in previous tests, but we do not infer the size distribution and evolution
parameters. The observables are the SExtractor FLUX_AUTO in bands uiKs, which leads
to a three-dimensional observable space. The pre-processing step of the observables is carried
exactly as in previous tests: the observables multidimensional vector is decorrelated and its
dynamic range is reduced using Equation (7.14) with the parameters of the reduction function
listed in Table 9.3. Dividing our observable space into 10 bins per observable, we obtain a total
number of 103 bins.
SExtractor is configured according to the prescription of the T0007 CFHTLS release doc-
umentation (Hudelot et al., 2012). We use it in double image mode, in which sources are
detected in the i-band, and the background is estimated and subtracted automatically with a
256×256-pixels background mesh size. In order to optimize the detectability of faint extended
sources, detection is performed on the images convolved with a 7×7 pixels Gaussian mask
having a full width at half maximum (FWHM) of three pixels, that approximates the size of
the PSF and acts as a matched filter. Finally, the detection threshold is set to 1.2 times the (un-
filtered) RMS background noise above the local sky level. In order for the results concerning
faint sources near the detection limit not to depend too closely on the underdensities compared
to the background, all negative fluxes and radii are clipped to 0 after extraction.
The exploration of the parameter space is carried out using the sampling algorithm de-
scribed in Algorithm 3, but this time based on the more robust Adaptive Metropolis algorithm
of Haario et al. (2001) detailed in Section 6.4.2, with an update frequency of 100 iterations for
the temperature and covariance matrix of the proposal kernel. The temperature is computed
using 20 realizations of the model with the same input parameters, as done in previous tests.
We rely on flat priors for the free parameters of our model, with essentially the same bounds as
in previous tests, except for the φ∗ LF parameter, whose bounds are made slightly tighter (from
10−6 to 10−1.5 h3Mpc3 instead of from 10−7 to 10−2 h3Mpc3 previously) in order to prevent
Stuff from generating unnecessary weakly populated images. The parameters of our priors are
listed in Table 11.1.
Results
We run the pipeline on a heterogeneous computing cluster of 7 machines totaling 152 CPU
cores. We launched 2 chains in parallel for 59,200 and 63,391 iterations respectively, with
uniformly distributed random starting points, using 74,540 CPU hours in total (representing ∼
67 days in wall-clock time). The burn-in is estimated by visual inspection of the trace plot: the
trace of all parameters appears to stabilize after the first 104 iterations. Convergence is attested
by the Gelman-Rubin test results over the last 49,200 iterations of each chain, as shown in Table
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Table 11.2 – Luminosity characteristics of the galaxies in the “3 populations” test.
Population S EDb a S EDd φ∗ [h3 Mpc−3] M∗ α φe Me B/T T b α(T ) N c
E/S0 E E 1.0e-2 -19.97 -0.5 -1.53 -1.77 0.65 -5 0.0 1819
Sp E Scd 4.2e-3 -19.84 -1.3 0.03 -1.95 0.25 6 1.47 28602
Irr E Im 2.0e-4 -19.00 -1.8 1.50 -2.0 0.00 10 0.75 30263
Notes: The LF parameters are given for H0 = 100 km.s−1.Mpc−3.
a The bulge and disk SEDs are Coleman et al. (1980) templates.
b de Vaucouleurs (1959) revised morphological type.
c Number of sources generated by one realization of Stuff.
Table 11.3 – Size parameters for the bulge and disk of each galaxy population in the “3 popu-
lations” test.
Disk Bulge
βd r∗d [h
−1kpc] γd σλ Mknee rknee [h−1kpc] γb
-0.214 3.85 -0.80 0.36 -20.0 1.58 -1.00
Note: All the parameters above are given for H0 = 100 km.s−1.Mpc−3.
“b” refers to bulge, and “d” to disk.
Table 11.4 – Imaging characteristics of the CFHTLS+WIRDS used for SkyMaker in the “3
populations” test
Passband u i Ks
Image size [pixels] 9538 × 4446 9538 × 4446 9538 × 4446
Effective gain [e−/ADU] 74590 6807 2134
Well capacity [e−] ∞ ∞ ∞
Saturation level [ADU] 6465 4230 110884
Effective read-out noise [e−] 4.2 4.2 30
Total exposure time [s] 1 1 1
Zero-point magnitude [“ADU/s”] 30 30 30
Effective wavelength [µm] 0.381 0.769 2.146
Sky level [AB mag/arcsec2] 22.2 20.0 15.4
Seeing FWHM [arcsec] 0.87 0.76 0.73
Scale of the correlated noise 1 1 1.613
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Figure 11-4 – Number counts in uiKs for the simulated “proposal 3” data with 3 populations
used for tests. In u−band, a second peak in the number counts can be observed at u > 30,
probably a result of the interplay between the luminosity evolution and the selection effects
implemented in Stuff. However, the peak lies beyond the limiting magnitude of the CFHTLS
Deep (ulim = 26.3, cf Section 9.2), therefore the sources at these magnitudes do not influence
the distribution of observables retrieved by SExtractor.
170 CHAPTER 11. TOWARDS APPLYING THE PIPELINE TO REAL DATA
Figure 11-5 – Simulated image in bands gri featuring 3 populations of galaxies (E/S0, Sp, Irr)
in the area of the “Proposal 3” region of the CFHTLS D1 field, used as observed data for the
“3 populations” test described in Section 11.2.
Figure 11-6 – Color-magnitude diagram comparison between the CFHTLS D1 (T0007bis
stack) “proposal 3” field and the simulated “proposal 3” field used as data for the “3 popu-
lations” test detailed in Section 11.2. The distributions of galaxies occupy roughly the same
range in the diagram, although effects of the discretization of galaxy populations can be ob-
served in the simulated case as linear features. The observed color-magnitude distribution
appears smoother, as galaxy populations represent a continuum and therefore occupy the color-
magnitude space in a more uniform way.
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Table 11.5 – Results of the Gelman-Rubin test for the “3 populations” test.
Population log10(φ
∗) M∗ α φe Me
E/S0 1.000 1.001 1.027 1.074 1.000
Sp 1.010 1.000 1.003 1.004 1.004
Irr 1.033 1.040 1.008 1.001 1.004
Note: The values of
√
R (cf Section 8.1.4) are obtained using 2 chains, whose burn-in phase for each
chain is determined by eye. All values are < 1.1, which is a hint that in each case,
all the chains have converged to the same distribution.
The parameters above are given for H0 = 100 km.s−1.Mpc−3.
11.5. The joint posterior PDF resulting from the combined accepted states of all the chains
after burn-in contains 6,957 accepted iterations out of 102,591 propositions, corresponding to
an overall 6.8% acceptance rate after burn-in. The posterior plots for population E/S0, Sp and
Irr are shown in Figure 11-7, 11-8, and 11-9 respectively, and the corresponding summary
statistics are displayed in Table 11.6.
The graphs show that all input parameters lie within the 68% credible region of the poste-
rior, which means that the updated pipeline still generates consistent constraints with the input
parameters. However, we notice a significant loss of precision compared to the previous tests
performed in Section 9.5, as measured by the increased width of the various credible regions.
This loss of precision appears to be population-dependent: the widening effect is most striking
in the posterior plot of the E/S0 population, where the size of the 99% credible regions almost
fills the entire parameter space.
This is not merely a zoom effect arising from the different prior bounds used for this test
relative to previous tests. In fact, we compared the projected width of the 68% credible re-
gions for each parameter of each population. The results, shown in Table 11.7, show that the
widths of the marginal posteriors in this test are systematically wider than those of the test
with 2 populations, with a relative widening ranging from 110% for the Me parameter of the
Sp population to 687% wider for the log10 φ
∗ parameter of the E/S0 population. This can be
attributed to the relatively low number of galaxies in each population, especially of E/S0 over
the input mock image (only 1,819 generated by Stuff, compared to the 10,447 E/S0s in the
test with 2 populations), which generates little constraints on the properties of this population.
Therefore one might expect that more precise inferences can be performed with our pipeline as
the number of extracted galaxies in each population increases in input images (or equivalently
as we use input images with larger areas on the sky).
11.3 Application to CFHTLS data
Our pipeline is now ready to be applied on real galaxy survey images. As input data, we
use the “proposal 3” field image of the CFHTLS D1 T0007bis stack in the u and i optical
bands (cf Section 11.1), as well as the same area in the WIRDS field (T0002 stack) in the
Ks infrared band. The pipeline is run in the same configuration as the “3 populations” test
detailed in Section 11.2, the only difference being the bounds of the uniform prior distribution
for the φ∗ and α parameters, listed in Table 11.8. Here, we have broadened the prior intervals
compared to the “2 populations” test (cf Section 9.5.1) in order to include LF values that,
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Table 11.6 – Summary statistics on the marginalized posterior distributions for the galaxy
populations in the “3 populations” test and comparison with the input values.
Population Parameters Input value Mean MAP a 68% interval 95% interval 99% interval
log10(φ
∗) -2.00 -3.22 -2.33 [-3.95,-1.75] [-5.48,-1.53] [-5.89,-1.53]
M∗ -19.97 -20.11 -20.83 [-21.87,-18.98] [-21.97,-17.48] [-21.97,-17.03]
E/S0 α -0.5 -1.10 -1.06 [-1.76,-0.31] [-2.19,-0.01] [-2.36,-0.01]
φe -1.53 -0.60 -0.38 [-2.52,1.32] [-2.92,1.92] [-2.92,1.97]
Me -1.77 -1.39 -1.54 [-2.31,-0.81] [-2.49,-0.19] [-2.49,-0.04]
log10(φ
∗) -2.38 -2.72 -2.52 [-3.37,-2.00] [-3.97,-1.52] [-4.45,-1.52]
M∗ -19.84 -20.51 -20.83 [-21.68,-19.89] [-21.97,-18.70] [-21.97,-17.96]
Sp α -1.3 -1.39 -1.53 [-1.77,-1.19] [-2.05,-0.49] [-2.17,-0.14]
φe 0.03 0.31 -0.04 [-0.46,1.18] [-1.07,1.88] [-1.49,1.98]
Me -1.95 -1.60 -1.91 [-2.41,-1.19] [-2.49,-0.54] [-2.49,-0.17]
log10(φ
∗) -3.70 -3.01 -2.82 [-3.53,-1.97] [-4.47,-1.52] [-5.18,-1.52]
M∗ -19 -19.09 -18.87 [-20.33,-17.28] [-21.52,-17.08] [-21.82,-17.03]
Irr α -1.8 -1.44 -1.61 [-2.06,-0.96] [-2.36,-0.31] [-2.41,-0.04]
φe 1.5 0.64 1.18 [0.33,1.97] [-1.92,1.97] [-2.92,1.97]
Me -2.0 -1.36 -1.69 [-2.41,-0.39] [-2.49,-0.24] [-2.49,-0.06]
Notes: The LF parameters are given for H0 = 100 km.s−1.Mpc−3.
a Maximum A Posteriori
Table 11.7 – Comparison of the width of the 68% credible regions between the results of the
test with 2 populations (Section 9.5.1) and those of the test with 3 populations (Section 11.2).
Population Parameter Width of the 68% interval (test 3 pop) Width of the 68% interval (test 2 pop)
log10(φ
∗) 2.2 0.32
M∗ 2.89 0.8
E/S0 α 1.45 0.25
φe 3.84 0.67
Me 1.5 0.7
log10(φ
∗) 1.37 0.48
M∗ 1.79 1.25
Sp α 0.58 0.12
φe 1.64 0.63
Me 1.22 1.10
log10(φ
∗) 1.56 ∅
M∗ 3.05 ∅
Irr α 1.1 ∅
φe 1.64 ∅
Me 2.02 ∅
Notes: The LF parameters are given for H0 = 100 km.s−1.Mpc−3.
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Figure 11-7 – Joint posterior distribution for the parameters of the E/S0 population resulting
from the “3 populations” test. Each panel is bounded by the prior range values. The dark red,
orange and yellow areas in the contour plots represent the 99%, 95% and 68% credible regions
respectively. The black crosses and red dots are the mean of the posterior and input true value
resp. In the marginalized posterior panels, the black dotted and red lines represent the posterior
mean and the true value resp.
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Figure 11-8 – Joint posterior distribution for the parameters of the Sp population resulting
from the “3 populations” test. Each panel is bounded by the prior range values. The dark red,
orange and yellow areas in the contour plots represent the 99%, 95% and 68% credible regions
respectively. The black crosses and red dots are the mean of the posterior and input true value
resp. In the marginalized posterior panels, the black dotted and red lines represent the posterior
mean and the true value resp.
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Figure 11-9 – Joint posterior distribution for the parameters of the Irr population resulting
from the “3 populations” test. Each panel is bounded by the prior range values. The dark red,
orange and yellow areas in the contour plots represent the 99%, 95% and 68% credible regions
respectively. The black crosses and red dots are the mean of the posterior and input true value
resp. In the marginalized posterior panels, the black dotted and red lines represent the posterior
mean and the true value resp.
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Table 11.8 – Uniform prior bounds for the parameters of the luminosity functions, and their
evolution with redshift for the data application.
Parameter φ∗ M∗ α φe Me
lower bound 10−6 -22 -2.5 -3 -2.5
upper bound 100 -17 2 2 0
even though they lead to high numbers of galaxies generated by Stuff, are still physically
plausible (hence the likelihood needs to be computed). In this situation, the observables are
the SExtractor FLUX_AUTO in bands uiKs, and the free parameters of the model are the 5
evolving LF parameters for each population (E/S0, Sp, Irr): φ∗, M∗, α, φe and Me, which leads
to a parameter space of 15 dimensions.
Results
We run the pipeline on a heterogeneous cluster of 7 machines totaling 152 CPU cores.
We launched 10 chains in parallel, with starting points randomly generated from a Gaussian
distribution centered on the LF values of the “3 populations” test and with a variance of 0.1
for each parameter, a first guess that should prevent the chains from starting in completely
unrealistic regions of the parameter space. The Markov chains are expected to converge by the
day of this thesis defense4.
4Hopefully...
Chapter 12
Conclusion and perspectives
In the present thesis, we have laid the basis for a new method to infer robust constraints on
galaxy evolution models. In this method, populations of synthetic galaxies are generated by
an empirical model, sampled from luminosity functions for each galaxy type, and determined
by the SEDs of the bulge and disk components and the bulge-to-total ratio. In order to re-
produce the selection effects affecting real catalogs, we use an image simulator to reproduce
realistic survey images with the appropriate instrumental characteristics. Real and mock im-
ages undergo the same source extraction process. After a pre-processing step, the distributions
of extracted observables (fluxes and effective radii) are then compared via a binned maximum
likelihood method, and we minimize their discrepancy using an adaptive MCMC sampling
scheme in the parametric Bayesian indirect likelihood framework, designed for an efficient
exploration of the parameter space.
This is one of the first attempts in the field of galaxy evolution to make image simulation
a central part of the inference process. We have tested the self-consistency of this approach
using a simulated image of a CFHTLS Deep field covering 1 deg2 on the sky in three bands:
u and i in the optical, and Ks in the near infrared, generated with the Stuff model containing
E/S0 and spiral galaxies with evolving size and luminosity.
Starting from non-informative uniform priors, we found that our pipeline can reliably infer
the input parameters governing the luminosity and size evolution of each of the galaxy pop-
ulations in a few 104 iterations, using few and disjointed observables, that is, the photometry
(fluxes and radii) of the extracted sources in uiKs. In each test performed, the input parameters
lie within the 68% highest posterior density region. We have also compared the results of our
method with those of the classical photometric redshifts approach, with measurements from
SED fitting on one of the mock sample, and found that when using the same set of observables
(uiKs photometry), our inference pipeline yields more accurate results.
As the validity of our pipeline has been established on mock data, we have applied it to a
fraction of the area of an observed CFHTLS Deep field covering ∼0.1 deg2 in the sky, in order
to infer the luminosity distributions and their evolution of three galaxy populations (E/S0, Sp
and Irr). We are now waiting for the results of the inference, but further tests performed on
realistic mock data with the same area containing these three populations suggest that a loss
of accuracy in the inference can be expected compared to the results of the first test cases with
only two populations.
The next logical step for this project would use larger areas of the CFHTLS (i.e. the full
D1+W1 fields or the 4 Deep fields) as input data to better constrain the input parameters of
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the model. Another possible future work could consist in combining these data with several
extragalactic surveys at various depths and with different instrumental setups simultaneously,
such as HUDF (Williams et al., 2010) at z ∼ 2, and SDSS (Blanton et al., 2003) at z ∼ 0.1,
in order to constrain the evolution of galaxies in a wide range of redshifts. Nevertheless,
such application will raise various modeling issues. In particular, real survey images display
a continuum of galaxy populations, and our model only generates a discrete number of galaxy
populations, defined by their bulge and disk SEDs and their B/T ratio. In practice, the number
of modeled populations will be limited by computing time, as more populations lead to more
free parameters to infer, hence to more iterations for the pipeline to find the high probability
regions. This will certainly require a compromise between the desired accuracy of the modeled
universe and convergence of the chains within a reasonable computing time.
One issue of concern in the posterior distributions that we derived with our pipeline is il-
lustrated by the fact that the 68% shaded region is large compared to the distance between the
input parameters and the mean of the posterior. Two causes of this enlargement are suspected:
first, the small number (only ∼ 103 for the E/S0 population in the “3 populations” case) of input
galaxies spread on input images for tests generates few constrains for the possible parameter
values of their luminosity function. Using surveys with large statistics in the number of charac-
teristic population of galaxies is, as always, preferable, and should limit this effect, as attested
by the fact that the populations with the most numerous galaxies in input images (i.e. Sp, Irr)
have their parameters better constrained than the populations with less galaxies in all our test
runs (i.e. E/S0). We also suspect the “temperature” term, that we use in order to circumvent
the stochastic nature of each model realization, to play a role in the size of our posteriors. In
essence, the model’s stochasticity itself (galaxies are randomly drawn from the distribution
functions) inevitably contributes to the uncertainty in the posterior. We have no quantitative
estimate of this enlargement and we suspect it might be a limiting factor on the precision of the
parameter inference. Estimating this enlargement from simulated data would have required us
to generate a very large number of realizations for each step of the chain (hence we could have
turned off the “temperature” term). This would, however, be prohibitive in computing time,
even in the considered simple tests performed in this thesis.
Moreover, there is room for several technical improvements of our pipeline, in order to
guarantee a faster convergence and a more accurate inference:
• As implemented in the present thesis, our method faces the inevitable curse of dimen-
sionality. In fact, as we bin each observable over ten intervals, for each observable added
the hyper-dimensional number of bin increases by one order of magnitude. This limits
our approach to a restricted number of observables in order to prevent memory errors. In
order to adapt this method to higher numbers of observables, we may have to change our
strategy and reduce the dimensionality of the problem, either via principal component
analysis or by binning only projections of the datasets instead of binning the complete
observable space, with the drawback of losing mutual information. More sophisticated
methods using unsupervised machine learning, such as autoencoders1 trained on large
simulated datasets, could be used to minimize the loss of information induced by the
dimensionality reduction.
• Instead of binning the distribution of observables, whose results depend on the bin edges
1Autoencoders are neural networks that are trained to learn a representation (or “encoding”) of a dataset for
the purpose of dimensionality reduction.
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and bin width, a more reliable method for density estimation for multivariate data is Ker-
nel Density Estimation (KDE). KDE transforms the data points into a smooth density
field, and alleviates the dependence of the results on the bin edges by centering a uni-
modal function with mean 0, the kernel, on each data point. In practice, KDE is more
computationally expensive than binning, and also requires some level of hand tuning, in
the form of the right kernel function and the optimal bandwidth, which in KDE is the
analog of bin width in histograms.
• The mean runtime of an MCMC chain in the context of the test cases described in Chap-
ter 9 is approximately two weeks. Up to 50% of this runtime is currently spent in job
scheduling latencies for each iteration (as shown in Figure 9-4). A more integrated ap-
proach, based, for example, on Message Passing Interface (MPI) and operating only in
memory might reduce those latencies. The next step would be to increase computational
efficiency by offloading the most time-consuming image rendering and source extraction
tasks to graphics processing units (GPUs), especially convolutions and rasterizations.
• We emphasize that on the order of 104 iterations is needed to attain convergence in the
test cases studied. Considering the high computational cost of this approach, one may
wonder how to attain faster convergence in realistic frameworks (i.e. when applied to
the full area covered by imaging surveys, deep or shallow). In that regard, Gutmann and
Corander (2016), who explored the computational difficulties arising from likelihood-
free inference methods, proposed a strategy based on probabilistic modeling of the re-
lation between the input parameters and the difference between observed and synthetic
data. This approach would theoretically reduce the number of iterations needed to per-
form the inference.
• Instead of using the evolving luminosity functions as input parameters of our empiri-
cal model to generate simulated populations of galaxies whose SEDs are fixed, a more
physically-driven approach would make the SEDs of the bulge and disk of the differ-
ent populations evolve with redshift via a stellar population synthesis model such as
PEGASE.2 (Fioc and Rocca-Volmerange 1999). In this case, the free parameters to con-
strain would be the parameters governing the evolution of the stellar mass functions of
each component (bulge or disk) of each galaxy population with redshift. But such ap-
proach would be much more demanding in terms of computing resources than the simple
empirical approach developed in this thesis, as it would lead to an increase in the number
of input parameters to infer.
Finally, more realistic mock astrophysical images would lead to more precise inferences:
• The addition of a likely stellar field to the simulated images would contaminate the source
extraction process in a realistic way. This could be done via the use of photometric
catalogs from real or simulated stellar surveys (e.g. Gaia Collaboration et al. 2016, Robin
et al. 2012).
• The contribution of clustering and environmental effects influence the colors (e.g. Madg-
wick et al. 2003, Bamford et al. 2009) and spectral types (Zehavi et al., 2002) of galaxies
as a function of the local density and location within the cosmic web: red and quiescent
galaxies are mostly distributed in regions of high density, such as the centers of clusters,
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whereas blue and star forming galaxies are less clustered. Galaxy clustering also has an
impact on source blending and confusion. These effects are not implemented in Stuff,
and this might bias our results in a way that is difficult to estimate.
• The present application uses as a reference the CFHTLS Deep survey, whose sensitivity
is very homogeneous over the field of view. This is, however, not the case for many sur-
veys. A more general application of the method would require simulating each individual
raw survey exposure, and performing the very same co-addition as with the observed data
to generate stacks, hence reproducing all the observational effects affecting the reduced
images, which would require a lot of computing power but could be done for large and
shallow surveys such as the Dark Energy Survey (Collaboration et al. 2005).
Because the pipeline in this work makes it possible to constrain not only the galaxy lu-
minosity evolution, but also the evolution of galaxy sizes, it opens interesting perspectives for
addressing the current debate on the evolution of galaxy sizes with cosmic time. The contradic-
tory results of, for example, Longhetti et al. (2006), Trujillo et al. (2007), Saracco et al. (2010),
and Morishita et al. (2014) on the growth of massive early-type galaxies may be plagued with
the varying selection effects in the surveys on which these analyses are based.
The broad features of the technique we detailed in this thesis are model-independent and
can be applied to a variety of problems. In fact, similar forward modeling approaches have been
used recently to infer the distribution of galaxy redshifts in cosmological galaxy samples (e.g.
Herbel et al. 2017), or to constrain cosmological parameters directly from image simulations
reproducing the effects of “cosmic shear”, the weak gravitational lensing caused by large scale
structure (e.g. Refregier and Amara 2014, Fenech Conti et al. 2017, Hildebrandt et al. 2017).
The forward modeling method, although expensive in terms of computing time, could provide
astronomers with promising and reliable results in the context of future large-scale surveys
such as the Dark Energy Survey (Collaboration et al. 2005) or Euclid (Laureijs et al. 2011).
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