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This paper is concerned with the one-dimensional wave equation on a unit interval,
where the left-end boundary condition (BC) is linear, while the right-end BC is general
nonlinearity. We give the dynamical behavior of the Riemann invariants (u, v) of the wave
equation in terms of the total variations, and show that chaotic vibration occurs when η
enters a certain parameter range.
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1. Introduction
In this paper, we will study the vibration of the solution w of the 1D wave equation⎧⎪⎪⎨
⎪⎪⎩
wxx(x, t) − wtt(x, t) = 0, 0< x< 1, t > 0,
wx(0, t) = −ηwt(0, t), η > 0, η = 1, t > 0,
wx(1, t) = f
(
wt(1, t)
)
, t > 0,
w(x,0) = w0(x), wt(x,0) = w1(x), 0< x< 1.
(1.1)
The 1D wave equation with different boundary conditions is a useful model for studying chaotic vibration of distributed
parameter systems. See [3–8].
Note that the boundary condition at the left endpoint x = 0 is linear, which represents the injection of energy into the
system if η > 0. The other boundary condition is nonlinear deﬁned by f . Throughout this paper, we assume that f ∈ C2(R)
satisﬁes
(A1) lim
x→∞
f (x)
x
= −∞,
(A2) f ′(x) < 1, ∀x ∈ R,
(A3) f (0) = 0, f ′(0) > 0.
In the series of works in [3,4,6,8,11–14], the authors have considered the system (1.1) with
f (y) = αy − β y3, (1.2)
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the interactions of the linear and nonlinear boundary conditions can cause chaos when the parameter η enters a certain
regime for ﬁxed β > 0 and 0 < α < 1. Then Chen et al. [3] characterized the highly oscillatory behavior of the Riemann
invariants (u, v) which is given by (1.3) in terms of the growth of the total variation of u(·, t) and v(·, t) as t → ∞. They
showed that for a parameter range of η when (u, v) is chaotic, there exists a large class of initial conditions u0(·) and v0(·)
with bounded variations on [0,1] such that
lim
t→∞ V [0,1]
(
u(·, t))= ∞, lim
t→∞ V [0,1]
(
v(·, t))= ∞,
where u and v are the solutions of (1.4)–(1.6) with f is given by (1.2). Furthermore, Huang et al. [11,12] obtained a
classiﬁcation for the growth of the total variations as the parameter η varies. More precisely, they showed that for given
ﬁxed β > 0 and 0 < α < 1, there exist η0 and η1 with 0 < η1 < η0 < 1 such that the total variations V [0,1](u(·, t)) and
V [0,1](v(·, t)) remain bounded, or are unbounded or grow exponentially when the parameter enters the region (0, η1) ∪
(η−11 ,+∞), (η1, η0) ∪ (η−10 , η−11 ), and [η0,1) ∪ (1, η−10 ], respectively, for some initial conditions u0 and v0. The critical
values η0 and η1 will be given in (4.2) and (4.3), respectively, in Section 4, where η1 is expressed in an implicit form.
Recently, Hu [10] considered the chaotic vibration of the system (1.1) with the equation replaced by
wtt − dwtx − c2wxx = 0,
and f has the form
f (y) = αy − β y2m+1,
for any positive integer m. Actually, all the above cases, including the general boundary condition case considered in this
paper, were proposed to be investigated in the review’s paper by Chen et al., in [4]. But they did not show deep analysis
which we shall do in this paper. We shall consider a general boundary condition at the right-hand side with f satisfying
assumptions (A1)–(A3). The growth of the total variation of u and v is classiﬁed with respect to the parameter η. We will
derive in a totally different way from [11,12] to ﬁnd the critical values of η. As a result, we can obtain the critical value η1
explicitly when f (y) is given by (1.2). See (4.5).
Let
u = 1
2
(wx + wt), v = 1
2
(wx − wt). (1.3)
We obtain the following ﬁrst order symmetric hyperbolic system
∂
∂t
[
u(x, t)
v(x, t)
]
=
[
1 0
0 −1
]
∂
∂x
[
u(x, t)
v(x, t)
]
, 0< x< 1, t > 0, (1.4)
with the boundary conditions
v(0, t) = ϕη
(
u(0, t)
)≡ η + 1
η − 1u(0, t), t > 0, (1.5)
and
u(1, t) = φ(v(1, t)), t > 0. (1.6)
For given x ∈R
φ(x) = x+ p(x), (1.7)
where y = p(x) is the unique real solution of the equation
f (y) − y − 2x = 0,
the existence and uniqueness for the solution of the above equation are assured by assumptions (A1) and (A2).
The initial conditions for u and v are
u(x,0) = u0(x) ≡ 1
2
[
w ′0(x) + w1(x)
]
, v(x,0) = v0(x) ≡ 1
2
[
w ′0(x) − w1(x)
]
, 0< x< 1.
Throughout, we assume that the initial values u0 and v0 satisfy the compatible conditions
v0(0) = ϕη
(
u0(0)
)
, u0(1) = φ
(
v0(1)
)
. (1.8)
It is well known that the general solution of (1.1) is given by
w(x, t) = F (x− t) + G(x+ t),
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u(x, t) = G ′(x+ t), v(x, t) = F ′(x− t),
u0(x) = G ′(x), v0(x) = F ′(x), 0< x< 1,
and
F ′(−t) = ϕη
(
G ′(t)
)
, G ′(1+ t) = φ(F ′(1− t)), t > 0.
Therefore, we have
u(x, t) = G ′(x+ t) = u0(x+ t),
for 0< x+ t  1, and
u(x, t) = G ′(1+ (x+ t − 1))= φ(F ′(1− (x+ t − 1)))= φ(v0(2− (x+ t))),
for 1< x+ t  2, and
u(x, t) = G ′(1+ (x+ t − 1))= φ(F ′(−((x+ t) − 2)))= φ ◦ ϕη(u0(x+ t − 2)),
for 2< x+ t and t  2.
Summing up the above, we have
u(x, t) =
⎧⎨
⎩
u0(x+ t), t  1− x,
φ(v0(2− x− t)), 1− x< t  2− x,
φ ◦ ϕη(u0(x+ t − 2)), 2− x< t  2.
Inductively, for t = 2k + τ , k = 0,1,2, . . . , 0 τ  2, we have
G ′(x+ t) = (φ ◦ ϕη)k
(
G ′(x+ τ )),
where
(φ ◦ ϕη)n =
n︷ ︸︸ ︷
(φ ◦ ϕη) ◦ (φ ◦ ϕη) · · · (φ ◦ ϕη)
is the n-times iterative composition of φ ◦ ϕη .
So the solution u of (1.4)–(1.6) can be expressed explicitly as follows: for t = 2k + τ , k = 0,1,2, . . . , 0  τ  2, and
0 x 1,
u(x, t) =
⎧⎪⎨
⎪⎩
(φ ◦ ϕη)k(u0(x+ τ )), τ  1− x,
ϕ−1η ◦ (ϕη ◦ φ)k+1(v0(2− x− τ )), 1− x< τ  2− x,
(φ ◦ ϕη)k+1(u0(τ + x− 2)), 2− x< τ  2.
(1.9)
Similarly,
v(x, t) =
⎧⎪⎨
⎪⎩
(ϕη ◦ φ)k(v0(x− τ )), τ  x,
ϕη ◦ (φ ◦ ϕη)k(u0(τ − x)), x< τ  1+ x,
(ϕη ◦ φ)k+1(v0(2+ x− τ )), 1+ x< τ  2,
(1.10)
where t = 2k + τ , k = 0,1,2, . . . , 0  τ  2, and 0  x  1. Here we have obtained the explicit expression of the solution
(u, v) by traveling wave approach. Actually we can also get the same results by the method of characteristics. See [6].
The paper is organized as following. In Section 2, we ﬁnd a critical value 0< η0 < 1 such that for every η with η0  η < 1
the total variations of u(·, t) and v(·, t) grow exponentially as t → ∞ for some initial conditions u0 and v0 with bounded
variations. In Section 3, we ﬁrst focus on the boundedness and unbounded growth of the total variation of the iterates gn .
Under two additional assumptions (A4) and/or (A5) for f , four critical values η±1 and η
±
0 with
0< η±1 < η
±
0 < 1,
will be found such that the total variation V I± (g
n), remains bounded and grows unbounded as n → ∞ for 0 < η < η±1
and η±1 < η < η
±
0 , respectively. See Lemmas 3.4 and 3.5. Then the total variations of the solutions u(·, t) and v(·, t) are
showed to be bounded and unbounded, respectively, for 0 < η < η±1 and η
±
1 < η < η
±
0 , for some initial conditions. Finally
two examples are given in Section 4 and the simulation results are given in Section 5 to illustrate applications of our results.
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For simplicity and clarity, we write ϕη brieﬂy as ϕ and g = gη = ϕη ◦ φ.
Recall that
g(x) = η + 1
η − 1
(
x+ p(x)), (2.1)
where y = p(x) is the unique real solution of the equation
f (y) − y − 2x = 0.
Thus g can also be written as
g(x) = η + 1
η − 1
f (y) + y
2
, y = p(x). (2.2)
Some properties of the interval map g are listed in the following lemma.
Lemma 2.1. Let η > 0, η = 1. Then
(1) g(0) = 0 and x= 0 is repelling;
(2) g has the nonzero ﬁxed points
x0 = f (y0) − y0
2
= −η + 1
2
y0, where y0 = p(x0) and f (y0) + ηy0 = 0;
(3) g = 0 has the nonzero real roots
x1 = f (y1) − y1
2
= −y1, where y1 = p(x1) and f (y1) + y1 = 0;
(4) g′ = 0 has the nonzero real roots
x2 = f (y2) − y2
2
, where y2 = p(x2) and f ′(y2) = −1;
also
g′(x) = η + 1
η − 1
f ′(y) + 1
f ′(y) − 1 , where y = p(x);
g′′(x) = 4η + 1
η − 1
f ′′(y)
(1− f ′(y))3 , where y = p(x).
Proof. For (1), by (2.1), we have
g(0) = η + 1
η − 1
(
0+ p(0)), p(0) = 0.
So g(0) = 0. By (2.2) and the chain rule of derivative, we have
g′(x) = η + 1
η − 1
f ′(y) + 1
f ′(y) − 1 , where y = p(x).
Thus,
g′(0) = η + 1
η − 1
f ′(0) + 1
f ′(0) − 1 .
Since 0 < f ′(0) < 1 by assumptions (A2) and (A3), a routine check shows that g′(0) > 1 and g′(0) < −1 when 0 < η < 1
and 1< η, respectively. So x = 0 is repelling.
For (2), if η > 0 and η = 1, then assumptions (A1)–(A3) assure that each of the following equations
f (y) + ηy = 0, f (y) + y = 0, f ′(y) + 1= 0
has at least one positive and negative solutions, respectively.
Now, let y0 = 0 satisﬁes
f (y0) + ηy0 = 0.
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x0 = p−1(y0) = f (y0) − y0
2
= −η + 1
2
y0,
and g(x0) = x0. So we have (2).
For (3) and the ﬁrst part of (4), they can be proved similarly. The second part of (4) can be showed by direct computa-
tion. 
Deﬁne
y−1 =max
{
y
∣∣ f (y) + y = 0, y < 0}, y+1 =min{y ∣∣ f (y) + y = 0, y > 0}, (2.3)
and
x−1 = p−1
(
y−1
)= f (y−1 ) − y−1
2
, x+1 = p−1
(
y+1
)= f (y+1 ) − y+1
2
.
The x−1 and x
+
1 are the zero points of g which are nearest to origin from right and left, respectively.
Let
I− = [0, x−1 ], I+ = [x+1 ,0]. (2.4)
We consider the dynamical behavior of the interval map g on I− and I+ , respectively. To do this end, we need
Lemma 2.2. If f satisﬁes assumptions (A2) and (A3), then
(1) the map h(y) = ( f (y) − y)/2 is strictly decreasing;
(2) f (y) < y if and only if y > 0.
Proof. It is obvious. 
We now ﬁnd conditions which assure that g has a homoclinic point in I− and I+ . A suﬃcient condition is to ﬁnd a
critical value η such that there exist points x′− ∈ I− and x′+ ∈ I+ with
gη
(
x′−
)
 x−1 , gη
(
x′+
)
 x+1 .
For these purpose, we deﬁne
η−0 (y) =
2y−1 − ( f (y) + y)
2y−1 + ( f (y) + y)
, y ∈ (y−1 ,0); (2.5)
η+0 (y) =
2y+1 − ( f (y) + y)
2y+1 + ( f (y) + y)
, y ∈ (0, y+1 ). (2.6)
Lemma 2.3. Let η−0 (y) and η
+
0 (y) be deﬁned above. We have
(1) 0< η−0 (y) < 1, y ∈ (y−1 ,0) and 0< η+0 (y) < 1, y ∈ (0, y+1 );
(2) for x ∈ int I− , gη(x) > x−1 if and only if η−0 (y) < η < 1, where x= ( f (y) − y)/2;
(3) for x ∈ int I+ , gη(x) < x+1 if and only if η+0 (y) < η < 1, where x= ( f (y) − y)/2.
Proof. For (1), if y ∈ (y−1 ,0), then we have f (y) + y < 0, which implies η−0 (y) < 1. On the other hand,
y−1 − f (y) < y − f (y) < 0< y − y−1 ,
implies
2y−1 −
(
f (y) + y)< 0.
Then η−0 (y) > 0. Similarly, we have 0< η
+
0 (y) < 1 for every y = p−1(x) ∈ int I+ .
For (2), if x ∈ int I− , a routine check shows that gη(x) = x−1 if and only if η = η−0 (y). Since
∂ gη
∂η
= −2
(η − 1)2
f (y) + y
2
> 0,
where x = ( f (y) − y)/2, we have (3).
The proof of (3) is similar. 
74 L.L. Li, Y. Huang / J. Math. Anal. Appl. 361 (2010) 69–85By Lemma 2.3 and the fact that
η−0 (0) = η−0
(
y−1
)= 1, η+0 (0) = η+0 (y+1 )= 1,
there exist y−2 ∈ (y−1 ,0) and y+2 ∈ (0, y+1 ) such that
η−0
(
y−2
)= inf{η−0 (y) ∣∣ y ∈ (y−1 ,0)} def= η−0 , (2.7)
η+0
(
y+2
)= inf{η+0 (y) ∣∣ y ∈ (0, y+1 )} def= η+0 . (2.8)
Let
x−2 =
f (y−2 ) − y−2
2
, x+2 =
f (y+2 ) − y+2
2
.
It is easy to see that gη(x
−
2 ) and gη(x
+
2 ) are the maximum of gη on I
− and the minimum of gη on I+ , respectively. Then
g′η(x−2 ) = 0 and g′η(x+2 ) = 0, namely, f ′(y−2 ) = −1 and f ′(y+2 ) = −1.
Denote
η0 =min
{
η−0 , η
+
0
}
. (2.9)
Lemma 2.4. Let η−0 and η
+
0 be deﬁned in (2.7) and (2.8), respectively. We have
(1) if η−0  η < 1, then
V I−
(
gn
)
 c1 exp(c2n), ∀n = 1,2, . . . ; (2.10)
(2) and if η+0  η < 1, then
V I+
(
gn
)
 c1 exp(c2n), ∀n = 1,2, . . . ; (2.11)
for some positive constants c1 > 0 and c2 > 0.
Proof. Here we only prove (1), since (2) can be proved in the same way.
If η = η−0 , then I− is the invariant interval of gη . The facts that gη(0) = gη(x−1 ) = 0 and gη(x−2 ) = x−1 imply that gη is
turbulent on I− . Then gη has periodic points with all periods. The conclusion is true by Lemma A.4 in Appendix A.
If η−0 < η < 1, I− is no longer the invariant interval of gη . But gη is also turbulent on I− . So the result follows also from
Lemma A.4 in Appendix A. 
Remark 2.1. For given every η ∈ [η−0 ,1), the maximal ﬁxed point in [0, x−2 ], denoted by p−η , is greater than or equal to 0. If
p−η = 0, then gη has the unique ﬁxed point x = 0 on [0, x−2 ]. Thus for any suﬃciently small ε0 > 0, there exists a positive
integer m such that I− ⊆ gmη ([0, ε0]). So J+ε0 = [0, ε0] can replace I− in (2.10). For η ∈ [η+0 ,1), let p+η denote the minimal
ﬁxed point in [x+2 ,0]. By the same reason, J−ε0 = [−ε0,0] can replace I+ in (2.11) when p+η = 0.
When the map f is odd, we can consider the case that η > 1. In this case, we have η0 = η−0 = η+0 by symmetry.
Lemma 2.5. Suppose that f is odd. If
η ∈ [η0,1) ∩
(
1, η−10
]
,
then
V I−
(
gn
)
 c1 exp(c2n), V I+
(
gn
)
 c1 exp(c2n), ∀n = 1,2, . . . . (2.12)
Proof. If η ∈ [η0,1), the results follow from Lemma 2.4. If η ∈ (1, η−10 ], by the similar method in the proof of [6, Theo-
rem 4.1], we can deduce that −gη has a homoclinic point in I− and I+ , respectively. Thus we have (2.12) by Lemma A.4 in
Appendix A. 
Remark 2.2. If x = 0 is the unique ﬁxed point of gη and −gη on [x+2 , x−2 ], respectively. Similar to Remark 2.1, I− and I+
in (2.12) can be replaced by J+ε = [0, ε0] and J−ε = [−ε0,0], respectively.0 0
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assume that f satisﬁes assumptions (A1)–(A3). And w0 and w1 in (1.1) are suﬃciently smooth such that u0 = 12 (w ′0 + w1)
and v0 = 12 (w ′0 − w1) are compatible with boundary conditions (1.8) and{
0, x−2 , x
+
2
} ∈ Rangeu0 ∩ Range v0.
Theorem 2.1. Let η0 be deﬁned in (2.9) and η ∈ [η0,1). Then, for u = 12 (wx+wt), v = 12 (wx−wt), the total variations V [0,1](u(·, t))
and V [0,1](v(·, t)) grow exponentially as t → ∞.
Theorem 2.2. Let η0 be deﬁned in (2.9) and η ∈ [η0,1) ∩ (1, η−10 ]. Suppose the map f is odd. Then, for u = 12 (wx + wt), v =
1
2 (wx − wt), the total variations V [0,1](u(·, t)) and V [0,1](v(·, t)) grow exponentially as t → ∞.
3. Bounded and unbounded growth of the total variations of u(·, t) and v(·, t) as t → ∞
Let y−2 and y
+
2 denote the nearest points to origin from left and right with f
′(y−2 ) = −1 and f ′(y+2 ) = −1, respectively.
That is
y−2 =max
{
y
∣∣ f ′(y) + 1= 0, y < 0}, y+2 =min{y ∣∣ f ′(y) + 1= 0, y > 0}. (3.1)
In this section, in addition to assumptions (A1)–(A3), we need the following assumptions on f ,
(A4) f ′′(y) > 0, ∀y ∈ [y−1 , y−2 ],
(A5) f ′′(y) < 0, ∀y ∈ [y+2 , y+1 ].
Let’s discuss the properties of gη on I− and I+ , respectively. We mainly consider the case that gη on I− . The latter case
can be done similarly.
Lemma 3.1. Under assumptions (A1)–(A4), we have
(1) gη has at most a ﬁxed point on [x−2 , x−1 ] for every η ∈ (0,1),
(2) x−2 is the unique extremal point of gη on the interval I− .
Proof. For (1), it suﬃces to show that the equation
f (y) + ηy = 0 (3.2)
has at most a solution in [y−2 , y−1 ]. Let
η(y) = − f (y)
y
, y ∈ [y−2 , y−1 ].
Then
η′(y) = f (y) − yf
′(y)
y2
.
Denote
h(y) = f (y) − yf ′(y), y ∈ [y−1 , y−2 ].
Then h′(y) = −yf ′′(y) > 0, for y ∈ [y−1 , y−2 ] by assumption (A4), which implies
h(y) < h
(
y−2
)= f (y−2 )+ y−2 < 0.
Thus η′(y) < 0, which ensures that (3.2) has a solution at most.
The assertion (2) follows from the monotonicity of f ′ on [y−1 , y−2 ] and the fact that gη has no extremal point in
(0, x−2 ). 
From Lemma 3.1, we have that gη is a unimodel like map on I− under assumptions (A1)–(A4). From Lemma A.1 in
Appendix A, the total variation of gη on I− grows unboundedly if gη has a periodic point whose period is 2. In the
following, we will ﬁnd the conditions on the parameter η, under which gη has a periodic point with period 2.
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gη(t) = x,
gη(x) = t. (3.3)
Let y = p(x) and z = p(t), where p(x) is given by (1.7), namely, x = ( f (y) − y)/2 and t = ( f (z) − z)/2. Then we have
y−1 < z < y < 0 by Lemma 2.2. By the representation of gη as (2.2), (3.3) is equivalent to⎧⎪⎪⎨
⎪⎪⎩
η + 1
η − 1
f (z) + z
2
= f (y) − y
2
,
η + 1
η − 1
f (y) + y
2
= f (z) − z
2
,
(3.4)
which is also equivalent to{(
y − f (y))(y + f (y))= (z − f (z))(z + f (z)),
η = ( f (z) − z + f (y) + y)/( f (z) − z − f (y) − y). (3.5)
Deﬁne
h−(y) =
(
y − f (y))(y + f (y)), y ∈ [y−1 , y−2 ]. (3.6)
Lemma 3.2. Under assumptions (A1)–(A4), we have
(1) h−(y−1 ) = 0, and h−(y) > 0, for y ∈ (y−1 , y−2 ];
(2) there exists a unique point y−w ∈ (y−1 , y−2 ) ∩ {y | f (y) > 0}, such that
h′−(y) > 0, ∀y ∈
[
y−1 , y
−
w) and h
′−(y) < 0, ∀y ∈ (y−w , y−2
]
. (3.7)
Proof. The assertion (1) is obvious.
For (2), we have
h′−(y) = 2
(
y − f ′(y) f (y)).
If f (y−2 ) 0, then(
y−1 , y
−
2
)∩ {y ∣∣ f (y) > 0}= (y−1 , y−2 ).
Since
h′−
(
y−1
)= 2y−1 (1+ f ′(y−1 ))> 0, h′−(y−2 )= 2(y−2 + f ′(y−2 ))< 0,
and
h′′−(y) = 2
(
1− ( f ′(y))2 − f (y) f ′′(y))< 0, y ∈ (y−1 , y−2 ),
the result follows from the intermediate value theorem and the monotonicity of h′− .
If f (y−2 ) < 0, there exists a unique point c ∈ (y−1 , y−2 ), such that f (c) = 0.
Since
h′−
(
y−1
)= 2y−1 (1+ f ′(y−1 ))> 0, h′−(c) = 2c < 0,
and
h′′−(y) = 2
(
1− ( f ′(y))2 − f (y) f ′′(y))< 0, y ∈ (y−1 , c],
h′−(y) < 2
(
y + f (y))< 0, y ∈ (c, y−2 ),
we have (2) by the same reasons as before. 
Remark 3.1. By Lemma 3.2, we have that for every y ∈ [y−w , y−2 ], there exists a unique point z ∈ (y−1 , y−w ] such that h−(y) =
h−(z). And h−(y−w) is the unique maximum value of h− on [y−, y−].1 2
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η−(y) = f (z) − z + f (y) + y
f (z) − z − f (y) − y , y ∈
[
y−w , y−2
]
, (3.8)
where z is uniquely decided by h−(z) = h−(y). It is easy to see that 0< η−(y) < 1, for every y ∈ [y−w , y−2 ]. Note that y−w is
independent of η.
Lemma 3.3. Under assumptions (A1)–(A4), we have
(1) if y ∈ (y−w , y−2 ], then x= p−1(y) ∈ [x−2 , x−w) is a periodic point with period 2 if and only if η = η−(y);
(2) if η = η−(y−w), then x−w = p−1(y−w) is the ﬁxed point of gη on int I− and g′η(x−w) = −1.
Proof. The assertion (1) follows directly from the deﬁnition of η−(y) and (3.3)–(3.5).
For (2), since η−(y−w) = − f (y−w)/y−w , x−w is the ﬁxed point of gη by (2) in Lemma 2.1. On the other hand, we have
h′−(y−w) = 2(y−w − f ′(y−w) f (y−w)) = 0 by (2) in Lemma 3.2 and g′η(x) = η+1η−1 f
′(y)+1
f ′(y)−1 by (4) in Lemma 2.1. When η = η−(y−w),
by direct computation, we have g′η(x−w) = −1. 
Remark 3.2. Let x ∈ [x−2 , x−w) and y = p(x). If 0< η < η−(y), then g2η(x) > x by Lemma 3.3.
Deﬁne
η−1 =min
{
η−(y)
∣∣ y ∈ [y−w , y−2 ]}. (3.9)
Then we have
0< η−1 < η
−
0 < 1, (3.10)
where η−0 is given by (2.7).
Lemma 3.4. Under the assumptions (A1)–(A4), we have
(1) for any η ∈ (0, η−0 ], the interval I− is the bounded invariant interval of the map gη;
(2) if η ∈ (0, η−1 ), then
V I−
(
gn
)
 C, ∀n = 1,2, . . . , (3.11)
for some positive constant C ;
(3) if η ∈ (η−1 , η−0 ), then
lim
n→∞ V I−
(
gn
)= ∞. (3.12)
Proof. For (1), it suﬃces to prove that the maximal value gη(x
−
2 ) of gη on I
− satisﬁes g(x−2 )  x
−
1 . In fact, for every
η ∈ (0, η−0 ], we have
g
(
x−2
)= η + 1
η − 1
f (y−2 ) + y−2
2

η−0 + 1
η−0 − 1
f (y−2 ) + y−2
2
= −y−1 = x−1 .
For (2), from Lemma 3.1 we know that gη is a unimodal like map on I− under assumptions (A1)–(A4). In addition, we
have from (1) in Lemma 3.2 that gη has no periodic point with period 2 if η ∈ (0, η−1 ). Similar to the proof of Lemma 2.3
in [12], we can have (3.11).
For (3), by (1) in Lemma 3.3 that gη has a periodic point with period 2 if η ∈ (η−1 , η−0 ). Thus
lim
n→∞ V [0,p1]
(
gnη
)= ∞,
by Lemma A.1. Here {p1, p2} with p1 < p1 is the periodic orbit of gη with period 2. Thus we have (3). 
Remark 3.3. If x = 0 is the unique ﬁxed point of gη on [0, x−2 ], that is, the graph of gη on [0, x−2 ] lies above the diagonal.
Similar to Remark 2.1, I− in (3.12) can be replaced by J+ε = [0, ε0], for any ε0 > 0.0
78 L.L. Li, Y. Huang / J. Math. Anal. Appl. 361 (2010) 69–85Likewise, consider the properties of gη on the interval I+ under assumptions (A1)–(A3) and (A5).
Deﬁne
h+(y) =
(
y − f (y))(y + f (y)), y ∈ [y+2 , y+1 ]. (3.13)
Then h+ has the similar properties as h− which is stated in Lemma 3.2. Deﬁne
η+(y) = f (z) − z + f (y) + y
f (z) − z − f (y) − y , y ∈
[
y+2 , y
+
w
]
, (3.14)
where y+w is the unique zero point of h′+ and z is decided uniquely by the equation h+(z) = h+(y). We also have 0 <
η+(y) < 1, for every y ∈ [y+2 , y+w ].
Let
η+1 =min
{
η+(y)
∣∣ y ∈ [y+2 , y+w]}. (3.15)
Then
0< η+1 < η
+
0 < 1, (3.16)
where η+0 is deﬁned by (2.8).
Lemma 3.5. Under assumptions (A1)–(A3) and (A5), we have
(1) if η ∈ (0, η+0 ], then the interval I+ is the bounded invariant interval of the map gη;
(2) if η ∈ (0, η+1 ), then
V I+
(
gn
)
 C, ∀n = 1,2, . . . , (3.17)
for some positive constant C ;
(3) if η ∈ (η+1 , η+0 ), then
lim
n→∞ V I+
(
gn
)= ∞. (3.18)
Deﬁne
η1 =min
{
η−1 , η
+
1
}
. (3.19)
Finally in this section, we come back to the growth of the total variations of the solution u and v of (1.4)–(1.6). From
Lemmas 3.4 and 3.5, we have the following results case by case.
In Theorems 3.1–3.5, we always assume that f satisﬁes assumptions (A1)–(A5). And the initial conditions w0 and w1
in (1.1) are suﬃciently smooth and piecewise monotone with ﬁnite many extremal points such that u0 = 12 (w ′0 + w1) and
v0 = 12 (w ′0 − w1) are compatible with boundary conditions (1.8).
Theorem 3.1. Let η ∈ (0, η1). Assume that u0 and v0 satisfy
∣∣u0(x)∣∣ ∣∣∣∣1− η1+ η
∣∣∣∣min{x−1 ,−x+1 }, ∣∣v0(x)∣∣min{x−1 ,−x+1 }, x ∈ [0,1].
Then for u = 12 (wx + wt), v = 12 (wx − wt), we have
V [0,1]
(
u(·, t)) C, V [0,1](v(·, t)) C, (3.20)
for any t  0. Here C is a constant independent of t.
Theorem 3.2. Let η ∈ (η1, η0). Assume that u0 and v0 satisfy[
0, x−2
]
or
[
x+2 ,0
] ∈ Rangeu0 ∩ Range v0.
Then for u = 12 (wx + wt), v = 12 (wx − wt), we have
lim
t→∞ V [0,1]
(
u(·, t))= ∞, lim
t→∞ V [0,1]
(
v(·, t))= ∞. (3.21)
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η+i = η−i , i = 0,1.
For the case that
0< η+1 < η
−
1 < 1, (3.22)
we have
Theorem 3.3. Assume (3.22) and η ∈ (η+1 , η−1 ). We have the following conclusions:
(a) If Rangeu0 ⊆ (−∞,0], Range v0 ⊆ [0,+∞) and∣∣u0(x)∣∣ 1− η
1+ η x
−
1 , v0(x) x
−
1 , x ∈ [0,1],
then
V [0,1]
(
u(·, t)) C, V [0,1](v(·, t)) C, (3.23)
for any t  0. Here C is a constant independent of t.
(b) If [x+2 ,0] ⊆ Range v0 , or [0,−x+2 ] ⊆ Rangeu0 , then
lim
t→∞ V [0,1]
(
u(·, t))= ∞, lim
t→∞ V [0,1]
(
v(·, t))= ∞. (3.24)
If f is odd, consider the case that η > 1. In this case, by symmetry we have
η−1 = η+1 = η1, η−0 = η+0 = η0, x−1 = −x+1 , x−2 = −x+2 . (3.25)
Theorem 3.4. Let η ∈ (0, η1) ∪ (η−11 ,+∞). Assume that f is an odd map and∣∣u0(x)∣∣ ∣∣∣∣1− η1+ η
∣∣∣∣x−1 , ∣∣v0(x)∣∣ x−1 , ∀x ∈ [0,1].
Then for u = 12 (wx + wt), v = 12 (wx − wt), we have
V [0,1]
(
u(·, t)) C, V [0,1](v(·, t)) C, (3.26)
for any t  0. Here C is a constant independent of t.
Theorem 3.5. Let η ∈ (η0, η1) ∪ (η−10 , η−11 ). Assume that f is an odd map and[−x−2 ,0]⊆ Range v0 or [0, x−2 ]⊆ Rangeu0.
Then for u = 12 (wx + wt), v = 12 (wx − wt), we have
lim
t→∞ V [0,1]
(
u(·, t))= ∞, lim
t→∞ V [0,1]
(
v(·, t))= ∞. (3.27)
4. Examples
In this section, we will give two examples to illustrate applications of our results.
Example 4.1. Consider the one-dimensional wave system:⎧⎪⎪⎨
⎪⎪⎩
wxx(x, t) − wtt(x, t) = 0, 0< x< 1, t > 0,
wx(0, t) = −ηwt(0, t), η > 0, η = 1, t > 0,
wx(1, t) = αwt(1, t) + γ w2t (1, t) − βw3t (1, t), t > 0,
w(x,0) = w0(x), wt(x,0) = w1(x), 0< x< 1,
(4.1)
where 0< α < 1, β > 0 and γ 2 < 3β(1−α). Without loss of generality, we are just to consider the case γ  0. It is easy to
see that f (y) = αy + γ y2 − β y3 satisﬁes assumptions (A1)–(A5).
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Case a. If γ = 0, then modal (4.1) has been well studied by a series of papers [3–8,11–14]. They showed that there exist
two critical points η1 and η0 with
η0 =
(
1− 1+ α
3
√
3
)/(
1+ 1+ α
3
√
3
)
, (4.2)
and η1 being the unique real solution of the algebraic equation
1
2
(
1+ αη
3η
)1/2[1+ (3− 2α)η
3η
]
= 1+ η
2
(α + η)1/2, (4.3)
such that the total variation V I (gnη) remains bounded, grows unboundedly and grows exponentially as n → ∞, respectively,
when η ∈ (0, η1) ∪ (η−11 ,∞), η ∈ (η1, η0) ∪ (η−10 , η−11 ) and η ∈ (η0,1) ∪ (1, η−10 ).
We can obtain the same results by our approach. Since f is odd, we have
η+i = η−i , i = 0,1.
Thus we just need to compute η−0 and η
−
1 . Recall that η
−
0 is given by
η−0 =
2y−1 − ( f (y−2 ) + y−2 )
2y−1 + ( f (y−2 ) + y−2 )
,
where y−2 and y
−
1 satisfy f
′(y−2 ) = −1 and f (y−1 ) + y−1 = 0, respectively. Thus
y−2 = −
(
α + 1
3β
)1/2
, y−1 = −
(
α + 1
β
)1/2
.
A direct computation shows that η−0 = η0.
Now we compute η−1 . First of all, by Lemma A.5, we know that
η−1 =min
{
η−(y)
∣∣ y ∈ [y−w , y−2 ]}= η−(y−w)= − f (y−w)y−w , (4.4)
where y−w = f ′(y−w) f (y−w). A direct computation shows that η−1 is the unique positive solution of the following equation
3η2 + 2αη − 1= 0. (4.5)
Surprisedly, by straightforward calculation, (4.3) is equivalent to (4.5). Obviously, (4.5) is much more simple than (4.3).
Case b. If γ > 0, by a tedious calculations, we have
η−0 =
27β[(γ 2 + 4β(α + 1))1/2 − γ ] − [2(γ 2 + 3β(α + 1))3/2 − γ (γ 2 + 9β(α + 1))]
27β[(γ 2 + 4β(α + 1))1/2 − γ ] + [2(γ 2 + 3β(α + 1))3/2 − γ (γ 2 + 9β(α + 1))] (4.6)
and
η+0 =
27β[(γ 2 + 4β(α + 1))1/2 + γ ] − [2(γ 2 + 3β(α + 1))3/2 + γ (γ 2 + 9β(α + 1))]
27β[(γ 2 + 4β(α + 1))1/2 + γ ] + [2(γ 2 + 3β(α + 1))3/2 + γ (γ 2 + 9β(α + 1))] . (4.7)
Furthermore, from the conditions γ 2 < 3β(1− α) and γ > 0 it follows that η−0 > η+0 .
On the other hand, we cannot have the explicit expressions of η−1 and η
+
1 . But for given α, β and γ with the conditions
in modal (4.1) satisﬁed, we can use (3.9) and (3.15), to compute η−1 and η
+
1 , respectively.
Example 4.2. Consider the one-dimensional wave system as below:⎧⎪⎪⎨
⎪⎪⎩
wxx(x, t) − wtt(x, t) = 0, 0< x< 1, t > 0,
wx(0, t) = −ηwt(0, t), η > 0, η = 1, t > 0,
wx(1, t) = αwt(1, t) − βw2m+1t (1, t), t > 0,
w(x,0) = w0(x), wt(x,0) = w1(x), 0< x< 1,
(4.8)
where 0< α < 1, β > 0 and m ∈N. Here f (y) = αy − β y2m+1 is odd and satisﬁes assumptions (A1)–(A5).
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η0 =
(
1− m(1+ α)
(2m+ 1) 2m√2m+ 1
)/(
1+ m(1+ α)
(2m+ 1) 2m√2m+ 1
)
. (4.9)
Secondly, by Lemma A.5, we have
η1 = − f (y
−
w)
y−w
, (4.10)
where y−w = f ′(y−w) f (y−w). Thus
η1 = −
(
α − β(y−w)2m).
Also we have
y−w = f ′
(
y−w
)
f
(
y−w
) ⇔ (2m + 1)(α − β(y−w)2m)
(
α − β(y−w)2m − 2m2m+ 1α
)
= 1.
Therefore, η1 is the unique positive solution of the following equation
(2m+ 1)η2 + 2mαη − 1= 0. (4.11)
5. Numerical simulation results
Consider the one-dimensional wave system (4.1). In this section, simulation results are given to illustrate snapshots of
the vibrations of u(·, t) and v(·, t) of (1.4)–(1.6).
In this section, pick β = 1, γ = 1 and α = 0.5. We have
η−1 ≈ 0.518, η−0 ≈ 0.623, η+1 ≈ 0.294, η+0 ≈ 0.409.
Case a. Choose the initial conditions as
w0(x) = 0.2 sin
(
π
2
x
)
, w1(x) = 0.2 sin(πx), x ∈ [0,1].
Then
u0(x) = 0.1
[
π
2
cos
(
π
2
x
)
+ sin(πx)
]
, x ∈ [0,1], (5.1)
v0(x) = 0.1
[
π
2
cos
(
π
2
x
)
− sin(πx)
]
, x ∈ [0,1]. (5.2)
From Theorems 2.1, 3.1 and 3.2, we have
(1) if 0< η < 0.294, then the total vibrations of u(·, t) and v(·, t) remain bounded as t → ∞;
(2) if 0.294< η < 0.409, then the total vibrations of u(·, t) and v(·, t) have unbounded growth as t → ∞;
(3) if 0.409 η < 1, then the total vibrations of u(·, t) and v(·, t) grow exponentially as t → ∞.
Now display the snapshots of u(·, t) and v(·, t) in Figs. 1 and 2 with the following parameter values:
Fig. 1: η = 0.39, t = 102,
Fig. 2: η = 0.409, t = 102.
Case b. We choose the initial conditions
w0(x) = 1
π
(
x sin
(
π
2
x
)
+ 2
π
cos
π
2
)
, w1(x) = −1.5x cos
(
π
2
x
)
, x ∈ [0,1].
Then
u0(x) = −0.5x cos
(
π
2
x
)
, x ∈ [0,1], (5.3)
v0(x) = x cos
(
π
2
x
)
, x ∈ [0,1]. (5.4)
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Fig. 2. The proﬁles of u(x, t) and v(x, t), respectively, at t = 102, with η = 0.409.
Therefore, from Theorems 2.2 and 3.3, we have
(1) if 0< η < 0.518, then the total vibrations of u(·, t) and v(·, t) remain bounded as t → ∞;
(2) if 0.518< η < 0.62, then the total vibrations of u(·, t) and v(·, t) have unbounded growth as t → ∞;
(3) if 0.62 η < 1, then the total vibrations of u(·, t) and v(·, t) grow exponentially as t → ∞.
Now display the snapshots of u(·, t) and v(·, t) in Figs. 3 and 4 with the following parameter values:
Fig. 3: η = 0.60, t = 102,
Fig. 4: η = 0.62, t = 102.
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Appendix A
Lemma A.1. Let h ∈ C0(I, I). Suppose that h has two distinct ﬁxed points and a periodic point with period 2. Then
lim
n→∞ V [x0,p]
(
hn
)= ∞, (A.1)
where x0 is the smallest ﬁxed point and p is the periodic point with period 2.
Proof. It is a version of [2, Main Theorem 8]. 
Lemma A.2. Let h ∈ C0(I, I). Suppose that h has no periodic point with period 2. Then, for every point c ∈ I , the trajectory {hk(c)}
converges to a ﬁxed point.
Proof. See [1, VI, Proposition 1]. 
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Proof. See [1, II, Lemma 3]. 
Recall the deﬁnition of homoclinic points for a interval map h ∈ C1(I, I) from [9, pp. 122–124]. Let x be a repelling ﬁxed
point and Wuloc(x) be the local unstable set at x. A point q ∈ I is said to be homoclinic to x if q ∈ Wuloc(x) and hm(q) = x for
some positive integer m. In [2, Corollary 9.1], they showed the following result.
Lemma A.4. Let h ∈ C0(I, I). Suppose h is piecewise monotone. Then the following conditions are equivalent:
(1) h has a periodic point whose period is not a power of 2 (where we include 1= 20 as a power of 2);
(2) h has a homoclinic point;
(3) h has positive topological entropy;
(4) the growth rate for the total variation of hn on I grows exponentially.
Lemma A.5. Consider the one-dimensional wave system (4.8). We have
(1) η′−(y−w) = 0, and η′−(y) > 0, y ∈ (y−w , y−2 ],
(2) η′+(y−w) = 0, and η′+(y) < 0, y ∈ [y+2 , y+w).
Proof. Without loss of generality, we just consider β = 1. We will prove (1) for m = 1,2 only. The other cases can be done
in a similar way.
Firstly, a direct computation shows that η′−(y−w) = 0.
Next, by the deﬁnition of η−(y) in (3.8), we have
η−(y) = f (z) − z + f (y) + y
f (z) − z − f (y) − y =
f (y) − y + f (z) + z
f (y) − y − f (z) − z , y ∈
[
y−w , y−2
]
,
where y and z are one-to-one corresponding each other by h−(y) = h−(z). Thus
η′−(y) = 2
( f ′(y) + 1)(( f (z) − z) − z′( f ′(z) − 1)( f (y) + y))
( f (z) − z − f (y) − y)2
= 2 z
′( f ′(z) + 1)( f (y) − y) − ( f ′(y) − 1)( f (z) + z)
( f (y) − y − f (z) − z)2 , y ∈
[
y−w , y−2
]
.
Therefore η′−(y) > 0, y ∈ (y−w , y−2 ] is equivalent to(
yf ′(z) − f (y))z′ + (zf ′(y) − f (z))< 0. (A.2)
On the other hand, by h1(y) = h1(z), we have
(
z2 + y2 − α)2 = 1+ (zy)2, ifm = 1,
or
(
z4 + (zy)2 + y4 − α)2 = 1+ (zy)2(z2 + y2)2, ifm = 2.
Substituting the above two equations to (A.2), respectively, we have that (A.2) is equivalent to
(
z2 + y2 − α)(z2 + y2)> 2(zy)2, ifm = 1,
or
(
z4 + (zy)2 + y4 − α)> 2(zy)2, ifm = 2.
But the last two equations hold automatically. So we have (1).
(2) can be proved similarly. 
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