Graphical models, such a s B a y esian networks and Markov random elds, represent statistical dependencies of variables by a graph. The max-product belief propagation" algorithm is a local-message passing algorithm on this graph that is known to converge to a unique xed point when the graph is a tree. Furthermore, when the graph is a tree, the assignment based on the xed-point yields the most probable a posteriori MAP values of the unobserved variables given the observed ones. Recently, good empirical performance has been obtained by running the max-product algorithm or the equivalent min-sum algorithm on graphs with loops, for applications including the decoding of turbo" codes. Except for two simple graphs cycle codes and single loop graphs there has been little theoretical understanding of the max-product algorithm on graphs with loops.
has been added. The potentials can be set so that the joint probability in the undirected graph is identical to that in the Bayesian network. In this case the update rules presented in this paper reduce to Pearl's propagation rules in the original Bayesian network 21 .
I. The max-product algorithm in pairwise Markov Random Fields
Pearl's original algorithm was described for directed graphs, but in this paper we focus on undirected graphs. Every directed graphical model can be transformed into an undirected graphical model before doing inference see gure 1 . An undirected graphical model or a Markov Random Field is a graph in which the nodes represent variables and arcs represents compatibility relations between them. Assuming all probabilities are nonzero, the Hammersley-Cli ord theorem e.g. 18 guarantees that the probability distribution will factorize into a product of functions of the maximal cliques of the graph. We will assume, without loss of generality, that each x i node has a corresponding y i node that is connected only to x i .
Thus:
Px; y = The restriction that all the y i variables are observed and none of the x i variables are is just to make the notation simple | ii x i ; y i may be independent of y i equivalent to y i being unobserved or ii x i ; y i may be x i ,x o equivalent t o x i being observed, with value x o .
In describing and analyzing belief propagation, we assume the graphical model has been preprocessed so that all the cliques consist of pairs of units. Any graphical model can be converted into this form before doing inference through a suitable clustering of nodes into large nodes 21 . Figure 1 shows an example | a Bayesian network is converted into an MRF in which all the cliques are pairs of units.
Equation 2 where the rst product is over connected pairs of nodes. The important property of MRFs that we will use throughout this paper is the Markov blanket property. The probability of a subset of nodes S given all other nodes in the graph S C depends only on the values of the nodes that immediately neighbor S. Furthermore, the probability o f S given all other nodes is proportional to the product of all clique potentials within S and all clique potentials between S and its immediate neighbors. 5 The advantage of preprocessing the graph into one with pairwise cliques is that the description and the analysis of belief propagation becomes simpler. For completeness, we review the belief propagation scheme used in 21 . As we discuss in the appendix, this belief propagation scheme is equivalent t o P earl's belief propagation algorithm in directed graphs, the Generalized Distributive Law algorithm of 1 and the factor graph propagation algorithm of 13 . These three algorithms correspond to the algorithm presented here with a particular way of preprocessing the graph in order to obtain pairwise potentials.
At e v ery iteration, each node sends a di erent message to each of its neighbors and receives a message from each neighbor. Let x i and x j betwo neighboring nodes in the graph. We denote by m ij x j the message that node x i sends to node x j , b y m ii x i the message that y i sends to x i , and by b i x i the belief at node x i .
The max-product update rules are: The procedure is initialized with all message vectors set to constant functions. Observed nodes do not receive messages and they always transmit the same vector| if y i is observed to have value y then m ii x i = ii x i ; y . The normalization of m ij in equation 6 is not necessary whether or not the message are normalized, the belief b i will be identical. However, normalizing the messages avoids numerical under ow and adds to the stability of the algorithm. We assume throughout this paper that all nodes simultaneously update their messages in parallel. For singly connected graphs it is easy to show that:
The algorithm converges to a unique xed point regardless of initial conditions in a nite number of iterations.
At convergence, the belief for any v alue x i of a node i is the maximum of the posterior, conditioned on that node having the value x i : b i x i = max x Pxjy;x i . De ne the max-product assignment, x by x i = arg max xi b i x i assuming a unique maximizing value exists. Then x is the MAP assignment. The max product assignment assumes there are no ties" | that a unique maximizing x i exists for all bx i . Ties can arise when the MAP assignment is not unique, e.g. when there are two assignments that have identical posterior and both maximize the posterior. For singly connected graphs, the converse is also true: if there are no ties in bx i then the MAP assignment is unique. In what follows, we assume a unique MAP assignment.
In particular applications, it might be easier to work in the log domain so that the product operation in equations 7 is replaced by a sum operations. Thus the max-product algorithm is sometimes referred to as the max-sum algorithm or the min-sum algorithm 23 , 5 . If the graph is a chain, the max-product is a two-way v ersion of the Viterbi algorithm in Hidden Markov Models and is closely related to concurrent dynamic programming 4 . Despite this connection to well studied algorithms, there has been very little analytical success in characterizing the solutions of the max-product algorithm on arbitrary graphs with loops. The equation m = F m is a highly nonlinear equation and it is not obvious how many solutions exist or how to characterize them. Horn 11 showed that in single-loop graphs, F can be considered as matrix multiplication over the max-product semiring and xed points correspond to eigenvectors of that matrix. Thus even in single loop graphs, one can construct examples with any n umber of xed points.
The main result of this paper is a characterization of how w ell the max-product assignment approximates the MAP assignment. We show that the assignment x must be a neighborhood maximum of Pxjy: that is Px jy P x j y for all x in a particular large region around x . This condition is weaker than a global maximum but stronger than a local maximum.
To be more precise we de ne the Single Loops and Trees SLT neighborhood of an assignment x in a graphical model G to include all assignments x that can be obtained from x by:
Choosing an arbitrary subset S of nodes in G that consists of disconnected combinations of trees and single loops.
Assigning arbitrary values to x S | the chosen subset of nodes. The other nodes have the same assignment a s i n x . Claim 1: For an arbitrary graphical model with arbitrary potentials, if m is a xed-point of the max-product algorithm and x is the assignment based on m then Px jy P x j y for all x 6 = x in the SLT neighborhood of x . Figure 2 illustrates example con gurations within the the SLT neighborhood of the max-product assignment. It shows examples of subsets of nodes that could be changed to arbitrary values and the posterior probability of the assignment is guaranteed to be worse than that of the max-product assignment.
To build intuition, we rst describe the proof for a speci c case, the diamond graph of gure 3. The general proof is given in section II-B.
A. Speci c Example
We start by giving an overview of the proof for the diamond graph shown in gure 3a. The proof is based on the unwrapped tree | the graphical model that the loopy belief propagation is solving exactly when applying the belief propagation rules in a loopy network 9 , 23 , 21 , 22 . In error-correcting codes, the unwrapped tree is referred to as the computation tree" | it is based on the idea that the computation of a message sent b y a node at time t depends on messages it received from its neighbors at time t , 1 and those messages depend on the messages the neighbors received at time t , 2 etc. Figure 3 shows an unwrapped tree around node x 1 for the diamond shaped graph on the left. Each node has a shaded observed node attached to it that is not shown for simplicity.
To simplify notation, we assume that x , the assignment based on a xed-point of the max-product algorithm is equal to zero, x = 0 . The periodic assignment lemma from 22 guarantees that we can modify~ ii x i ; y i for the leaf nodes so that the optimal assignment in the unwrapped tree is all zeros P x= 0 j y = max x P x jỹ 9 The~ ii x i ; y i are modi ed to include the messages from the nodes to be added at the next stage of the unwrapping. are constructed by replicating the potentials x i ; x j and observations y i while preserving the local connectivity of the loopy graph. They are constructed so that the messages received by n o d e x 1 after t iterations in the loopy graph are equivalent to those that would be received by x 1 in the unwrapped graph. An observed node, y i , not shown, is connected to each depicted node.
We n o w show that the global optimality o f x = 0 and the method of construction of the unwrapped tree guarantee that Px = 0 j y P x j y for all x in the SLT neighborhood of 0.
Referring to gure 3a, suppose that Px = 10000jy Px = 00000jy. By the Markov property o f the diamond gure, this means that:
Note that nodex 1 has exactly the same neighbors in the unwrapped graph as x 1 has in the loopy graph. Furthermore, by the method of construction, the potentials between x 1 and each of its neighbors is the same as the potentials betweeñ x 1 and its neighbors. Thus equation 10 implies that: P x 1 = 1 j x 2 , 4 = 0 P x 1 = 0 j x 2 , 4 = 0 11 in contradiction to equation 9. Thus no change of a single x i can improve the posterior probability.
What about changing two x i at a time? If we c hange a pair that is not connected in the graph, say x 1 and x 5 , then by the Markov property this is equivalent to changing one at a time. Thus suppose P10001 P0000 this again implies that Px 1 = 1 j x 2 , 4 = 0 P x 1 = 0 j x 2 , 4 = 0 and we h a v e shown earlier that leads to a contradiction. Thus no change of assignment i n t w o unconnected nodes can improve the posterior probability.
If the two are connected, say x 1 ; x 2 then the same argument holds with respect to the pair of nodes x 1 ; x 2 . Note that the subgraphx 1,2 is isomorphic to the subgraph x 1,2 and the two subgraphs have the same neighbors. Hence: Px 1,2 = 1 j x 3 , 5 = 0 P x 1 , 2 = 0 j x 3 , 5 = 0 12 implies that: P x 1 , 2 = 1 j x 3 , 5 = 0 P x 1 , 2 = 0 j x 3 , 5 = 0 13 and this is again in contradiction to equation 9. Thus no change of assignment i n t w o connected nodes can improve the posterior probability.
Similar arguments show that no change of assignment i n a n y subtree of the graph can improve the posterior probability e.g. changing the values of x 1,4 or changing the values of x 1,2 and x 4,5 . These arguments no longer hold, however, when we c hange a subset of nodes that form a loopy subgraph of G. For example, the subgraph x 1 ; x 2 ; x 3 ; x 5 is not isomorphic to the subgraphx 1 ;x 2 ;x 3 ;x 5 . Indeed since the unwrapped tree is a tree, it cannot have a loopy subgraph. Hence we cannot equate the probabilities of the two subgraphs given their neighbors.
If the subset forms a single loop, however, then there exists an arbitrarily long chain in the unwrapped tree that We denote by G the original graph and byG the unwrapped graph. We use x i for nodes in the original graph andx i for nodes in the unwrapped graph. We de ne a mapping C from nodes inG to nodes in G. This mapping will say for each n o d e i ñ G what is the corresponding node in G: C x 1 = x 1 .
The unwrapped tree is therefore a graphG and a correspondence map. We n o w give the method of constructing both.
Pick an arbitrary node in G, s a y x 1 . Set C x 1 = x 1 . Iterate t times.
Find all leaves ofG start with the root.
For each leafx i nd all k nodes in G that neighborC x i .
Add k , 1 nodes as children to x i , corresponding to all neighbors of C x i except C x j , wherex j is the parent o f x i .
The potential matrices and observations for each node in the unwrapped network are copied from the corresponding nodes in the loopy graph. That is, if x j = C x i thenỹ i = y j , and:
x i ;x j = C x i ; C x j 14
Note that the unwrapped tree around x i after t 1 iterations is a subtree of the unwrapped tree around x j after t 2 t 1
iterations. If we let the number of iterations t ! 1 then the unwrapped treeG becomes a well-studied object in topology: the universal covering of G 16 . Roughly speaking, it is a topology that preserves the local topology of the graph G but is singly connected. It is precisely this fact, that max-product gives the global optimum on a graph that has the same local topology as G, that makes sure that x is a neighborhood maximum of Pxjy.
We n o w state some properties ofG. 1. Equal neighbors property: Every non-leaf node inG has the same number of neighbors as the corresponding node in G and the neighbors are in one-to-one correspondence. If C x i = x i then for each x j 2 N x i , C x j 2N x i and for each x j 2 Nx i there existsx k 2 N x j such that C x k = x j . This follows directly from the method of constructing G.
2. Equal conditional probability property: The probability of a nonleaf nodex j given its neighbors inG is equal to the probability o f C x j given its neighbors. Formally, i f C x j = x i then P x j j N x j = z;y = P x i j N x i = z;y 15 This follows from the Markov blanket property of MRFs eq. 5 and the equal neighborhood property.
3. Isomoprhic subtree p r operty: For any subtree T G then for su ciently large unwrapping count t there exists an isomorphic subtreeT G . The nodes of the subtrees are in one-to-one correspondence: for each x i 2 T there exists ã x i 2T such that C x i = x i and for each x j 2 T , C x j 2T.T o prove this we pick the root node of T, x i as the initial node around which to expand the unwrapped tree. By the method of construction, the unwrapped tree after a number of iterations equal to the depth of T will be isomoprhic to T and in one-to-one correspondence. This gives usT. For any other choice of initial node forG, the unwrapped tree starting with x i is a subtree ofG. Another property of the unwrapped tree that we will need was proven in 22 :
5. Periodic assignment lemma: Let m be a xed-point of the max-product algorithm and x the max-product assignment i n G . LetG be the unwrapped tree. Suppose we modify the observation potentials~ ii at the leaf nodes to include the messages from the nodes to be added at the next stage of unwrapping. Then the MAP assignment x inG is a replication of x : if x i = C x j thenx j = x i .
Using these properties, we can prove the main claim. To simplify notation, we again assume that x , the assignment based on a xed-point of the max-product algorithm is equal to zero, x = 0. The periodic assignment property guarantees that we can modify~ ii x i ; y i for the leaf nodes so that the optimal assignment in the unwrapped tree is all zeros P x= 0 j y = max x P x jỹ 18 Now, assume that we can choose a subtree of T G and change the assignment of these nodes x T to another value and increase the posterior. Again, to simplify notation assume that maximizing value is x T = 1 . By the Markov property, this means that:
Px T = 1 j N x T = 0 ; y P x T = 0 j N x T = 0 ; y 19 Now, by the isomorphic subtree property w e know that there existsT G that is isomorphic to T. We also know thatT has the same conditional probability given its neighbors as T does. Thus equation 19 Px C2 = 1 j N x C 2 = 0 ; y P x C 2 = 0 j N x C 2 = 0 ; y 27 Thus if C 1 or C 2 are either a tree or a single loop this leads to a contradiction. Hence we cannot simultaneously change the values of two subtrees or of a subtree and a loop or of two disconnected loops and increase the posterior probability. Similarly, w e can show that changing the value of any nite number of disconnected trees or single loops will not increase the posterior. This proves claim 1.
III. Examples
Claim 1 holds for arbitrary topologies and arbitrary potentials both discrete and continuous nodes. We illustrate the implications of claim 1 for speci c networks. A. Gaussian graphical models A Gaussian graphical model is one in which the joint distribution over x is Gaussian. Weiss and Freeman 22 have analyzed belief propagation on such graphs. One of the results given there can also be proved using our claim 1.
Corollary 1: For a Gaussian graphical model of arbitrary topology. If belief propagation converges, then the posterior marginal means calculated using belief-propagation are exact.
Proof: For Gaussians, max-product and sum-product are identical. The posterior means calculated by belief propagation are therefore identical to the max-product assignment. By claim 1, we know that this must be a neighborhood maximum of the posterior probability. But Gaussians are unimodal hence it must be a global maximum of the posterior probability. Thus the max-product assignment m ust equal the MAP assignment, and the posterior means calculated using belief propagation are exact. B. Turbo-codes Figure 4 shows the pairwise Markov network corresponding to the decoding of a turbo code with 7 unknown bits. The top and bottom nodes represent the two transmitted messages one for each constituent code. Thus in this example, the top and bottom nodes can take on 128 possible values. The potentials between the message nodes and their observations give the posterior probability of the transmitted word given one message, and the potentials between the message nodes and the bit nodes impose consistency. For example bit 1 ; message 1 = 1 i f the rst bit of message 1 is equal to bit 1 and zero otherwise. It is easy to show 21 that sum-product belief propagation on this graph gives the turbo decoding algorithm and max-product belief propagation gives the modi ed turbo decoding algorithm of 3 .
Corollary 2: For a turbo code with arbitrary constituent codes. Let x be a xed-point max-product decoding. Then Px jy P x j y for all x within Hamming distance 2 of x .
Proof: This follows from the main claim. Note that whenever we c hange any bits in the graph we also have t o c hange the two message nodes so changing more than two bits will give t w o loops.
An obvious consequence of corollary 2 is that for a turbo code with arbitrary constituent codes, the max-product decoding is either the MAP decoding or at least Hamming distance 3 from the MAP decoding. In other words, the max-product algorithm cannot converge to a decoding that is almost" right: if it is wrong it must be wrong in at least three bits. In order for max-product to converge to a wrong decoding, there must exist a decoding that is at least distance 3 from the MAP decoding, and that decoding must have higher posterior probability than anything in its neighborhood. If no such wrong decoding exists, the max-product algorithm must either converge to the MAP decoding or fail to converge to a xed-point.
This behavior can be contrasted with the behavior of greedy" iterative decoding which increases the posterior probability of the decoding at every iteration. Greedy iterative decoding checks all bits and compares the posterior probability with the current v alue of that bit versus ipping that bit. If the posterior probability improved with ipping, the algorithm ips it this is equivalent to free energy decoding 15 at zero temperature. This greedy decoding algorithm is guaranteed to converge to a local maximum of the posterior probability.
To illustrate these properties we ran the following simulations. We simulated transmitting turbo-encoded codewords of length 7 bits over a Gaussian channel. We compared the max-product decoding and the greedy decoding to the MAP decoding since we w ere dealing with such short block lengths we could calculate the MAP decoding using exhaustive search. We v aried the noise of the Gaussian channel. Figure 5 shows the results. Figure 5a shows the probability o f convergence for both algorithms. Convergence was determined numerically for both algorithms: if the standard deviation of the messages over 10 successive iterations was less than 10 ,5 we declared convergence. If this criterion was not achieved in 100 iterations, we called that run a failure to converge. Figure 5b shows the probability of a correct decoding i.e. a decoding equal to the MAP decoding for the two algorithms on the cases for which both converged. When max-product converges, it always nds the MAP decoding. In contrast, greedy decoding very frequently converges to a wrong decoding. C. 2D grids Figure 2 a show s a t w o dimensional grid. For two dimensional grids, it is easy to show the following corollaries: Corollary 3: For two dimensional grids of arbitrary size and arbitrary potentials. Any con guration is either 1 in the SLT region of the max-product assignment or 2 in the SLT region of an assignment that is in the SLT region of the max-product assignment.
Corollary 4: For two dimensional grids of size n. The size of the SLT neighborhood increases exponentially with n.
Both corollaries follow from the fact that we can change the value of all the even or odd rows to an arbitrary value. We compared greedy decoding to max-product decoding on the 3x3 grid. Max-product found the MAP decoding in 99 of the runs and when it was wrong, its assignment w as always the second best. In comparison, greedy decoding found the MAP assignment only on 44 of the runs and the ranking was anywhere between 4 and 61.
IV. Discussion
The idea of using the computation tree to prove properties of the max-product assignment w as also used in 23 , 20 , 8 , 11 . The main tool in those analyses was the fact that the max-product assignment w as the global optimum in the unwrapped tree. There are two problems with generalizing this approach to arbitrary topologies.
First, the global optimum depends on the numerosity of node replicas in the unwrapped tree. That is, di erent nodes in G may h a v e di erent n umber of replicas inG. This leads to a distinction between balanced or nonskewed graphs 20 , 8 and unbalanced or skewed graphs. Balanced graphs are those for which all nodes in G have asymptotically the same number of replicas inG. For unbalanced graphs, it is much more di cult to relate global optimality i ñ G to optimality in G.
Second, the global optimum in the unwrapped tree contains contributions from the interior nodes that have exactly the same neighbors inG as do their corresponding nodes in G and contributions from the leaf nodes that are missing some of the neighbors inG. Unfortunately, for most graphs G the number of leaf nodes grows at the same rate as the non-leaf nodes and cannot be neglected from the analysis. In this analysis, on the other hand, we used primarily the local properties of the computation tree. No matter what the topology of G is, it is always the case that the local structure ofG is the same as the local structure of G. Thus the numerosity of the nodes inG and the ratio of leaf nodes to non-leaf nodes is irrelevant. In this way, w e can analyze the max-product assignment in arbitrary topologies. Although we exploited the local properties, we w ould like to extend our analysis using the global properties as well. Our simulation results indicate that the max-product assignment is better than our analytical results guarantee. For example, in the turbo code simulations we found that the posterior probability often contained two S L T maxima but for all these cases, max-product found the global maximum and not the second SLT maximum. In current w ork, we are looking into using the global properties of the computation tree to extend our analysis. . Any factor graph can be converted into a Markov random eld with pairwise potentials that represents exactly the same probability distribution over variables. When this conversion is done, the belief propagation algorithm for the pairwise Markov graph is equivalent to the belief propagation algorithm on the factor graph.
B. Converting a junction graph to a pairwise Markov graph
A junction graph 1 is a graph in which v ertices s i represent "local domains" of a global function. 3 . Edges between these vertices correspond to communication links" in a message passing scheme for calculating marginals of g. Aji et al. showed that for such a message passing algorithm to exist, the junction graph must possess the running intersection property" | the subset of nodes whose domains include x i together with the edges containing these nodes must form a connected graph. We n o w show that junction graphs are equivalent to pairwise Markov graphs.
To show this we leave the graph between s i unchanged and add observation" nodes y i such that s i ; y i = f s i . We set s i ; s j = 1 if the two nodes agree on the value of any x i that exists in both domains and zero otherwise. Note that the running intersection property guarantees that any t w o nodes not necessarily neighboring must agree on the value of a common x i for the joint distribution to be nonzero. When the potentials are set in this way, it is easy to see that the joint distribution over x in the pairwise Markov graph is exactly gx and that the belief propagation algorithm in the Markov graph is equivalent to the GDL algorithm in 1 .
