Abstract: Positive solutions of the nonlinear second-order differential equation
are studied under the assumption that are generalized regularly varying functions. An application of the theory of regular variation gives the possibility of obtaining necessary and sufficient conditions for existence of three possible types of intermediate solutions, together with the precise information about asymptotic behavior at infinity of all solutions belonging to each type of solution classes.
Introduction
The differential equation to be studied in this paper is the generalized Emden 
The condition (1) enables us to define the auxiliary increasing function P( ) as
By a solution of (A) we mean a function : [T ∞) → R, T ≥ , which is continuously differentiable together with | | α−1 on [T ∞) and satisfies equation (A) at every point in [T ∞).
A solution of (A) is said to be nonoscillatory if ( ) = 0 for all large and oscillatory otherwise. If is a solution of (A), then so is − , and so in studying nonoscillatory solutions of (A) it suffices to restrict our attention to its (eventually) positive solutions.
It is easily seen (Elbert and Kusano [2] ) that if is an eventually positive solution of (A), then there are positive constants 1 and 2 such that 1 ≤ ( ) ≤ 2 P( ) for all large . More precisely, the asymptotic behavior of any positive solution of (A) falls into one of the following three types: It should be noticed (see [2, 11, 15] ) that the oscillation of all solutions as well as the existence of positive solutions of each of the above types for equation (A) with continuous coefficients , can be completely characterized by the convergence (or divergence) of the following integrals:
Theorem 1.1.
Let ∈ C [ ∞).
(a) All solutions of (A) are oscillatory if and only if I β = ∞. 
(d) Equation (A) has a positive solution of type (4) if and only if I β < ∞.
In view of the above results the following question for equation (A) naturally arises: Is it possible to determine all possible types of asymptotic behavior of intermediate positive solutions and to establish the unique explicit asymptotic formula of solutions of each type? There are few answers (with additional assumptions on coefficients ) to this question in the literature (see [7, 15] ).
Motivated by these facts, in this paper we make an attempt to find asymptotic forms of intermediate positive solutions of (A), by considering the problem in the framework of regular variation. For the special case of (A) in which ( ) ≡ 1 it has been recognized that the class RV of regularly varying functions is a well-suited framework for the asymptotic analysis of its positive solutions. In fact, detailed and precise information can be acquired about existence and asymptotic behavior of regularly varying solutions of (A) provided is regularly varying (for example, [8] [9] [10] 12] ). Because of the presence of general ( ) ≡ 1 in the differential operator of equation (A) and motivated by papers [5, 6] on second order linear and half-linear differential equations, we decide to choose the class RV P of generalized regularly varying functions with respect to P as the basic framework for our asymptotic analysis. Such a choice will prove to be appropriate in the sense that complete analysis can be conducted for all possible RV P -solutions of equation (A) if and are assumed to be RV P -functions (see Section 2 for the definition of ordinary and generalized regularly varying functions).
For the reader's convenience the definition of generalized regularly varying functions and some of their basic properties are summarized in Section 2. The main results are stated and proved in Section 3. Adaptation of the main results for important special cases of (A) is discussed in subsection 3.4. Finally, comparison of our main results with the existing one, the complete structure of generalized regularly varying solutions of (A) and some illustrative examples are presented in Section 4.
Generalized regularly varying functions
We recall that the set of regularly varying functions of index ρ ∈ R. where and δ are measurable functions such that
The totality of regularly varying functions of index ρ is denoted by RV(ρ). In the special case where ρ = 0, SV is used instead of RV(0) and members of SV are called slowly varying functions. By definition, any ∈ RV(ρ) is expressed as ( ) = ρ L( ) with L ∈ SV, and so the class of slowly varying functions is of fundamental importance in the theory of regular variation. Typical examples of slowly varying functions are functions tending to positive constants as → ∞,
where log denotes the -th iteration of the logarithm. The function
is an example of a slowly varying function which is oscillating in the sense that lim inf →∞ L(
The class of regularly varying functions is well suited for the study of the linear differential equation ( ) + ( ) ( ) = 0 as has been shown by Howard and Marić [4] , Marić and Tomić [14] . However, the class of classical Karamata functions is not sufficient to properly describe the asymptotic behavior of positive solutions of the self-adjoint differential equation
because the behavior of positive solutions of (5) heavily depends on the coefficient , more precisely on its integrals
Thus, it is necessary to set up the framework in which the dependence of solutions of (5) The set of all slowly varying functions (or regularly varying functions of index ρ) with respect to R is denoted by SV R (or
is called a trivial regularly varying function with respect to R of index ρ if lim →∞ ( ) = const > 0 and is denoted by ∈ tr-RV R (ρ). We denote ntr-RV R (ρ) as the set of all nontrivial regularly varying functions of index ρ with respect to R. Example 2.3.
We state below some basic results on generalized regularly varying functions (see [5] 
Proposition 2.4.
(i) ∈ SV R implies α ∈ SV R for any α ∈ R.
(ii) 1 2 ∈ SV R implies 1 + 2 1 2 ∈ SV R .
Proposition 2.5.
Let ∈ SV R . Then, for any ε > 0, lim
Proposition 2.6.
Let R be a positive function which is continuously differentiable on [ ∞) and satisfying (6) . Then, for any ∈ SV R :
The following are slowly varying functions with respect to R:
We accentuate that the classical Karamata's integration theorem (see [ 
( ) ∈ SV and
For a complete exposition of the theory of regular variation and its application to various branches of mathematical analysis the reader is referred to the monograph of Bingham et al. [1] and Seneta [16] . A comprehensive survey of results up to the year 2000 on the asymptotic analysis of differential equations in the framework of regular variation can be found in Marić [13] .
Existence and asymptotic behavior of generalized regularly varying solutions

Statement of the main results
Our aim in this paper is to show that the class RV P of generalized regularly varying functions with respect to P is a well-suited framework for the asymptotic analysis of intermediate solutions of equation (A). This is in the sense that thorough information can be acquired about the existence and asymptotic behavior of RV P -solutions of (A) provided the coefficients and are RV P -functions. We assume that and are regularly varying of indices λ and µ with respect to P and are expressed in the form
and look for intermediate solutions ∈ RV P (ρ) of (A) which are represented as
Since any positive solution of (A) on [T ∞) satisfies 1 ≤ ( ) ≤ 2 P( ), ≥ T , for some positive constants 1 and 2 , the regularity index ρ of satisfies ρ ∈ [0 1], while for the slowly varying part ξ of it is true that either ξ( ) → ∞ or ξ( ) → 0 as → ∞ as if respectively ρ = 0 or ρ = 1. Therefore, it is natural to divide the totality of intermediate RV P -solutions of (A) into the following three disjoint subclasses:
Our main results formulated below completely characterize the membership of each of the three subclasses of solutions and show that all members of each subclass enjoy the same asymptotic behavior as → ∞.
Theorem 3.1.
Equation (A) has intermediate solutions ∈ ntr-RV P (1) if and only if
in which case the asymptotic behavior of any such solution is governed by the unique formula
in which case ρ is defined by
and the asymptotic behavior of any such solution is governed by the unique formula
Theorem 3.3.
Equation (A) has intermediate solutions ∈ ntr-RV P (0) if and only if
Here the symbol ∼ is used to mean the asymptotic equivalence of two positive functions:
The proof of these theorems is carried out in subsection 3.3, while in the next subsection we prove some preparatory results.
Preparatory results
The main tool in establishing the existence of intermediate solutions of equation (A) with positive continuous coefficients and is the Schauder-Tychonoff fixed point theorem. In fact, assuming that J α = ∞ and I β < ∞, with its application we can show that the integral operator
for suitable T > and 0 > 0, possesses a fixed element in the set X given by
From (19) it follows that = F is a solution of (A) on [T ∞) which satisfies (3). To achieve our goal of finding precise asymptotic forms of intermediate positive solutions of (A), our main tools will be the theory of regular variation and also the Schauder-Tychonoff fixed point theorem, but with a different choice of closed convex subsets X in C [T ∞) on which F is a self-map. It can be shown that such a choice is made possible as a result of the analysis of generalized regularly varying solutions of the integral asymptotic relation
for any ≥ , which is satisfied by all intermediate solutions of (A). Thus, the proof of the "if" part of our main results is performed in three steps: (i) the analysis of the integral asymptotic relation (20),
(ii) the construction of intermediate solutions by means of fixed point techniques,
(iii) the verification of the regularity of those solutions with the help of the generalized l'Hôpital rule (see [3] ). 
To simplify the "if" part of proof of our main results, we now make the first step and prove the next lemma, verifying that generalized regularly varying functions that appear on the right-hand side of asymptotic formulas (13), (16) and (18) satisfy the integral asymptotic relation (20).
Lemma 3.5.
The function X is defined on [ ∞) by
if (12) holds;
where ρ is given by (15) and satisfies the integral asymptotic relation (20) for any ≥ .
Proof. Suppose (12) holds. An elementary computation gives
Therefore, since (8)), applying Proposition 2.6 (i) we obtain
Next, suppose (14) holds. Then, X is expressed in the form
where
and with the help of Proposition 2.6 (i) we have
Finally suppose (17) holds. With application of Karamata's integration theorem (see (7)) we have the relation
Therefore, once more using (7) we obtain
→ ∞ so that elementary computation with (22) gives
This completes the proof of lemma.
Proof of the main results
Proof of the "only if" part of Theorems 3.1-3.3. Let be an RV P (ρ)-solution of (A) on [T ∞) satisfying (3).
First, notice that since ( )( ( ))
implying the convergence of the above integral. Using (9) and (10), we have
Since the convergence of the above integral implies λ/α + µ + ρβ ≤ −1, we distinguish two cases:
Let case (i) hold. Then, noting that (24) reduces to
we obtain from (23)
which, integrated on [T ], gives via Proposition 2.6 (i)
This means that ∈ RV P (1) .
Let case (ii) hold. Then, using (7), (24) yields
Since the above integral tends to infinity as → ∞, we consider the following two cases separately:
Suppose that (ii-1) holds. Applying Proposition 2.6 (i) to the last integral in (26) we see that
This means that is regularly varying of positive index (λ/α + µ + ρβ + 1)/α + 1 with respect to P. Suppose now that (ii-2) holds. Then, (26) reduces to
This shows that ∈ SV P .
Suppose now that ρ = 1, i.e. that is an RV P (1)-solution of (A). For such only case (i) is possible and hence we find that µ = −λ/α − β − 1. From (25) it follows that
Let η( ) denote the right-hand side of (29) and let it be transformed into the following differential asymptotic relation for η:
Due to the fact that α −β > 0 and η( ) ∼ ξ( ) → 0 as → ∞, the left-hand side of (30) can be integrated over [P(T ) ∞), assuring the integrability of
implies that I β < ∞. Integration of (30) on [ ∞) yields
Hence using (31) the asymptotic formula (13) for is as follows:
Further, suppose that is an RV P (ρ)-solution of (A) with ρ ∈ (0 1). It is clear that for such a solution only the case (ii-1) could hold. So, from (27) it follows that
implying that ρ is given by (15) . The requirement ρ ∈ (0 1) determines the range of µ to be −λ/α − α − 1 < µ < −λ/α − β − 1. Noting that (27) can be rewritten as
we obtain the asymptotic formula (16).
Finally, suppose that ρ = 0, i.e. that is an SV P -solution of (A). For such only case (ii-2) is possible and hence we find that µ = −λ/α − α − 1. Since ( ) = ξ(P( )), we can rewrite (28) as follows:
Denoting the right-hand side of (32) by η( ), (32) is transformed into the following differential asymptotic relation:
The left-hand side of (33) is not integrable on [P(T ) ∞), so that
This, combined with relation (22), implies that J α = ∞. Integrating (33) on [P(T ) P( )] and using (22), we conclude that
Thus satisfies the asymptotic formula (18).
Proof of the "if" part of Theorems 3.1-3.3.
Suppose that (12), (14) or (17) is fulfilled. From Lemma 3.5 it is known that in each of these three cases X is defined by (21) and satisfies the asymptotic relation (20) for any ≥ . Therefore there exists T > such that
Let T be fixed. We may assume that X is increasing on [T ∞). Since (20) holds with = T , there exists T 1 > T such that
Choose positive constants and M so that
Define the integral operator F by (19), where 0 is a constant such that
and let it act on the set
It can be shown that F is a continuous self-map on X and sends X into a relatively compact subset of C [T ∞).
Using (34), (36) and (37) we get
On the other hand, using (35), (36) and (37) we have
This shows that F ∈ X, that is, F maps X into itself.
(ii) F(X) is relatively compact. Since F(X) ⊂ X it is clear that F(X) is locally uniformly bounded on [T ∞). From the inequality
holding for all ∈ X, it follows that F(X) is locally equicontinuous on [T ∞). Then, the relative compactness of F(X) follows from the Arzelà-Ascoli lemma.
(iii) F is a continuous map. Let { ( )} be a sequence in X converging to ( ) in X uniformly on any compact subinterval of [T ∞). From (19) we have
On the other hand, using the mean value theorem, if α < 1 we get
follows by the application of the Lebesgue dominated convergence theorem. We conclude that F ( ) → F ( ) uniformly on any compact subinterval of [T ∞) as → ∞, which proves the continuity of F.
Thus all the hypotheses of the Schauder-Tychonoff fixed point theorem are fulfilled, and so F has a fixed point ∈ X, which means that satisfies the integral equation
It follows that is a solution of equation (A) on [T ∞). That is an intermediate solution follows from (38)
. Therefore, the existence of three types of intermediate solutions of (A) has been established. The proof of our main results will be completed with the verification that the intermediate solutions of (A) constructed above are actually regularly varying functions with respect to P.
We define the function
and using Lemma 3.4, we see that
where (39) has been used in the last step. It follows that ≥ β/α , implying that ≥ 1 because α > β. If we argue similarly by taking the superior limits instead of the inferior limits, we are led to the inequality K ≤ K β/α , which implies that K ≤ 1. Thus we conclude that = K = 1, i.e. ( )/U( ) → 1, → ∞. This combined with (39) shows that ( ) ∼ X ( ), → ∞, which yields that is a regularly varying function with respect to P whose regularity index ρ is 1,
Specialized versions of the main results
In the special case where ( ) ≡ 1 equation (A) reduces to
Since P can be taken to be P( ) = in this case, is an intermediate solution of (B) if it satisfies
and the class of regularly varying functions with respect to P coincides with that of ordinary regularly varying functions, i.e., RV = RV. Therefore the following corollaries follow immediately from Theorems 3.1-3.3 if it is assumed that ∈ RV(µ).
Corollary 3.6.
Let ∈ RV(µ). Equation ( 
Consider now equation (A) with regularly varying coefficients and . It would be natural to study in detail the existence and asymptotic behavior of regularly varying solutions of (A). Suppose that ∈ RV(λ) and ∈ RV(µ). Note that condition (1) is satisfied if λ ≤ α. In what follows we assume that λ < α, excluding the case λ = α because of computational difficulty. Then it is easy to see that
In view of the above observation, we easily see that our theory of generalized regularly varying solutions can be applied to the present situation, giving birth to the following results as corollaries to Theorems 3.1-3.3. The verification is left to the reader.
Corollary 3.9.
Let ∈ RV(λ) and ∈ RV(µ). Equation ( 
Remark 3.12.
It is known (see [13, Proposition 7] ) that if ( ) ∼ α ( ) as → ∞ with ∈ SV, then is a regularly varying function of index α, i.e. ( ) = α ( ), ∈ SV, where in general ( ) = ( ), but ( ) ∼ ( ) as → ∞. Therefore, our results apply to a very wide class of equations where the coefficients and satisfy
instead of (9) (see Examples 4.2 and 4.3).
Concluding remarks and examples
Recently, Naito [15, Theorems 4.1 and 4.2] determined asymptotic forms of intermediate solutions of (A) assuming that
where κ is a positive constant, ω 0 is a positive continuously differentiable function on an interval [τ 0 ∞), τ 0 > 1, and either
It is then shown that (A) has an intermediate positive solution satisfying as → ∞,
respectively. It is well known that the assumptions on ω 0 in (41) and (42) mean that ω 0 is slowly varying in either case (see [13, Proposition 10] ), implying that condition (40) imposed on functions means that 1/α is in fact a regularly varying function with respect to P of index −σ . Moreover, intermediate positive solutions satisfying (43) or (44) are regularly varying with respect to P of index ν or 0, respectively. These facts are neither used nor mentioned by Naito, which makes his method of proof different from ours and the statements on solutions weaker than ours. Actually, using the theory of regular variation we have been able to obtain the necessary and sufficient conditions for the existence of three possible types of intermediate regularly varying solutions with respect to P, listed in (11) , under the assumption that ∈ RV P (λ) and ∈ RV P (µ). Furthermore, we have been able to establish the unique formulas which precisely govern the asymptotic behavior of all solutions belonging to each type of solution classes. Thus a complete answer has been provided to the question, raised in Introduction, about the possibility of determining all the possible types of asymptotic behavior of intermediate regularly varying solutions with respect to P.
It can be shown that Naito's asymptotic formulas (43) and (44) for intermediate solutions of (A) with satisfying (40), (41) and (40), (42) are contained in Theorems 3.2 and 3.3, respectively. In fact, (43) follows almost immediately from (16) in Theorem 3.2 without the differentiability assumption on ω 0 , while (44) is derived from (18) in Theorem 3.3 as a result of the relation 1 ( )
which can be verified with the help of the second condition in (42).
Our main results (Theorems 3.1-3.3) combined with Theorem 1.1 enable us to describe in full detail the simple and clear structure of the RV P -solutions of equation (A) with RV P -coefficients. We denote by R the class of all regularly varying solutions with respect to P of equation (A) and introduce the following symbols for some important subclasses of R:
Corollary 4.1.
Let ∈ RV P (λ), ∈ RV P (µ). → ∞
