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E-mail address: jzimmer@sandia.gov (J.A. ZimmeWe present an expression developed for calculating an atomic-scale deformation gradi-
ent within atomistic simulations. This expression is used to analyze the deformation
ﬁelds for a one-dimensional atomic chain, a biaxially stretched thin ﬁlm containing a
surface ledge, and a FCC metal subject to indentation loading from a nanometer-scale
indenter. The analyses presented show that the metric established here is consistent
with the continuum mechanical concept of deformation gradient (which is known to
have a zero curl for compatible deformations) in most instances. However, our metric
does yield non-zero values of curl for atoms near loaded geometric inhomogeneities,
such as those that form the ledges themselves and those beneath or adjacent to the
indentation contact region. Also, we present expressions for higher order gradients of
the deformation ﬁeld and discuss the requirements for their calculation. These expres-
sions are necessary for linking atomistic simulation results with advanced continuum
mechanics theories such as strain gradient plasticity, thereby enabling fundamental,
atomic-scale information to contribute to the formulation and parameterization of such
theories.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
Atomistic simulation is a useful method for studying material science phenomena. Examination of the state of a simulated
material and the determination of its mechanical properties is accomplished by inspecting the stress and strain (deforma-
tion) ﬁelds within the material. However, these concepts have been proven difﬁcult to deﬁne in a physically reasonable man-
ner at the atomic scale. While much has been done to establish expressions for stress in the framework of atomistics
(Clausius, 1870; Maxwell, 1870, 1874; Irving and Kirkwood, 1950; Tsai, 1979; Hardy, 1982; Lutsko, 1988; Cheung and
Yip, 1991; Cormier et al., 2001; Zhou, 2003; Zimmerman et al., 2004), far less has been done to properly deﬁne an atom-
ic-scale deformation gradient, which is used to determine states of strain at large deformation.
Continuum mechanics (Malvern, 1969; Marsden and Hughes, 1983; Ogden, 1984) describes the ﬁnite deformation of a
body from a reference, or material conﬁguration, where a point on the body is located by a vector X ¼ fX1;X2;X3g, to some
current, or spatial conﬁguration, in which the same point is now located by a new vector x ¼ fx1; x2; x3gwhich is a function of
the material coordinate and time, x ¼ xðX; tÞ ¼ xðX1;X2;X3; tÞ. xðX; tÞ is often referred to as a mapping from the material con-
ﬁguration to the spatial one. The derivative of this deformation is known as the deformation gradient,. All rights reserved.
x: +1 925 294 3410.
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oX
: ð1ÞFor the remainder of this work, we choose to work in index notation rather than the vector notation used above. Hence,FiI ¼ oxioXI ; ð2Þwhere lower case Roman letters (i) are used to refer to coordinate components of spatial quantities and upper case Roman
letters (I) are used to refer to coordinate components of material quantities.
In order to determine the stretch of the differential length segment with respect to material coordinates, (2) is re-cast asdxi ¼ FiI dXI: ð3Þ
From this relation, the length of the inﬁnitesimal vectors dx and dX are ds ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dxi dxi
p
and dS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dXI dXI
p
, respectively. A
measure of stretch for this differential length segment is given by ‘  fdsg2  fdSg2, equal to 2EIJdXI dXJ with respect to the
material conﬁguration where EIJ is known as the material or Lagrangian strain tensor and isEIJ ¼ 12 FiIFiJ  dIJ
 
: ð4ÞAlternatively, this stretch can be expressed with respect to spatial coordinates, ‘ ¼ 2eij dxidxj, where eij is known as the
spatial or Eulerian strain tensor,eij ¼ 12 dij  F
1
Ii F
1
Ij
 
; ð5Þand F1 is the inverse of F (i.e. F  F1 ¼ 1). It is realized that in the limit of small strains E and e are approximately equal to
each other and are represented by the small strain tensor  whereij ¼ 12
oui
oxj
þ ouj
oxi
 
ð6Þand u ¼ x X.
Some efforts have been made to quantify the deformation gradient at the atomic scale. Kruyt and Rothenburg devel-
oped a simple expression for an average displacement gradient tensor (ouoX ¼ F 1) for two-dimensional regions in the sim-
ulation of granular materials (Kruyt and Rothenburg, 1996). While their expression was both useful and easy to compute,
it is not apparent how to generalize their expression to three dimensions for non-granular materials. Sengupta et al.
(2000) developed an expression based on quantifying a displacement ﬁeld in the vicinity of an atom and then calculating
derivatives based on ﬁnite difference schemes. However, they caution that their deﬁnition is applicable only within perfect
crystals. Alternative expressions for materials with defects, or even how their deﬁnition behaved in the presence of such
defects, were not considered. An expression for displacement gradient was also developed by Inoue et al. (1995), and later
used by Jin and Yuan (2005), to calculate a discrete version of the J-Integral, the energetic driving force for crack propa-
gation. Also interested in developing a discrete form of the J-Integral expression, Nakatani et al. (2000) used the derivative
of a continuous weighting function to selectively include atomic displacement information in the determination of a dis-
placement gradient ﬁeld.
Concurrently, Horstemeyer and Baskes (2000) and Zimmerman (2000) developed similar expressions that perform a least
squares analysis of the gradient of the deformation ﬁeld local to an atom. Horstemeyer et al. used their expression as one of
the tools to perform a multiscale analysis of ﬁxed-end simple shear (Horstemeyer et al., 2003), while Zimmerman performed
limited analysis of dislocation nucleation at crystal surface ledges (Zimmerman, 2000).
While many of these prior efforts have been notable, none have investigated the issue of compatibility of the deformation
ﬁeld. In ﬁnite deformation theory, this can be expressed by the condition that the curl of the deformation gradient (with
respect to the material frame) must equal zero: Fr ¼ oFiKoXM eKMJ ¼ 0, where eKMJ is the permutation tensor deﬁned as follows:eKMJ ¼
þ1 when K;M; J are 1;2;3 or an even permutation of 1;2;3;
1 when K;M; J are an odd permutation of 1;2;3; e:g: 2;1;3;
0 when any two indices are equal:
8><
>: ð7ÞRecently, Steinmann et al. (2007) have considered this issue indirectly by examining when deformations transition to
non-afﬁne, thereby violating the Cauchy–Born rule (Huang, 1950; Born and Huang, 1956). While Steinmann et al. do not de-
ﬁne or use a local deformation gradient, they do quantify this transition using a standard deviation for variance from defor-
mation predicted by the Cauchy–Born rule (i.e. homogeneous deformation), deﬁned for the entire atomic system. Their
primary result is that this metric signiﬁes a loss of validity of the Cauchy–Born rule for the same state of deformation as pre-
dicted by examining the determinant of the acoustic tensor.
In this paper, we expand on the work done in Zimmerman (2000) and present an expression for evaluating an atomic-
scale deformation gradient. Further, we show analytic and simulation examples that characterize the behavior of our expres-
sion. In particular, we examine the cases of a one-dimensional atomic chain, dislocation nucleation at a crystal surface ledge
240 J.A. Zimmerman et al. / International Journal of Solids and Structures 46 (2009) 238–253due to an applied biaxial stretch, and nanoindentation. We also present expressions for higher order gradients of the defor-
mation ﬁeld and discuss the requirements for calculating them.
2. Formulation of atomic-scale deformation gradient
While the differential relation of Eq. (3) is exact in the limit of inﬁnitesimal vector segments, i.e. dxi ! 0 and dXI ! 0, we
note here that in the limit of ﬁnite lengths it is the ﬁrst term in the Taylor expansionDxi ¼ FiIDXI þ 12HiKLDXKDXL þ    ; ð8Þwhere HiKL is the mixed second order derivative
o2xi
oXK oXL
. Nevertheless, we use this approximation and note that the smallest
length that can be measured is the distance separating neighboring atoms, i. e. Dx! xab ¼j xab j, where b is a nearest neigh-
boring atom to atom a. For most crystals, a given atom has n nearest neighbors that are equidistant from the atom if the
crystal is in its equilibrium structure. In this notation, xab is the vector connecting atoms a and b in the current conﬁguration.
Similarly, Xab is this vector in the reference (undeformed) conﬁguration. These expressions can be used within the ﬁnite
length limit of (3) to producexabi ¼ FiIXabI : ð9Þ
Eq. (9) can be rearranged toxabi  FiIXabI ¼ 0: ð10Þ
While this relationship is exact for an atom a and one of its neighbor b, the same tensor F will not satisfy this expression
for all of the nearest neighbors b ¼ 1;2;3; . . . ;n. Hence, we assume that the components of F will be based on all the nearest
neighbors of atom a, and that the right-hand side of Eq. (10) will no longer be zero for each individual atom–neighbor pair,
but will differ from zero by some small error. It will be required that the sum (over all nearest neighbors) of the squares of
these errors,Bai ¼
Xn
b¼1
xabi  FaiIXabI
 2
; ð11Þbe minimized by some choice of Fa:oBai
oFaiM
¼ 0; 8 i and M: ð12ÞNote that we now use the superscript a to denote that each deformation gradient is associated with a particular atom and
is determined using the inter-atomic spacings between that atom and its neighbors. Substitution of (11) into (12), and per-
forming the differentiation, one obtainsXn
b¼1
xabi X
ab
M  FaiIXabI XabM
 
¼ 0: ð13ÞThis equation can be simpliﬁed and rearranged to producexaiM ¼ FaiIgaIM; ð14Þ
wherexaiM 
Xn
b¼1
xabi X
ab
M ð15ÞandgaIM 
Xn
b¼1
XabI X
ab
M : ð16ÞEq. (14) can be manipulated to deﬁne the atomic-scale deformation gradient asFaiI ¼ xaiM gað Þ1MI ð17Þ
This expression is a mean-value deformation gradient, which can be used in the earlier equations to estimate measures of
strain.
In reﬂecting on this derivation, we take note of a few necessary conditions that must be satisﬁed in order for Eqs. (15)–
(17) to be valid. First, since the deformation gradient tensor has nine independent components, an atom in a three-dimen-
sional system must have, at a minimum, three neighbors. Second, in order for ga to be invertible, it must be the case that
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makes sense from a physical perspective as it would be impossible to deﬁne deformation in a direction along with no neigh-
bors exist in the reference conﬁguration. However, it can also be proven as follows: ga will be invertible if it can be shown
that it is positive-deﬁnite, i.e. for any arbitrary, non-zero vector V, V  ga  V > 0. Using Eq. (16),V  ga  V ¼
Xn
b¼1
VIX
ab
I X
ab
M VM
¼
Xn
b¼1
yabyab;
¼
Xn
b¼1
y2ab;where yab ¼ Xab  V. Since this sum is a sum of squares, then we can conclude that ga is at least positive semi-deﬁnite, i.e.
V  ga  VP 0. Clearly this quantity can only equal zero for a non-zero vector V if Xab  V for all neighbors b. As long as the
set of neighbor vectors fXabg spans three-dimensional space in a non-coplanar arrangement, this condition is never satisﬁed,
proving that ga is positive deﬁnite and hence invertible. It is also clear that the condition Xab  V ¼ 0 can be satisﬁed if the
atom and its nearest neighbors are either collinear or coplanar. In such instances, a one or two-dimensional analog to
Eqs. (15)–(17) could be constructed, respectively.
It can be easily shown that Eqs. (15)–(17) are exact for the case of a homogeneously applied deformation. For such a sit-
uation, xabi ¼ AiJXabJ , where AiJ is a constant tensor. Hence, xaiM ¼ AiJ
Pn
b¼1X
ab
J X
ab
M ¼ AiJgaJM . Substitution of this expression into
(17) yields FaiI ¼ AiJgaJMðgaÞ1MI ¼ AiJdJI ¼ AiI.
An advantage of this formulation over other more simple estimates of strain is that one can take into account that atomic
lattice positions in a reference (i.e. strain-free) state are not always straightforward. Such is the case for geometric irregular-
ities (e.g. voids, corners, and ledges) and the effect of surface relaxation. In these cases, equilibrium bond lengths are not
identical for all atoms, and individual reference positions must be known for an accurate estimate of strain. This concern will
be revisited in a later section.
This formulation was ﬁrst presented in (Zimmerman, 2000), and is similar to the one developed concurrently by Horste-
meyer and Baskes (2000). In their work, Horstemeyer and Baskes included a weighting function within their expressions that
are analogous to (15) and (16). Our expressions can be thought of as a speciﬁc choice of weighting function, that of the unit
step deﬁned within a region that only includes an atom’s nearest neighbors, and equals zero for the neighbor shells beyond
the nearest one. From these early efforts (Horstemeyer and Baskes, 2000; Horstemeyer et al., 2003), it was not clear that the
inclusion of such a weighting function carries any beneﬁt for other choices of functional form, nor was it known how signif-
icantly the choice of functional form affects the resulting calculated deformation gradient. Recently, Gullett et al. (2008) have
revisited this issue and performed calculations to assess how the functional form and cutoff radius of the weighting function
affects the computed strains. They conclude that both of these factors affect the value of computed strain (both Lagrangian/
Green and Eulerian/Almansi tensors given by (4) and (5), respectively), particularly in regions of localization where material
defects such as dislocations have formed and/or propagated through. While Gullet et al. do examine the sensitivity of their
calculated strain tensors relative to the weighting function cutoff radius and relative to the size of the localization region,
they do not examine the issue of compatibility to conﬁrm that their deformation gradient measure is consistent with con-
tinuum mechanics. This issue will be examined in detail later in this paper.
As discussed in (Zimmerman, 2000), application of this deﬁnition of deformation gradient is straight-forward for crystals
of any lattice type that are describable by a primitive unit cell, i.e. a lattice in which the basic atomic cell that is replicated to
create the full lattice structure contains a single atom. However, not all naturally occurring lattices have a primitive unit cell.
For example, the diamond cubic lattice does not have a primitive unit cell, but rather is constructed from two interpenetrat-
ing face-centered cubic (FCC) cells. These sub-lattices can displace relative to each other, giving three extra degrees of free-
dom (representing a rigid body translation) which must be determined in order to fully describe the deformation of the
lattice (Klein, 1999; Tadmor et al., 1999). That aside, each sub-lattice does have a deformation gradient that can be deter-
mined by applying Eqs. (15)–(17) only to the second nearest neighbors of an atom.
3. Expressions for higher-order gradients
Before we discuss the issue of compatibility of our atomic-scale deformation gradient, or examine numerical simulations
in which this expression is used to give us insight on materials behavior, we pause to consider the possibility of expressions
for higher-order gradients of the deformation ﬁeld for an atomistic system. As mentioned above, the differential expansion
shown in Eq. (3) is exact only in the limit of inﬁnitesimal vector lengths, i.e. dxi ! 0 and dXI ! 0. For the ﬁnite lengths of
inter-atomic spacings, we acknowledge that our formulation of an atomic deformation gradient used only the ﬁrst term
in a longer Taylor series expansion. We now reconsider using both the ﬁrst and second term in this expansion to describe
our atomistic deformation ﬁeld, i.e.xabi ¼ FiIXabI þ
1
2
HiKLX
ab
K X
ab
L : ð18Þ
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o2xi
oXKoXL
. Sunyk and Steinmann used such an expansion to describe
atomic-scale deformation in an effort to examine the validity of the Cauchy–Born rule (Sunyk and Steinmann, 2003). In that
work, they used the symbol G to represent the second order derivative. However, G is commonly used to denote displacement
gradient, deﬁned by the quantity F 1. To avoid confusion, we therefore use the symbol H.
As before, we recast (18) such that the right-hand side equals zero:xabi  FiIXabI 
1
2
HiKLX
ab
K X
ab
L ¼ 0: ð19ÞAgain, we assume that the components of F and Hwill be determined using neighbors of atom a such that the right-hand
side, while not equal to zero, will be minimized. Hence,Bai ¼
Xn
b¼1
xabi  FaiIXabI 
1
2
HaiKLX
ab
K X
ab
L
 2
ð20ÞandoBai
oFaiM
¼ 0; 8i and M; ð21Þ
oBai
oHaiST
¼ 0; 8i; S and T: ð22ÞSubstitution of (20) into (21) yields the equation,Xn
b¼1
xabi X
ab
M  FaiIXabI XabM 
1
2
HaiKLX
ab
K X
ab
L X
ab
M
 
¼ 0; ð23Þwhich can be simpliﬁed toxaiM  FaiIgaIM 
1
2
HaiKLn
a
KLM ¼ 0; ð24Þwhere xa and ga are deﬁned in Eqs. (15) and (16), respectively, and na is deﬁned by the relationnaKLM ¼
Xn
b¼1
XabK X
ab
L X
ab
M : ð25ÞSimilarly, substitution of (20) into (22) yields the equation,Xn
b¼1
xabi X
ab
S X
ab
T  FaiIXabI XabS XabT 
1
2
HaiKLX
ab
K X
ab
L X
ab
S X
ab
T
 
¼ 0; ð26Þwhich too can be simpliﬁed to the equationmaiST  FaiInaIST 
1
2
HaiKLu
a
KLST ¼ 0; ð27Þwhere na is deﬁned in (25),maiST ¼
Xn
b¼1
xabi X
ab
S X
ab
T ; ð28ÞanduaKLST ¼
Xn
b¼1
XabK X
ab
L X
ab
S X
ab
T : ð29ÞTo solve Eqs. (24) and (27), we ﬁrst multiply (24) by ðgaÞ1,xaiM g
að Þ1MJ  FaiJ 
1
2
HaiKLn
a
KLMðgaÞ1MJ ¼ 0; ð30Þand then isolate the expression for FaiJ ,FaiJ ¼ xaiM gað Þ1MJ 
1
2
HaiKLn
a
KLM g
að Þ1MJ : ð31ÞWe then use this equation with Eq. (27):maiST  xaiMðgaÞ1MI 
1
2
HaiKLn
a
KLMðgaÞ1MI
	 

naIST 
1
2
HaiKLu
a
KLST ¼ 0: ð32Þ
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1
2
HaiKL n
a
KLMðgaÞ1MI naIST uaKLST
h i
¼ 0: ð33ÞBy rearranging terms and taking the inverse of the fourth order matrixfaKLST  uaKLST  naKLM gað Þ1MI naIST
h i
; ð34Þ
we ﬁnally obtainHaiKL ¼ 2 maiST xaiMðgaÞ1MI naIST
h i
fað Þ1TSLK : ð35ÞSubstitution of this expression into Eq. (31) yieldsFaiJ ¼ xaiM gað Þ1MJ  maiST xaiMðgaÞ1MI naIST
h i
fað Þ1TSLKnaKLM gað Þ1MJ : ð36ÞClearly, this expression for Fa is signiﬁcantly more computationally intensive to evaluate than the earlier expression given
in Eq. (17). Also, it is probably not the case that only nearest neighbors will be sufﬁcient to determine all of the components
of Fa and Ha. Combined, these tensors contain 9 + 27 = 36 values to be solved for in three-dimensional space. Given this, no
less than 12 neighbors are needed. This extends out past the nearest neighbor shell in most lattices, and certainly includes
non-nearest neighbors for atoms near geometric inhomogeneities such as surfaces, edges and corners. In contrast, only 3
neighbors are needed for the expression in Eq. (17). As before, certain arrangements of atoms may prohibit the existence
of inverse transformations for tensors ga and fa in three dimensions such as neighbors that are strictly collinear or coplanar
to atom a. For such cases, one and two-dimensional analogs to these expressions can be derived.
While difﬁcult to compute, the usefulness of the expressions presented in this section is profound. Calculation of higher
order gradients enables atomistic simulation results to be used in the formulation and parameterization of advanced con-
tinuum theories such as strain gradient plasticity (for example, the theory by Han et al. (2005)). In their work (Sunyk and
Steinmann, 2003), Sunyk and Steinmann expand the hyperelastic strain energy density function to be functions of both
the F and H, and derive balance laws that include work conjugates of both kinematic variables. While their goal is to expand
the Cauchy–Born rule to include inhomogeneous deformations, a clear next step would be to use locally-calculated values of
these deformation gradients to examine consistency between atomistic simulation and their higher order continuum theory,
and to characterize deviations that may occur due to the creation of material defects.
Before leaving this section, we again consider the case of a homogeneously applied deformation, xabi ¼ AiJXabJ , where AiJ is a
constant tensor. In this case, xaiM ¼ AiJgaJM and maiST ¼ AiJnaJST . Hence,HaiKL ¼ 2AiJ naJST  gaJM gað Þ1MI naIST
h i
ðfaÞ1TSLK ð37Þ
¼ 2AiJ naJST  naJST
h i
fað Þ1TSLK ð38Þ
¼ 0; ð39Þand, as before, Eq. (36) simpliﬁes to FaiJ ¼ AiJ .
4. Compatibility of the atomic-scale deformation gradient
Given the signiﬁcant cost of calculating both the deformation gradient Fa and the higher order gradient Ha as discussed in
the previous section, we choose to return to our original expressions given in Eqs. (15)–(17) when examining the issue of
compatibility. In standard continuum mechanics theory (Malvern, 1969), the deformation gradient F is based on an under-
lying displacement ﬁeld u: F ¼ oxoX ¼ oðXþuÞoX ¼ 1þ ouoX. As such, the nine components of F are not independent, but are actually
interrelated because they are derived from the three components of u. This condition is referred to as compatibility. Math-
ematically, compatibility is enforced by realizing that, as a gradient, F must comply with the condition that the curl of any
gradient is zero, i.e. oFiKoXM eKMJ ¼ 0.
In order to calculate the curl of our atomic-scale deformation gradient, we need to determine the components of its gra-
dient, HaiJK ¼
oFaiJ
oXK
. As with the derivation of Fa in Section 2, we assume that we can approximate this exact differential with the
ﬁrst term of a Taylor series expansion. Hence,FabiJ  FaiJ  FbiJ ¼ HaiJKXabK : ð40Þ
As before, we move all terms to the left-hand side and determine Ha by minimizing the square of an error function:BaiJ ¼
Xn
b¼1
FabiJ  HaiJKXabK
 2
: ð41ÞThus,oBaiJ
oHaiJQ
¼ 0! -aiJQ ¼ HaiJKgaKQ ð42Þ
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where-aiJQ 
Xn
b¼1
FabiJ X
ab
Q : ð44ÞEq. (43) is very similar in form to (17), with -a taking the place of xa. Similar to our earlier development, we should keep
in mind that the availability of neighbors, and the number used to calculate Ha, will have a direct bearing on both its ability
to be determined as well as its accuracy. Also, for the case of homogeneous deformation, Fa ¼ Fb and hence Ha ¼ 0. The com-
ponents of the curl of Fa can now be estimated using the expression,.aiM ¼ HaiJKeaJKM; ð45Þ
where, for a compatible deformation ﬁeld .a ¼ 0.
In the framework of plasticity theory, it is common to perform a multiplicative decomposition on the deformation gra-
dient, for example F ¼ FeFp (Steinmann, 1996; Regueiro et al., 2002; Creighton et al., 2004; Han et al., 2005). In this
decomposition, Fp refers to irreversible deformations induced by the creation and motion of material defects. In metals,
the defects considered are dislocations, stacking faults and disclinations and the resulting deformations are referred to
as plasticity (hence, the superscript ‘p’). Fe refers to the reversible deformations caused by elastic loading of the material.
Separately, Fe and Fp are both incompatible ﬁelds, but together they produce a total deformation gradient that obeys the
compatibility condition. As ﬁrst done by Steinmann (1996), and later clariﬁed by Regueiro and co-workers (Regueiro et al.,
2002; Creighton et al., 2004), non-zero expressions can be developed that relate the curls of Fe and Fp to dislocation den-
sity tensors that are properly deﬁned in an intermediate conﬁguration that lies between the material and spatial ones
(i.e. the ‘‘space” that is deﬁned through the mapping of Fp from the material frame or the reverse mapping of ðFeÞ1 from
the spatial frame).
In continuum plasticity theory, these dislocation density tensors are commonly used as, or related to, internal state vari-
ables that evolve according to an assumed constitutive relation. Hence, Fe and Fp can be independently determined using a
history dependent numerical simulation. It is not apparent that they can be clearly deﬁned within an atomistic simulation.
For that matter, it has not yet been shown that the compatibility condition itself, . ¼ Fr ¼ 0, is valid at the atomic scale.
In the next section, we present example simulations that examine both the deformation gradient and its curl.
5. Examples
In this section, we evaluate the expressions for Fa (Eq. (17)) and .a (Eqs. (43) and (45)) for several atomistic simulations
that give rise to inhomogeneous deformation ﬁelds. Speciﬁcally, we ﬁrst consider a one-dimensional versions of our expres-
sions for an atomic chain. Then, we examine simulations of dislocation nucleation at a crystal surface ledge (or step) due to
an applied biaxial stretch and of nanoindentation.
5.1. One-dimensional atomic chain
Consider an atom a that exists along a one-dimensional atomic chain in the x1 direction and possesses only two nearest
neighbors b and c such that xc1 > xa1 > x
b
1. For this case, x and g each contain only a single component:xa ¼ xab1 Xab1 þ xac1 Xac1 ; ð46Þ
ga ¼ Xab1
 2
þ Xac1
 2
: ð47ÞIf we assume that our chain has a uniform atomic spacing in the reference conﬁguration, i.e. Xab1 ¼ Xac1 ¼ a0, then
xa ¼ a0 xac1  xab1
  ¼ a0xbc1 ð48Þ
andga ¼ 2a20: ð49Þ
Hence,Fa ¼ x
a
ga
¼ x
bc
1
2a0
¼ x
b
1  xc1
2a0
: ð50ÞEq. (50) is recognized to be the central difference expression of the ﬁnite difference method for a one-dimensional
uniform grid. If either neighbors b or c are missing, i.e. atom a is at the beginning or end of the chain, then our formula
for deformation gradient becomes the forward or backward difference expression, respectively. The curl is not deﬁned
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i ¼ J ¼ K ¼ 1, and that the permutation tensor in (45) does equal zero in this instance since J ¼ K . Hence, all components
of .a are equal to 0.
5.2. Dislocation nucleation at a crystal surface ledge
The problem of dislocation nucleation from a crystal surface ledge or step was previously examined by Zimmerman
(2000), among others, as an explanation for the occurrence of misﬁt dislocations observed in thin ﬁlms. Zimmerman postu-
lated that for a sufﬁcient amount of bi-axial strain exerted on the ﬁlm due to lattice mismatch with a substrate material,
dislocations would originate from the surface ledges that naturally arise due to ﬁlm deposition processes. Zimmerman ex-
plored this possibility using molecular dynamics and energy minimization simulations (Zimmerman, 2000). Similar simula-
tions using an energy minimizing conjugate gradient method are presented in this section, with emphasis placed on
characterizing the deformation gradient and curl ﬁelds before and after dislocation emission.
Fig. 1 shows an atomic system representative of a nano-scale thin ﬁlm of copper, as modeled using the embedded atom
method (EAM) potential by Voter (1993). The system contains a total of approximately 56,000 atoms and is constructed such
that the horizontal and thickness (out of the page) directions are h110i crystal directions and the vertical direction is of the
h100i type. System dimensions are roughly 179 Å in the horizontal direction, 143 Å in the vertical direction, and 26 Å in the
thickness direction. Periodic boundary conditions are used on the horizontal sides and in the thickness direction. The bottom
layer of atoms is constrained against movement in the vertical direction. On the top (free) surface, atoms have been removed
to create a trough that is initially ﬁve atoms wide and spans the thickness dimension. The reference conﬁguration is obtained
by performing an energy minimizing molecular static calculation using the Sandia code ParaDyn (Sandia National Laborato-
ries, 2007). Energy minimization is accomplished using a non-linear conjugate gradient algorithm (Press et al., 1992). The
system is then stretched in increments of 0.01% in both the horizontal and thickness directions. Fig. 1a shows the system
just prior to dislocation emission at a stretch of 3.77%, while Fig. 1b shows the system having two dislocations that have been
emitted from the surface ledges at a stretch of 3.78%. Fig. 1 has atoms shaded according to their value of slip vector, as de-
ﬁned by Zimmerman et al. (2001). We note that the emitted dislocations leave behind trails of atoms that have a slip vector
magnitude near the value expected for a partial dislocation in copper, 3:615=
ﬃﬃﬃ
6
p
¼ 1:476 Å.
Fig. 2 shows the same system with atoms shaded according to their value of F11 and F22 before and after dislocation emis-
sion. It is observed that the system contains a nearly uniform state of stretch just prior to dislocation creation
(F11 ¼ F33  1:0377, F22  0:94), and that this stretch is relieved in the horizontal (1) and vertical (2) directions throughout
most of the crystal once the dislocations have been emitted. This is shown by the majority of atoms going to a darker shade
from Fig. 2a to b (F11 decreases), and going from a lighter shade from Fig. 2c to d (F22 increases). Strain is not relieved in the
thickness (3) direction as the Burgers vectors of the emitted dislocations are perpendicular to that direction. It is also appar-
ent that the stacking faults created by the emitted dislocations leave behind discontinuities in the deformation gradient ﬁeld.
These discontinuities also exist for the diagonal elements F12 and F21 of the deformation gradient ﬁeld, as shown in Fig. 3.
While this example shows that discontinuities exist in the atomic deformation gradient itself in the wake of created
material defects, the question remains whether a compatible deformation ﬁeld still exists and if the atomic-scale expression
we have derived reﬂects this. Fig. 4 shows the 13 and 23 components of the curl tensor . before and after dislocation emis-
sion. These components are selected due to the two-dimensional nature of our varying deformation gradient ﬁeld. While .13
and .23 are essentially zero before any material defects are created, as expected, they remain so once dislocations and stack-
ing faults have been created. Further, it is interesting to observe that the only signiﬁcantly non-zero values of these variables
occurs for atoms that lie near ledges (both before and after emission), at the system’s top boundary where dislocations were
created, and at the bottom boundary where dislocation cores become trapped. The stacking fault itself does not alter the zero
curl of the deformation gradient.Fig. 1. Cross-sectional view of a biaxially stretched ﬁlm on a rigid substrate at (a) 3.77% stretch and (b) 3.78% stretch. Atoms are shaded according to their
value of slip vector.
Fig. 2. Cross-sectional view of a biaxially stretched ﬁlm on a rigid substrate at (a), (c) 3.77% stretch and (b), (d) 3.78% stretch. Atoms are shaded according to
their value of (a), (b) F11 and (c), (d) F22.
Fig. 3. Cross-sectional view of a biaxially stretched ﬁlm on a rigid substrate at 3.78% stretch. Atoms are shaded according to their value of (a) F12 and (b) F21.
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A more complex deformation ﬁeld can be considered by simulating indentation by a nanometer-scale indenter into a me-
tal surface, as has been done by Kelchner et al. (1998), Zimmerman et al. (2001), Rodrı´guez de la Fuente et al. (2002) and
among others. In this section, we examine the calculated ﬁelds of F and . for the nanoindentation simulations that appear
in (Rodrı´guez de la Fuente et al., 2002). In that work, the authors analyzed the dislocation structures emitted during inden-
tation of a Au(100) crystal surface by an indenter of radius equal to 40 Å. The system simulated has sides oriented along
h100i directions and is of dimensions 204 Å  204 Å  122 Å. Periodic boundary conditions are used on all four side surfaces,
while the bottom surface atoms are held rigidly ﬁxed and the top surface is free. An external force ﬁeld is used to emulate the
nanoindenter. The indenter is lowered in displacement increments of 0.1 Å down to a total depth of 7 Å. As before in the
surface ledge simulations, energy minimization is performed after each displacement increment. The EAM model for Foiles
et al. (1986) is used for the Au crystal.
Fig. 5 shows the defect structures that form due to the indentation process. For clarity, only atoms with appreciable non-
zero values of slip vector (>0.5) are shown. Initially (Fig. 5a), no discernible defect structure exists beneath the indenter; val-
ues of slip vector remain low and are appreciable only due to the highly deformed state of the material. At an indentation
depth of about 4.2 Å, partial dislocations and stacking faults are created beneath the indenter, shown in Fig. 5b. This struc-
Fig. 4. Cross-sectional view of a biaxially stretched ﬁlm on a rigid substrate at (a), (c) 3.77% stretch and (b), (d) 3.78% stretch. Atoms are shaded according to
their value of (a), (b) .13 and (c), (d) .23.
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cation structure and stacking faults are created, shown in Fig. 5c. This extended structure was analyzed in depth in Rodrı´guez
de la Fuente et al. (2002), and was shown to be the origin of hillocks observed in corresponding experiments using scanning
tunneling microscopy (STM). As noted in that work, this extended structure persists upon elastic unloading of the material.
Figs. 6 and 7 show cross-sectional views of the crystal at the same amounts of deformation depicted in Fig. 5, with atoms
colored according to their value of F11 and F33. For this system, indentation occurs in the x3 or z direction. As in the pre-
vious section, the deformation gradient component ﬁelds are observed to be discontinuous once material defects have been
created. These discontinuities are observed within the material beneath the nanoindenter, as well as at the indentation sur-
face. Due to the three-dimensional nature of the problem, discontinuities are also present in all components of the deforma-
tion gradient. For example, Fig. 8 shows the system at the deformation level reached in Fig. 5b. In this ﬁgure, it is apparent
that the defects created (partial dislocations and stacking faults) manifest as non-zero values of the off-diagonal components
of the deformation gradient tensor.
Figs. 9 and 10 show cross-sectional and top views, respectively, of the crystal at the same amounts of deformation de-
picted in Fig. 5, with atoms colored according to their value of .12. A few features become apparent from these ﬁgures: First,Fig. 5. Atoms with values of slip vector > 0.5 beneath a nanoindenter: (a) prior to any defects, (b) after emission of (reversible) partial dislocation loops, (c)
after emission of an (irreversible) extended dislocation/hillock structure.
Fig. 6. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of
F11.
Fig. 7. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of
F33.
Fig. 8. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5b. Atoms are colored according to their value of (a)
F12, (b) F13, and (c) F32.
Fig. 9. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of
.12.
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Fig. 10. Top view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of .12.
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cent to, the contact region with the indenter. Second, the creation of dislocation loops and stacking faults that intersect the
top surface does affect the distribution of non-zero values of curl. It is particularly interesting to note that the curl ﬁelds that
are visible before defects are created (Figs. 9 and 10a) appear to be continuously varying in nature, whereas discontinuities in
the curl ﬁelds are present once defects are present. Third, these non-zero values of curl exist only for surface atoms even once
material defects have been created. In particular, the discontinuous ﬁelds of deformation gradient observed in the previous
ﬁgures do not lead to non-zero values of curl; the curl remains at near zero levels for atoms in the interior of the simulation
region, similar to the surface ledge simulations in the previous section. These features are consistent among the various com-
ponents of ., as shown in more detail in Figs. 11–14.
6. Discussion
In Section 4 we brieﬂy discussed how, in the framework of plasticity theory, it is common for the deformation gradient to
be multiplicatively decomposed into elastic and plastic components, Fe and Fp, respectively. These components are individ-
ually incompatible and are used to construct a dislocation density tensor (Steinmann, 1996; Regueiro et al., 2002; Creighton
et al., 2004; Han et al., 2005). For example, Han et al. (2005) deﬁne the tensorFig. 11. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of
.22.
Fig. 12. Top view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of .22.
Fig. 13. Cross-sectional view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of
.32.
Fig. 14. Top view of the nanoindented atomic system at the deformation states shown in Fig. 5a–c. Atoms are colored according to their value of .32.
Fig. 15.
their va
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FpCurlFp ¼ Je Feð Þ1curl Feð Þ1; ð51Þwhere CurlFp ¼ Fp r ¼ Fp  ooX and curlðFeÞ1 ¼ oox ðFeÞ1. This tensor is related to the Burgers vector ~b and unit line tan-
gent vector ~n through the relationeAdt ¼ ~n ~bdl; ð52Þ
where dt is an inﬁnitesimal volume element and dl is an inﬁnitesimal line length. In any event, it would be clearly advan-
tageous to be able to separately quantify Fe and Fp in the course of analyzing an atomistic simulation.
Our earlier discussion on the meanings of Fe and Fp might lead one to contemplate performing an unloading simulation to
atomistic systems in which defects have already formed, thereby presumably applying the inverse of the elastic deformation
ðFeÞ1. Figs. 15 and 16 show the effect of doing this unloading to the biaxially stretched ﬁlm and the nanoindented system,
respectively. Both ﬁgures show that while a discontinuous deformation gradient remains within the material system once
the elastic load has been removed, the resulting deformation is still compatible and produces a zero curl.Cross-sectional view of a biaxially stretched ﬁlm on a rigid substrate elastically unloaded from a stretch of 3.78%. Atoms are shaded according to
lue of (a) F11 and (b) .13.
Fig. 16. Cross-sectional view of the nanoindented atomic system elastically unloaded from the deformation state shown in Fig. 5c. Atoms are colored
according to their value of (a) F33 and (b) .32.
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decomposition to the deformation gradient,F ¼ FeFiFp: ð53Þ
In this relation, Fe now merely represents the elastic deformation due to external loading whereas the effect of the dis-
locations and other defects are now jointly represented by Fi and Fp. Fp captures the deformation discontinuities introduced
through dislocation cores and stacking faults and Fi contains the elastic deformations created in response to the formation of
these discontinuities. Individually, neither Fi nor Fp are compatible deformation ﬁelds, but their product is.
In addition to the issue of multiplicative decomposition of the deformation gradient, our analyses also raises a few inter-
esting questions that merit additional discussion. First, there is some uncertainty with regard to the creation and propaga-
tion of full dislocations. From a materials science perspective, as full dislocations travel through a material, the material left
behind possesses a perfect crystal structure. However, from a mechanics perspective, the reference conﬁguration of this per-
fect crystal is unknown; there is no longer a one to one map of the deformation gradient (or any portion of it) to character-
istics of the dislocations that have gone through the material. Hence, while this material would no longer have defects per se,
the atomic-scale deformation gradient would still show that signiﬁcant deformation has occurred. This issue also affects the
slip vector calculation (as seen in Fig. 5c), where it is known that atoms bordering planes on which full dislocations have
slipped contain a slip vector consistent with the Burgers vectors of these dislocations.
Another question raised from our analyses pertains to the role of stacking faults. The ﬁgures in Section 5 clearly show that
although the formation of stacking faults leads to discontinuities in F, these discontinuities do not produce incompatibilities
that prevent the curl of F from vanishing. It is assumed that, as for dislocations themselves, elastic ﬁelds are created in re-
sponse to the formation of stacking faults which restore compatibility of the overall deformation. What is not clear, however,
is how stacking faults contribute to dislocation density tensors (such as the one shown in Eq. (52)) as such structures no
longer have a unit line tangent vector that can be identiﬁed. That stated, it may be possible to construct a meaningful tensor
through a combination of the partial Burgers vector creating the stacking fault with the unit normal vector for the plane that
contains the fault and the characteristic size of the fault region. Determination of these last two characteristics is not trivial
and is deferred for future work.
One ﬁnal concern raised by our analyses is the accuracy with which derivatives are being calculated. Our approach essen-
tially uses a irregular grid of nearest neighbor positions to perform a variation of the ﬁnite difference method to calculate
both Fa, the gradient of the deformation ﬁeld, and Ha, the gradient of Fa. It was observed that the elements of .a, which
are combinations of the components of Ha, while approximately equal to zero in general were non-zero in locations where
both a large amount of inhomogeneous deformation occurs and a non-bulk distribution of nearest neighbors exists. This was
found to occur even for deformation states where no defects had yet been created. It is not clear whether these non-zero
values of .a have some physical signiﬁcance or a more accurate scheme for approximating derivatives needs to be used
in such regions. One possible way to resolve this issue would be to apply techniques used in meshless (or mesh-free) sim-
ulation frameworks and construct continuous ﬁelds for the deformation/displacement ﬁelds. Such ﬁelds would automati-
cally satisfy compatibility and comparison of these ﬁelds with those calculated using our expressions would quantify the
accuracy of those expressions and clarify the situations under which our expressions deviate from their continuum equiv-
alents. This exercise is deferred for future research.
7. Conclusions
In this paper, we have developed an expression for an atomic-scale deformation gradient and have used it to analyze the
deformation ﬁelds for a one-dimensional atomic chain, a biaxially stretched thin ﬁlm containing a surface ledge, and a FCC
metal subject to indentation loading from a nanometer-scale indenter. The analyses presented shows that the metric estab-
lished here is consistent with the continuum mechanical concept of deformation gradient (which is known to have a zero
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continuities for regions of material that contain defects such as partial dislocations and stacking faults. It has been noticed
that non-zero values of curl occur for atoms near loaded geometric inhomogeneities, such as those that form the ledges
themselves and those beneath or adjacent to the indentation contact region. It is not yet clear whether these non-zero values
can in some way be correlated to geometric information about the material defects created during deformation, and more
work in this area is being pursued.
Although the concept of the multiplicative decomposition of the deformation gradient within the context of plasticity
theory was discussed and considered, our simulation results show zero values of curl within material containing defects such
as dislocation loops and stacking faults. As such, it appears that our atomic-scale metric captures the full, compatible defor-
mation ﬁeld that the material is subject to. As noted above, the deformation gradient expression itself produces discontinu-
ities reﬂective of material that contain defects such as partial dislocations and stacking faults. These discontinuities would
also exist for regions through which a full dislocation has traveled and no stacking fault or other defect remains (Zimmer-
man, 2000). In both instances, it may be possible to use geometric information about the material defects created (such as
the Burgers vectors as quantiﬁed by the slip vector) to isolate the ‘plastic’ component of the deformation gradient Fp, thereby
enabling Fe to also be determined. However, it is not yet apparent how to perform this decomposition and further work in
this area is also warranted.
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