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FIRING RATE AND SPATIAL CORRELATION IN A
STOCHASTIC NEURAL FIELD MODEL
YAO LI AND HUI XU
Abstract. This paper studies a stochastic neural field model that is extended
from our previous paper [14]. The neural field model consists of many heteroge-
neous local populations of neurons. Rigorous results on the stochastic stability
are proved, which further imply the well-definedness of quantities including mean
firing rate and spike count correlation. Then we devote to address two main top-
ics: the comparison with mean-field approximations and the spatial correlation
of spike count. We showed that partial synchronization of spiking activities is a
main cause for discrepancies of mean-field approximations. Furthermore, the spike
count correlation between local populations are studied. We find that the spike
count correlation decays quickly with the distance between corresponding local
populations. Some mathematical justifications of the mechanism of this phenom-
enon is also provided.
1. Introduction
In mathematical neuroscience, numerous neuronal models have been proposed and
studied. Many models such as the Hodgkin-Huxley model aim to accurately describe
the realistic biophysics process. When more anatomical and physiological details,
such as ionic channels, dendritic tree, spatial structure of axon, and synapse, are
involved, the model usually becomes too complex to study, especially when applying
to a large-scale network. On the other end of the spectrum, there are many mean
field models such as Wilson-Cowan model [20, 21] and various population density
models [9, 5, 4] that model the behavior of a neural population by a few coarse-
grained variables. It is easier to use a mean-field model to describe the neuronal
activities in a large area of the cortex. However, mean field models usually assume
that neuronal interactions are weak, which cause some inevitable discrepancies.
Consider a large area of the cortex, such as several hundreds of hypercolumns in
the primary visual cortex. In order to study experimentally observed phenomena
such as surround suppression, neuronal models at this scale are necessary. Needless
to say, it is not realistic to model each of millions of neurons by detailed models
like the Hodgkin-Huxley model. Some coarse graining is necessary for these large
scale problems. On the other hand, it is usually not clear how much information
a mean field model could preserve. The mechanism of such discrepancy is also
little studied. In our previous paper [14], these questions are partially answered
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for a stochastic neuron model that models a homogeneous and densely connected
neuronal population. Several mean field approximations of the stochastic model
studied in [14] are exactly solvable. We showed that the strong excitation-inhibition
interplay during the partially synchronous spike volley, called a multiple firing event,
contributes significantly to the discrepancy of the mean-field approximation. It is
believed that such multiple firing event is related to the Gamma rhythm in the
cortex.
The aim of this paper is two-fold. The first half of this paper serves as an extension
to our previous paper [14]. We generalize the stochastic model studied in [14] to a
neural field model that describes the neuronal activities of neurons in a large and
heterogeneous domain. More precisely, we consider the coupling of finitely many
local neuron populations, each of which is described by a stochastic model studied
in [14]. This extension is necessary because the real cerebral cortex consists of
numerous relatively homogeneous local structures, while the neuronal activities in
different local structures can be very different. Take the visual cortex as an example
again. Responses to stimulus orientation are very different in orientation columns
with different orientation preferences, even if they are spatially close to each other
[12, 11]. Similar as in [14], we proved the stochastic stability of the Markov process
generated by the model, which implies that many quantities like the mean firing rate
are well-defined. Then we proposed two exactly solvable mean-field approximations
of our neural field model. The discrepancy of the mean-field approximations is
analyzed. Same as in the homogeneous population model, the discrepancy of a
mean field model is mainly caused by the emergent coordinated neuronal activities,
and is significantly exacerbated when the neuron spikes become synchronized.
A more important result presented in this paper is the spatial correlation of spike
counts in the neural field. This is not studied in our previous paper [14]. We found
that the multiple firing event in nearest-neighbor local populations are highly cor-
related. However, this correlation decays quickly with increasing distance between
two local populations. This is consistent with the experimental observations that
the Gamma rhythm is very local [7, 13, 15]. Two analytical studies are carried
out to investigate this spatial correlation. We first propose an ODE model that
describe the activity during a multiple firing event. This ODE model shows that
the strong excitatory and inhibitory current during a multiple firing event at one
local population is very likely to induce a similar multiple firing event in its neighbor
local populations. This explains the mechanism of the spatial correlation. Then we
studied the possible mechanism of the spatial correlation decay. One salient feature
of the multiple firing event is its diversity. When starting from the same profile,
the spike count of a multiple firing event can have very high volatility, measured by
the coefficient of variation. The volatility significantly decreases when the multiple
firing event is close to a synchronous spiking event. We believe this diversity at least
partially contributes to the quick decay of the spatial correlation. This is verified
by our numerical simulation result, in which the most synchronous network has the
slowest decay of the spatial correlation.
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The organization of this paper is as follows. Section 1 is the introduction. We
provide the mathematical description of the neural field model in Section 2. Section
3 is devoted to the proof of the stochastic stability and several useful corollaries.
Then we provide five network examples with distinct features in Section 4 for later
investigations. Two mean-field approximations are presented in Section 5. We
also analyze their discrepancies in the same section. Section 6 is devoted to the
spatial correlation. We demonstrate both phenomena and mechanism of the spatial
correlation between spike counts of different local populations. Section 7 is the
conclusion.
2. Stochastic model of many interacting neural populations
We consider a stochastic model that describes the interaction of many local pop-
ulations in the cerebral cortex. Each local population consists of hundreds of inter-
acting excitatory and inhibitory neuron. The setting of this model is quit generic,
but it aims to describe some of the spiking activities of realistic brain parts. In
particular, one can treat a local population as an orientation column in the primary
visual cortex. We will only prescribe the rules of external inputs and interactions
between neurons. All spatial and temporal correlated spiking activities in this model
are emergent from interactions of neurons.
2.1. Model description. We consider an M×N array of local populations of neu-
rons, each of which are homogeneous and densely connected by local circuitries. In
addition, neurons in nearest neighbor of local populations are connected. Each local
population consists of NE excitatory neurons and NI inhibitory neurons. Similar to
the treatment in [14], we have the following assumptions in order to describe the
activity of this population by a Markov process.
• The membrane potential of each neuron can only take finitely many discrete
values.
• The external current to each neuron is in the form of independent Poisson
processes. The rate of Poisson kicks to all neurons of the same type in each
local population is a constant.
• A neuron spikes when its membrane potential reaches a given threshold.
After a spike, a neuron stays at a refractory state for an exponentially dis-
tributed amount of time.
• When an excitatory (resp. inhibitory) spike occurs at a local population, a set
of postsynaptic neurons from this local population and its nearest neighbor
local populations are randomly chosen. After an exponenitally distributed
random time, the membrane potential of each chosen postsynaptic neuron
goes up (resp. down).
More precisely, we consider M ×N local populations {Lm,n} with m = 1, · · · ,M
and n = 1, · · · , N . Lm,n and Lm′,n′ are considered to be nearest neighbors if and
only if m = n′, |n− n′| = 1 or |m−m′| = 1, n = n′. For each (m,n), denote the set
of indices of its nearest neighbors local populations by N (m,n). Each population
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Lm,n consists of NE excitatory neurons, labeled
(m,n, 1), (m,n, 2), · · · , (m,n,NE)
and NI inhibitory neurons, labeled
(m,n,NE + 1), (m,n,NE + 2), · · · , (m,n,NE +NI) .
In other words, each neuron has a unique label (m,n, k). The membrane potential
of neuron (m,n, k), denoted V(m,n,k), takes value in a finite set
Γ := {−Mr,−Mr + 1, · · · ,−1, 0, 1, 2, · · · ,M} ∪ {R} ,
where M and Mr are two integers for the threshold potential and the inhibitory
reversal potential, respectively. When V(m,n,k) reaches M , the neuron fires a spike
and reset its membrane potential to R. After an exponentially distributed amount
of time with mean τR, V(m,n,k) leaves R and jumps to 0.
We first describe the external current that models the input from other parts of
the brain or the sensory input. As in [14], the external current received by a neuron
is modeled by a homogeneous Poisson process. The rate of this Poisson process is
identical for the same type of neurons in the same local population. Neurons in
different local population receive different external current, which makes this model
spatially heterogeneous. More precisely, we assume the rate of such Poisson kick of
an excitatory (resp. inhibitory) neuron in local population Lm,n to be λ
E
m,n (resp.
λIm,n). When a kick is received by neuron (m,n, k) and it is not at state R, V(m,n,k)
jumps up by 1 immediately. If it reaches M , a spike is fired. Neurons at state R do
not respond to external kicks.
The rule of interactions among neurons is the following. We assume that a postsy-
naptic kick from an E (resp. I) neuron takes effect after an exponentially distributed
amount of time with mean τE (resp. τI). To model this delay effect, we describe
the state of neuron (m,n, k) by a triplet (V(m,n,k), H
E
(m,n,k), H
I
(m,n,k)), where H
E
(m,n,k)
(resp. HI(m,n,k)) denote the number of received E (resp. I) postsynaptic kicks that
has not yet taken effect. Further, we assume that the delay of postsynaptic kicks are
independent. Therefore, two exponential clocks corresponding to excitatory and in-
hibitory kicks are associated to each neuron, with rates HE(m,n,k)τ
−1
E and H
I
(m,n,k)τ
−1
I
respectively. When the clock corresponding to excitatory (resp. inhibitory) kicks
rings, an excitatory (resp. inhibitory) kick takes effect according to the rules de-
scribed in the following paragraph.
Let Q,Q′ ∈ {E, I}. When a postsynaptic kick from a neuron of type Q takes
effect at a neuron of type Q′ after the delay time as described above, the membrane
potential of the postsynaptic neuron, say neuron (m,n, k), jumps instantaneously
by a constant SQ′,Q if V(m,n,k) 6= R. No change happens if V(m,n,k) = R. If after the
jump we have V(m,n,k) ≥ M , neuron (m,n, k) fires a spike and jumps to state R.
Same as in [14], if constant SQ′,Q is not an integer, we let u be a Bernoulli random
variable with P[u = 1] = SQ′,Q − bSQ′,Qc that is independent of all other random
variables in the model. Then the magnitude of the postsynaptic jump is set to be
the random number bSQ′,Qc+ u.
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It remains to describe the connectivity within and between local populations. We
assume that each local population is densely connected and homogeneous, while dif-
ferent local populations are heterogeneous in a way that the external currents are dif-
ferent. For example, each local population can be thought as an orientation column
in the primary visual cortex. Hence nearest-neighbor populations receive very differ-
ent external drives due to their different orientational preferences. Same as in [14],
the connectivity in our model is random and time-dependent. For Q,Q′ ∈ {E, I},
we choose two parameters PQ,Q′ , ρQ,Q′ ∈ [0, 1] representing the local and external
connectivity respectively. When a neuron of type Q′ in a local population Lm,n fires
a spike, every neuron of type Q in the local population Lm,n is postsynaptic with
probability PQ,Q′ , while every neuron of type Q in the nearest-neighbor populations
Lm′,n′ receives this postsynaptic kick with probability ρQ,Q′ . In other words, neurons
of the same type in the same local population are assumed to be indistinguishable.
2.2. Common parameters for simulations. Although our theoretical results are
valid for all parameters, in numerical simulations we will stick to the following
set of parameters in order to be consistent with [14]. Throughout this paper, we
assume that NE = 300, NI = 100 for the size of local populations, M = 100,
Mr = 66 for the thresholds, PEE = 0.15, PIE = PEI = 0.5 and PII = 0.4 for
local conductivities. The conductivities to nearest neighbors are assumed to be
proportional to the corresponding local conductivities. We set two parameters ratioE
and ratioI and let ρQE = ratioEPQE, ρQI = ratioIPQI for Q = I, E. Further, we
assume that ratioI = 0.6ratioE as inhibitory neurons are known to be more “local”.
The strengths of postsynaptic kicks are assumed to be SEE = 5, SIE = 2, SEI = 3,
and SII = 3.5. The length of refractory period is set as τR = 4ms. Since AMPA
synapses act faster than GABA synapses, in general τE is assumed to be faster
than τI . Values of τE and τI are two changing parameters that are used to control
the degree of synchrony of the network. External drive rates λEm,n and λ
I
m,n are
determined when describing examples with different spatial structures.
3. Stochastic stability and proofs
The aim of this section is to show the stochastic stability of the model presented
in Section 2. As a corollary, we have well-defined and computable local and global
firing rates, and the spike count correlation between local populations.
3.1. Statement of results. The neural field model described above generates a
Markov jump process Φt on a countable state space
X = (Γ× Z+ × Z+)M×N×(NE+NI) .
The state of neuron (m,n, k) is given by the triplet (V(m,n,k), H
E
(m,n,k), H
I
(m,n,k)), where
V(m,n,k) ∈ Γ and HEi , HIi ∈ Z+ := {0, 1, 2, · · · }. The transition probabilities of Φt
are denoted by P t(x,y), i.e.,
P t(x,y) = P[Φt = y |Φ0 = x] .
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If µ is a probability distribution on X, the left operator of P t acting on µ is
µP t(x) =
∑
y∈X
µ(y)P t(y,x) .
Similarly, the right operator of P t acting on a real-valued function η : X→ R is
P tη(x) =
∑
y∈X
P t(x,y)η(y) .
Finally, for any probability measure µ and real-valued function η on X, we take the
convention that
µ(η) =
∑
x∈X
η(x)µ(x) .
For the stochastic stability, we mean the existence, uniqueness, and ergodicity
of the invariant measure for Φt. Note that X has countably infinite states. Hence
Markov chains on X need not admit an invariant probability measure.
Define the total number of pending excitatory (resp. inhibitory) kicks at a state
x ∈ X as
HE(x) =
M∑
m=1
N∑
n=1
NE+NI∑
k=1
HE(m,n,k)
and
HI(x) =
M∑
m=1
N∑
n=1
NE+NI∑
k=1
HI(m,n,k) .
Further we let U(x) = HE(x) + HI(x) + 1. For any signed measure on the Borel
σ-algebra of X, denoted by B(X), we define the U -weighted total variation norm to
be
‖µ‖U =
∑
x∈X
U(x)|µ(x)| ,
and let
LU(X) = {µ on X | ‖µ‖U <∞} .
In addition, for any measurable function η(x) on X, we let
sup
x∈X
|η(x)|
U(x)
be the U -weighted supreme norm.
Theorem 3.1. Φt admits a unique invariant probability measure pi ∈ LU(X). In
addition, there exist constants C1, C2 > 0 and r ∈ (0, 1) such that
• (a) for any initial distribution µ ∈ LU(X),
‖µP t − pi‖U ≤ C1rt‖µ− pi‖U ;
• (b) for any measurable function η with ‖η‖U <∞,
‖P tη − pi(η)‖U ≤ C2rt‖η − pi(η)‖U .
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Theorem 3.1 guarantees that the local/global firing rate and the spike count cor-
relation between local populations are well defined. Let Lm,n be a given local pop-
ulation. For Q ∈ {E, I}, let NQ(m,n)([a, b]) be the number of neuron spikes fired by
type Q neurons in Lm,n on the time interval [a, b]. As discussed in [14], the mean
firing rate of the local population (m,n) is defined to be
FQm,n =
1
T
Epi[NQ(m,n)([0, T ])] ,
where Epi is the expectation with respect to the invariant probability measure pi.
This definition is independent of T by the invariance of pi.
Let T be a fixed time window, we can further define the covariance of spike count
between Q1-population in Lm,n and Q2-population in Lm′,n′ as
covQ1,Q2T (m,n;m
′, n′) = Epi[NQ1(m,n)([0, T ])N
Q2
(m′,n′)([0, T ])]− T 2NQ1NQ2FQ1m,nFQ2m′,n′ .
The Pearson correlation coefficient of spike count can be defined similarly. For
Q1-population in Lm,n and Q2-population in Lm′,n′ , we have
ρQ1,Q2T (m,n,m
′, n′) =
covQ1,Q2T (m,n,m
′, n′)
σQ1T (m,n)
σQ2T (m,n)σ
Q2
T (m
′, n′)
,
where
σQT (m,n) =
√
varpi(N
Q
(m,n)([0, T ]))
for Q ∈ {E, I}.
One can also consider the correlation of the total spike count between two local
populations. Let N(m,n)([0, T ]) be the number of excitatory and inhibitory spikes
produced by Lm,n on [0, T ] when starting from the steady state. Then the corre-
lation covT (m,n,m
′, n′) and the Pearson correlation coefficient ρT (m,n,m′, n′) can
be defined analogously.
The following corollaries implies that the mean firing rate and the spike count
correlation are computable.
Corollary 3.2. For Q ∈ {E, I}, 1 ≤ m ≤ M , and 1 ≤ n ≤ N , the local firing rate
FQm,n <∞. In addition, for any initial value x ∈ X,
lim
T→∞
NQ(m,n)([0, T ])
NQT
= FQ(m,n)
almost surely.
Corollary 3.3. For Q1, Q2 ∈ {E, I}, 1 ≤ m,m′ ≤ M , and 1 ≤ n, n′ ≤ N , the
covariance covQ1,Q2T (m,n;m
′, n′) <∞. In addition, for any initial value x ∈ X,
lim
K→∞
1
K
K−1∑
k=0
NQ1(m,n)([kT, (k+1)T ))N
Q2
(m′,n′)([kT, (k+1)T )) = Epi[N
Q1
(m,n)([0, T ])N
Q2
(m′,n′)([0, T ])]
almost surely. In other words covQ1,Q2T (m,n;m
′, n′) is computable.
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Corollary 3.4. For 1 ≤ m,m′ ≤M , and 1 ≤ n, n′ ≤ N , the covariance covT (m,n;m′, n′) <
∞. In addition, for any initial value x ∈ X,
lim
K→∞
1
K
K−1∑
k=0
N(m,n)([kT, (k+1)T ])N(m′,n′)([kT, (k+1)T )) = Epi[N(m,n)([0, T ])N(m′,n′)([0, T ])]
almost surely. In other words covT (m,n;m
′, n′) is computable.
3.2. Probabilistic Preliminaries. Let Ψn be a Markov chain on a countable state
space (X,B) with transition kernels P(x, ·). Let W : X → [1,∞) be a real-valued
function. The following general results on geometric ergodicity is well known.
Assume Ψn satisfies the following conditions.
(a) There exist constants K ≥ 0 and γ ∈ (0, 1) such that
(PW )(x) ≤ γW (x) +K
for all x ∈ X.
(b) There exists a constant α ∈ (0, 1) and a probability distribution ν on X so
that
inf
x∈C
P(x, ·) ≥ αν(·) ,
with C = {x ∈ X |W (x) ≤ R} for some R > 2K/(1 − γ), where K and γ
are from (a).
The following result was proved in [16] and [8] using different methods. Note
that the original result in [16, 8] is for a generic measurable state space. The result
applies to countable state space with the Borel σ-algebra (which is essentially the
discrete σ-algebra).
Theorem 3.5. Assume (a) and (b). Then Ψn admits a unique invariant measure
pi ∈ LW (X). In addition, there exist constants C,C ′ > 0 and r ∈ (0, 1) such that
(ii) for all µ, ν ∈ LW (X),
‖µPn − νPn‖W ≤ Crn‖µ− ν‖W ,
and (i) for all ξ with ‖ξ‖W <∞,
‖Pnξ − pi(ξ)‖W ≤ C ′rn‖ξ − pi(ξ)‖W .
We also need the following law of large numbers for martingale difference sequence
to prove the corollary.
Theorem 3.6 (Theorem 3.3.1 of [19]). Let Xn be a martingale difference sequence
with respect to Fn. If ∞∑
n=1
E[|Xn|2]
n2
<∞ ,
then
1
N
N∑
n=1
Xn → 0 a.s.
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3.3. Proof of main results. For a step size h > 0 that will be described later, we
define the time-h sample chain as Φhn = Φnh. The superscript h is dropped when it
leads to no confusion. Recall that U(x) = HE(x) + HI(x) + 1. The following two
lemmas verify conditions (a) and (b) for Theorem 3.5.
Lemma 3.7. For h > 0 sufficiently small, there exist constants K > 0 and γ ∈
(0, 1), such that
P hU ≤ γU +K .
This proof is similar to that of Lemma 2.4 of [14]. We include it for the sake of
completeness of this paper.
Proof. During (0, h], let Nout be the number of pending kicks from H
E(x) and HI(x)
that takes effect and Nin be the number of new spikes produced. We have
P hU(x) = Ex[U(Φh)] = U(x)− Ex[Nout] + Ex[Nin] .
The probability that an excitatory (resp. inhibitory) pending kick takes effect on
(0, h] is (1− e−h/τE) (resp. (1− e−h/τI )). Hence for h sufficiently small, we have
Ex[Nout] ≥ (HE(x) +HI(x))(1− e−h/max{τE ,τI}) ≥ 1
2 max{τE, τ I} h (U(x)− 1) .
For a neuron (m,n, k), after each spike it spends an exponential time with mean
τR at state R. Hence the number of spikes produced by neuron (m,n, k) is at most
1 + E[Pois(h/τR)] = 1 + h/τR ,
where Pois(λ) is a Poisson random variable with rate λ. Hence
Ex[Nin] ≤MN(NE +NI) · (1 + h/τR) .
The proof is completed by letting
γ = 1−h/(2 max{τE, τ I}) and K = MN(NE+NI)·(1+h/τR) + h
2 max{τE, τ I} .

For b ∈ Z+, let
Cb = {x ∈ X|HE(x) +HI(x) ≤ b} .
Lemma 3.8. Let x0 be the state that H
E = HI = 0 and V(m,n,k) = R for all
1 ≤ m ≤ M , 1 ≤ n ≤ N , and 1 ≤ k ≤ NE + NI . Then for any h > 0, there exists
a constant δ = δ(b, h) depending on b such that there exists a constant c depending
on b and h such that,
P h(x,x0) > c for all x ∈ Cb
Proof. For each x ∈ Cb, it is sufficient to construct an event that moves from x to
x0 with a uniform positive probability. Below is one of many possible constructions.
(i) On (0, h/2], a sequence of external Poisson kicks drives each V(m,n,k) to the
threshold value M , hence puts V(m,n,k) = R. Once at R, V(m,n,k) remains
there before t = h. In addition, no pending kicks takes effect on (0, h/2].
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(ii) All pending kicks at state x take effect on (h/2, h]. Obviously this has no
effect on membrane potentials.
Since b is bounded, the number of pending kicks is less than b+MN(NE +NI) <
∞. It is easy to see that this event happens with positive probability. 
Lemmas 3.7 and 3.8 together imply Theorem 3.1.
Proof of Theorem 3.1. Choose step size h as in Lemma 3.7. By Lemmata 3.7, 3.8
and Theorem 3.5, Φh admits a unique invariant probability measure pih in LU(X).
We then show that pih is invariant under Φt for any t > 0. This can be done by
proving the following “continuity at zero” condition, which means for any probability
measure µ on X,
lim
t→0
‖µP t − µ‖TV = 0 .
For any small  > 0, there exists b <∞ and (small) δ > 0 such that if U = {x ∈
X |HE(x)+HI(x) < b}, then (i) µ(U) > 1−/4 and (ii) P[ no clock rings on [0, δ)] ≥
1− /4. For any set A ⊂ X, we have
(µP δ)(A) =
∑
x∈X
P δ(x, A)µ(x)
=
∑
x∈U∩A
P δ(x, A)µ(x) +
∑
x∈U−A
P δ(x, A)µ(x) +
∑
x∈Uc
P δ(x, A)µ(x)
= µ(U ∩ A)− a1 + a2 + a3 ,
where
a1 =
∑
x∈U∩A
(1− P δ(x, A))µ(x) ≤ 
4
µ(U ∩ A) ≤ 
4
a2 =
∑
x∈U\A
P δ(x, A)µ(x) ≤ 
4
µ(U \ A) ≤ 
4
a3 =
∑
x∈Uc
P δ(x, A)µ(x) ≤ µ(U c) ≤ 
4
.
Further, µ(A)− µ(U ∩ A) ≤ µ(U c) < 
4
. Hence
 > sup
A⊂X
|(µP δ)(A)− µ(A)| ≥ ‖µP δ − µ‖TV .
This implies the “continuity at zero” condition.
Notice that pih is invariant for any Ψ
hj/k
n , where j, k ∈ Z+ (Theorem 10.4.5 of [16]).
Assume t/h /∈ Q without loss of generality. By the density of orbits in irrational
rotations, there exists sequences an, bn ∈ Z+ such that
dn := t− an
bn
h↘ 0 .
Therefore,
‖pihP t − pih‖TV = lim
n→∞
‖pihP
an
bn
hP dn − pih‖ = lim
n→∞
‖pihP dn − pih‖TV = 0
by the “continuity at zero” condition. Hence pih is invariant with respect to P
t.
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It remains to prove the exponential convergence for any t > 0. By Lemma 3.7,
there exists B = K + 1 <∞ such that P tU ≤ BU for all t < h. Let n = bt/hc and
d = t− hn. We have
‖µP t − νP t‖U = ‖(µP d)P nh − (νP d)P nh‖U
= Crn · ‖µP d − νP d‖U ≤ BCrn‖µ− ν‖U
and
‖P tξ − pi(ξ)‖U = ‖P nh(P dξ)− P nh(P dpi(ξ))‖U
= Crn · ‖P dξ − P dpi(ξ)‖U ≤ BCrn‖ξ − pi(ξ)‖U .
This completes the proof. 
Proof of Corollary 3.2. By the invariance of pi, for any local population Lm,n and
any Q ∈ {E, I}, we have
FQm,n = Epi[N
Q
(m,n)([0, 1])] .
For every x ∈ X we have
Ex[NQm,n([0, 1])] ≤ NQ(1 + E[ Pois(1/τR)]) = NQ(1 + 1/τR) .
Thus FQm,n = Epi[N
Q
(m,n)([0, 1])] <∞.
It remains to prove the law of large number. Without loss of generality let Q = E.
Let
ξ(x) =
NE∑
k=1
1{Vm,n,k=R} .
Then by the Ergodic Theorem, for every x and almost every sample path Φt with
initial condition x, we have
lim
T→∞
1
T
∫ T
0
ξ(Φt)dt = pi(ξ) = NEτRFEm,n .
In addition, the time duration that neurons stay at R are independent. Then by
law of large numbers,
lim
T→∞
∫ T
0
ξ(Φt)dt
NE(m,n)([0, T ])
= τR .
This completes the proof.

Proof of Corollary 3.3. Consider the time-T sample chain of Φk := ΦkT . Define an
auxiliary process Yk, k ≥ 0 such that
Yk = N
Q1
(m,n)([kT, (k + 1)T ))N
Q2
(m′,n′)([kT, (k + 1)T )) .
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Let Zk = EΦk [Yk]. It is easy to see that Zk is a measurable function of Φk. In
addition, Y ′k = Yk − Zk is a martingale difference sequence because E[Y ′k | Fk] = 0,
where Fk is the σ-field generated by {Φ0, · · · ,Φn}. By Holder’s inequality, we have
E[|Y ′k|2] ≤ E[|Yk|2] ≤ E[(NQ1(m,n)([kT, (k + 1)T )))4]1/2E[(NQ2(m′,n′)([kT, (k + 1)T )))4]1/2 .
Same as before, we have
E[(NQ1(m,n)([kT, (k + 1)T )))
4] ≤ E[(1 + Pois( T
τR
))4] <∞
and
E[(NQ2(m′,n;)([kT, (k + 1)T )))
4] ≤ E[(1 + Pois( T
τR
))4] <∞ .
Then by the law of large numbers of martingale difference sequence, we have
1
K
K−1∑
n=0
(Yk − Zk)→ 0 .
In addition, since Zk is an observable of Φk, by Ergodic Theorem we have
1
K
K−1∑
k=0
Zk → Epi[Z0] = Epi[NQ1m,n([0, T ))NQ2m′,n′([0, T ))] = Epi[NQ1m,n([0, T ])NQ2m′,n′([0, T ])]
almost surely. Hence
1
K
K−1∑
n=0
Yk → Epi[NQ1m,n([0, T ])NQ2m′,n′([0, T ])] .

The proof of Corollary 3.4 is identical to that of Corollary 3.3.
4. Numerical examples with different local and global spiking
patterns
The neural field model proposed in this paper is spatially heterogeneous. Hence
its spiking pattern consists of two factors: the local synchrony and the spatial cor-
relation. By adjusting parameters, we can change not only the degree of partial
synchrony within a local population, but also the spike count correlation between
local populations. These local and global spiking pattern are emergent from network
activities. One goal of this paper is to interpret how these emergent patterns arise
from the interaction of neurons. Obviously it is not practical to test all possible pa-
rameters and discover all emergent spiking patterns. Instead, we will demonstrate
the following five numerical examples representing five different local and global
degrees of synchrony.
FIRING RATE AND SPATIAL CORRELATION IN A STOCHASTIC NEURAL FIELD MODEL13
4.1. Parameters of examples. We will use common parameters prescribed in
Section 2.2. In addition, we use N = M = 3 in all five examples. For the sake
of simplicity, 9 populations are label as 1, 2, · · · , 9 from upper left corner to lower
right corner. In order to have heterogeneous external drive rates, we assume that
λEm,n = λ
I
m,n = λEven if (n − 1) ∗ M + m is even, and λEm,n = λIm,n = ζλEven if
(n− 1)M +m is odd. This alternating external drive rates is similar to the realistic
model of visual cortex if a local population models an orientation column. The main
varying parameters in our numerical examples are the strength of nearest-neighbor
connectivity ratioE, the ratio of external drive rates in nearest neighbors ζ, and the
synapse delay time after the occurrence of a spike τE, τI . We first follow the idea of
[14] to produce three examples with “homogeneous”, “regular”, and “synchronized”
patterns respectively by varying the synapse delay time. Then we change ratioE and
external drive rates for the “regular” network to produce two more examples with
different global synchrony. As in [14], we replace a single τE by two synapse times
τEE and τ IE to denote the expected delay times after an excitatory spike takes effect
in excitatory and inhibitory neurons, respectively.
• The “homogeneous” neural field, denoted by HOM in the figures:
τEE = 4 ms, τIE = 1.2 ms, τI = 4.5 ms, ratioE = 0.1, ζ = 11/12 .
• The “synchronized” neural field, denoted by SYN in the figures:
τEE = 0.9 ms, τIE = 0.9 ms, τI = 4.5 ms, ratioE = 0.15, ζ = 11/12 .
• The “regular” neural field with weak nearest neighbor connectivity, denoted
by REG1 in the figures:
τEE = 1.6 ms, τIE = 1.2 ms, τI = 4.5 ms, ratioE = 0.05, ζ = 11/12 .
• The “regular” neural field with strong nearest neighbor connectivity, de-
noted by REG2 in the figures:
τEE = 1.6 ms, τIE = 1.2 ms, τI = 4.5 ms, ratioE = 0.15, ζ = 11/12 .
• The “regular” neural field with strong nearest neighbor connectivity and
fluctuating external drive rates, denoted by REG3 in the figures:
τEE = 1.6 ms, τIE = 1.2 ms, τI = 4.5 ms, ratioE = 0.15, ζ = 1/2 .
4.2. Numerical results for five example neural fields. We present numerical
simulation result of the five example networks. The rastor plots generated by net-
works HOM and SYN are not very different from what we have presented in [14].
The HOM network produces homogeneous spike trains in all local populations and
the SYN network produces largely synchronized neuron activities in all local popu-
lations. Since neuron activities in different local populations have the same pattern,
we only present the rastor plot of the central local population L2,2 for these two
examples in Figure 1.
The three REG networks are much more interesting as we can see different spike
count correlations among different local populations when parameters change. With
higher ratioE (ratioE = 0.15), the spike activities in all 9 blocks are largely corre-
lated (Figure 2 middle panel). When ratioE = 0.05, much less correlation is seen.
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Figure 1. Rastor plot of the central local population of SYN and
HOM networks. The drive rate at even-indexed local populations is
λEven = 6000 spikes/sec. The index of neuron (m,n, k) is [(n−1)M +
m](NE +NI) + k.
And the rastor plot also looks less synchronized (Figure 2 left panel). If the long
range connectivity remains ratioE = 0.15 but we drive odd-indexed local popula-
tions only half strong as even-indexed local populations, the spike count correlation
is between the previous two cases (Figure 2 right panel). From the three rastor plots
presented in Figure 2, we can conclude that both stronger long range connectivity
and more homogeneous drive rate contribute to a more correlated spiking pattern
among different local populations. A natural question is how such correlated spik-
ing activity changes when two local populations that are further apart. We will
extensively investigate this problem in Section 6.
It remains to comment on the firing rate. The mean firing rate of the central
block is presented in Figure 3. The drive rate of even-indexed population varies
from λEven = 1000 to λEven = 8000. Different from our previous result in [14], the
synchronized network SYN now fires a lower rate when the external drive is very
strong. We believe the reason is that inhibitory kicks in paper [14] are voltage-
dependent. As a result, when the spiking activity is very synchronized, a neuron
tends to receive lots of inhibitory kicks when it just jumps out from state R (i.e.,
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Figure 2. Rastor plot of the full population of three REG networks.
The drive rate at even-indexed local populations is λEven = 6000
spikes/sec. The index of neuron (m,n, k) is [(n − 1)M + m](NE +
NI) + k.
low membrane potential). Hence the effective inhibitory current in the synchronized
network in [14] is weaker, which contributes to a higher firing rate there.
5. Comparing firing rates with mean-field approximations
The aim of this section is to study the mean-field-type approximations of the
network model. Two reduced models with exactly solvable mean firing rates are
proposed in Section 5.1 and 5.2. In Section 5.3, we compare the mean firing rate
produced by these reduced models with the empirical firing rate of the network
model, and analyze the discrepancy between these firing rates.
5.1. Reduced linear model. Similarly as in the reduced models for a homogeneous
population of neurons studied in [14], we assume that the membrane potential of
each neuron i changes at a constant speed and resets from 1 to 0 after firing without
refractory state,
(5.1)
dv
dt
= F+ − F−, for v ∈ [0,1],
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Figure 3. Mean firing rate at the central local population verses
λEven for all five networks. The drive rate at even-indexed local pop-
ulations increases from λEven = 1000 spikes/sec to 8000 spikes/sec.
where F+ and F− are forces that drive membrane potential upward and downward
respectively. In particular, with respect to the quantities defined previously, we have
CEE = NEPEESEE, CIE = NEPIESIE,(5.2)
CEI = NIPEISEI , CII = NIPIISII ,
DEE = NEρEESEE, DIE = NEρIESIE,
DEI = NIρEISEI , DII = NIρIISII .
We can then define upward and downward drifting speed for excitatory neurons in
local population Lm,n as
F+ =
1
M
fEm,nCEE + ∑
(m′,n′)∈N (m,n)
fEm′,n′DEE + λ
E
m,n
 ,(5.3)
F− =
1
M
f Im,nCEI + ∑
(m′,n′)∈N (m,n)
f Im′,n′DEI
 ,
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and for inhibitory neurons in local population Lm,n as
F+ =
1
M
fEm,nCIE + ∑
(m′,n′)∈N (m,n)
fEm′,n′DIE + λ
I
m,n
(5.4)
F− =
1
M
f Im,nCII + ∑
(m′,n′)∈N (m,n)
f Im′,n′DII
 .
As introduced in the previous chapter, fEm,n and f
I
m,n are mean excitatory and in-
hibitory firing rates for local population L(m,n). Since we assume each population
Lm,n to be homogenous, self-consistency results in an explicit expression of firing
rates, which can be derived in a similar way as in [14]. To be precise, the above
mentioned linear system can be expressed by the form Af = b, where f and b are
(5.5) f =

fE1,1
f I1,1
fE1,2
f I1,2
. . .
fEm,n
f Im.n

b = −

λE1,1
λI1,1
λE1,2
λI1,2
. . .
λEm,n
λIm.n

,
and A can be derived using (5.3) to (5.4).
For example, if M = N = 2, the coefficient matrix A is
(5.6)
CEE −M −CEI DEE −DEI DEE −DEI 0 0
CIE −CII −M DIE −DII DIE −DII 0 0
DEE −DEI CEE −M −CEI 0 0 DEE −DEI
DIE −DII CIE −CII −M 0 0 DIE −DII
DEE −DEI 0 0 CEE −M −CEI DEE −DEI
DIE −DII 0 0 CIE −CII −M DIE −DII
0 0 DEE −DEI DEE −DEI CEE −M −CEI
0 0 DIE −DII DIE −DII CIE −CII −M

.
The explicit form of A gets complicated quickly with more populations. But the
solution of firing rates always exists whenever the coefficient matrix A is invertible.
By the perturbation theory of matrices, it is easy to see that A is invertible if matrix[
CEE −M −CEI
CIE −CII −M
]
is invertible and the coupling strengths ρQ1Q2 are sufficiently small for Q1, Q2 ∈
{E, I}.
5.2. Reduced quadratic model. A reduced quadratic model can be built upon
the reduced linear model in a similar way, with a slight improvement by including
a fixed refractory period after each firing event. Namely, the normalized membrane
potential satisfies the same drift condition described in (5.1), except that whenever
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V resets from 1 to 0, it stays at 0 for a fixed amount of refractory time τR before
resuming its linear climb.
Using the self-consistency condition again, we now derive a system of quadratic
equations for the excitatory and inhibitory firing rates fEm,n and f
I
m,n of population
Lm,n as follows,
MfEm,n =
(
1− τRfEm,n
)(5.7) fEm,nCEE + ∑
(m′,n′)∈N (m,n)
fEm′,n′DEE + λ
E
m,n − f Im,nCEI −
∑
(m′,n′)∈N (m,n)
f Im′,n′DEI

Mf Im,n =
(
1− τRf Im,n
)fEm,nCIE + ∑
(m′,n′)∈N (m,n)
fEm′,n′DIE + λ
I
m,n − f Im,nCII −
∑
(m′,n′)∈N (m,n)
f Im′,n′DII
 .
Lemma 5.1. Suppose that the reduced quadratic model has a unique solution f when
τR = 0. Then for sufficiently small τR > 0, equation (5.7) admits a solution near f .
Proof. Using notations from linear reduced model, we can write the above quadratic
system as
(5.8) Ax + τRf(x) = b,
where τRf(x) corresponds to the small perturbation of quadratic terms. Assuming
that A is invertible and the linear system has a solution, we can define a new function
on R2MN as
g(x) = A−1 (Ax + τRf(x + f)− b) + A−1b = x + τRA−1f(x + f),
where f is the solution when τR = 0. Notice that (5.2) is the identity function
when f(x) = 0. Consider the function f within the hypercube [−1, 1]2MN , we
have ‖f(x + f)‖ < c for some constant c depending on parameters. Therefore, for
sufficiently small τR, ‖A−1f(x+ f)‖ < 1 for all x ∈ [−1, 1]2MN . This means that for
all xˆ := (x1, . . . , xi−1,−1, xi, . . . , x2MN), and x˜ := (x1, . . . , xi−1, 1, xi, . . . , x2MN) ∈
[−1, 1]2MN , where i ∈ {1, 2, . . . , 2MN},
gi(xˆ) = −1 + τRA−1f(xˆ + f)(i) < 0,
gi(x˜) = 1 + τRA−1f(x˜ + f)(i) > 0.
By Poincare-Miranda theorem, which is a generalization of the intermediate value
theorem, g(x) has a zero x∗ in the hypercube [−1, 1]2MN . Using the substitution
y = x∗ + f , we can easily derive that Ay + τRf(y) = b. 
5.3. Analysis and Comparison. We compare the firing rate predictions of the
reduced linear and quadratic models against our stochastic network model in all five
chosen networks with varying degrees of synchronization. For the sake of simpler
notation, we denote the firing rate from stochastic model by fQm,n, and that from
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linear and quadratic models by f˜Qm,n and fˆ
Q
m,n respectively, where Q ∈ {E, I}. We
define the mean relative errors of linear and quadratic predictions to be
˜REL
Q
:=
1
MN
∑
m,n
fQm,n − f˜Qm,n
fQm,n
, ˆREL
Q
:=
1
MN
∑
m,n
fQm,n − fˆQm,n
fQm,n
,
respectively for Q ∈ {E, I}. Note that we do not take absolute value because we
would like to discuss the overestimate and underestimate of the mean-field approx-
imations later in this section. Figure 4 plots the relative errors in all five networks
in the sequence of HOM, REG1,REG2, REG3, and SYN from left to right. We
have two observations from Figure 4: (i) the linear approximation f˜Qm,n is always
smaller than the quadratic approximation fˆQm,n, and (ii) the quadratic approxima-
tion tends to underestimate the mean firing rate when the partial synchronization
is weak and overestimate when a strongly drived network is very synchronized.
Figure 4. Relative errors of excitatory and inhibitory firing rate pre-
dictions for both linear and quadratic models in all five networks. The
sequence of networks are HOM, REG1, REG2, REG3, and SYN from
left to right. The driving rate increases from λ = 1000 spikes/sec to
8000 spikes/sec.
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The mechanism of the first observation is simple. Similarly as in our previous
paper [14], the inhibitory firing rate is always significantly higher than the excita-
tory firing rate, leading to a larger fraction of inhibitory kicks being missed during
refractory than excitatory kicks. This causes the neuron system to be more excited
in the quadratic model than in the linear model without refractory.
It remains to discuss the discrepancy between the empirical mean firing rate and
the mean-field approximation in each network. We found that the reduced quadratic
model gives decent approximation when the network has weak synchronizations, i.e.,
examples HOM, REG1, and REG3. On the other hand, when the network be-
comes more synchronous, one observes significant discrepancy between the network
model and its mean-field approximation (examples REG2 and SYN). Different
from the numerical result in [14], the reduced quadratic model overestimates the
mean firing rate when the network is in a strong synchronization. This can be seen
from the plot of SYN network and REG2 network with strong driving in Figure 4.
We conclude that such discrepancy is caused by the partial synchronous spiking
activity during multiple firing events. The derivation of both mean-field models
relies on the assumption that the arrival of postsynaptic kicks is homogeneous in
time, which is clearly violated during synchronous spiking activities. Right after a
multiple firing event, many neurons will stay at R and be irresponsive to incoming
postsynaptic kicks. As a result, a disproportionately large fraction of postsynaptic
kicks are missed in a few ms after a large spiking volley. As demonstrated in Figure
5, the percentage of missed synaptic input is higher than the percentage of time
spend in refractory in all network examples. This “additional fraction” of missing
spike is not negligible in network REG2 and significant in network SYN.
For Q1, Q2 ∈ {E, I}, let Q1Q2m,n be the percentage of “additional” missing spikes,
which means that the average percentage of time duration for neuron Q2 staying
at the refractory is subtracted from the empirical missing spikes proportions. Let
∆FEm,n be the net gain of excitatory current as compared with the reduced model. In
the regime when the quadratic approximation fˆQm,n remains a good approximation
of the network firing rate fQm,n, we have
∆FEm,n ≈
EIm,nf Im,nCEI + ∑
(m′,n′)∈N (m,n)
EIm′,n′f
I
m′,n′DEI

−
EEm,nfEm,nCEE + ∑
(m′,n′)∈N (m,n)
EEm′,n′f
E
m′,n′DEE
 .
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Figure 5. The “additional fraction” of missing E-E, E-I, I-E, and I-I
spikes in all five network examples. “Additional fraction” means the
percentage of missing Q1 − Q2 spikes subtracts the average percent-
age of time that a postsynaptic neuron of the type Q2 spends at the
refractory, where Q1, Q2 ∈ {E, I}. All missing spike percentages are
averaged over9 local populations.
Similarly, we have the net gain of inhibitory current is given by
∆F Im,n ≈
IIm,nf Im,nCII + ∑
(m′,n′)∈N (m,n)
IIm′,n′f
I
m′,n′DII

−
IEm,nfEm,nCIE + ∑
(m′,n′)∈N (m,n)
IEm′,n′f
E
m′,n′DIE
 .
Note that the missing percentage of excitatory postsynaptic kicks is usually higher
than that of the I kicks, partially due to the longer synapse delay time of I-kicks.
Put empirical missing percentages and constants in all five network examples into
expressions ∆FEm,n and ∆F
I
m,n. We can see that when f
m,n
I is significantly larger (at
least 1.5 times larger) than fm,nE , we have positive net gain for both empirical E and
empirical I current, corresponding to the underestimate of the quadratic model.
However, when the network is very synchronous, all neurons spike in a semi-
periodic way, and fˆQm,n can be very far away from f
Q
m,n. In this regime, we find that
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the firing rate is simply approximated by
f¯Em,n = f¯
I
m,n ≈
1
M
λm,n
+ τR
,
where λm,n = λ
E
m,n = λ
I
m,n. In other words, in network SYN, the firing activity is
so synchronized that most neurons participate in a multiple firing event, and restart
from the refractory right after it. The accuracy of this estimate is presented in Figure
6, in which we calculate the mean relative error REL
Q
in the same way as calculating
˜REL
Q
and ˆREL
Q
and plot it at different drive rates. We can see that REL
Q
gives a better approximation of the mean firing rate of SYN network, especially for
excitatory local populations. Comparing f¯Qm,n with fˆ
Q
m,n, we find that the quadratic
formula underestimates the mean firing rate at low drive, and overestimates it at
high drive. This mechanism also partially explains the overestimate of the quadratic
formula in network REG2 at high drive rate, at which synchronization is also very
significant.
Figure 6. The total relative error REL
E
and REL
I
by assuming
that the network is periodic.
Further numerical analysis shows that this f¯Qm,n actually has overestimate and un-
derestimate that significantly cancel each other. f¯Qm,n overestimates the mean firing
rate in a way that many pending inhibitory kicks can survive after the refractory,
and underestimates the mean firing rate because a synchronous spiking event oc-
curs when some membrane potential reaches M , at which time the mean membrane
potential is still well below M . We note that such analysis for a very synchronized
network is not given in our previous paper [14], as the network SYN in this paper
is much more synchronous than examples there.
6. Spatial correlation of spike volleys
The semi-synchronized bursts of neuron spikes, i.e., the multiple firing events,
observed in Figure 2 are consistent with our experimental results and numerical
results [6, 17, 18]. The scale of a multiple firing event and the time interval be-
tween two consecutive events may vary. This is an emergent phenomenon that is
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different from the total synchronization studied in [2, 3, 1]. It is believed that such
semi-synchronized burst is related to the gamma rhythm in our brain [1, 10], and is
resulted by the interplay of excitatory and inhibitory populations, which is a milder
version of the PING mechanism [2]. Inhibitory (GABAergic) synapses in a popula-
tion usually act a few milliseconds more slowly than excitatory (AMPA) synapses.
As a result, an excitatory spike will excite many postsynaptic neurons quickly and
form a cascade, which will be terminated when the pending inhibitory kicks take
effect. In [14], we have found that the degree of synchronization is extremely sensi-
tive with respect to small changes of the synapse delay times τE and τI . However,
very limited mathematical justification is available so far.
One salient phenomenon observed in our numerical simulations is that spike vol-
leys generated by different local populations are correlated. We call such correlated
spiking activity among different local populations the spatial correlation. One in-
teresting observation is that under “reasonable” parameter settings, this correlated
spiking activity can only spread to several blocks away. The aim of this section is
to investigate two questions: (i) What is the mechanism of this spatial correlation?
and (ii) How far away could this spatial correlation spread? We will describe our
numerical results about spatial correlation in Section 6.1 and 6.2. The mechanism
of spatial correlation will be studied in Section 6.3. A study of the mechanism of
correlation decay is provided in Section 6.4.
6.1. Quantifying spatial correlations. The quantification of spatial correlation
relies on the ergodicity of the Markov process. It follows from Corollary 3.3 that for
any two local populations (m,n) and (m′, n′) and any Q1, Q2 ∈ {E, I}, we have well-
defined and computable covariance covQ1,Q2T (m,n;m
′, n′) and Pearson’ correlation
coefficient ρQ1,Q2T (m,n,m
′, n′). By Corollary 3.4, the covariance covT (m,n,m′, n′)
and correlation coefficient ρT (m,n,m
′, n′) for the total spike count between two
local population (regardless the spike type) are also well defined and computable.
We remark that sometimes it makes sense to have different “resolutions” at dif-
ferent spike counts. For example, whether a local population fires 5 spike or 10
spikes during a 10 ms time window makes qualitative difference because we may
think 10 spikes in such a time window gives a multiple firing event. But whether a
local population fires 295 or 300 spikes in the same time window is less important.
To address this, we can prescribe a mapping on the spike count during [0, T ]. Let
ξ = {ξ1, · · · , ξk} ⊂ N+ be a “dictionary”. Let fξ : N+ 7→ {1, · · · , k+1} be a function
such that
fξ(n) =
{
max{1 ≤ i ≤ k |n ≤ ξi} if n ≤ ξk
k + 1 if n > ξk
When starting from the steady state pi, we have random variables fξ(N
Q
m,n([0, T ]))
representing the mapping of the spike count on [0, T ]. The we can define the covari-
ance covQ1,Q2T,ξ (m,n,m
′, n′) and the Pearson correlation coefficient ρQ1,Q2ξ,T (m,n,m
′, n′)
in an analogous way. One advantage of using fξ to define the correlation is that
|ξ| can be much smaller than NE and NI . Hence the estimates of covariance and
correlation coefficient can be more accurate.
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It remains to comment on the size of a time window T . An ideal time window
should be large enough to contain a spike volley, but not as large as the time between
two consecutive time spike volleys. There is no silver lining of time-window size that
fits all parameter sets. A (very) rough estimate is that T should be greater than
the maximum of NQ i.i.d exponential random variables with mean τQ, but less than
M/λQm,n + τR. It is well known that the maximum of NQ i.i.d exponential random
variables with mean τQ, denoted by Z, can be represented as the sum of independent
exponential random variables
Z = W1 + · · ·+WNQ ,
where Wk has mean
τQ
k
. Hence the expectation of Z is τQHNQ , where {Hn} is the
Harmonic number
Hn =
n∑
k=1
1
k
.
It is clear that HNQτQ overestimates because a spike volley may not involve all
neurons. At the same time, it also underestimates because it takes some time for
the cascade of excitatory spikes to excite all neurons participating in a spike volley.
But our simulations shows that the qualitative properties of the spatial correlation is
not very sensitive with respect to the choice of time-window size. For the parameters
of a “regular” network, we have H300τEE ≈ 10 ms. Also we have M/λE + τR ≈ 19
ms if λE = 6000 (strong drive). Hence we choose T = 15 ms in our simulations in
the next subsection.
6.2. Spatial correlation decay. Our first key observation is that in many set-
tings, the spatial correlation decays quickly when two local populations are further
apart. The aim of this subsection is to describe this numerical finding. We will
address possible mechanisms of spatial correlation and spatial correlation decay in
the following two subsections.
As discussed in the last subsection, we choose T = 15 ms as the size of a time
window. Since the qualitative result for the spatial correlation among E-E, E-I .etc
are the same, we select ρT (m,n,m
′, n′) as the metrics of the spatial correlation. The
cases of ρE,ET (m,n,m
′, n′) have little difference.
In order to effectively simulate large scale neural fields in which two local pop-
ulations can be far apart, we choose to study an 1-D network with M = 1. The
length of array is chosen to be N = 22 in all of our simulations. We will com-
pare the Pearson correlation coefficient between local populations L1,2 and L1,k for
k = 2, · · · , 21. The reason of doing this is to exclude the boundary effect at L1,1
and L1,N . In our simulation, we run 240 independent long-trajectories of Φt. In
each trajectory, spike counts in 2000 time windows are collected after the process is
stabilized. The result of this simulation is presented in Figure 7. We find that in
all five example networks, the spike count correlation decays quickly with increasing
distance between local populations. In homogeneous network HOM, correlation
is only observed for nearest neighbor local populations. In three regular networks
REG1, REG2, and REG3, no significant correlations are observed when two local
FIRING RATE AND SPATIAL CORRELATION IN A STOCHASTIC NEURAL FIELD MODEL25
populations are 4−8 blocks away. The speed of correlation decay is higher when ex-
ternal drive rates have higher difference (REG1) and when the external connection
is weaker (REG3). The synchronized network SYN has the slowest decay rate and
obvious fluctuations induced by alternating external drive rate at local populations.
If one local population models a hypercolumn in the visual cortex, our simulation
suggests that the Gamma wave does not have significant correlation at two locations
that are 2− 3 millimeters away. This is consistent with experimental observations.
Figure 7. Change of spike count correlation coefficient with increas-
ing distance between to local populations. Correlation coefficients are
measured between L1,2 and L1,k for k = 2, · · · , 21 in five example
networks.
6.3. Mechanism of spatial correlation. The aim of this section is to investigate
the mechanism of spatial correlation, especially the spatial correlation of spike counts
between two nearest local populations. We believe that the mechanism of spatial
correlation is similar to that of a multiple firing event in a local population. The
excitatory neurons stimulate each other and form an avalanche of spikes, which is
terminated by the later arrival of inhibitory kicks. Because both excitatory and
inhibitory neurons connect to nearest neighbors, two neighbor local populations
tend to have spike volleys at the same time.
To better explain this dynamics, we first propose the following 6-variable ODE
system for a qualitative description of what happens during a spike volley at one
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local population. The main changing parameters in our ODE model are τE and
τI . Other parameters like NE, NI , SEE, .etc are same as in the model description.
This system contains six variables GE, GI , HE, HI , RE, and RI . Variables GE and
GI are the number of excitatory and inhibitory neurons that are located in the
“gate area”, which means their membrane potentials lie within one excitatory spike
from the threshold. We denote the set of neurons in this “gate area” by GE and
GI when it does not lead to confusions. Variables HE and HI are the “effective”
number of excitatory and inhibitory neurons who just spiked but the spikes have
not taken effects yet. If, for example, 50% of postsynaptic kicks from a neuron spike
have already taken effects, the “effective number” of this neuron is 0.5. Finally, RE
and RI are the number of excitatory and inhibitory neurons that are at refractory.
Since we only study the dynamics of one spike volley, we assume that a neuron stays
at R after a spike. Let cE, cI be two parameters that will be described later, we
have the following multiple firing event model that describes the time evolution of
HE, HI , GE, GI , RE, and RI .
dHE
dt
=− τ−1E HE + τ−1E PEEHEGE +
λE
SEE
GE
dGE
dt
=cE max{τ−1E PEESEEHE + λE − τ−1I PEISEIHI , 0} · (NE −GE −RE)−
τ−1I PEI max{
SEI
SEE
, 1}HIGE − (τ−1E PEEHE +
λE
SEE
)GE
dRE
dt
=τ−1E PEEHEGE +
λE
SEE
GE
dHI
dt
=− τ−1I HI + τ−1E PIEHEGI +
λI
SIE
GI
dGI
dt
=cI max{τ−1E PIESIEHE + λI − τ−1I PIISIIHI , 0} · (NI −GI −RI)
− τ−1I PII max{
SII
SIE
, 1}HIGI − (τ−1E PIEHE +
λI
SIE
)GI
dRI
dt
=τ−1E PIEHEGI +
λI
SIE
GI
(6.1)
We note that the aim of this ODE system is to qualitatively describe the excitatory-
inhibitory interplay, instead of making any precise predictions. The first equation
describes the rate of change of HE, which decreases with rate τ
−1
E . The source of
input to HE is neurons in the “gate area” GE. We assume that neurons in GE
have uniformly distributed membrane potentials. The second equation describes
the rate of change of neurons in GE. The source of GE is neurons that are not at
GE or RE. We assume that the increase rate of GE is proportional to both the
number of relevant neurons and the net current, if the net current is positive. The
coefficient is assumed to be a parameter cE. We denote the coefficient of propor-
tion as a parameter cE. GE decreases because neurons in GE either spike when
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receiving excitatory input or drop below the “gate area” when receiving inhibitory
input. This is represented by the last two terms in the second equation. The third
equation is about RE, whose increase rate equals the rate of producing new spikes.
The case of inhibitory neurons is analogous, represented by the last three equations
about HI , GI , RI , where parameter cI stands for the coefficient of net current for
inhibitory neurons.
The most salient feature of this ODE system is the very sensitive dependency of
“event size” with respect to τE and τI . When τI is much larger than τE, one can
expect larger event sizes for both populations. This is demonstrated in Figure 8.
We assume that τE = 2 ms and plot the “event sizes” with varying τI . The initial
condition is HE = 0, GE = 20, RE = 0, HI = 0, GI = 5, and RI = 0. We showed
three cases with varying drive rates, where λE = λI = 0, 2000, and 4000. The “event
sizes” of excitatory and inhibitory populations are RE(T ) and RI(T ) respectively,
where T is the minimum of 20 ms and the first local minimum of HE(t). The reason
of looking for the local minimum is because when the network is driven, this ODE
model might generate a “second wave” after the first multiple firing event. Figure 8
confirms two observations in our simulation results. First, the “event sizes” of both
excitatory and inhibitory populations increase quickly with larger τI . Second, the
network tends to have bigger multiple firing events when it is strongly driven by
external signals.
Figure 8. Event size versus τI for one local population.
In the limiting senario when τ−1I is very small, we have the following theorem.
Theorem 6.1. Assume τE = 1, λE = λI = 0. Let δE = cESEE, δI = cESIE,
m = min{δE, PEE},
α = PEEN
2
Ee
−NEm ,
and
β = NI(e
−δINE + e−PIENE) .
Assume NE > m. Let the initial condition be (H0, 0, 0, 0, 0, 0) for H0 > α. Then
there exist constants C and T , such that when τI > C and t > T , we have RE(t) >
NE − α and RI(t) > NI − β.
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Theorem 6.1 implies that as long as τI is sufficiently large, even if without external
drive, most neurons will eventually spike provided that there are enough pending
excitatory spikes in the beginning. Note that m is typically not a very small number
(0.1 in our simulations). Hence α and β are both very small numbers.
The proof of Theorem 6.1 only contains elementary calculations, and we include
it in Appendix A.
When many local populations form a M × N array, an ODE system with 6MN
variables can be derived from the same approach. We include this ODE system and
its description in Appendix B. A direct analysis is too complicated to be interesting.
But the numerical result reveals the mechanism of spatial correlation. For the sake of
simplicity we consider two local populations, say populations L1,1 and L1,2. Assume
that the local population L1,1 is ready for a multiple firing event with initial condition
HE = 1, GE = 30, RE = 0, HI = 0, GI = 10, RI = 0, while L1,2 has a very different
profile with HE = 0, GE = 10, RE = 0, HI = 0, GI = 2, RI = 0. We further assume
that τE = 2 ms and λE = λI = 0. It is easy to see that without L1,1, L1,2 will not
have any spikes because it is not driven. We compare the “event size” of excitatory
and inhibitory populations at L1,1 and L1,2, which is measured at time T = 20
ms. This is demonstrated in Figure 9. With strong connectivity ratioE = 0.15, the
multiple firing event at local population L1,1 will induce a multiple firing event at
local population L1,2, even if local population L1,2 has much fewer neurons at the
“gate area”.
Figure 9. Event size versus τI for two local populations.
We believe that this is the mechanism of spike count spatial correlation in our
model. When a multiple firing event occurs in one local population, it sends exci-
tatory and inhibitory input to its neighboring local populations. If the membrane
potential of a neighboring local population is properly distributed, a multiple firing
event will be induced by the activity at its neighbor. Similar to the case of one local
population, the size of a multiple firing event sensitively depends on the excitatory
and inhibitory synapse delay times.
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6.4. Mechanism of spatial correlation decay. In the previous section we have
shown that a strong multiple firing event in a local population is very likely to induce
a multiple firing event at its neighboring local populations. This partially explains
the mechanism of the spatial correlation of spike volley that we have observed. Our
final task is to investigate the mechanism of spatial correlation decay, as described
in Figure 7, where the spatial correlation of spike volley can only spread to several
local populations away.
Why the spatial correlation can not spread to very far away? We believe that
(at least in this model) such correlation decay is due to the volatility of spike count
in a multiple firing event. Since each neuron finds its postsynaptic neurons in a
random way, the spike count in a local population usually has large variance. The
variance will be even larger if the external drive rate is heterogeneous. Therefore,
even if the initial distributions of the membrane potential and the external drive
rates are identical throughout all local populations, the voltage distribution will be
very different after the first multiple firing event. Therefore, the next spike volley
in different local populations will be less coordinated, which destroys the synchro-
nization. We believe this high volatility of spike volley size significantly contributes
to the spatial correlation decay. As shown in Figure 7, in examples REG1 and
REG2, λEm,n and λ
I
m,n have very small difference in different local populations. But
the spatial correlation decay is still strong. This also explains why the SYN network
has the weakest spatial correlation decay. When the size of a spike volley is closer to
the size of the entire population, there will be much less variation in the after-event
voltage distribution. Hence the voltage distributions in different local populations
are relatively similar in a SYN network, which contributes to the observed slow
decay of spatial correlation.
This explanation is supported by both analytical calculation and numerical simu-
lation result. We did the following numerical simulation to investigate the volatility
of “event size”. Assume M = N = 1, λE = λI = 3000, and the initial voltage
distribution is generated in the following way: With probability 0.2, the neuron
membrane is uniformly distributed on {0, 1, · · · , 80}. With probability 0.8, the neu-
ron membrane potential takes the integer part of a normal random variable with
mean 0 and standard deviation 20. This initial voltage distribution roughly mim-
ics the voltage distribution after a large spike volley. The synapse delay times are
τE = 2 ms and τI = 1 ∼ 9 ms. For each τI = 1.0, 1.1, · · · , 9.0, we simulate this
model repeatedly for 10000 times and count the number of excitatory spikes of the
first multiple firing event. Then we plot the mean event size and the coefficient
of variation (standard deviation divided by mean) of the spike count samples for
each τI . Note that the coefficient of variation is a better metrics than the standard
deviation as it is a dimensionless number that measures the relative volatility of a
multiple firing event.
This numerical result is shown in Figure 10. We can see that when τI become
larger, the event size increases and the coefficient of variation decreases. The reason
of decreasing is because the size of a multiple firing event usually can not be much
larger than the number of neurons. Only a small number of neurons have the chance
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to spike twice in a multiple firing event, even if in the most synchronized network.
The change of coefficient of variation partially explains the observation in Figure 7,
in which the decay of spatial correlation is slower when the τI-to-τE ratio is larger
(means the network is more synchronized).
Figure 10. Left: Mean event size versus τI . Right: Coefficient of
variation versus τI .
It is difficult to directly study the event size on the population model. But it
is easy to build a simplified model to study the mechanism of the high variance
of multiple firing events. As explained before, a multiple firing event is produced
by the recurrent excitation and the slower onset of the inhibition. Therefore, we
consider modeling the multiple firing event by stopping a Galton-Watson branching
process at a random time. For the sake of simplicity, we only consider the case of E
population. Some calculation for a Galton-Watson process will qualitatively explain
the reason of high coefficient of variation of sizes of multiple firing events.
Let Xi ∼ B(NE, p) be i.i.d Binomial random variables that represent the numbers
of new excitatory spike stimulated by an excitatory spike. Let Zn be a branching
process such that Z0 = 1 and
Zn+1 = X1 + · · ·+XZn .
Further let the total number of spikes before step n be Sn = Z1 + · · ·+ Zn.
Let T be a positive integer-valued random variable that is independent of all Xi
and Zi. T is the approximate onset time of network inhibition. We further assume
that T has mean µT and variance σ
2
T . The approximate event size is then ST .
ST = Z1 + · · ·+ ZT .
Let
CV(X) =
√
E[(X − E[X])2]
E[X]
be the coefficient of variation of a positive-valued random variable X. The following
proposition is straightforward.
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Proposition 6.2. Assume T has finite moment generating function MT (t) for t >
2 log µ. Let σ2 = NEp(1− p) and µ = NEp. We have
CV(ST ) ≥ σ
√
µ− 1
µ
√
µ+ 1
.
Proof. The proof follows from straightforward elementary calculations. By the prop-
erty of the Galton-Watson process, we have
E[Zn] = µn
and
Var[Zn] = µ
n−1σ2(1 + µ+ · · ·+ µn−1) ≥ µ2n−2σ2 .
In addition, for n ≥ m we have
cov(Zm, Zn) = = E[ZmZn]− E[Zm]E[Zn]
= µn−mE[Z2m]− µm+n
≥ µn−mE[Zm]2 − µm+n = 0
Therefore, we have
E[Sn] =
n∑
k=1
µk =
µn+1 − 1
µ− 1
and
Var[Sn] ≥
n∑
k=1
Var[Zk]
= σ2(1 + · · ·+ µ2n−2) = σ2µ
2n − 1
µ2 − 1 .
By the law of total expectation,
E[ST ] = E[
µT+1 − 1
µ− 1 ] =
µMT (log µ)− 1
µ− 1 .
By the law of total variance we have
Var[ST ] ≥ E[Var[ST |T ]] ≥ σ
2
µ2 − 1E[µ
2T − 1] = σ
2
µ2 − 1(MT (2 log µ)− 1) .
By Jensen’s inequality
MT (2 log µ) = E[(µT )2] ≥ (E[µT ])2 = MT (log µ)2 .
Let C = MT (log µ) > 1. We have
CV(ST ) ≥ σ µ− 1
µ
√
µ2 − 1 ·
√
C2 − 1
C − µ−1
≥ σ µ− 1
µ
√
µ2 − 1 ·
√
C + 1
C − 1 ≥
σ
√
µ− 1
µ
√
µ+ 1
.

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Note that the effective p is usually a small number such that NEp = O(1). For
example, if membrane potential is uniformly distributed then the effective µ = NEp
is NEPEESEE/M = 2.25. This corresponds to
σ
√
µ−1
µ
√
µ+1
≈ 0.4. This branching process
approximation fails when the probability of ST > NE can not be neglected. If this
happens, the coefficient of variation will be significantly smaller as the branching
process has to stop when reaching NE.
7. Conclusion
As introduced in Section 1, we study a stochastic model that models a large and
heterogeneous brain area that contains many local populations. Each local popu-
lation has many densely connected excitatory and inhibitory neurons. In addition,
nearest-neighbor local populations are connected. One can treat a local population
as an orientation hypercolumn of the primary visual cortex. Similar to our previous
paper [14], one salient feature of this model is the multiple firing event, in which a
proportion of neurons (but not all) in the population spike in a small time window.
Multiple firing event is a neuronal activity that lies between synchronization and
homogeneous spiking, which is widely believed to be related to the Gamma rhythm
in the cortex.
After proving the stochastic stability, we proposed two mean-field approxima-
tions that comes from simple linear ODE models. Both approximations are exactly
solvable. The common assumption in these approximations is that excitatory and
inhibitory spikes are produced in a time-homogeneous way. Then we studied the
discrepancies of these mean-field approximations. Similar as in [14], a neuron will
miss many incoming postsynaptic kicks when it stays at the refractory state. When
the population has synchronized spiking activity, a significant amount of current is
missed. The composition of excitatory and inhibitory missing current is not propor-
tional to the total excitatory and inhibitory current, which affects the mean firing
rate and causes discrepancies of the mean-field approximations. In particular, when
the network is very synchronized, the mean-field approximation fails. One obtains
a better firing rate prediction by assuming that the network is totally synchronized
and periodic.
Then we demonstrated the decay of spatial correlation in the model. Our simula-
tion shows that correlated multiple firing events can usually spread to several local
populations away. This is consistent with the physiological fact that the Gamma
rhythm is usually very local. We then constructed an ODE model to describe what
happens during a multiple firing event. This ODE model explains why a multiple
firing event in a local population could induce spike volleys in its neighbor local
populations. Further, we found that unless the multiple firing event is so strong
that it becomes a synchronized spiking event, the spike count of a multiple firing
event has a very high diversity. As a result, voltage profiles after a multiple firing
event are very different among local populations, even if the external drive rate is
very homogeneous. This mechanism can be modeled by a branching process that
is stopped at a random time. Our numerical simulation shows that the diversity of
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multiple firing event at least partially explains the mechanism of the decay of the
spatial correlation.
Appendix A. Proof of Theorem 6.1.
Proof. Let δE = cESEEPEE, δI = cESIEPIE, τE = 0, τE = 1, τI = ∞, and λE =
λI = 0. Let (H0, 0, 0, 0, 0, 0) be the initial condition. Then the ODE system becomes
dHE
dt
= −HE + PEEHEGE
dGE
dt
= δEHE(NE −GE −RE)− PEEHEGE
dRE
dt
= PEEHEGE
dHI
dt
= −HI + PIEHEGI
dGI
dt
= δIHE(NI −GI −RI)− PIEHEGI
dRI
dt
= PIEHEGI .
Let uE = GE +RE and vE = HE −RE, we have
dHE
dt
= −HE + PEEHE(uE + vE −HE)
duE
dt
= δEHE(NE − uE)
dvE
dt
= −HE ,
with HE(0) = vE(0) = H0 and uE(0) = 0. Divide duE/dt by dvE/dt, we have
duE
dvE
= δE(uE −NE), uE(H0) = 0 .
Solving this initial value problem, one obtains
uE(vE) = NE(1− eδE(vE−H0)) .
Similarly, divide dHE/dt by dvE/dt, we have
dHE
dvE
= HE + 1− uE − vE, HE(H0) = H0 .
This is a first order linear equation. The solution is
HE(vE) = NE + vE +
NE
δE − PEE (PEEe
δE(vE−H0) − δEePEE(vE−H0)) .
Therefore, equation
dvE
dt
= −HE(vE), vE(0) = H0
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becomes an autonomous equation. Let −R∗ be the greatest root of HE(vE) that
is less than H0. It is easy to check that R
∗
E < NE. Hence as t → ∞ we have
vE(t)→ R∗. This implies HE(t)→ 0 and RE(t)→ R∗ as t→∞.
It remains to estimate R∗. We have
HE(−NE) ≤ NE
δE − PEE (PEEe
δE(−NE−H0) − δEe(−NE−H0)) < 0 , .
On the other hand, let A = NE +H0 − α, we have
HE(−NE + α) = α +NEe−PEEA + PEENE
δE − PEE (e
−δEA − e−PEEA) .
By mean value theorem, we have
HE(−NE + α) ≥ α +NEe−PEEA − PEENEAe−Am ,
where m = min{δE, PEE}. Since A > NE by the assumption of the theorem, we
have
HE(−NE + α) ≥ α− PEEN2Ee−mNE > 0
provided NEm > 1. By the intermediate value theorem, R∗ must be between NE
and NE − α. This implies RE(∞) = R∗ > NE − α.
It remains to check RI(∞). Let B = R∗ +H0. Recall that we have
uE(∞) = NE(1− e−δEB) .
On the other hand, if we treat HE(t) as a time-dependent variable, we have
uE(∞) = NE(1− e−δE
∫∞
0 HE(s)ds) .
This implies ∫ ∞
0
HE(s)ds = B .
Now let uI = RI +GI , we have
duI
dt
= λIHE(t)(NI − uI) ,
which is again a separable equation. This implies
uI(∞) = NI(1− e−δIB) .
Finally, we have
dGI
dt
=
duI
dt
− PIEHEGI ,
which is a first order linear equation. Consider the initial condition GI(0) = uI(0) =
0, we have
ePIE
∫∞
0 HE(s)dsGI(∞) = uI(∞) .
Therefore, we have
RI(∞) = NI −NIe−δIB − e−PIEBNI(1− e−δIB) > NI −NI(e−δIB + e−PIEB) .
Since B = R∗ +H0 > NE − α +H0 > NE, we have
RI(∞) ≥ NI −NI(e−δINE + e−PIENE) = NI − β .
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The theorem then follows by the definition of limit and the continuous dependency
of the solution on parameters. 
Appendix B. Multiple firing event equation for many local
populations
Let m = 1, · · · ,M and n = 1, · · · , N be indice of local populations. The multiple
firing event equation contains variables Hm,nE , G
m,n
E , R
m,n
E , H
m,n
I , G
m,n
I , R
m,n
I , whose
roles are the same as in equation (6.1). For the sake of simplicity denote
Jm,nQ1Q2 = PQ1Q2H
m,n
Q2
+ ρQ1Q2
∑
(m′,n′)∈N (m,n)
Hm
′,n′
Q2
.
For each (m,n), the time evolution of variables Hm,nE , G
m,n
E , R
m,n
E , H
m,n
I , G
m,n
I , R
m,n
I
are given by equations
dHm,nE
dt
=− τ−1E Hm,nE + τ−1E Jm,nEE Gm,nE +
λE
SEE
Gm,nE
dGm,nE
dt
=cE max{τ−1E SEEJm,nEE + λE − τ−1I SEIJm,nEI , 0} · (NE −Gm,nE −Rm,nE )−
τ−1I max{
SEI
SEE
, 1}Jm,nEI Gm,nE − (τ−1E Jm,nEE +
λE
SEE
)Gm,nE
dRm,nE
dt
=τ−1E PEEJ
m,n
EE +
λE
SEE
Gm,nE
dHm,nI
dt
=− τ−1I Hm,nI + τ−1E Jm,nIE Gm,nI +
λI
SIE
Gm,nI
dGm,nI
dt
=cI max{τ−1E SIEJm,nIE + λI − τ−1I SIIJm,nII , 0} · (NI −Gm,nI −Rm,nI )
− τ−1I max{
SII
SIE
, 1}Jm,nII Gm,nI − (τ−1E Jm,nIE +
λI
SIE
)Gm,nI
dRm,nI
dt
=τ−1E J
m,n
IE G
m,n
I +
λI
SIE
Gm,nI .
(B.1)
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