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Abstract
We consider a statistical model for the problem of finding subgraphs with specified topology
in an otherwise random graph. This task plays an important role in the analysis of social and
biological networks. In these types of networks, small subgraphs with a specific structure have
important functional roles, and they are referred to as ‘motifs.’
Within this model, one or multiple copies of a subgraph is added (‘planted’) in an Erdo˝s-
Renyi random graph with n vertices and edge probability q0. We ask whether the resulting
graph can be distinguished reliably from a pure Erdo˝s-Renyi random graph, and we present
two types of result. First we investigate the question from a purely statistical perspective, and
ask whether there is any test that can distinguish between the two graph models. We provide
necessary and sufficient conditions that are essentially tight for small enough subgraphs.
Next we study two polynomial-time algorithms for solving the same problem: a spectral
algorithm, and a semidefinite programming (SDP) relaxation. For the spectral algorithm, we
establish sufficient conditions under which it distinguishes the two graph models with high
probability. Under the same conditions the spectral algorithm indeed identifies the hidden
subgraph.
The spectral algorithm is substantially sub-optimal with respect to the optimal test. We
show that a similar gap is present for the more sophisticated SDP approach.
1 Introduction
‘Motifs’ play a key role in the analysis of social and biological networks. Quoting from an influential
paper in this area [MSOI+02], the term ‘motif’ broadly refers to
“patterns of interconnections occurring in complex networks at numbers that are sig-
nificantly higher than those in randomized networks.”
For instance, the authors of [MSOI+02] considered directed graph representations of various
types of data: gene regulation networks, neural circuits, food webs, the world wide web, electronic
circuits. They identified a number of small subgraphs that are found in atypically large numbers
in such networks, and provided interpretations of their functional role. The analysis of motifs in
large biological networks was pursued in a number of publications, see e.g. [KIMA04, YLSK+04,
KA05, SSR+05, Alo07].
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The analysis of subgraph frequencies has an even longer history within sociology, in part because
sociological theories are predictive of specific subgraph occurrences. We refer to [Gra73] for early
insights, and to [WF94, EK10] for recent reviews of this research area.
This paper studies a statistical model for the motif detection problem. In order to provide a
formal statement of the problem, denote by Gn the space of graphs over vertex set Vn = [n].
Definition 1.1. We say that the two (sequences of) probability laws P0,n, P1,n over Gn are strongly
distinguishable if there exists a sequence of functions (a ‘test’) T : Gn → {0, 1} such that
lim sup
n→∞
P0,n
(
T (Gn) = 1
)
= lim sup
n→∞
P1,n
(
T (Gn) = 0
)
= 0 .
We say that they are weakly distinguishable if there exists T : Gn → {0, 1} such that
lim sup
n→∞
[
P0,n
(
T (Gn) = 1
)
+ P1,n
(
T (Gn) = 0
)]
< 1 .
We say that they are polynomial-time weakly (or strongly) distinguishable if a test exists that
achieves the above and can be computed by a polynomial-time algorithm.
Throughout the paper, P0,n will correspond to a standard Erdo˝s-Renyi random graph, while
P1,n will be an Erdo˝s-Renyi random graph with planted copies of a small graph Hn. Namely, fix
0 ≤ q0 ≤ 1, and let Hn = (V (Hn), E(Hn)) be a sequence of graphs, indexed by n. Let us emphasize
that Hn is a non-random graph on v(Hn) ≡ |V (Hn)|  n vertices. Given a graph F , we denote by
L(F, n) the set of labelings of the vertices of F taking values in [n], i.e.
L(F, n) ≡
{
ϕ : V (F )→ [n] s.t. ϕ(i) 6= ϕ(j) ∀i 6= j
}
. (1.1)
(In particular |L(Hn, n)| = n!/(n − v(Hn))!.) For an edge e = (i, j) ∈ E(Hn), we let ϕ(e) be the
unordered pair (ϕ(i), ϕ(j)), and hence ϕ(E(Hn)) = {ϕ(e) : e ∈ E(Hn)}.
We then let P0,n((i, j) ∈ E) = q0 independently for all pairs (i, j). On the other hand
P1,n( · ) = 1|L(Hn, n)|
∑
ϕ∈L(Hn,n)
P1,n
( · ∣∣ϕ) , (1.2)
P1,n
(
(i, j) ∈ E∣∣ϕ) = {1 if (i, j) ∈ ϕ(E(Hn)),
q0 otherwise.
(1.3)
Here it is understood that edges are independent conditional on the labeling ϕ. In Section 4 we
will generalize this defintion by considering the case in which a large number of identical copies of
Hn is planted.
Whenever the two laws P0,n and P1,n are distinguishable, we will also say that the motif Hn is
detectable. We will consider the following fundamental questions:
• Under which conditions on q0, {Hn}n∈N the are two laws P0,n, P1,n weakly distinguishable?
Under which conditions are they strongly distinguishable?
• Assuming the conditions for distinguishability of P0,n, P1,n are satisfied, under which condi-
tions there exists a polynomial-time computable test T ( · ) that distinguishes P0,n from P1,n?
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• What features of the motif Hn controls it detectability?
The first two questions have attracted a substantial amount of work since the nineties for special
cases such as planted cliques or dense subgraphs [Jer92, FK00, FPK01a]. A brief overview of this
line of work is presented in Section 1.1. However, applied studies investigate a much broader
collection of motifs than just cliques [MSOI+02, Alo07, WF94, EK10] and –in fact– cliques are
rarely the most interesting motif from a scientific perspective.
It is a priori unclear whether intuitions developed on the planted clique problem apply to general
motif detection. Quantitative implications, namely tight necessary and sufficient conditions for
detectability of an arbitrary motif Hn are even less clear. The present paper builds upon some key
insights that were developed in the earlier literature, to obtain a broader picture that is potentially
applicable to motifs of scientific interest.
In the rest of the paper, we present the following results:
1. Section 2 presents upper and lower bounds on the statistical threshold for motif detection.
The bounds match for sufficiently small subgraphs (in particular for v(Hn) = n
o(1)) yielding a
sharp characterization in that regime. The key feature controlling statistical detection turns
out to be the maximum graph density d(Hn) (see Section 2 for a definition).
Determining sharp detectability conditions for larger motifs, or for background density q0
depending on n, remains an open problem.
2. In order to explore the computational limits of motif detection, Section 3.1 analyzes a simple
spectral algorithm that computes the leading eigenvector of the centered adjacency matrix of
G. The key feature controlling the behavior of this algorithm is the leading eigenvalue of the
adjacency matrix of Hn. We prove that the spectral approach succeeds with high probability
if this eigenvalue is larger than C
√
n.
We also show that, in the same regime, the spectral algorithms can be augmented with a
combinatorial step that identifies the planted subgraph. We prove that this step is successful
under a certain ‘balancedness’ condition on the motif Hn.
3. Section 3.2 apply a semidefinite programming (SDP) relaxation of the quadratic assignment
problem to motif detection. We prove that the SDP approach is not successful unless –again–
the leading eigenvalue of Hn is of order
√
n. In other words, a similarly large gap between
statistical and algorithmic thresholds exists for SDP as for spectral methods.
As is often the case in proving negative results for SDP relaxation, our analysis relies on a
careful construction of a primal witness. This construction is of potential interest for other
applications of quadratic assignment.
4. Finally, Section 4 considers the more general case in which mn copies of the motif Hn are
planted in the same graph. We obtain upper and lower bounds on the statistical threshold.
These bounds match when the motif size is small enough or the number of copies is small
enough.
These results suggest that motifs detection might be computationally hard in regimes in which
it is statistically feasible. As discussed in the next section, this phenomenon has been already
extensively investigated for the planted clique problem. More interestingly, our analysis suggests
that the two thresholds are controlled by different features of the motif Hn. While the statistical
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threshold depends on the maximum density of Hn, the spectral threshold is related to its principal
eigenvalue.
1.1 Related work
Statistical models for motif detection have been studied so far only for specific cases. An important
line of work within theoretical computer science has focused on the planted clique problem, which
corresponds to the case Hn = Kk(n), the complete graph over k(n) vertices. It is a classical result
that the planted model is distinguishable from a pure Erdo˝s-Renyi random graph, for q0 = 1/2,
provided k(n) ≥ 2(1 + ε) log2 n (with ε arbitrarily small), while it is undistinguishable for k(n) ≤
2(1 − ε) log2 n, see e.g. [GM75]. On the other hand, approximating the size of the largest clique
in a graph is hard in a worst case setting, even within a factor n1−ε [H˚as99, Kho01]. Starting
with Jerrum’s seminal work, a number of authors analyzed broad classes of algorithms for the
statistical model. A short list includes Monte Carlo Markov Chain [Jer92], spectral algorithms
[AKS98], SDP relaxations within the Lovasz-Schrijver hierarchy [FK00], statistical query models
[FGR+13], message passing algorithms [DM14], and, most recently, SDP relaxations within the
Sum-Of-Squares hierarchy [MPW15, DM15, RS15, HKP15, BHK+16].
While these works provide precious insights into the tradeoff between statistical and computa-
tional limits for graph estimation, they cannot be applied directly to general motif detection. In
particular, they do not clarify what features of the motif Hn are relevant for detection.
The planted clique problem is arguably the most studied statistical problem presenting a large
gap between optimal statistical estimation and computationally efficient algorithms. In fact, several
works assume hardness of planted clique to prove hardness of other statistical estimation problems,
see e.g. [BR13]. Similar in spirit is the recent work in [DLSS14], that instead assumes hardness of
refuting random satisfiability formulas, as well as [ADBL11].
A generalization of the maximum-clique problem is provided by the densest k-subgraph problem.
Given a graph G and an integer k, this requires to find a subset of vertices of size k that contains the
largest number of edges [FPK01a]. The best polynomial-time algorithm guarantees an O(n1/4+ε)
approximation ratio [BCC+10]. The recent paper [Man17] proves that an approximation ratio
n1/(log logn)
Ω(1)
cannot be achieved under the exponential time hypothesis (see also [Fei02, Kho06,
AAM+11] for other inapproximability results). Semidefinite programming relaxations were studied,
among others in [FPK01b, BCV+12].
Once more, these results do not apply directly to the motif detection problem. In particular,
it is not clear –in general– that searching for a dense subgraph is necessarily the best approach to
detect a given motif Hn. Further, the focus of this line of work is on worst-case approximation
guarantees, rather than on statistical thresholds.
Closer to the scope of the present paper is some of the recent work on ‘community detection’. A
random graph G = (V,E) over |V | = n vertices is generated by selecting a subset S ⊆ V of |S| = k
vertices uniformly at random. Edges are conditionally independent given S. Two vertices i, j are
connected by an edge with probability q1 if {i, j} ⊆ S and probability q0 < q1 otherwise. Statistical
and computational thresholds for detection and estimation of the set S were studied by a number
of authors [VAC+15, ACV14, HWX15, Mon15, HWX17]. Again, these works focuses uniquely on
the density of the planted subgraph, and do not model its structure.
Following the original work on motifs in biological networks [MSOI+02], several papers devel-
oped algorithms to sample uniformly random networks with certain given characteristics, e.g. with
a given degree sequence [MKI+03, TS07, BD11]. Uniform samples can be used to assess the sig-
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nificance level of specific subgraph counts in a real network under consideration. Let, for instance,
NH(G) denote the number of copies of a certain small graph H in G. If in a real network of
interest we find NH(G) = t, the probability P0,n(NHn(Gn) ≥ t) is used as significance level for this
discovery. Let us mention two key differences with respect to problem considered in the present
paper. First, we focus on conditions under which the laws P0,n and P1,n are strongly distinguish-
able. For instance, in the case of a single planted subgraph, under the null model NHn(Gn) = 0
with very high probability. Hence, Monte Carlo is not effective in accurately computing p-values
in this regime.
Second, the work of [MKI+03, TS07, BD11] implicitly assumes that the subgraph Hn has
bounded size so that NHn(Gn) can be computed in time n
v(Hn) by exhaustive search. Here we
consider instead large subgraphs Hn, and address the computational challenge of testing for Hn
in polynomial time. Let us emphasize that, while we typically assume Hn to have diverging size,
in practice it is impossible to perform exhaustive search already for quite small subgraphs. For
instance, if n = 105, and v(Hn) = 6, exhaustive search requires of the order of 10
30/6! ≥ 1027
operations.
1.2 Notations
Given n ∈ Z, we let [n] = {1, 2, . . . , n} denote the set of first n integers. We write |S| for the
cardinality of a set S. We denote by (n)k = n!/(n− k)! the incomplete factorial.
Throughout this paper, we will use lowercase boldface (e.g. v = (v1, . . . , vn), x = (x1, . . . , xn),
etc.) to denote vectors and uppercase boldface (e.g. A = (Ai,j)i,j∈[n], Y = (Yi,j)i,j∈[n], etc.) to
denote matrices. For a vector v ∈ Rn and a set A ⊆ [n], we define vA ∈ Rn as (vA)i = (v)i for
i ∈ A and (vA)i = 0, otherwise. For a matrix Y we use ‖Y ‖2 to denote its spectral norm. Given
a square matrix X ∈ Rn×n, we denote its trace by Tr(X) = ∑ni=1Xi,i. Given a symmetric matrix
M , we denote by λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M) its ordered eigenvalues.
We denote by 1n = (1, 1, . . . , 1) ∈ Rn the all-ones vector, and by In, Jn = 1n1Tn ∈ Rn×n the
identity and all-ones matrices, respectively. For a matrix A ∈ Rm×n, vec(A) ∈ Rmn is the vector
whose l’th entry is Aij where i − 1 and j − 1 are the quotient and the remainder in dividing l by
n, respectively. Also, ei ∈ Rn denotes the i’th standard unit vector.
A simple graph is a pair G = (V,E), where V is a vertex set and E is a set of unordered pairs
(i, j), i, j ∈ E. We will write V (G), E(G) whenever necessary to specify which graph we are referring
to. Throughout, we will be focusing on finite graphs. We let v(G) = |V (G)|, e(G) = |E(G)|. For
v ∈ V (G), degree of node v is shown by deg(v). For H ⊆ G, v ∈ V (G), the number of nodes in H
which are connected to v is denoted by degH(v). We let Gn be the set of graphs over vertex set
V = [n].
We follow the standard Big-Oh notation. Given functions f(n), g(n), we write f(n) = O(g(n))
if there exists a constant C such that f(n) ≤ C g(n), f(n) = Ω(g(n)) if there exists a constant C
such that f(n) ≥ g(n)/C, and f(n) = Θ(g(n)) if f(n) = O(g(n)) and f(n) = Ω(g(n)). Further
f(n) = o(g(n)) if f(n) ≤ C g(n) for all C > 0 and n large enough, and f(n) = ω(g(n)) if f(n) ≥
C g(n) for all C > 0 and n large enough.
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2 Statistical limits on hypothesis testing
In this section we address the first question stated in Section 1: under which conditions on q0,
{Hn}n∈N are the two laws P0,n, P1,n distinguishable? We focus on the case of a single planted
subgraph, mn = 1, deferring the generalization to mn > 1 to Section 4. We note that strong and
weak distinguishability are equivalent to lim infn→∞ ‖P0,n − P1,n‖TV = 1, and lim infn→∞ ‖P0,n −
P1,n‖TV > 0, respectively.
Our results depend on the graph sequence {Hn}n∈N through its maximum density d(Hn). For
a graph H, we define
d(H) ≡ max
F⊆H
(
e(F )
v(F )
)
. (2.1)
The following theorem provides a sufficient condition on the distinguishability of laws P0, P1.
Theorem 1. Let {Hn}n≥1 be a sequence of non-empty graphs such that v(Hn) = o(n) and for
q0 ∈ (0, 1) let P0,n be the null model with edge density q0, and P1,n be planted model with parameters
Hn, q0. If
lim inf
n→∞
d(Hn) log(1/q0)
log n
> 1 , (2.2)
then the two laws P0,n, P1,n are strongly distinguishable.
Remark 2.1. The proof of this theorem also provides an explicit test T : Gn → {0, 1} which
has asymptotically vanishing error probability under the assumptions of the theorem. Let k(n) =
v(Fn), where Fn ⊆ Hn is the subgraph of Hn with the smallest number of vertices, such that
e(Fn)/v(Fn) = d(Hn). Then, the test developed in the proof requires searching over all subsets of
k(n) vertices which, in most cases, is non-polynomial.
The next theorem provides condition under which the two laws are indistinguishable.
Theorem 2. Let {Hn}n≥1, q0 ∈ (0, 1), P0,n, P1,n be as in Theorem 1. Then the two models are
not weakly distinguishable if
lim sup
n→∞
d(Hn) log(1/q0) + (5/2) log v(Hn)
log n
< 1 . (2.3)
Further, if d(Hn) = o(log v(Hn)), then the laws P0, P1 are not weakly distinguishable if
lim sup
n→∞
v(Hn)
n1/2
= 0. (2.4)
Note that, under the condition v(Hn) = o(n
α) for any α > 0 (i.e. when the hidden subgraph
is ‘not too large’), or when d(Hn)/ log v(Hn) → ∞ as n → ∞ (i.e. when the hidden subgraph is
‘dense enough’), this bound matches the positive result of Theorem 1. We illustrate these results
with a few examples in Appendix A.
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3 Computationally efficient tests
In this section we study two computationally plausible algorithms for detecting the planted sub-
graph in the setting described in Section 1. The first method leverages the spectral properties of
the given graph for solving the problem. In this case, we establish sufficient conditions under which
the algorithm succeeds with high probability. We then show that a modification of the spectral al-
gorithm can be used to identify the hidden subgraph. The second approach uses an SDP relaxation
of the problem, that is a priori more powerful than the spectral approach.
3.1 Spectral algorithm
For p ∈ [0, 1) we denote by ApG the shifted adjacency matrix of the graph G, defined as follows:
(
ApG
)
ij
=
{
1 if (i, j) ∈ E(G),
−p/(1− p) otherwise. (3.1)
Further, we will denote by AG = A
0
G the 0 − 1 adjacency matrix of G. Recall that λ1(ApG) ≥
λ2(A
p
G) ≥ · · · ≥ λn(ApG) denote the eigenvalues of ApG. The spectral test is simply based on the
leading eigenvalue:
Tspec(G) =
{
1 if λ1(A
q0
G ) ≥ 2.1σ(q0)
√
n,
0 otherwise ,
(3.2)
σ(q0) ≡
√
q0
1− q0 . (3.3)
This algorithm was first proposed for the planted clique problem in [AKS98]. Note that this test
uses the knowledge of q0, but does not assume the knowledge of planted subgraph Hn.
Theorem 3. Let {Hn}n≥1 be a sequence of non-empty graphs such that v(Hn) = o(n) and for
q0 ∈ (0, 1) let P0,n be the null model with edge density q0, and P1,n be planted model with parameters
Hn, q0. Define σ(q0) as per Eq. (3.3). If
lim inf
n→∞
λ1(AHn)√
n
> 3σ(q0) , (3.4)
then the two laws P0,n, P1,n are strongly distinguishable.
Remark 3.1. The constant 2.1 in Eq. (3.2) can be reduced to 2 + ε for any ε > 0. In addition, we
expect that with further work the constant 3 in Eq. (3.4) can be reduced to 1 + ε for any ε > 0.
These improvements are not the focus of the present paper.
Can spectral methods be used to identify the hidden subgraph? We start by noting that, even
if Hn can be detected, a subset of its node might remain un-identified. As an example, let Hn be a
graph over k(n) vertices, whereby vertices {1, . . . , k(n)− 1} are connected by a clique, and vertex
k(n) is connected to the others by a single edge, see figure below:
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Algorithm 1 Spectral algorithm for identifying hidden subgraphs in G
Input: Graph G, edge probability q0, size of hidden subgraph k = v(H)
Output: Estimated support of the hidden subgraph S ⊆ V (G)
Initialize: n = v(G), t = kq0 + 3
√
kq0 log k, S = ∅
1: for i ∈ V (G) do
2: Set v(i) ≡ principal eigenvector of (Aq0G )−i,−i.
3: Order the entries of v(i): |v(i)j(1)| ≥ |v
(i)
j(2)| ≥ · · · ≥ |v
(i)
j(n)|
4: Set Si ≡ {j(1), . . . , j(k)}
5: Set d(i) ≡ # of edges between vertex i and vertices in Si
6: if d(i) > t then
7: S = S ∪ {i}
Ensure: S
Then Example A.1 implies that Hn can be detected with high probability as soon as k(n) ≥
(1+ε) log n/ log(1/q0). As we will see below, the spectral algorithm detects Hn with high probability
if k(n) ≥ 3σ(q0)
√
n = Θ(
√
n). However it is intuitively clear (and not hard to prove) that the
degree-one vertex in Hn cannot be identified reliably.
With this caveat in mind, Algorithm 1 gives a spectral approach to identify a subset of the
vertices of the hidden subgraph. In order to characterize the set of ‘important’ vertices of Hn, we
introduce the following notion.
Definition 3.1. Given a graph H = (V (H), E(H)), and c ∈ (0, 1), we define the c-significant set
of H, Sc(H) ⊆ V (H) as the following set of vertices
Sc(H) :=
{
i ∈ V (H) : deg(i) > c v(H)} . (3.5)
We also need to to assume that the leading eigenvector of H is sufficiently spread out.
Definition 3.2. Let H = (V (H), E(H)) be a graph with adjacency matrix AH ∈ {0, 1}n×n. For
ε ∈ (0, 1), we say that H has spectral expansion ε, if
1− ε ≥ max
(
λ2(AH);−λn(AH)
)
λ1(AH)
(3.6)
Finally let v be the leading eigenvector of AH . We say that H is (ε, µ)-balanced in spectrum if it
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has spectral expansion ε and
min
i∈V (H)
|vi| ≥ µ√
v(H)
. (3.7)
The following definition helps us present our result on Algorithm 1.
Definition 3.3. Let H = (V (H), E(H)) be a graph. For any i ∈ V (H), the graph obtained by
removing i from H is denoted by H \ i. Then:
1. We say that H is (ε, µ)-strictly balanced in spectrum if for all i ∈ V (H), H \ i is (ε, µ)-
balanced in spectrum.
2. We define λ−(H) as
λ−(H) ≡ min
i∈V (H)
λ1(AH\i) . (3.8)
The next theorem states sufficient conditions under which Algorithm 1 succeeds in identifying
the significant set of the planted subgraph.
Theorem 4. Given {Hn}n∈N, q0 ∈ (0, 1), let P1,n be the law of the random graph with edge density
q0 and planted subgraph Hn, cf. Section 1, and assume Gn ∼ P1,n. Assume v(Hn) = o(n) and that,
for each n, Hn is (ε, µ)-strictly balanced in spectrum for some µ > 0, ε ∈ (0, 1). Let δ be such that
2δ
µ2(1− δ) < 1.
Finally, assume that
lim inf
n→∞
|λ−(Hn)|√
n
>
3σ(q0)
εδ
, (3.9)
where λ−(Hn) is defined as per Eq. (3.8).
Let S be the output of Algorithm 1, and set c > α, α ≡ 2δ/(µ2(1 − δ)). Then the following
statements hold with high probability as n, v(Hn)→∞:
1. S contains all the vertices of Gn that correspond to the c-significant set Sc(Hn) of planted
subgraph Hn.
2. S does not contain any vertex that does not correspond to those of the planted subgraph Hn.
Remark 3.2. Note that if mini∈V (Hn) deg(i) > cv(Hn) where c is as in Theorem 4 (the minimum
degree of nodes in the hidden subgraph is ‘sufficiently large’), Sc(Hn) = V (Hn) and under the
assumptions of Theorem 4, Algorithm 1 will find all the nodes of the planted subgraph Hn.
In the opposite case, Hn contains some ‘low degree’ vertices, namely, for some i ∈ V (Hn),
deg(i) ≤ cv(Hn), we have Sc(Hn) ⊂ V (Hn) strictly. Then, in order to find all vertices of the
planted subgraph Hn in Gn, after finding the output of Algorithm 1, S, we can select the nodes
i ∈ V (Gn) such that degS(i) > (1 + ε)q0|S|, for some ε > 0. Note that if |Sc(Hn)| is ω(log n) then
for any i /∈ ϕ0(Hn), degS(i) ≤ (1 + ε)q0|S| with high probability. Hence, this procedure will not
choose any node i such that i /∈ ϕ0(Hn). Moreover, this procedure will find the planted subgraph
Hn if for all nodes i ∈ V (Hn), degS(i) > (1 + ε)q0|S|.
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Note that for any graph H = (V (H), E(H)), λ1(AH) ≤ v(H). Hence by definition
λ−(H) ≤ v (H \ i) ≤ v(H)
q0
. (3.10)
Hence, the assumptions of Theorem 4 imply in particular
lim inf
n→∞
v(Hn)
n1/2
> 0 . (3.11)
We can compare this condition with the one of Theorem 1. If Hn is a dense graph, we expect
generically d(Hn) = Θ(v(Hn)), and hence there is a large gap between the condition of Theorem 1
(that guarantees distinguishability) and that of Theorem 4. We illustrate this with a few examples
in appendix B.
3.2 SDP relaxation
Since the spectral method is generally sub-optimal with respect to the statistical detection thresh-
old, it is natural to look for more powerful algorithms. In this section we use an SDP relaxation of
the quadratic assignment problem, first proposed in [ZKRW98], for motif detection.
Recall that we denote by AG the adjacency matrix of graph G
(AG)ij =
{
1 if (i, j) ∈ E(G),
0 otherwise.
(3.12)
We want to find a planted copy of a given graph H in graph G. Let v(H) = k, v(G) = n. We
consider therefore the problem
maximize Tr(AHΠ
TAGΠ)
subject to ΠTΠ = Ik
Π ∈ {0, 1}n×k.
(3.13)
This is a non-convex optimization problem known as Quadratic Assignment Problem (QAP) and
is well studied in the literature, for example see [Bur13]. We will denote the value of this problem
as OPT(G;H).
Note indeed that, Π ∈ {0, 1}n×k is feasible if it contains exactly one non-zero entry per column
and at most one per row. Call ϕ(i) ∈ [n] the position of the non-zero-entry of column i ∈ [k]. Then
ϕ ∈ L(H,n) is a labeling of the vertices of H, and the objective function can be rewritten as
Tr(AHΠ
TAGΠ) = 2
∑
(i,j)∈E(H)
(AG)ϕ(i),ϕ(j) (3.14)
Hence, if G contains a planted copy of H (e.g. under model G ∼ P1), we have OPT(G;H) ≥ 2 e(H).
This suggests the following optimization-based test:
TOPT(G) =
{
1 if OPT(G;H) ≥ 2 e(H),
0 otherwise.
(3.15)
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The proof of Theorem 1 suggests that this test is nearly optimal, provided d(H) = e(H)/v(H), i.e.
H has no subgraph denser than H itself1.
Unfortunately, in general, OPT(G;H) is NP-complete even to approximate within a constant
factor [SG76]. We will then resort to an SDP relaxation of the same problem. The following Lemma
provides a different formulation of (3.13).
Lemma 3.4. Let Π∗ be an optimal solution of problem (3.13). Then vec(Π∗) = y∗ such that
y∗y∗T = Y ∗ is an optimal solution of the following problem
maximize Tr ((AG ⊗AH)Y )
subject to Y ∈ {0, 1}nk×nk
Y  0
Tr(Y Jnk) = k
2
Tr(Y (In ⊗ (eieTi ))) = 1 for i = 1,2,. . . ,k
Tr(Y ((eje
T
j )⊗ Ik)) ≤ 1 for j = 1,2,. . . ,n
rank(Y ) = 1.
(3.16)
Now, we try the following SDP relaxation of problem (3.16) which is proposed in [ZKRW98]
maximize Tr ((AG ⊗AH)Y )
subject to Y  0
0 ≤ Y ≤ 1
Tr(Y Jnk) = k
2
Tr(Y (In ⊗ (eieTi ))) = 1 for i = 1, 2, . . . , k
Tr(Y ((eje
T
j )⊗ Ik)) ≤ 1 for j = 1, 2, . . . , n
(3.17)
The following theorem states an upper bound on the performance of the hypothesis testing method
that rejects the null hypothesis if SDP(G;H) ≥ 2e(H).
Theorem 5. Let {Hn}n≥1, P0,n, P1,n be as in Theorem 1. Consider the hypothesis testing problem
in which under null Gn is generated according to P0,n and under alternative it is generated according
to P1,n. Define σ(q0) as per Eq. (3.3). If
lim sup
n→∞
λ1(AHn)√
n
<
1
4
σ(q0),
then for the method that rejects the null hypothesis if SDP(Gn;Hn) ≥ 2e(Hn),
P0,n{T (Gn) = 1} → 1
as n→∞.
4 The case of multiple planted subgraphs
In this section we would like to generalize the results given in Section 2 to the regime in which
mn > 1 atypical subgraphs are added to a random graph. Namely, fix Hn and let ϕ1, ϕ2, . . . , ϕmn ∈
L(Hn, n) be independent uniformly random labelings of V (Hn) in [n]. As before, we let P0,n be
1If this is the not case, the optimization problem (3.13) can be modified replacing H by its densest subgraph.
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the law of an Erdo˝s-Renyi random graph with edge probability q0. On the other hand under P1,n
edges are conditionally independent given ϕ1, ϕ2, . . . , ϕmn , with
P1,n
(
(i, j) ∈ E∣∣(ϕl)l≤mn) =
{
1 if (i, j) ∈ ϕl(E(Hn)) for some l ∈ {1, 2, . . . ,mn},
q0 otherwise.
(4.1)
We would like to find the conditions on mn, q0, {Hn} under which the two laws P0,n,P1,n are strongly
or weakly distinguishable, generalizing Theorem 1 and Theorem 2 tomn > 1. The following theorem
states the sufficient condition under which the two laws are indistinguishable.
Theorem 6. Let {Hn}n≥1 be a sequence of non-empty graphs and for q0 ∈ (0, 1) let P0,n be the
null model with edge density q0 and P1,n be the planted model as in (4.1) with parameters Hn, q0,
mn. Then the two models are not weakly distinguishable if
lim sup
n→∞
(5/2) log v(Hn) + logmn
log n
< 1, (4.2)
and
lim sup
n→∞
d(Hn) log(1/q0) + (5/2) log v(Hn)
log n
< 1. (4.3)
(4.4)
The following Theorem states sufficient conditions under which the two models are strongly
distinguishable.
Theorem 7. Let {Hn}n≥1, q0 ∈ (0, 1),mn,P0,n,P1,n be as in Theorem 6. Then the two laws
P0,n,P1,n are strongly distinguishable if
lim inf
n→∞
mne(Hn)
n
=∞ , (4.5)
or if
lim inf
n→∞
d(Hn) log(1/q0)
log n
> 1 . (4.6)
Remark 4.1. While the necessary and sufficient conditions in the above theorems do not match
in general, they do match in specific regimes of interest. A first regime is the one of mn bounded:
in this case we recover the same asymptotics as for mn = 1, cf. Section 2.
A second regime is obtained when the planted graphs {Hn} have bounded size: v(Hn) ≤ C for
all n. Theorem 6 implies that the two models are not weakly distinguishable if mn ≤ n1−ε for some
ε > 0 and all n large enough.
Vice versa, by Theorem 7, they are strongly distinguishable if mn/n → ∞. In other words,
we have a characterization of the distinguishability threshold that is tight up to sub-polynomial
factors.
Remark 4.2. The expected number of edges under the null model P0,n is roughly n2q0/2, and its
standard deviation is of order n. The sufficient condition (4.5) is therefore equivalent to requiring
that the total number of edges in the planted graphs is much larger than this standard deviation.
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The proof of Theorem 7 constructs a simple test T : Gn → {0, 1}, by letting T (Gn) = 1 if e(Gn) ≥ t∗
and T (Gn) = 0 otherwise.
Notice that condition (4.6) is instead the same as in Theorem 1. In this regime, it is sufficient
to find a single copy of the highest density subgraph of Hn, and the multiplicity mn does not seem
to help.
Remark 4.3. It is possible to use the spectral algorithm in subsection 3.1 to detect the mn planted
subgraphs by settingk = v(Hn)mn in Algorithm 1.
Note that if mnv(Hn)/n
1/2 → 0 then the mn planted subgraphs will have disjoint vertex sets
with high probability as n→∞. Hence the law P1,n studied in this section is the same as the one
obtained by planting a graph consisting in the disjoint union of mn copies of Hn. The top eigenvalue
of the graph consisting of mn disjoint copies of a graph Hn is the same as the top eigenvalue of Hn.
Hence, in this regime, we expect the spectral method to succeed in detecting mn motifs under the
same conditions under which it succeeds in detecting one motif.
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A Examples: Statistical limits
Example A.1. Recall that Km denotes the complete graph over m vertices (hence having degree
m−1). Setting Hn = Kk(n) we recover the hidden clique problem. In this case d(Hn) = (k(n)−1)/2.
Hence, our theorems imply that the two laws are strongly distinguishable if lim infn→∞ k(n)/ log n >
2/ log(1/q0), and are not weakly distinguishable if lim supn→∞ k(n)/ log n < 2/ log(1/q0).
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Example A.2. Let Qm be the hypercube graph over 2
m vertices (hence having degree m): this
is the graph whose vertices are binary vectors of length m, connected by an edge whenever their
Hamming distance is exactly equal to one. Set Hn = Qlog2 k(n). In other words, Hn is an hypercube
over k(n) vertices. It is easy to see that d(Hn) = (log2 k(n))/2.
Let γ(q0) ≡ 2/ log2(1/q0). Theorem 1 implies that this graph can be detected provided k(n) ≥
nγ(q0)+ε for some ε > 0 and all n large enough. On the other hand, Theorem 2 implies that it
cannot be detected if k(n) ≤ n2γ(q0)/(2+5γ(q0))−ε for some ε > 0 and all n large enough. Hence,
we can see that the lower and upper bounds for distinguishability are close for small q0 and as q0
increases the gap between the bounds increases.
Example A.3. Let Hn be a regular tree with degree d(n) and r(n) generations (hence v(Hn) =
1 + d(n)[(d(n) − 1)r(n) − 1]/(d(n) − 2), e(Hn) = v(Hn) − 1). In this case for any Fn ⊆ Hn,
e(Fn) ≤ v(Fn) − 1. Therefore, d(Hn) = 1 − 1/v(Hn) < 1 and Theorem 1, cannot guarantee the
strong distinguishability of the hypotheses. Furthermore, lim supn→∞ d(Hn)/ log v(Hn) = 0 and we
are in the low density region. Hence, Theorem 2 implies that the null and planted models are not
weakly distinguishable if lim supn→∞ d(n)r(n)+1/n1/2 = 0.
Example A.4. Let Cmk be the m-th power of the cycle over k vertices. This is the graph with
vertex set {1, . . . , k}, and two vertices i, j are connected if |i − j − bk| ≤ m for some b ∈ N. Let
Hn = C
m(n)
k(n) , for two functions m(n), k(n). In this case, v(Hn) = k(n) and for all i ∈ V (Hn),
deg(i) = 2m(n). Therefore, for any Fn ⊆ Hn, e(Fn) ≤ m(n)v(Fn). Since e(Hn) = m(n)k(n),
by definition, d(Hn) = m(n). Using Theorem 1, two models are strongly distinguishable if
lim infn→∞m(n)/ log(n) > log(1/q0). In addition, depending on k(n), m(n), we can be in dif-
ferent graph density regimes. If m(n) = ω(log k(n)), the laws are not weakly distinguishable if
lim supn→∞m(n)/ log(n) < log(1/q0) and we get a tight characterization. If m(n) = o(log k(n)),
two models cannot be weakly distinguished if lim supn→∞ k(n)/n1/2 = 0. Finally, for the interme-
diate regime where m(n) = Θ(log k(n)), if lim supn→∞((5/2) log k(n) + m(n) log(1/q0))/ log n < 1
the models are not weakly distinguishable.
B Examples: Spectral Algorithm
Example B.1. Let Hn = Kk(n). Assume that, v(Hn) = k(n) is o(n). We have λ1(AHn) =
k(n) − 1 and Theorem 3 implies that the laws are strongly distinguishable using the spectral test
if lim infn→∞ k(n)/n1/2 > 3σ(q0). This shows a gap between the performance of the spectral test
and the statistical bound of Theorem 1.
In order to express results on identifying the hidden subgraph in this case, first note that
for all i ∈ V (Hn), deg(i) = k(n) − 1 and all nodes of Hn are in the c-significant set of Hn for
c < 1 − 1/k(n) as per Definition 3.1. Assuming that k(n) → ∞ as n → ∞, for any c > 0 all
nodes of Hn are in the c-significant set of Hn for large enough n. Also, the leading eigenvector of
AHn is 1k(n), its corresponding eigenvalue is k(n) − 1 and the rest of eigenvalues are −1. Setting
ε0(k(n)) ≡ 1− 1/(k(n)− 1), based on definition 3.2, for each n, Hn is (ε, 1) balanced in spectrum
for ε < ε0(k(n)). Using the fact that for any i ∈ V (Hn), Hn \ i is Kk(n)−1, we deduce that for each
n, Hn is (ε, 1)- strictly balanced in spectrum for ε < ε0(k(n) − 1) and λ−(Hn) = k(n) − 2. Note
that, ε0(k(n)− 1) → 1 as n → ∞. Therefore, using Theorem 4, if lim infn→∞ k(n)/n1/2 > 9σ(q0),
Algorithm 1 can find the planted clique with high probability as n, v(Hn)→∞.
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Example B.2. Set Hn = Qlog2 k(n) as in Example A.2. Since the hypercube is a regular graph,
λ1(AHn) = log2 k(n) and Theorem 3 implies that two models can be strongly distinguished using
the spectral test if lim infn→∞ log2 k(n)/n1/2 > 3σ(q0). However, this never happens since k ≤ n.
Therefore, Theorem 3 cannot guarantee the strong distinguishability of the hypotheses using the
spectral test. Similarly, Theorem 4 does not imply the success of Algorithm 1 in finding the planted
hypercube.
Example B.3. Let Hn be a regular tree with degree d(n) and r(n) generations as in Example
A.3. For a large regular tree, λ1(AHn) is of order of 2
√
d(n)− 1 as v(Hn) → ∞. Hence, based
on Theorem 3, two laws are strongly distinguishable using the spectral test if lim infn→∞ d(n)/n >
(9/4)σ2(q0). Therefore, v(Hn) cannot be o(n) and Theorem 3 cannot guarantee the strong distin-
guishability of two models under any conditions. Recall that Theorem 1, also, could not guarantee
the strong distinguishability for this example under any conditions.
As a side note, note that if q0 is known a priori -which is not a practical assumption- and
lim infn→∞ d(n)/(nq0) > 0 = c, the null and planted models can be distinguished only by looking
at the maximum degree in the graph Gn. In fact, under the null model the maximum degree of
graph Gn is less than or equal nq0 + Θ(
√
nq0 log n) with high probability. Therefore, the test that
rejects the null iff the maximum degree of Gn is bigger than or equal (1+ε)nq0 strongly distinguishes
two models under this assumption. Subsequently, under this condition, the high degree nodes can
be used to find the planted tree.
In addition, since d(n)/v(Hn) → 0 as v(Hn) → ∞ for the sequence of regular trees, Theorem
4 cannot imply the success of Algorithm 1 in finding the planted regular tree. In other words,
Algorithm 1 fails in identifying the planted regular tree because it does not contain sufficiently high
degree vertices.
Example B.4. Set Hn = C
m(n)
k(n) as in Example A.4. As we had for previous examples, since Hn is a
sequence of regular graphs, λ1(AHn) = 2m(n). Therefore, two models are strongly distinguishable
using the spectral test if lim infn→∞m(n)/n1/2 > (3/2)σ(q0) and the gap between the results of
Theorems 1 and 3 is similar to Example B.1.
Assuming that lim infn→∞m(n)/k(n) = (c/2) > 0, Theorem 4 can used to guarantee the
performance of Algorithm 1 in identifying the hidden subgraph. Under this condition, all ver-
tices of Hn are in the c-significant set of Hn for large enough n. Note that AHn is a circulant
matrix, its principal eigenvalue is λ1(A(Hn)) = 2m(n), corresponding eigenvector is 1k(n) and
other eigenvalues are
∑m(n)
i=1 2 cos(2piij/k(n)) for j = 1, 2, . . . , k(n) − 1. Therefore, λ2(A(Hn)) ≤
2m(n)−∑m(n)i=1 4pi2i2/(k(n))2 = 2m(n)(1−2pi2m(n)2/(3k(n)2))+o(m(n)). Hence, for large enough
n, λ2(A(Hn)) ≤ 2m(n)(1 − ε) = λ1(A(Hn))(1 − ε) and Hn is (ε, 1)-balanced in spectrum, where
ε = pi2c2/6. For any i ∈ V (Hn), λ1(A(Hn\i)) ≥ 2e(Hn\i)/(k(n)−1) = 2m(n)(1−1/(k(n)−1)). Us-
ing Cauchy’s interlacing theorem, λ2(A(Hn\i)) ≤ λ2(A(Hn)) ≤ 2m(n)(1−ε) ≤ λ1(A(Hn\i))(1−ε0)
where (1− ε)/(1− 1/(k(n)− 1)) = 1− (ε− ε′n), ε′n → 0 as n→∞. In addition, for large enough n,
for v, the leading eigenvector of A(Hn \ i), we have vi ≥ (1− δ′n)/
√
k(n)− 1 for i = 1, 2, . . . , n− 1
where δ′n → 0 as n→∞. Therefore, for any 0 < ε′ < ε, 0 < µ < 1, Hn is (ε−ε′, µ)-strictly balanced
in spectrum, for large enough n. In addition, λ−(Hn) ≥ 2m(n)(1 − 1/(k(n) − 1)). Thus, using
Theorem 4, if lim infn→∞m(n)/n1/2 > 9σ(q0)/(2ε), Algorithm 1, can find the planted subgraph
with high probability as n, k(n)→∞.
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C Proofs: Statistical limits
We start with the following preliminary lemma.
Lemma C.1. Let, for each n, Z : Gn → R+ be such that,
Z(Gn) = E0,n{Z(Gn)}dP1,n
dP0,n
(Gn) .
Further let Zn = Z(Gn). Then, P0,n and P1,n are strongly distinguishable if and only if, under P0,n,
Zn
E0,nZn
p−→ 0 .
They are not weakly distinguishable if and only if, along some subsequence {nk},
Zn
E0,nZn
p−→ 1 .
Proof. First assume that along some subsequence {nk} under P0,n
Zn
E0Zn
→ 1, (C.1)
in probability. For a test T : Gn → {0, 1}, define the risk γ(T ) as
γn(T ) = P0,n
(
T (Gn) = 1
)
+ P1,n
(
T (Gn) = 0
)
.
Now, for any test T we have
γn(T ) =
∫
(1− T )dP1,n +
∫
TdP0,n
=
∫ (
(1− T ) Zn
E0Zn
+ T
)
dP0,n
≥
∫ ((
1− 1
{
Zn
E0Zn
> 1
})
Zn
E0Zn
+ 1
{
Zn
E0Zn
> 1
})
dP0,n.
Using (C.1), the last term goes to 1 as n→∞. Therefore along {nk}
lim inf
n→∞ {infT {γn(T )}} ≥ 1.
Which implies that for all tests T ,
lim sup
n→∞
[
P0,n
(
T (Gn) = 1
)
+ P1,n
(
T (Gn) = 0
)]
= 1.
Thus, P0,n, P1,n are not weakly distinguishable.
Now, assume that
Zn
E0Zn
→ 0. (C.2)
As above, It is easy to see that the test T = 1 {Zn/E0Zn > 1} satisfies
lim sup
n→∞
P0,n
(
T (Gn) = 1
)
= lim sup
n→∞
P1,n
(
T (Gn) = 0
)
= 0 .
Therefore in this case P0,n, P1,n are strongly distinguishable.
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In order to state the proof our results, given a graph Gn ∈ Gn, we define UGn : L(Hn;n) → N
by
UGn(ϕ) ≡
∣∣ϕ(E(Hn)) ∩ E(Gn)∣∣ .
For n ≥ v(Hn), we let
N(Hn;Gn) ≡
∣∣∣{ϕ ∈ L(Hn;n) : UGn(ϕ) = e(Hn)}∣∣∣ .
Let P0,n,P1,n be defined as in Section 1, note that
E0,nN(Hn;Gn) = (n)v(Hn)q
e(Hn)
0 .
Further, we can write
dP1,n
dP0,n
(Gn) =
1
(n)v(Hn)
∑
ϕ∈L(Hn;n)
∏
(i,j)∈E(Hn)
[(
1
q0
)
I{(ϕ(i), ϕ(j)) ∈ E(Gn)}
]
.
Thus,
dP1,n
dP0,n
(Gn) =
1
(n)v(Hn)
(
1
q0
)e(Hn) ∑
ϕ∈L(Hn;n)
I {|ϕ(E(Hn)) ∩ E(Gn)| = |E(Hn)|} .
Therefore,
dP1,n
dP0,n
(Gn) =
1
(n)v(Hn)
(
1
q0
)e(Hn)
N(Hn;Gn) =
1
En,0{N(Hn;Gn)}N(Hn;Gn). (C.3)
Now we can prove Theorems 1, 2.
C.1 Proof of Theorem 1
Proof. Let H˜n be a subgraph of Hn that satisfies d(Hn) = e(H˜n)/v(H˜n). Using (C.3), we can write
P0,n
(
dP1,n
dP0,n
(Gn) > 0
)
= P0,n (N(Hn;Gn) > 0)
≤ P0,n(N(H˜n;Gn) > 0)
≤ E0,nN(H˜n;Gn)
≤ nv(H˜n)qe(H˜n)0
= exp
{
v(H˜n) log n
(
1− d(Hn) log(1/q0)
log n
)}
which goes to zero as n → ∞ when (2.2) holds. Therefore, under the assumptions of Theorem 1,
under P0,n,
dP1,n
dP0,n
(Gn)
p−→ 0
and using Lemma C.1 the proof is complete.
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C.2 Proof of Theorem 2
We start by stating the following lemma.
Lemma C.2. Let {Hn}n≥1, q0,P0,n,P1,n be as in Theorem 1. Under the assumptions of Theorem
2; for all ε > 0
lim
n→∞P0,n {N(Hn;Gn) ≤ (1− ε)E0N(Hn;Gn)} = 0. (C.4)
Proof. Let v(Hn) = kn, e(Hn) = en. Let
Xϕ(Gn) =
{
1 if |ϕ(E(Hn)) ∩ E(Gn)| = en,
0 otherwise.
Note that N(Hn;Gn) =
∑
ϕ∈L(Hn;n)
Xϕ(Gn). We have
E0Xϕ = p1(en) ≡ qen0 .
We write ϕ1 ∼ ϕ2, if |ϕ1(V (Hn)) ∩ ϕ2(V (Hn))| ≥ 2. We define eG(m) = maxH⊆G,v(H)=dme e(H).
Therefore, if |ϕ1(V (Hn)) ∩ ϕ2(V (Hn))| = u, we have
E0Xϕ1Xϕ2 ≤ p2(u, en) ≡ q2en−eHn (u)0 .
Define
∆¯(n,Hn) =
∑
ϕ1∼ϕ2
E0Xϕ1Xϕ2 . (C.5)
Therefore, we have
∆¯(n,Hn) ≤
kn∑
u=2
(n)2kn−u(kn!)2
u! ((kn − u)!)2
p2(u, en).
Now using the fact that for all n
√
2pinn+1/2e−n ≤ n! ≤ nn+1/2e−n+1,
we get
∆¯(n,Hn)
(E0N(Hn;Gn))2
≤
kn∑
u=2
g(u).
Where,
g(u) =

(2pi)−3/2e−2kn+2k2kn+1n
(n−u)u(kn−u)2(kn−u)+1e−2(kn−u)−uuu+1/2 q
−eHn (u)
0 if u ≤ kn − 1,
k
kn+1/2
n e
−kn+1(n−kn)n−kn+1/2e−n+kn+1
(2pi)1/2nn+1/2e−n q
−en
0 if u = kn.
(C.6)
21
Now using Chebyshev’s inequality, for all ε > 0
P0,n {N(Hn;Gn) ≤ (1− ε)E0N(Hn;Gn)} ≤
E0
(
N(Hn;Gn)
2
)− (E0N(Hn;Gn))2
ε2(E0N(Hn;Gn))2
=
∑
ϕ1,ϕ2
(E0Xϕ1Xϕ2 − E0Xϕ1E0Xϕ2)
ε2(E0N(Hn;Gn))2
=
∑
ϕ1∼ϕ2 (E0Xϕ1Xϕ2 − E0Xϕ1E0Xϕ2)
ε2(E0N(Hn;Gn))2
≤
∑
ϕ1∼ϕ2 E0Xϕ1Xϕ2
ε2(E0N(Hn;Gn))2
=
∆¯(n,Hn)
ε2(E0N(Hn;Gn))2
. (C.7)
Hence, in order to complete the proof it suffices to show that
∆¯(n,Hn)
(E0N(Hn;Gn))2
≤
kn∑
u=2
g(u)→ 0 (C.8)
as n→∞. Note that for g(u) defined as in (C.6), if u < kn
−1
u
log(g(u)) ≥ log n+ log(1− (u/n))− eHn(u)
u
log(1/q0)
+ 2(kn/u)− 2((kn/u)− 1)− 1− (2(kn/u) + (1/u)) log kn
+ (2(kn/u)− 2 + (1/u)) log(kn − u) + (1 + 1
2u
) log u
≥ log n− eHn(u)
u
log(1/q0)− 2 log kn + log u+ 1
2u
log u
+
(− 2 + 1
u
+
2kn
u
)
log
(
1− u
kn
)
.
In addition,
− 1
kn
log(g(kn)) ≥ (n/kn + 1/(2kn)) log n− en
kn
log(1/q0)
− (1 + 1/(2kn)) log kn − (n/kn − 1 + 1/(2kn)) log(n− kn) + C
kn
= log n− en
kn
log(1/q0)− log kn − 1
2kn
log kn
− ( n
kn
− 1 + 1
2kn
)
log(1− kn
n
) +
C
kn
.
Letting
f(u) = log n− eHn(u)
u
log(1/q0)− 2 log kn + log u+ 1
2u
log u+
(− 2 + 2kn + 1
u
)
log
(
1− u
kn
)
,
(C.9)
for 2 ≤ u ≤ kn − 1, and
f(kn) = logn− eHn(u)
u
log(1/q0)− log kn − 1
2kn
log kn −
( n
kn
− 1 + 1
2kn
)
log(1− kn
n
), (C.10)
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Therefore, it suffices to show that
∆¯(n,Hn)
(E0N(Hn;Gn))2
≤
kn∑
u=2
g(u)
≤ C
kn∑
u=2
exp{−uf(u)}
≤ Ckn exp {−u˜f(u˜)}
= C exp
{
−u˜
(
f(u˜)− log kn
u˜
)}
→ 0
(C.11)
as n → ∞, where u˜ = arg min2≤u≤kn{uf(u)}. First note that ((2/x) − 2) log(1 − x) ≥ −2, for
0 ≤ x < 1. Hence, (− 2 + 2kn
u
)
log
(
1− u
kn
) ≥ −2,
for 2 ≤ u ≤ kn − 1. Further, since x log(1− 1/x) is increasing for x > 1, for 2 ≤ u ≤ kn − 1,
1
u
log(1− u/kn) ≥ 1
kn − 1 log(1− (kn − 1)/kn) ≥ −1,
for large enough kn. In addition, log u+ (1/(2u)) log u ≥ 0, for u ≥ 1. Hence, the sum of last three
terms in (C.9) is bounded below. Finally, note that
n
kn
− 1 + 1
2kn
≥ 0,
− log kn
2kn
≥ −1,
for large enough n. Thus, the last two terms in (C.10) are also bounded below. Therefore, for
2 ≤ u ≤ kn,
f(u)− log kn
u
≥ log n− eHn(u)
u
log(1/q0)− (5/2) log kn + C, (C.12)
for some constant C. Hence,
∆¯(n,Hn)
(E0N(Hn;Gn))2
→ 0
as n→∞ if
lim sup
n→∞
d(Hn) log(1/q0) + (5/2) log v(Hn)
log n
< 1.
This shows that the lemma holds under the assumption of Theorem 2. Now, let u∗ = arg min
2≤u≤kn
f(u).
Note that as we had above,
f(u) ≥ log n− eHn(u)
u
log(1/q0)− 2 log kn + C.
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Hence, under the assumptions of Theorem 2, f(u∗)→∞. Define
f∗(u) =
{
f(u) if, u ≤ u∗,
f(u∗) otherwise.
We have
kn∑
u=2
exp {−uf(u)} ≤
kn∑
u=2
exp {−uf∗(u)}
=
u∗∑
u=2
exp {−uf(u)}+ C exp{−u∗f(u∗)}
≤ u∗ exp{−u˜f(u˜)}+ C exp{−u∗f(u∗)}.
Where C =
(
1− e−f(u∗))−1 is a constant. Therefore, it suffices that
u∗ exp{−u˜f(u˜)}+ C exp{−u∗f(u∗)} → 0
as n→∞. This holds when
u∗f(u∗)→ +∞,
u∗ exp{−u˜f(u˜)} → 0. (C.13)
as n → ∞. Note that the first condition above holds since under the assumptions of Theorem 2,
f(u∗)→∞ as n→∞. Further,
log (u∗ exp{−u˜f(u˜)}) = log u∗ − u˜f(u˜).
Note that if d(Hn) = o(log v(Hn), then lim supn→∞(log u∗)/(u˜ log n) = 0. Thus, (C.13) holds when
n→∞. Therefore, if d(Hn) = o(log v(Hn) the lemma holds if
lim sup
n→∞
v(Hn)
n1/2
= 0 (C.14)
and this completes the proof.
Now, we can prove Theorem 2.
Proof of Theorem 2. using Lemma C.2, under the assumptions of Theorem 2, for all ε > 0
lim
n→∞P0,n
{
1
E0N(Hn;Gn)
N(Hn;Gn) ≤ (1− ε)
}
= 0.
Therefore, by taking Zn = N(Hn;Gn)/E0N(Hn;Gn), so that E0Zn = 1 we have
E0[|1− Zn|] = 2E0[(1− Zn)+]→ 0
as n→∞. Therefore, under P0,n
1
E0N(Hn;Gn)
N(Hn;Gn)
p−→ 1
and using (C.3) and Lemma C.1, Theorem 2 is proved.
24
D Proofs: spectral algorithm
We start by stating the following useful theorems from random matrix theory.
Theorem 8 ([Tao12], Corollary 2.3.6). Let X ∈ Rn×n be a random symmetric matrix whose entries
Xij are independent, zero-mean, uniformly bounded random variables for j ≥ i and Xij = Xji for
j < i. There exists constants c1, c2 > 0 such that for all t ≥ c1
P
{‖X‖2 > t√n} ≤ c1 exp (−c2tn) .
Theorem 9 ([Tao12], Theorem 2.3.24). Let X ∈ Rn×n be a random symmetric matrix whose
entries Xij are i.i.d copies of a zero-mean random variable with variance 1 and finite fourth moment
for j ≥ i and Xij = Xji for j < i. Then, limn→∞ ‖X‖2/
√
n = 2, almost surely.
D.1 Proof of Theorem 3
First assume that Gn is generated according to the null model P0,n. Then, Aq0Gn is a random sym-
metric matrix with independent entries where each entry is a zero-mean Bernoulli random variable
which is equal to 1 with probability q0 and −q0/(1− q0) with probability 1− q0. Using Theorem 9,
λ1(A
q0
Gn
) ≤ 2.1σ(q0)
√
n with high probability as n → ∞. Therefore, lim supn→∞ P0,n
(
Tspec(Gn) =
1
)
= 0. Now assume that Gn is generated according to the planted model, P1,n, with parameters q0
and Hn. Hence, A
q0
Gn
is distributed as ΠTnAHnΠn +En where Πn ∈ {0, 1}v(Hn)×n, and (Πn)ij = 1
if and only if ϕ0,n(i) = j. Further, En is a random symmetric matrix with independent entries
where (En)i,j = 0 if (Π
T
nAHnΠn)i,j = 1 and (En)i,j is a zero mean Bernoulli random variable
which is equal to 1 with probability q0 and −q0/(1 − q0) with probability 1 − q0, otherwise. Let
v, ‖v‖2 = 1 be the principal eigenvector of AHn . We have
λ1(A
q0
Gn
) ≥
〈
ΠTnv,A
q0
Gn
ΠTnv
〉
=
〈
ΠTnv,Π
T
nAHnΠnΠ
T
nv
〉
+
〈
ΠTnv,EnΠ
T
nv
〉
= 〈v,AHnv〉+
〈
v,ΠnEnΠ
T
nv
〉
Therefore,
lim inf
n→∞
λ1(A
q0
Gn
)√
n
≥ lim inf
n→∞
λ1(AHn)√
n
− lim sup
n→∞
〈
v,ΠnEnΠ
T
nv
〉
√
n
≥ 3σ(q0)− lim sup
n→∞
λ1(ΠnEnΠ
T
n)√
n
.
Now, using Theorem 8, λ1(ΠnEnΠ
T
n) ≤ c
√
v(Hn), for some c, and large enough n, almost surely.
Therefore, lim supn→∞ λ1(ΠnEnΠ
T
n)/
√
n = 0 and under the alternative,
lim inf
n→∞
λ1(A
q0
Gn
)√
n
≥ 2.1σ(q0),
almost surely. Hence, lim supn→∞ P1,n
(
Tspec(Gn) = 0
)
= 0 and two models are strongly distin-
guishable using the spectral test.
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D.2 Proof of Theorem 4
We start by proving some useful lemmas.
Lemma D.1. Let A = ΠTAHnΠ +E+ E˜ where A is a symmetric n by n matrix, Π ∈ {0, 1}k×n,
ΠΠT = Ik, Π1 = 1, AHn is k by k symmetric matrix, k = o(n). Further, let E be a random
symmetric matrix with independent entries where each entry is a zero-mean Bernoulli random
variable which is equal to 1 with probability p and −p/(1 − p) with probability 1 − p. Finally,
E˜i,j = −Ei,j if (ΠTAHnΠ)i,j = 1 and E˜i,j = 0, otherwise. Let v ∈ Rn,x ∈ Rk, ‖v‖2 = ‖x‖2 = 1,
be the leading eigenvectors of A and AHn, respectively. Assume that for some δ ∈ (0, 1),
λ1(AHn) ≥
3
εδ
√
np
1− p
then v = αΠTx+z for some α such that α2 ≥ 1−δ and ‖z‖22 ≤ δ, with high probability as n→∞.
Proof. Let S ⊆ [n] be the set of i’s for which the i’th column of Π is not entirely zero. We denote
the complement of this set by S¯. We can write v = ΠT(αx + βy) + vS¯ = αΠ
Tx + z, where
y ∈ Rk is such that y ⊥ x and α2 + β2 = ‖vS‖22. In addition, note that z ⊥ ΠTx. Hence,
‖z‖22 + α2‖ΠTx‖22 = ‖v‖22 = 1. Thus, ‖z‖22 = 1− α2‖ΠTx‖22 = 1− α2. Now, if α2 < 1− δ, then
〈v,Av〉 = α2 〈x,AHnx〉+ 2αβ 〈x,AHny〉+ β2 〈y,AHny〉+ 〈v,Ev〉+ 〈v, E˜v〉.
Since x is an eigenvector of AHn and x ⊥ y, we have 〈x,AHny〉 = 0. Now, using Theorems 8, 9,
with high probability as n→∞,
〈v,Av〉 ≤ α2λ1(AHn) + (‖vS‖22 − α2)(1− ε)λ1(AHn) + (2 + o(1))
√
np
1− p + c
√
k
≤ (1− δ)λ1(AHn) + δ(1− ε)λ1(AHn) + (2 + o(1))
√
np
1− p + c
√
k,
and
〈ΠTx,AΠTx〉 = 〈x,ΠAΠTx〉 = 〈x,AHnx〉+ 〈x,Π(E + E˜)ΠTx〉 ≥ λ1(AHn)− c′
√
k. (D.1)
Therefore, if λ1(AHn) ≥ 3εδ
√
np
1−p , then 〈v,Av〉 < 〈ΠTx,AΠTx〉 with high probability as n→∞.
Hence, if α2 < 1− δ, v cannot be the leading eigenvector of A and the lemma is proved.
The following lemma is an immediate consequence of the above lemma.
Lemma D.2. Let {Hn}n≥1 be a sequence of graphs that are (ε, µ)-balanced in spectrum for some
µ > 0, ε ∈ (0, 1). Further, let ϕ0,n ∈ L(Hn, n) be a labeling of Hn vertices in [n], v(Hn) = o(n).
Suppose that Gn is generated according to P1,n( · |ϕ = ϕ0) as in Eq. (1.3). Take v to be the
leading eigenvector of Aq0Gn. Let |vj(1)| ≥ |vj(2)| ≥ · · · ≥ |vj(n)| be the entries of v and S′ ={j(1), j(2), . . . , j(v(Hn))}. If
λ1(AHn) ≥
3
εδ
√
nq0
1− q0 ,
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then
|S′ ∩ ϕ0(V (Hn))| ≥
(
1− 2δ
µ2(1− δ)
)
v(Hn),
with high probability as n→∞.
Proof. Note that Aq0Gn is distributed as Π
T
nAHnΠn + En + E˜n where Πn ∈ {0, 1}v(Hn)×n, and
(Πn)ij = 1 if and only if ϕ0,n(i) = j. Further, En is a random symmetric matrix with independent
entries where each entry is a zero-mean Bernoulli random variable which is equal to 1 with proba-
bility q0 and −q0/(1− q0) with probability 1− q0. Finally, (E˜n)i,j = −(En)i,j if (ΠTAHnΠ)i,j = 1
and (E˜n)i,j = 0, otherwise. Hence, defining x to be the leading eigenvector of AHn , using Lemma
D.1, v = x˜ + z, x˜ = ΠTnx, ‖x‖2 ≥ 1 − δ and z ⊥ x˜, with high probability. Let S = ϕ0(V (Hn)),
using the assumption that Hn is (ε, µ)-balanced in spectrum, for i ∈ S, |x˜i| ≥ µ
√
1− δ/√v(Hn).
Note that for i /∈ S, x˜i = 0. Therefore, for any i ∈ (S¯ ∩ S′), there exists an index i′ ∈ (S¯′ ∩ S) such
that z2i + z
2
i′ ≥ 2
(
µ
√
1− δ/(2√v(Hn)))2. Hence, letting N be the number of indices in S′ which
are not in S, we have
2N
(
µ
√
1− δ
2
√
v(Hn)
)2
≤ ‖z‖22 = 1− ‖x‖22 ≤ δ.
Therefore, N ≤ 2δv(Hn)/(µ2(1− δ)) and |S′ ∩ ϕ0(V (Hn))| ≥
(
1− 2δ
µ2(1−δ)
)
v(Hn) with high prob-
ability as n→∞.
Now we prove Theorem 4.
Proof of Theorem 4. First assume that i /∈ ϕ0(V (Hn)). Recall that d(i) is the number of edges
between vertex i and vertices in Si. Further Si only depends on the edges induced by V \ {i}.
Hence, we have
d(i) =
v(Hn)∑
j=1
Xj
where {Xj} is a sequence of i.i.d Bern(q0) random variables. Therefore using Bernstein’s inequality∑
i/∈ϕ0(V (Hn))
P
{
d(i) > t
}
≤ nP
{
d(i) > t
}
≤ n exp
{
− (1/2)(t− v(Hn)q0)
2
(1/3)(t− v(Hn)q0) + v(Hn)q0(1− q0)
}
≤ n exp
{
− (9/2)v(Hn)q0 log v(Hn)√
v(Hn)q0 log v(Hn) + v(Hn)q0(1− q0)
}
≤ exp {log n− 4 log v(Hn)} ,
for large enough n. Using (3.11), this goes to zero as n → ∞. Therefore, using union bound, the
output set S of Algorithm 1 will be a subset of ϕ0(V (Hn)).
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Next, assume that i = ϕ0(˜i) and i˜ ∈ Sc(Hn) where c is as in Theorem 4. Using Lemma D.2,
|Si∩ϕ0(V (Hn))| ≥ (1−α)v(Hn). Also, note that Si only depends on the edges induced by V \{i}.
Therefore, d(i) dominates d′, where
d′ = (c− α)v(Hn) +
(1−c+α)v(Hn)∑
j=1
Xj ,
in which {Xj} is a sequence of i.i.d Bern(q0) random variables. Note that here Ed′ = v(Hn)q0 +
(1− q0)(c− α)v(Hn). Hence, using Bernstein’s inequality we get∑
i∈ϕ0(Sc(Hn))
P
{
d(i) ≤ t
}
≤ v(Hn)P
{
d′ ≤ t}
≤ v(Hn) exp
{
−(1/2)(v(Hn)(q0 + (1− q0)(c− α))− t)
2
(1/3)t+ q0(1− q0)(1− c+ α)v(Hn)
}
≤ v(Hn) exp
{
− (1/4)(1− q0)
2(c− α)2v(Hn)2
(1/3)(1− c+ α)v(Hn) + q0(1− q0)(1− c+ α)v(Hn)
}
≤ v(Hn) exp
{−C ′v(Hn)}→ 0,
as n, v(Hn) → ∞. Thus, by union bound, the output of Algorithm 1, contains all the nodes in
the c-significant set of planted subgraph Hn in Gn and has no nodes which are not in the planted
subgraph Hn, with high probability, as n, v(Hn)→∞.
E Proofs: SDP relaxation
For simplicity we denote v(Hn) by kn. We start by proving Lemma 3.4.
E.1 Proof of Lemma 3.4
First note that every feasible Π in (3.13), corresponds uniquely to an injective mapping ϕ from [k]
to [n] where ϕ(i) = j if and only if Πji = 1. Based on this, we have
Tr
(
AHΠ
TAGΠ
)
=
k∑
i,j=1
(AH)ij (AG)ϕ(i)ϕ(j) = Tr ((AG ⊗AH)Y ) .
where Y = yyT and y = vec(Π). Moreover Y is a rank one positive definite matrix in {0, 1}nk×nk.
Also,
Tr(Y Jnk) =
nk∑
i,j=1
Yij =
(
nk∑
i=1
yi
)2
= k2. (E.1)
In addition, for i = 1, 2, . . . , k
Tr(Y (In ⊗ (eieTi ))) =
n−1∑
l=0
ykl+i =
n∑
j=1
Πji = 1. (E.2)
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Further, for j = 1, 2, . . . , n
Tr(Y ((eje
T
j )⊗ Ik)) =
k−1∑
l=0
y(j−1)k+l =
k∑
i=1
Πji ≤ 1. (E.3)
Therefore, Y is feasible for problem (3.17). Conversely, if Y is feasible for problem (3.17), then
Y = yyT where y ∈ {0, 1}nk. Also, using (E.1), y has exactly k entries equal to one and n − k
entries equal to zero. Further, using the first equality in (E.2), we deduce that for i = 1, 2, . . . , k,
n−1∑
l=0
ykl+i = 1.
Also, using the first equality in (E.3) for j = 1, 2, . . . , n,
k−1∑
l=0
y(j−1)k+l ≤ 1.
This means that the matrix Π ∈ {0, 1}n×k whose j’th row is [y(j−1)k+1, y(j−1)k+2, . . . , yjk] has
exactly one entry equal to one in each column. Therefore, Π is feasible for problem equation
(3.13). This completes the proof of Lemma 3.4.
E.2 Proof of Theorem 5
The following lemma about the spectrum of a random Erdo˝s-Re´nyi graph is a consequence of
Theorem 9.
Lemma E.1. Let A ∈ {0, 1}n×n be a random matrix with independent entries such that
Aij =
{
1 with probability pij
0 with probability 1− pij,
where pij = p if i 6= j, pii = 0 and p ∈ (0, 1) is a constant. Then,
lim
n→∞
λ1(A)
np
= 1,
lim sup
n→∞
−λn(A)
2
√
np(1− p) = 1,
almost surely.
Lemma E.2. Let A ∈ {0, 1}n×n be a random matrix with independent entries such that
Aij =
{
1 with probability pij
0 with probability 1− pij,
where pij = p if i 6= j, pii = 0 and p ∈ (0, 1) is a constant. Let D be a n by n diagonal matrix such
that Dii =
n∑
j=1
Aij, L = D −A. Then,
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(i) L  0.
(ii) L1n = 0.
(iii) if λ2(L) is the second smallest eigenvalue of L then,
λ2(L) = np− 2(1 + o(1))
√
np(1− p)
almost surely, as n→∞.
Proof. The proof of points (i), (ii) in Lemma E.2 is standard and can be found in [Chu97]. Further,
we can write L = EL+ (D − ED)− (A− EA) where EL = npIn − pJn and λ2(EL) = λ3(EL) =
· · · = λn(EL) = np. Therefore, point (iii) follows from this together with the bound on the spectra
of A− EA, D − ED.
Now we can state the proof of Theorem 5.
Proof of Theorem 5. Using the fact that for any graph G with adjacency matrix AG ∈ {0, 1}n×n,
λ1(AG) ≥ −λn(AG), it suffices to prove the theorem assuming that
lim sup
n→∞
2(λ1(AHn)− λkn(AHn))
√
1− q0√
nq0
= 1− C < 1.
Assume that Gn is generated randomly according to P0,n. Let SDP(Gn;Hn) be the sequence of the
optimal values of the (random) convex programs (3.17). Let DGn be a n× n diagonal matrix such
that (DGn)ii = deg(i). In order to prove Theorem 5, we have to show that SDP(Gn;Hn) ≥ 2e(Hn).
In order to do this, we construct a sequence of matrices Y n which are feasible for problem (3.17)
and Tr ((AGn ⊗AHn)Y n) ≥ 2e(Hn), with high probability as n→∞. We take
Y n =
{
an(DGn ⊗ Ikn) + bn(AGn ⊗ (AHn + Ikn)) + cnJnkn If λkn(AHn) ≥ (2e(Hn)− k2n)/kn,
bn(DGn −AGn)⊗ Ikn + bnAGn ⊗ Jkn otherwise,
(E.4)
where
un =
[
−λkn(AHn)− 1 +
knλkn(AHn) + k
2
n − 2e(Hn)
nk2n
]
+
,
an =
2e(Hn) + knun + nk
2
n − k2n
2kne(Gn)(nkn − 1) ,
bn =
1
2e(Gn)
,
cn =
kn(kn − 1)− 2e(Hn)− knun
n2k2n − nkn
.
Now, we show that Y n is feasible for problem (3.17). First, consider the case where λkn(AHn) ≥
(2e(Hn)− k2n)/kn. In this case,
un ≤ kn − 1− 2e(Hn)/kn ≤ kn. (E.5)
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Hence, cn ≥ 0. Also, an ≥ 0 and bn ≥ 0. Thus, Y n ≥ 0, entrywise. In addition,
max
i∈V (Gn)
deg(i) < 2nq0, (E.6)
e(Gn) > q0n
2/4, (E.7)
with high probability as n→∞. Thus, using the fact that, 2e(Hn) ≤ k2n, n+ 1 ≤ 2n and for large
enough n, nkn − 1 ≥ nkn/2, n2k2n − nkn ≥ n2k2n/2,
an
(
max
i∈V (Gn)
deg(i)
)
+ cn ≤ 2nq0(nk
2
n + knun)
(n2/2)knq0(nkn/2)
+
(k2n − kn)− knun
n2k2n/2
≤ 2n
2k2nq0
n3k2nq0/4
+
2nq0knun
n3k2nq0/4
+
k2n
n2k2n/2
=
16
n
+
8un
n2kn
+
2
n2
, (E.8)
which is less than 1 for large enough n. Also, similarly, using (E.7),
bn + cn ≤ 1
(q0n2)/2
+
k2n
n2k2n/2
=
2
q0n2
+
2
n2
≤ 1, (E.9)
for large enough n. Finally, using (E.5), (E.7),
unbn + cn ≤ kn
(q0n2)/2
+
k2n
n2k2n/2
=
2kn
q0n2
+
2
n2
≤ 1 (E.10)
for large enough n. Therefore, according to the construction of Y n as in (E.4), using equations
(E.8),(E.9),(E.10) for large enough n, Y n ≤ 1, entrywise. Also,
Tr(Y nJnkn) = 2ane(Gn)kn + 4bne(Hn)e(Gn) + 2bnknune(Gn) + cnn
2k2n = k
2
n.
Moreover, for i = 1, 2, . . . , kn,
Tr(Y n(In ⊗ (eieTi ))) = 2e(Gn)an + ncn = 1.
Finally, for j = 1, 2, . . . , n,
Tr(Y n((eje
T
j )⊗ Ikn)) ≤ knan
(
max
i∈V (Gn)
deg(i)
)
+ kncn
≤ 16kn
n
+
8un
n2
+
2kn
n2
≤ 1, (E.11)
for large enough n. Second inequality in (E.11) is by (E.8). Next, we consider the case in which
λkn(AHn) ≥ (2e(Hn)− k2n)/kn. In this case, since
maxi∈V (Gn) deg(i)
2e(Gn)
≤ 2nq0
(n2q0/2)
≤ 1
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with high probability, as n → ∞, 0 ≤ Y n ≤ 1 entrywise. Further, for i = 1, 2, . . . , kn and
j = 1, 2, . . . , n,
Tr(Y nJnkn) = 2bnk
2
ne(Gn) = k
2
n,
Tr(Y (In ⊗ (eieTi ))) = 2e(Gn)bn = 1,
Tr(Y n((eje
T
j )⊗ Ikn)) ≤ knbn
(
max
i∈V (Gn)
deg(i)
)
≤ 2knnq0
(n2q0/2)
=
4kn
n
≤ 1,
for large enough n, with high probability. Finally, we have to show that the proposed Y n is positive
semidefinite with high probability. In order to show this it is sufficient to show that
Y˜ n = 2e(Gn)a˜n(DGn −AGn)⊗ Ikn +AGn ⊗ A˜Hn  0,
where
A˜Hn =
{
AHn + (un + 2e(Gn)an)Ikn , if λkn(AHn) ≥ (2e(Hn)− k2n)/kn,
Jkn otherwise,
and
a˜n =
{
an, if λkn(AHn) ≥ (2e(Hn)− k2n)/kn,
bn otherwise.
If λkn(AHn) < (2e(Hn)− k2n)/kn, then A˜Hn = Jkn  0. Otherwise,
λkn(A˜Hn) = λkn(AHn) + un + 2ane(Gn)
≥ λkn(A˜Hn)− λkn(A˜Hn)− 1 +
knλkn(AHn) + k
2
n − 2e(Hn)
nk2n
+
2e(Hn) + knun + nk
2
n − k2n
kn(nkn − 1)
=
1
nkn − 1
(
u+ λkn(A˜Hn) + 1−
kλkn(A˜Hn) + k
2
n − 2e(Hn)
nk2n
)
≥ 0.
Therefore, A˜Hn is positive semidefinite in both cases.
Let z be an arbitrary vector in Rnkn . We can write
z = z‖ + z⊥
where
z‖ = 1n ⊗ x, x ∈ Rk,
z⊥ =

y1
y2
...
yn−1
−y1 − y2 − · · · − yn−1
 , yi ∈ Rk.
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Using Lemma E.2, z‖ is in the nullspace of (DGn −AGn)⊗ Ikn . Therefore,〈
z, Y˜ nz
〉
=
〈
z‖,
(
AGn ⊗ A˜Hn
)
z‖
〉
+ 2
〈
z⊥,
(
AGn ⊗ A˜Hn
)
z‖
〉
+
〈
z⊥,
(
2e(Gn)a˜n(DGn −AGn)⊗ Ikn +AGn ⊗ A˜Hn
)
z⊥
〉
.
Note that 〈
z‖,
(
AGn ⊗ A˜Hn
)
z‖
〉
= 2e(G)
〈
x, A˜Hnx
〉
,〈
z⊥,
(
AGn ⊗ A˜Hn
)
z‖
〉
=
n−1∑
i=1
(deg(i)− deg(n))
〈
yi, A˜Hnx
〉
.
Also using Lemmas E.1, E.2 we have〈
z⊥, Y˜ nz⊥
〉
≥
(
2nq0a˜ne(Gn)− 2(1 + o(1))
√
nq0(1− q0)
(
2a˜ne(Gn) + λ1(A˜Hn)
))
‖z⊥‖2.
Note that if λkn(AHn) ≥ (2e(Hn)− k2n)/kn,
−λkn(AHn)− 1 +
knλkn(AHn) + k
2
n − 2e(Hn)
nk2n
≥ −1.
Therefore,
λ1(A˜Hn) = λ1(AHn) + un + 2ane(Gn)
≤ λ1(AHn)− λkn(AHn) +
knλkn(AHn) + k
2
n − 2e(Hn)
nk2n
+
2e(Hn) + knun + nk
2
n − k2n
kn(nkn − 1)
≤ λ1(AHn)− λkn(AHn) + 1.
Otherwise, note that
λ1(AHn) ≥
2e(Hn)
kn
.
Therefore, if λkn(AHn) < (2e(Hn)− k2n)/kn then
λ1(AHn)− λkn(AHn) ≥ kn ≥ λ1(A˜Hn).
Thus,
λ1(A˜Hn) ≤ λ1(AHn)− λkn(AHn) + 1.
In both cases. Using the fact that, lim supn→∞ (2(λ1(AHn)− λkn(AHn))
√
1− q0)/√nq0 = 1− C,〈
z⊥, Y˜ nz⊥
〉
≥ 2Ca˜ne(Gn)nq0‖z⊥‖2.
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Thus, in order to show positive semidefiniteness of Y˜ n, it suffices to show that
Y ′n =

2e(Gn)A˜Hn (deg(1)− deg(n))A˜Hn (deg(2)− deg(n))A˜Hn · · · (deg(n− 1)− deg(n))A˜Hn
(deg(1)− deg(n))A˜Hn 2Ca˜ne(Gn)nq0Ikn 0 · · · 0
(deg(2)− deg(n))A˜Hn 0 2Ca˜ne(Gn)nq0Ikn · · · 0
...
...
...
. . .
...
(deg(n− 1)− deg(n))A˜Hn 0 0 · · · 2Ca˜ne(Gn)nq0Ikn
  0.
Note that using Bernstein’s inequality,
P
{∣∣∣∣ maxi∈V (Gn) deg(i)− nq0
∣∣∣∣ ≥ 2√nq0 log n} ≤ 2n exp{ 2nq0 log nnq0(1− q0) + (2/3)√nq0 log n
}
≤ 2 exp {log n− 2 log n} = 2
n
,
for large enough n. Thus,
P
{∣∣∣∣ maxi∈V (Gn) deg(i)− nq0
∣∣∣∣ ≥ 2√nq0 log n}→ 0,
as n → ∞. Hence, deg(i) − deg(n) ≤ 4√nq0 log n, for all n, with high probability, as n → ∞.
Therefore, using Schur’s theorem, since C > 0, we need to show that
2e(Gn)A˜Hn − 16 (2Ca˜ne(Gn)nq0)−1 n2q0 log nA˜
2
Hn
= C ′A˜Hn
(
Ca˜n(e(Gn))
2
4n log n
Ikn − A˜Hn
)
 0. (E.12)
Where C ′ > 0. This holds, since A˜Hn  0. Further, Ca˜n(e(Gn))2/(4n log n) is Θ(n/ log n) and
lim
n→∞
(λ1(AHn)− λkn(AHn)) log n
n
= 0.
Hence, Y n is feasible for problem (3.17), with high probability as n→∞. Now, note that
Tr ((AGn ⊗AHn)Y n) ≥ 4e(Hn)e(Gn)bn = 2e(Hn).
Thus, with high probability as n→∞ under null, the optimal value of problem (3.17), SDP(Gn;Hn),
is bigger than or equal 2e(Hn). Note that the optimal value of (3.17) under the alternative when
there is no noise is 2e(Hn). Therefore, under the conditions of the Theorem 5, for the test based
on SDP(Gn;Hn),
P0,n{T (Gn) = 1} → 1,
as n→∞ and the proof is complete.
F Proofs: Multiple planted subgraphs
F.1 Proof of Theorem 6
In order to state the proofs in this section we will use the following notation. Let ϕ1, ϕ2, . . . , ϕm
be labelings of V (Hn) in [n]. We set
M(ϕ1, ϕ2, . . . , ϕm) ≡
∣∣∣∣∣
m⋃
l=1
ϕl(E(Hn))
∣∣∣∣∣ .
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Also recall
N(Hn;Gn) ≡
∣∣∣{ϕ ∈ L(Hn;n) : ϕ(E(Hn)) ⊆ E(Gn)}∣∣∣ .
We also denote v(Hn) by kn. First we prove the following Lemma which is useful in the proof of
Theorem 6.
Lemma F.1. Let {Hn}n≥1, q0,P0,n,P1,n be as in Theorem 6. Under the assumptions of Theorem
6, for all ε > 0
lim
n→∞P0,n {N(Hn;Gn)
mn ≤ (1− ε)(E0,nN(Hn;Gn))mn} = 0. (F.1)
Proof. As in (C.7) in the proof of Lemma C.2, using Chebyshev’s inequality
P
{
N(Hn;Gn)
mn
(E0,nN(Hn;Gn))mn
≤ 1− ε
}
= P
{
N(Hn;Gn)
E0,nN(Hn;Gn)
≤ (1− ε)1/mn
}
≤ P
{
N(Hn;Gn)
E0,nN(Hn;Gn)
≤
(
1− ε
mn
)}
≤ m
2
n∆¯(n,Hn)
ε2(E0N(Hn;Gn))2
. (F.2)
Where ∆¯(n,Hn) is defined in (C.5). Note that, using (C.11) we have
m2n∆¯(n,Hn)
(E0N(Hn;Gn))2
≤ C exp
{
−u˜
(
f(u˜)− log kn
u˜
− 2 logmn
u˜
)}
where f(u) is defined in (C.9) and (C.10) and u˜ = arg min2≤u≤kn{uf(u)}. Using (C.12),
f(u˜)− log kn
u˜
− 2 logmn
u˜
≥ log n− eHn(u˜)
u˜
log(1/q0)− (5/2) log kn − 2 logmn
u˜
+ C
for some constant C. Note that 0 ≤ eHn(u˜)/u˜ ≤ min(d(Hn), u˜). Therefore,
f(u˜)− log kn
u˜
− 2 logmn
u˜
≥ log n−min (d(Hn), u˜) log(1/q0)− 2 logmn
u˜
− (5/2) log kn + C. (F.3)
The right hand side of (F.3), as a function of u˜, is minimized at u˜ = 2 or u˜ = d(Hn) (we can
assume, without loss of generality, d(Hn) ≥ 2). Therefore, it is sufficient to show that the right
hand side of (F.3) goes to infinity for u˜ ∈ {2, d(Hn)}. For u˜ = 2, the right hand side of (F.3) is
equal to
X = log n
(
1− 2
log n
log(1/q0)− logmn
log n
− (5/2) log kn
log n
+ o(1)
)
→∞ (F.4)
since by the assumption of Theorem 6
lim sup
n→∞
(5/2) log kn + logmn
log n
< 1.
For u˜ = d(Hn), the right hand side of (F.3) is equal to
X = log n
(
1− d(Hn)
log n
log(1/q0)− 2 logmn
d(Hn) log n
− (5/2) log kn
log n
+ o(1)
)
.
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Fix a constant M > 0 large enough (to be adjusted below). For d(Hn) ≤M we have
X ≥ log n
(
1− M log(1/q0)
log n
− 2 logmn
d(Hn) log n
− (5/2) log kn
log n
+ o(1)
)
≥ log n
(
1− 2
M
− logmn
log n
− (5/2) log kn
log n
+ o(1)
)
(F.5)
where the last inequality holds for all n large enough. For d(Hn) ≥M , using mn ≤ n, we have
X ≥ log n
(
1− d(Hn) log(1/q0)
log n
− 2 logmn
M log n
− (5/2) log kn
log n
+ o(1)
)
≥ log n
(
1− d(Hn) log(1/q0)
log n
− 2
M
− (5/2) log kn
log n
+ o(1)
)
. (F.6)
Combining (F.6), (F.5), we have
X ≥ log n
(
min
(
1− logmn
log n
− (5/2) log kn
log n
, 1− d(Hn) log(1/q0)
log n
− (5/2) log kn
log n
)
− 2
M
− o(1)
)
≥
(
δ − 2
M
)
log n. (F.7)
Where
δ = min
(
lim inf
n→∞
{
1− logmn
log n
− (5/2) log kn
log n
}
, lim inf
n→∞
{
1− d(Hn) log(1/q0)
log n
− (5/2) log kn
log n
})
and by assumptions of Theorem 6, δ > 0. Hence, by taking M = 4/δ, using (F.7), we deduce that
the right hand side of (F.3) goes to infinity for u˜ = d(Hn). Combining with (F.4), we deduce that
under the assumptions of Theorem 6
f(u˜)− log kn
u˜
− 2 logmn
u˜
→∞
and
m2n∆¯(n,Hn)
(E0N(Hn;Gn))2
→ 0. (F.8)
as n→∞. Hence, using (F.2), (F.8) we get that under the assumptions of Theorem 6,
lim
n→∞P0,n {(N(Hn;Gn))
mn ≤ (1− ε)(E0N(Hn;Gn))mn} = 0
This completes the proof of lemma.
Now we can state the proof of Theorem 6.
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Proof of Theorem 6. For the laws P0,n, P1,n defined as in Theorem 6 we have
dP1,n
dP0,n
(Gn) =
1
(n)mnkn
∑
ϕ1,...,ϕmn∈L(Hn,n)
(
1
q0
)M(ϕ1,...,ϕmn )
I
{(⋃
l
ϕl(E(Hn))
)
⊆ E(Gn)
}
=
1
(n)mnkn q
mne(Hn)
0
∑
ϕ1,...,ϕmn∈L(Hn,n)
I
{(⋃
l
ϕl(E(Hn))
)
⊆ E(Gn)
}
− 1
(n)mnkn q
mne(Hn)
0
∑
ϕ1,...,ϕmn∈L(Hn,n)
(
1− qmne(Hn)−M(ϕ1,ϕ2,...,ϕmn )0
)
I
{(⋃
l
ϕl(E(Hn))
)
⊆ E(Gn)
}
=
N(Hn;Gn)
mn
(E0,nN(Hn;Gn))mn
−Xn.
(F.9)
where
Xn =
1
(n)mnkn q
mne(Hn)
0
∑
ϕ1,...,ϕmn∈L(Hn,n)
(
1− qmne(Hn)−M(ϕ1,ϕ2,...,ϕmn )0
)
I
{(⋃
l
ϕl(E(Hn))
)
⊆ E(Gn)
}
.
Note that under the assumptions of Theorem 6, using Lemma F.1
lim
n→∞P0,n {(N(Hn;Gn))
mn ≤ (1− ε)(E0N(Hn;Gn))mn} = 0.
Hence, using the same argument used in proof of Theorem 2,
N(Hn;Gn)
mn
E0,n(N(Hn;Gn)mn)
p−→ 1. (F.10)
Now, we prove that under the assumptions of Theorem 6, Xn
p−→ 0. Note that we have
Xn ≤ 1
(E0,nN(Hn;Gn))mn
∑
ϕ1,...,ϕmn∈L(Hn,n)
I {M(ϕ1, . . . , ϕmn) < mne(Hn)} (F.11)
=
(N(Hn;Gn))
mn
(E0,nN(Hn;Gn))mn
1
(N(Hn;Gn))mn
∑
ϕ1,...,ϕmn∈L(Hn,n)
I {M(ϕ1, . . . , ϕmn) < mne(Hn)}
(F.12)
≡ (N(Hn;Gn))
mn
(E0,nN(Hn;Gn))mn
Qmn(Hn;Gn) . (F.13)
Note that Qmn(Gn;Hn) can be interpreted as the probability that, drawing the embeddings ϕl,
l ∈ {1, . . . ,mm} independently and uniformly at random in L(Hn, h), at least two of them share
an edge. By union bound, we have
Qmn(Hn;Gn) ≤ m2nQ2(Hn;Gn) , (F.14)
Q2(Hn;Gn) =
N2(Hn;Gn)
N(Hn;Gn)2
, (F.15)
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and
N2(Hn;Gn) = |{(ϕ1, ϕ2);ϕ1(E(Hn)) ∩ ϕ2(E(Hn)) 6= ∅, ϕi(E(Hn)) ⊆ E(Gn) for i = 1, 2}| .
Note that
E0,nN2(Hn;Gn) ≤
kn∑
l=2
n2kn−lq2e(Hn)−eHn (l)0 ≤ knn2kn−l˜q2e(Hn)−eHn (l˜)0
where l˜ = arg max2≤l≤kn n2kn−lq
2e(Hn)−eHn (l)
0 . Hence,
log
m2nE0,nN2(Hn;Gn)
(E0,nN(Hn;G))2
≤ −l˜
(
log n− log kn
l˜
− 2 logmn
l˜
− eHn(l˜)
l˜
log(1/q0)
)
≤ −l˜
(
log n−min
(
l˜, d(Hn)
)
log(1/q0)− log kn
l˜
− 2 logmn
l˜
)
.
Note that in the proof of Lemma F.1, we proved that under the assumptions of Theorem 6, for all
2 ≤ l ≤ kn
min
2≤l≤kn
[
log n−min (d(Hn), l) log(1/q0)− 2 logmn
l
− (5/2) log kn
]
→∞
as n→∞. Hence, under the assumptions of Theorem 6,
−l˜
(
log n−min
(
l˜, d(Hn)
)
log(1/q0)− log kn
l˜
− 2 logmn
l˜
)
→ −∞
and
m2nE0,nN2(Hn;Gn)
(E0,nN(Hn;Gn))2
→ 0. (F.16)
Note that
m2nQ2(Hn;Gn) =
m2nN2(Hn;Gn)
(E0,nN(Hn;Gn))2
(E0,nN(Hn;Gn))2
N(Hn;Gn)2
.
Using (F.16) and Markov’s inequality
m2nN2(Hn;Gn)
(E0,nN(Hn;Gn))2
p−→ 0.
Hence, by (F.13), (F.15), and (F.11)
Xn
p−→ 0.
Thus, using (F.9) and (F.10), under P0,n
dP1,n
dP0,n
(Gn)
p−→ 1
and using Lemma C.1 the proof is complete.
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F.2 Proof of Theorem 7
Proof of Theorem 7. Let N0,n, N1,n be the random variables denoting the number of edges of Gn
when it is generated according to null and alternative models, respectively. We would like to show
that there exists t∗n such that N0,n < t∗n and N1,n > t∗n with high probability as n→∞. Let
t∗n =
n(n− 1)q0
2
+ δnmne(Hn)
for some δn > 0. Note that N0,n is a binomial random variable where EN0,n = n(n − 1)q0/2 and
Var(N0,n) = n(n− 1)q0(1− q0)/2. Hence, using Chebyshev’s inequality
N0,n ≤ n(n− 1)q0
2
+ Cn
√
n(n− 1)q0(1− q0)
2
with probability 1− 1/C2n. Since lim infn→∞mne(Hn)/n =∞, taking Cn →∞ such that Cn/δn <
mne(Hn)/n, we have N0,n < t
∗
n with high probability as n→∞. Note that N1,n is monotonically
increasing in mn. Hence, in order to show that N1,n > t
∗
n as n → ∞ we can assume, without loss
of generality, lim supn→∞mne(Hn)/n2 = 0. We have
N1,n = Xn +mne(Hn)− Z0,n −
mn−1∑
i=1
iZi,n. (F.17)
Here Xn is denotes the number of edges in the graph before adding the copies of Hn. Hence,
EXn = n(n− 1)q0/2 and Var(Xn) = n(n− 1)q0(1− q0)/2. Further, mne(Hn) is the total number
of edges of the planted subgraphs; Z0,n is the number of edges in the planted subgraphs that are
present before adding the subgraphs and Zi,n is the number of edges that are present in exactly
i+ 1 different embeddings. Using Chebyshev’s inequality
Xn ≥ n(n− 1)q0
2
− C˜n
√
n(n− 1)q0(1− q0)
2
with probability at least 1− 1
C˜2n
, (F.18)
Z0,n ≤ mne(Hn)q0 + C˜n
√
mne(Hn)q0(1− q0)
2
with probability at least 1− 1
C˜2n
. (F.19)
(The last inequality follows because Z0,n is dominated by a binomial random variable with param-
eters mne(Hn), q0.)
In addition,
mn−1∑
i=1
iEZi,n ≤
mn−1∑
i=1
i
(
mn
i+1
)
(e(Hn))
i+1(
n
2
)i ≤ mn−1∑
i=1
i(mne(Hn))
i+1
n2i
≤ (mne(Hn))
2
(n2 −mne(Hn))(1−mne(Hn)/n2) ≤
2(mne(Hn))
2
n2 −mne(Hn)
for large enough n. Therefore, using Markov’s inequality,
mn−1∑
i=1
iZi,n ≤ εmne(Hn) with probability 1− 2mne(Hn)
ε(n2 −mne(Hn)) . (F.20)
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Now using (F.17)-(F.20), we can write
N1,n ≥ n(n− 1)q0
2
+ (1− q0 − ε)mne(Hn)− C˜n
√
n(n− 1)q0(1− q0)
2
− C˜n
√
mne(Hn)q0(1− q0)
2
with probability 1 − 2/C˜2n − 3mne(Hn)/(εn2). Since lim infn→∞mne(Hn)/n = ∞, taking ε <
1− q0 − δn and C˜n →∞ such that C˜n/(1− q0 − ε− δn) < mne(Hn)/(n+
√
mne(Hn)), we have
N1,n > t
∗
n
with high probability as n→∞. Therefore, the two models are strongly distinguishable under the
assumptions of Theorem 7 and this completes the proof.
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