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SECOND MOMENT ESTIMATOR FOR AN AR(1) MODEL DRIVEN BY A
LONG MEMORY GAUSSIAN NOISE
LI TIAN
Abstract. In this paper, we consider an inference problem for the first order autoregressive
process driven by a long memory Gaussian process. The assumptions and results are stated in
terms of the covariance function of the noise. Some examples include the fractional Gaussian
noise and the fractional ARIMA model. For the second moment estimator, we prove the strong
consistency and the asymptotic normality, and obtain the Berry-Esseen bound under appro-
priate conditions. The proof is based on the decay rate of the stationary solution’s covariance
associated with the Gaussian noise.
Keywords: moment estimator; long memory; strong consistency; asymptotic normality;
Breuer-Major theorem; Berry-Esseen bound.
1. Introduction
We consider the first order autoregressive model (Xt, t ∈ N+) defined by
Xt = θXt−1 + ξt, t ∈ N+, X0 = 0 (1.1)
where ξ = (ξt, t ∈ Z) is a centered long memory Gaussian sequence. We will analyze consistency
for the second moment estimator of the unknown parameter θ and study its asymptotic behavior.
When ξt is an independent identical distribution sequence (i.i.d.) or a martingale difference
sequence, the statistical inference problem about the parameter θ has been intensively studied
over the past decades (see [1, 2] and the references therein). In the case of heavy-tailed noise, the
least square estimator (LSE) of AR(p) models was studied in [3]. In the case of long memory noise,
models received considerable attention by researchers from various disciplines. The monograph
by Beran [4] provided an updated survey of recent developments of long memory processes (see
also [5, 6, 7]). The classes of M- and R-estimators of linear regression models was discussed in [8].
The LSE of the regression model was considered in [9, 10]. Recently, the maximum likelihood
estimator (MLE) of AR(p) was investigated in [11].
In this paper, we assume 0 < θ < 1 and the noise which satisfies the following Hypothesis 1.1
is a long-range dependence Gaussian process.
Hypothesis 1.1. The autocovariance function ρ(k) = Eξ0ξk for any k ∈ Z satisfies
ρ(k) = L(k)|k|2H−2, H ∈ (1
2
, 1), (1.2)
with L : (0,∞)→ (0,∞) slowly varying at infinity in Zygmund’s sense. Moreover, ρ(0) = 1.
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Remark 1.2. By Lemma 2.3 below, the equation (1.2) is equivalent to the spectral density having
a pole at the origin of the form
hξ(λ) ∼ CHL(λ−1)|λ|1−2H , as λ→ 0,
with CH = pi
−1Γ(2H − 1) sin(pi − piH). ξt is said to have long memory.
We will see that fractional Gaussian noise, fractional ARIMA model with an independent
standard Gaussian noise and some other long memory Gaussian processes are special examples
to satisfy the Hypothesis 1.1. If the unknown parameter |θ| < 1, then the stationary solution of
the model (1.1) is Yt =
∑∞
j=0 θ
jξt−j . In addition, the solution is Xt = Yt + θtζ, where ζ is a
normal random variable. Consider the second moment of the stationary solution Yt
f(θ) = EY 2t =
∞∑
i,j=0
θi+jρ(i − j).
Assume 0 < θ < 1, then f(θ) is positive and strictly increasing when 1/2 < H < 1. The
autocovariance function of Yt is
R(k) = Cov(Yt, Yt+k) =
∞∑
i,j=0
θi+jρ(k − i+ j).
The second moment estimator is given by
θ˜n = f
−1
(
1
n
n∑
t=1
X2t
)
. (1.3)
In this paper, we will prove the strong consistency and the asymptotic normality for the second
moment estimator. The Berry-Esseen bound will be also obtained. These results are stated in
the following theorems.
Theorem 1.3. Set the parameter be Θ = {θ ∈ R | 0 < θ < 1}. When Hypothesis 1.1 is satisfied,
the second moment estimator θ˜n is strongly consistent, i.e.,
lim
n→∞
θ˜n = θ a.s.
Theorem 1.4. Suppose that Hypothesis 1.1 holds, as n → ∞, for any θ ∈ Θ the following
asymptotic relations of θ˜n hold:
• If H ∈ (12 , 34 ), then
√
n(θ˜n − θ) law−−→ N
(
0,
σ2H
[f ′(θ)]2
)
, (1.4)
where σ2H = 2
∑
k∈Z R
2(k).
• If H = 34 , then √
n(θ˜n − θ)√
logn
law−−→ N
(
0,
σ2H
[f ′(θ)]2
)
. (1.5)
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• If H ∈ (34 , 1), there exists a constant C1 such that L1(n) = C1L(n), then
(θ˜n − θ)
n2H−2 (L1(n))
1/2
law−−→ 1
f ′(θ)
×RH , (1.6)
where RH is a so-called ‘Rosenblatt distribution’ and L(·) is given in Hypothesis 1.1.
Theorem 1.5. Let Z be a standard Gaussian random variable. If Hypothesis 1.1 is satisfied and
L(λ−1) (given in Hypothesis 1.1) converges to a constant ch as λ→ 0. Then, when 12 < H < 34 ,
there exists a constant Cθ,H > 0 such that when n is large enough for any θ ∈ Θ,
sup
z∈R
∣∣∣∣∣P
{
f ′(θ)
√
n(θ˜n − θ)
σH
≤ z
}
− P{Z ≤ z}
∣∣∣∣∣ ≤ Cθ,Hnγ , (1.7)
where
γ =


1
2 , if H ∈
(
1
2 ,
5
8
)
;
1
2−, if H = 58 ;
3− 4H, if H ∈ ( 58 , 34) .
Similarly, when H = 34 , we have
sup
z∈R
∣∣∣∣∣P
{
f ′(θ)
√
n(θ˜n − θ)
σH
√
logn
≤ z
}
− P{Z ≤ z}
∣∣∣∣∣ ≤ Cθ,H(logn)− 12 . (1.8)
As far as we know, the Berry-Esseen bound for the second moment estimator of an AR(1)
model with a long memory noise is not covered in the literature. Next, we give some well known
processes that satisfy the Hypothesis 1.1.
Example 1.6. Clearly the fractional Gaussian noise with covariance function
ρ(k) =
1
2
(|k + 1|2H + |k − 1|2H − 2|k|2H) , k ∈ Z,
satisfies Hypothesis 1.1.
Example 1.7. The fractional ARIMA(0,d,0) model generated by an independently standard
Gaussian noise with parameter d ∈ (− 12 , 12 ) has the spectral density
hξ(λ) ∼ 1
2pi
|λ|−2d, λ→ 0,
satisfies Hypothesis 1.1 when d := H − 12 > 0.
Example 1.8. ξt is generated by a strictly stationary moving average sequence
ξt =
∑
k≤t
bt−kεt, t ∈ Z.
Here (εt, t ∈ Z) is an independent standard Gaussian noise, and (bt, t ∈ N+) are (nonrandom)
weights such that
∑
b2t <∞. We assume that the weights decay slowly hyperbolically:
bk = L0(k)|k|H− 32 ,
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where H ∈ (12 , 1), and L0(·) is a slowly varying function. This condition implies the Hypothesis
1.1, with L(k) ∝ L20(k) (see [8]). If L0(k) converges to a constant c0 as k → ∞, then Theorem
1.5 holds.
In this paper, C and c will be a generic positive constant independent of n whose value may
differ from line to line.
2. Preliminary
Consider a second-order stationary long memory process ξt(t ∈ Z), with autocovariance func-
tion ρ(k)(k ∈ Z) and spectral density hξ(λ) = (2pi)−1
∑∞
k=−∞ ρ(k) exp(−ikλ). A heuristic defi-
nition of linear long-range dependence is given as follows: ξt has long memory if h(λ) diverges to
infinity as λ→ 0. Since 2pihξ(λ) =
∑
ρ(k), this is essentially (in a sense specified more precisely
below) equivalent to
∑
ρ(k) =∞.
First, we define so-called slowly varying functions. There is a slightly standard definition of
slowly varying functions by Zygmund [12].
Definition 2.1. A function L : (c,∞) → R(c > 0) is called slowly varying at infinity in Zyg-
mund’s sense if for x large enough, it is positive and for any δ > 0, there exists a finite number
x0(δ) > 0 such that for x > x0(δ), both functions p1(x) = x
δL(x) and p2(x) = x
−δL(x) are
monotone.
The standard formal definition of a linear long-range dependence structure is given as follows
(see [4]).
Definition 2.2. Let ξt be a second-order stationary process with autocovariance function ρ(k)(k ∈
Z) and spectral density
hξ(λ) = (2pi)
−1
∞∑
k=−∞
ρ(k) exp(−ikλ), λ ∈ [−pi, pi].
Then ξt is said to exhibit (linear) long-range dependence, if
hξ(λ) = Lh(λ)|λ|1−2H ,
where Lh(λ) > 0 is a symmetric function that is slowly varying at zero and H ∈ (12 , 1).
The following Lemma 2.3 expresses equivalence between the behaviour of the spectral density
at the origin and the asymptotic decay of the autocovariance function (see Theorem 1.3 in [4]).
Lemma 2.3. Let R(k)(k ∈ Z) and h(λ)(λ ∈ [pi, pi]) be the autocovariance function and spectral
density respectively of a second-order stationary process Yt. Then the following holds:
(1) If
R(k) = LR(k)|k|2H−2, k ∈ Z,
where LR(k) is slowly varying at infinity in Zygmund’s sense, and H ∈ (12 , 1), then
h(λ) ∼ Lh(λ)|λ|1−2H , λ→ 0,
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with
Lh(λ) = LR(λ
−1)pi−1Γ(2H − 1) sin(pi − piH).
(2) If
h(λ) = Lh(λ)|λ|1−2H , 0 < λ < pi,
where H ∈ (12 , 1), and Lh(λ) is slowly varying at the origin in Zygmund’s sense and of
bounded variation on (a, pi) for any a > 0, then
R(k) ∼ LR(k)|k|2H−2, k →∞,
where
LR(k) = 2Lh(k
−1)Γ(2 − 2H) sin
(
piH − 1
2
pi
)
.
The following Theorem 2.4, known as the property of the stationary Gaussian process, provides
a sufficient condition for the ergodicity (see [13]).
Theorem 2.4. The stationary Gaussian process Yt is mixing if and only if its autocovariance
function satisfies
lim
k→∞
Cov(Yt, Yt+k) = 0.
Define
Vn :=
1√
n
n∑
t=1
[Y 2t − f(θ)], n ≥ 1.
We also set σ2H = EV
2
n and σH > 0.
The following Theorem 2.5, known as Breuer-Major theorem, provides a sufficient condition
for the convergence of a stationary random variable sequence to a normal distribution (see [14]).
Theorem 2.5. Y = (Yt, t ∈ Z) is a centered stationary Gaussian sequence. For all k ∈ Z, we
set R(k) = EY0Yk. If
∑
k∈Z R
2(k) <∞, then
Vn =
1√
n
n∑
t=1
[Y 2t − f(θ)] law−−→ N (0, σ2H), as n→∞,
where σ2H = 2
∑
k∈ZR
2(k).
The following Theorem 2.6 is similar to Theorem 7.3.1 and Corollary 7.4.3 of [15], which gives
an estimation of total variation distance between a nonlinear Gaussian functional Vn/σH and
the standard normal random variable.
Theorem 2.6. Let N ∼ N (0, 1). Set σ2H = 2
∑
k∈ZR
2(k) and let L(λ−1) (given in Hypothesis
1.1) converge to a constant ch as λ→ 0. Then, for all n ≥ 1,
dTV (Vn/σH , N) ≤ 4
√
2
σ2H
√
n
(
n−1∑
k=−n+1
|R(k)| 43
) 3
2
.
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Furthermore, assume H ≤ 34 . Then there exists a constant cH > 0 (depending only on H) such
that, for all n ≥ 2:
dTV (Vn/σH , N) ≤ cH ×


n−
1
2 , if H ∈ ( 12 , 58) ;
n−
1
2 (logn)
3
2 , if H = 58 ;
n4H−3, if H ∈ ( 58 , 34) ;
(logn)−1, if H = 34 .
3. Strong Consistency
Lemma 3.1. Let α > 0. Let (Yt)t∈N and ζ be given in the solution of model (1.1). Then for all
ε > 0 there exists a constant C such that for all n ∈ N
n−α
∣∣∣∣∣ζ
n∑
t=1
θtYt
∣∣∣∣∣ ≤ Cn−α a.s. (3.1)
Proof. The Holder’s inequality implies that for every p > 1,∥∥∥∥∥ζ
n∑
t=1
θtYt
∥∥∥∥∥
p
≤ ‖ζ‖p
∥∥∥∥∥
n∑
t=1
θtYt
∥∥∥∥∥
p
≤ c1
∥∥∥∥∥
n∑
t=1
θtYt
∥∥∥∥∥
p
,
Since pth and 2nd moment of normal random variables are equal to a multiplicative constant,
we have ∥∥∥∥∥
n∑
t=1
θtYt
∥∥∥∥∥
p
≤ c2
∥∥∥∥∥
n∑
t=1
θtYt
∥∥∥∥∥
2
= c2E
(
n∑
t=1
θtYt
)2
= c2
n∑
i,j=1
θi+jE[YiYj ]
≤ Cθ,
Then ∥∥∥∥∥n−α
n∑
t=1
θtYt
∥∥∥∥∥
p
≤ c1Cθn−α.
By Lemma 2.1 of [16], the desired (3.1) is obtained. 
Proof of Theorem 1.3. Since the bounded function ρ(k) → 0 as k → ∞ and θi+j is integrable
for every i, j, dominated convergence theorem implies
lim
n→∞
R(k) = 0.
From Theorem 2.4, we obtain that the stationary Gaussian process Yt is mixing. Since mixing
is a stronger property than ergodicity, then Yt is ergodic. Furthermore, since EY
2
t = f(θ), then
lim
n→∞
1
n
n∑
t=1
Y 2t = f(θ) a.s.
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From Lemma 3.1, we obtain limn→∞ 1n
∑n
t=1 θ
tYt = 0 almost surely. Thus,
lim
n→∞
1
n
n∑
t=1
X2t = f(θ) a.s.
Finally, continuous mapping theorem implies that the second moment estimator θ˜n is strongly
consistent. ✷
4. The Asymptotic Normality
Lemma 4.1. Let L(·) be given by Hypothesis 1.1. When H ∈ (12 , 1), the stationary solution Yt
of the model (1.1) has long memory. Namely,
hY (λ) ∼ Cθ,HL(λ−1)|λ|1−2H , as λ→ 0, (4.1)
where the constant Cθ,H > 0 depends on θ and H.
Proof. We consider the stationary process
ξt = Yt − θYt−1, t ∈ Z,
then the spectral density of ξt is
hξ(λ) = |1− θe−iλ|2hY (λ),
which implies the spectral density of Yt
hY (λ) = |1− θe−iλ|−2hξ(λ) ∼ (1− θ)−2hξ(λ) ∼ Cθ,HL(λ−1)|λ|1−2H ,
as λ→ 0. 
Corollary 4.2. When H ∈ (12 , 34 ), ∑
k∈Z
R2(k) <∞. (4.2)
When H ∈ [ 34 , 1), ∑
k∈Z
R2(k) =∞. (4.3)
Proof. By Lemma 2.3, the relation (4.1) is equivalent to
R(k) ∼ C′θ,HL(k)|k|2H−2, as k →∞,
if 12 < H < 1. Furthermore, since L(k) are dominated by the power function |k|2(H1−H2) where
H1 < H2 <
3
4 , then the desired (4.2) and (4.3) are obtained as k→∞. 
Proof of Theorem 1.4. If 12 < H <
3
4 , Theorem 2.5 together with the relation (4.2) implies that
as n→∞,
Vn
law−−→ N (0, σ2H).
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From Lemma 3.1, we have 1√
n
∑n
t=1 θ
tYt
a.s.−−→ 0 as n→∞. Thus, the Slutsky’s theorem implies
that as n→∞,
1√
n
n∑
t=1
(
X2t − f(θ)
) law−−→ N (0, σ2H).
Consequently, the delta method implies the desired (1.4). If H = 34 , we get as n→∞,
Vn√
logn
law−−→ N (0, σ2H).
Similar to Theorem 5.6 of [17], if 34 < H < 1, we obtain as n→∞,
Vn
n2H−
3
2 (L1(n))
1/2
law−−→ RH ,
where RH is a so-called ‘Rosenblatt distribution’. Similarly as in the case when 12 < H <
3
4 , we
have the desired (1.5) and (1.6). This completes the proof. ✷
5. The Berry-Esseen Bound
Proof of Theorem 1.5. If 12 < H <
3
4 , the Berry-Esseen bound (1.7) can be obtained by the
similar arguments of Theorem 3.2 in [18]. Denote
A := P
{
f ′(θ)
√
n(θ˜n − θ)
σH
≤ z
}
− P{Z ≤ z}.
Since θ˜n > 0, we shall suppose z > − f
′(θ)
√
n
σH
θ. Otherwise, the standard estimate for a normal
random variable P (|Z| ≥ t) ≤ 1t , ∀t > 0 yields
|A| = P{Z ≤ z} ≤ C√
n
.
Since f(θ) is strictly increasing and continuous, we have
A = P
{
f ′(θ)
√
n(θ˜n − θ)
σH
≤ z
}
− P{Z ≤ z}
= P
{
θ˜n ≤ θ + σH
f ′(θ)
√
n
z
}
− P{Z ≤ z}
= P
{
1
n
n∑
t=1
X2t ≤ f
(
θ +
σH
f ′(θ)
√
n
z
)}
− P{Z ≤ z}
= P
{
1
n
n∑
t=1
X2t − f(θ) ≤ f
(
θ +
σH
f ′(θ)
√
n
z
)
− f(θ)
}
− P{Z ≤ z}.
Let us then introduce the short-hand notation
u =
√
n
σH
[
f
(
θ +
σH
f ′(θ)
√
n
z
)
− f(θ)
]
and
w =
2ζ
σH
√
n
n∑
t=1
θtYt +
ζ2
σH
√
n
n∑
t=1
θ2t.
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By using the calculation and the short-hand notation above, we split
|A| =
∣∣∣∣P
{
Vn
σH
+ w ≤ u
}
− P{Z ≤ z}
∣∣∣∣
≤
∣∣∣∣P
{
Vn
σH
≤ u− w
}
− Φ(u− w)
∣∣∣∣ + |Φ(u− w) − Φ(u)|+ |Φ(u)− P{Z ≤ z}| ,
where the first term is bounded by Cn−γ from Theorem 2.6, the third term is bounded by Cn−
1
2
from Lemma 5.1 below, and the second term is bounded by Cn−
1
2 from Lemma 3.1 and the
standard estimate for the probability of a normal random variable, |Φ(z1)− Φ(z2)| ≤ |z1 − z2|.
Similar to the approach above, the Berry-Esseen bound (1.8) holds and the details are omitted
if H = 34 . This completes the proof. ✷
Lemma 5.1. Denote u(z) =
√
n
σH
[
f
(
θ + σH
f ′(θ)
√
n
z
)
− f(θ)
]
when z > − f ′(θ)
√
n
σH
θ. Then there
exists some positive number C independent of n such that
sup
z>− f′(θ)
√
n
σH
θ
|Φ(u)− Φ(z)| ≤ C√
n
.
Proof. We follow the line of the proof of Theorem 3.2 in [18]. By the mean value theorem, there
exists some number η ∈ [θ, θ + σH
f ′(θ)
√
n
z] such that
u =
√
n
σH
[
f
(
θ +
σH
f ′(θ)
√
n
z
)
− f(θ)
]
=
√
n
σH
f ′(η)
[
σH
f ′(θ)
√
n
z
]
=
f ′(η)
f ′(θ)
z.
Hence,
|Φ(u)− Φ(z)| = |Φ(f
′(η)
f ′(θ)
z)− Φ(z)| = 1√
2pi
∫ f′(η)
f′(θ) z
z
e−
t2
2 dt.
When − f ′(θ)
√
n
σH
θ < z ≤ − f ′(θ)
√
n
2σH
θ, since the function f(x, z) = z2e−
x2z2
2 |x − 1| is uniformly
bounded, then
1√
2pi
∫ f′(η)
f′(θ) z
z
e−
t2
2 dt ≤
∫ f′(η)
f′(θ) z
z
e−
t2
2 dt
≤ |f
′(η) − f ′(θ)|
f ′(θ)
|z|e−
[f′(η)]2
2[f′(θ)]2 z
2
≤ C|z| ≤
C√
n
.
When z > − f ′(θ)
√
n
2σH
θ, using the mean value theorem and making the change of variable t = z2s
together with the fact that f2(s, z) = z
2e−
s2z4
2 is also uniformly bounded, we conclude that there
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exists a number η′ ∈ [θ, η] such that∫ f′(η)
f′(θ) z
z
e−
t2
2 dt =
∫ f′(η)
f′(θ)
1
z
1
z
z2e−
s2z4
2 ds
≤ C 1|z|
|f ′(η)− f ′(θ)|
f ′(θ)
= C
1
|z|f
′′(η′)
σH |z|
f ′(θ)
√
n
≤ C√
n
.

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