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SOME PROPERTIES OF A CLASS OF SPARSE POLYNOMIALS
KARL DILCHER AND MACIEJ ULAS
Abstract. We study an infinite class of sequences of sparse polynomials that
have binomial coefficients both as exponents and as coefficients. This general-
izes a sequence of sparse polynomials which arises in a natural way as graph
theoretic polynomials. After deriving some basic identities, we obtain proper-
ties concerning monotonicity and log-concavity, as well as identities involving
derivatives. We also prove upper and lower bounds on the moduli of the zeros
of these polynomials.
1. Introduction
A sparse polynomial (in one variable) is usually defined to be a polynomial in
which the number of nonzero coefficients is small compared with its degree, where it
often depends on the context what “small” means. As far as notation is concerned,
sparse polynomials are normally given through its nonzero coefficients:
f(z) =
n∑
j=0
cjz
αj , 0 ≤ α0 < α1 < · · · < αn,
where cj 6= 0 for 0 ≤ j ≤ n and the integer sequence (αj) often, but not necessarily,
has greater than linear growth in j. Also, we clearly have deg(f) = αn. Sparse
polynomials are applied in computer algebra, cryptography, approximation and
interpolation, and various areas of applied mathematics.
The starting point of this paper is a specific sequence of sparse polynomials which
arises naturally from a graph theoretic question related to the expected number of
independent sets of a graph [2]. These polynomials are defined by
(1.1) fn(z) :=
n∑
j=0
(
n
j
)
zj(j−1)/2.
Various properties, including asymptotics, zero distribution, and number theoretic
properties, can be found in [1]–[4].
In this paper we extend the polynomials in (1.1) to the class of polynomials
(1.2) fm,n(z) :=
n∑
j=0
(
n
j
)
z(
j
m),
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where we will usually consider the integer m ≥ 1 as a fixed parameter, and then
study the sequence (fm,n(z))n≥0. It is clear from (1.2) that f1,n(z) = (1 + z)
n and
f2,n(z) = fn(z). At the other extreme, we have fm,n(z) = 2
n when n < m, and for
all m ≥ 1,
(1.3) fm,m(z) = z + 2
m − 1, fm,m+1(z) = zm+1 + (m+ 1)z +
(
2m+1 −m− 2).
Furthermore, we have
(1.4) fm,n(0) =
m−1∑
j=0
(
n
j
)
, fm,n(1) = 2
n.
Some of the more basic results on the polynomials fm,n(z) can be stated and
proved in greater generality, which we will do whenever possible and reasonable.
More precisely, let h = (hj)j≥0 be an eventually increasing sequence of nonnegative
integers. Then for each integer n ≥ 0 we define the polynomial
(1.5) Hhn (z) =
n∑
j=0
(
n
j
)
zhj .
For each m ≥ 1 we obviously have
Hhn (z) = fm,n(z) when hj =
(
j
m
)
.
In Section 2 we will derive various basic properties of these polynomials, usually
also specialized to the polynomials fm,n(z). Section 3 is then devoted to monotonic-
ity properties of the sequence (Hhn (z))n≥0 and to the log-concavity of (fm,n(z))n.
In Section 4 we find some identities connecting the polynomials fm,n(z) with their
derivatives, and also obtain a partial differential equation satisfied by their generat-
ing function. In Section 5 we derive bounds on the moduli of the roots of fm,n(z),
and actually prove somewhat more general results. We conclude this paper with
some remarks and conjectures on the real roots of fm,n(z).
2. Some basic identities
We begin this section with an identity connecting two infinite series. It can also
be seen as a generating function of the sequence Hhn (z).
Proposition 2.1. Let h be an eventually increasing sequence of nonnegative inte-
gers. Then for |z| < 1 and |t| ≤ 1/2 we have
(2.1)
∞∑
n=0
Hhn (z)t
n =
1
1− t
∞∑
j=0
(
t
1− t
)j
zhj .
Proof. For |z| < 1 the definition (1.5) shows that |Hhn (z)| < 2n. If we then substi-
tute (1.5) on the left of (2.1), the following change in the order of summation can
be justified for |t| ≤ 1/2:
∞∑
n=0
Hhn (z)t
n =
∞∑
n=0
n∑
j=0
(
n
j
)
zhj tn =
∞∑
j=0
zhj
∞∑
n=j
(
n
j
)
tn
=
∞∑
j=0
tjzhj
(
∞∑
n=0
(
n+ j
j
)
tn
)
.
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Now the sum in large parentheses in the last term has the well-known evaluation
1/(1− t)j+1, which immediately leads to the right-hand side of (2.1). 
As a consequence of Proposition 2.1 we get the following generating function.
Corollary 2.2. For any integer m ≥ 1 and for variables z, t with |z| < 1 and
|t| ≤ 1/2 we have
(2.2)
∞∑
n=0
fm,n(z)t
n =
1
1− t
∞∑
j=0
(
t
1− t
)j
z(
j
m).
For m = 1, both sides are geometric series that are easily seen to be equal. For
m = 2, the identity (2.2) reduces to Lemma 2.1 in [1], which was used to obtain
certain identities for theta functions.
If we set t = 1/2 in (2.1), we get the following identity.
Corollary 2.3. For a sequence h as above and |z| < 1, we have
(2.3)
∞∑
j=0
zhj =
∞∑
n=0
1
2n+1
Hhn (z).
When hj = 2
j for j ≥ 0, then the left-hand side of (2.3)is a well-known power
series which has the unit circle as a natural boundary; see [7]. If we take hj =
(
j
2
)
,
we get Theorem 3.1 in [1], namely
∞∑
n=0
2−nfn(q
2) = 2 + q−1/4θ2(q) (|q| < 1),
where fn(z) is defined by (1.1) and θ2(q) is the Jacobi theta function
θ2(q) = θ2(0, q) = 2
∞∑
n=0
q(n+
1
2
)2 = 2q1/4
∞∑
n=1
qn(n−1);
see, e.g., [9, Ch. 20].
The next identity is, in a sense, a finite analogue of Proposition 2.1.
Proposition 2.4. For any integer n ≥ 0 and complex variables t and z we have
(2.4)
n∑
k=0
(
n
k
)
tkHhk (z) =
n∑
j=0
(
n
j
)
tj(1 + t)n−jzhj .
Proof. We use the definition (1.5) and change the order of summation; then the
left-hand side of (2.4) becomes
n∑
k=0
(
n
k
)
tkHhk (z) =
n∑
k=0
(
n
k
)
tk
k∑
j=0
(
k
j
)
zhj =
n∑
j=0

 n∑
k=j
(
n
k
)(
k
j
)
tk

 zhj .
The inner sum on the right has the known evaluation
(
n
j
)
tj(1 + t)n−j ; see, e.g., [5,
Eq. (3.117)]. This completes the proof. 
If we set t = −1/2 in (2.4) and compare the right-hand side with (1.5), we get
the following consequence.
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Corollary 2.5. Let n ≥ 0 be an integer. If hj has the same parity as j for all
integers 0 ≤ j ≤ n, then
(2.5) Hhn (−z) = 2n
n∑
k=0
(
n
k
)(− 12)kHhk (z).
To motivate our next result, we set t = −1 in (2.4). Then on the right-hand side
only the term with j = n is nonzero, and we get
(2.6)
n∑
k=0
(
n
k
)
(−1)kHhk (z) = (−1)nzhn .
If we consider (1.5) as the binomial transformation of the sequence zhn , then (2.6)
can, in fact, be seen as the inverse transformation. Next, by taking the derivative
with respect to t of both sides of (2.4) and then setting t = −1, we get
(2.7)
n∑
k=0
(
n
k
)
(−1)kkHhk (z) = (−1)nn
(
zhn + zhn−1
)
.
These are the two smallest cases of the following result.
Proposition 2.6. Let ν ≥ 0 be an integer. Then for all integers n ≥ 0 we have
(2.8)
n∑
k=0
(
n
k
)
(−1)kkνHhk (z) =
ν∑
i=0
ai,ν(n)z
hn−i,
where ai,ν , i = 0, 1, . . . , ν, are polynomials in n of degree ν and with integer coeffi-
cients.
We see immediately that (2.6) and (2.7) are the special cases ν = 0, 1 of (2.8).
A more explicit form of the right-hand side of (2.8) will appear in its proof. For
the proof we require the following lemma.
Lemma 2.7. Let ν ≥ 0 be an integer. Then for all n ≥ 1 we have
(2.9)
n∑
k=0
(−1)k
(
n
k
)(
k
j
)
kν = 0 for j = 0, 1, . . . , n− ν − 1.
Proof. It is easy to verify that
(
n
k
)(
k
j
)
=
(
n
j
)(
n−j
k−j
)
, so that
n∑
k=0
(−1)k
(
n
k
)(
k
j
)
ik =
(
n
j
) n∑
k=j
(−1)k
(
n− j
k − j
)
kν
=
(
n
j
) n−j∑
k=0
(−1)j+k
(
n− j
k
)
(k + j)ν
= (−1)j
(
n
j
) n−j∑
k=0
(−1)k
(
n− j
k
) ν∑
i=0
(
ν
i
)
jν−ikν
= (−1)j
(
n
j
) ν∑
i=0
(
ν
i
)
jν−i
(
n−j∑
k=0
(−1)k
(
n− j
k
)
ki
)
.
The inner sum in this last expression is well known, and evaluates as 0 whenever
i < n − j; see, e.g., [5, Eq. (1.13)]. Since j ≤ −ν − 1 and i ≤ ν, this condition is
satisfied, which completes the proof of (2.9). 
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Proof of Proposition 2.6. With the definition (1.5), the left-hand side of (2.8) can
be written as
n∑
k=0
k∑
j=0
(
n
k
)(
k
j
)
kν(−1)kzhj =
n∑
j=0
(
n∑
k=0
(
n
k
)(
k
j
)
kν(−1)k
)
zhj ,
where we have used the fact that
(
k
j
)
= 0 for j > k. The result now follows from
Lemma 2.7. 
We conclude this section with the following observation. We already remarked
that by (1.5) and (2.6), the sequences zhn and Hhn (z) are binomial transformations
of each other. This also means that we have
Span({zhn : n ∈ N}) = Span({Hhn (z) : n ∈ N}),
where as usual the span of a subset Φ of a vector space (here, the space C[x]) is
the smallest linear subspace that contains Φ.
3. Monotonicity and log-concavity
We recall that a sequence (an)n≥0 of real numbers is called absolutely monotonic
if for all integers r, n ≥ 0 we have
(3.1) ∆ran ≥ 0,
where ∆r is the difference operator of order r, defined recursively by ∆an = an+1−
an, ∆
0an = an, and ∆
r+1 = ∆ ◦∆r for r ≥ 0. It is well-known that
(3.2) ∆ran =
r∑
k=0
(−1)r
(
r
k
)
an+r−k,
which is easy to see by induction. This also means that if an = f(n), where f is a
polynomial of degree d, then for r > d we have ∆ran = 0 for all n ≥ 0.
As part of their study of the sequence of polynomials fn(z) defined by (1.1),
Gawronski and Neuschel [4, Theorem 3.2] showed that for all real z with 0 <
z < 1 the sequence (fn(z))n≥0 is absolutely monotonic. The following result is a
generalization of this.
Proposition 3.1. Let h = (hn)n≥0 be an eventually increasing sequence of non-
negative integers. Then for all integers r, n ≥ 0 we have
(3.3)
r∑
k=0
(−1)k
(
r
k
)
Hhn+r−k(z) =
n∑
k=0
(
n
k
)
zhk+r .
In particular, the sequence (Hhn (z))n≥0 is absolutely monotonic when z > 0.
Proof. Using the definition (1.5), we rewrite the left-hand side of (3.3) as
(3.4)
r∑
k=0
(−1)k
(
r
k
) n+r−k∑
j=0
(
n+ r − k
j
)
zhj =
n+r∑
j=0
(
r∑
k=0
(−1)k
(
r
k
)(
n+ r − k
j
))
zhj ,
where we have extended the range of j by adding zero-terms. Now we observe that,
by (3.2), the inner sum on the right of (3.4) is just ∆r
(
n
j
)
, and
(
n
j
)
is a polynomial in
n of degree j. Hence, by the remark following (3.2), this sum is 0 for j < r. When
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j ≥ r, this inner sum has the known evaluation ( nj−r); see, e.g., [5, Eq. (3.49)]. So,
altogether the left-hand side of (3.3), with (3.4), becomes
n+r∑
j=r
(
n
j − r
)
zhj =
n∑
k=0
(
n
k
)
zhr+k ,
which was to be shown. 
As an immediate consequence we get the following.
Corollary 3.2. For any integer m ≥ 1 and real z > 0, the sequence (fm,n(z))n≥0
is absolutely monotonic.
When m = 1, this reduces to the fact that (xn)n≥0 is an absolutely monotonic
sequence for any real x > 1.
While absolute monotonicity can be considered an additive property of a se-
quence, we will see that, at least in a certain interval, the sequence
(
fm,n(z)
)
n
also
satisfies the multiplicative property of log-concavity. A sequence (an) is said to be
log-concave if a2n ≥ an−1an+1 for all n. In this connection we have the following
result, which we will prove later.
Proposition 3.3. Let m ≥ 2 be an integer, and set
(3.5) Fm,n(z) :=
fm,n(z)
2 − fm,n−1(z)fm,n+1(z)
1− z .
Then for n ≥ m− 1 we have
(3.6) Fm,n(z) > 0 for real z ≥ 0.
In particular, the sequence
(
fm,n(z)
)
n≥m−1
is log-concave for 0 ≤ z ≤ 1.
Since fm,n(1) = 2
n, the numerator on the right of (3.5) vanishes, and therefore
Fm,n(z) is a polynomial, which also means that z = 1 is a removable singularity of
this fraction.
Also, since fm,n(z) = 2
n when n ≤ m − 1, it is clear that Fm,n(z) = 0 for
n ≤ m− 2. Furthermore, by (1.3) and for m ≥ 2, we have Fm,m−1(z) = 2m−2 and
Fm,m(z) = 2
m−1
(
zm + zm−1 + · · ·+ z2)+ (2m−1 − 1)z + (m− 2)2m−1 + 1.
We notice that there are no negative coefficients. Surprisingly, this is true in general,
as we shall prove in the next result.
Proposition 3.4. For all integers m ≥ 2 and n ≥ 1, the polynomial Fm,n(z) has
no negative coefficients.
Proof. Since Fm,n(z) = 0 for n ≤ m − 2 and Fm,m−1(z) is a constant, we may
assume that n ≥ m. With (1.2), and using the same idea as that of a Cauchy
product, we get
fm,n(z)
2 =
2n∑
ν=0

 ν∑
j=0
(
n
j
)(
n
ν − j
)
z(
j
m)+(
ν−j
m )

 ,
fm,n−1(z)fm,n+1(z) =
2n∑
ν=0

 ν∑
j=0
(
n− 1
j
)(
n+ 1
ν − j
)
z(
j
m)+(
ν−j
m )

 ,
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so that with (3.5) we have
(3.7) (1− z)Fm,n(z) =
2n∑
ν=0
gν(z),
where
(3.8) gν(z) :=
ν∑
j=0
((
n
j
)(
n
ν − j
)
−
(
n− 1
j
)(
n+ 1
ν − j
))
z(
j
m)+(
ν−j
m ).
Using the Chu-Vandermonde convolution twice (see, e.g., [6, p. 169] or [5, Eq. (3.1)]),
we see that gν(1) = 0 for all ν ≥ 0. This also implies that
gν(z) = 0 for 0 ≤ ν ≤ m− 1
since
(
j
m
)
=
(
ν−j
m
)
= 0 for all j in this case.
To get a more symmetric object, we reverse the summation in (3.8) and add the
result to (3.8), obtaining
(3.9) 2gν(z) :=
ν∑
j=0
aν,jz(
j
m)+(
ν−j
m ),
where
(3.10) aν,j := 2
(
n
j
)(
n
ν − j
)
−
(
n− 1
j
)(
n+ 1
ν − j
)
−
(
n+ 1
j
)(
n− 1
ν − j
)
.
By easy manipulations of the relevant binomial coefficients, we get(
n
j
)(
n
ν − j
)
−
(
n− 1
j
)(
n+ 1
ν − j
)
=
(
n
j
)(
n
ν − j
)
· (2n+ 1)j − nν
n(n+ 1− ν + j) ,(
n
j
)(
n
ν − j
)
−
(
n+ 1
j
)(
n− 1
ν − j
)
=
(
n
j
)(
n
ν − j
)
· −(2n+ 1)j + (n+ 1)ν
n(n+ 1− j) .
Adding these two identities, we get after some further straightforward manipula-
tions,
(3.11) aν,j =
(
n
j
)(
n
ν − j
)
· 2(2n+ 1)j(ν − j)− (n+ 1)ν(ν − 1)
n(n+ 1− ν + j)(n+ 1− j) .
We obviously have aν,j = aν,ν−j , and the numerator on the right, which we call
N(j), is an increasing function of j, for 0 ≤ j ≤ ⌊ν/2⌋. We clearly have N(0) < 0,
and it is easy to verify that N(⌊ν/2⌋) > 0. Therefore, by (3.11), the integer
coefficients aν,j are negative for 0 ≤ j ≤ j0, and then nonegative for j0 + 1 ≤ j ≤
⌊ν/2⌋, where j0 ≥ 1, and at most one zero value can occur.
We also note that the exponents
(
j
m
)
+
(
ν−j
m
)
of z decrease as j increases from 0
to ⌊ν/2⌋. Since gν(1) = 0, the coefficients add up to 0, and this means that each
−zα can be paired with some zβ, where α > β. Since we have
−zα + zβ = (1− z)zβ(zα−β−1 + zα−β−2 + · · ·+ 1),
the polynomials gν(z)/(1 − z), ν = 0, 1, . . . , 2n, have no negative coefficients, and
so by (3.7), Fm,n(z) has no negative coefficients either. This completes the proof
of Proposition 3.4. 
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While much of Proposition 3.3 is obvious from Proposition 3.4, for the complete
proof we need the following lemma, which is also of independent interest. For
positive integers m and n we denote
(3.12) Sm(n) :=

m−1∑
j=0
(
n
j
)
2
−

m−1∑
j=0
(
n− 1
j
) ·

m−1∑
j=0
(
n+ 1
j
) .
By (3.5) and (1.4) it is clear that Sm(n) = Fm,n(0).
Lemma 3.5. For any integers m ≥ 2 and n ≥ m− 1 we have Sm(n) ≥ 2m−2, with
equality when n = m− 1.
Proof. We first note that for fixed m the expression Sm(n) can be seen as a
polynomial in n. We then use the fact that, by (1.4), we have Sm(j) = 0 for
j = 1, 2, . . . ,m− 2, and thus
m−2∏
j=1
(n− j) divides Sm(n)
as polynomials in n. With this in mind, we define the related polynomial sequence
(3.13) sm(n) :=
(m− 1)(m− 2)!2∏m−2
j=1 (n− j)
Sm(n).
One can check that the sequence (sm(n))m≥2 satisfies the recurrence s2(n) = 1,
s3(n) = n+ 2, and
(3.14) sm(n) = (n+ 2)sm−1(n)− (m− 3)(n−m+ 2)sm−2(n), m ≥ 4;
to do so, we used the Zeilberger algorithm; see [10, pp. 101–119]. We now use the
shifted sequence gm(t) := sm(t+m− 1) and show that the polynomials gm(t) have
only positive coefficients.
First, from (3.14) it is clear that the sequence (gm(t))m≥2 satisfies the recurrence
relation g2(t) = 1, g3(t) = t+ 4, and
(3.15) gm(t) = (t+ 3m− 5)gm−1(t)− 2(m− 3)(t+m− 2)gm−2(t), m ≥ 4.
From this relation it is clear that deg gm(t) = m − 2 and that the coefficients of
gm(t) are integers. We therefore write
gm(t) =
m−2∑
i=0
ai,mt
i,
and from the recurrence (3.15) we get that am−2,m = 1, a0,m = 2
m−2(m− 1)!, and
for 0 ≤ i ≤ m− 3 we get the recurrence
ai,m = ai−1,m−1 − 2(m− 3)ai−1,m−2 + (3m− 5)ai,m−1 − 2(m− 3)(m− 2)ai,m−2.
Using this relation, we can prove by induction on m that
ai,m > 2(m− 2)ai,m−1, 0 ≤ i ≤ m− 3, m ≥ 3.
We thus get that ai,m > 0 for any m ≥ 2 and 0 ≤ i ≤ m − 2, and in particular
we have shown that gm(t) ≥ 2m−2(m− 1)! for t ≥ 0, or sm(n) ≥ 2m−2(m− 1)! for
n ≥ m − 1. Finally, with (3.13) we get Sm(n) ≥ 2m−2, and the definition (3.12)
immediately gives Sm(m− 1) = 2m−2; this completes the proof. 
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The proof of Proposition 3.3 is now quite obvious: Proposition 3.4 shows that
Fm,n(z) is nonnegative for z ≥ 0, and Lemma 3.5 shows that it is in fact positive.
Remark 3.6. (a) Computations suggest that for even m ≥ 2, Proposition 3.3 can
be extended to include the inequality Fm,n(z) ≥ 0 for −1 ≤ z ≤ 0. In this case,
Proposition 3.4 will not be of much help since Fm,n(z) has both even and odd
powers of z.
(b) One could also consider a natural extension of Fm,n(z), namely
(3.16) F (k)m,n(z) :=
fm,n(z)
2 − fm,n−k(z)fm,n+k(z)
1− z ,
for arbitrary integers k ≥ 1. Once again, by the right-hand identity in (1.4) the
numerator vanishes for z = 1, and therefore the quotient is a polynomial. Compu-
tations suggest that the polynomial in (3.16) has non-negative coefficients for any
k ≥ 1. We did not make a serious attempt at proving this. An approach as in the
proof of Proposition 3.4 might work; however, the analogue of (3.11) turns out to
be difficult to deal with for general k.
In analogy to (3.16) one could also consider the expression
(3.17) G(k)m,n(z) :=
fm,2n(z)− fm,n−k(z)fm,n+k(z)
z − 1 ,
for arbitrary integers k ≥ 1. By the right-hand identity in (1.4), this is again a
polynomial which, moreover, has the following property. We leave the proof to the
interested reader.
Proposition 3.7. For all integers m ≥ 2 and n, k ≥ 1, the polynomial G(k)m,n(z)
has no negative coefficients.
We conclude this section with some observations based on computations in the
case m = 2, i.e., the polynomials defined by (1.1). If we iterate the operator in
(3.5), then after each step the resulting polynomial again seems to have no negative
coefficients. We can rephrase this in terms of log-concavity: Expanding on the
definition just before Proposition 3.3 we set
L(an) := a2n − an−1an+1
for a given sequence (an). Following [8], the operator L can be iterated, and (an) is
said to be k-log-concave if Lj(an) ≥ 0 for all j = 0, 1, . . . , k. If (an) is k-log-concave
for all k > 0, then it is said to be ∞-log-concave.
Conjecture 3.8. The sequence
(
fn(z)
)
=
(
f2,n(z)
)
is ∞-log-concave for all 0 ≤
z ≤ 1.
Since we have seen that 1− z | L(fn(z)), it is clear from the definition of L that
the 2k−1th power of 1− z divides Lk(fn(z)). However, computations indicate that
for n ≥ k, the power of 1− z dividing Lk(fn(z)) is in fact 2k − 1.
In light of this (conjectural) property, we now rephrase our earlier experimental
observations as follows.
Conjecture 3.9. For all positive integers k and n ≥ k, the expression
Lk(f2,n(z))
(1− z)2k−1
is a polynomial with positive integer coefficients.
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4. Derivative properties
In this section we establish a connection between the polynomials fm,n(z) and
their derivatives. As a consequence we then obtain a partial differential equation
satisfied by the corresponding generating function. We begin with a consequence
of Proposition 3.1.
Corollary 4.1. Let m ≥ 1 be an integer. Then for all n ≥ m we have
(4.1) zf ′m,n(z) =
(
n
m
) m∑
i=0
(
m
i
)
(−1)ifm,n−i(z).
Proof. Replacing i by k and m by r, we see that the sum on the right of (4.1) is
just the left-hand side of (3.3), with hk =
(
k
m
)
. On the other hand, we get from
(1.2) by differentiation,
(4.2)
zf ′m,n(z)(
n
m
) = n∑
j=m
(
n
j
)(
j
m
)
(
n
m
) z( jm).
The three binomial coefficients on the right are easily seen to combine to
(
n−m
j−m
)
,
and with the appropriate changes in notation and shift in summation, we see that
the expression in (4.2) is equal to the right-hand side of (3.3). 
In the special case m = 2 we get the following identity for the polynomials
defined in (1.1): For n ≥ 2 we have
zf ′n(z) =
(
n
2
)(
fn(z)− 2fn−1(z) + fn−2(z)
)
;
This is Proposition 3.2 in [3]. Next we use (4.1) to write fm,n(z) in terms of
derivatives.
Corollary 4.2. For integers 1 ≤ m ≤ n we have
(4.3) fm,n(z) =
m−1∑
i=0
(
n
i
)
+ z
n∑
i=m
(
n−i+m−1
m−1
)
(
i
m
) f ′m,i(z).
Proof. By taking the derivative of the definition (1.2), we see that the second term
on the right of (4.3) becomes
(4.4)
n∑
i=m
(
n−i+m−1
m−1
)
(
i
m
) i∑
j=m
(
i
j
)(
j
m
)
z(
j
m) =
n∑
j=m
(
n∑
i=m
(
n−i+m−1
m−1
)
(
i
m
) (i
j
))(
j
m
)
z(
j
m),
where we have extended the range of j by including zero-terms. We now claim that
the inner sum on the right of (4.4) is equal to
(
n
j
)
/
(
j
m
)
. Then (4.4) together with
the first term on the right of (4.3) is fm,n(z) by definition, which was to be shown.
To prove the claim, we first note that it is trivially true when n < j since both
sides of the identity vanish. We therefore assume n ≥ j ≥ m ≥ 1. By expanding all
the binomial coefficients and rearranging the factorial terms, we see upon shifting
the summation that the identity in question is equivalent to
n−m∑
i=0
(
n− i− 1
m− 1
)(
i
j −m
)
=
(
n
j
)
.
But this is a known identity; see, e.g., [5, Eq. (3.3)]. The proof is now complete. 
SOME PROPERTIES OF A CLASS OF SPARSE POLYNOMIALS 11
We can use Corollary 4.1 to show that for a fixed m ≥ 1 the ordinary generating
function for the sequence (fm,n(z))n≥0, as given in (2.2), satisfies a linear partial
differential equation of order m. More precisely, using the notation
(4.5) Fm(z, t) =
∞∑
n=0
fm,n(z)t
n,
we have the following result.
Corollary 4.3. Let m ≥ 1 be an integer, and let |z| < 1 and |t| < 1/2. Then
(4.6) z
∂Fm(z, t)
∂z
= (−t)m
m∑
j=0
1
j!
(
m
j
)
(t− 1)j ∂
jFm(z, t)
∂tj
.
Proof. By differentiating (4.5) j-times with respect to t and multiplying the result
by (−t)m(t− 1)j , we get
(−t)m(t− 1)j ∂
jFm(z, t)
∂tj
=
j∑
i=0
(
j
i
)
(−1)m−itj−i+m
∞∑
n=j
n!
(n− j)!fm,n(z)t
n−j
=
j∑
i=0
(
j
i
)
(−1)m−i
∞∑
n=j+m−i
(n−m+ i)!
(n−m+ i− j)!fm,n−m+i(z)t
n.
Next we multiply both sides by
(
m
j
)
/j! and sum over all j = 0, 1, . . . ,m. We also
use the identity (
m
j
)(
j
i
)
=
(
m
i
)(
m− i
j − i
)
,
which is easy to verify. Then we get
(−t)m
m∑
j=0
1
j!
(
m
j
)
(t− 1)j ∂
j
∂tj
Fm(z, t)(4.7)
=
m∑
j=0
(
m
j
) j∑
i=0
(
j
i
) ∞∑
n=j+m−i
(
n−m+ i
n−m+ i− j
)
(−1)m−ifm,n−m+i(z)tn
=
∞∑
n=0
m∑
i=0
(
m
i
)( m∑
j=i
(
m− i
j − i
)(
n−m+ i
n−m+ i− j
))
(−1)m−ifm,n−m+i(z)tn.
Now the inner-most sum can be rewritten as
(4.8)
m−i∑
j=0
(
m− i
j
)(
n− (m− i)
n−m− j
)
=
(
n
n−m
)
,
where we have used a known evaluation; see, e.g., [5, Eq. (3.4)].
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On the other hand, differentiating (4.5) with respect to z and using Corollary 4.1,
we get
z
∂
∂z
Fm(z, t) =
∞∑
n=0
zf ′m,n(z)t
n
=
∞∑
n=0
(
n
m
) m∑
i=0
(
m
i
)
(−1)ifm,n−i(z)tn
=
∞∑
n=0
(
n
m
) m∑
i=0
(
m
i
)
(−1)m−iifm,n−m+i(z)tn.
Finally, combining this with (4.7) and (4.8), we immediately get the desired identity
(4.6), which completes the proof. 
5. Bounds on the roots of fm,n(z)
In [3] it was shown that the roots of each polynomial fn(z), as defined by (1.1),
all lie in the annulus
(5.1)
2
n
< |z| < 1 + 3
n
logn, (n ≥ 3).
In this section we are going to extend this to the polynomials fm,n(z), for allm ≥ 3.
As was done in [3], we will prove more general results for both the upper and the
lower bounds. This section will end with a few remarks and conjectures on real
roots.
Proposition 5.1. Let m ≥ 3 be an integer, and consider a polynomial
(5.2) f(z) := z(
n
m) +
n−1∑
k=0
akz
bk ,
where the numbers ak ∈ C and integers bk ≥ 0 satisfy the conditions
(5.3) |ak| ≤
(
n
k
)
, 0 ≤ bk ≤ k
n−m
(
n− 1
m
)
for k ∈ {0, 1, . . . , n− 1}.
Then for n ≥ 6m+ 1 all roots of the polynomial f(z) lie on the disc defined by
(5.4) |z| < 1 + m!
(n−m)m−2 .
Proof. We follow the ideas used in [3, Proposition 4.2], modified as necessary. More
precisely, we wish to show that |f(z)| > 0 for all z with sufficiently large modulus.
To do so, we consider the number (1 + ε)z with |z| = 1 and ε > 0, which will be
specified later. Using our assumptions, we have the following chain of equations
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and inequalities:
|f((1 + ε)z)| =
∣∣∣∣∣((1 + ε)z)(nm) +
n−1∑
k=0
ak((1 + ε)z)
bk
∣∣∣∣∣
≥ (1 + ε)(nm) −
n−1∑
k=0
ak(1 + ε)
bk
≥ (1 + ε)(nm) −
n−1∑
k=0
(
n
k
)(
(1 + ε)
1
n−m (
n−1
m )
)k
= (1 + ε)(
n
m) −
[(
1 + (1 + ε)
1
n−m(
n−1
m )
)n
− (1 + ε) nn−m (n−1m )
]
= (1 + ε)(
n
m) −
[(
1 + (1 + ε)
1
n(
n
m)
)n
− (1 + ε)(nm)
]
= 2(1 + ε)(
n
m) −
(
1 + (1 + ε)
1
n(
n
m)
)n
,
where in the penultimate equality we have used the identity 1n−m
(
n−1
m
)
= 1n
(
n
m
)
.
Thus, in order to get the desired result it is enough to prove the inequality
(5.5) 2(1 + ε)(
n
m) >
(
1 + (1 + ε)
1
n(
n
m)
)n
.
Raising both sides to the power 1/n and rewriting, we see that (5.5) is equivalent
to
(5.6) (2
1
n − 1)(1 + ε) 1n (nm) > 1.
In [3, Lemma 4.1] it was shown that for x ∈ (0, 2/5) we have
(5.7) exp
(
5
6x
)
< 1 + x < exp(x),
which follows from the Maclaurin expansion of exp(x). Now we have
2
1
n = exp
(
1
n
log 2
)
> 1 +
1
n
log 2
from the right-hand inequality in (5.7). From the left-hand inequality of (5.7) we
get
(1 + ε)
1
n (
n
m) > exp
(
5ε
6
· 1
n
(
n
m
))
.
We thus see that in order to get the result it is enough to prove the inequality
exp
(
5ε
6
· 1
n
(
n
m
))
≥ n
log 2
,
which by taking logarithms of both sides and solving for ε is equivalent to
(5.8) ε ≥ 6
5
· n(logn− log log 2)(n
m
) =: gm(n).
We observe that for n ≥ 2m+ 1 we have gm(n) ≤ 25 . Indeed, we have
1
n
(
n
m
)
≥ 1
n
· n(n−m)
m−1
m!
=
(n−m)m−1
m!
for n ≥ 2m+ 1. Next, under the same assumption on n we have
6
5
(logn− log log 2) ≤ n+ 1
2
≤ n−m.
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From these inequalities we get
gm(n) =
6
5
logn− log log 2
1
n
(
n
m
) ≤ n−m
(n−m)m−1
m!
=
m!
(n−m)m−2 .
By simple induction one can check that
m!
(n−m)m−2 ≤
2
5
for m ≥ 6 and n ≥ 2m+ 1. If m = 3 we need to take n ≥ 19. For m = 4 we take
n ≥ 12 and finally, if m = 5, then n ≥ 12 is also sufficient. As a consequence, if
we take ε = gm(n), then the inequality (5.6) is satisfied and it holds also for all
ε > gm(n) with n ≥ 6m+ 1. Finally, from our proof it is clear that
gm(n) ≤ m!
(n−m)m−2
and thus if m ≥ 6 and n ≥ 6m + 1, then all roots of the polynomial f(z) satisfy
the bound (5.4). 
Corollary 5.2. For any integers m ≥ 3 and n ≥ 2m+1, all roots of the polynomial
fm,n(z) satisfy
|z| < 1 + m!
(n−m)m−2 .
Proof. We apply Proposition 5.1 with ak =
(
n
k
)
and bk =
(
k
m
)
. In order to verify
(5.3), we first rewrite
(
k
m
)
= kk−m
(
k−1
m
)
and then note that for k ≤ n we have
1
k−m
(
k−1
m
) ≤ 1n−m(n−1m ), which is easy to see.
Next, from the proof of Proposition 5.1 we know that if m ≥ 6 and n ≥ 2m+ 1,
then (5.4) holds. Finally, for m = 3, 4, 5 and 2m+ 1 ≤ n ≤ 6m+ 1, we verified the
statement of the corollary by numerical computations. 
For the lower bound, as well, we first prove a more general result. This is in
analogy to Proposition 4.4 in [3].
Proposition 5.3. For a fixed integer m ≥ 3 consider the polynomial
(5.9) G(z) := c0 + c1z +
n−m+1∑
j=2
cjz
dj ,
where n ≥ ⌈ 3√2 ·m4/3 +m⌉ and c0, c1, . . . , cn−m+1 are real or complex coefficients
satisfying
(5.10) |c0| ≥
(
n+ 1
m− 1
)
, |cj | ≤
(
n
m+ j − 1
)
for 1 ≤ j ≤ n−m+ 1,
and d2, . . . , dn−m+1 are positive integers satisfying
(5.11) dj ≥ (m+ 1)(j − 1), j = 2, 3, . . . , n−m+ 1.
Then the zeros of G(z) lie outside the circle about the origin with radius m/(n −
m+ 1).
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Proof. We use the identity
(
n+1
m−1
)
=
(
n
m−2
)
+
(
n
m−1
)
and set r = |z|. Then by the
triangle inequality we have with (5.10) and (5.11),
(5.12) |G(z)| ≥
(
n
m− 2
)
+
(
n
m− 1
)
−
(
n
m
)
r −
n−m+1∑
j=2
(
n
m+ j − 1
)
(rm+1)j−1,
where we made the assumption that r ≤ 1. Our goal is to show that when r ≤
m/(n −m + 1), then on the right of (5.12) the second and third terms combined
are nonnegative, and the sum on the right is strictly less than the first term
(
n
m−2
)
.
First we note that
(
n
m−1
)− (nm)r ≥ 0 is equivalent to
r ≤
(
n
m− 1
)
/
(
n
m
)
=
n!m!(n−m)!
(m− 1)!(n−m+ 1)!n! =
m
n−m+ 1 ,
as required. Next we rewrite
(5.13)
n−m+1∑
j=2
(
n
m+ j − 1
)
(rm+1)j−1 =
(
n
m+ 1
)
rm+1
n−m−1∑
j=0
(
n
m+j+1
)
(
n
m+1
) (rm+1)j .
It is easy to verify that(
n
m+ j + 1
)
≤
(
n−m− 1
j
)(
n
m+ 1
)
⇐⇒ 1 ≤
(
m+ j + 1
j
)
,
which is certainly true for all j ≥ 0. Hence with (5.13) we get
n−m+1∑
j=2
(
n
m+ j − 1
)
(rm+1)j−1 ≤
(
n
m+ 1
)
rm+1
n−m−1∑
j=0
(
n−m− 1
j
)
(rm+1)j
(5.14)
=
(
n
m+ 1
)
rm+1
(
1 + rm+1
)n−m−1
.
Next we note that
1
(1 + rm+1)n−m−1
> (1− rm+1)n−m−1 ≥ 1− (n−m− 1)rm+1,
≥ 1− (n−m− 1)r4 ≥ 1− (n−m− 1) m
4
(n−m+ 1)4
for m ≥ 3 and r ≤ m/(n−m− 1). Hence
(
1 + rm+1
)n−m−1
< 2 when (n−m− 1) m
4
(n−m+ 1)4 ≤
1
2
.
But this holds when
(n−m) m
4
(n−m)4 ≤
1
2
⇐⇒ n ≥ 3
√
2 ·m4/3 +m,
consistent with the hypotheses of the theorem. Under this condition we have there-
fore with (5.14) that
n−m+1∑
j=2
(
n
m+ j − 1
)
(rm+1)j−1 < 2
(
n
m+ 1
)
rm+1 ≤ 2
(
n
m+ 1
)
m4
(n−m+ 1)4 ,
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again using m ≥ 3 and r ≤ m/(n−m− 1). Hence we are done if we can show that
2
(
n
m+ 1
)
m4
(n−m+ 1)4 ≤
(
n
m− 2
)
.
Through expansion and cancellation it is easy to see that this inequality is equivalent
to
(5.15) (m− 1)(m+ 1)(n−m+ 1)3 ≥ 2(n−m+ 2)(n−m)m3.
Since (m2 − 1)/m2 ≥ 89 for m ≥ 3 and (n−m+ 2)(n−m) = (n−m+ 1)2 − 1, we
see that (5.15) holds when
n−m+ 1 ≥ 9
4
m, or n ≥ 13
4
m− 1.
Finally, it is easy to verify that
⌈ 3
√
2 ·m4/3 +m⌉ ≥ ⌈ 134 m− 1⌉, m = 3, 4, 5, . . . ,
with equality for m = 3, 4, and 5. The proof is now complete. 
As a consequence of Proposition 5.3 we get the following result, which comple-
ments Corollary 5.2
Corollary 5.4. Let m ≥ 3 and n ≥ ⌈ 3√2 ·m4/3 +m⌉. Then the zeros of fm,n(z)
lie outside the circle centered at the origin with radius m/(n−m+ 1).
Proof. We rewrite (1.2) as
fm,n(z) = 1 +
(
n
1
)
+ · · ·+
(
n
m− 2
)
+
(
n
m− 1
)
+
(
n
m
)
z(5.16)
+
n−m+1∑
j=2
(
n
m+ j − 1
)
z(
m+j−1
m ),
and with
c0 := 1 +
(
n
1
)
+ · · ·+
(
n
m− 1
)
, cj :=
(
n
m+ j − 1
)
, j = 1, 2, . . . , n−m+ 1,
we see that the condition (5.10) is satisfied. Next we prove by induction that
(5.17) dj :=
(
m+ j − 1
m
)
≥ (m+ 1)(j − 1), j = 2, 3, . . .
The induction beginning, for j = 2, is obviously true as an identity. Suppose now
that (5.17) holds for some j ≥ 2. Then
dj+1 =
(
m+ j
m
)
=
(
m+ j
j
)
=
m+ j
j
(
m+ j − 1
j − 1
)
=
m+ j
j
(
m+ j − 1
m
)
≥ m+ j
j
(m+ 1)(j − 1),
where the inequality at the end comes from the induction hypothesis. We are done
if we can show that
(5.18)
m+ j
j
(j − 1) ≥ j for j ≥ 2 and m ≥ 3,
since in that case (5.17) also holds for j+1. But (5.18) is easily seen to be equivalent
to m(j − 1) ≥ j, which is true for all j ≥ 2 and m ≥ 3. This proves (5.17), which
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shows that the condition (5.11) is also satisfied. Corollary 5.4 therefore follows from
Proposition 5.3. 
We finish this section with a few observations and conjectures on the real roots
of the polynomials fm,n(z) which obviously have to be negative (if there are any).
Furthermore, by Corollary 5.2, the negative root with largest absolute value > 1 (if
it exists) will be very close to −1, as n grows and m is fixed. To be more specific,
we denote, for integers m ≥ 2 and n ≥ 1,
Nm(n) = |{z ∈ R : fm,n(z) = 0}| .
It turns out that the behavior of the sequence (Nm(n))n is quite different according
as m is even or odd.
Conjecture 5.5. If m ≥ 2 is even, then Nm(n) ≤ ⌊ nm⌋ for all n ≥ 1, with equality
in the case m = 2.
For the case m = 2, this was earlier conjectured in [3], along with more detailed
observations.
Conjecture 5.6. Let m ≥ 3 be odd. Then for sufficiently large n,
Nm(n) =
{
2 or 3 when m ≡ 3 (mod 4),
m− 1 or m when m ≡ 1 (mod 4).
In both cases, the sequence (Nm(n))n is eventually periodic with period 2
ν , where
2ν−1 < m < 2ν .
Although a serious attempt at proving these conjectures would go beyond the
scope of this paper, we can make the following remarks.
1. The differences between even and odd m can be partly explained by consid-
ering the two highest powers of z in fn,m(z), namely those with exponents
(
n
m
)
and(
n−1
m
)
, as they would dominate the behavior of the polynomial beyond, or close to,
z = −1. In this connection one can show that, when m is odd, then (nm) and (n−1m )
never have the same parity, while in the opposite case they are both odd at least
once in each period of length 2ν .
2. Applying methods similar to those used in the proofs in this section, it should
be possible to show the following for a fixed m ≥ 2:
The polynomial fn,m(z) always has a root close to −m/n for sufficiently large
n, and when m is odd, there is another root close to (m+1n )
1/m.
We obtained these heuristics by considering only the constant and linear terms
in fn,m(z) in the first case, and only the linear and the following term (namely(
n
m+1
)
zm+1) in the second case.
3. When m is odd, it can be shown that fm,n(−1) > 0 for all n, which is not
the case for even m. It then follows that, when
(
n
m
)
is odd, there must be at least
one more root to the left of −1. Since the parity of (nm) is periodic with period 2ν,
this will be a partial explanation of Conjecture 5.6.
Much of the remarks made above depends on the behavior of the sequence
(fm,n(−1))n and on the parities of the binomial coefficients
(
j
m
)
. These arithmetic
properties are studied, and applied in different settings, in a forthcoming paper.
18 KARL DILCHER AND MACIEJ ULAS
References
[1] J. Brown, K. Dilcher, D. Manna, Series Representations of Theta Functions in Terms of a
Sequence of Polynomials, Fibonacci Quart. 50 (2012), 5–10.
[2] J. I. Brown, K. Dilcher, D. V. Manna, On the roots of expected independence polynomials,
J. Graph Theory 73 (2013), no. 3, 322–326.
[3] J. I. Brown, K. Dilcher, D. V. Manna, On a sequence of sparse binomial-type polynomials,
J. Math. Anal. Appl. 398 (2013), 128–137.
[4] W. Gawronski, T. Neuschel, On a conjecture on sparse binomial-type polynomials by Brown,
Dilcher and Manna, Anal. Appl. (Singap.) 12, (2014), no. 5, 511–522.
[5] H. W. Gould, Combinatorial Identities, revised ed. Gould Publications, Morgantown, W.
Va., 1972.
[6] R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete Mathematics, 2nd edition, Addison-
Wesley Publ. Co., Reading, MA, 1994.
[7] K. Mahler, On a special function, J. Number Theory 12 (1980), no. 1, 20–26.
[8] L. A. Medina and A. Straub, On multiple and infinite log-concavity, Ann. Comb. 20 (2016),
no. 1, 125–138.
[9] F. W. J. Olver et al. (eds.), NIST Handbook of Mathematical Functions, Cambridge Univ.
Press, New York, 2010. Online version: http://dlmf.nist.gov.
[10] M. Petkovsˇek, H. Wilf, and D. Zeilberger, A=B, A K Peters/CRC Press, 1996. Homepage
for this book: https://www.math.upenn.edu/~wilf/AeqB.html.
Department of Mathematics and Statistics, Dalhousie University, Halifax, Nova Sco-
tia, B3H 4R2, Canada
E-mail address: dilcher@mathstat.dal.ca
Jagiellonian University, Faculty of Mathematics and Computer Science, Institute
of Mathematics,  Lojasiewicza 6, 30-348 Krako´w, Poland
E-mail address: Maciej.Ulas@im.uj.edu.pl
