ABSTRACT The evolution towards centralized radio access network (C-RAN) for 5G is driven by the need for improved network performance and reduced total-cost-of-ownership (TCO). In C-RAN, physically separated remote radio units (RRUs) and baseband units (BBUs) are connected via fronthaul (FH) links, which are capacity constrained. When base-station antennas are upgraded to support massive MIMO techniques, an intra PHY split between RRU and BBU becomes favorable to avoid the dramatic rate growth on the FH links. In this paper, we present a new uplink functional split alternative that decomposes the massive MIMO processing, on the basis of zero-forcing (ZF) equalization, into two phases: dimensionreduction phase and interference cancellation phase, which are implemented in RRU and BBU respectively. Compared with the traditional C-RAN architecture having all baseband processing in the BBU, the new scheme largely alleviates the FH load by reducing the number of FH streams to be equal to the number of MIMO user layers. Compared with an existing split that places all MIMO processing in RRU, the new scheme reduces the RRU complexity without compromising the post-processing performances.
I. INTRODUCTION
In centralized radio access network (C-RAN) deployment, remote radio units (RRUs) are located close to the antennas, performing radio frequency (RF) to baseband conversion, while baseband units (BBU) are centralized, carrying out baseband (i.e., PHY, MAC and upper layers on the radio protocol stack) processing. This arrangement enhances network capacity and improves user experiences by applying advanced radio coordination features [1] , as well as reduces the total-cost-of-ownership (TCO) by pooling the BBU baseband resources. The connection between RRUs and the centralized BBUs is referred to as fronthaul (FH), in comparison with backhaul from BBU towards core network. In the current setup, the digitized time-domain samples of each antennacarrier are transported over FH links between RRU and BBU, typically applying the common public radio interface (CPRI) protocol [2] , as sketched in Fig. 1a . Such a CPRI-type of FH is also referred to as PHY-RF split [3] .
In the continued 4G evolution and 5G, massive MIMO [4] is a key radio feature to significantly improve spectral efficiency and network capacity by providing high beamforming gain and supporting multiuser-MIMO (MU-MIMO) [5] . However, fronthauling the signals of such a large number of antennas (e.g., 64, 128, 256 antennas) becomes a major problem for the current CPRI-based C-RAN implementation. The required FH capacity will increase proportionally to the number of antennas [6] , which drives up the cost of transport network dramatically. Merely compressing the time-domain samples of each FH stream, such as [7] - [10] , is not sufficient to compensate for the increased FH load due to the extended antenna size. Therefore, reducing the number of FH streams is the key to reduce the FH network cost and increase the system scalability against the number of antennas.
To address this, new functional split options on radio protocol stack have been discussed [11] , [12] . Among these possibilities, two lower layer options most relevant to C-RAN are the MAC-PHY and intra-PHY splits [3] . The MAC-PHY split (e.g., in [13] ), illustrated in Fig. 1b , implements the PHY layer in the RRU and centralizes the MAC layer operations in BBUs, whereas the intra PHY split (e.g., in [14] - [16] ) moves only part of the PHY functions to RRU and leaves the rest to the BBUs, as sketched in Fig. 1c . The MAC-PHY split reduces the number of FH streams down to the number of scheduled MIMO user layers, which reduces the FH load down to the user throughput level. This split strategy, however, largely increases the complexity in the new RRU design, especially when the computationally intensive massive MIMO processing is considered. It will also limit the coordination gain to the MAC level only, which incapacitates advanced joint processing features like cooperative MIMO in PHY for further boosting the network performances.
In this paper, we focus on the option of intra PHY split and conduct the investigation particularly for the ZF-based massive MIMO operations in the uplink direction. The problem is formulated to 1) reduce the number of FH streams as much as possible, while 2) keeping the RRU away from high cost calculation for equalization coefficients and 3) still maintaining a system performance similar to today's PHY-RF split. The proposed solution is to decompose the MIMO operations into two phases, which are implemented in RRU and BBU, respectively. The first phase, referred to as dimension reduction, is implemented in RRU to reduce the number of spatial streams. The second phase further processes the generated data streams in BBU for interference cancellation. Specifically, three dimension reduction schemes are investigated:
-Direction-selection (DS) scheme which selects a subset of the abundant fixed directive beams to be forwarded. It is based on the fact that the multipath channel components concentrate on limited directions, and the selection should be able to capture the majority of channel energy. The DS scheme has been studied for hybrid beamforming context in [17] - [20] regarding ''beamspace'' [21] . -Maximum ratio combining (MRC) scheme which uses MRC to combine all directive signals for each MIMO user layer. Section III-B will show that the ZF process is mathematically equivalent to an MRC followed by a smaller ZF operation. Conducting the two operations separately enables us to reduce the FH dimension down to the number of MIMO user layers in RRU, meanwhile achieve the same ZF cancellation performance at the BBU side. Also, the complexity of acquiring the MRC coefficients is much lower than directly calculating pseudo-inverse of a big matrix to obtain the ZF cancellation coefficients. -Selective MRC (sMRC) scheme which is an extension of the MRC scheme by combining only a small subset of the directive signals for each MIMO user layer to further reduce complexity in the combining process. The performances are studied with simulated multipath channel realizations. Given the assumption of perfect channel state information (CSI) in RRU, the results show that the direction-selection (DS) scheme needs to select much more streams to achieve a comparable signal-to-interference-andnoise ratio (SINR) performance to the MRC scheme which only produces one stream for each MIMO user layers. The sMRC scheme has the same property as MRC in dimension reduction, while further reducing the complexity in RRU by slightly compromising the performance. The impact of the channel estimation error (CEE) in RRU is also evaluated, where the performances of all three schemes are degraded. Again, the DS scheme needs to select much more streams. It also shows that the sMRC scheme can even outperform the MRC scheme when the estimation signal-to-noise ratio (SNR) is low. The gain is from the fact that the estimated channel coefficients with large errors contribute negatively to coherent gain, and are therefore beneficial to be excluded. The investigation shows that the MRC-based approaches are good choices for massive MIMO functional split considering its high FH dimension reduction, low complexity in RRUs, and high system performances.
Throughout this paper, C denotes the complex number field. The bold capital letter A denotes a matrix and lower case a denotes a column vector. The element in the i-th row and j-th column of A is denoted as [A] i,j , and i-th element of a is denoted as a i . The transpose and Hermitian transpose operators are denoted by (·) T and (·) H , respectively. For matrix A that has linearly independent columns A † = (A H A) −1 A H denotes the pseudo-inverse. A k ×k identity matrix is denoted by I k .
II. SYSTEM MODEL
To study the possibilities of the functional split for massive MIMO processing, we model the uplink transmission as illustrated in Fig. 2 . Let x ∈ C K ×1 denote the uplink transmit signal for K user layers. Signals are received at an RRU supporting an array of N antennas. Outputs of the N antennas compose an N -dimensional element domain signal y e . Massive MIMO processing, which is performed either in RRU or in BBU in the existing solutions, transforms y e into a K -dimensional signal y with separated user layers for further processing.
In this paper, we focus on linear transformation like ZF such that the whole MIMO processing can be modeled as one matrix W . The split is formularized by decomposing W into three components as W = W b B d F H . The first component, modeled as F H (e.g., a discrete Fourier transform (DFT)-based matrix forming directive beams), transforms y e into direction domain to explore the spatial properties of the channel, e.g., for performing direction-domain channel estimation. The dimension reduction block, modeled as B d , follows to reduce signal dimension from N to R in RRU before sending to FH. This component is our main focus and will be detailed with three options in the next section. The equalization modeled by W b is then carried out in BBU for layer separation. More details regarding the quantities in Fig. 2 are given as follows.
A. CHANNEL MODEL AND ELEMENT DOMAIN
The element domain signal y e ∈ C N ×1 as an output of the antenna array is formulated as
where n e ∈ C N ×1 denotes the additive white Gaussian noise (AWGN) in element domain, and H e ∈ C N ×K denotes the MIMO channel in element domain modeled as
which is referred to as the correlation channel model featuring the receive antenna correlation in a multi-path environment. Specifically, let M k denotes the number of multi-paths from user layer k (i.e., regarding x k ). The total number of multipaths involved in the system isM = K k=1 M k . The matrix representation of the propagation channel couplings H o ∈ CM ×K is then composed as
where h k ∈ C M k ×1 denotes a vector of fading coefficients associated with user layer k. Also, let θ
T K ] models the antenna array which consists ofM array response vectors, each of which corresponds to one direction of the incoming path.
Use the uniform linear array (ULA) as an example. The array response vector a(θ l ) regarding the arriving angle
where d is the antenna spacing and λ denotes the wavelength. The matrix representation is therefore expressed as
B. DIRECTION DOMAIN
The element-domain channel is typically with low SNR and low correlation, which makes it hard for channel estimation and dimension reduction. An additional step could be taken in the massive MIMO processing to transform the channel into direction domain for better harnessing the spatial correlation.
In direction domain, the channel is presented in a group of fixed directions.
Regarding ULA, we implement spatial DFT to tune on N fixed azimuth directions, which are mutually orthogonal [22] . The DFT matrix F has its entry defined as 
where H d = F H H e is the channel representation in direction domain, and n d = F H n e . Since F (or equivalently F H ) is a unitary matrix, n d possesses the same statistical property as n e . When the antennas are spaced half-wavelength apart, i.e., d/λ = 1/2, the fixed orthogonal directions which the channel is focused on are
The direction-domain signal y d is N -dimensional while the number of user layers is K . In massive MIMO systems, it is typically that N K . Using N FH streams to transport the data for K user layers is not efficient. In order to lighten the FH burden while maintaining simple RRU operation, we consider to reduce the signal dimension from N to R via a beamformer B ∈ C R×N in the RRU such that N > R ≥ K . This paper focuses on performing dimension reduction from direction domain, denoted as B d , to explore the spatial signatures of the channel. The received signal in beam domain becomes 
D. ZERO-FORCING EQUALIZATION
The beam domain signal y b with a reduced dimension is then sent through the FH link and received at the BBU side. There we implement ZF equalization, which is formulated as
, to cancel the mutual interference. The received signal with separated user layers is obtained as
Given that the transmit signal fulfills x ∼ CN (0, γ 2 I K ) and the element-domain noise fulfills n e ∼ CN (0,
The postprocessing SINR for the k-th user layer is thereby
where ρ 2 = γ 2 /σ 2 denotes the input SNR per antenna element.
III. DIMENSION REDUCTION SCHEMES
Regarding the implementation of B d II-C, three dimension reduction options, referred to as DS, MRC and sMRC schemes, respectively, are presented in this section. The following analysis assumes perfect CSI in all domains.
A. DIRECTION SELECTION (DS)
In DS, dimension reduction is performed by selecting a subset of the directions, which can be viewed as a sub-type of beamforming. In this case, the number of selected directions S is equal to the number of generated beams R, which is also the number of required FH streams.
Exploiting the sparse nature of H d , the DS was initially introduced in a hybrid beamforming context to limit the processing resources and effort within a subset of the N orthogonal directions. The approaches, also termed as ''beam-selection'' corresponding to the term ''beamspace'', in [17] - [20] as well as the references herein provide a series of criteria to choose the directions of interest to reduce the operational RF chains in massive MIMO. The same methodology can be applied to reduce the FH streams.
Given perfect CSI of H d , one way to determine the direction selection is, as in [17] and [19] , to maximize the total post-processing SINR, which is formulated as In [17] , a decremental method is proposed as a suboptimal solution, which iteratively deletes one direction (or one row of H d ) at a time. In each step, it calculates all pseudo-inverses of the channel matrix after temporarily removing one row of the matrix from the previous step. The selected row that gives the maximum SINR total result will be removed from H d .
To provide more insights regarding the performance impact from removing matrix rows, we reformulate this problem as follows. The objective function of (3) can be expanded as shown in Appendix A as
whereH l denotes the matrix after deleting l selected rows from H d (particularlyH 0 = H d ) and j l denotes the row index which is deleted fromH l to yieldH l+1 . The β l is a measure of the impact on the final result of Tr (H H b H b ) −1 when deleting one more row from H d in the l-th iteration. In each step of this approach, the index of the row to be deleted is decided bŷ
This formulation theoretically achieves the same results as the decremental method proposed in [17] , but with lower complexity. It is further observed that the term H lH † l in the denominator of (4) forms a projection matrix, of which the diagonal elements are always valued between 0 and 1. Therefore, β l is always non-negative. It indi-
, as well as SINR total (H l+1 ) < SINR total (H l ). This means that ignoring any direction of the channel via DS always impairs the total post-processing SINR. When the targeted S is too small comparing to N , the SINR performance may be largely degraded by the selection.
B. MAXIMUM RATIO COMBINING (MRC)
It is preferable to have a dimension reduction scheme that does not compromise the performance. If disregarding the separated BBU and RRU architecture for now, the ZF equalization can be implemented in direction domain as a pseudoinverse of H d , i.e.,
Back to the decomposed architecture in Fig. 2 
Even if the two steps are placed in RRU and BBU respectively, the same performance as via direction-domain equalization is still maintained. Leaving only the MRC part in RRU reduces the computational complexity compared to implementing the whole MIMO processing in RRU. More importantly, the MRC operation carries out dimension reduction by transforming the N -dimension signal y d into a K -dimension signal y b , therefore, reducing the FH load to be equal to the number of user layers.
According to (2), the k-th user layer SINR for the split MRC-ZF scheme can be expressed as
Although the scheme is derived from the ZF-based approach, the same split principle is applicable to other cancellation approaches, such as the MMSE-based equalization.
C. SELECTIVE MAXIMUM RATIO COMBINING (sMRC)
To further reduce the amount of computations in the MRC operation for large channel matrices, one can exploit the ''sparsity'' of the direction-domain channel, meaning that the major channel power of H d only concentrates on a small number (greatly smaller than NK ) of the components. Especially when propagating at the millimeter-wave frequencies in the air, the highly reflective environment yields a sparse set of single-bound multi-path components [23] . Ignoring the insignificant components in the process of MRC helps reduce the amount of computations in RRU without obviously degrading the performance. More importantly, when CEE is considered (which will be discussed in the next section), the estimatedH d can easily have its weak components overwhelmed by the CEEs. Zeroing out the beamforming coefficients corresponding to those channel components may even help improve the performance. Here, we refer to this approach as the sMRC scheme. Let S k denote a set of direction indices which are selected for user layer k (i.e., regarding the k-th column of H d ). For easy implementation, we assume that the number of selected directions is the same for all user layers, i.e., S = S k 0 for k = 1, ..., K . Typically, S is much smaller than N but fulfils S ≥ K to guarantee the matrix after combining is well-conditioned for matrix inverse. The sMRC beamformer is structured as
otherwise, for k ∈ {1, . . . , K }, n ∈ {1, . . . , N }, (8) where (·) * denotes complex conjugate. Since B d,sMRC is a sparse matrix, the required computation in RRU is reduced comparing to applying B d,MRC .
Although both select a subset of directions, the fundamental difference between the sMRC and DS schemes is shown in Fig. 3 . The selection made by the sMRC scheme is user-layer specific. It allows each user layer to keep the most beneficial directions from its own perspective. Channel energy is thereby better captured compared to the DS scheme, which selects a common set of directions for all users.
D. PERFORMANCE COMPARISON WITH PERFECT CSI
To numerically compare the resulted SINRs of the three dimension reduction schemes, we use the Monte Carlo method to simulate spatially correlated MIMO channels. In the simulation setup, a 64-element ULA with halfwavelength element spacing is assumed. Signal for each user layer is received in form of 1 line-of-sight (LoS) and 7 multipath components [23] . The strength of the multipath components is 5 to 10 dB lower than that of the LoS [20] and the power offset is uniformly distributed within this range. The AoAs are uniformly distributed between −60 • and 60 • , 1 which is consistent with the 3-sector-cell scenario. The fading coefficient vector h k for each user layer is normalized. To evaluate statistically, H o as structured in (1) is randomly generated as 5000 realizations. In all simulations, the ZF-based cancellation is used to cancel out the interferences between user layers after dimension reduction. The input SNR per element is set as ρ 2 = 0 dB. Given perfect CSI, the empirical cumulative distribution functions (CDFs) of the SINR per user layer as in (2) is presented in Fig. 4 . Firstly, the MRC scheme achieves the best performance, which is equivalent to the full ZF performance. Secondly, the three triangle-marked curves related to the DS scheme given different S values verify that the smaller S value seriously impairs the SINR performance. Since the number of FH streams fulfils R = S which is preferably to be small, either the performance or dimension reduction is compromised when applying DS. Finally, to construct B d,sMRC in (8), we select S strongest directions from the k-th column of H d for S k . It shows in Fig. 4 that having sMRC with S = 8 which generates R = 8 FH streams outperforms using the DS method which generates R = 24 FH streams. The results of the sMRC scheme can be further improved if S = 16 is selected, which processes with a quarter of the beamforming coefficients comparing to the MRC scheme. In this case, there is just a minor SINR loss comparing to the full MRC approach.
IV. IMPACT OF CHANNEL ESTIMATION ERRORS
In practice, CEE can have a significant impact on the MIMO performance. Regarding dimension reduction, the CEEs influence the construction of the dimension reduction beamformer Bd, which fully depends on the estimated directiondomain channel. This impact further propagates to the BBU side, where the more advanced processing capability can alleviate but not eliminate the performance degradation caused by the CEEs in the RRU. This section particularly investigates the influence of the channel estimation accuracy in RRU on the performance.
The CEE of H d can be modeled as an additive term that is uncorrelated to H d [24] , i.e., CN (0, ε 2 ) . The corresponding mismatched beamformer is denoted asB d .
To investigate its specific influence on the dimension reduction schemes, we studied the following three cases: 
The mismatched ZF equalizer leads to residual interference. Given a certain channel realization H d and the variance of estimation error ε 2 , the SINR for the k-th user layer is derived in [25] as
where (9) is an approximation whereH † d is approximated by using the linear terms of its Taylor expansion.
For case 3, the individual user layer is obtained by
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When ε 2 = 0, both (9) and (11) are equal to (7) as the CEEfree case. Fig. 5 compares the SINR CDFs of the MRC scheme regarding the three cases, respectively. To validate the theoretical approximation of the per-user-layer SINR in Eqs. (9) and (11), the results with simulated CEEs are also presented. The arrow-marked gap between cases 2 and 3 implies the potential performance improvement that can be achieved in BBU regarding existing CEE in RRU. The gap between case 1 and case 3 indicates the performance degradation due to the CEE in RRU.
Specifically, Fig. 5a simulates the three cases with the estimation SNR = 1/ε 2 = 3 dB. For case 2 (the dashed line and triangular markers), the theoretical approximation of (9) matches with the simulated results at the 50-th percentile SINR, while the simulated CEEs yield a wider SINR distribution than the theoretical approximation in (9), due to neglecting higher order terms of Taylor expansion. For case 3, the theoretical approximation in (11) matches well with the simulation results. The ε 2 value can be lowered for example when estimating with more reference signals or with more advanced techniques. To show the related trend, Fig. 5b compares the three cases concerning decreasing ε 2 (equivalently increasing 1/ε 2 ) values. The empirical CDFs regarding each ε 2 is calculated and the SINRs corresponding to the 50-th percentile values are extracted to plot the curves in Fig. 5b . The gain from BBU implementing better channel estimation is specially evident when the estimation SNR in RRU is limited, i.e., when CEEs are high.
B. SELECTIVE MAXIMUM RATIO COMBINING (sMRC) SCHEME
One of the advantages of implementing the sMRC scheme is to exclude the channel coefficients dominated by CEEs. But if the number of selected directions S is set to be too small so that some of the informative channel components are zeroed out, it is equivalent to increasing the CEE, which in turn degrades the performance. Fig. 6 compares the sMRC performance (circle-marked) to the MRC performance (diamond-marked) with different S and ε 2 values. The 50-th and 5-th percentile SINR values are plotted for each arrangement to show the median and edge results. When the estimation SNR in RRU is low (i.e., ε 2 is high), selecting a small subset of directions in the sMRC approach can slightly improve the performance compared to the MRC case by excluding some weak directions. When the estimation SNR is high, the additional selection step of the sMRC scheme degrades the performance compared to the MRC scheme because the former zeros out the directions that contribute positively to the coherent channel gain. But the degradation is negligible as long as sufficient channel information is selected, e.g., S = 16 in our case.
Since the selected directions for each user are decided based on the channel power, we also investigate the preferred power portion contained in the selection. Concerning our simulated channel, S = 8 corresponds to a mean value of 65% of the channel power, while S = 16 corresponds to a mean value of 80% of the channel power. Fig. 6 suggests that selecting the strongest directions summing up to 80% of channel power for each user layer achieves a good balance in capturing sufficient channel information and containing smaller amount of CEEs.
C. DS SCHEME
For the DS scheme, CEE contained inH d may lead to a non-optimal selection of direction subset instead of the one from (5), which impairs the performance. Again, regarding the DS scheme, the 50-th and 5-th percentile SINR values are plotted in Fig. 7 for cases 2 and 3, respectively. In case 2 (Fig. 7a) , dimension reduction with DS yields a large performance degradation compared to that with the MRC scheme, even if S = 16 directions are selected which doubles the amount of the FH streams compared to MRC. For case 3, a similar trend is observed except for that the performance degradation of the DS method is less than in case 2 when a larger selection number (e.g., S = 16) is targeted. The reason is that the generated H b from the DS method is composed by rows of the true channel which is known to BBU in case 3. The DS method in a decremental order will become more sensitive to the CEE in the later steps of removing rows. In other words, the fewer rows to remove, the less CEE sensitive it will be, and the more true channel coefficients can be accessed by BBU. As a comparison, the H b from the MRC approach always contains the mismatched beamformerB d,MRC =H H d , which degrades the coherent channel gain. This causes that, for low estimation SNR, the MRC approach may perform slightly worse than the DS method with S = 16 in Fig. 7b .
V. CONCLUSION
To reduce the FH load for C-RAN architecture especially when massive MIMO is considered, this paper proposes to split the MIMO processing between RRU and BBU in the uplink direction. This split strategy firstly reduces signal dimension in RRU by beamforming per user layer, e.g., using MRC, and then conducts interference cancellation between user layers in BBU. The evaluation is done based on ZF equalization. Compared with an existing split having all MIMO processing in RRU which achieves the same amount of dimension reduction in RRU, the new scheme benefits the system with reduced RRU complexity for calculating the equalization coefficients without degrading performances. Specifically among the three investigated dimension reduction schemes, the DS scheme is straightforward but compromises performance. The two MRC-based schemes (MRC and sMRC) achieve the best balance in the sense of reducing the FH streams to the number of MIMO user layers, while achieving high post-processing performance with modest complexity in RRU. When the channel features ''sparsity'' in direction domain, the sMRC approach performs close to the performance of the MRC scheme, while further reducing the RRU complexity. Especially with large channel estimation errors, sMRC can even achieve slightly better performance.
