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FIXED RINGS OF QUANTUM GENERALIZED WEYL ALGEBRAS
JASON GADDIS AND PHUONG HO
Abstract. Generalized Weyl Algebras (GWAs) appear in diverse areas of mathematics including mathe-
matical physics, noncommutative algebra, and representation theory. We study the invariants of quantum
GWAs under finite automorphisms. We extend a theorem of Jordan and Wells and apply it to determine
the fixed ring of quantum GWAs under diagonal automorphisms. We further study properties of the fixed
rings, including global dimension, rigidity, and simplicity.
1. Introduction
Throughout, k is a field and all algebras are associative k-algebras.
The Shephard-Todd-Chevalley (STC) Theorem [6, 24] gives conditions for the fixed ring of a polynomial
ring by a finite group of linear automorphisms to again be a polynomial ring. More recently, there has
been significant interest in studying STC-like theorems in noncommutative algebra, in particular whether
the fixed ring of an (N-graded) Artin-Schelter regular algebra again has this property [15].
To consider this problem outside of the N-graded setting, one could ask whether the fixed ring of a
(twisted) Calabi-Yau algebra is again (twisted) Calabi-Yau. Algebras satisfying this property have attracted
much interest of late [9, 18, 20, 21]. Since polynomial rings are (trivially) Calabi-Yau, this is indeed a
reasonable generalization.
An important family of Z-graded (twisted) Calabi-Yau algebras are the generalized Weyl algebras (GWAs)
and so they serve as a good test case of the STC question in this setting. Kirkman and Kuzmanovich [16] have
proposed a version of the STC Theorem for GWAs, essentially asking when the fixed ring of a GWA again
has GWA structure. We propose a strengthening of this: to determine when the fixed ring of a Calabi-Yau
GWA is again a Calabi-Yau GWA.
Generalized Weyl algebras were named by Bavula [2]. They have been studied extensively by many
authors prior to and post Bavula’s definition. Notably, the interested reader is directed to the work of
Hodges [10, 11], Jordan [12], Joseph [14], Rosenberg [23], Smith [26], and Stafford [27]. There are several
important families of algebras that may be constructed as GWAs. In the classical case, this includes the
Weyl algebras and primitive quotients of U(sl2). We will primarily be concerned with a subclass known as
quantum GWAs, which includes quantum planes, quantumWeyl algebras, and primitive quotients of Uq(sl2).
The proposal of Kirkman and Kuzmanovich [16] mentioned above has its basis in the work of Jordan and
Wells [13] and their study of fixed rings of GWAs by automorphisms that fix the base ring. Won and the
first-named author showed that it is possible to diagonalize any filtered automorphism of a classical GWA
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with quadratic defining polynomial so that the Jordan and Wells result may be applied [8]. The methods
and results in this paper vary wildly from these aforementioned works.
Results. First, in Section 2, we study automorphisms of quantum GWAs. We use the classification of their
automorphism groups by Sua´rez-Alvarez and Vivas [28] in order to classify their finite subgroups (Proposition
2.6). In Section 3 we prove a generalization of the Jordan and Wells theorem (Theorem 3.2). This allows us
to show that, under certain mild conditions, the fixed ring of a quantum GWA by a diagonal automorphism is
again a quantum GWA (Corollary 3.4). Here an automorphism is diagonal if it acts by scalar multiplication
on a canonical generating set of these quantum GWAs.
Finally, in Section 4, we study properties of the fixed ring. In [8, Corollary 2.12] it was shown that the
global dimension of the fixed ring of a classical GWA could be computed easily from the global dimension
of the original GWA and the order of the filtered automorphism group. For quantum GWAs, the global
dimension depends on multiple factors and there are many cases that we must consider. One surprising case
involves quantum GWAs with infinite global dimension whose fixed rings have finite global dimension. See
Theorem 4.13 for a full explanation of global dimension in fixed rings of quantum GWAs.
Though this paper covers an analysis of fixed rings of quantum GWAs in the most significant cases, there
is still some work to be done for a full analysis. In particular, we do not fully consider the case where the
defining polynomial is symmetric.
2. GWAs and their automorphisms
Definition 2.1. Let D be a commutative algebra, σ ∈ Aut(D), and a ∈ D, a 6= 0. The generalized Weyl
algebra (GWA) D(σ, a) is generated over D by x and y subject to the relations
xd = σ(d)x, yx = σ−1(d)y, yx = a, xy = σ(a).
A GWA R = D(σ, a) is classical if D = k[h] and σ(h) = h− α, α ∈ k×. A GWA R = D(σ, a) is quantum
if D = k[h] or k[h±1] and σ(h) = qh, q ∈ k\{0, 1}.
Some authors consider the case D = k[h±1] above with q a nonroot of unity to also be classical. We do not
make that definition here to avoid confusion in our discussion.
Example 2.2. The quantum planes are quantum GWAs over k[h] with a = h. The quantum Weyl algebras
are quantum GWAs over k[h] with a = h−1. Meanwhile, the minimal primitive factors of Uq(sl2) are certain
quantum GWAs over k[h±1] with a quadratic.
Bavula and Jordan considered automorphisms and isomorphisms of quantum GWAs in the case D =
k[h±1] [3]. Richard and Solotar studied the isomorphism problem in the case D = k[h] [22]. Both of these
works required q to be a nonroot of unity. Sua´rez-Alverez and Vivas completely classified the automorphism
group and solved the isomorphism problem in the case q arbitrary for D = k[h] [28]. Their work also almost
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fully addresses the case D = k[h±1]. In this section, we recall their results and classify finite subgroups of
automorphisms in most quantum GWAs.
By [28, Theorem A], two quantum GWAs R = D(σ, a) and R′ = D(σ′, a′) with parameters q, q′, respec-
tively, are isomorphic if and only if q′ = q±1 and there exists α ∈ D×, β ∈ k×, and ǫ ∈ {±1} such that
a(h) = αa′(βhǫ). Clearly ǫ = 1 if D = k[h]. This result allows us to always assume a(h) is monic and of
positive degree.
Let R = D(σ, a) be a quantum GWA with a not a unit. Write a = Σi∈Iaih
i where I ⊂ Z is a finite set
consisting of those i such that ai 6= 0. Note if D = k[h] then in fact I ⊂ N. Let g = gcd{i− j : aiaj 6= 0}. If
a is a monomial, which occurs only when D = k[h], then let Cg = k
× and otherwise let Cg be the subgroup
of k× consisting of gth roots of unity. Fix i0 ∈ I. If (γ, µ) ∈ Cg ×D
×, then there is an automorphism ηγ,µ
of R such that
ηγ,µ(h) = γh, ηγ,µ(y) = yµ, η(x) = µ
−1γi0x.(2.3)
The choice of notation yµ is intentional. In the case D = k[h±1] we may have µ = hk, k ∈ Z, and yµ 6= µy
in general. However, we will primarily focus on the case that µ ∈ k×.
Remark 2.4. It is not difficult to see that ηγ,µ is independent of choice of i0 ∈ I. Suppose j0 ∈ I is a distinct
choice. Then g | i0 − j0 and hence γ
i0−j0 = 1, so γi0 = γj0 . When D = k[h] we often take i0 = degh(a).
Let G be the group generated by the ηγ,µ. When q = −1, there exists Ω ∈ Aut(R) given by
Ω(h) = −h, Ω(y) = x, Ω(x) = y.
Note that Ω2 = idR. If R = k[h](σ, a) is a quantum GWA, then by [28, Theorem B], Aut(R) = G unless
q = −1, in which case Aut(R) = G⋊ {Ω}.
The case D = k[h±1] has added complications. A polynomial a(h) ∈ k[h±1] is symmetric if there
exists ℓ ∈ Z and δ, λ ∈ k× such that a(h) = δhℓa(λh−1). If a is not symmetric, then by [28, Theorem
C],Aut(R) = G unless q = −1, in which case Aut(R) = G ⋊ {Ω}, just as above. If a is symmetric, there
exists Ψ ∈ Aut(R) given by
Ψ(h) = q−1λh−1, Ψ(y) = x, Ψ(x) = δ−1q−ℓyh−ℓ.
Additionally in this case there are automorphisms φ such that φ acts diagonally on {h, x, y} but φ /∈ G.
Denote the set of automorphisms such that φ(h) is a scalar multiple of h by K. Then there is a short exact
sequence
0→ K → Aut(A)→ Z/2Z→ 0.
We do not attempt to understand these automorphisms as they do not appear to be of finite order. Instead,
we focus on the automorphisms ηγ,µ.
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Proposition 2.5. Let R be a quantum GWA and let ηγ,µ, ηγ′,µ′ ∈ Aut(R) for appropriate choices of param-
eters γ, γ′ ∈ k× and µ, µ′ ∈ D×. We have the following composition rules:
(1) ηγ′,µ′ ◦ ηγ,µ = ηγ′γ,γdegµµ′µ,
(2) η−1γ,µ = ηγ−1,(γdeg µµ)−1 , and
(3) Ω ◦ ηγ,µ = ηγ,γi0µ−1 ◦ Ω in the case q = −1.
Proof. We will check each claim by verifying that the relation holds for the generators. Note that µ is some
monomial in k[h±1]. Hence, for γ ∈ k× and µ, µ′ ∈ D×, we have ηγ,µ(µ
′) = γdegµ
′
µ′ and Ω(µ) = (−1)degµ.
For (1),
(ηγ′,µ′ ◦ ηγ,µ)(h) = ηγ′,µ′(γh) = (γ
′γ)h = ηγγ′,γdeg µµµ′(h)
(ηγ′,µ′ ◦ ηγ,µ)(y) = ηγ,µ(yµ) = (yµ
′)(γdegµµ) = ηγγ′,γdeg µµµ′ (y)
(ηγ′,µ′ ◦ ηγ,µ)(x) = ηγ′,µ′(γ
i0µ−1x) = (γi0(γdegµµ)−1)((γ′)i0(µ′)−1x)
= (γγ′)i0(γdegµµµ′)−1x = ηγγ′,γdegµµµ′(x).
Now (2) follows directly from (1) by observing that η1,1 is the identity map. For (3),
(Ω ◦ ηγ,µ)(h) = Ω(γh) = −γh = ηγ,γi0µ−1(−h) = (ηγ,γi0µ−1 ◦ Ω)(h)
(Ω ◦ ηγ,µ)(y) = Ω(yµ) = (−1)
degµxµ = µx = γi0(γi0µ−1)−1x = ηγ,γi0µ−1(x) = (ηγ,γi0µ−1 ◦ Ω)(y)
(Ω ◦ ηγ,µ)(x) = Ω(γ
i0µ−1x) = (−1)degµγi0µ−1y = y(γi0µ−1) = ηγ,γi0µ−1(y) = (ηγ,γi0µ−1 ◦ Ω)(x). 
For a root of unity γ we denote by ord(γ) its order in the multiplicative group k×. We use this notation
also for the order of an automorphism. Note that, when γ, µ ∈ k×, ord(ηγ,µ) = lcm(ord(γ), ord(µ)). The
following should be compared to [8, Theorem 3.1].
Proposition 2.6. Let R = D(σ, a) be a quantum GWA with with a not symmetric. If H is a finite subgroup
of G = Aut(R), then one of the following holds:
(1) H = 〈ηγ,µ〉 for some γ, µ ∈ k
×,
(2) H = 〈Ω ◦ ηγ,µ〉 for some γ ∈ k
× and µ ∈ D×, or
(3) H = 〈Ω ◦ ηγ,µ, ηγ′,µ′〉 for some γ, γ
′, µ′ ∈ k× and µ ∈ D×.
If q 6= −1, then only case (1) holds.
Proof. Let K be the subgroup of H consisting of finite order automorphisms of the form ηγ,µ. It is clear
that ord(ηγ,µ) < ∞ if and only if µ ∈ k
× and ord(γ), ord(µ) < ∞. Since automorphisms of this form
commute, then K is generated by a single ηa,b with a, b ∈ k
×. Hence, if H = K then H ∼= Ck where
k = lcm(ord(a), ord(b)).
By Proposition 2.5, for γ, γ′ ∈ k× and µ, µ′ ∈ D×, we have
Ω ◦ ηγ′,µ′ ◦ Ω ◦ ηγ,µ = ηγ′,(γ′)i0 (µ′)−1 ◦Ω ◦ Ω ◦ ηγ,µ = ηγ′γ,(γ′)i0γdeg µ(µ′)−1µ ∈ K.(2.7)
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Observe that, since this composition has finite order, then (µ′)−1µ ∈ k×.
Suppose K = id. Applying (2.7) to γ = γ′ and µ = µ′ we have (Ω ◦ ηγ,µ)
2 = ηγ2,γi0+deg µ = id, whence
γ2 = γi0+degµ = 1, so γ = ±1 and H ∼= C2 or H ∼= C4.
Now suppose H 6= K, so H contains some Ω ◦ ηγ,µ. If Ω ◦ ηγ′,µ′ ∈ H , then by (2.7), we have Ω ◦ ηγ′,µ′ ∈
Ω ◦ ηγ,µ = η
ℓ
a,b ∈ K for some ℓ ∈ Z. Thus, Ω ◦ ηγ′,µ′ = (Ω ◦ ηγ,µ)
−1 ◦ ηℓa,b ∈ 〈ηa,b,Ω ◦ ηγ,µ〉. 
Remark 2.8. Of course, the subgroups given in Proposition 2.6 are also finite subgroups in the case that a
is symmetric. We conjecture that these constitute all of the finite subgroups even when a is symmetric.
3. An extension of a theorem of Jordan and Wells
Suppose R = D(σ, a), φ ∈ Aut(R), µ ∈ k×, and m = ord(µ). If φ(d) = d for all d ∈ D, φ(x) = µ−1x, and
φ(y) = µy, then by Jordan and Wells [13, Theorem 2.6], R〈φ〉 = D(φm, A) with A =
∏m−1
i=0 σ
i(a). We want
to study a more general version of their theorem in which we allow that φ|D is not necessarily the identity.
First, we will need some further background on GWAs.
Let R = D(σ, a) be a GWA. Setting deg(D) = 0, deg(x) = 1, and deg(y) = −1 defines a Z-grading on R.
We denote by Rk the k-vector space of degree k homogeneous elements in R. Using the GWA relations, one
has R0 = D, Rk = x
kD for k > 0, and Rk = y
−kD for k < 0. Suppose φ ∈ Aut(R) respects the Z-grading
on R. Then φ is a linear transformation on each Rk and hence to determine R
〈φ〉 it suffices to determine the
fixed space of each graded component of R. That is, (R〈φ〉)k = (Rk)
〈φ〉.
The following identities are stated in [13] without proof. We provide a short argument for reference.
Lemma 3.1. Let R = D(σ, a) be a GWA. Then for all m ≥ 1,
(1) ymxm = σ−(m−1)(a) · · ·σ−2(a)σ−1(a)a =
m−1∏
i=0
σ−i(a).
(2) xmym = σm(a)σm−1(a) · · ·σ2(a)σ(a) =
m∏
i=1
σi(a).
Proof. We prove (1) and the proof of (2) is similar. Let m ∈ N. For the case m = 1, we have yx = a by the
defining relations for a GWA. Assume the equation (1) holds for m− 1. By induction,
ymxm = y
(
ym−1xm−1
)
x
= yσ−(m−2)(a) . . . σ−2(a)σ−1(a)ax
= σ−(m−1)(a) . . . σ−3(a)σ−2(a)σ−1(a)yx
= σ−(m−1)(a) . . . σ−2(a)σ−1(a)a.
Thus, the claim holds. 
Theorem 3.2. Let D be an integral domain, let R = D(σ, a) be a GWA, and let φ ∈ Aut(R) with ord(φ) <
∞. Suppose φ
∣∣
D
restricts to an automorphism of D, φ(x) = µ−1x, and φ(y) = µy for µ ∈ k×. Set
n = ord(φ
∣∣
D
) and m = ord(µ). If gcd(n,m) = 1, then R〈φ〉 = D〈φ〉(σm, A) with A =
∏m−1
i=0 σ
−i(a).
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Proof. Assume gcd(n,m) = 1. We want to prove that the fixed elements form a GWA of the prescribed form.
We have φ(ym) = µmym = ym and φ(xm) = µ−mx = xm. It is clear that the elements Y = ym, X = xm,
and Dφ are fixed by φ. It follows directly that Xd = σm(d)X and Y d = σ−m(d)Y for all d ∈ Dφ. By
Lemma 3.1, Y X = A and XY = σm(A). Hence, X,Y , and D〈φ〉 generate the GWA D〈φ〉(σm, A). It remains
to show the these elements generate the fixed ring.
It is clear that R
〈φ〉
0 = D
〈φ〉. Let k ∈ N, k > 0, and p ∈ D. Assume xkp is fixed by φ. Then xkp = φ(xkp) =
µ−kxkφ(p). Because R is a domain, then φ(p) = µkp. We then have φm(p) = (µk)mp = (µm)kp = p. Hence,
orb (p) divides m. According to Orbit-Stabilizer theorem, orb (p) · stb (p) = ord
(
φ
∣∣
D
)
= n. Then orb(p)
divides n and this contradicts gcd(m,n) = 1 unless m = n = 1, in which case φ = idR. It follows that
R
〈φ〉
k = {0} if k does not divide m and otherwise Rmk = x
mkD〈φ〉. The proof is similar for k < 0. 
Example 3.3. Let D = k[h1, h2] and R = D(σ, a) with σ(h1) = h2, σ(h2) = h1, and a = h1h2. Define an
automorphism η : R −→ R by η(hi) = −hi, η(y) = ωy, η(x) = ω
−1x for ω a primitive third root of unity. By
Theorem 3.2, R〈η〉 is again a GWA. In this case, D〈η〉 = k[h21, h
2
2, h1h2]/(h
2
1h
2
2 − (h1h2)
2) and A = (h1h2)
3.
We proceed to study the fixed rings of the quantum GWAs over k[h].
Corollary 3.4. Let R be a quantum GWA and η = ηγ,µ ∈ Aut(R). Set n = ord(γ) and m = ord(µ) with
n,m <∞. If n | i0 and gcd(n,m) = 1, then R
〈η〉 again a quantum GWA.
Proof. Under the hypotheses, this now follows immediately from Thereom 3.2. 
In the setting of Corollary 3.4, R〈η〉 is generated by Y = ym, X = xm, and H = hn (H±1 = h±n in the
case D = k[h±1]). The defining polynomial is A =
∏m−1
i=0 σ
−i(a) =
∏m−1
i=0 a(q
−ih) and σ′(H) = q′H , where
q′ = qmn. Hence, if D = k[h], then R〈η〉 is the quantum GWA on X,Y,H with relations
XH = q′HX, Y H = (q′)−1HY, Y X = A, XY = σ′(A).
This extends readily to the case D = k[h±1].
We conjecture that the converse to Corollary 3.4 holds as well, as the next example illustrates.
Example 3.5. Let R = D(σ, a) be a quantum GWA and suppose η = ηγ,µ with n = ord(γ) = 6 and
m = ord(µ) = 4. Suppose that i0 | n. Then h
6, y4, and x4 all belong to R〈η〉, but y2h3 and x2h3 are also
fixed by η. Thus, R〈η〉 appears to be generated by more than three elements but every quantum GWA is
minimally generated (as an algebra) by two or three elements.
3.1. The non-diagonal case. It remains to consider the non-diagonal maps that occur in the case q = −1.
By Proposition 2.5, any such map has the form φ = Ω ◦ ηγ,µ. First, for the convenience of the reader, we
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compute explicitly the image of each generator of R under the map φ:
φ(h) = Ω(ηγ,µ(h)) = Ω(γh) = −γh
φ(y) = Ω(ηγ,µ(y)) = Ω(yµ) = x(−γ)
degµµ = γdegµµx
φ(x) = Ω(ηγ,µ(x)) = Ω(γ
i0µ−1x) = γi0(−γ)− degµµ−1y = γi0−degµyµ−1.
We now restrict ourselves to the case µ ∈ k×, as well our previous hypothesis that i0 | ord(γ). The above
equations now reduces to
φ(h) = −γh, φ(y) = µx, φ(x) = µ−1y.
IfA is a finitely generated algebra with finite dimensional generating subspace V , then the Gelfand-Kirillov
(GK) dimension of A is defined as
GKdimA = lim logn dV (n),
where dV (n) = dimk(V
0 + V 1 + · · · + V n). GK dimension is an analog of Krull dimension well-suited to
noncommutative algebras. We refer the interested reader to [17] for the full account of GK dimension.
Lemma 3.6. Let R = k[h](σ, a) be a quantum GWA. Then GKdimR = 2.
Proof. This follows from [7, Theorem 26] and [30, Lemma 3.2], but is also easy to check directly. Set
degh(a) = d. A k-basis for R is the set {x
iyjhk : i, j ∈ N, 0 ≤ k < d}. Applying the above definition, the
result is clear. 
Let R = k[h](σ, a) be a quantum GWA with q = −1. Recall by Proposition 2.6 (2), if K is a subgroup of
Aut(R) generated by some Ω ◦ ηγ,µ, then γ = ±1. This is the case we consider here.
Proposition 3.7. Let R = k[h](σ, a) be a quantum GWA with q = −1. Set φ = Ω ◦ ηγ,µ ∈ Aut(R) with
γ = ±1.
(1) If γ = −1, then R〈φ〉 ∼= k−1[u, v] = k〈u, v : uv + vw〉.
(2) Let f, g ∈ k[z] and define S(f, g) to be the free algebra on generators u, v, w, z modulo the relations
z central uv − vu wv + vw
wu+ uw + fz u2 − v − g w2 + vz.
If γ = 1, then R〈φ〉 is isomorphic to some S(f, g).
Proof. Set X = (µx + y), Y = (µx − y), and H = h. These form a generating set for R and satisfy the
commutation relations 0 = HX +XH = HY + Y H . A computation shows
Y X −XY = 2µ(xy − yx) = 2µ(a(−h)− a(h)) = A(H) ∈ k[H ].(3.8)
Finally, we have by a similar computation
X2 − Y 2 = 2µ(a(h) + a(−h)) = B(H) ∈ k[H ].(3.9)
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While R does not necessarily have GWA structure under the generating set {X,Y,H}, φ acts diagonally on
this generating set. That is, φ(X) = X , φ(Y ) = −Y , and φ(H) = −γH . A basis for this algebra is then
{X iY εHj : i, j ∈ N, ε ∈ {0, 1}}. Since X is fixed, to determine a basis of R〈φ〉 it suffices to determine those
monomials Y iHj that are fixed by φ.
As X and Y 2 are fixed by φ (for any choice of γ), then (3.9) implies that B(H) is also fixed by φ. However,
φ respects the N-grading on k[h]. Hence, B(H) ∈ D〈φ〉. Similarly, note that φ(A(H)) = −A(H), where
A(H) is the polynomial appearing in (3.8).
First, suppose γ = −1. In this case, it follows easily that the fixed ring is generated by X , H , and Y 2.
However, by (3.9), Y 2 is a linear combination ofX2 andH . Hence, there is an isomorphismR〈φ〉 ∼= k−1[X,H ].
Next suppose γ = 1. Then R〈φ〉 is generated by X , Y 2, Y H , and H2. Clearly H2 is central and
Y (Y H) = −(Y H)Y . We have
Y 2X −XY 2 = 2µ
(
µ(x2y − yx2) + (y2x− xy2)
)
= 0.(3.10)
The last equality follows since x2y = x(xy) = xa(−h) = a(h)x = (yx)x = yx2 and similarly for the other
term. From (3.8) and (3.9) we have
X(Y H) + (Y H)X = (XY − Y X)H = −A(H)H.
Clearly, B(H) ∈ k[H2]. Note that A(H) necessarily consists of nonzero summands with odd degree, whence
A(H)H ∈ k[H2].
Since R is noetherian, then by [19, Corollary 5.9], R is finite overR〈φ〉. Hence GKdimR〈φ〉 = GKdimR = 2
by Lemma 3.6. Setting u = X , v = Y 2, w = Y H , and z = H2, we see that all elements of R〈φ〉 lie in
span
k
{uivjwkzℓ : j, ℓ ∈ N, i, k ∈ {0, 1}}. If this were a basis for R〈φ〉, then a computation shows that
GKdimR〈φ〉 = 2. On the other hand, R〈φ〉 is a domain because R is a domain. Thus, if r is a relation
amongst the generators u, v, w, z then we would have GKdimR〈φ〉 < 2, a contradiction. 
Remark 3.11. A completely analogous result to Proposition 3.7 holds in the case D = k[h±1].
4. Properties of the fixed rings
In this section we examine important ring theoretic properties of fixed rings of quantum GWAs including
global dimension, the Calabi-Yau property, and simplicity. These properties rely by and large on the roots
of the defining polynomial and this is where we begin our analysis.
We must take special case both when q is a root of unity and when 0 is a root of the defining polynomial
a. However, we recall that by [28, Theorem A], k[h±1](σ, a) ∼= k[h±1](σ, h−ka) for any integer k. Hence, we
need only consider 0 as a root of a in the case D = k[h].
Lemma 4.1. Let R = D(σ, a) be a quantum GWA and ηγ,µ ∈ Aut(R). If ord(γ) | i0, then a(h) ∈ D
〈ηγ,µ〉.
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Proof. Set ord(γ) = n and assume n | i0. If a(h) is a monomial, then the result is clear. Assume a is not
monomial. Since γ ∈ Cg, then n | g. We have: {i0 − j : aj 6= 0} is a subset of {i − j : aiaj 6= 0}. Thus,
n | (i0− j) for every j with aj 6= 0. By assumption, we have n | i0, so n | j. Hence, the conclusion holds. 
Throughout, we will work under the following hypotheses/notations which are inspired by the previous
section. For a(h) ∈ k[h] or k[h±1], we denote by Na the number of (not necessarily distinct) roots of a(h).
Of course, in the case of D = k[h], this is equivalent to the degree of a.
Hypothesis 4.2. Let R = D(σ, a) be a quantum GWA. Write
a(h) = (h− c1)(h− c2)(h− c3) . . . (h− cNa).(4.3)
Let η = ηγ,µ ∈ Aut(R) such that ord(γ) = n and ord(µ) = m with n,m <∞, n | i0, and gcd(n,m) = 1. By
Lemma 4.1 and the discussion above, a(h) ∈ k[hn], so we write
b(hn) = (hn − d1)(h
n − d2)(h
n − d3) · · · (h
n − dNb), Nb = Na/n.(4.4)
Since we regard b(hn) as a polynomial in hn, then we refer to d1, . . . , dNb as the roots of b.
Let R = D(σ, a) be a GWA over a Dedekind domain D and let a = pn11 · · ·p
ns
s be the factorization of a
into the product of distinct maximal ideals of D. Two roots ideals pi and pj are congruent if σ
k(pi) = pj
for some integer k. Now suppose R is a quantum GWA with a(h) as in (4.3). Then (h− ci) and (h− cj) are
congruent if σk((h− ci)) = (h− cj) as ideals. But this implies that there exists a nonzero k ∈ Z such that
σk(h− ci) = (q
kh− cj) = q
k(h− q−kcj),
so, equivalently, two roots ci, cj of a are congruent if cj = q
kci for some nonzero k ∈ Z. We caution the
reader that congruence is dependent on the map σ, equivalently the corresponding parameter q. This will
factor heavily into our analysis.
Initially, we will assume that q a nonroot of unity and 0 is not a root of a(h).
Lemma 4.5. Let R and η satisfy Hypothesis 4.2. Suppose that q is not a root of unity and a(0) 6= 0.
(1) The polynomial a(h) has congruent (resp. multiple) roots if and only if b(hn) has congruent (resp.
multiple) roots.
(2) The polynomial A(H) has congruent roots if and only if a(h) has congruent roots.
(3) If A(H) has multiple roots, then a(h) has multiple or congruent roots.
(4) If a(h) has multiple roots, then A(H) has multiple roots. Moreover, if a(h) has congruent roots but
no multiple roots, then A(H) has multiple roots if and only if there exists roots ci, cj of a(h) such
that ci = q
kcj for some k with 0 ≤ k ≤ m− 1.
Proof. (1) First note that for all i, we have
σ(hn − di) = q
nhn − di = q
n(hn − q−ndi).(4.6)
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Then, b(hn) has congruent roots if and only if qlndj = di for some i 6= j and l ∈ Z.
If d1 is a root of b(h
n) of multiplicity at least two, then every root of (hn − d1) is a multiple root of a(h).
Now assume c1 is a root of a(h) with multiplicity at least two. Then, (h−c1)
2 | a(h) so there exists a root d1
of b(hn) such that (h− c1) | (h
n−d1). But c1 is not a root of (h
n−d1)/(h− c1) so d1 is a root of multiplicity
at least two of b(hn).
If b(hn) has congruent (non-multiple) roots d1 and d2 such that d1 = q
knd2, then there exist roots c1 and
c2 of (h
n − d1) and (h
n − d2), respectively, such that c1 = q
kc2. Hence, a(h) has congruent (non-multiple)
roots c1 and c2. If c1, c2 are congruent (non-multiple) roots of a(h), then c1 = q
kc2 for some k ∈ Z. Then
b(hn) has roots d1 = c
n
1 and d2 = c
n
2 with d1 = q
knd2. Thus b(h
n) has congruent (non-multiple) roots d1
and d2.
(2) By (4.4),
A(H) =
m−1∏
i=0
σ−i(b(hn)) =
m−1∏
i=0
σ−i((hn − d1)(h
n − d2) · · · (h
n − dNb))
=
m−1∏
i=0
σ−i(hn − d1)σ
−i(hn − d2) · · ·σ
−i(hn − dNb)
=
m−1∏
i=0
q−in(hn − qind1)q
−in(hn − qind2) · · · q
−in(hn − qindNb).
For any l ∈ Z and α such that 0 ≤ α ≤ m− 1,
(σm)l(hn − qαndi) = q
mlnhn − qαndi = q
mln(hn − q(α−ml)ndi).(4.7)
Assume A(H) has congruent roots, so there exists l ∈ Z, and 0 ≤ α ≤ β ≤ m− 1 such that q(α−ml)ndi =
qβndj for some i, j. Because q is not a root of unity, we may assume di 6= dj . Thus, di = q
(β−α+ml)ndj , so
b(hn) has congruent roots di and dj . We may assume above without loss that α = 0, so that di = q
(β+ml)ndj .
That is, b(hn) has congruent roots and so by (1), a(h) has congruent roots.
Now suppose that a(h) has congruent roots, so b(hn) has congruent roots d1 and d2 by (1). Then there
exists k such that d1 = q
knd2. Set β ≡ k mod m so that 0 ≤ β ≤ m− 1 and by computations in the previous
paragraph we have that d1 is congruent to q
βnd2.
(3) Assume A(H) has multiple roots. There are two cases: either b(hn) has multiple roots or there exists
0 ≤ k ≤ m − 1 such that qkndi = dj with di 6= dj . In the first case, a(h) has multiple roots by (1). The
latter case implies di and dj are congruent roots of b(h
n), so a(h) has congruent roots by (1).
(4) Suppose a(h) has multiple roots. Then b(hn) has multiple roots by by (1) and so A(H) has multiple
roots. Now suppose a(h) has congruent roots but no multiple roots. Then b(hn) has no multiple roots and
we are in the second case above. It follows that there exists roots ci and cj of h
n − di and h
n− dj such that
ci = q
kcj . 
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Remark 4.8. Without the root of unity hypothesis in Lemma 4.5 (1), the claim for multiple roots is not
true. For example, if q is a primitive third root of unity and a(h) = (h − 1)(h − q)(h − q2), then all of the
roots of a(h) are congruent. However, if ord(γ) = n = 3, then b(hn) = h3− 1 and so b(hn) has no congruent
(or multiple) roots. However, the remainder of (1) still holds without the hypothesis.
The root of unity hypothesis is also necessary in Lemma 4.5 (3). Suppose a(h) = h − 1 with n = 1 and
m = 3. Then, up to scalar multiple, A(H) = (h− 1)(h− q)(h− q2). If q = −1, then A(H) has multiple roots
while a(h) has neither multiple nor congruent roots.
Lemma 4.9. Let R and η satisfy Hypothesis 4.2 with q a root of unity, q 6= 1, and a(0) 6= 0. Then A(H)
has multiple roots if and only if one of the following hold:
(i) a(h) has multiple roots,
(ii) a(h) has congruent roots ci, cj such that ci = q
kcj with 0 ≤ k ≤ m− 1, or
(iii) there exists k such that 0 < k ≤ m− 1 and ord(q) divides nk.
Proof. Suppose A(H) has multiple roots. There are three cases to consider.
Case 1: Suppose di = dj for some i 6= j. Then b(h
n) has multiple roots and so a(h) has multiple roots by
Lemma 4.5 (1).
Case 2: Suppose qnαdi = q
nβdj for some di 6= dj with 0 ≤ α ≤ β ≤ m − 1. Set k = β − α. Then
di = q
nkdj . Since di 6= dj , then ord(q) ∤ nk and so b(h
n) has congruent roots. Thus, a(h) has congruent
roots satisfying the second condition by Lemma 4.5 (4).
Case 3: Suppose qnαdi = q
nβdi with 0 ≤ α ≤ β ≤ m− 1. Then ord(q) | nk where k = β − α. 
We need to address the case where 0 is a root of a(h). In this case, it is possible for a(h) to have multiple
roots while A(H) has no multiple roots. Here we do not need to differentiate between q a root or nonroot of
unity.
Lemma 4.10. Let R and η satisfy Hypothesis 4.2. Let k > 0 be the multiplicity of 0 as a root of a(h) and
write a(h) = hkp(h). Then A(H) has multiple roots if and only if one of the following hold:
(i) m > 1,
(ii) k > n,
(iii) q is not a root of unity and p(h) satisfies the conditions of Lemma 4.5 (4), or
(iv) q is a root of unity and p(h) satisfies one of the conditions of Lemma 4.9.
Proof. Recall that by [28, Theorem A] we may assume that a(h) has positive degree. Since the multiplicity
of 0 as a root of a(h) is k > 0, then ak 6= 0. Hence, we set i0 = k so that n | i0 by hypothesis. But a(h) is a
polynomial in hn by Lemma 4.1 and so it follows that p(h) is also a polynomial in hn.
If k > n, then k/n is an integer greater than 1 and so Hk/n is a factor of A(H). If k = n but m > 1, then
A(H) =
∏m−1
i=0 (q
−inH)σ−i(p(h)). In either case, A(H) has a multiple root of 0. Now assume m = 1 and
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k = n, then A(H) = HP (H) for some polynomial P (H) ∈ k[H ] with P (0) 6= 0 and so we can apply Lemma
4.5 (4). 
4.1. Global dimension. Recall that for any and ring R, the projective dimension of a left R-module M ,
denoted pdimM , is the shortest length of a projective resolution
0 −→ Pn −→ Pn−1 −→ · · · −→ P0 −→M −→ 0,
or ∞ if no such resolution exsists. The global dimension of R is defined as
gldimR = sup{pdimM :M a left R-module}.
In commutative algebra, global dimension is a measure of regularity of a ring. In algebraic geometry, it can
be used to determine when an affine variety is nonsingular. For quantum (and classical) GWAs, the global
dimension is dictated by the roots of the defining polynomial and the associated automorphism. Hence, we
will be able to apply our analysis above to determine the global dimension of fixed rings of quantum GWAs.
LetR = D(σ, a) a GWA over a Dedekind domainD. Suppose a 6= 0 and a is not a unit. Let a = pn11 · · ·p
ns
s
be the factorization of a into the product of distinct maximal ideals of D. By [5, 12],
gldimR =


∞ if ni ≥ 2 for some i,
2 ni = 1 for all i and there exists a positive integer k such that σ
k(pi) = pj
for some i, j or σk(q) = q for some maximal ideal q of D,
1 otherwise.
Lemma 4.11. Let R = D(σ, a) be a quantum GWA.
• R has infinite global dimension if and only if a has multiple roots.
• R has global dimension 2 if and only if a has no multiple roots and one of the following hold:
– D = k[h],
– q is a root of unity, or
– a has a pair of congruent roots.
• R has global dimension 1 otherwise.
Proof. The condition for infinite global dimension is just a restatement of the conditions above. If σk(pi) =
pj , then either q is a root of unity or else pi and pj represent congruent roots. Otherwise, R has global
dimension 2 if σk(q) = q for some maximal ideal q of D. This holds in the case D = k[h] with q = (h). In
the case D = k[h±1], this holds if and only if q is a root of unity. 
The following example illustrates some of the behavior of global dimension in fixed rings of quantum
GWAs.
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Example 4.12. (1) Let R = k[h±1](σ, a) be a quantum GWA with a = (h2 − 1)(h2 − 4) and q = 1/2. Then
a has congruent root pairs {1, 2} and {−1,−2}, so gldimR = 2. Let η = ηγ,µ with n = 2 and m = 3. Then
H = h2 and b(H) = (H − 1)(H − 4). Thus,
A(H) = (H − 1)(H − 4)(4H − 1)(4H − 4)(16H − 4)(16H − 1)
= 4(H − 1)2(H − 4)(4H − 1)(16H − 1)(16H − 4)
= 46(H − 1)2(H − 4)
(
H −
1
4
)2(
H −
1
16
)
.
Hence, A has multiple roots and so gldimR〈η〉 =∞.
(2) Let R = k[h](σ, a) be a quantum GWA with a = h2. Since a has a multiple root of 0 then gldimR =∞.
Let η = ηγ,µ with n = 2 and m = 1. Then, A(H) = H has no multiple root. Hence, gldimR
〈η〉 = 2.
Theorem 4.13. Suppose R = D(σ, a) and η satisfy Hypothesis 4.2.
(1) If gldimR = 1, then gldimR〈η〉 = 1.
(2) If q is not a root of unity and gldimR = 2, then gldimR〈η〉 = ∞ if and only if there exists roots
ci, cj of a(h) such that ci = q
kcj for some k with 0 ≤ k ≤ m− 1. Otherwise gldimR
〈η〉 = 2.
(3) If q is a root of unity and gldimR = 2, then gldimR〈η〉 =∞ if and only if one of the conditions of
Lemma 4.9 is satisfied.
(4) If gldimR = ∞, then gldimR〈η〉 = 2 if and only if m = 1 and 0 is a root of a(h) with multiplicity
k = n. Otherwise gldimR〈η〉 =∞.
Proof. (1) Suppose gldimR = 1. By Lemma 4.11, D = k[h±1], q is a nonroot of unity, and a has neither
multiple nor congruent roots. By Lemmas 4.5 (2) and (3), A(H) also has neither multiple nor congruent
roots. Hence, gldimR〈η〉 = 1.
(2) By hypothesis, a(h) has no multiple roots. Hence, if A(H) has multiple roots, then a(h) must have
congruent roots ci, cj . The result now follows from (1) and from Lemma 4.5 (4).
(3) By hypothesis, a(h) does not have multiple roots. Thus, A(H) has multiple roots if and only if either
the (ii) or (iii) of Lemma 4.9 is satisfied.
(4) If a(h) has a multiple root other than 0, then A(H) has multiple roots by Lemma 4.5 (4). Now assume
that a(h) has only a multiple root of 0. Then the result follows from Lemma 4.10. 
Remark 4.14. If we restrict to the case D = k[h±1] and q a nonroot of unity, then Theorem 4.13 is
completely analogous to [8, Corollary 2.12].
The notion of a Calabi-Yau algebra was developed by Ginzburg as a way to port Calabi-Yau geometry to
the language of noncommutative algebra [9]. The more general notion of twisted Calabi-Yau algebras has
drawn considerable interest of late, especially with its connection to noncommutative projective geometry
[20, 21].
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An algebra A is homologically smooth if it has a finitely generated projective resolution of finite length in
Ae = A⊗k A
op. The algebra A is twisted Calabi-Yau of dimension d if it is homologically smooth and there
exists an invertible bimodule U of A such that ExtiAe = δidU . If U = A, then A is said to be Calabi-Yau.
By work of Liu [18, Theorem 4.5], a GWA R = D(σ, a) is homologically smooth when a has no multiple
roots. By the above, this corresponds to the case that R has finite global dimension. Moreover, in this case,
R is twisted Calabi-Yau with Nakayama automorphism ν given by
ν(x) = qx, ν(y) = q−1y, ν(h) = h.
The next result now follows directly from Theorem 4.13.
Corollary 4.15. Suppose that R = D(σ, a) and η satisfy Hypothesis 4.2. If R is twisted Calabi-Yau, then
R〈η〉 is twisted Calabi-Yau if and only if R satisfies the hypotheses of (1) or (2) in Theorem 4.13.
4.2. Rigidity. In [25], Smith proved that a fixed ring of the first Weyl algebra by a nontrivial group can
never be isomorphic to the first Weyl algebra. This result was extended by Alev, Hodges, and Velez to the
nth Weyl algebra [1]. More recently, Tikaradze has shown that the first Weyl algebra is not the fixed ring of
any domain [29]. If R = D(σ, a) is a classical GWA with degh(a) = 2 and H a nontrivial finite cyclic group
of filtered automorphisms, then RH 6∼= R by [8, Corollary 2.11]. We have an analogous result for quantum
GWAs below.
Proposition 4.16. If R and η satisfy Hypothesis 4.2 and η is not the identity, then R〈η〉 6∼= R.
Proof. Suppose R〈η〉 6∼= R. Then by [28, Theorem A], we must have degh(a) = degH(A). Hence, Na =
(Na/n)m and so 1 = m/n. By hypothesis, gcd(m,n) = 1. Thus, m = n = 1. That is, η is trivial. 
4.3. Simplicity. Let R = D(σ, a) be a (not necessarily quantum) GWA. By [4, Theorem 3], R is simple if
and only if
(1) D has no proper σ-stable ideal,
(2) no power of σ is an inner automorphism of D,
(3) D = Da+Dσn(a) for all n ≥ 1, and
(4) a is not a zero divisor in D.
Lemma 4.17. Let R = D(σ, a) be a quantum GWA. Then R is simple if and only if D = k[h±1], q is a
nonroot of unity, and a has no (non-multiple) congruent roots.
Proof. Since (h) is a a σ-stable ideal of D = k[h], then it follows that (1) holds if and only if D = k[h±1] and
q is not a root of unity. Assume for the remainder that D = k[h±1]. Then (2) holds if and only if q is not a
root of unity (if qℓ = 1 then σℓ = id). The ring D has no zero divisors so it suffices to verify condition (3).
Note that (3) is equivalent to gcd(a, σn(a)) = 1 for all n ≥ 1, which holds if and only if a has no congruent
roots. 
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Proposition 4.18. Suppose R = k[h±1](σ, a) and η satisfy Hypothesis 4.2. Then R〈η〉 is simple if and only
if R is simple.
Proof. This follows directly from Lemma 4.5. 
Remark 4.19. Let R = k[h±1](σ, h− 1) be a quantum GWA. Then R is isomorphic to a localization of the
first quantum Weyl algebra. If q is not a root of unity, then R is simple by the above criteria. By Proposition
4.18, R is not the fixed ring of any other quantum GWA by some η. It would be interesting to know whether
a version of Tikaradze’s theorem [29] holds for R.
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