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We employ a result of Moshe Rosenfeld to show that the minimum
semidefinite rank of a triangle-free graph with no isolated vertex
must be at least half the number of its vertices. We define a Rosen-
feld graph to be such a graph that achieves equality in this bound,
and we explore the structure of these special graphs. Their struc-
ture turns out to be intimately connected with the zero–nonzero
patterns of the unitary matrices. Finally, we suggest an exploration
of the connection between the girth of a graph and its minimum
semidefinite rank, and provide a conjecture in this direction.
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1. Introduction
Thework presented in this paper is part of the effort to better understand the relationship between
the properties of a matrix as a linear operator and its properties as a combinatorial object. In the
present context, we regard amatrix as a combinatorial object by considering only the pattern bywhich
its entries are zero or nonzero; this provides the ‘combinatorial structure’ of the matrix. A question of
particular interest is that of how information about this structure may allow inferences to be made
about the rank of the matrix.
The rank of a matrix can be thought of as one particular measure of the ‘complexity’ of the matrix,
and interesting problems arise from the issue of relating other measures of the complexity of certain
discrete structures to the ranks of matrices describing them. (The problem of relating the chromatic
number of a graph to the rank of its adjacency matrix [2] is an example of such a problem with an
interesting history.) Hence it is not surprising that the issue of relating the rank of a matrix to its
structure is onewith significant applications to computational complexity theory in particular. (A nice
overview of some of these applications is provided by [9,10].)
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2. Notation and terminology
In thispaperwewill frequently employ thenotionof amultiset. The simplestway todefineamultiset
is to first identify the notion of a set of elements from some universal set U with its characteristic
function from U to the set {0, 1}. Then a multiset may be defined simply as a function that maps U
intoZ0 instead. In any case, we naturally think of a multiset as being like a set, but with the property
that an element may occur with some multiplicity greater than one.
We must be careful, however, to clarify certain terminology that we will use in the context of
multisets. First, when we refer to a subset of a multiset X , we mean another multiset of the same
universe in which the multiplicity of each element is at most its multiplicity in X . (We thereby avoid
the cumbersome ‘submultiset’ without introducing any ambiguity.) In a similar vein, if Y is a subset
of the multiset X , then we write X \ Y to indicate the multiset in which each element occurs with a
multiplicity equal to itsmultiplicity inXminus itsmultiplicity inY orwithmultiplicity zero,whichever
is greater. Finally, should we refer to x and y as being distinct elements from amultiset X , we allow the
possibility that x = y, provided the multiplicity of this element in X is at least two.
In what follows, we are interested in treating a matrix as a combinatorial object by considering the
structure reflected in the pattern by which its entries are zero or nonzero.
Definition 2.1. The zero–nonzero pattern of a matrix A is the matrix that results from replacing each
nonzero entry of Awith the symbol ∗.
In describing the zero–nonzero pattern of amatrix, it is often effective to use the language of graphs.
(See [24] for a comprehensive reference on graph theory.) All graphs herein are simple, meaning that
they have no loops or multiple edges.
Definition 2.2. Given a complex Hermitian matrix A, consider the unique graph whose adjacency
matrix has a zero–nonzero pattern identical to that of A, except possibly on the diagonal. We refer to
this graph as the graph of A.
Example 2.3. The graph of
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 i 0 0 1
−i 0 1 0 0
0 1 1 −1 0
0 0 −1 3 −1
1 0 0 −1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is C5, the cycle on five vertices.
For the purpose of describing the properties common to those matrices having a given graph, it is
useful to gather all such matrices together.
Definition 2.4. For a graph G, letH(G) be the set of all complex Hermitian matrices with graph G. Let
H+(G) be the set of those matrices inH(G) that are positive semidefinite.
Given a graph G, it is now natural to ask questions about the properties common to the matrices
in H(G). Perhaps the simplest such question to pose is that of the possible ranks of these matrices.
Since the diagonal entries of the matrices in H(G) are unconstrained by G, matrices of full rank are
certainly included in H(G). The question of how small the rank of such a matrix may be, however, is
quite an interesting one. The general problem of relating this value to graph-theoretic properties of G
is commonly referred to as the “minimum rank problem.” For an excellent survey, see [13].
Here we will be interested in the minimum rank problem with the restriction to matrices that are
positive semidefinite. That is, we seek the value of the following graph invariant.
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Definition 2.5. Given a graph G, the minimum semidefinite rank of G is the smallest rank of a matrix
inH+(G). We denote this number by msr(G).
This invariant has beenwell-studied [15–17,23]. Some fundamentals include the fact that, since the
rankof amatrix is at least the rankof anygiven submatrix, theminimumsemidefinite rank ismonotone
on induced subgraphs. Further, it suffices to determine this invariant for each connected component
of a graph G, as a matrix with graph G can be written as a direct sum of matrices whose graphs are
the connected components of G. If G on n vertices is connected, then the well-known Laplacianmatrix
of G (see [18]) is a real symmetric positive semidefinite matrix of rank n − 1 with graph G. Thus, for
any graph G, msr(G) is well defined and is at most the number of vertices of G minus the number of
connected components of G.
Other fundamental facts include the theorem (see [11]) that a connected graph G on n vertices is a
tree if and only if msr(G) = n − 1. Another fact, one that will be of interest to us in Section 6, is that
for the cycle we have (see [23]) msr(Cn) = n − 2.
The decision to restrict our attention in the context of theminimum rank problem to only matrices
that are positive semidefinite yields an important connection with the following notion.
Definition 2.6. Let G be a graph on vertex set V and edge set E, and let X be some inner-product space.
An orthogonal representation in X for G is a function f : V → X such that for any distinct vertices u and
v, f (u) is orthogonal to f (v) in X if and only if u and v are not adjacent in G. That is,
f (u) ⊥ f (v) = 0 ⇔ uv ∈ E.
This notion of an orthogonal representation can be thought of as akin to a sort of graph coloring. In
classical graph coloring, the goal is to assign a color to each vertex such that adjacent vertices always
receive different colors, and the salient question is, what is the smallest number of colors from which
such a coloring exists? To form an orthogonal representation in Ck for a graph requires ‘coloring’
each of its vertices with a vector from Ck such that a pair of vertices is adjacent precisely when
the corresponding vectors are nonorthogonal, and the salient question is then: What is the smallest
dimension k for which such a coloring exists? This smallest k is an invariant of the graph for which, it
turns out, we already have a name.
Observation 2.7. For a graph G, the smallest k such that G has an orthogonal representation in Ck is
k = msr(G).
This follows from the fact that a positive semidefinite Hermitian matrix has rank k precisely when
it is the Gram matrix of some sequence of vectors spanningCk .
Observation 2.7 not only provides part of the justification for concentrating on the positive semidef-
inite case, it also frequently serves as an important tool for proving facts about minimum semidefinite
rank.
3. Triangle-free graphs and a theorem of Rosenfeld
In [21] Rosenfeld answers the following question of geometric combinatorics originally posed by
Erdo˝s: In n-dimensional Euclidean space, what is the maximum number of nonzero vectors that may
be arranged so that among any three there is an orthogonal pair?
Definition 3.1. A set (or multiset or sequence) of vectors is said to be nearly orthogonal if both of the
following conditions hold.
1. Every vector is nonzero.
2. No three vectors are pairwise nonorthogonal.
Rosenfeld showed that the largest possible size of a nearly orthogonal multiset of vectors in
n-dimensional Euclidean space is 2n. We will present a new and simple proof this result shortly,
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but first we wish to highlight its implications in the context of the minimum rank problem. To this
end, we make the following easy observation.
Observation 3.2. If G is a triangle-free graph with no isolated vertices, any orthogonal representation of
G must comprise a nearly orthogonal multiset of vectors.
Hence, it is a direct consequence of Rosenfeld’s result that a triangle-free graph with no isolated
vertices that has anorthogonal representation inRnmayhavenomore than2nvertices.Wewill extend
this result to orthogonal representations in Cn, yielding the following pleasing result that relates a
simple structural property of a graph to its minimum semidefinite rank.
Theorem3.3. Let G be a graphonnvertices that is triangle-free. If G has no isolated vertices thenmsr(G) 
n/2.
We now present an original proof of this result, based on some classical results of matrix analysis.
We will need one lemma first.
Lemma 3.4. If A is a positive semidefinite Hermitian matrix then
rank(A)  (tr A)
2
tr A2
.
Proof. Letλ1  λ2  · · ·  λn be the eigenvalues ofA, and let k = rank(A). Then sinceA is Hermitian
we have λk+1 = · · · = λn = 0. Thus
||A||22 =
n∑
i=1
λ2i =
k∑
i=1
λ2i 
1
k
⎛
⎝ k∑
i=1
λi
⎞
⎠
2
= 1
k
(tr A)2. (3.1)
Here the first equality follows readily from the unitary invariance of the Frobenius norm since A, being
Hermitian, is unitarily diagonalizable. The lone inequality that appears follows from the convexity of
the square function (or via an appropriate application of the Cauchy–Schwarz inequality). 
This lemma and others of its type are employed by Pudlák in [19] to prove some results relating
the structure of a real positive semidefinite matrix to its rank, including the result of Rosenfeld. The
above proof of this lemma is simpler than the one appearing there, as is our proof of Rosenfeld’s result,
which follows.
Theorem 3.5 (Rosenfeld [21]). Suppose S = {v1, . . . , vk} is a nearly orthogonal multiset of vectors
spanningCn. Then k  2n.
Proof. Let A be the Gram matrix of (v1, . . . , vk), so that A is positive semidefinite Hermitian and of
dimension k × k with rank n. It is clearly no loss of generality to assume that each vi is of unit length.
Then every diagonal entry of A is 1, and so tr A = k.
For each v ∈ S, let Nv be the multiset that results by removing from S \ {v} all vectors that are
orthogonal to v. Since S is nearly orthogonal, everyNv must be an orthonormal set of vectors. Therefore,
for each v ∈ S we have by Bessel’s inequality that
1 = ||v||22 
∑
w∈Nv
|〈v,w〉|2 .
Since the terms in this summand are exactly the squares of the absolute values of the nonzero
off-diagonal entries in the row of A corresponding to v, it follows that the sum of the squares of the
entries in that row – and likewise in every row of A – is at most 2. Hence, ||A||22  2k. Therefore, by
Lemma 3.4,
n = rank(A)  (tr A)
2
||A||22
= k
2
||A||22
 k
2
2k
= k
2
.  (3.2)
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4. Equality in the case of Rosenfeld’s theorem
Those triangle-free graphs with aminimum semidefinite rank actually meeting the lower bound of
Rosenfeld’s theorem exhibit some interesting combinatorics. They also lead to connections with areas
of investigation in combinatorial matrix analysis apart from the minimum rank problem.
Definition 4.1. A graph G on n vertices that is triangle-free, has no isolated vertices, and satisfies
msr(G) = n/2 is called a Rosenfeld graph.
Note that a Rosenfeld graph by definition must possess an even number of vertices.
Observation 4.2. A graph on 2n vertices is a Rosenfeld graph if and only if it has an orthogonal represen-
tation comprising a nearly orthogonal multiset of vectors of maximum size inCn.
In other words, a Rosenfeld graph captures the orthogonality relation among some maximum size
nearly orthogonal arrangement of vectors inCn. One obviousway of producing such an arrangement is
to select two orthogonal bases and put them together. It is an important observation that these simple
such arrangements correspond to exactly those Rosenfeld graphs that are bipartite.
Proposition 4.3. ARosenfeld graph is bipartite if and only if it has an orthogonal representation comprising
a multiset of vectors that may be partitioned into two orthogonal bases.
Proof. Let G be a Rosenfeld graph with 2n vertices.
If G has an orthogonal representation whose vectors may be partitioned into two orthogonal bases
then the set of vertices to which each of these two bases is assigned must be an independent set in G,
and thus G is bipartite.
Now suppose G is bipartite. As G is a Rosenfeld graph, there exists some orthogonal representation
inCn for G. The vectors assigned to each of the partite sets of Gmust bemutually orthogonal, implying
that each partite set has size n and that the vectors assigned to each partite set form an orthogonal
basis. 
The original question posed by Erdo˝s was as to whether there can exist in n-dimensional Euclidean
space a nearly orthogonal arrangement of vectors larger than can be constructed by simply conjoining
two orthogonal bases. Rosenfeld’s theorem provides a negative answer to this question. Given, then,
that there may never be a larger arrangement, it is natural to ask whether there may still be a largest
one that cannot result from this construction.
In addressing this question, the following result is helpful.
Proposition 4.4. Suppose a multiset S of vectors in some inner-product space X is nearly orthogonal. If
B ⊆ S is an orthogonal basis for X, then the vectors of S \ B are mutually orthogonal.
Proof. Suppose B ⊆ S is an orthogonal basis for V . Let T = S \ B. If T contains fewer than two vectors,
then the proof is complete. Otherwise, let v andw be distinct vectors in T . We need only show v ⊥ w.
Let Bv be the set of vectors in B not orthogonal to v and define Bw similarly. If Bv and Bw are disjoint
then v ⊥ w. Otherwise there is some u ∈ Bv ∩ Bw and here as well we must have v ⊥ w lest {u, v,w}
violate the hypothesis that S is nearly orthogonal. 
Hence, anearlyorthogonalmultiset of 2nvectors inCn avoidshavingapartition into twoorthogonal
bases if and only if it avoids containing a single orthogonal basis. A consequence of this observation
is that we can infer something helpful from Ramsey theory. (We use only the very basics of Ramsey
theory here; for a reference see [7, Section 3.3].)
Definition 4.5. The Ramsey number R(p, q) is the smallest integer n such that if each 2-subset of
X = {1, . . . , n} is colored red or green, then some p-subset of X must have all of its 2-subsets colored
red, or some q-subset of X must have all of its 2-subsets colored green.
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Given a collection of vectors, we can think of each pair as being colored red if the pair is orthogonal
and green if the pair is not orthogonal. If the number of vectors is at least R(p, q), then our collection
must include p mutually orthogonal vectors or q mutually nonorthogonal vectors. If the collection is
nearly orthogonal, then it includes no three mutually nonorthogonal vectors. Thus, a nearly ortho-
gonal collection of R(p, 3) or more vectors must necessarily include pmutually orthogonal vectors. In
particular, a nearly orthogonal collection of vectors in Cn whose size is at least R(n, 3) must include
an orthogonal basis forCn and thus, by Proposition 4.4, it must be possible to partition the collection
into two mutually orthogonal sets.
Theorem 4.6. For n  3, every nearly orthogonal multiset of 2n vectors inCn can be partitioned into two
orthogonal bases.
Proof. This follows from the discussion above, as when n  3, it is well-known (see [20]) that 2n 
R(n, 3). 
Example4.7. It is easy to check that thenearly orthogonal set of fivevectors inC3 forming the columns
of the matrix⎡
⎢⎢⎢⎣
1 1 0 1 0
0 1 1 −1 0
1 0 0 −1 1
⎤
⎥⎥⎥⎦
does not contain an orthogonal basis. It follows by Theorem 4.6 that it must be maximal nearly or-
thogonal. This illustrates that a maximal nearly orthogonal set need not have maximum size.
The result of Theorem 4.6 holds also when n = 4. Unfortunately we know only a proof that is too
long to present here. (This proof appears in [12].)
Theorem 4.8 [12]. For n  4 every nearly orthogonal multiset of 2n vectors inCn can be partitioned into
two orthogonal bases.
Corollary 4.9. All Rosenfeld graphs on eight or fewer vertices are bipartite.
If more than four dimensions are available, it is in fact possible to construct a maximum size nearly
orthogonal arrangement of vectors that has no partition into orthogonal bases. Equivalently, there
Fig. 1. The Rosenfeld graphW5.
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exists for each k  5 some Rosenfeld graph on 2k vertices that is not bipartite. We now exhibit a
family of such graphs.
Definition 4.10. For k  3 letWk be the graph on vertices u1, . . . , uk, v1, . . . , vk such that, for each i
with 1  i  k, the neighborhood both of ui and of vi is the set {ur, vr, us, vs}where r ≡ i − 1 mod k
and s ≡ i + 1 mod k.
The structure of Wk resembles that of a k-cycle in which each vertex has been “blown up” to an
independent set of size 2 (see Fig. 1). Those familiar with the notion may note that Wk is the wreath
product (see [3]) of C5 with K2 (where K2 is the graph with 2 vertices and no edges). It is also (in the
notation of [14]) the circulant graph Circ(2k; 1, k − 1).
Theorem 4.11. For every k  4 the graph Wk is a Rosenfeld graph.
Proof. For k  4,Wk has no isolated vertices and is triangle-free. Thus, asWk has 2k vertices, we need
only show its minimum semidefinite rank to be k. By Theorem 3.3 it is at least k. To show that it is at
most k, we exhibit an orthogonal representation inCk forWk .
To this end, letσ : Ck → Ck be the function that circularly permutes the coordinates of the vectors
inCk . That is, for every v = (v1, . . . , vk) ∈ Ck we have σ(v) = (vk, v1, . . . , vk−1).
Let e1 and e2 be the first two standard coordinate vectors in C
k . Let u= e1 + e2 and v= e1 − e2.
Define the function f from the vertices ofWk toC
k by f (ui) = σ i(u) and f (vi) = σ i(v). It is straight-
forward to verify that f is the orthogonal representation desired. 
Notice that when k is odd, Wk contains a cycle of odd length and hence is not bipartite. Thus, by
Corollary 4.9, W5 is a smallest Rosenfeld graph that is not bipartite. Perhaps it is not surprising then
to observe the structure of C5 feature so prominently in this graph, as C5 is the smallest triangle-free
graph that is not bipartite.
Recently, an example was given for the first time in [4] of a graph whose positive semidefinite
minimum rank over the real symmetric matrices differs from its minimum semidefinite rank, over the
complexHermitianmatrices. EachRosenfeld graphWk has theproperty that itsminimumsemidefinite
rank is attained by a real symmetric matrix. It is an open question as to whether this may be true for
every Rosenfeld graph.
As we shall soon see, those Rosenfeld graphs that are bipartite can be considered the ‘simple’ ones,
as the structure of each is accounted for by the existence of a unitary matrix with a corresponding
zero–nonzero pattern.
5. Connections to the structure of unitary matrices
An important problem in combinatorial matrix analysis, and one which at first may seem indepen-
dent of those treated here, is that of characterizing the zero–nonzero patterns belonging to unitary
matrices.
Definition 5.1. A zero–nonzero pattern is said to be potentially unitary if it is the zero–nonzero pattern
of some unitary matrix.
The problem of characterizing the potentially unitary patterns has received a good deal of interest
[6,8,17,22], some of it motivated [22] by connections with quantum computing and in particular with
the existence of quantum random walks on graphs (see [1]).
The following theorem demonstrates a close connection between the zero–nonzero patterns of
unitary matrices and the minimum semidefinite rank of bipartite graphs. This connection has been
noted by Jiang et al. [17], where a theorem is presented that is only mildly less general than the
following.
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Definition 5.2. Suppose a graph G is bipartite, with its vertex set partitioned into independent sets
X = {x1, . . . , xm}andY = {y1, . . . , yn}. ThebiadjacencymatrixofG is the (0, 1)-matrixAofdimension
m × n such that Aij = 1 if and only if vertex xi is adjacent to vertex yj in G.
Theorem 5.3. Let G be a bipartite graph with a k ×  biadjacency matrix M. Thenmsr(G) is equal to the
smallest n such that some n× n unitary matrix has a k ×  submatrix whose zero–nonzero pattern is that
of M.
Proof. Let Vr be the partite set of G that corresponds to the rows of M and let Vc be the one corre-
sponding to the columns.
Suppose first that some n× n unitary matrix U has a k×  submatrix whose zero–nonzero pattern
is that of M. Assume without loss of generality that this submatrix is the upper-left k ×  submatrix
of U. Then wemay form an orthogonal representation inCn for G by assigning to the vertices of Vr the
first k standard coordinate vectors e1, . . . , ek and assigning to the vertices of Vc those vectors forming
the first  columns of U. Hence, msr(G)  n.
For the reverse inequality, suppose we have some orthogonal representation in Cd for G. We may
assume without loss of generality that this representation assigns the standard coordinate vectors
e1, . . . , ek to the k vertices of Vr . Let u1, . . . , u be the vectors assigned to the vertices of Vc . These ui
must bemutually orthogonal andwemay assume that they have unit length. Thuswe can extend them
to an orthonormal basis u1, . . . , ud forC
d and formU as the d×d unitarymatrixwith these vectors as
its columns. Then the upper-left k ×  submatrix of U necessarily has the same zero–nonzero pattern
as doesM. 
As a corollary to this theorem, we have that the potentially unitary patterns essentially are the
bipartite Rosenfeld graphs.
Corollary 5.4. Among the bipartite graphs, those that are Rosenfeld graphs are precisely those whose
biadjacency matrices have potentially unitary patterns.
Actually, it turns out that we can relate the structure of any Rosenfeld graph to that of a unitary
matrix.
Theorem 5.5. If G is a Rosenfeld graph then its adjacency matrix has the zero–nonzero pattern of some
unitary matrix.
Proof. Let G be a Rosenfeld graph, say with 2k vertices so that msr(G) = k. Let A be the Gram matrix
of some sequence of unit vectors forming an orthogonal representation inCk for G. Then rank(A) = k
and, in particular, A must achieve equality in (3.1). Hence, the square of the average of the nonzero
eigenvalues of A is the average of their squares. This requires that the nonzero eigenvalues of A be
identical. Moreover, every diagonal entry of A is 1, so its trace is 2k. Thus, every nonzero eigenvalue of
Amust be 2.
Now let B = A − I. Then every eigenvalue of B is ±1, so B2 is a Hermitian matrix all of whose
eigenvalues are 1. But the only such matrix is the identity, and so we have I = B2 = B∗B. Hence, B is
a unitary matrix, and it is easy to observe that the zero–nonzero pattern of B is precisely that of the
adjacency matrix of G. 
Following the proof of Theorem 5.5 in reverse shows that the zero–nonzero patterns possible for
a 2n × 2n Hermitian unitary matrix with zero diagonal correspond to the orthogonality relations
possible within some arrangement of 2n vectors in Cn. The Rosenfeld graphs simply correspond to
such arrangements that are nearly orthogonal.
Hence, while we do not have the converse of Theorem 5.5, we do have the following.
Proposition 5.6. Let U be a Hermitian unitary matrix with zero diagonal. The graph of U is a Rosenfeld
graph if it is triangle-free.
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In view of Theorem 5.5, anything known about the structure of unitary matrices has the potential
to tell us something meaningful about the structure of Rosenfeld graphs. For instance, Beasley et al.
note in [6] the following simple structural condition that is clearly satisfied by any unitary matrix.
Observation 5.7. In a unitary matrix, each pair of rows and each pair of columns must have supports
intersecting either in zero or in at least two coordinates.
By Theorem 5.5, then, the adjacency matrix of a Rosenfeld graph must satisfy this condition. From
this observation we may deduce something about the structure of Rosenfeld graphs, and in particular
about their girth. (The girth of a graph is the length of its shortest cycle.)
Theorem 5.8. Every Rosenfeld graph is either a matching or has girth four.
Proof. Take G to be a Rosenfeld graph. Suppose first that it contains a path of length two, and let
u and v be the endpoints of this path. The third vertex in the path is a common neighbor of u and
v. It then follows from Theorem 5.5 and Observation 5.7 that u and v must have at least one other
common neighbor. Clearly, u and v together with two of their common neighbors form a 4-cycle. As G
is triangle-free, it contains no smaller cycle. Thus G has girth four.
Now suppose G contains no path of length two. Then the degree of every vertex in G is at most one.
By definition, a Rosenfeld graph cannot have vertices of degree less than one. Thus, every vertex of G
has degree one and hence G is a matching. 
6. Cycle structure and minimum semidefinite rank
Theorem 3.3 seems quite a pearl; it provides a tight lower bound on the minimum semidefinite
rank of a graph subject to a simple condition on the structure of the graph. This condition, that the
graph be triangle-free, can be thought of in terms of classical graph invariants in two different ways.
1. A graph is triangle-free if and only if its clique number is atmost 2. This is the strongest condition
one can impose on the clique number while still allowing the graph to have edges.
2. A graph is triangle-free if and only if it has girth at least 4. (Recall that by convention the girth of
a graphwith no cycles is considered to be infinity.) This is theweakest condition one can impose
on the girth.
Hence, two directions in which one might pursue a generalization of Rosenfeld’s theorem suggest
themselves. One is to seek aweaker lower bound on theminimum semidefinite rank of a graph given a
weaker upper boundon its clique number. The other is to seek a stronger lower boundon theminimum
semidefinite rank of a graph given a stronger lower bound on its girth.
Certainly, Theorem5.8 seems to suggest promise for the latter approach. Indeed Pudlák in [19] gives
the following encouraging result.
Theorem 6.1 (Pudlák [19]). There exists some ε > 0 such that every graph G without isolated vertices
that lacks a 5-cycle hasmsr(G)  εn, where n is the number of vertices of G.
Our own conjecture is the following generalization of Theorem 3.3.
Conjecture 6.2. Suppose k  4. If G is a graph on n vertices with girth g  k, then
msr(G) 
(
k − 2
k
)
n.
Note that for k = 4, this conjecture reduces to Rosenfeld’s theorem.Moreover, asmsr(Cn) = n−2,
the cycle is a graph meeting the conjectured lower bound. In fact, this conjecture is motivated by a
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suspicion, mostly justifiable on aesthetic grounds, that among the graphs with a given girth, the ratio
of the minimum semidefinite rank to the number of vertices is minimized by the cycle.
We have verified Conjecture 6.2 for all graphs on seven or fewer vertices, though only a few of those
graphs have girth exceeding four. A better test of Conjecture 6.2 is provided by the cage graphs [25].
Definition 6.3. A smallest k-regular graph with girth g is called a (k, g)-cage.
For instance, the Petersen graph is the unique (3, 5)-cage, which Conjecture 6.2 would require to
have a minimum semidefinite rank of at least 6. In fact, its minimum semidefinite rank is (see [5])
exactly 6.
Unfortunately, the minimum semidefinite rank is difficult to determine for cage graphs of larger
girth or degree. For instance, we have determined that the unique (3, 6)-cage (that is, the Heawood
graph, which is also the incidence graph of the Fano plane) has a minimum semidefinite rank of at
least 9, by way of showing that deleting any single vertex from the Heawood graph results in a graph
with minimum semidefinite rank exactly 9. Our conjecture requires that the Heawood graph have a
minimum semidefinite rank of at least 10, but the precise value has so far been elusive.
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