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RUNGE-KUTTA SEMIDISCRETIZATIONS FOR STOCHASTIC MAXWELL
EQUATIONS WITH ADDITIVE NOISE
CHUCHU CHEN, JIALIN HONG, AND LIHAI JI
ABSTRACT. The paper concerns semidiscretizations in time of stochastic Maxwell equations driven
by additive noise. We show that the equations admit physical properties and mathematical structures,
including regularity, energy and divergence evolution laws, and stochastic symplecticity, etc. In or-
der to inherit the intrinsic properties of the original system, we introduce a general class of stochastic
Runge-Kutta methods, and deduce the condition of symplecticity-preserving. By utilizing a priori
estimates on numerical approximations and semigroup approach, we show that the methods, which
are algebraically stable and coercive, are well-posed and convergent with order one in mean-square
sense, which answers an open problem in [2] for stochastic Maxwell equations driven by additive
noise.
KEY WORDS: stochastic Runge-Kutta semidiscretization, mean-square convergence order, stochas-
tic Maxwell equations, stochastic symplecticity
1. INTRODUCTION
Consider the following semilinear stochastic Maxwell equations with additive noise,
εdE−∇×Hdt =−Je(t,x,E,H)dt−J
r
e(t,x)◦dW(t), (t,x) ∈ (0, T ]×D,
µdH+∇×Edt =−Jm(t,x,E,H)dt−J
r
m(t,x)◦dW(t), (t,x) ∈ (0, T ]×D,
E(0,x) = E0(x), H(0,x) =H0(x), x ∈ D,
n×E= 0, (t,x) ∈ (0, T ]×∂D,
(1.1)
where E is the electric field, H is the magnetic field, ε denotes the permittivity, µ denotes the
permeability satisfying ε,µ ∈ L∞(D), ε,µ ≥ δ > 0. Here ◦ means Stratonovich integral, D⊂ R3
is a bounded domain, T ∈ (0, ∞), and the function J : [0,T ]×D×R3×R3 → R3 is a continuous
function satisfying
|J(t,x,u,v)| ≤ L(1+ |u|+ |v|), (1.2)
|J(t,x,u1,v1)−J(s,x,u2,v2)| ≤ L(|t− s|+ |u1−u2|+ |v1− v2|), (1.3)
for all x ∈ D, u,v,u1,v1,u2,v2 ∈ R
3, the constant L> 0. Here | · | denotes the Euclidean norm, and
J could be Je or Jm, and the function J
r : [0,T ]×D→ R3 is a continuous bounded function with
Jr being Jre or J
r
m. Throughout this paper, W (t) is a Q-Wiener process with respect to a filtered
probability space (Ω,F ,{Ft}0≤t≤T ,P) with Q being a symmetric, positive definite operator with
finite trace onU = L2(D). If we denote an orthonormal basis of the spaceU by {ei}i∈N, thenW (t)
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can be represented as
W (t) =
∞
∑
i=1
Q
1
2 eiβi(t), t ∈ [0, T ], (1.4)
where {βi(t)}i∈N is a sequence of independent real-valued Brownian motions.
The well-posedness of stochastic Maxwell equations has been investigated by semigroup ap-
proach in [3, 9], by a refined Faedo-Galerkin method and spectral multiplier theorem in [8], by
using the stochastically perturbed PDEs approach in [10]. The regularity of the solution of stochas-
tic Maxwell equations driven by Itoˆ multiplicative noise is considered in [3], allowing sufficient
spatial smoothness on the coefficients and noise term. The stochastic multi-symplectic structures
are investigated in [4, 6] for stochastic Maxwell equations driven by additive noise via different
approaches, in [7] for stochastic Maxwell equations driven by multiplicative noise.
The numerical analysis of stochastic Maxwell equations is a recent active ongoing research
subject. There are now a certain number of papers devoted to this field but many problems still
need to be solved (see e.g. [1, 3, 4, 6, 7, 11] and references therein). Particularly, [6] proposes a
stochastic multi-symplectic method for stochastic Maxwell equations with additive noise based
on the stochastic version of variational principle, which has the merits of preserving the discrete
stochastic multi-symplectic conservation law and stochastic energy dissipative properties. In [4],
the comparison of three different stochastic multi-symplectic methods and the analysis of the linear
growth property of energy and the conservative property of divergence are studied. In [7], the
authors constructed an innovative stochastic multi-symplectic energy-conserving method for three
dimension stochastic Maxwell equations with multiplicative noise by using wavelet interpolate
technique. For the rigorous convergence analysis of numerical approximations, we refer to the
very recently work [3], in which mean-square convergence of a semi-implicit Euler scheme for
stochastic Maxwell equations with multiplicative Itoˆ noise is investigated. Via the energy estimate
technique and a priori estimates on exact and numerical solutions, authors show that the method is
convergent with order 1/2.
To the best of our knowledge, however, there has been no work in the literature which considers
the infinite-dimensional stochastic Hamiltonian system form, stochastic symplecticity for stochas-
tic Maxwell equations. By introducing two new Hamiltonian functionals, and by utilizing the
properties of variational integrals, we present stochastic Maxwell equations (1.1) as the equivalent
infinite-dimensional stochastic Hamiltonian system form directly. As a result, the phase flow of
equations (1.1) preserves the symplectic structure ω(t) =
∫
D dE(t,x)∧ dH(t,x)dx almost surely.
Meanwhile, we present the regularity in the space D(Mk) (k ∈ N) of the solution for stochastic
Maxwell equations (1.1), where M denotes the Maxwell operator. This regularity, together with
the adaptedness to filtration, yields the Ho¨lder continuity of the solution in the spaceD(Mk−1) both
in mean-square and in mean senses. Furthermore, the evolution laws of energy and divergence are
also investigated via the formal application of Itoˆ formula.
It is important to design numerical methods which could preserve the intrinsic properties of the
original system as much as possible, due to the superiority on the long time simulation and stability
etc. In order to construct stochastic symplectic methods for stochastic Maxwell equations (1.1), we
introduce a general class of stochastic Runge-Kutta methods to these equations in temporal direc-
tion. By utilizing the structure of numerical methods and the properties of differential 2-forms, we
derive the symplectic conditions of coefficients for the methods to preserve stochastic symplectic
structure. The existence and uniqueness of the numerical solution are proved for the general class
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of stochastic Runge-Kutta methods which is algebraically stable and coercive. The relevant pre-
requisite for the mean-square convergence analysis is to provide the regularity in the space D(Mk)
and Ho¨lder continuity in the space D(Mk−1) for the original system, and also for the temporal
stochastic Runge-Kutta semidiscretizations. To deal with the difficulty caused by the interaction
of the unbounded operatorM, stochastic terms and the complex structure of Runge-Kutta method,
we make use of the semigroup approach which makes the mild solution can be expressed in the
form containing a bounded linear semigroup instead of the unbounded differential operator, and
a priori estimate on the operators and semigroup, as well as the coercivity and algebraic stability
of the proposed methods. These estimates are then essential for the error analysis, which allow to
establish optimal mean-square convergence rates (see Theorem 4.3). An immediate consequence
of this result is that the order of mean-square convergence is 1, which answers an open problem
in [2] for stochastic Maxwell equations driven by additive noise. The analysis holds for the alge-
braically stable and coercive stochastic Runge-Kutta methods. Note that symplectic Runge-Kutta
methods are algebraic stable automatically, as a consequence the mean-square convergence order
of the coercive symplectic Runge-Kutta methods is 1.
The paper is organized as follows: in Section 2, some preliminaries are collected and an abstract
formulation of (1.1) is set forth. Some properties of stochastic Maxwell equations, including reg-
ularity, evolution laws of energy and divergence are also considered. Section 3 is devoted to the
stochastic symplecticity of stochastic Maxwell equations. In Section 4, a semi-discrete scheme is
proposed and our main results are stated: in Section 4.1 we give some conditions to guarantee that
a given stochastic Runge-Kutta method is symplectic; in Section 4.2 we show the unique existence
and regularity of numerical solution of general stochastic Runge-Kutta method. Section 4.3 is de-
voted to the proof of the convergence theorem of stochastic Runge-Kutta methods satisfying the
definition of algebraical stability and coercivity condition.
2. PRELIMINARIES AND FRAMEWORK
2.1. Notations. Throughout the paper, we will use the following notations.
1. We will work with the real Hilbert space H = L2(D)3×L2(D)3, endowed with the inner
product 〈(
E1
H1
)
,
(
E2
H2
)〉
H
=
∫
D
(εE1 ·E2+µH1 ·H2)dx
for all E1,H1,E2,H2 ∈ L
2(D)3, and the norm∥∥∥∥(EH
)∥∥∥∥
H
=
[∫
D
(
ε|E|2+µ|H|2
)
dx
]1/2
, ∀ E,H ∈ L2(D)3.
2. We will denote the Maxwell operator by
M =
(
0 ε−1∇×
−µ−1∇× 0
)
(2.1)
with domain
D(M) =
{(
E
H
)
∈H : M
(
E
H
)
=
(
ε−1∇×H
−µ−1∇×E
)
∈H, n×E
∣∣∣
∂D
= 0
}
= H0(curl,D)×H(curl,D),
(2.2)
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where the curl-spaces are defined by
H(curl,D) := {v ∈ L2(D)3 : ∇× v ∈ L2(D)3},
H0(curl,D) := {v ∈ H(curl,D) : n× v|∂D = 0}.
The corresponding graph norm is ‖v‖D(M) :=
(
‖v‖2
H
+‖Mv‖2
H
)1/2
. A frequently used
property for Maxwell operatorM is: 〈Mu, u〉H = 0, ∀ u ∈D(M).
3. The Maxwell operator M defined in (2.1) is closed, skew-adjoint on H, and thus generates
a unitaryC0-group S(t) = e
tM on H in the view of Stone’s theorem. A frequently used tool
of semigroup is the following estimate (see [3, Lemma 3.1]):
‖S(t)− Id‖L (D(M);H) ≤Ct, (2.3)
where the constantC does not depend on t.
4. We define the space D(Mn) by the domain of the n-th power of operatorM for n ∈N, with
norm
‖u‖D(Mn) :=
(
‖u‖2H+‖M
nu‖2H
)1/2
.
In fact, the norm ‖ · ‖D(Mn) corresponds to the scalar product
〈u, v〉D(Mn) = 〈u, v〉H+ 〈M
nu, Mnv〉H.
Moreover, we know that ‖u‖D(Mn) ≤C‖u‖D(Mm) for all u ∈D(M
m), n≤ m.
5. Denote HS(U,H) the Banach space of all Hilbert-Schmidt operators from one separable
Hilbert spaceU to another separable Hilbert space H, equipped with the norm
‖Γ‖HS(U,H) =
(
∞
∑
j=1
‖Γη j‖
2
H
) 1
2
,
where {η j} j∈N is any orthonormal basis ofU .
6. Throughout this paper, C will denote various constants. The same symbol will be used
for different constants. When it is necessary to indicate that a constant depends on some
parameters, we will use the notationC(·). For instance,C(T, p) is a constant depending on
T and p.
2.2. Framework. We work on the abstract form of stochastic Maxwell equations in infinite di-
mensional space H:{
du(t) = [Mu(t)+F(t,u(t))]dt+B(t)dW(t), t ∈ (0, T ],
u(0) = u0,
(2.4)
where u(t) = (ET (t),HT(t))T , u0 = (E
T
0 ,H
T
0 ). Here F : [0, T ]×H→ H is a Nemytskij operator
associated to Je, Jm, which is defined by
F(t,u(t))(x)=
(
−ε−1Je(t,x,E(t,x),H(t,x))
−µ−1Jm(t,x,E(t,x),H(t,x))
)
, t ∈ [0,T ], x ∈ D, u(t) ∈H. (2.5)
For diffusion term, we introduce the Nemytskij operator B : [0, T ]→ HS(U0,H) by
(B(t)v)(x) =
(
−ε−1Jre(t,x)v(x)
−µ−1Jrm(t,x)v(x)
)
, x ∈ D and v ∈U0 := Q
1
2U. (2.6)
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2.2.1. Well-posedness and regularity. First we present the well-posedness in the Hilbert space H
of the stochastic Maxwell equations (2.4). From [3], we know that conditions (1.2) and (1.3) yield
the linear growth and global Lipschitz properties of the function F , i.e., there exists a constant C
depending on δ , the volume |D| of the domain D and the constant L in (1.2) and (1.3), such that
‖F(t,u)‖H ≤C
(
1+‖u‖H
)
, (2.7)
‖F(t,u)−F(s,v)‖H ≤C
(
|t− s|+‖u− v‖H
)
, (2.8)
for all t,s ∈ [0,T ] and u,v ∈H.
The following proposition gives the existence and uniqueness of the mild solution of equation
(2.4), which has been discussed for example in [3, 9, 10].
Proposition 2.1. Suppose conditions (1.2) and (1.3) are fulfilled, and let W (t), t ∈ [0, T ] be a
Q-Wiener process with Q being symmetric, positive definite and with finite trace, and let u0 be
an F0-measurable H-valued random variable satisfying ‖u0‖Lp(Ω;H) < ∞ for some p ≥ 2. Then
stochastic Maxwell equations (2.4) have a unique mild solution given by
u(t) = S(t)u0+
∫ t
0
S(t− s)F(s,u(s))ds+
∫ t
0
S(t− s)B(s)dW(s) P-a.s. (2.9)
for each t ∈ [0, T ].
Moreover, there exists a constant C :=C(p,T, tr(Q)) ∈ (0, ∞) such that
sup
t∈[0, T ]
E‖u(t)‖p
H
≤C(1+‖u0‖
p
Lp(Ω;H)
). (2.10)
In order to obtain the regularity results of solution of equation (2.4), we need strong assumptions
on F and B. Namely, we assume in the rest part that
Assumption 2.1. For an integer α ∈N, F(t, ·) : D(Mα)→D(Mα) areC2 functions with bounded
derivatives up to order 2, for any t ∈ [0,T ].
Assumption 2.2. For an integer β ∈ N, B(t) ∈ HS(U0,D(M
β )), for any t ∈ [0,T ].
We are in the position to establish the regularity of the solution of stochastic Maxwell equations
(2.4) in Lp(Ω;D(Mk))-norm, which is stated in the following proposition.
Proposition 2.2. Let Assumptions 2.1-2.2 be fulfilled with α = β ≡ k, and suppose that u0 is an
F0-measurable H-valued random variable satisfying ‖u0‖Lp(Ω;D(Mk)) < ∞ for some p ≥ 2. Then
the mild solution (2.9) satisfies
sup
t∈[0,T ]
E‖u(t)‖
p
D(Mk)
≤C(1+‖u0‖
p
Lp(Ω;D(Mk))
), (2.11)
where the positive constant C may depend on the coefficients F and B, p, T .
Proof. The proof is similar as that of Proposition 3.1 in [3]. 
Proposition 2.3. Under the same assumptions as in Proposition 2.2, we have for 0≤ t,s≤ T ,
E‖u(t)−u(s)‖
p
D(Mk−1)
≤C|t− s|p/2, (2.12)
‖E(u(t)−u(s))‖D(Mk−1) ≤C|t− s|, (2.13)
where the positive constant C may depend on p, T , and ‖u0‖Lp(Ω;D(Mk)).
Proof. The proof is similar as that of Proposition 3.2 in [3]. 
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2.2.2. Physical properties. In this part, we derive some physical properties of stochastic Maxwell
equations (2.4), including the energy evolution law and divergence evolution law.
Notice that in the deterministic case if we endow perfectly electric conducting (PEC) boundary
condition n×E = 0, on ∂D, the Poynting theorem states the relationship satisfied by the electro-
magnetic energy:
∂tH (u(t)) = 2〈u(t),F(t,u(t))〉H,
where the energy is H (u(t)) := ‖u(t)‖2
H
.
Now we investigate the energy evolution law for stochastic Maxwell equations (2.4), which is
stated in the following theorem.
Proposition 2.4. Under the same assumptions as in Proposition 2.1, we have ∀ t ∈ [0,T ],
H (u(t)) = H (u0)+
∫ t
0
(
2〈u(s),F(s,u(s))〉H+‖B(s)‖
2
HS(U0,H)
)
ds+2
∫ t
0
〈u(s),B(s)〉HdW (s), P-a.s.,
(2.14)
where u is the solution of (2.4) given by Proposition 2.1.
Proof. The proof is based on the formal application of Itoˆ formula to functional
H (u) = ‖u‖2H.
Since H (u) is Fre´chet derivable, the derivatives of H (u) along direction φ and (φ ,ϕ) are as
follows:
DH (u)(φ) = 2〈E ,φ〉H, D
2
H (u)(φ ,ϕ) = 2〈ϕ,φ〉H. (2.15)
From Itoˆ formula (see Theorem 4.32 in [5]), we have
H (u(t)) = H (u0)+
∫ t
0
〈DH (u(s)),B(s)dW(s)〉H
+
∫ t
0
〈DH (u(s)),Mu(s)+F(s,u(s))〉Hds
+
1
2
∫ t
0
Tr[D2H (u(s))(B(s)Q
1
2 )(B(s)Q
1
2 )∗]ds.
(2.16)
Substitute (2.15) into (2.16) leads to
H (u(t)) = H (u0)+2
∫ t
0
〈u(s),Mu(s)+F(s,u(s))〉Hds
+2
∫ t
0
〈u(s),B(s)〉HdW (s)+
∫ t
0
‖B(s)‖2HS(U0,H)ds.
By using
〈Mu,u〉H = 0 ∀ u ∈D(M),
the proof is completed. 
Remark 2.1. Compare the evolution of the averaged energy, i.e., the expectation of the equation
(2.14), with the deterministic case, we found that there’s one extra term
∫ t
0 ‖B(s)‖
2
HS(U0,H)
ds in
stochastic case. That’s the effect caused by the additive noise, see also [4, Theorem 2.1].
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In the deterministic case, it is well known that the electromagnetic field is divergence free if the
medium is lossless, i.e., F = 0 in the deterministic Maxwell equation. The following proposition
sates the divergence evolution law for the stochastic Maxwell equations (2.4).
Proposition 2.5. Under the assumptions in Proposition 2.2 with k = 1. The averaged divergence
of system (1.1) satisfies
E(div(εE(t))) =E(div(εE0))−E
(∫ t
0
divJeds
)
,
E(div(µH(t))) =E(div(µH0))−E
(∫ t
0
divJmds
)
,
(2.17)
where u= (ET ,HT )T is the solution of (2.4) given by Proposition 2.1.
Proof. Denote Ψ(E(t)) = div(εE(t)). Since Ψ is Fre´chet derivable, the derivatives of Ψ along
direction φ or (φ ,ϕ) are
DΨ(E)(φ) = div(εφ), D2Ψ(E)(φ ,ϕ) = 0. (2.18)
By applying Itoˆ formula formally to Ψ(E(t)), it yields
Ψ(E(t)) =Ψ(E0)+
∫ t
0
DΨ(E(s))(dE)+
1
2
∫ t
0
Tr
[
D2Ψ(E(s))(dE,dE)
]
=Ψ(E0)−
∫ t
0
div(Jeds+J
r
edW (s))+
∫ t
0
div(∇×H)ds
=Ψ(E0)−
∫ t
0
divJeds−
∫ t
0
div(JredW (s)) ,
(2.19)
where the last equality is due to ∇ · (∇×ψ) = 0, ∀ ψ(x) ∈ R3. In the similar manner, by applying
Itoˆ formula to functional Ψ(H(t)) = div(µH(t)), we can get
Ψ(H(t)) = Ψ(H0)−
∫ t
0
divJmds−
∫ t
0
div(JrmdW (s)) . (2.20)
The results (2.17) follows from taking the expectation on both sides of (2.19) and (2.20), respec-
tively. The proof is thus completed. 
Remark 2.2. If the medium is lossless, i.e., F = 0, or functions Je, Jm are divergence-free, the
averaged divergence holds
E(div(εE(t))) = E(div(εE0)) , E(div(µH(t))) = E(div(µH0)) .
3. SYMPLECTICITY OF STOCHASTIC MAXWELL EQUATIONS
In [2], authors introduced the general form of infinite-dimensional stochastic Hamiltonian sys-
tem based on a stochastic version of variation principle, and showed that the phase flow preserves
the stochastic symplecticity on phase space. In this section, we consider the corresponding infinite-
dimensional stochastic Hamiltonian system form of stochastic Maxwell equations (1.1). In the
sequel, we assume that ε and µ are two positive constants in order to obtain the symplecticity.
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We rewrite stochastic Maxwell equations (1.1) as{
dE− ε−1∇×Hdt =−ε−1Je(t,x,E,H)dt− ε
−1Jre(t,x)◦dW(t), (t,x) ∈ (0, T ]×D,
dH+µ−1∇×Edt =−µ−1Jm(t,x,E,H)dt−µ
−1Jrm(t,x)◦dW(t), (t,x) ∈ (0, T ]×D.
(3.1)
Denote G : [0, T ]×L2(D)6 → L2(D)6 a Nemytskij operator associated to Je, Jm, which is defined
by
G(t,u(t))(x)=
(
µ−1Jm(t,x,E(t,x),H(t,x))
−ε−1Je(t,x,E(t,x),H(t,x))
)
, t ∈ [0,T ], x ∈ D, u(t) ∈H. (3.2)
The following lemma states the integrability condition for the existence of a potential such that
G(t,u) =
δH˜1(t,u)
δu
, which makes the equations (3.1) be an infinite-dimensional stochastic Hamil-
tonian system. For simplifying presentation, let G do not depend on time t explicitly, since the
dependence on time causes no substantial problems in the analysis but just leads to longer formu-
las.
Lemma 3.1. Let G : L2(D)6 → L2(D)6 be Gaˆteaux derivable, and DG(u) ∈ L (L2(D)6;L2(D)6)
is an symmetric operator, i.e.,
〈DG(u)φ , ψ〉L2(D)6 = 〈φ , DG(u)ψ〉L2(D)6, ∀ φ ,ψ ∈ L
2(D)6,
then there exists a functional H˜1 : L
2(D)6 →R, such that
G(u) =
δH˜1(u)
δu
,
i.e., δH˜1
δH
=−ε−1Je and
δH˜1
δE
= µ−1Jm.
Proof. The functional H˜1(u) can be defined as
H˜1(u) =
∫ 1
0
〈u, G(λu)〉L2(D)6dλ +C(x). (3.3)
The functional derivative of H˜1(u) leads to
δH˜1(u)(φ) =〈
δH˜1(u)
δu
, φ〉L2(D)6 = lim
ε→0
1
ε
[
H˜1(u+ εφ)−H˜1(u)
]
= lim
ε→0
1
ε
[∫ 1
0
〈u+ εφ , G(λu+ ελφ)〉L2(D)6−〈u, G(λu)〉L2(D)6dλ
]
=
∫ 1
0
〈u, lim
ε→0
1
ε
[
G(λu+ ελφ)−G(λu)
]
〉L2(D)6dλ + lim
ε→0
∫ 1
0
〈φ , G(λu+ ελφ)〉L2(D)6dλ ,
where the last step is from the Lebesgue dominated theorem and Lipschitz condition (1.3). By the
definition of Gaˆteaux derivative, we get
〈
δH˜1(u)
δu
, φ〉L2(D)6 =
∫ 1
0
λ 〈u, DG(λu)φ〉L2(D)6dλ +
∫ 1
0
〈φ , G(λu)〉L2(D)6dλ
= 〈
∫ 1
0
(
λDG(λu)u+G(λu)
)
dλ , φ〉L2(D)6 ,
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where we have used the symmetry property of DG(u). Therefore,
δH˜1(u)
δu
=
∫ 1
0
(
λDG(λu)u+G(λu)
)
dλ =
∫ 1
0
d
dλ
(
λG(λu)
)
dλ = G(u).
Thus we finish the proof. 
Therefore, equations (3.1) is a stochastic Hamiltonian system, whose infinite-dimensional sto-
chastic Hamiltonian system form is given by[
dE
dH
]
=
[
0 Id
−Id 0
][
µ−1∇×E+µ−1Jm
ε−1∇×H− ε−1Je
]
dt+
[
0 Id
−Id 0
][
µ−1Jrm
−ε−1Jre
]
dW (t)
= J
[
δH1
δE
δH1
δH
]
dt+J
[
δH2
δE
δH2
δH
]
◦dW(t)
(3.4)
with the standard skew-adjoint operator J on L2(D)6 with standard inner product, the Hamiltonians
H1 =
∫
D
1
2
(
µ−1E ·∇×E+ ε−1H ·∇×H
)
dx+H˜1,
and
H2 =
∫
D
(
µ−1Jrm ·E− ε
−1Jre ·H
)
dx.
For simplicity in notations, we denote E0, H0 by e, h, respectively. The symplectic form for
system (3.1) is given by
ω(t) =
∫
D
dE(t,x)∧dH(t,x)dx, (3.5)
where the overbar on ω is a reminder that the differential 2-form dE∧ dH is integrated over the
space. Preservation of the symplectic form (3.5) means that the spatial integral of the oriented
areas of projections onto the coordinate planes (e,h) is an integral invariant. We say that the phase
flow of (3.1) preserves symplectic structure if and only if
d
dt
ω(t) = 0.
Remark 3.1. To avoid confusion, we note that the differentials in (3.1) and (3.5) have different
meanings. In (3.1), E, H are treated as functions of time, and e, h are fixed parameters, while
differentiation in (3.5) is made with respect to the initial data e, h.
We have the following result on the stochastic symplecticity of stochastic Maxwell equations
(3.1).
Theorem 3.1. The phase flow of stochastic Maxwell equations (3.1) preserves symplectic struc-
ture:
ω(t) = ω(0), P-a.s. (3.6)
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Proof. From the formula of change of variables in differential forms, it yields
ω(t) =
∫
D
(∂E
∂e
de+
∂E
∂h
dh
)
∧
(∂H
∂e
de+
∂H
∂h
dh
)
dx
=
∫
D
[
de∧
(∂E
∂e
)T ∂H
∂e
de
]
dx+
∫
D
[
dh∧
(∂E
∂h
)T ∂H
∂h
dh
]
dx
+
∫
D
[
de∧
((∂E
∂e
)T ∂H
∂h
−
(∂H
∂e
)T ∂E
∂h
)
dh
]
dx.
(3.7)
We set Ee =
∂E
∂e
, Eh =
∂E
∂h
, He =
∂H
∂e
and Hh =
∂H
∂h
. Now, thanks to the differentiability with
respect to initial data of stochastic infinite-dimensional equations (see [5, Chapter 9]), we have
dEe =
(
ε−1∇×He+
δ 2H˜1
δEδH
Ee+
δ 2H˜1
δH2
He
)
dt, Ee(0) = Id, (3.8)
dHe =
(
−µ−1∇×Ee−
δ 2H˜1
δE2
Ee−
δ 2H˜1
δEδH
He
)
dt, He(0) = 0, (3.9)
dEh =
(
ε−1∇×Hh+
δ 2H˜1
δEδH
Eh+
δ 2H˜1
δH2
Hh
)
dt, Eh(0) = 0, (3.10)
dHh =
(
−µ−1∇×Eh−
δ 2H˜1
δE2
Eh−
δ 2H˜1
δEδH
Hh
)
dt, Hh(0) = Id. (3.11)
From equality (3.7), we get
dω(t)
dt
=
∫
D
[
de∧
d
dt
((∂E
∂e
)T ∂H
∂e
)
de+dh∧
d
dt
((∂E
∂h
)T ∂H
∂h
)
dh
]
dx
+
∫
D
[
de∧
d
dt
((∂E
∂e
)T ∂H
∂h
−
(∂H
∂e
)T ∂E
∂h
)
dh
]
dx.
(3.12)
Substituting equations (3.8)-(3.11) into the above equality, and using the symmetric property of
δ 2H˜1
δEδH ,
δ 2H˜1
δE2
and δ
2H˜1
δH2
, it holds
dω(t)
dt
=
∫
D
[
de∧
(
ε−1
(
∇×He
)T
He−µ
−1ETe ∇×Ee
)
de
]
dx
+
∫
D
[
dh∧
(
ε−1
(
∇×Hh
)T
Hh−µ
−1ETh∇×Eh
)
dh
]
dx
+
∫
D
[
de∧
(
ε−1
(
∇×He
)T
Hh−µ
−1ETe ∇×Eh
)
dh
]
dx
+
∫
D
[
de∧
(
µ−1
(
∇×Ee
)T
Eh− ε
−1HTe ∇×Hh
)
dh
]
dx
=
∫
D
ε−1
[
de∧
(
∇×He
)T
Hede+dh∧
(
∇×Hh
)T
Hhdh
+de∧
(
∇×He
)T
Hhdh−de∧H
T
e ∇×Hhdh
]
dx
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+
∫
D
µ−1
[
de∧
(
∇×Ee
)T
Eede+dh∧
(
∇×Eh
)T
Ehdh
+de∧
(
∇×Ee
)T
Ehdh−de∧E
T
e ∇×Ehdh
]
dx.
The properties of wedge product lead to
dω(t)
dt
=
∫
D
ε−1
[
∇×Hede∧Hede+∇×Hhdh∧Hhdh
+∇×Hede∧Hhdh−Hede∧∇×Hhdh
]
dx
+
∫
D
µ−1
[
∇×Eede∧Eede+∇×Ehdh∧Ehdh
+∇×Eede∧Ehdh−Eede∧∇×Ehdh
]
dx (3.13)
=
∫
D
ε−1
(
d
(
∇×H
)
∧dH
)
+µ−1
(
d
(
∇×E
)
∧dE
)
dx
=
∫
D
ε−1
(
∂
∂x
(dH2∧dH3)+
∂
∂y
(dH3∧dH1)+
∂
∂ z
(dH1∧dH2)
)
dx
+
∫
D
µ−1
(
∂
∂x
(dE2∧dE3)+
∂
∂y
(dE3∧dE1)+
∂
∂ z
(dE1∧dE2)
)
dx.
From the zero boundary conditions, we derive immediately the result. Therefore the proof is
completed. 
4. STOCHASTIC RUNGE-KUTTA SEMIDISCRETIZATIONS
In this section, we will study the stochastic Runge-Kutta semidiscretizations for stochastic
Maxwell equations and state our main results. For time interval [0,T ], introducing the uniform par-
tition 0= t0 < t1 < .. . < tN = T . Let τ = T/N, and ∆W
n+1 =W (tn+1)−W (tn), n= 0,1, . . . ,N−1.
Applying s-stage stochastic Runge-Kutta methods, which only depend on the increments of the
Wiener process, to (2.4) in temporal direction, we obtain
Uni = u
n+ τ
s
∑
j=1
ai j
(
MUn j+F(tn+ c jτ,Un j)
)
+∆W n+1
s
∑
j=1
a˜i jB(tn+ c jτ), (4.1a)
un+1 = un+ τ
s
∑
i=1
bi
(
MUni+F(tn+ ciτ,Uni)
)
+∆W n+1
s
∑
i=1
b˜iB(tn+ ciτ), (4.1b)
for i= 1, . . . ,s and n= 0, . . . ,N−1. Here A=
(
ai j
)
s×s
and A˜=
(
a˜i j
)
s×s
are s× s matrices of real
elements while bT = (b1, . . . ,bs) and b˜
T = (b˜1, . . . , b˜s) are real vectors.
In order to prove, for a fixed n ∈ N, the existence of a solution of (4.1a)-(4.1b), for which the
implicitness may be from the drift part, we first introduce the concepts of algebraical stability and
coercivity condition for Runge-Kutta method (A,b).
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Definition 4.1. A Runge-Kutta method (A,b) with A =
(
ai j
)s
i, j=1
and b =
(
bi
)s
i=1
is called alge-
braically stable, if bi ≥ 0 for i= 1, . . . ,s and
M =
(
mi j
)s
i, j=1
with mi j = biai j+b ja ji−bib j (4.2)
is positive semidefinite.
Definition 4.2. We say that a Runge-Kutta matrix A satisfies the coercivity condition if it is invert-
ible, and there exists a diagonal positive definite matrixK = diag(ki) and a positive scalar α such
that
uTK (A)−1u≥ αuTK u, for all u ∈ Rs. (4.3)
The coercivity plays an important role in the existence of numerical solution of Runge-Kutta
method.To present more clearly the stochastic Runge-Kutta methods (4.1a)-(4.1b), we consider
two concrete examples.
Example 4.1 (Implicit Euler method). The implicit Euler method is an implicit stochastic Runge-
Kutta method with Butcher Tableau given by
1 1
1
,
1 1
1
.
If we apply the implicit Euler method to stochasticMaxwell equations (2.4) we obtain the recursion
Un1 = u
n+ τ
(
MUn1+F(tn+1,Un1)
)
+∆W n+1B(tn+1),
un+1 = un+ τ
(
MUn1+F(tn+1,Un1)
)
+∆W n+1B(tn+1),
where we abbreviated tn+1 = tn+ τ . Clearly, we have Un1 = u
n+1 and hence we can write the
midpoint method compactly as
un+1 = un+ τ
(
Mun+1+F(tn+1,u
n+1)
)
+∆W n+1B(tn+1). (4.4)
By introducing operator
SIEτ = (Id− τM)
−1, (4.5)
we can write the equivalent form of implicit Euler method as
un+1 = SIEτ u
n+ τSIEτ F
n+1+SIEτ B
n+1∆W n+1. (4.6)
Note that the implicit Euler method is algebraical stable with M = 1, and satisfies the coercivity
condition.
Example 4.2 (Midpoint method). The midpoint method is another example of implicit stochastic
Runge-Kutta method which is given by
1/2 1/2
1
,
1/2 1/2
1
.
If we apply the midpoint method to stochastic Maxwell equations (2.4) we obtain the recursion
Un1 = u
n+
τ
2
(
MUn1+F(tn+1/2,Un1)
)
+
∆W n+1
2
B(tn+1/2),
un+1 = un+ τ
(
MUn1+F(tn+1/2,Un1)
)
+∆W n+1B(tn+1/2),
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where we abbreviated tn+1/2 = tn+ τ/2. Clearly, we have Un1 = (u
n+1+un)/2 and hence we can
write the midpoint method compactly as
un+1 = un+
τ
2
M(un+1+un)+ τFn+
1
2 +Bn+
1
2 ∆W n+1, (4.7)
where Fn+
1
2 = F(t
n+ 12
,(un+un+1)/2) and Bn+
1
2 = B(t
n+ 12
). By introducing operators
SMidτ = (Id−
τ
2
M)−1(I+
τ
2
M), and TMidτ = (Id−
τ
2
M)−1, (4.8)
we can write the equivalent form of midpoint method as
un+1 = SMidτ u
n+ τTMidτ F
n+ 12 +TMidτ B
n+ 12 ∆W n+1. (4.9)
Note that the midpoint method is algebraical stable with M = 0 which means stochastic symplec-
ticity (see Theorem 4.1), and satisfies the coercivity condition.
4.1. Symplectic condition of stochastic Runge-Kutta semidiscretizations. In this subsection,
we analyze the condition of symplecticity for stochastic Runge-Kutta semidiscretizations (4.1a)-
(4.1b).
Theorem 4.1. Assume that the coefficients ai j,bi of stochastic Runge-Kutta method (4.1a)-(4.1b)
satisfy
mi j = biai j+b ja ji−bib j ≡ 0, (4.10)
for all i, j = 1,2, · · · ,s, then the (4.1a)-(4.1b) is stochastic symplectic with the discrete stochastic
symplectic conservation law P-a.s.,
ω¯n+1 =
∫
D
dEn+1∧dHn+1dx=
∫
D
dEn∧dHndx= ω¯n.
Proof. It follows from equations (4.1a) and (4.1b) that
dUni = du
n+ τ
s
∑
j=1
ai jMdUn j+ τ
s
∑
j=1
ai jJ
δ 2H˜1
δu2
dUn j, (4.11a)
dun+1 = dun+ τ
s
∑
i=1
biMdUni+ τ
s
∑
i=1
biJ
δ 2H˜1
δu2
dUni, (4.11b)
where we use F = JδH˜1
δu
. Therefore, we have
dun+1∧Jdun+1−dun∧Jdun
=
(
dun+ τ
s
∑
i=1
biMdUni+ τ
s
∑
i=1
biJ
δ 2H˜1
δu2
dUni
)
∧J
(
dun+ τ
s
∑
i=1
biMdUni+ τ
s
∑
i=1
biJ
δ 2H˜1
δu2
dUni
)
−dun∧Jdun
= τ
s
∑
i=1
bi (du
n∧JMdUni+MdUni∧Jdu
n) (4.12)
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+ τ
s
∑
i=1
bi
(
dun∧J2
δ 2H˜1
δu2
dUni+J
δ 2H˜1
δu2
dUni∧Jdu
n
)
+ τ2
s
∑
i, j=1
bib j
(
MdUni∧JMdUn j+J
δ 2H˜1
δu2
dUni∧J
2δ
2H˜1
δu2
dUn j
)
+ τ2
s
∑
i, j=1
bib j
(
MdUni∧J
2δ
2H˜1
δu2
dUn j+J
δ 2H˜1
δu2
dUni∧JMdUn j
)
.
From (4.11a), we have
dun = dUni− τ
s
∑
j=1
ai jMdUn j− τ
s
∑
j=1
ai jJ
δ 2H˜1
δu2
dUn j.
Substituting the above equation into the first and second terms on the right-hand side of (4.12), we
obtain
dun+1∧Jdun+1−dun∧Jdun
= τ
s
∑
i=1
bi (dUni∧JMdUni+MdUni∧JdUni)
+ τ
s
∑
i=1
bi
(
dUni∧J
2δ
2H˜1
δu2
dUni+J
δ 2H˜1
δu2
dUni∧JdUni
)
+ τ2
s
∑
i, j=1
(
bib j−biai j−b ja ji
)(
MdUni∧JMdUn j
)
+2τ2
s
∑
i, j=1
(
bib j−biai j−b ja ji
)(
MdUni∧J
2δ
2H˜1
δu2
dUn j
)
+ τ2
s
∑
i, j=1
(
bib j−biai j−b ja ji
)(
J
δ 2H˜1
δu2
dUni∧J
2δ
2H˜1
δu2
dUn j
)
.
(4.13)
From the symmetry of δ
2H˜1
δu2
, the value of the second term on the right-hand side of (4.13) is zero.
From the symplectic condition (4.10), the third, forth and fifth terms on the right-hand side of
(4.13) are also zeros. Therefore,
dun+1∧Jdun+1−dun∧Jdun = τ
s
∑
i=1
bi (dUni∧JMdUni+MdUni∧JdUni) .
Recalling u =
(
E
H
)
and the Maxwell operator M in (2.1), and using the skew-symmetry of J, it
yields
dEn+1∧dHn+1−dEn∧dHn
=
1
2
(
dun+1∧Jdun+1−dun∧Jdun
)
(4.14)
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= τ
s
∑
i=1
bi (dUni∧JMdUni)
=−τ
s
∑
i=1
bi
[
µ−1dEni∧ (∇×dEni)+ ε
−1dHni∧ (∇×dHni)
]
.
Thereby, by using the similar proof approach in the last two steps of (3.13) it holds∫
D
dEn+1∧dHn+1dx−
∫
D
dEn∧dHndx
=−τ
s
∑
i=1
bi
∫
D
[
µ−1dEni∧ (∇×dEni)+ ε
−1dHni∧ (∇×dHni)
]
dx= 0.
Thus, the proof is completed. 
Remark 4.1. Note that for a symplectic Runge-Kutta method, it satisfies algebraically stable con-
dition automatically.
4.2. Regularity of stochastic Runge-Kutta semidiscretizations. In this subsection, we present
the results of well-posedness and regularity of numerical solution given by stochastic Runge-Kutta
method (4.1a)-(4.1b) satisfying the algebraical stability and coercivity conditions.
First, we utilize Kronecker product to rewrite (4.1a)-(4.1b) in a compact form,
Un = 1s⊗u
n+ τ
(
A⊗M
)
Un+ τ
(
A⊗ I
)
Fn(Un)+
(
A˜⊗ I
)
Bn∆W n+1, (4.15a)
un+1 = un+ τ
(
bT ⊗M
)
Un+ τ
(
bT ⊗ I
)
Fn(Un)+
(
b˜T ⊗ I
)
Bn∆W n+1, (4.15b)
where 1s = [1, . . . ,1]
T , I is the identity matrix of size 6×6, and
Un =

Un1
Un2
· · ·
Uns
 , Fn(Un) =

F(tn+ c1τ,Un1)
F(tn+ c2τ,Un2)
· · ·
F(tn+ csτ,Uns)
 , Bn =

B(tn+ c1τ)
B(tn+ c2τ)
· · ·
B(tn+ csτ)
 .
Next, we give some useful estimates on the operator (A⊗M), under the coercivity condition of
matrix A.
Lemma 4.1. Let matrix A satisfy coercivity condition (4.3). Then there exists constant C such that
(i) ‖
(
I6s×6s− τ(A⊗M)
)−1
‖L (Hs;Hs) ≤C;
(ii) ‖I6s×6s−
(
I6s×6s− τ(A⊗M)
)−1
‖L ((D(M))s;Hs) ≤Cτ .
Proof. In order to estimate the operator I6s×6s−
(
I6s×6s−τ
(
A⊗M
))−1
, we denote vn+1=
(
I6s×6s−
τ
(
A⊗M
))−1
vn, and then {vn}n∈N is the discrete solution of the following discrete system
vn+1 = vn+ τ
(
A⊗M
)
vn+1. (4.16)
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Suppose that A satisfies the coercivity condition, we apply 〈vn+1,
(
K A−1⊗ I
)
·〉Hs to both sides of
(4.16) and get
〈vn+1,
(
K A−1⊗ I
)
vn+1〉Hs =〈v
n+1,
(
K A−1⊗ I
)
vn〉Hs
+ τ〈vn+1,
(
K A−1⊗ I
)(
A⊗M
)
vn+1〉Hs .
(4.17)
Since
〈vn+1,
(
K A−1⊗ I
)
vn+1〉Hs ≥ α
s
∑
i=1
ki‖v
n+1,i‖2H ≥ α min{ki}‖v
n+1‖2Hs := α˜‖v
n+1‖2Hs ,
and
〈vn+1,
(
K A−1⊗ I
)(
A⊗M
)
vn+1〉Hs = 〈v
n+1,
(
K ⊗M
)
vn+1〉Hs =
s
∑
i=1
ki〈v
n+1,i,Mvn+1,i〉H = 0,
we get for (4.17)
α˜‖vn+1‖2Hs ≤ 〈v
n+1,
(
K A−1⊗ I
)
vn〉Hs ≤ γ‖v
n+1‖2Hs +
C
γ
‖vn‖2Hs ,
whereC depends on |K | and |A−1|. Taking γ = α˜/2 leads to
‖vn+1‖2Hs ≤C‖v
n‖2Hs ,
where the constantC depends on α˜ , |K | and |A−1|. It means that
‖
(
I6s×6s− τ
(
A⊗M
))−1
vn‖2Hs ≤C‖v
n‖2Hs (4.18)
Thus we show the first assertion. Similarly, we may show that
‖
(
A⊗M
)
vn+1‖2Hs ≤C‖
(
A⊗M
)
vn‖2Hs .
From [(
I6s×6s− τ
(
A⊗M
))−1
− I6s×6s
]
vn = vn+1− vn = τ(A⊗M)vn+1, (4.19)
it follows that∥∥∥∥[(I6s×6s− τ(A⊗M))−1− I6s×6s]vn∥∥∥∥
Hs
= τ‖(A⊗M)vn+1‖Hs ≤Cτ‖(A⊗M)v
n‖Hs,
which leads to the second assertion.

Now we are in the position to present the existence and uniqueness of the numerical solution
given by the stochastic Runge-Kutta method (4.1).
Theorem 4.2. In addition to conditions of Proposition 2.1, let B(t) ∈ HS(U0,D(M)) for any t ∈
[0,T ]. Let the Runge-Kutta method (A,b) be algebraically stable and coercive. For p ≥ 2 and
fix T = tN > 0, there exists an unique H-valued {Ftn}0≤n≤N-adapted discrete solution {u
n; n =
0,1, . . . ,N} of the scheme (4.1) for sufficiently small τ ≤ τ∗ with τ∗ := τ∗(‖u0‖H,T ), and a constant
C :=C(p,T,supt∈[0,T ]‖B(t)‖HS(U,D(M)))> 0 such that
max
1≤i≤s
E‖Uni‖
p
H
≤C
(
E‖un‖
p
H
+ τ
)
, (4.20)
RUNGE-KUTTA SEMIDISCRETIZATIONS FOR STOCHASTIC MAXWELL EQUATIONS 17
max
1≤n≤N
E‖un‖
p
H
≤C
(
1+‖u0‖
p
Lp(Ω;H
)
. (4.21)
Proof. We only present the proof for p= 2 here, since the proof for general p> 2 is similar.
Step 1: Existence and {Ftn}0≤n≤N-adaptedness. Fix a set Ω
′
⊂Ω, P(Ω
′
)= 1 such thatW (t,ω)∈
U for all t ∈ [0,T ] and ω ∈ Ω
′
. In the following, let us assume that ω ∈ Ω
′
. The existence of it-
erates {un; n = 0,1, . . . ,N} follows from a standard Galerkin method and Brouwer’s theorem, in
combining with assertions (4.20)-(4.21).
Define a map
Λ : H×U →P(H), (un,∆W n+1)→ Λ(un,∆W n+1),
where P(H) denotes the set of all subsets of H, and Λ(un,∆W n+1) is the set of solutions un+1 of
(4.1). By the closedness of the graph of Λ and a selector theorem, there exists a universally and
Borel measurable mapping λn : H×U →H such that λn(s1,s2)∈Λ(s1,s2) for all (s1,s2)∈H×U .
Therefore, Ftn+1-measurability of u
n+1 follows from the Doob-Dynkin lemma.
Step 2: proof for (4.20). From the compact formula (4.15a) and the invertibility of A, we get
Un =
(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗u
n
)
+ τ
(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)
Fn
+
(
I6s×6s− τ
(
A⊗M
))−1((
A˜⊗ I
)
Bn∆W n+1
)
.
(4.22)
Using assertion (i) of Lemma 4.1, we obtain,
‖Un‖
2
Hs ≤C‖1s⊗u
n+ τ
(
A⊗ I
)
Fn+
(
A˜⊗ I
)
Bn∆W n+1‖2Hs
≤C‖un‖2H+ τ
2
s
∑
i=1
‖Fni‖2H+
s
∑
i=1
‖Bni∆W n+1‖2H
≤C‖un‖2H+Cτ
2
s
∑
i=1
(
1+‖Uni‖
2
H
)
+
s
∑
i=1
‖Bni∆W n+1‖2H
≤C‖un‖2H+Cτ
2+Cτ2‖Un‖
2
Hs +
s
∑
i=1
‖Bni∆W n+1‖2H.
(4.23)
Taking expectation on both sides of (4.23), we have
E‖Un‖
2
Hs ≤CE‖u
n‖2H+Cτ +Cτ
2
E‖Un‖
2
Hs . (4.24)
For sufficiently small step size, by Gronwall inequality, one gets
E‖Un‖
2
Hs ≤CE‖u
n‖2H+Cτ.
Because of the identity ∑si=1‖Uni‖
2
H
= ‖Un‖
2
Hs
, the proof of (4.20) is completed.
Step 3: Uniqueness. The uniqueness of discrete solution follows from the uniqueness of Uni,
i= 1, . . . ,s.
Assume that there are two different solutionsUn and Vn satisfying (4.15a), then it follows
Un−Vn = τ(A⊗M)
(
Un−Vn
)
+ τ(A⊗ I)
(
Fn(Un)−F
n(Vn)
)
, (4.25)
which is equivalent to
Un−Vn = τ
(
I6s×6s− τ(A⊗M)
)−1
(A⊗ I)
(
Fn(Un)−F
n(Vn)
)
. (4.26)
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From the assertion (i) of Lemma 4.1 and globally Lipschitz property of function F , it follows that
‖Un−Vn‖Hs ≤Cτ‖Un−Vn‖Hs . (4.27)
Obviously, when the time step τ is sufficiently small, the internal stages Uni is unique, hence the
discrete solution un+1 is unique.
Step 4: proof for (4.21). We start from (4.1b) to get
‖un+1‖2H =‖u
n‖2H+‖τ
s
∑
i=1
bi
(
MUni+F
ni
)
‖2H+‖
s
∑
i=1
b˜iB
ni∆W n+1‖2H
+2〈un, τ
s
∑
i=1
bi
(
MUni+F
ni
)
〉H+2〈u
n,
s
∑
i=1
b˜iB
ni∆W n+1〉H
+2〈τ
s
∑
i=1
bi
(
MUni+F
ni
)
,
s
∑
i=1
b˜iB
ni∆W n+1〉H.
(4.28)
From (4.1a), we know that
un =Uni− τ
s
∑
j=1
ai j
(
MUn j+F
n j
)
−
s
∑
j=1
a˜i jB
n j∆W n+1, (4.29)
and then substitute (4.29) into the first term of the second line on the right-hand side of (4.28) to
get
2τ
s
∑
i=1
bi〈u
n, MUni+F
ni〉H
=2τ
s
∑
i=1
bi〈Uni, MUni+F
ni〉H−2τ
2
s
∑
i, j=1
biai j〈MUn j+F
n j, MUni+F
ni〉H
−2τ
s
∑
i, j=1
bia˜i j〈B
n j∆W n+1, MUni+F
ni〉H
=2τ
s
∑
i=1
bi〈Uni, F
ni〉H− τ
2
s
∑
i, j=1
(
biai j+b ja ji
)
〈MUn j+F
n j, MUni+F
ni〉H
−2τ
s
∑
i, j=1
bia˜i j〈B
n j∆W n+1, MUni+F
ni〉H
where in the last step we have used the fact 〈Uni, MUni〉H = 0. Combining the above equality
together with (4.28), we get
‖un+1‖2H =‖u
n‖2H+‖
s
∑
i=1
b˜iB
ni∆W n+1‖2H+2τ
s
∑
i=1
bi〈Uni, F
ni〉H
+ τ2
s
∑
i, j=1
(
bib j−biai j−b ja ji
)
〈MUn j+F
n j, MUni+F
ni〉H (4.30)
+2〈un,
s
∑
i=1
b˜iB
ni∆W n+1〉H+2τ
s
∑
i, j=1
(
bib˜ j−bia˜i j
)
〈Bn j∆W n+1, MUni+F
ni〉H.
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Since the method (A,b) is algebraically stable, the second line of (4.30) is not positive, then we
end up with
‖un+1‖2H ≤‖u
n‖2H+‖
s
∑
i=1
b˜iB
ni∆W n+1‖2H+2τ
s
∑
i=1
bi〈Uni, F
ni〉H
+2〈un,
s
∑
i=1
b˜iB
ni∆W n+1〉H+2τ
s
∑
i, j=1
(
bib˜ j−bia˜i j
)
〈Bn j∆W n+1, MUni+F
ni〉H
≤‖un‖2H+C(1+ τ)
s
∑
i=1
‖Bni∆W n+1‖2H+Cτ
s
∑
i=1
‖M(Bni∆W n+1)‖2H
+Cτ
s
∑
i=1
‖Uni‖
2
H+Cτ
s
∑
i=1
‖Fni‖2H+2Cτ
s
∑
i=1
bi〈Uni, F
ni〉H.
(4.31)
Applying expectation and using conditions on F , B and Q lead to
E‖un+1‖2H ≤ E‖u
n‖2H+Cτ +CτE‖Un‖
2
Hs . (4.32)
Substituting (4.20) into the above inequality, we get
E‖un+1‖2H ≤ (1+Cτ)E‖u
n‖2H+Cτ, (4.33)
which by Gronwall’s inequality means the boundedness of numerical solution. Therefore we com-
plete the proof of (4.21). Combining Steps 1-4, we complete the proof. 
Remark 4.2. Note that for the well-posedness of stochastic Runge-Kutta method, we require the
additional spatial smooth assumptions on function B, which comes from term ‖M(Bni∆W n+1)‖2
H
and needs supt∈[0,T ] ‖B(t)‖HS(U0,D(M)) < ∞.
Now we are in the position to discuss the regularity in D(Mk) (k ∈ N) of the numerical solution
given by stochastic Runge-Kutta method.
Proposition 4.1. Let Assumption 2.1 and Assumption 2.2 be fulfilled with α = k and β = k+ 1,
respectively, and suppose the initial data u0 ∈ L
p(Ω;D(Mk)) for some p ≥ 2. For the solution of
(4.1a)-(4.1b), there exists a constant C :=C(p,T,supt∈[0,T ] ‖B(t)‖HS(U,D(Mk+1)))> 0 such that
max
1≤i≤s
E‖Uni‖
p
D(Mk)
≤C
(
E‖un‖
p
D(Mk)
+ τ
)
, (4.34)
max
1≤n≤N
E‖un‖p
D(Mk)
≤C
(
1+‖u0‖
p
Lp(Ω;D(Mk))
)
. (4.35)
Proof. The proof is similar as in Step2 and Step 4 of Theorem 4.2. 
Proposition 4.2. Under the same assumption as in Proposition 4.1, we have for 0≤ t,s≤ T ,
E‖un+1−un‖
p
D(Mk−1)
≤Cτ p/2, (4.36)
‖E(un+1−un)‖D(Mk−1) ≤Cτ. (4.37)
Moreover, if un+1 is replaced by Uni, the above estimates still hold.
20 CHUCHU CHEN, JIALIN HONG, AND LIHAI JI
4.3. Error analysis of stochastic Runge-Kutta semidiscretizations. Motivated by answering
an open problem in [2, Remark 18] for stochastic Maxwell equations driven by additive noise, we
establish the error analysis in mean-square sense of the stochastic Runge-Kutta method (4.1) in
this part.
Recall that the strong solution of the stochastic Maxwell equations (2.4) is
u(tn+1) = u(tn)+
∫ tn+1
tn
Mu(t)dt+
∫ tn+1
tn
F(t,u(t))dt+
∫ tn+1
tn
B(t)dW(t). (4.38)
And substituting equation (4.22) into (4.15b) leads to the following formula of discrete solution
un+1 =un+ τ
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗u
n
)
+ τ
(
bT ⊗ I
)
Fn(Un)+ τ
2
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)
Fn(Un)
+
(
b˜T ⊗ I
)
Bn∆W n+1+ τ
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1((
A˜⊗ I
)
Bn∆W n+1
)
.
(4.39)
Let en = u(tn)−u
n. Substracting (4.39) from (4.38), we obtain
en+1 =en+
∫ tn+1
tn
Mu(t)dt− τ
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗u
n
)
︸ ︷︷ ︸
I
+
∫ tn+1
tn
F(t,u(t))dt− τ
(
bT ⊗ I
)
Fn(Un)︸ ︷︷ ︸
IIa
− τ2
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)
Fn(Un)︸ ︷︷ ︸
IIb
(4.40)
+
∫ tn+1
tn
B(t)dW(t)−
(
b˜T ⊗ I
)
Bn∆W n+1︸ ︷︷ ︸
IIIa
− τ
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1((
A˜⊗ I
)
Bn∆W n+1
)
︸ ︷︷ ︸
IIIb
=:en+ I+ IIa− IIb+ IIIa− IIIb.
Taking ‖ · ‖2
H
-norm yields
‖en+1‖2H =‖e
n‖2H+‖I‖
2
H+‖II‖
2
H+‖III‖
2
H+2〈e
n, I〉H+2〈e
n, II〉H+2〈e
n, III〉H
+2〈I, II〉H+2〈I, III〉H+2〈II, III〉H
≤(1+ τ)‖en‖2H+3‖I‖
2
H+2〈e
n, I〉H+
(
3+
C
τ
)
‖II‖2H+3‖III‖
2
H+2〈e
n, III〉H.
(4.41)
RUNGE-KUTTA SEMIDISCRETIZATIONS FOR STOCHASTIC MAXWELL EQUATIONS 21
Step 1. The estimates of terms ‖I‖2
H
and 〈en, I〉H. From (4.40), we have
I =
∫ tn+1
tn
(
Mu(t)−Mu(tn)
)
dt︸ ︷︷ ︸
Ia
+τMen
+ τMun− τ
(
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗u
n
)︸ ︷︷ ︸
Ib
.
(4.42)
From Proposition 2.3, we know that
E‖Ia‖
2
H ≤ τ
∫ tn+1
tn
E‖u(t)−u(tn)‖
2
D(M)dt ≤Cτ
3,
and
E‖E(Ia|Ftn)‖
2
H ≤ τ
∫ tn+1
tn
‖E
(
u(t)−u(tn)|Ftn
)
‖2
D(M)dt ≤Cτ
4,
where the constantC depends on T , ‖B(t)‖HS(U,D(M2)) and ‖u0‖L2(Ω,D(M2)).
From Proposition 2.2 and the property of operatorM, we know that
‖τMen‖2H =−τ
2〈en,M2en〉H ≤ τ‖e
n‖2H+Cτ
3
(
‖M2u(tn)‖
2
H+‖M
2un‖2H
)
≤ τ‖en‖2H+Cτ
3,
and
〈en,τMen〉H = 0,
where the constantC depends on T and ‖Q
1
2‖HS(U,H2(D)).
Under the assumption ∑si=1bi = 1, we know that(
bT ⊗ I
)(
1s⊗Mu
n
)
= (bT1s)⊗ (IMu
n) =
( s
∑
i=1
bi
)
⊗ (Mun) =Mun.
Since bT ⊗M =
(
bT ⊗ I
)(
Is×s⊗M
)
and
(
Is×s⊗M
)(
A⊗M
)
= A⊗M2 =
(
A⊗M
)(
Is×s⊗M
)
, we
have (
bT ⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗u
n
)
=
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
Is×s⊗M
)(
1s⊗u
n
)
=
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗Mu
n
)
.
(4.43)
Hence for term Ib, we get
Ib =τ
(
bT ⊗ I
)(
1s⊗Mu
n
)
− τ
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
1s⊗Mu
n
)
=τ
(
bT ⊗ I
)[
I6s×6s−
(
I6s×6s− τ
(
A⊗M
))−1](
1s⊗Mu
n
)
.
(4.44)
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By Lemma 4.1, we get
‖Ib‖H ≤Cτ
∥∥∥∥[I6s×6s−(I6s×6s− τ(A⊗M))−1](1s⊗Mun)∥∥∥∥
Hs
≤Cτ2‖(A⊗M)
(
1s⊗Mu
n
)
‖Hs
=Cτ2‖(A1s)⊗M
2un‖Hs ≤Cτ
2‖un‖D(M2),
and then
E‖Ib‖
2
H ≤Cτ
4
E‖un‖2
D(M2) ≤Cτ
4.
Therefore,
E‖I‖2H ≤ τE‖e
n‖2H+Cτ
3, E〈en, I〉H = E〈e
n,E
(
Ia|Ftn
)
〉H+E〈e
n, Ib〉H ≤ τE‖e
n‖2H+Cτ
3.
Step 2. The estimate of the term ‖II‖H and 〈e
n, II〉H. For term IIa, we recall that ∑
s
i=1bi = 1,
IIa =
∫ tn+1
tn
(
F(t,u(t))−
s
∑
i=1
biF(tn+ ciτ,Uni)
)
dt = τ
(
F(tn,u(tn)−F(tn,u
n)
)
+
∫ tn+1
tn
(
F(t,u(t))−F(tn,u(tn)
)
dt+ τ
s
∑
i=1
bi
(
F(tn,u
n)−F(tn+ ciτ,Uni)
)
.
(4.45)
From the globally Lipschitz property of F , we have
‖IIa‖
2
H ≤Cτ
2‖en‖2H+Cτ
4+Cτ
∫ tn+1
tn
‖u(t)−u(tn)‖
2
Hdt+Cτ
2‖Uni−u
n‖2H. (4.46)
The assertion (i) of Proposition 2.3 and the estimate forUni−u
n in Proposition 4.2 lead to
E‖IIa‖
2
H ≤Cτ
2
E‖en‖2H+Cτ
3.
The estimate of E‖E(IIa|Ftn)‖
2
H
is technical. In fact, take the term∫ tn+1
tn
(
F(u(t))−F(u(tn)
)
dt
in IIa as an example, where we let F do not depend on time t explicitly for ease of presentation,
since the dependence on time causes no substantial problems in the analysis but just leads to longer
formulas.
Thanks to Taylor formula, we have∫ tn+1
tn
(
F(u(t))−F(u(tn)
)
dt =
∫ tn+1
tn
F ′(u(tn))
(
u(t)−u(tn)
)
dt
+
1
2
∫ tn+1
tn
F ′′(uθ )
(
u(t)−u(tn), u(t)−u(tn)
)
dt,
(4.47)
where uθ is some point between u(tn) and u(t). The estimate of the second term on the above
equation is based on the assertion (i) of Proposition 2.3, which gives order O(τ4) in mean-square
sense. For the first term, we apply conditional expectation first,
E
(∫ tn+1
tn
F ′(u(tn))
(
u(t)−u(tn)
)
dt
∣∣∣∣Ftn)= ∫ tn+1
tn
F ′(u(tn))E
((
u(t)−u(tn)
)∣∣∣Ftn)dt, (4.48)
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where the adaptedness of {u(t)}t∈[0,T ] and the properties of conditional expectation are used. Then
by the assertion (ii) of Proposition 2.3, we know that (4.48) gives order O(τ4) in mean-square
sense.
Hence, by this approach we can show that
E‖E(IIa|Ftn)‖
2
H ≤Cτ
2
E‖en‖2H+Cτ
4.
For term IIb, we have
IIb =τ
2
(
bT ⊗ I
)(
Is×s⊗M
)(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)
Fn(Un)
=τ2
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
Is×s⊗M
)(
A⊗ I
)
Fn(Un)
=τ2
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)(
Is×s⊗M
)
Fn(Un),
(4.49)
hence from (4.18)
‖IIb‖H ≤Cτ
2‖
(
I6s×6s− τ
(
A⊗M
))−1(
A⊗ I
)(
Is×s⊗M
)
Fn‖Hs
≤Cτ2‖
(
A⊗ I
)(
Is×s⊗M
)
Fn‖Hs ≤Cτ
2 max
1≤i≤s
‖F(tn+Ciτ,Uni)‖D(M)
≤Cτ2
(
1+‖Un‖D(M)s
)
,
(4.50)
which leads to E‖IIb‖
2
H
≤Cτ4.
Therefore,
E‖II‖2H ≤Cτ
2
E‖en‖2H+Cτ
3,
and
E〈en, II〉H = E〈e
n,E
(
IIa|Ftn
)
〉H−E〈e
n, IIb〉H ≤CτE‖e
n‖2H+Cτ
3.
Step 3. The estimate of the term ‖III‖H. For term IIIa, we recall that ∑
s
i=1 b˜i = 1,
IIIa =
∫ tn+1
tn
(
B(t)−
s
∑
i=1
b˜iB
ni
)
dW (t) =
∫ tn+1
tn
s
∑
i=1
b˜i
(
B(t)−Bni
)
dW (t), (4.51)
hence
E‖IIIa‖
2
H =
∫ tn+1
tn
∥∥∥∥∥ s∑
i=1
b˜i
(
B(t)−Bni
)∥∥∥∥∥
2
HS(U0,H)
dt ≤Cτ3.
For term IIIb, similarly to IIb, we have
IIIb =τ
(
bT ⊗ I
)(
Is×s⊗M
)(
I6s×6s− τ
(
A⊗M
))−1((
A˜⊗ I
)
Bn∆W n+1
)
=τ
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
Is×s⊗M
)((
A˜⊗ I
)
Bn∆W n+1
)
=τ
(
bT ⊗ I
)(
I6s×6s− τ
(
A⊗M
))−1(
A˜⊗ I
)(
Is×s⊗M
)(
Bn∆W n+1
)
,
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hence from (4.18)
E‖IIIb‖
2
H ≤Cτ
2
∥∥∥∥(I6s×6s− τ(A⊗M))−1(A˜⊗ I)(Is×s⊗M)(Bn∆W n+1)∥∥∥∥2
Hs
≤Cτ2
∥∥∥(A˜⊗ I)(Is×s⊗M)(Bn∆W n+1)∥∥∥2
Hs
≤Cτ3.
(4.52)
Therefore,
E‖III‖2H ≤Cτ
3, E〈en, III〉H = 0.
Step 4. Application of Gronwall’s inequality. Combining all the estimates in Steps 1-3, we get
E‖en+1‖2H ≤ (1+Cτ)E‖e
n‖2H+Cτ
3,
which by Growall’s inequality leads to
sup
0≤n≤N
(
E‖en‖2H
) 1
2
≤Cτ.
The above result is stated in the following theorem.
Theorem 4.3. In addition to the conditions of Proposition 4.1 with k= 2, let ∑si=1 bi =∑
s
i=1 b˜i ≡ 1.
we have for the discrete solution of stochastic Runge-Kutta method (4.1a)-(4.1b),
max
1≤n≤N
(
E‖u(tn)−u
n‖2H
) 1
2 ≤Cτ, (4.53)
where the positive constant C depends on the Lipschitz coefficients of F and B, T , ‖u0‖L2(Ω;D(M2))
and supt∈[0,T ] ‖B(t)‖HS(U,D(M2)), but independent of τ and n.
We observe that the Butcher Tableaux of the implicit Euler method and the midpoint method sat-
isfy algebraic stability and the coercivity condition, therefore the mean-square convergence order
of these two examples is of one,
Corollary 4.1. Under the same assumptions of Theorem 4.3. For implicit Euler method, or for
midpoint method we have
max
1≤k≤N
(
E‖u(tk)−u
k‖2H
) 1
2 ≤Cτ, (4.54)
where the positive constant C depends on the Lipschitz coefficients of F and B, T , ‖u0‖L2(Ω;D(M2))
and supt∈[0,T ] ‖B(t)‖HS(U,D(M2)), but independent of τ and k.
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