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The K-linear space of all n-linearly recursive functions (1.1) =evaluated differ-
ential forms) for which a zero-dimensional ideal  ⊂ Kx1     xn is the largest
ideal which is contained in the kernel of all of them turns out to be the orthogo-
nal K-space ⊥ ⊂ Kx1     xn∗ of  and is known as Macaulay’s inverse system
of  . Making use of the antiderivative operator , the whole space of all differential
forms can be endowed with a structure of Kx1     xn-module; with respect to
ﬁnitely generated submodules of it (which we call Macaulay modules), we describe
a dual analog of the Gro¨bner bases theory. The motivation for studying Macaulay
modules has to be found mainly in multivariate interpolation problems and in the
theory of polynomial bialgebras, though some application to algebraic geometry is
not excluded.  2002 Elsevier Science (USA)
Key Words: coﬁnite ideals; polynomial bialgebra; Macaulay’s inverse systems;
linear recurrence; multivariate interpolation; Gro¨bner bases.
1. INTRODUCTION
1.1.
In this article we present some results obtained as part of a more
comprehensive research still in progress, dealing with the study of coﬁ-
nite ideals (i.e., those having Krull dimension 0) in the polynomial ring
Kx 	= Kx1     xn over the ﬁeld K. The motivation for doing this
comes from problems arising in several areas of mathematics, where the
authors have worked in the past.
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One of these areas is the theory of bialgebras, with particular regard to
the natural bialgebra structure on Kx and its dual bialgebra. This dual
bialgebra is a proper subset of the linear dual Kx∗ 
 Kx of Kx; in
fact, its elements are all those linear forms Kx → K whose kernel contains
a coﬁnite ideal of Kx. According to [4], these elements are called n-linearly
recursive functions; when K is algebraically closed, they are of the form (1.1)
below. We point out that for n = 1 they are well-known linearly recursive
sequences (see [2, 15]). Also notice that formula (1.1) actually deﬁnes a
distribution with ﬁnite support coinciding with S (see [17, p. 53, formula
(6.1)]).
A second area is multivariate interpolation. We refer to [10] for a wide
bibliography on this subject. In 1.2–1.5 of this section it will be illustrated
in full detail how multivariate interpolation leads to coﬁnite ideals.
Preliminarily, let us give a brief account of the contents of the following
sections. Section 2 is devoted to introducing some notation relative to the
partially ordered monoid Nn≤, where ≤ denotes the product order. We
also introduce (as a particular case of Deﬁnition 2.1) the new notion of
a -minimum element in a family  ⊂ Nn. The symbol  denotes any
linear order on Nn which is compatible with the monoid structure =term
ordering).
In Section 3 we consider the K-linear space n 	= spanKDi  i ∈ Nn,
where Di:Kx → Kx is the linear operator deﬁned in 3.1. Note that
whenever charK = 0 we have
Di =
1
i!
∂i
∂xi
	= 1
i1! · · · in!
∂i1+···+in
∂x
i1
1 · · · ∂xinn

Moreover, we deﬁne (Deﬁnition 3.3), prove the existence of (Lemma 3.1),
and characterize (Proposition 3.3) the -cominimum monomial basis of the
quotient space n/ , where  is a subspace of n.
In Section 4 we consider the antiderivative operator  (cf. formula (4.1)).
Making use of this operator, we give n the structure of a Kx-module
(cf. 4.2), which will be simply referred to as -module, while we shall call
theMacaulay module any ﬁnitely generated submodule of it. This is because
this notion is quite close to that ofMacaulay’s inverse system as referred to in
[9, 2.Teil, pp. 174–175]; see 3.4 below. Moreover, we introduce a reduction
procedure and deﬁne the notion of normal form of an element of n w.r.t.
both a given ﬁnite subset of n and a ﬁxed term ordering .
In Section 5 we deﬁne (cf. Deﬁnitions 5.1 and 5.2) and characterize the
notion of the (reduced) -standard basis of a Macaulay module  (see also
1.5 in this section). Then—after having introduced the notions of (i) the
S-element of two elements ϕψ ∈ n (given in analogy with the notion
of S-polynomial used in Gro¨bner bases theory), (ii) the issue of ϕ ∈ n,
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and (iii) the kin of ϕ ∈ n—we give an algorithm (Algorithm SB; cf.
Theorem 5.11 and Corollary 5.12) devoted to calculating the (reduced)
-standard basis of a given Macaulay module  .
Finally, in the Appendixes we give some simple examples which illustrate
the algorithms to ﬁnd the (reduced) -standard basis of a Macaulay module
as well as the general solutions of the multivariate interpolation problems
described in the sequel.
1.2.
Here we will introduce some notation which will be deﬁned in the follow-
ing sections. In addition, let us denote by vP :Kx → K px1     xn →
pa1     an the evaluation map at the point P = a1     an ∈ Kn.
Moreover, put viP 	= vP ◦ Di. Suppose that the following are given:
(i) a ﬁnite non-empty set  of linearly independent n-linearly recur-
sive functions ϕ:Kx → K of the type
ϕ = ∑
P∈S
∑
i∈T
γi Pv
i
P (1.1)
where γi P ∈ K and S T are non-empty ﬁnite subsets of Kn and Nn, respec-
tively, which depend on ϕ;
(ii) a ﬁnite family A = αϕ  ϕ ∈  ⊂ K.
The interpolation problem determined by the pair A—for short, the
(A)-int.problem—is the following: Find the class  ⊆ Kx of all polyno-
mials p such that, for every ϕ ∈ , we have ϕp = αϕ.
A simpler problem associated with the previous one is obtained by setting
αϕ = 0 for every ϕ. It will be referred to as the -int.problem. We shall
denote by # the set of all its solutions.
Proposition 1.1. Let A be as in (i) and (ii). The set # =⋂
ϕ∈ kerϕ of all solutions of the -int.problem is a non-trivial sub-
space of the linear space Kx. Moreover, the set  of the solutions of the
A-int.problem is a residue class of # ⊂ Kx, i.e.,  ∈ Kx/#.
Proof. First notice that, for indices jP ∈ Nn sufﬁciently large w.r.t. the
product order ≤, the polynomial∏P∈Sx−PjP—here the symbolic notation
x− Pj stands for x1 − a1j1 · · · xn − anjn with P = a1     an ∈ Kn—
surely belongs to #, so that # = 0. The remaining part of the ﬁrst
statement is trivial. As to the second one it is sufﬁcient to observe that
(i) because of the linear independence of the forms ϕ ∈  the A-
int.problem is always compatible, so that  = , and (ii) for p ∈  and
p′ = p, we have p′ ∈  if and only if p− p′ ∈ #.
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It follows that, in order to ﬁnd the general solution of the A-
int.problem, as a preliminary step we have to solve the associated -
int.problem. In general, the latter again proves to be quite unfeasible in a
straightforward way—unless putting additional artiﬁcial conditions on the
shape of the interpolating polynomials that we are looking for. Yet, we
are able to solve a similar but simpler problem, which will be called the
-id.int.problem. Here “id.” stands for “ideal”. Instead of looking for the
largest subset # ⊂ Kx whose elements are in the kernel of every ϕ ∈ ,
this new problem asks for the largest ideal  contained in #. Notice that
the ideal generated by the polynomial
∏
P∈Sx − PjP considered in the
proof of Proposition 1.1 is contained in  ⊂ #, too, so that  = 0.
Also notice that the inverse problem of the -id.int.problem consists of
calculating the evaluated differential forms ϕ ∈ , knowing in advance a
system of generators of the interpolating ideal  . This is a particular case
of a more general problem solved in [14] for primary ideals.
Solving the -id.int.problem turns out to be the right idea for solving both
the -int.problem and the A-int.problem. In fact,  is a subspace of
# and thus #/ is a subspace of Kx/ ; hence  is a union of residue
classes of Kx/ . Moreover, making use of a few algorithms which will
be brieﬂy described in 1.3, one can ﬁnd a linear basis of Kx/ of the
form xj +   j ∈  , where  is a ﬁnite order ideal of Nn≤. It can be
proved that xj  j ∈   is the complementary set of the monomial ideal
LT≺  ⊂ Kx consisting of the leading terms (w.r.t. a ﬁxed term ordering
) of all elements of  . We note that from this we can easily calculate the
reduced Gro¨bner basis of  w.r.t.  (see, e.g., Example A.2 in Appendix A).
From all this we deduce the following:
(a) The subspace # consists of all elements of the form
m∑
i=1
βipi + g β1     βm ∈ K g ∈  
where m = dim#/  ≤ # = dimKx/  and p1     pm are m
ﬁxed linearly independent polynomials belonging to span
K
xj  j ∈  .
These polynomials pi =
∑
j∈ ai jxj will be determined by solving the sys-
tem of linear equations in the unknowns ai j obtained by requiring that pi
belong to ∩ϕ∈ kerϕ for i = 1    m. Of course,  itself is contained
in ∩ϕ∈ kerϕ; yet, the polynomials in  must belong to the kernel of
other n-linearly recursive functions as well, namely, to all those obtained by
“antiderivation” from ; notice that the evaluation map vP is one of them
iff the point P occurs in (1.1), so that we have ∪ϕ∈S = 	  , the afﬁne
variety of  . Here we are making reference to an obvious generalization
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of the “antiderivative operator” j deﬁned in 4.1, that is,
j v
i
P 	= vP ◦ j Di 	=
{
v
i−j
P  if i− j ∈ Nn,
0 otherwise.
(1.2)
(b) Knowing in advance an arbitrary particular solution p =∑j∈ cjxj
of the (A)-int.problem, the set  ⊂ Kx of all its solutions is the residue
class p+ #.
(c) Equivalently, having determined  , the set  consists of all poly-
nomials of the form ∑
j∈
bjx
j + g
where g ∈  and the coefﬁcients bj satisfy the # − m = # linearly
independent conditions
ϕ
(∑
j∈
bjx
j
)
= αϕ
1.3.
We now give an informal description of the algorithms which will lead to
a complete solution of the -id.int.problem. Since this procedure can be
somewhat cumbersome, the interested reader may ﬁnd some help in the
examples considered in the Appendixes.
1.3.1. We still use the notation introduced in 1.2. For each P ∈ Kn which
occurs in (1.1), P ∈ 	   = ⋃ϕ∈ S, we put
ϕP 	=
∑
i∈T
γi Pv
i
P and P 	= ϕP  ϕ ∈ 
Consider the solution P of the P -id.int.problem. It is not difﬁcult to
prove that the ideal P—which has been deﬁned as the largest ideal con-
tained in ∩ϕP∈P kerϕP—can be represented as P = ∩ψ∈P kerψ,
where P is the -submodule generated by P . (Here we refer to the
generalization obtained via (1.2) of the notion of -module deﬁned in 4.2
below.) From this and from Nullstellensatz, we easily deduce that P is a
primary ideal; moreover, it can also be proved that P ⊃  . Since  is
zero dimensional, each primary component of  is isolated; it follows (cf.
[1, Corollary 4.11]) that  = ∩P∈	  P is the unique minimal primary
decomposition of  .
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1.3.2. Having ﬁxed a term ordering  on Nn (see 2.2 below), we call the
-leading index of ψ =∑i∈Nn αiviP—in symbols, LI≺ψ—the smallest index
i ∈ Nn occurring in ψ (see also Deﬁnition 3.1). Consider the order ideal
P 	= LI≺ψ  ψ ∈ P ⊂ Nn≤. Surprisingly, we have the following
crucial property: P turns out to be complementary to the ﬁlter of Nn≤
consisting of the -leading indices of all polynomials belonging to the primary
ideal P . It follows that the residue classes xj + P j ∈ P , form a linear
basis for Kx/P . In 1.4 we shall devote some more words on such an
order ideal P .
1.3.3. Suppose now that the ﬁxed term ordering is the inverted lexico-
graphic order il. We mean the order denoted by ([xn     x1], plex) in
MAPLE, that is, the lexicographic order (for which x1 ≺il x2 ≺il · · · ≺il
xn) over the “words” x
i1
1 x
i2
2 · · ·xinn read from right to left. Moreover, suppose
that, for each point P ∈ 	  , the order ideal P has already been calcu-
lated. Thus we have a ﬁnite family ℘ 	= PP  P ∈ 	  ; according
to [3], we call it an algebraic multiset.
The main result of our present research project states that, when applying
the algorithm MB described in Section 3 of [3] to the algebraic multiset ℘ =
PP  P ∈ 	  , we obtain an order ideal  ⊂ Nn≤ for which the
following statements hold:
(i) The residue classes xi+  i ∈  , form a linear basis for the quotient
algebra Kx/ :
(ii) The set of all minimal generators m of the complementary ﬁlter of
the order ideal  can be shown to be the set of all leading indices of the
elements of the reduced Gro¨bner basis RGBil  of  w.r.t. il. This result
leads to a straightforward calculation of RGBil .
The above statements have been proved in [3] for particular cases. The
proof for the general case is the subject of ongoing research. Also notice
that these statements do not hold any more when the ﬁxed term ordering
is not a lexicographic order.
1.4.
Suppose now that a coﬁnite ideal  ⊂ Kx is given. Let 	   = 
and let P ∈ 	  . Denote by P the primary component of  relative
to P and let P be any subset of spanKvnP  n ∈ Nn such that P =∩ψ∈P kerψ. Further, let P 	= LI≺ψ  ψ ∈ P ⊂ Nn. It is easy to
see that the set vnP + P  n ∈ Nn\P is a linear basis for spanKvnP 
n ∈ Nn/P. It follows that, for every i ∈ P , there is one and only one
element in P of the form
ϕi 	= viP −
∑
i≺n∈Nn\P
αinv
n
P αin ∈ K (1.3)
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(here we have i ≺ n, since otherwise LI≺ϕi ∈ Nn\P , in contradiction
with the deﬁnition of P). The sets P and ˜P 	= ϕi  i ∈ P will be
called, respectively, the combinatorial -tail and the algebraic -tail of the
point P w.r.t. the ideal  . From what has been said above it follows that
under the present hypotheses P and ˜P contain all information about the
“multiplicity” of the zero P of  .
At ﬁrst sight the term tail may appear funny. Nevertheless, there are at
least two reasons for choosing it. On the one hand, with a bit of imagi-
nation the typical shape of an order ideal of Nn≤ (at least for n = 2
and n = 3) could make one think of the tail of a rooster—and it goes
without saying that both P and 
′
P 	= P ∪ nfor some i ∈ P αin =
0 αin as in 13 are order ideals. On the other hand, though the term
“multiplicity” would ﬁt for the above notions better than “tail,” neverthe-
less we prefer to avoid it, because, in this context, it has already been used
for plenty of different notions. Just to cite one, Gro¨bner (see [9, 2.Teil,
p. 172]) and before him Macaulay (see [9, 2.Teil, p. 175, footnote 3]) have
called “multiplicity of a zero P” the length l of the primary component P ,
that is, the cardinality #P = #˜P . Well, as we have seen above, the inte-
ger l = #P = #˜P is far from thoroughly characterizing the zero P of the
ideal  . (See also the notion of “dynamic multiplicity” due to Severi [16].
We refer the interested reader to [8] for a less recent discussion of the con-
cept of multiplicity. As to a modern (possible) deﬁnition of this notion, see,
e.g., [7, Chap. 12] or also [12].) All this convinces us that to use the term
“multiplicity” once more for a new notion would surely increase confusion.
1.5.
In a paper under preparation, the authors will describe an algorithm
for computing both the combinatorial -tail and the algebraic -tail of
P ∈ 	   w.r.t. a given coﬁnite ideal  ⊂ Kx.
We also have to notice, however, that—given an arbitrary ﬁnite order
ideal P ⊂ Nn≤ and a set ˜P = ϕi  i ∈ P, where the ϕi’s are as in
(1.3)—even when the elements in ˜P are linearly independent, the sets P
and ˜P are not necessarily the combinatorial -tail and the algebraic -tail
of P , respectively, w.r.t. some coﬁnite ideal  ⊂ Kx. Because of this, even
the notions of combinatorial -tail and algebraic -tail are not thoroughly
satisfying as multivariate counterparts of the notion of multiplicity of a root
ρ of a polynomial px. In our opinion, what one really needs is the notion
of the (reduced) -standard basis of P introduced in the present paper.
In many respects this notion can be considered as the dual analog of the
notion of (reduced) Gro¨bner basis of an ideal of Kx.
Also notice that, according to a remark of Gro¨bner (see [9, 2.Teil, pp. 176
and 178]), the notion of -submodule P generated by P as well as that
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of the algebraic -tail P may be also regarded as the natural generalization
(relative to the primary ideal P) of the notion of generic point relative to
a prime ideal.
Finally, it is not difﬁcult to see that using the reduced -standard basis
of P one can easily calculate both the combinatorial -tail P and the
algebraic -tail ˜P of P ∈ 	 P w.r.t. the largest (coﬁnite) ideal  ⊂ Kx
contained in the kernel of all ϕ ∈ P .
2. ABOUT ORDER IDEALS AND FILTERS
OF THE POSET Nn≤
2.1.
As usual, let us denote by Z+≤ the ordered abelian group of inte-
gers and by N+≤ the ordered monoid of non-negative integers. These
ordered algebraic structures extend to Zn and to Nn, respectively, in the
usual way (the product order will again be denoted by ≤):
i+ j 	= i1 + j1     in + jn i ≤ j⇔ i1 ≤ j1 ∧ · · · ∧ in ≤ jn
i ≤ j⇒ i+ h ≤ j+ h
for every i 	= i1     in j 	= j1     jn h 	= h1     hn ∈ Zn. More-
over,
i 	= i1 + · · · + in δij 	= δi1j1 · · · δ
in
jn
 πsi 	= is$
i ∧ j 	= h = h1     hn where hs 	= infis js$
i ∨ j 	= k = k1     kn where ks 	= supis js
Finally, for i j ∈ Nn let us put
i! 	= i1! · · · in!
(
i
j
)
	=
(
i1
j1
)
· · ·
(
in
jn
)

Let us recall that a subset  ⊆ Nn is said to be an order ideal (resp. a ﬁlter)
of the partially ordered set (=poset) Nn ≤ when
j < i ∈  &⇒ j ∈  resp. j > i ∈  &⇒ j ∈  
694 cerlienco and mureddu
An order ideal (resp. a ﬁlter)  consisting of all the elements less than
(resp. greater than) or equal to some element of a given subset G ⊂ Nn is
said to be generated by G, and the elements of G are called the generators of
 ; in symbols,  = 'G( (resp.  = )G*) or also, when G = g1     gs is
ﬁnite,  = 'g1     gs( (resp.  = )g1     gs*). If  is an order ideal (resp.
ﬁlter), then Nn \ is a ﬁlter (resp. order ideal), the so-called complementary
ﬁlter (resp. order ideal) of  .
An order ideal (resp. ﬁlter)  is said to be principal when it is generated
by a single element. If n > 1, the complementary ﬁlter (resp. order ideal) of
a principal order ideal (resp. ﬁlter) is not principal. In fact, it is easy to see
that the complementary ﬁlter of the principal ideal  = 'i( is generated by
the elements i1 + 1     0 0 i2 + 1     0     0     in + 1.
Whereas an order ideal  ⊆ Nn is ﬁnitely generated if and only if it
is ﬁnite—in such a case the set of its maximal elements is a ﬁnite set of
generators for —on the other hand, it can be easily proved that every
ﬁlter  ⊆ Nn has a ﬁnite number of minimal elements m1    ms which
form a system of generators:  = )m1    ms*. Thus every ﬁlter  ⊆ Nn
is ﬁnitely generated. This statement is equivalent to Dickson’s lemma (every
monomial ideal  of the polynomial ring Kx1     xn is ﬁnitely generated)
and therefore it can also be regarded as a direct consequence of Hilbert’s
Basissatz.
Maybe, it is worthwhile to notice that the analogy between ﬁlters and
order ideals with respect to the above property will be perfect (i.e., every
order ideal will be ﬁnitely generated and a ﬁnite system of generators
for it will consist of its maximal elements) if one extends the notion of
order ideal (resp. ﬁlter) in the following way. Let N∞ 	= N ∪ ∞ and, for
every order ideal (resp. ﬁlter)  ⊂ Nn, let ∞ be the largest order ideal
(resp. the smallest ﬁlter) of N∞n ≤ such that ∞ ∩ Nn =  ; it will be
called the projective completion of  . What is more, using this extension,
we can:
(i) deﬁne the notion of dimension dim  of an order ideal  as
the maximum number of coordinates equal to∞ of the maximal generators
i1     is of its projective completion ∞ = 'i1     is(;
(ii) deﬁne the Hilbert function HF m of the order ideal  ⊆ N∞n
as the map which associates to every non-negative integer m the number
of elements i = i1     in ∈  such that i = i1 + · · · + in ≤ m;
(iii) deduce (the proof is patterned upon that of the analogous well-
known Hilbert theorem) that Hilbert’s function HF m coincides, for m
sufﬁciently large, with a polynomial HP m whose degree is given by the
dimension d of  : degHP m = d 	= dim .
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2.2.
We shall use the notation  to denote an arbitrary linear order on Nn
which is compatible with its additive monoid structure:
0  i i ≺ j &⇒ i+ h ≺ j+ h for every i jh ∈ Nn
The order  extends in an obvious way to both Zn and the set of all
monomials xi of Kx, where it is usually called term ordering. Abusing this
terminology, we shall also call term ordering the order  on Nn or on Zn. It
can easily be seen that every term ordering on Nn is a well order. Moreover,
it is not difﬁcult to prove that the ordinal number of (Nn) is ωm for some
m ≤ n.
Unless otherwise stated, in the remainder of this article we will always use
a ﬁxed arbitrary term ordering .
2.3.
Let X- be any well-ordered set and let  = AB ⊆ X. Let α =
ordA-A and β = ordB-B be the ordinal numbers of the well-
ordered sets A-A and B-B, respectively. For every ordinal num-
ber µ < α we shall say that a ∈ A is the µth element of A—in symbols,
a = aµ—if we have µ = ordA′-A′ , where A′ 	= a′ ∈ A  a′  a. We
extend the order relation - to X in the following way:
A  B⇐⇒ {[( ∀µ)(µ < αβ⇒ aµ = bµ) ∧A ⊂ B]
∨ [ ∀µ][(µ < αβ ∧ aµ = bµ ∧ ∀ νν < µ⇒ aν = bν)
⇒ aµ  bµ
]}

A - B⇐⇒ A  B ∨A = B
It is easy to check that X- is an ordered set and that the well-
ordered set X- is isomorphic to X˜-X˜ , where X˜ 	= x  x ∈ X ⊆
X.
Deﬁnition 2.1. Given an arbitrary family 
 ⊂ X of nonempty
subsets of a given well-ordered set X-, we shall say that M ∈ 
 is
--minimum in 
 if it is the minimum element w.r.t. the extended order
relation - on X. Moreover, we say that M ∈ 
 is --cominimum in 

if X \M is --minimum in 
 ′ 	= X \H  H ∈ 
.
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3. THE K-VECTOR SPACE n
3.1.
For each i ∈ Nn, let Di be the linear operator deﬁned by
Di	 Kx →Kx
xj →
(
j
i
)
xj−i (3.1)
where xi 	= xi11 · · ·xinn . Let n be the K-vector space generated by all Di. As
we have
Di ◦ Dj =
(
i+ j
i
)
Di+j (3.2)
the composition “◦” gives n a K-algebra structure n ◦ isomorphic to
the so-called multivariate divided powers algebra. Equivalently, the linear
map Di → Xi (where Xi ∈ Kx∗ is deﬁned by Xixj = δji, the Kronecker
symbol) is a monomorphism of the K-algebra n ◦ into the dual algebra
of the usual coalgebra structure over the K-vector space Kx (cf. [4]). Also
notice that, for every f g ∈ Kx, we have
Difg =
∑
j≤i
Di−jf Djg (3.3)
3.2.
Let us now give a few deﬁnitions and properties concerning the elements
and the subspaces of n which are analogous to the deﬁnitions and prop-
erties concerning the polynomials and the ideals of Kx, respectively.
Deﬁnition 3.1. Let  be an arbitrary term ordering on Nn and let ψ =∑
αiDi ∈ n αi = 0. We shall say that m is the leading index of ψ w.r.t. the
term ordering —in symbols, m = LI≺ψ—if m is the smallest (w.r.t. the
considered term ordering ) index i occurring in ψ = ∑αiDi. Moreover,
if this is the case, then the element LT≺ψ 	= αmDm will be called the
leading term of ψ and LC≺ψ 	= αm the leading coefﬁcient of ψ. Finally, for
a given subset  of n, put LI≺ 	= LI≺ψψ ∈  and LT≺ 	=
LT≺ψψ ∈.
Deﬁnition 3.2. Let  be a subspace of n. A monomial basis for n/
is a linear basis of the form Dh +   h ∈ H ⊆ Nn.
Notice that to each monomial basis Dh +   h ∈ H ⊆ Nn for n/
we may uniquely associate a linear basis H = ϕl  l ∈ L 	= Nn\H for 
whose elements are of the form
ϕl = Dl −
∑
r∈Rl⊂H
αlrDr αl r = 0 (3.4)
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(according to the representation Dl +  =
∑
r∈Rl⊂H αl rDr +   of the
residue class Dl +  in the given basis; for each l Rl is a suitable ﬁnite
subset of H). Such a basis H for  will be said to be in Gaussian reduced
form.
Conversely, suppose that we know a linear basis L = ϕl  l ∈ L for
 whose elements are of the form (3.4) (with H 	= Nn\L); then Dh +  
h ∈ H is a monomial linear basis for n/ and we have L = H .
Let us now describe three algorithms. We do not claim they are new.
Yet, for the sake of clarity, in the following it may be useful to be able to
make reference to a formal description of them. Under slightly different
conditions, starting from a given linear basis  of the ﬁnite-dimensional
subspace  ⊂ n, they all lead to a basis L in Gaussian reduced form.
When making reference to any of these algorithms, we will just mention
the Gaussian elimination method.
Gaussian Elimination Method: First Algorithm. When we know
in advance a set L = l0     lt−1 ⊂ Nn t 	= dim  = # such that
there is a basis L of  in Gaussian reduced form, this basis L may be
obtained from any basis  of  by means of the following algorithm. Let
0 	= . For i = 0     t − 1, let ψi be an element of i of the form
ψi = αliDli −
∑
h =l0li αhDh αli = 0. We get a new basis i+1 from i by
just replacing (i) ψi by α
−1
li
ψi and (ii) every occurrence of Dli in i\ψi
by α−1li
∑
h =l0li αhDh.t is the desired basis 
L of  in Gaussian reduced
form.
Gaussian Elimination Method: Second Algorithm. More gener-
ally, in order to obtain both a suitable set of indices L = l0     lt−1 ⊂
N
n t 	= dim  = # and the corresponding basis L in Gaussian
reduced form, we may use the following algorithm. First put L 	=  and
0 	= . For i = 0     t − 1, there is at least an element ψ ∈ i of the
form ψ = ∑h∈Ri βhDh βh = 0, where Ri is a non-empty, ﬁnite subset of
N
n\L. Consider an element l ∈ Ri. Put L 	= L ∪ l and get a new basis
i+1 from i just replacing (i) ψ by β
−1
l ψ and (ii) every occurrence of Dl
in i\ψ by −β−1l
∑
h∈Ri\l βhDh. When i = t − 1, L and i+1 are the
sets looked for.
Let us notice that the set of indices L can be obtained according to some
additional condition, for instance, by asking that L be the -minimum
element (in the sense of 2.3 above) whose existence is conﬁrmed by
Lemma 3.1. This is just what can be obtained by means of the third
Gaussian elimination algorithm described after the proof of Lemma 3.1.
Lemma 3.1. Let  = 0 be a ﬁnite-dimensional K-subspace of n and
let  be the set of all subsets L ⊆ Nn such that Dh +   h ∈ Nn\L is a
monomial basis of n/ . Then  has a -minimum element.
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Proof. Bearing in mind Gaussian elimination method, second algorithm,
from  = 0 we deduce  = . Having stated this, for every L ∈  , let
us put L = l0 l1     lt−1 where l0 ≺ l1 ≺ · · · ≺ lt−1, t 	= dim , and
Dlj +  =
∑
r ∈L
αL$j rDr +   j = 0 1     t − 1
The set L 	= ϕlj = Dlj −
∑
r ∈L αL$ j rDr  j = 0 1     t − 1 is a linear
basis of  in Gaussian reduced form.
Let l∗j 	= inflj  L = l0     lt−1 ∈  and let L∗ 	= l∗0     l∗t−1. It
is easy to prove that l∗0 ≺ l∗1 ≺ · · · ≺ l∗t−1. In fact, let L′ 	= l′0 l′1     l′t−1
and L′′ 	= l′′0 l′′1     l′′t−1 with l∗j = l′j and l∗j+1 = l′′j+1; then l∗j = l′j  l′′j ≺
l′′j+1 = l∗j+1, that is, l∗j ≺ l∗j+1.
If L∗ ∈  , then L∗ would be the -minimum element of  and the
lemma would be proved. Hence what we have to prove is L∗ ∈  . Arguing
by contradiction, suppose that L∗ ∈  . Let s be the smallest integer such
that, for every L = l0 l1     lt−1 ∈  for which l0 = l∗0     ls−1 = l∗s−1,
we have ls = l∗s . Obviously, s > 0 and l∗s ≺ ls. The existence of such an
s easily follows from the ﬁniteness of the dimension of  . Hence there
are in  elements L′ = l′0 l′1     l′t−1 l′0 ≺ l′1 ≺ · · · ≺ l′t−1, and L′′ =
l′′0 l′′1     l′′t−1 l′′0 ≺ l′′1 ≺ · · · ≺ l′′t−1, such that l′0 = l∗0     l′s−1 = l∗s−1 l′s =
l∗s , and l
′′
s = l∗s . We have l′′0     l′′s−1 = l∗0     l∗s−1. Let
L
′ =
{
λ′j = Dl′j −
∑
r ∈L′
αL′ $jrDr  j = 0     t − 1
}

L
′′ =
{
λ′′j = Dl′′j −
∑
r ∈L′′
αL′′ $j rDr  j = 0     t − 1
}
be two bases of  , in Gaussian reduced form, associated to the sets L′ and
L′′, respectively.
Consider the elements Dl∗0     Dl∗s−1 ; it is easy to see that in 
L′′ there
are s elements λ′′j0     λ
′′
js−1 of the form
λ′′jh =
s−1∑
k=0
akhDl∗k +
∑
l ∈l∗0l∗s−1
clhDl
where A 	= akh is a non-singular square matrix. Put B 	= bhk 	= A−1;
from the above equations we deduce
λ˜k 	=
s−1∑
h=0
bhkλ
′′
jh
= Dl∗k −
∑
l ∈l∗0l∗s−1
dlkDl k = 0     s − 1
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Let us denote by L
′′′
a new basis of  obtained in the following way.
First replace in L
′′
the elements λ′′j0     λ
′′
js−1 with λ˜0     λ˜s−1. Then let
us make a Gaussian reduction (ﬁrst algorithm) with respect to the set of
indices L′′′ 	= L′′\l′′j0     l′′js−1 ∪ l∗0     l∗s−1. It is easy to check that
this can always be done. Put L′′′ = l′′′0  l′′′1      l′′′t−1 with l′′′0 ≺ l′′′1 ≺ · · · ≺
l′′′t−1. We have l
′′′
0 = l∗0     l′′′s−1 = l∗s−1; thus j0     js−1 = 0     s − 1.
Since l′′0     l′′s−1 = l′′′0      l′′′s−1, there exists at least one element l′′i ∈
l′′0     l′′s−1 such that, for some j ≥ s, l′′i = l′′′j . Hence l′′i = l′′′j 2 l∗j 2 l∗s .
On the other hand, as i ≤ s − 1, we have l′′i ≺ l′′s = l∗s , a contradiction.
Gaussian Elimination Method: Third Algorithm. Put0 	= (the
given basis) and 0 	= . For i = 0 1     t − 1 (t = dim  = #),
let Ji be the set of all indices occurring in the elements of i, let mi 	=
infj  j ∈ Ji, and let ωi ∈i be an element of the type ωi = αiDmi −∑
j∈Ji\mi αi jDj αi = 0. Let ˜i be the set obtained by replacing each occur-
rence of Dmi in i by α
−1
i 
∑
j∈Ji\mi αi jDj and put i+1 	= ˜i ∪ α−1i ωi.
Moreover, let i+1 be the set obtained from i by the same substitu-
tion. The sets L 	= m0    mt−1 and L 	= t are the ones looked for.
Notice that L = m0    mt−1 is the -minimum element in  whose
existence is guaranteed by Lemma 3.1. Thus the monomial basis Dl +  
l ∈ Nn\m0    mt−1 is the -cominimum basis of n/ , according to
the following deﬁnition.
Deﬁnition 3.3. Let  be a subspace of n. Let 
 be the family of all
subsets H ⊂ Nn such that Dh +   h ∈ H ⊆ Nn is a monomial basis
of n/ . We shall say that Dm +   m ∈ M ⊆ Nn is a -cominimum
monomial basis if M is the -cominimum element of 
 .
When  is a ﬁnite-dimensional subspace, this -cominimum basis is that
associated to the setM 	= Nn\L, where L is the -minimum element whose
existence is guaranteed by Lemma 3.1, that is, equivalently, the set L deter-
mined by the Gaussian elimination method, third algorithm. This suggests
the following deﬁnition.
Deﬁnition 3.4. Let  and  be as in Lemma 3.1 and let L be the
-minimum element of  . Let
L =
{
ϕl = Dl −
∑
r ∈L
αl rDr  l ∈ L
}
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be the basis of  considered in the paragraph that follows Deﬁnition 3.2.
Then L is said to be the -minimum element in the set of all linear bases
of the subspace  in Gaussian reduced form.
Lemma 3.2. Let  = 0 be a ﬁnite-dimensional K-subspace of n and
let L = ϕl  l ∈ L be as in Deﬁnition 3.4. Let l r, and Rl be as in
formula 34 with H = Nn\L. Then l ≺ r for every r ∈ Rl.
Proof. Our hypotheses say that L is the -minimum element in the set
 considered in Lemma 3.1. Put L 	= l0 l1     lt−1 where t 	= dim 
and l0 ≺ l1 ≺ · · · ≺ lt−1. Arguing by contradiction, suppose that, for some
l ∈ L—say l = ls with 0 ≤ s ≤ t − 1—and for some r ∈ Rl ⊂ Nn\L, we have
r ≺ l. Let L′ 	= l′0     l′t−1 l′0 ≺ · · · ≺ l′t−1, be the set obtained from L by
replacing l by r. It is easy to prove that L′ ∈  . Since r ≺ l = ls, for some
p ≤ s we have lp−1 ≺ r ≺ lp. Hence r = l′p ≺ lp, in contradiction with the
fact that L is -minimum.
The statement could be also proved by making use of the Gaussian elim-
ination method, third algorithm.
Proposition 3.3. Let  be a ﬁnite-dimensional K-subspace of n. Dm+
  m ∈M ⊆ Nn is a -cominimum monomial basis of n/ if and only if
M = Nn\LI≺ .
Proof. ⇒ Suppose thatDm +   m ∈M ⊆ Nn is the-cominimum
monomial basis of n/ . We have to prove that LI≺  = Nn\M , that is,
LI≺  ⊆ Nn\M and Nn\M ⊆ LI≺ . Both relations are a straightfor-
ward consequence of Lemma 3.2. In fact, an arbitrary element ϕ of  can
be represented in the form
ϕ = αlDl +
∑
l≺j∈Nn\M
αjDj +
∑
l≺m∈M
αmDm with l 	= LI≺ϕ$
since Dj ≡mod 
∑
r∈Rj⊂M αj rDr (cf. (3.4)), from ϕ we get the new element
of  :
ϕ′ = αlDl +
∑
l≺j∈Nn\M
αj
( ∑
r∈Rj⊂M
αj rDr
)
+ ∑
l≺m∈M
αmDm
Because of Lemma 3.2, l is the leading index of ϕ′, too. Thus
ϕ′ = αlDl +
∑
l≺k∈M
βkDk 
The index l cannot belong to M , since otherwise the relation ϕ′ ∈  would
be in contradiction with the fact that
Dm +   m ∈M ⊆ Nn
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is a linear basis of n/ . Hence l ∈ Nn\M , and the inclusion LI≺  ⊆
N
n\M is proved. Conversely, if l ∈ Nn\M , then there is an element ϕ ∈ 
of the form
ϕ 	= Dl −
∑
r∈M
αl rDr$
because of Lemma 3.2 we have l = LI≺ϕ, so that Nn\M ⊆ LI≺ .
⇐ Let us prove now that Dm +   m ∈ Nn\LI  is the -
cominimum monomial basis of n/ . To do so, consider an arbitrary basis
 of  and apply to it the Gaussian elimination method, ﬁrst algorithm,
w.r.t. L 	= LI≺ . We get a new linear basis for  of the type ϕl =
Dl −
∑
r∈Rl⊂M αl rDr  l ∈ L. It follows that Dm +   m ∈ Nn\LI≺ 
is a monomial linear basis for n/ . It remains to prove that this mono-
mial basis Dm +   m ∈ Nn\LI≺  is -cominimum, that is, that L =
LI≺  is the -minimum element in the family  of all N ⊆ Nn such
that Dh +   h ∈ Nn\N is a monomial basis for n/ . Let us prove
this by contradiction. Let L = l0 l1     lt−1 with l0 ≺ l1 ≺ · · · ≺ lt−1
(t = dim ). Because of Lemma 3.1, there is in  a -minimum ele-
ment K = k0 k1     kt−1, with k0 ≺ k1 ≺ · · · ≺ kt−1. Suppose K = L.
Then there is an index j such that k0 = l0     kj−1 = lj−1 and kj ≺ lj;
let ψkj = Dkj −
∑
αkj  rDr be the corresponding element of the basis of 
associated to K. Since Nn\K is -cominimum, from Lemma 3.2 we deduce
kj ≺ r. Hence kj = LI≺ψkj  ∈ L; thus kj = lj+s 4 lj with s > 0, a contra-
diction. This completes the proof of the lemma.
3.3.
It must be emphasized that the contents of this section establish an anal-
ogy between the K-vector spaces Kx and n. More precisely:
(i) Kx and n are linearly isomorphic: Kx
∼−→ n xi → Di.
(ii) The notion of the leading (= the -minimum) index of the ele-
ment
∑
aiDi corresponds to that of the leading (= the -maximum) index
of the polynomial
∑
aixi.
(iii) Proposition 3.3 has an analog for Kx. In fact, it can be proved in
what follows. Denote by 
 the set of all H ⊂ Nn such that xh +  h ∈ H
is a monomial linear basis for Kx/ and say that the basis xm +   m ∈
M ⊆ Nn is -minimum when such is M in 
 according to 2.3. Then
xm +   m ∈M is -minimum if and only if M = Nn\LI≺ .
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All this can be summarized as follows:
Kx n
xi Di
 (coﬁnite) ideal  (ﬁnitely generated) subspace
leading index = leading index =
-maximum index -minimum index
monomial -minimum monomial -cominimum
basis for Kx/ basis for n/
xm +   m ∈M Dm +   m ∈M
is -minimum is -cominimum
6 6
M = Nn\LI≺  M=Nn\LI≺ 
The previous analogy is even more profound when it is referred to a
zero-dimensional primary ideal  ⊂ Kx, that is, an ideal whose afﬁne
variety 	   contains only one point P and such that, for any algebraic
extension K˜ of K,  has no zero Q ∈ K˜n different from P . In fact, in this
case there is a subspace  of n which is associated to  in a natural way,
namely, the subspace  such that ⊥ = vP ◦ ϕ  ϕ ∈   (vP has been
deﬁned in 1.2). Equivalently,  is the set ϕ  ∀p ∈  vP ◦ϕp = 0.
Furthermore, both  and  are submodules of the Kx-modules Kx and
n, respectively. Notice that the analog of the scalar product on Kx
Kx ×Kx→Kx
xi xj → xi · xj = xi+j
is the scalar product on n
Kx ×n→n
xiDj → iDj = Dj−i
where the linear operator i is deﬁned in Section 4 below. Moreover:
(a) LI≺  = )LI≺ * (order ﬁlter) and LI≺  = 'LI≺ ( (order
ideal) (see Lemma 4.1).
(b) It can be proved that xm +   m ∈ M is a -minimum mono-
mial basis of Kx/ if and only if Dm +   m ∈ Nn\M is a -cominimum
monomial basis of n/ . In other terms, LI≺  = Nn\LI≺ .
Making reference to zero-dimensional primary ideals may not appear
general enough. Yet, one must remember that making reference to pri-
mary components of a zero-dimensional ideal may be a necessary ﬁrst step
toward the general case. In particular, this is the case when solving the
interpolation problems considered in Section 1 as well as when studying
the dual bialgebra of the bialgebra Kx (cf. [3, 4]).
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3.4.
Since, for any zero-dimensional ideal  ⊂ Kx, the orthogonal K-space
⊥ ⊂ Kx∗ 
 Kx is ﬁnitely generated by n-linearly recursive functions
of the type (1.1) (cf. [4]), it is the Macaulay inverse system of  (see [9,
2.Teil, pp. 174–175]). (When the Krull dimension of  is greater than 0,
it is not clear whether the notion of inverse system has been referred by
Macaulay to the whole ⊥ (whose linear dimension is c > ℵ0) rather than
to some suitable ℵ0-dimensional subspace of it.)
Notice that when studying the inverse system of a zero-dimensional pri-
mary ideal the unique zero P of it is often assumed to be the origin O of the
coordinate system (see, e.g., [8; 9, 2.Teil, p. 176; 13]). Though the general
zero-dimensional primary case can always be reduced to the case P = O,
yet referring exclusively and systematically to the former case may be mis-
leading in the following sense. Together with the structure of -submodule
induced on ⊥ by that on n deﬁned in Section 4, in many contexts it is
convenient to consider also another structure of Kx-submodule on ⊥, the
one induced by the structure of Kx-module deﬁned on Kx∗ 
 Kx
by the scalar product
Kx × Kx∗→Kx∗
xi ϕ →Eiϕ (3.5)
where Eiϕxj 	= ϕxj−i; that is, E is the multivariate shift operator. Well,
when P = O we have Eiϕ = iϕ, which is not true at all when P = O. In
fact, the following symbolic formulas hold
iϕ = E − Piϕ Eiϕ = + Piϕ
(
ϕ =∑
i
γi Pv
i
P
)
(3.6)
(the symbolic notation used here is analogous to that in the proof of Propo-
sition 1.1). Also notice that, although Macaulay does not make use of the
multivariate shift operator E, nevertheless he gives a (rather cumbersome)
deﬁnition of the scalar product (3.5); the element Eiϕ is called by him the
“xi-derivate” of ϕ (see [11, Chap. IV, Sect. 60].)
4. THE “ANTIDERIVATIVE” OPERATOR . THE -MODULE n
4.1.
Consider the linear operator j:n → n deﬁned as follows:
j Di 	=
{
Di−j if i− j ∈ Nn,
0 elsewhere.
(4.1)
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When charK = 0, from (3.1) and from
ij
h+ jj
(
h+ j
i
)
=
(
h
i− j
)

we deduce that (4.1) is equivalent to
j Dixh =
(
h
i− j
)
xh−i+j = Di
( ij
h+ jj
xh+j
)

where ij 	=
∏n
s=1 isis − 1 · · · is − js + 1.
The operator j will be called the jth antiderivative; shortly, we will say
antiderivative operator  when referring to all j j ∈ Nn. We have
j ◦ h = j+h (4.2)
Despite the name chosen for it, the operator  is really a derivation on the
K-algebra n ◦; in fact, from the Vandermonde convolution formula(
i+ j
i
)
=
i∑
p=0
(
h
p
)(
i+ j− h
i− p
)
=
h∑
p=0
(
h
p
)(
i+ j− h
i− p
)
(cf. [5, p. 154]), one easily deduces
h Di ◦ Dj =
∑
p+q=h
(
h
p
)
p Di ◦ q Dj (4.3)
When charK = 0, (3.1), (4.1), and (4.3) are equivalent to
Di =
1
i!
∂i
∂x
i  31′
j
∂i
∂xi
	= ij
∂i−j
∂xi−j
 41′
h
(
∂i
∂xi
◦ ∂
j
∂xj
)
= ∑
p+q=h
(
h
p
) (
p
∂i
∂xi
)
◦
(
q
∂j
∂xj
)
 43′
respectively.
4.2.
Let px =∑h ahxh ∈ Kx. Put p 	=∑h ahh. Obviously, pDi =
∑h ahhDi =∑h ahhDi. According to (4.2), if f x = pxqx, then
f  = p ◦ q.
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Deﬁnition 4.1 (The -Module n). The K-linear space n can be
endowed with the structure of a Kx-module by a scalar product deﬁned
as
Kx ×n→n
px ψ →px · ψ 	= pψ
When referring to this structure of the Kx-module, we shall say that n
is a -module.
Lemma 4.1. Let  be a -submodule of n. Then LI≺  = 'LI≺ (.
Proof. Obvious.
Deﬁnition 4.2 (Macaulay Modules). Let  ⊂ n be a given set of
elements ψ = ∑αiDi. The -submodule generated by —that is, the K-
linear subspace of n generated by all the antiderivatives hψψ ∈, and
h ∈ Nn—will be called the -closure of ; it will be denoted by . When
 is ﬁnite, the -closure  will be called the Macaulay module.
Deﬁnition 4.3 (Reducibility). Let ψ = αmDm −
∑
i4m αiDi and let
ϕ = ∑h βhDh. The element ϕ is said to be reducible mod ψ if for some
k ≤ m [≤denotes the product order] we have βk = 0. When this is not the
case, ϕ is said to be irreducible mod ψ or also reduced mod ψ. Moreover,
ϕ is said to be reducible (resp. irreducible) mod  (where  is a subset of
n) if ϕ is reducible modulo some ψ ∈  (resp. irreducible modulo every
ψ ∈).
Deﬁnition 4.4 (The Reduction Algorithm). Let ϕ and ψ be as in
Deﬁnition 4.3. Let ϕ be reducible mod ψ and let k1     ks ≤ m be such
that βk1     βks = 0; then the element ϕ′ deﬁned by
ϕ′ 	= ∑
h =k1ks
βhDh +
s∑
j=1
βkj
αm
m−kj
(∑
i4m
αiDi
)
= ϕ− ζψ
(where ζx 	= ∑sj=1βkj /αmxm−kj ∈ Kx) is said to be obtained by reduc-
ing ϕ mod ψ. We shall use the notation ϕ
modψ
—−→ ϕ′ to indicate that ϕ′
has been obtained from ϕ by a possibly repeated application of the pro-
cess of reduction modulo ψ ∈ n. Moreover, the notation ϕ
mod
—−→ ϕ′,
where  denotes a ﬁnite subset of n, means that there is a sequence
ψ1     ψr ∈ such that ϕ
modψ1—−→ ϕ1
modψ2—−→ · · · modψr—−→ ϕr = ϕ′.
N.B. Let ψ = αmDm −
∑
i4m αiDi and let ϕ = βnDn +
∑
j4n βjDj with
m = n+ h. In this particular case, the reduction
ϕ
modψ
—−→ ϕ′ 	= βmα−1m
∑
i4m
αiDi−h +
∑
j4n
βjDj
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is equivalent to calculating the S-element Sϕψ of ϕ and ψ (deﬁned in
Deﬁnition 5.4 below). It is worthwhile noticing that this situation surely
happens when ϕ′ = 0.
Lemma 4.2. Let ϕψ, and ζ be as in Deﬁnition 4.4. Then LI≺ϕ 
LI≺ζψ.
Proof. Obvious.
Notice that an element ϕ′ obtained by reducing ϕ mod , i.e., ϕ
mod
—−→
ϕ′, may be further reducible mod . However, we can state the following
result.
Lemma 4.3. Let  be a ﬁnite subset of n and let ϕ ∈ n. Then the
process of reducing ϕ modulo  cannot be repeated indeﬁnitely.
Proof. Let
ϕ0
modψ′0—−→ ϕ1
modψ′1—−→ ϕ2
modψ′2—−→ · · · modψ
′
i−1—−→ ϕi
modψ′i—−→ ϕi+1
modψ′i+1
—−→ · · · (4.4)
(where ϕ0 	= ϕϕi = ϕi+1, and ψ′i ∈) be the reducing sequence of ϕ. Let
ψ1     ψr 	= ψ′0 ψ′1    ⊆  ψi = ψj for i = j. Put mi 	= LI≺ψi
and let M 	= 'm1    mr( be the order ideal generated by m1    mr .
Obviously, #M <∞. Consider the elements Dh1    Dht (h1    ht ∈M)
which are actually reduced along the sequence (4.4). Without loss of gener-
ality, we may assume that h1 ≺ · · · ≺ ht . Let σ0 	= −1 and, for j = 1     t,
let σj be the integer (if any) such that (i) σj−1 < σj and (ii) Dhj is actually
reduced at the step ϕσj → ϕσj+1 of the sequence (4.4); when such an inte-
ger does not exist, put σj 	= σj−1. Let σ0 = −1 < σ1 ≤ σ2 ≤ · · · < σt−s =
σt−s+1 = · · · = σt−1 = σt (possibly, s = 0). It is easy to see that, for every
l > σj ϕl+1 is obtained by reducing some term Dhi in ϕl, with i > j. From
this we deduce that the step ϕσt−s → ϕσt−s+1 is necessarily the last one in
the sequence (4.4).
Deﬁnition 4.5 (Normal Form). Let  and ϕ be as in Lemma 4.3. If
ϕ
mod
—−→ ϕ′ and ϕ′ is irreducible mod , then we shall say that ϕ′ is a
normal form of ϕ mod ; in symbols, ϕ′ = NFϕ. The notation NFψϕ
stands for NFψϕ.
Because of Lemma 4.3, a normal form of any element ϕ ∈ n always
exists. Yet, unless the set  contains only one element, in general there
are several normal forms mod  of the same element ϕ.
Deﬁnition 4.6 (The Relation “
9:−→”). Let′ ⊂ n be obtained from
 ⊂ n by replacing some ψ ∈  by ψ′, where ψ′ is either (i) a−1ψ a 	=
LC≺ψ, or (ii) ψ′′ with ψ
modχ−→ ψ′′ for some χ ∈ \ψ. Let us denote
this relation by 
9:−→′.
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Notice that if LC≺ψ = 1 for every ψ ∈, then =′ &⇒
9:−→′.
Lemma 4.4. Let  be a ﬁnite subset of n and let  =012   
be a sequence of subsets of n such that i
9:−→i+1 for every i ≥ 0. Then,
for some r ≥ 0, we have s =r for every s ≥ r.
Proof. Arguing by contradiction, suppose that there is an inﬁnite
sequence
 =0
9:−→1
9:−→2
9:−→ · · · 9:−→i
9:−→i+1
9:−→ · · · 
with i =i+1 for every i. Because of the ﬁniteness of the set , without
loss of generality we may assume that the pair ii+1 satisﬁes (ii) of
Deﬁnition 4.6 for every i. From this we deduce that there is an inﬁnite
sequence
ϕ0
modχ0—−→ ϕ1
modχ1—−→ ϕ2
modχ2—−→ · · · modχj−1—−→ ϕj
modχj
—−→ ϕj+1
modχj+1
—−→ · · · (4.5)
such that for every j there is an ij such that ij < ij+1 ϕj ∈ij  ϕj ∈ij+1,
and χj ∈ ij\ϕj.
It is not difﬁcult to see that to each relation ϕj
modχj
—−→ ϕj+1 we may asso-
ciate a ﬁnite sequence
ϕj = ωj 0
modψj 0
—−→ ωj 1
modψj 1
—−→ · · ·
modψj nj−1
—−→ ωj nj = ϕj+1 (4.6)
with ψjh ∈. Substituting (4.6) in (4.5), we obtain an inﬁnite sequence
ϕ0
modψ0 0
—−→ · · ·
modψj−1 nj−1−1
—−→ ϕj = ωj0
modψj 0
—−→ · · ·
modψjnj−1
—−→ ωj nj = ϕj+1
modψj+10
—−→ · · ·
in contradiction to Lemma 4.3.
Deﬁnition 4.7 (The Procedure “Reducing All”). We shall say that
′ ⊂ n is obtained from ⊂ n by the procedure “reducing all” if (i) there
is a sequence  =01    r−1r =′ such that i
9:−→i+1, (ii)
every ψ ∈ ′ is irreducible mod (′\ψ) and (iii) LC≺ψ = 1 for every
ψ ∈′.
Notice that, because of Lemma 4.4, for every ﬁnite set  ⊂ n there is
at least one (but not necessarily “only one”) set ′ which is obtained from
 by the procedure “reducing all.”
Lemma 4.5. Suppose that ′ ⊂ n has been obtained from  ⊂ n by
the procedure “reducing all.” Then 'LI≺( ⊆ 'LI≺′(.
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Proof. Obvious.
Notice that the proper inclusion 'LI≺( ⊂ 'LI≺′( may actually
occur if, when applying the procedure “reducing all,” there occurs a reduc-
tion such as the one described in the N.B. which follows Deﬁnition 4.4.
5. -STANDARD BASES FOR MACAULAY MODULES
5.1.
Most of the results of this section are analogous to well-known proposi-
tions of Gro¨bner bases theory. Because of this, throughout this section we
have found it convenient to make use of a few propositions of [6, Chap. 2,
Sects. 5–7] as a partial blueprint for analogous propositions given here.
In particular, Lemma 5.8 (statement), Theorem 5.9 (proof), Theorem 5.11
(statement), Corollary 5.12 (statement) are patterned upon Lemma 5 of [6,
Chap. 2, Sect. 6, p. 83], Theorem 6 of [6, Chap. 2, Sect. 6, p. 84], Theo-
rem 2 of [6, Chap. 2, Sect. 7, p. 89], Proposition 6 of [6, Chap. 2, Sect. 7,
p. 91], respectively.
Lemma 5.1. Let  =  be a ﬁnite subset of n and let ϕ ϕ˜ ∈ n. Let
ϕ
mod
—−→ χ ϕ˜ mod—−→ χ. Then ϕ ≡ ϕ˜ modulo , the -closure of . Equiva-
lently, if ϕ
mod
—−→ 0, then ϕ ∈ .
Proof. Let ϕ = ∑h βhDh and let ϕ modϑ—−→ ϕ′ for some ϑ = αmDm −∑
i4m αiDi ∈ . Thus
ϕ− ϕ′ =
s∑
j=1
βkj
αm
m−kjϑ ∈ 
From this, the statement easily follows.
The converse of Lemma 5.1 is not true; that is, ϕ
mod
—−→ 0 does not
necessarily follow from ϕ ∈ . The reason for this has to be found in
the following remark. Though Dimod   i ∈ Nn\'LI≺( is a set of
linear generators of the quotient space n/, according to Lemma 4.5
in general it is not a linear basis of n/. Because of this, it is not
always possible to decide whether ϕ is an element of  just reducing
ϕ modulo .
Deﬁnition 5.1 (Standard Bases). Let  be a Macaulay module. A
non-empty ﬁnite subset  ⊂  will be called a -standard basis of —in
symbols, SB( )—if for every ϕ ∈ n we have ϕ ∈  iff ϕ
mod
—−→ 0.
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Note that a -standard basis  of  is not necessarily a linear basis
of  . Nevertheless, since it is obviously a set of generators of  as
a -module, every element ϕ ∈  can be expressed (possibly in many ways)
in the form ϕ = ∑ϑi∈ ζiϑi with ζix ∈ Kx. The polynomials ζix
can be calculated by means of the reduction procedure ϕ
mod
—−→ 0.
Proposition 5.2. Let  be a -standard basis for a Macaulay module
 ⊂ n; then, for every ϕ ∈ nNFϕ is uniquely determined. That is,
there is a unique ρ =∑γiDi ∈ n such that
(i) If γi = 0, then i ∈  = 'LI≺( (i.e., ρ is irreducible mod );
(ii) ϕ− ρ ∈  .
In particular, ϕ
mod
—−→ ρ no matter how the elements of  occur when using
the reduction algorithm.
Proof. The reduction algorithm ultimately gives ϕ = ζ1ϑ1 + · · · +
ζtϑt + ρ, where ϑi ∈  and ζix ∈ Kx. Obviously, ρ satisﬁes (ii);
because of Lemma 4.3, ρ satisﬁes (i) as well. This proves the existence of
ρ = NFϕ. To prove uniqueness, suppose that both ρ and ρ′ satisfy (i)
and (ii). Then ρ − ρ′ ∈  . Since  is a standard basis of  , we deduce
ρ − ρ′ mod—−→ 0. But ρ − ρ′ is irreducible mod  (because of (i)), so that
ρ = ρ′. The ﬁnal part of the proposition follows from the uniqueness of ρ.
Proposition 5.3. Let  be a non-empty ﬁnite subset of a Macaulay mod-
ule  ⊂ n. Then the following conditions are equivalent:
(a)  is a -standard basis for  ;
(b) 'LI≺( = 'LI≺ (;
(c) Di +   i ∈ Nn\'LI≺( is a -cominimum monomial basis of
n/ as a K-linear space.
Proof. (a) ⇒ (b) As  ⊂  , the relation 'LI≺( ⊆ 'LI≺ ( is
obvious. Conversely, let us prove that 'LI≺( ⊇ 'LI≺ (. Let k ∈
'LI≺ ( = LI≺ ; then there is an element ϕ ∈  of the form ϕ =
Dk −
∑
h4k αhDh. Because of the deﬁnition of the -standard basis, we
have Dk −
∑
h4k αhDh
mod
—−→ 0. It follows that Dk must be the leading term
of some element of ; thus k ∈ 'LI≺(.
(b) ⇒ (a) Let ϕ∈ and let ρ = NFϕ ∈ . Hence ρ =
∑
i∈Nn\'LI≺(
αiDi ∈  ; from (b), we deduce ρ =
∑
i∈Nn\LI≺  αiDi ∈  . It follows that
ρ = 0.
(b) ⇔ (c) From Lemma 4.1 and Proposition 3.3.
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Lemma 5.4. Let  be a -standard basis for a Macaulay module  ⊂ n
and let 
9:−→ ′ (cf. Deﬁnition 4.6). Then ′ is a -standard basis of  ,
too.
Proof. Trivial.
Deﬁnition 5.2 (Reduced Standard Bases). A reduced -standard
basis of a Macaulay module  ⊂ n is a -standard basis  of  such
that every ϑ ∈  is irreducible mod \ϑ and all ϑ ∈  have leading
coefﬁcient 1.
Proposition 5.5. Let  be a reduced -standard basis for a Macaulay
module  ⊂ n and let  	= LI≺  = 'LI≺(. Then (i) for every maxi-
mal generator m of the order ideal  there is one and only one element ϑ ∈ 
of the form
ϑ = Dm −
∑
m≺i∈Nn\
αiDi αi ∈ K (5.1)
and, conversely, (ii) every element ϑ ∈  is of the form 51 for some maxi-
mal generator m of the order ideal .
Proof. It is easy to see that if A ⊂ Nn and m is a maximal element
of the order ideal 'A(, then m ∈ A. From this we deduce that there is
at least one element ϑ ∈  such that m = LI≺ϑ. Moreover, since  is
a reduced -standard basis, this element ϑ is uniquely determined and is
of the required form. The converse easily follows from the deﬁnition of a
reduced -standard basis.
As a ﬁnal result of this section, in Corollary 5.12 we shall state the exis-
tence of the reduced -standard basis for all Macaulay modules. Let us
ﬁrst prove its uniqueness.
Corollary 5.6. For each term ordering , every Macaulay module  ⊂
n admits no more than one reduced -standard basis.
Proof. Arguing by contradiction, suppose that both  and ′ are
reduced -standard bases of  and let ϑ ∈ . Then ϑ = Dm −
∑
m≺i∈Nn\
αiDi ∈ , where m is a maximal generator of the ﬁnite order ideal
 = LI≺  ⊂ Nn. Moreover, there is exactly one element ϑ′ ∈ ′ of
the form ϑ′ = Dm −
∑
m≺i∈Nn\ α
′
iDi. Then ϕ 	= ϑ − ϑ′ =
∑
m≺i∈Nn\
αiDi −
∑
m≺i∈Nn\ α
′
iDi ∈  ; it follows that ϕ = 0, since otherwise
LI≺ϕ ∈ Nn\ = Nn\LI≺ , which is absurd.
Corollary 5.7. Let  be a -standard basis for a Macaulay module  .
Then there is a unique ′ ⊂ n which is obtained from  by the procedure
“reducing all.” Such a set ′ is the reduced -standard basis for  .
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Proof. Since a set  which is a -standard basis is ﬁnite, the statement
is a straightforward consequence of Lemmas 4.4 and 5.4 and Corollary 5.6.
5.2.
The remainder of this section is devoted to presenting an algorithm which
allows us to get a -standard basis  for , where  is any given ﬁnite
subset of n. We need some more deﬁnitions.
Deﬁnition 5.3 (The “Issue” and the “Kin”). Let ϕ =∑i αiDi and let
m = m1    mn = LI≺ϕ. The element sϕ = 0ms+10ϕ s ∈1     n, is said to be the s-issue of ϕ. More generally, for every ﬁnite
sequence σ = s1     sm of elements of 1     n, we deﬁne the σ-issue
σϕ of ϕ to be smσ ′ ϕ with σ ′ 	= s1     sm−1. Moreover, we
shall call kin of ϕ the set ϕ of all σϕ.
Deﬁnition 5.4 (The “S-Element”). Let ϕ = αmDm −
∑
i4m αiDi, ψ =
βnDn −
∑
j4n βjDj αm βn = 0, and let h 	= m ∧ n. The S-element of ϕ and
ψ, Sϕψ, is deﬁned to be the element
Sϕψ = α−1m m−hϕ− β−1n n−hψ
= β−1n
∑
j4n
βjDj−n+h − α−1m
∑
i4m
αiDi−m+h
The term “S-element” has been chosen in analogy with the notion of “S-
polynomial” of Gro¨bner bases theory. Also notice that, on the contrary, the
notions of “s-issue” and “kin” have no analogs in Gro¨bner bases theory.
Lemma 5.8. Let ψ1     ψt ∈  ⊆ n and let h1    ht ∈ Nn such that
LI≺ψ1 − h1 = · · · = LI≺ψt − ht = h ∈ Nn. If the element
∑t
i=1 αi hiψi
has leading index greater than hLI≺
∑t
i=1 αi hiψi 4 h, then there are con-
stants αj k such that
t∑
i=1
αi hiψi =
∑
j k
αj k rj k−hSψjψk
where rj k 	= LI≺ψj ∧ LI≺ψk. Furthermore, each rj k−hSψjψk has
leading index 4 h.
Proof. We make use of the following elementary property: Let  be a
K-vector space and let f : → K be a linear map. If ω1     ωt ∈  are
t vectors such that (i) span
K
ω1     ωt ⊂ kerf  and (ii)
∑t
i=1 γiωi ∈
kerf  (γi ∈K), then
∑t
i=1 γiωi ∈ spanKωif ωj −ωjf ωi  1≤ i < j≤ t.
Let us consider the subspace  ⊆ n consisting of all elements ϕ ∈ n
such that LI≺ϕ = h and the linear form f :→ K ϕ → LC≺ϕ.
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Let βi be the leading coefﬁcient of ψi; clearly, we have
∑t
i=1 αiβi = 0.
Deﬁne ωi 	= β−1i hiψi and note that ωi ∈  and f ωi = 1 i = 1     t.
Hence
∑t
i=1 αiβiωi ∈ kerf . From this and from the above property, we
deduce that
t∑
i=1
αihiψi =
t∑
i=1
αiβiωi =
∑
jk
αjk ωi −ωj
for suitable coefﬁcients αj k ∈ K. Since
ωj −ωk = β−1j hjψj − β−1k hkψk
= β−1j LI≺ψj−hψj − β−1k LI≺ψk−hψk
= rjk−hβ−1j LI≺ψj−rjkψj − β−1k LI≺ψk−rj kψk
(since LI≺ψi ≥ h for all i, we have rj k ≥ h)
= rj k−hSψjψk
the ﬁrst part of the lemma is proved.
Moreover, as both ωj and ωk have leading index h and leading coefﬁ-
cient 1, we have LI≺rj k−hSψjψk = LI≺ωj −ωk 4 h. This completes
the proof of the lemma.
Theorem 5.9. Let  ⊂ n be a Macaulay module and let  = ψ1,
    ψt ⊆  be a set of generators of  as a -module (i.e.,  = ). Then
 is a -standard basis of  iff for all ψjψk ∈ and for every sequence σ =
s1 s2     sm of elements of 1 2     n, we have both Sψjψk
mod
—−→ 0
and σψj
mod
—−→ 0.
Proof. (⇐&) If  is a -standard basis, then, since Sψjψk ∈  , we
have Sψjψk
mod
—−→ 0. The same argument holds for σψj.
(&⇒) Given ϕ ∈  =  ϕ = 0, there are polynomials ζix ∈ Kx such
that
ϕ =
t∑
i=1
ζiψi (5.2)
Bearing in mind Proposition 5.3, it is sufﬁcient to show that, if Sψjψk
mod
—−→ 0 and σψj
mod
—−→ 0, then LI≺ϕ ∈ 'LI≺(. The reducing
process σψj
mod
—−→ 0 generates polynomials fix ∈ Kx for which
σψj =
∑t
i=1 fiψi and LI≺fiψi = LI≺ψi − LI≺fi ∈ Nn.
Because of this, without loss of generality we may assume that the poly-
nomials ζix are such that mi 	= LI≺ψi − LI≺ζi are in Nn, so that
mi = LI≺ζiψi. We have
LI≺ϕ 2 h 	= infm1    mt (5.3)
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If equality occurs in (5.3), then, for some i ∈ 1     t, we have LI≺ϕ =
mi = LI≺ζiψi = LI≺ψi − LI≺ζi ∈ 'LI≺(.
Now consider all possible ways that ϕ can be written in the form (5.2)
under the conditions LI≺ψi ≥ LI≺ζi. For each such expression, we get
a possibly different h. Since mi ≤ LI≺ψi, there is a ﬁnite number of
different values of h, even though there were inﬁnitely many expressions
(5.2). We can select an expression (5.2) for ϕ such that h is maximal w.r.t.
the term ordering . We will show that once this maximum h is chosen,
then we have equality in (5.3). Let us prove this by contradiction.
To isolate the terms whose leading index is h, let us write ϕ in the form
ϕ = ∑
mi=h
ζiψi +
∑
mi4h
ζiψi
= ∑
mi=h
αihiψi +
∑
mi=h
ζi − αihiψi +
∑
mi4h
ζiψi (5.4)
where αixhi = LT≺ζi. The terms appearing in the fourth and ﬁfth sums
all have leading index 4 h. Thus the assumption LI≺ϕ 4 h means that
the third sum also has leading index 4 h. The third sum ∑mi=h αihiψi has
exactly the form described in Lemma 5.8 since αihiψi have leading index h
and their sum has a strictly greater leading index. Thus Lemma 5.8 implies∑
mi=h
αihiψi =
∑
j k
αj krj k−hSψjψk (5.5)
where αj k ∈ K and rj k = LI≺ψj ∧ LI≺ψk.
The next step is to use our hypothesis that Sψjψk
mod
—−→ 0. Using the
reduction algorithm, this means that each S-element can be written in the
form
Sψjψk =
t∑
i=1
ζi j kψi
where ζi j kx ∈ Kx. Lemma 4.2 tells us that
LI≺Sψjψk  LI≺ζi j kψi (5.6)
for all i j k. To exploit this, apply rj k−h to Sψjψk to obtain
rj k−hSψjψk =
t∑
i=1
ξi j kψi (5.7)
where ξi j k = xrj k−hζi j k. Then (5.6) and Lemma 5.8 imply that
h ≺ LI≺rj k−hSψjψk  LI≺ξi j kψi (5.8)
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If we substitute the right-hand side of (5.7) for rj k−hSψjψk into (5.5),
then we obtain
∑
mi=h
αihiψi =
∑
j k
αj k
(
t∑
i=1
ξi j kψi
)
=
t∑
i=1
(∑
j k
αj k ξi j k
)
ψi
Writing the last sum as
∑t
i=1 ξiψi, it follows from (5.8) that
h ≺ LI≺ξiψi
For the ﬁnal step in the proof, substitute
∑
mi=h αihiψi =
∑t
i=1 ξiψi into
(5.4) to obtain
ϕ =
t∑
i=1
ξiψi +
∑
mi=h
ζi − αihiψi +
∑
mi4h
ζiψi
It follows that we have expressed ϕ as a linear combination of antideriva-
tives of the ψi’s, ϕ =
∑t
i=1 ζ˜iψi, where all terms have leading index
4 h m˜i = LI≺ζ˜iψi 4 h. This contradicts the maximality of h and com-
pletes the proof of the theorem.
It may be useful to notice the following straightforward consequence of
Theorem 5.9.
Corollary 5.10. In the same hypotheses of Theorem 5.9, part &⇒, for
all ψjψk ∈  and for every sequence ρ = r1 r2     rp of elements of
1 2     n, we have ρSψjψk
mod
—−→ 0.
Proof. This is because ρSψjψk clearly is an element of  = .
Theorem 5.11 (Algorithm SB). Let  = ψ1     ψt ⊂ n be a
Macaulay module. Then a -standard basis of  can be constructed in a
ﬁnite number of steps by the following algorithm:
Input:  = ψ1     ψt
Output: a -standard basis  = ϑ1     ϑs for  , with  ⊆ 
 	= ∪ [Remember that  denotes the kin of .]
REPEAT
′ 	= 
FOR each pair ϕχ ∈ ′ ϕ = χ, DO
ψ 	= NF′ Sϕχ
IF ψ = 0 THEN  	=  ∪ ψ ∪ψ
UNTIL  = ′
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Proof. One can easily check that  is contained in  at each new step
of the algorithm. Moreover, 'LI≺( ⊂ Nn becomes wider and wider
 = ′ ⇒ 'LI≺′( 'LI≺(
On the other hand, denoting by  ⊂ Nn the (ﬁnite) order ideal generated
by all multi-indices which actually occur in at least one of the elements
ψ1     ψt , we have 'LI≺( ⊆  . It follows that the algorithm terminates
after a ﬁnite number of steps. Because of Theorem 5.9 and Corollary 5.10,
the set  thus obtained is a -standard basis for  .
Corollary 5.12. Let  = 0 be a Macaulay module. Then, for a given
term ordering ,  has one and only one reduced -standard basis.
Proof. From Theorem 5.11 and Lemma 5.4 we deduce the existence of
a reduced -standard basis for  . Because of Corollary 5.6, it is unique.
APPENDIX A
Let us give some examples of Algorithm SB. In fact, for the sake of
simplicity in what follows we will use an improved version of it, which con-
sists of also using the procedure “reducing all” whenever it is convenient.
Because of Corollary 5.10, this does not modify substantially Algorithm SB.
Example A.1. Let deg	= x y tdeg = (degree order with y ≺deg
x)—that is, i j deg h k iff either i + j < h + k or i + j = h + k and
i < h—and let ϕ1 = D2 1 + D1 7 + D9 1 + D6 5 and ϕ2 = D1 3.
Find the deg-standard basis SB() of the Macaulay module  gener-
ated by  	= ϕ1 ϕ2.
First of all, let us calculate the kin of ϕ1. We get
ϕ11 = D1 5 + D6 3 ϕ12 = D4 3
ϕ13 = D6 1 + D3 5 ϕ14 = D3 3
Notice that both ϕ2 = D1 3 and ϕ14 = D3 3 reduce to 0 mod ϕ12. More-
over, ϕ1 = D2 1 +D1 7 +D9 1 +D6 5 reduces to ϕ3 	= D1 7 +D9 1 +
D6 5 mod ϕ13 and then ϕ11 = D1 5 + D6 3 reduces to 0 mod ϕ3.
Let us have a bit of a rest. At the present time the candidate for the
deg-standard basis of the Macaulay module  is the set consisting of
the elements
ϕ12 = D4 3 ϕ13 = D6 1 + D3 5
ϕ3 	= D1 7 + D9 1 + D6 5
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It is easily seen that this is not the correct candidate. In fact, the kin
of ϕ3 consists of ϕ31 = D7 1 + D4 5, which is not reducible modulo
ϕ12 ϕ13 ϕ3 any further and of ϕ12 which we have already gotten. Since
ϕ13 reduces to 0 mod ϕ31, the new candidate is
ϕ12 = D4 3 ϕ31 = D7 1 + D4 5
ϕ3 = D1 7 + D9 1 + D6 5
Not even this new candidate is satisfactory because the S-elements of pairs
of elements in this set are not all reducible to 0. In fact, we have:
(1) Sϕ12 ϕ31 = −D1 5, which reduces to ϕ4 	= D6 3 mod ϕ3;
(2) ϕ12 reduces to 0 mod ϕ4;
(3) ϕ5 	= Sϕ31 ϕ4 = D3 5;
(4) Sϕ4 ϕ3 = −D6 1, which reduces to 0 mod ϕ31 ϕ5;
(5) Sϕ31 ϕ3 = 0;
(6) Sϕ5 ϕ3 = −ϕ4;
(7) Sϕ5 ϕ4 = 0;
(8) Sϕ31 ϕ5 = D0 5, which reduces to 0 mod ϕ5.
All this leads to the reduced deg-standard basis SB(), which consists
of the following elements:
ϕ31 = D7 1 + D4 5 ϕ3 = D1 7 + D9 1 + D6 5
ϕ4 = D6 3 ϕ5 = D3 5
Example A.2. Let ϕ = D3 2 + D0 6 + D5 1 and let  ⊂ Kx y be
the largest ideal contained in the kernel of v0 1 ◦ ϕ. Find the reduced
Gro¨bner bases of  ﬁrst w.r.t. il	= y x plex = the inverted lexico-
graphic order considered in 1.3.3) and then w.r.t. deg	= x y tdeg =
degree order with y ≺deg x).
(I) First consider the lexicographic case. As a ﬁrst step we have to
use Algorithm SB in order to calculate the reduced il-standard basis
SB() of the Macaulay module  generated by  	= ϕ.
It is convenient to rearrange in increasing order the terms occurring in ϕ
according to the term ordering il; we get ϕ = D5 1 +D3 2 +D0 6. The
kin of ϕ consists of only one element, namely, D3 0 +D0 4, which reduces
to D0 4 mod ϕ. Since the S-element SϕD0 4 is D0 1 −D0 1 = 0, the
reduced il-standard basis SB() of  consists of the two elements
ϕ = D5 1 + D3 2 + D0 6 and D0 4.
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From this we deduce that the combinatorial-algebraic il-tail of  is
D0 0 D1 0 D2 0 D3 0 D4 0 D5 0 − D1 2 + D0 5
D0 1 D1 1 D2 1 D3 1 + D1 2 D4 1 + D2 2 D5 1 + D3 2 + D0 6
D0 2
D0 3
D0 4
Because of a property quoted in 1.3.2, it follows that the residue classes of
the monomials contained in the order ideal
 =

1 x x2 x3 x4 x5
y xy x2y x3y x4y x5y
y2
y3
y4

form the il-minimum monomial basis for the quotient algebra Kx/ .
The minimal generators of the complementary ﬁlter are x6 xy2, and y5.
Hence the reduced Gro¨bner basis of  w.r.t. il consists of three poly-
nomials gix y, i = 1 2 3, whose il-leading terms are x6 xy2, and y5,
respectively. The polynomial g1x y (resp. g2x y g3x y) is given by a
determinant whose ﬁrst row contains all the monomials in  and x6 (resp.
xy2 y5) and where each row after the ﬁrst one is obtained by applying to
the monomials in the ﬁrst row the n-linearly recursive functions
v
0 0
0 1 v
1 0
0 1 v
2 0
0 1 v
3 0
0 1 v
4 0
0 1 v
5 0
0 1 − v
1 2
0 1 + v
0 5
0 1
v
0 1
0 1 v
1 1
0 1 v
2 1
0 1 v
3 1
0 1 + v
1 2
0 1 v
4 1
0 1 + v
2 2
0 1
v
5 1
0 1 + v
3 2
0 1 + v
0 6
0 1 v
0 2
0 1 v
0 3
0 1 v
0 4
0 1
that is, the forms obtained by the composition of the evaluation map v0 1
with the elements contained in the algebraic il-tail of . We get
g1 = x6 g2 = xy2 − x3y − 2xy + x5 + x3 + x
g3 = y5 − 5y4 + 10y3 − 10y2 + 5y − x5 − 1
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(II) The same problem will be now considered w.r.t. deg. The kin
of ϕ = D3 2 + D0 6 + D5 1 now consists of the two elements D0 3
and D1 1. The latter reduces to D0 4 mod ϕ. Since D0 3 reduces to
0 mod D0 4, what remains is ϕ and D0 4. Now we have to calculate the
S-element SϕD0 4. We get SϕD0 4 = D2 1, which reduces to D4 0
mod ϕ. We calculate SD0 4D4 0 = 0 and SϕD4 0 = D0 4, which
we already have. Thus the reduced deg-standard basis of  is the set
ϕD0 4D4 0. Hence the combinatorial-algebraic deg-tail of  is
D0 0 D1 0 D2 0 D3 0 D4 0
D0 1 D1 1 D2 1 D3 1 + D0 5 + D5 0
D0 2 D1 2 − D0 5 − D5 0 D2 2 + D4 1 D3 2 + D0 6 + D5 1
D0 3
D0 4
Bearing in mind 1.3.2, from this we deduce that the deg-minimum mono-
mial basis for the quotient algebra Kx/ consists of the residue classes
of the monomials contained in the order ideal
′ =

1 x x2 x3 x4
y xy x2y x3y
y2 xy2 x2y2 x3y2
y3
y4
 
Arguing as in (I), we calculate the reduced Gro¨bner basis of  w.r.t. deg,
which consists of the following four polynomials: g1 = x5−x3y +x3+xy2−
2xy + x g2 = x4y − x4 − x2y2 + 2x2y − x2 g3 = xy3 − 3xy2 + 3xy − x
g4 = y5 − x3y − 5y4 + x3 + xy2 + 10y3 − 2xy − 10y2 + x+ 5y − 1.
APPENDIX B
We now want to illustrate by means of a few simple examples the method
described in Section 1 for solving multivariate interpolation problems.
Example B.1. Consider both the set
 =
{
ϕ1 = v1 00 0 + 2v
0 1
0 0 + v
2 0
0 1 − v
0 2
0 1 ϕ2 = v
0 0
0 1 − v
1 1
0 1
}
and a pair of constants α1 α2. We look for the set  ⊂ Kx y of all
polynomials f x y such that ϕif  = αi for i = 1 2.
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(I) First of all (cf. 1.2), we have to solve the -id.int.problem;
namely, we have to ﬁnd the largest ideal  ⊂ Kx y contained in
kerϕ1 ∩ kerϕ2.
Notice that the variety 	   of the coﬁnite ideal  consists of the points
of coordinates (0 0) and (0 1). Hence, as a ﬁrst step, we have to consider
the two primary components 0 0 and 0 1 of  (cf. 1.3.1). 0 0 is the
largest ideal contained in the kernel of the n-linearly recursive function
v
1 0
0 0 + 2v
0 1
0 0 = v0 0 ◦
(
D1 0 + 2D0 1
)
and 0 1 is the largest ideal contained in the kernel of the n-linearly recur-
sive functions
v
2 0
0 1 − v
0 2
0 1 = v0 1 ◦
(
D2 0 − D0 2
)

v
0 0
0 1 − v
1 1
0 1 = v0 1 ◦
(
D0 0 − D1 1
)

Notice that we are not really interested in ﬁnding the ideals 0 0 and
0 1. What we actually need are the combinatorial il-tails 0 0, 0 1
of the points (0 0), (0 1) w.r.t. the primary ideals 0 0 and 0 1, respec-
tively, or, equivalently (cf. 1.3.2), the il-minimum monomial bases xj 
j ∈ 0 0 and xj  j ∈ 0 1 of the quotient spaces Kx y/0 0 and
Kx y/0 1, respectively. In fact, these combinatorial il-tails are nec-
essary in order to apply Algorithm MB as indicated in 1.3.3.
(II) To calculate these combinatorial il-tails, we have to ﬁnd the
Macaulay module 0 0 generated by the element D1 0 + 2D0 1 and,
respectively, the Macaulay module 0 1 generated by the elements D2 0 −
D0 2 and D0 0 − D1 1.
Applying the algorithm described in Theorem 5.11—though in this partic-
ularly simple case a straightforward calculation is even simpler—we obtain
that the sets D1 0 + 2D0 1 and D1 1 D2 0 −D0 2 are the reduced
il-standard bases SB(0 0) of 0 0 and SB(0 1) of 0 1, respectively.
Equivalently, 0 0 as a vector space is generated by the two elements
D0 0 and D1 0 + 2D0 1 and 0 1 is generated by the ﬁve elements D0 0,
D1 0, D0 1, D1 1, and D2 0 − D0 2 (algebraic il-tails). As a conse-
quence, we have the following combinatorial il-tails:
0 0 =
⌊0 0 1 0⌋
0 1 =
⌊0 0 1 0 0 1 1 1 2 0⌋
(III) The following should be noticed:
(i) the residue classes Di j + 0 0 with i j ∈ N2 \ 0 0
form the il-cominimum monomial basis for the quotient space 2/0 0
(where 2 = spanKDi j  i j ∈ N2);
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(ii) the residue classes Di j +0 1 with i j ∈ N2 \0 1 form
the il-cominimum monomial basis for the quotient space 2/0 1.
From 1.3.2 we deduce:
(i′) the two residue classes x0y0 + 0 0, x1y0 + 0 0 form the
il-minimum monomial basis for the quotient space Kx y/0 0;
(ii′) the ﬁve residue classes x0y0 + 0 1, x1y0 + 0 1, x2y0 +
0 1, x0y1 + 0 1, x1y1 + 0 1, form the il-minimum monomial basis
for the quotient space Kx y/0 1.
(IV) Making use of (II), we continue as follows. First apply Algorithm
MB (see [3]) to the pair of algebraic multisets(0 0$0 0) = (0 0$ ⌊0 0 1 0⌋)
(0 1$0 1) = (0 1$ ⌊0 0 1 0 0 1 1 1 2 0⌋)
We get the order ideal
 =
 0 0 1 0 2 00 1 1 1
0 2 1 2

of the poset N2≤. To  we associate the order ideal
 =
 1 x x2y xy
y2 xy2

of the poset of all monomials of Kx y (ordered by the partial order rela-
tion “to be a divisor of”) as well as the il-minimum monomial basis
1+   x+   x2 +   y +   xy +   y2 +   xy2 + 
of the quotient space Kx y/ .
(V) Consider the minimal generators x3 x2y y3 of the complemen-
tary ﬁlter of the order ideal . Each of them is the leading term of an
element gi, i = 1 2 3, of the reduced Gro¨bner basis of  w.r.t. il. The
generator g1 (resp. g2 g3) can be obtained as a determinant whose ﬁrst
row is
1 x x2 y xy y2 xy2 x3 (resp. x2y y3)
and whose rows 2 to 8 are obtained just applying to the monomials occur-
ring in the ﬁrst row the n-linearly recursive functions
v
0 0
0 0 v
1 0
0 0 + 2v
0 1
0 0 v
0 0
0 1 v
1 0
0 1 v
0 1
0 1 v
1 1
0 1 v
2 0
0 1 − v
0 2
0 1
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(which are obtained by the composition of the evaluation maps v0 0 and
v0 1 with the linear generators of 0 0 and 0 1, respectively, determined
in (II)). We get
g1x y = x3 g2x y = x2y − x2
g3x y = y3 − 2xy2 − 2y2 + 4xy + y + x2 − 2x
(VI) Since each residue class of  is of the type a0 0+ a1 0x+ a2 0x2+
a0 1y + a1 1xy + a0 2y2 + a1 2xy2 +  , arguing as in 1.2 (c), we obtain that
the set  of the solutions of our interpolation problem is the union of the
residue classes
−a0 1 + a1 1 − a0 2 + 2a1 2 + α2 + −a2 0 − 2a0 1 + a0 2 + α1x
+ a2 0x2 + a0 1y + a1 1xy + a0 2y2 + a1 2xy2 + 
for all a2 0 a0 1 a1 1 a0 2 a1 2 ∈ K.
Example B.2. Given the set  of the three n-linearly recursive func-
tions
ϕ1 = v1 0a b + 2v
0 0
a b + v
1 0
a′ b′ ϕ2 = v
0 1
a b + v
1 0
a b
ϕ3 = v1 0a′ b′ + v
0 1
a′ b′ + v
0 0
a′ b′
and the three values α1 α2 α3 ∈ K, we want to ﬁnd:
(a) the set  ⊂ Kx y of all polynomials f x y such that ϕif  =
αi for i = 1 2 3.
We have noticed that in order to solve this problem we must ﬁrst consider
the largest ideal  contained in ∩3i=1 kerϕi. Then the following additional
requirement makes sense:
(b) ﬁnd the subset  ′ of  consisting of all polynomials of  which
are reduced mod  w.r.t. the term ordering ′	= x y tdeg = (degree
order with y ≺′ x), that is, the set of all polynomials of  which are linear
combinations of the monomials which represent a ′-minimum monomial
basis of Kx y/ . (Notice that, in the case of only one unknown, this
requirement would simply mean that one is interested in the interpolating
polynomial of minimum degree.)
(I) As in Example B.1, the variety 	   of  consists of two points:
	   = Pa b P ′a′ b′. Thus we have two primary components a b
and a′ b′ of  .
a b is the largest ideal of Kx y contained in the kernel of both of
the n-linearly recursive functions
va b ◦
(
D1 0 + 2D0 0
)
 va b ◦
(
D0 1 + D1 0
)

722 cerlienco and mureddu
whereas a′ b′ is the largest ideal of Kx y contained in the kernel of
both of the n-linearly recursive functions
va′ b′ ◦ D1 0 va′ b′ ◦
(
D1 0 + D0 1 + D0 0
)

(II) Let a b ⊂ 2 be the Macaulay module generated by the ele-
ments
D1 0 + 2D0 0 D0 1 + D1 0
and let a′ b′ ⊂ 2 be the Macaulay module generated by the elements
D1 0 D1 0 + D0 1 + D0 0
It is easy to check that the set{
D0 1D1 0
}
is the il-standard basis for both a b and a′ b′. Hence with both a b
and a′ b′ we associate the order ideal
a b =
⌊0 0 1 0 0 1⌋ = a′ b′
It follows that the residue classes 1+a b, x+a b, and y +a b (resp.
1+ a′ b′, x+ a′ b′, and y + a′ b′) form the il-minimum monomial
basis for the quotient algebra Kx/a b (resp. Kx/a′b′).
(III) Now apply the algorithm MB to the algebraic multiset{(a ba b) (a′ b′a′b′)}
We consider separately the two cases a = a′ and a = a′.
(IIIa=a′) Algorithm MB:
a b 0 0 → a0 b0 → 0 0 that is 1
a b 1 0 → a1 b0 → 1 0 that is x
a b 0 1 → a0 b1 → 0 1 that is y
a b′ 0 0 → a0 b′0 → 0 2 that is y2
a b′ 1 0 → a1 b′0 → 1 1 that is xy
a b′ 0 1 → a0 b′1 → 0 3 that is y3
The ﬁrst column contains the elements of a b × a b ∪ a b′ ×
a′ b′. In the last column one can read the desired il-minimum
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monomial basis for the quotient algebra Kx/ , that is, the order ideal
1 x
y xy
y2
y3
 
(IVa=a′) It follows that the reduced Gro¨bner basis of  w.r.t. il
consists of the polynomials (which are calculated as in the previous exam-
ples)
g1 = x− a2 g2 = x− ay − by − b′ g3 = y − b2y − b′2
(Va=a′) Since each residue class mod  is of the type a0 0 + a1 0x+
a0 1y+ +a1 1xy + a0 2y2 + a0 3y3 +  , the set  of all solutions of our
interpolation problem is given by
 = {a0 0 + a1 0x+ a0 1y + a1 1xy + a0 2y2 + a0 3y3 + g  g ∈  
2a0 0 + 21+ aa1 0 + 2ba0 1 + 2ab+ b+ b′a1 1
+ 2b2a0 2 + 2b3a0 3 − α1 = 0
a1 0 + a0 1 + a+ ba1 1 + 2ba0 2 + 3b2a0 3 − α2 = 0
a0 0 + 1+ aa1 0 + 1+ b′a0 1 + ab′ + a+ b′a1 1
+ b′2 + b′a0 2 + b′23+ b′a0 3 − α3 = 0
}

(VIa=a′) In this case the leading term of each polynomial gi is a
multiple of all monomials occurring in gi. It follows that g1 g2 g3 is
a reduced Gro¨bner basis w.r.t. any term ordering. As a consequence,
1 x y xy y2 y3 represent the -minimum monomial basis of Kx/
w.r.t. any term ordering  and hence, in particular, w.r.t. the term ordering
′	= x y tdeg. Hence
 ′ = {a0 0 + a1 0x+ a0 1y + a1 1xy + a0 2y2 + a0 3y3 
2a0 0 + 21+ aa1 0 + 2ba0 1 + 2ab+ b+ b′a1 1
+ 2b2a0 2 + 2b3a0 3 − α1 = 0
a1 0 + a0 1 + a+ ba1 1 + 2ba0 2 + 3b2a0 3 − α2 = 0
a0 0 + 1+ aa1 0 + 1+ b′a0 1 + ab′ + a+ b′a1 1
+ b′2 + b′a0 2 + b′23+ b′a0 3 − α3 = 0
}

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(IIIa=a′) Algorithm MB:
a b 0 0 → a0 b0 → 0 0 that is 1
a b 1 0 → a1 b0 → 1 0 that is x
a b 0 1 → a0 b1 → 0 1 that is y
a′ b′ 0 0 → a′0 b′0 → 2 0 that is x2
a′ b′ 1 0 → a′1 b′0 → 3 0 that is x3
a′ b′ 0 1 → a′0 b′1 → 1 1 that is xy
It follows that the il-minimum monomial basis for the quotient algebra
Kx/ is the order ideal ⌊
1 x x2 x3
y xy
⌋

(IVa=a′) The reduced Gro¨bner basis w.r.t. il now consists of the
polynomials
f1 = x− a2x− a′2
f2 = x− ax− a′
[b− b′x+ a′ − ay + ab′ − a′b]
f3 =
[b− b′x+ a′ − ay + ab′ − a′b]2
(Va=a′) The set  of all solutions of problem (a) is
 = {a0 0 + a1 0x+ a2 0x2 + a3 0x3 + a0 1y + a1 1xy + g  g ∈  
2a0 0 + 21+ aa1 0 + 2a+ a2 + a′a2 0 + 3a2 + 2a3 + 3a′2a3 0
+ 2ba0 1 + b+ 2ab+ b′a1 1 − α1 = 0
a1 0 + 2aa2 0 + 3a2a3 0 + a0 1 + a+ ba1 1 − α2 = 0
a0 0 + 1+ a′a1 0 + 2 + a′a′a2 0 + a′23+ a′a3 0
+1+ b′a0 1 + a′ + b′ + a′b′a1 1 − α3 = 0
}

(VIa=a′) Let us now try to solve problem (b). It is easily seen that
the solution is not as simple as in case (VIa=a′). In fact, the set f1 f2 f3
is the reduced Gro¨bner basis of  w.r.t. both il (i.e., (y x plex)) and
(y x tdeg), but not w.r.t. ′:=(x y tdeg). Making use of a suitable com-
puter algebra package, for example, Maple, let us calculate the reduced
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Gro¨bner basis of  = f1 f2 f3 w.r.t. ′:=(x y tdeg). We get the set
h1 h2 h3, where
h1 = y − b2y − b′2
h2 =
[b− b′x+ a′ − ay + ab′ − a′b]2 = f3
h3 = y − by − b′
[b− b′x+ a′ − ay + ab′ − a′b]
We have LT≺′h1 = y4, LT≺′h2 = x2, and LT≺′h3 = xy2. Therefore the
′-minimum monomial basis for Kx/ is the order ideal
1 x
y xy
y2
y3
 
It follows that the polynomials f in  ′ are linear combinations of the
monomials 1 x y xy y2 y3. Moreover, they must satisfy the conditions
ϕif  = αi (i = 1 2 3). From this we deduce that  ′ is
 ′ = {a0 0 + a1 0x+ a0 1y + a1 1xy + a0 2y2 + a0 3y3 
2a0 0 + 21+ aa1 0 + 2ba0 1 + 2ab+ b+ b′a1 1
+ 2b2a0 2 + 2b3a0 3 − α1 = 0
a1 0 + a0 1 + a+ ba1 1 + 2ba0 2 + 3b2a0 3 − α2 = 0
a0 0 + 1+ a′a1 0 + 1+ b′a0 1 + a′b′ + a′ + b′a1 1
+ b′2 + b′a0 2 + b′23+ b′a0 3 − α3 = 0
}

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