Introduction
During the last few years, reflectometry has proved to be a very useful diagnostic on several large toroidal plasma experiments (Simonet, 1985 , Hubbard, 1987 , Millot, 1990 , Doyle, 1990 . Not only have density profiles been measured, but large amounts of qualitative information have been gathered about fluctuations on these machines (TFR Group, 1985 , Doyle, 1990 , Hanson, 1990 . One of the most intriguing aspects of these results, however, is the extreme apparent sensitivity of the signals to fluctuations.
Large, rapid variations in return signal amplitude and phase are often seen (Hubbard, 1987 , Hanson, 1989 . In addition, several experiments report that the phase of the echo can in fact begin to ramp as a function of time, indicating a Doppler shift in the return signal relative to the transmitted one (Hanson, 1990 , Bulanin, 1992 . These effects cannot be easily explained with 1D analysis, but even very simplified 2D analysis in which the critical surface is modelled as a grating qualitatively explains some of the experimental results (Irby, 1990) . The 2D, full-wave, cold plasma analysis presented in this paper not only explains some of the experimental observations, but also modifies what one might otherwise surmise about scattering, the response to fluctuations, and localization of the reflection to the critical surface, were only 1D results to be considered.
Code Description
We seek a solution to Maxwell's equations for the propagation of ordinary electromagnetic waves in a cold plasma. The first two equations of interest for this problem are
where all plasma effects will be included in the response of the current density J to the electric field E (Hutchinson, 1987) . Restricting ourselves now to two dimensions, with ordinary mode propagation in the x-y plane, and no gradients allowed in the z direction, a simplified set of equations result for the wave fields The large static magnetic field normally found in plasma experiments has been assumed to be in the z direction and much larger than the wave fields, so that current flow is restricted to that direction.
In addition to the field equations, an equation describing the plasma response to the waves is needed. Normally, in the cold plasma approximation, all electrons are assumed to move harmonically in response to the wave fields oscillating at a frequency w. In such cases, a Fourier analysis of the equation of motion for the electron leads to a simple expression for the current density J=
E (3)
where + is the conductivity tensor and depends primarily on the electron density, magnetic field, and wave frequency (Hutchinson, 1987) . However, since we wish to solve the time-dependent problem in which Doppler shifted waves are present at frequencies other than w, we choose to solve the equation of motion for the electrons directly and write the equation 3 for the current density as
where w, is the electron plasma frequency given by V/nee 2 /Eome, ne is the electron density and a function of x and y only, e is the electron charge, and me the electron mass.
Note that, in our derivation of equations (2) and (4), we have assumed that the dielectric does not vary with time. On the other hand, in what follows, we will perturb the dielectric as a function of time in investigating fluctuations and density pulse propagation. All these perturbations will be done adiabatically, however, on time scales much longer than either the propagating wave period or the plasma response time.
Equations (2) and (4) together comprise a set of equations to be solved self-consistently. To do so, we adopt a finite-difference, timedomain scheme developed by Blaschak and Kriegsmann which is 2 nd order in both space and time (Blaschak, 1987) . The equations are solved on a rectangular grid, typically with a source of radiation near the left boundary, and the plasma critical surface near the right boundary. To insure stability of the code, several conditions must be met, including the Courant condition, 6x, by > 2cbt. Here 6x, by, and 6t are the spatial and temporal increments used for the finite-difference time-dependent integration. In addition 6t < 2/w assures that the current density equation is integrated reliably. Finally, both 6x and by should be small compared to the vacuum wavelength of the propagating radiation. In all of the results quoted in this paper, 6t = ro/ 2 0, and 6x = by = Ao/10, where ro is the source period, and A 0 is the source vacuum wavelength.
It is essential to emphasize the importance of radiative (vanishing reflection coefficient) boundary conditions for the problem discussed here.
Without radiative boundaries, large standing wave patterns grow on 4 the grid and make it very difficult to draw even qualitative conclusions from the code results. Simply making the grid very large, as is sometimes done, will not work for this problem since one must also keep the grid spacing small compared to the vacuum wavelength if the code is to remain stable. Radiative boundary conditions are applied on the left, upper, and lower boundaries, while E_ = 0 is applied on the right boundary.
The boundary on the right is well beyond the critical surface and is therefore well insulated from waves propagating to the critical surface from the left, so we can safely assume the fields are zero there. Radiative boundary conditions on the other three boundaries would imply that any waves propagating up to a boundary would continue through unimpeded and off the grid. Though we can not generate a perfect radiative boundary for an arbitrary incident wave, a method developed by Higdon (Higdon, 1986 , Givoli, 1991 , in which radiative conditions are found for plane waves incident at several specific angles, can be used. We adopt Higdon's second order expression in which the boundary is perfectly absorbing for two angles, a, and a 2 . The boundary condition at x = 0, for example, is given
These conditions are sufficient to reduce the reflection coefficient at the boundaries to the 5% level, for all angles. Angles of 90 and 45 degrees were chosen for the left boundary, while angles of 45 and 22.5 degrees were used for the upper and lower boundaries.
The unperturbed plasma is modelled as
. 
V) represents an elliptical surface with elongation r on which the density is a constant. The plasma center is determined by xO and yo, while w and K determine the relative scaling of the density in the x and y direc- waves that would normally re-enter the source waveguide after reflecting off of the plasma. In cases where the critical surface is very close to the horns, these waves can actually be detected at the receiving horn after a second reflection from the plasma, and they can therefore complicate the analysis. In the cases discussed in this paper, the critical surface was kept well away from the horns, reducing the need for the absorber.
General Features of the Solution
Referring again to Figure 
Density Pulse Propagation
In a manner similar to that explored by Cripwell (Cripwell, 1992) for a 1D code, we now launch a Gaussian density pulse propagating outward from the center of the plasma. The density profile with the perturbation may be described as Each of the ripples evident on both the amplitude and phase occurs as the pulse moves an incremental distance .5A < Ax < A,,, and is the result of interference between the waves scattering from the critical surface and the propagating density pulse. As will be discussed below, the angu- Finally, note that even the relatively small density perturbations modelled here result in large changes in signal amplitude. Much higher edge-plasma fluctuation levels are found during many tokamak discharges.
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In Figure ( 3) we again show the data from Figure ( 2) but with an expanded time scale. We also plot the signals detected 4A 0 above the midplane, together with 1D full-wave results calculated by the method of Hutchinson (1992) . The 1D result has been time-shifted by the group delay to the critical surface. The peak phase response agrees well in all cases. However, the waveguide results show rapid variations in both amplitude and phase. Since the waveguide and horn modelling the reflectometer receiver will produce both amplitude and phase variations as a function of entrance angle to the horn, we would expect some additional variation as the fluctuations modify the reflected wave trajectories. It should also be pointed out that the transmitting horn is above the midplane, which together with the curved density contours, causes stronger signals to be reflected above the midplane. Therefore, signals detected above the midplane also tend to be less affected by "spurious" signals produced by diffraction off the edges of the horns.
Radially Propagating Oscillatory Modes
We now investigate the propagation of radial oscillatory modes in the plasma (ko = 0, k, : 0). For this case, we allow density waves to propagate in the -x direction with no variation in the y direction. The density profile is described by
W2
2 -27r
where Af and Wf determine the fluctuation wavelength and frequency respectively. In Figure ( results improves as one moves the horns further from the detector, and waves diffracted from the horns no longer interfere as strongly with those scattered directly from the plasma. Finally, one should not assume from the data shown that the 2D full-wave phase response is always systematically higher than one would expect from 1D analysis. In fact, the 2D results are very sensitive to the transmitting and receiving horn geometry, and can be well above or below the 1D result. The agreement should improve in cases where the critical surface is many wavelengths from the horns, and all waves enter the receiving horn at small angles.
The degree to which scattering away from the critical surface occurs will play a large part in determining how well the reflectometer measurements can be localized. We should note that in the 1D case, in a lossless medium, localization is enhanced by the swelling of the electric field near the critical surface, which results in larger scattered fields there. On the other hand, in the 2D case, the fields are much more likely to drop off as one approaches the critical surface because of geometric effects and refraction. Thus we might expect scattering away from the critical surface to play more of a role in a 2D simulation and indeed in the actual experiments. Also, scattering away from the critical surface will necessarily occur closer to the receiver and will thus be stronger than a similar signal propagating from the critical surface. At least one 1D code has modelled some of these effects with the inclusion of absorption in the dielectric term, so that the waves are attenuated as they propagate (Hutchinson,
1992).
In order to make some attempt at gauging the localization of the radial modes, we propagate Gaussian wave packets radially outward from the center of the plasma, with af = 0.01, and a 1/e full-width of 2A. The density is given by
where, as in the pulse propagation case, we allow the packet to propagate from xf = 16A, to xf = 0. In Figure (5 Thus, for both the short and long fluctuation wavelength cases, we find that the maximum response is occurring after the fluctuation has passed the critical surface, at a point close to where we would expect the Bragg condition to be met. However, the degree to which the echo signal generated by the packets correlates with the packet wave shape depends on the packet wavelength. Referring to Figure (6b) , the long wavelength fluctuation which is phase matched in a region with a short matching condition scale-length generates a well correlated echo signal. The short wavelength fluctuation, phase matched in a longer scale-length region, continues to produce an echo signal as it propagates well past the phase matching region.
Poloidally Propagating Oscillatory Modes
To model poloidally propagating modes, we sinusoidally modulate the density profile in the y direction (ke 5 0, k, = 0). As the mode propagates, it remains centered at xf with a 1/e Gaussian width of Wf. The density profile is described by
1+ af sin TY + wft exp - have been seen in at least one experiment (Hanson, 1990 (Hanson, , 1992 . We would also expect the amplitude to increase up to a factor of four when they are in phase. Using a rotating grating as an analogue, one has both 0th and 1" order components in the received signal. The 1 "t order component is Doppler shifted relative to that of the 0th order. For such a scenario, one would also expect the 01h order component to be more localized to the midplane than the 11 order one. As one moves away from the midplane, the Doppler shifted component will become more dominant and the phase of the signal detected should begin to ramp. In Figure (8 it. In Figure (11) , with a shorter fluctuation wavelength, and shorter density scale-length, we see that the return power is beginning to develop a mode structure reminiscent of an uncollimated reflection from a grating.
The mode structure in this case does not change significantly during a fluctuation period.
Summary
We have tried to highlight in this paper some of the interesting fluc- 
