Abstract. This paper is concerned with the asymptotic behavior of least energy vector solutions for nonlinear Schrödinger systems with mixed couplings of attractive and repulsive forces. We focus here on the radially symmetric case while the general studies were already conducted in our earlier work 
1. Introduction. In this paper, we are concerned with the existence and asymptotic behavior of radially symmetric positive vector solutions for the following coupled nonlinear Schrödinger system: (1.1) − ∆u i + λ i u i = µ i u Here Ω is the ball centered at the origin with radius R 0 in R n for n ≤ 3. We continue our study on the qualitative effects of large mixed coupling on the system (1.1). More precisely, we examine the case of large β 12 > 0, β 13 < 0, β 23 < 0 when the domain is a ball. We are interested in the positive least energy vector attractive constant but also repulsive constant are large, under Dirichlet condition in [7] and Neumann condition in [8] . The current work continues the studies in this direction. As we show for the radially symmetric solutions, the asymptotic behavior is more delicate with spatial dimensions. For n = 1, 2, we see that for large mixed couplings, the third component concentrates at the origin while the other two components develop into a small synchronized boundary layer concentration. For n = 3, the first two components also concentrate at the origin with synchronized small peaks. We expect that the energy estimation for the synchronization part in this paper would provide a motivation to study concentration behavior on higher dimensional manifolds, for example, interior spheres.
From now on, we consider a domain of ball with radius R 0 , Ω ≡ B R0 (0) = {x ∈ R n | |x| < R 0 }.
Since we are interested in the case that two coupling constants are repulsive and one coupling constant is attractive and that |β ij | is large for i = j, we rewrite µ j by β jj , β 12 by αβ 12 , β 13 by −ββ 13 , and β 23 by −ββ 23 , and consider the following system:
dr 2 +
(n−1) r du1 dr − λ 1 u 1 + β 11 (u 1 ) 3 + αβ 12 u 1 (u 2 ) 2 − ββ 13 u 1 (u 3 ) 2 = 0,
(n−1) r du2 dr − λ 2 u 2 + αβ 21 (u 1 ) 2 u 2 + β 22 (u 2 ) 3 − ββ 23 u 2 (u 3 ) 2 = 0,
dr 2 + (n−1) r du3 dr − λ 3 u 3 − ββ 31 (u 1 ) 2 u 3 − ββ 32 (u 2 ) 2 u 3 + β 33 (u 3 ) 3 = 0, u i (r) > 0 for r < R 0 , u 1 (R 0 ) = u 2 (R 0 ) = u 3 (R 0 ) = 0, where β ij = β ji > 0 for 1 ≤ i, j ≤ 3, α, β > 0. In this paper we need a control of multiscale convergence rates for α, β → ∞. We will use the following notation: for a, b ∈ R, When we say α a #β b is large, it means that all three quantities α, β, .
We define the energy functional for the system (1.3), It is well known that the following equation has a positive least energy solution:
(1.4) ∆u − λ 3 u + β 33 (u) 3 = 0, u > 0 in Ω, u = 0 on ∂Ω.
We denote the least energy level for (1.4) by L. It is well known that for a ball Ω = B R (0), the positive solution of (1.4) is unique [15] . We will show that the third component of the least energy solution of (1.3) converges to the positive solution of a limit problem (1.4) . On the other hand, the first and second components have a different type of convergence and the corresponding limit problem depends on the space dimension n as follows (here, we will use t as the one dimensional variable for the limiting problem).
(1) n = 1, 2 (concentration on the boundary). Given the positive least energy solution U 3 of (1.4), we consider the following problem:
(1.5)
Here we note that the term The corresponding energy functional B U3 is defined by (1.6)
We note that forv = (v 1 , v 2 )
Then, we consider the following minimization problem:
In view of [7, Proposition 4] , we see that there exists a minimizer (v 1,b , v 2,b ) of (1.7) which is a least energy solution of (1.5). Moreover, there exist constants c, C > 0 satisfying (1.10)
(2) n = 3 (concentration on the center).
For the positive least energy solution U 3 of (1.4), we consider the following problem:
The corresponding energy functional C U3 is defined by
We also note that forv = (
We consider the following minimization problem:
In view of [8, Proposition 4] , there exists a minimizer (v 1,c , v 2,c ) of (1.12) which is a least energy solution of (1.11) and radially symmetric up to a translation. Moreover, there are constants c, C > 0 satisfying From now on, for any domain O ⊂ R n , any function u ∈ H 1 0 (O) will also be regarded as an element in H 1 (R n ) by the zero extension u on R n \ O. Downloaded 06/06/19 to 129.123.124.107. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Throughout this paper, we often use t as the one dimensional variable for the limiting problem, x = rθ, where r = |x| and θ = x |x| , as the original variable in Ω, and y, s = |y| as the scaled variables such that
Our main result is the following theorem.
Theorem 1. We assume that Ω = B R0 (0). We take any δ 1 , δ 2 ≥ 1 4 for n = 1, 2 and any δ 3 > 0 for n = 3. Then the following holds.
(a) There exists a constant α 0 > 0, independent of β > 0 such that for any α ≥ α 0 , β > 0, the system (1.3) has a least energy vector solution u α,β = (u
where L is the least energy level of (1.4), and U 3 is the unique least energy solution of (1.4).
where |S n−1 | is the area of the unit sphere. 
Then there is a positive least energy vector solution
2 , up to a subsequence, as α#β 1+δn → ∞. Moreover, there are constants c, C, D > 0, independent of large α#β 1+δn such that for i = 1, 2,
Then there is a positive least energy vector solution (v 1,c , v 2,c ) of (1.11) such that
2 , up to a subsequence, as α#β 1+δn → ∞.
Moreover, there are constants c, C, D > 0, independent of large α#β 1+δn such that for i = 1, 2, [7] , without the radial constraint, a concentration point of the first and second components moves to the boundary even though the Dirichlet boundary condition is imposed. In the radially symmetric case, if n = 3, the expense of the concentration of the first and second components on the sphere is much higher than the concentration at the center of a ball. In order to obtain the asymptotic behavior of the synchronization part, we divide the domain into two parts and use the different norms on each regions.
The paper is organized as follows. In section 2, we review some preliminaries to establish the existence results for (1.3). In section 3, we introduce a combined norm to obtain energy estimates depending on the dimension of the domain, and complete the proof of Theorem 1.
Preliminary. For
Recall the energy functional
, and define 
λ3,Ω . We consider a minimization problem
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With the aid of [29, 5] , we argue as in [7] to have the following proposition.
Proposition 3 (see [7, ). The minimum c α,β is achieved by an element u α,β = (u
3 ) ∈ D α,β which satisfies (1.3). Moreover, the following hold uniformly for β > 0:
Proof. The proof follows from the arguments in [7] , and we omit the details. Indeed, the minimum c α,β is achieved by an element u α,β = (u
3 ) ∈ D α,β which satisfies (1.3) by the same arguments in [7, Proposition 8] . Moreover, (iv)-(vi) are obtained from the arguments in [7, Proposition 9] . By using the arguments in [7, Proposition 10] , (i) can be proved. Finally, (ii) and (iii) can be obtained from the arguments in [7, Proposition 11] and [7, Proposition 12] , respectively.
A refined convergence by a renormalization. We recall
3 ) as a minimizer of c α,β . In this section, we renormalize (u
2 ) so that the renormalized solution converges to a least energy solution of the elliptic system discussed in section 1. After analyzing the refined convergence, we will prove Theorem 1 at the end.
Basic energy estimates.
Proposition 4. c α,β has the following upper estimate:
where L is the least energy level of (1.4), and M b and M c are defined in (1.7) and (1.12), respectively.
We consider the following cases depending on the possible location of the concentration part for the first and second components:
Case 1: Concentration on the boundary. We take the least energy solution U 3 for (1.4) and a least energy solution (v 1,b , v 2,b ) for (1.5). We note that
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Then, (w
We denote x = rθ ∈ Ω, where r = |x| and θ = 
where o β (1) → 0 as β → ∞. We prove only (3.8) since (3.5)-(3.7) can be proved in a similar way. Setting y = β 
We see from the fact U 3 (R 0 ) = 0 and the mean value theorem that for s ∈ [0,
From the exponential decay of 
, where (3.14)
Now, by using (3.3), (3.13) is simplified to (3.16)
From (3.6), (3.11), and (3.12),
Thus, from (3.11) and (3.17), it follows that as α#β
Since a least energy solution U 3 of (1.4) is unique, we obtain one of the upper estimates for (3.1). Case 2: Concentration on the center. We take the least energy solution U 3 for (1.4) and a least energy solution (v 1,c , v 2,c ) for (1.11). We note that 
We have (w
2,c , w 3 ) ∈ H r (Ω). By (1.13) and a change of variables x = β − 1 2 y, it holds that for each i = 1, 2,
where o β (1) → 0 as β → ∞. From (3.20), (3.21), (3.23), and (3.24), it follows that
By the similar arguments with Case 1 above, it follows that as α#β
By comparing (3.18) and (3.27), we complete the proof of Proposition 4.
3.2.
A renormalization and basic estimates. As we will use a multiscale renormalization we introduce some notation here. We will consider two different scalings according to the scaled regions: the neighborhood of the boundary or the neighborhood of the center. In order to distinguish these different scalings and scaled regions, we will use the subscript "b" for the notation related to the scalings on the neighborhood of the boundary, and the subscript "c" for the notation related to the scalings on the neighborhood of the center.
The scaling on the neighborhood of the boundary. Let (3.28)
The scaling on the neighborhood of the center. Let (3.30)
By letting y = β
Here we denote 
Proof. In view of [7, Proposition 14] , we have the following estimation: 
The proof of Proposition 5 comes from (3.33) by taking a change of variables.
Proposition 6. For any R ∈ (0, R 0 ), there exists a constant C > 0 such that
Proof. For n = 1, there exists C 1 > 0, independent of β > 0, such that for i = 1, 2, |u
λi,Ω . Then, (3.33) implies that there exists some C 2 > 0, independent of β > 0, such that for large α#β 
Then, for each l ≥ 0, we multiply both sides of (3.34) by (v
2,c ) 2l+1 and integrate parts and add two inequalities. Then for some C > 0, independent of α, β > 1, l ≥ 0,
Then, using the Sobolev inequality and Hölder's inequality, we see that for some C > 0, independent of l ≥ 0,
In view of (3.32), we get that
is bounded for large α#β 
Proof. Note that u α,β 3
and U 3 satisfy
in Ω,
We define f ≡ β 33 (u α,β
is bounded. Thus, for any p > 1, there exists a constant C > 0, independent of large α, β > 0 such that
For n = 1, we take p = 2. Then, we see from (3.33) and Proposition 6 that for some C > 0, independent of large α, β > 0,
α .
Together with Proposition 3, we see that |f | 2,Ω and |g| 2,Ω converge to 0 as α#β
For n = 2, we take p = 2. Then, we see from Proposition 3, (3.33), and Proposition 6 that for some C > 0, independent of large α, β > 0,
By the same arguments for n = 1, we see that w α,β → 0 in W 2,2 ({x ∈ Ω | |x| ≥ 2R}) as α#β
Since w α,β is radially symmetric, we get that For n = 3, we take any p > 3 2 . Then, we see from Propositions 3, 5, and 6 that for some C > 0, independent of large α, β > 0,
Thus, it follows from Lemma 9.17 and Theorem 9.19 in [13] that
, it follows that w α,β → 0 in C(Ω) as α#β as α#β 1+δ3 → ∞. This completes the proof.
Proposition 8. (i)
There is a constant C > 0 such that for large α#β 1+δn ,
(ii) There exists a constant δ > 0 such that Then we have (3.37)
If n = 1, 2, then Proposition 5 implies the first claim of (i). If n = 3, then Proposition 5 implies that there is a constant c > 0 satisfying
In view of Proposition 7 and inf
2 y) ≥ C for some constant C > 0, and thus (ii) In view of (3.32), (3.37), and (3.39), there is a constant c > 1 satisfying
Together with the Sobolev inequality, we get that for some constant C > 0,
If n = 1, 2, then α , we get that
Then we have 
In view of (3.43), we get that lim α#β 1+δn →∞ (
The similar arguments also hold for the case n = 3. Now we complete the proof of Proposition 8(ii).
There is a constant C ≥ 1 satisfying for large α#β 1+δn ,
Proof. First, we consider the case n = 3. In view of Propositions 5 and 8 and (3.40), we have for some c ≥ 1, 
We recall from Proposition 8 that .
By a similar argument with the case n = 3 above, there is a constant C > 0 such that v
In view of (3.49) and the Sobolev imbedding theorem, we also note that v Proposition 10. There exists a constant R > 0 such that
Proof. First, we consider cases n = 1, 2. Suppose that for any fixed R > 0, < 0, there exists a constant c > 0 such that
In view of Proposition 5, we have (3.52)
By (3.51), (3.52) , and Proposition 9, we get that lim α#β 1+δn →∞ Ω To the contrary, suppose that for any fixed R > 0,
Then W 2,p -estimates and (3.53) imply that (3.54) lim
= 0 for any fixed R > 0.
In view of Proposition 8, we see that R 2 ≤s≤
for some constant C > 0; thus
By Sobolev inequality and (3.54), we get that lim We are going to improve the estimations (3.52) and (3.55).
Proposition 11. There are constants c, C > 0, independent of large α#β 1+δn , satisfying
Proof. We note from (3.29) that
Together with (3.52) and [13, Theorem 9 .20], we have
Moreover, (3.55) and the Sobolev inequality imply that 
Now we shall prove (3.56). First, we consider cases n = 1, 2. Although our proof is based on [7] , we need more careful analysis in detail since v 2 ), y = (β)
We note that
and from Proposition 7 that for some e 1 > 0, independent of j ≥ 1,
and that for some e 2 > 0, independent of β ≥ 1, 
We take small a > 0 so that
By (3.58), we also have
Thus, it follows from the comparison principle that for some large m > 0, independent of large α#β 1+δn , there exists a constant D > 0 such that
Note that e 4 d(x, ∂Ω) ≤ ϕ(x), x ∈ Ω for some e 4 > 0 and {w
By the same argument with w α,β 1 , we get the same estimate for w α,β 2 . This implies the proof of (3.56) for n = 1, 2.
Second, we consider a case n = 3. We recall from (3.31) that Moreover, we also see from (3.68), (3.59), and (3.61) that if σ 2 > 0 is sufficiently small and R > 0 is large enough, then there is a constant c 3 > 0 such that (3.86) implyv is a positive least energy solution of (1.5) for n = 1, 2 and (1.11) for n = 3. Now we complete the proof of Proposition 12.
3.4. Proof of Theorem 1. Completion of Proof for Theorem 1. In the preceding propositions, we have proved all results in Theorem 1 except (1.17). We recall the notations K and G in (3.14) and (3.15) . In view of Proposition 3 and Lemma 2(ii), we see that 
