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I. lîlTRODUCTION 
This dissertation is based essentially on proposals developed by 
Wolins (1964) for analysis of multitrait-multimethod data. His exposition 
may be summarized in the following manner. Given the scores of person i, 
on a measure of trait j, using method k, one may be able to discover an 
appropriate linear model of the form, 
^i(jk) = Pj%i P(jk)j.k%ij ^  ^ (jk)k.fik ^  ^ i(jk) • • 
The X's are scores of people on these conceptual variables. The X's are 
weighted by the p's. The Y's are the observed scores. The p's are made 
to be standard score regression weights by imposing the restriction that 
the X's and Y are distributed with mean zero and a variance of unity. One 
can also impose restrictions of various kinds on the correlations within 
methods and traits and/or between methods and traits. The problem is esti­
mation of these standard score regression weights, from which one can esti­
mate for each variable the variance attributable to method, trait and error. 
The procedure can be related to analysis of variance of classificatory 
models as well as to regression. This aspect is described in following 
sections. Part of the procedure is based on previous work done by Stanley 
(1961) and Campbell (1965), described in the review of literature below. 
The importance of the objectives suggested above, relative to psychol-
ological measurement, is apparent if one considers the areas of application. 
Industrial or clinical psychologists, concerned with different ways of 
measuring different attributes of subjects, can direct inquiry toward assess­
ment of biases of the various methods. Specifically, one might want to 
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determine techniques for adjustment of rater's judgements which are biased 
with respect to ratees and/or traits. The general multitrait-multimethod 
paradigm has not been applied to experimental psychology data since the 
emphasis there has not been individual differences. However, if such pro­
cedures are applied, analogous methods of considering effects and interac­
tions can be developed. This possibility is considered below in the 
section on future research. 
From the point of view of the general objectives of science, appro­
priate reduction of this type of data is desirable. Instead of a systema­
tic perusal of a complicated array of numbers, one can appeal to an 
analytic procedure. The latter procedure, considered in this dissertation, 
is certain to be more easily interpreted. The solution, in addition, is 
better defined statistically in terms of accuracy and precision. The 
method of analysis to be described is more appropriate than prior sugges­
tions insofar as less restrictive statistical assumptions are required. 
This aspect is also described below. 
The general notation which will be adhered to consists of the 
following. 
A. General dotation 
Upper case English and Greek letters represent matrices throughout the 
paper. English letters designate sample observations or functions of ob­
servations while Greek letters designate parameters unless otherwise indi­
cated. Lower case letters represent scalars and, when either lower or 
upper case are subscripted, they represent the scalar elements of a matrix. 
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The conventions are generally the same as those used by Joreskog (1967b) 
and Kempthorne (1952)-
B. General Definition of the Problem 
In order to delineate the problem attacked in this paper and the 
rationale upon which the proposed solution is based, some definitions and 
comments are necessary. The latter are taken, in part, from Thurstone 
(19^7) and from Campbell and Fiske (1959)* 
A subject is generally the person whose responses are observed. 
A trait is defined as any potentially observable attribute of the 
subject. 
A method refers to the means used to observed or assess the trait. 
A measure refers to the trait-method combination used to obtain an 
observation on the subject. The observations yielded by a measure 
are treated as if they vary on an interval scale. 
The definition of measure is simply a formalization of the operation-
ist doctrine as given by, say, Kaplan (1964) that what is measured, and how 
we measure it are determined jointly. Consider, for example, the trait 
called neuroticism. The trait might be measured by methods such as psycho­
logists' judgements, graded performance on tasks in stressful situations, 
or questionnaires. Each observation, provided by the measure, is a function 
of the subject, the trait, and the method used to assess the trait. The 
following questions may be asked, based on the comments above. What sort of 
function is this? Given an observation, what can one say about the extent 
to which the subject, trait or method contribute to the observation? These 
questions loosely define the problem area attacked in this research. The 
4 
definition of the measure forms the literal prototype for the statistical 
models to be considered below. It might be helpful at this point to be a 
bit more specific about the usefulness of such questions. 
Are some methods of measurement better than others with respect to 
some criteria? For example, is a psychologist's judgement about the degree 
of a subject's neuroticism"better than" measurement of neuroticism by means 
of a questionnaire. "Better than" can be interpreted to mean the extent to 
which the observation contains less extraneous variance as well as being a 
better indication of the subject's true trait score. The psychologist may 
be personally biased against a subject, may give careless judgements or may 
fail to assimilate information which would yield a valid judgement. 
Consider also whether or not two traits, measured using the same method, 
can be distinguished reliably from one another. For example, does a mea­
sure of neuroticism yield the same results as a measure of emotionality? 
Establishing traits as distinct entities is a prevalent problem in person­
ality research. Given a group of people on which to make judgements, a 
psychologist could conceivably rate the individuals exactly the same for 
both traios- This event would suggest that there is no reliable way to 
distinguish between the traits. A trait is said to be valid in a convergent 
sense if several independent methods of measuring that trait are highly cor­
related. In the example of neuroticism above, if the results of psycholo­
gists' judgements, questionnaires and scores on performance of a task are 
all linearly related, one can infer that the trait has convergent validity. 
A trait is said to have discriminant validity if correlations among dif­
ferent measures of the same trait are generally higher than correlations 
among different traits using the different methods. Method bias may be 
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inferred when the correlations between different traits are higher when 
the.sa:ne method is used than when different methods are used. 
The problem may be examined relative to the use of measurement in all 
scientific enterprises. Measurement makes possible discriminations between 
observations relative to some criterion. The criterion in this instance 
is a theoretical variable, construct, or trait, hypothesized to underly 
observations. Measurement may provide estimates of the true value of each 
experimental unit on the hypothetical trait. Further enhancement of the 
tenability of the true value is possible with several modes or methods of 
assessment. The concept or trait is considered valid to the extent that 
all methods yeild the same true score for an experimental unit, the person. 
In addition, measurement must provide evidence that true scores on one 
trait are not identical to those scores conceptually different trait. 
If such evidence is not provided by data, then the conceptualization of two 
separate traits is not needed to explain the results of an analyses and 
a simpler conceptualization is sufficient. 
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II. REVIEW OF LITERATURE RELEVANT TO THE DESIGN 
. How can one formulate an approach, based on the definitions and com­
ments above, to the questions outlined? The first consideration, of course, 
is the design. 
The basic data must consist of results of measures as defined above. 
However, more frequently than not, the data analyzed are the correlations 
among the observations. This point may need additional amplification. 
Ordinarily, one may choose to analyze either raw data or some function 
of the observations. This, of course, is an interesting general problem 
for statisticians, discussed by Kempthorne (1967), for example. In the 
context of this dissertation the problem is related to the following facts. 
1. Given a set of measures, the psychologist is frequently interested 
in the assessment of relations among the measures, rather than the observa­
tions, per se. That is, observed variable results are arbitrary to the 
extent that scales can be manipulated without changing inferences based on 
the results. With respect to the usual scientific criterion of predicta­
bility then, one may choose to examine reproducibility of correlations 
rather than of observed scores. The usefulness of such an approach will be 
assumed rather than defended in this paper, although alternative methods 
will be discussed. 
2, An approach to the questions outlined has been developed by 
Campbell and Fiske (1959) and is described in the literature review. The 
method of analysis has yielded reasonable results, and is based on examina­
tion of correlations rather than raw data. The data structure which they 
suggest is the sort of data usually collected and which is considered in 
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this paper. 
The raw data may be described by the following array, where 
[Tj(j=l,2j3)] represents the jth trait, and {M^(k=l,2,3) ] represents 
the kth method. represents the ith observation on trait j and 
method k . 
"l ^2 h ^2 ^3 ^2 "3 
1^11 1^21 1^31 1^12 1^22 1^32 1^13 1^23 ^33 
2^11 2^21 2^31 2^12 2^22 ro
 
2^13 Yg23 2^33 
\T11 \21 N^3l '^ %12 
Y 
N22 
Y 
^KL3 i^q23 ^E33 
The intercorrelations among the observed measures comprise the avail­
able observed data and can be displayed in the array called a multitrait-
multimethod matrix. The matrix is illustrated in Table 1. The 
represents the correlation between the measure jk and the measure j'k' 
where j designates trait, and k designates method. 
Generally, the following nomenclature is useful in describing the 
matrix. 
1. Keterotrait-heteromethod blocks are composed of the elements 
^^^ere j / j' and k / k' . Inferences concerning in­
dividual differences, independent of method and trait, are based on 
these coefficients. Such individual differences might stem from trait 
intercorrelations, for example. 
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2. Validity diagonals are composed of elements where j = j' 
and k ^  k' . Inferences concerning convergent validity are based on 
the size of these coefficients. Inferences concerning discriminant 
validity are based on the size of these coefficients relative to the 
size of the coefficients previously described. 
3. Heterotrait-monomethod triangles are composed of the elements 
r / V / . , ,  ,  \  w h e r e  j  7^  j  '  a n d  k  =  k '  .  M e t h o d  b i a s  i s  i n f e r r e d  w h e n  
these coefficients are large relative to the size of the Heterotrait-
heteromethod elements. 
The classical reference describing the analysis of multitrait-multi-
method matrices in determination of convergent and discriminant validity 
is Campbell and Fiske (1959)* The article presents a method of systematic 
exa:tnination of such matrices. The examination is deductive and inferential 
but not analytic in a statistical sense. The model which determines the 
examination is implicit rather than explicit. Such an examination is rather 
complicated; results often ambiguous. 
In an effort to clarify and extend this original work, Campbell has 
attempted to quantify the examination. In an unpublished manuscript; 
Campbell (1962) investigated an iterative procedure for estimation of 
factor analytic weights in a linear model for the data. The iterative pro­
cedure proceeds from initial estimates of loadings, based on assumptions 
about the equality of various loadings. Further assumptions are made about 
the positions of such factor loadings in the factor structure. _The loca­
tion of elements in the structure define the model in the orthogonal case. 
Campbell's effort was directed toward circumventing limitations which he 
suggested were common to all factor analytic techniques. Lack of a 
Table 1. Multimethocl-multltrait matrix i'-or throe methods and three traits 
M2 M3 
?1 
"3 ^1 T2 T3 ^1 T2 T3 
1.00 
(symmetric) 
Ml 
^2 1.00 
^3 ^(31)(21) 1.00 
^1 f(l2)(ll) ^(12)(21) ^(12)(31) 1.00 
Mg 
^2 ^(22)(11) ^(22)(21) ^(22)(31) r(22)(l2) 1.00 
^3 f(32)(ll) ^(32)(21) ^(32)(31) ^(32)(12) ^(32)(22) 1'°° 
^(13)(21) ^(13)(31) f(l3)(l2) r(23)(22) f(l3)(32) 1.00 
M3 ^2 f(23)(ll) ^(23)(21) ^(23)(3l) ^(23)(12) r(23)(22) ^(23)(32) f(23)(l3) 1.00 
T3 ^(33)(11) ^(33)(21) ^(33)(31) ^(33)(12) ^(33)(22) f(33)(32) ^(33)(13) ^(23)(23) 
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flexible computer program for maximum likelihood estimation with restric­
tions and difficulties in determining a viable factor structure were listed 
as primary difficulties. 
The present work is relevant to the problems defined by Campbell and 
Fiske (1959) insofar as it makes use of a recently developed flexible 
computer program by Joreskog (1967a)^  containing fewer objectionable re­
strictions . Moreover; the objectives of this dissertation research are 
essentially the same as Campbell's: estimation of factor loadings in a 
structure consistent with the type of data matrix considered. Salient dif­
ferences between this study and Campbell's work are the variety and assess­
ment of models considered and the use of maximum likelihood factor analysis. 
Tucker's (196^^1965) research is also relevant. Tucker has tried to 
extend factor analytic models and procedures to the examination of data 
classified in three or more ways_, "modes" of classification. This is a 
more general case of the usual two dimensional array (i.e.; two modes) of 
correlations considered in factor analysis. The Campbell and Fiske para­
digm is a specific case of the sort of data which can be considered using 
Tucker's methods: multiple methods (modes) of measuring a set of traits. 
The method of analysis can be considered to be a generalized variation of a 
principal components solution. Small characteristic roots and vectors are 
discarded to obtain approximations to original observations and component 
loadings. According to Tucker; a least squares criterion is met if 
all roots are used. Under some circumstances; elimination of roots may 
approximate a least squares solution^ but a complete definition of such 
circumstances is lacking. The major problem with Tucker's analysis is it 
does not have as its basis a stochastic model. There is no basis for 
assessing goodness of fit of the model nor applying a variety of restric­
tions. Maximum likelihood estimations as implemented hy Joreskog (1967a), 
specifies a reasonable error structure which forms the basis for a goodness 
of fit test. 
Stanley (1961) proposed that the usual three way factorial model in 
analysis of variance might be appropriate for examining multitrait-multi-
method data. He has shown that it is possible to express the usual mean 
squares obtained for the model as a function of average variances and co-
variances. The analysis is based partly on earlier work by Gulliksen 
(1950) and Stanley (I956). The derivation and algebraic results are essen­
tially the same as those presented by Wolins (196^) and Zyzanski (I962). 
These authors consider averages of blocks of correlations rather than co-
variances. Results of F tests, using either form of data, are equiva­
lent to tests using conventional numerical procedures. Stanley describes 
the interpretive aspects of the mean squares in detail, lending further 
support to the notion that such a three way model is viable. 
Although Stanley indicates an awareness of some of the statistical 
problems, he provides little information on their exact nature. Some of 
these problems are examined in the Wolins and Zyzanski papers cited above. 
Specific points of investigation included comparability of scales, homo­
geneity of variance and the effect of differences in reliability of 
measures. 
Investigation of various assumptions by Wolins provides evidence 
suggesting that the three way classificatory model is often inappropriate. 
Under conventional analysis, the errors are assumed to be normally and 
independently distributed, and the model assumed to be additive. With 
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multitrait-multimethod data, one must also attend to the nature of the 
scales. That is, differences in means and variances of the observations 
may be a function of the particular scale used rather than a more relevant 
interest, the behavior upon which the scales are imposed. Wolins has 
suggested adjustments which can be made in order to compensate for scale 
differences without compromising the objectives of the analysis. The 
problem of nonindependence of error cannot be accommodated using the same 
rationale. 
Specifically, under repeated measures of the same individual, by the 
various methods on various traits, the errors may be correlated rather than 
independent. This event is likely, but insofar as the correlations are 
homogeneous, the usual F tests are still valid. This is discussed in 
Boneau (i960) and Lana and Lubin (1963). If one uses average variances 
and covariances or correlations, the problem assumes the form of determin­
ing the nature of the structure of the variance-covariance matrix. That 
is, one would like to investigate the extent to which the actual covariance 
matrix conforms to that which would be obtained if all assumptions were met. 
A small sample test of deviation from such a hypothesized structure has not 
been developed, except for the case of a specified alternative hypothesis. 
Such specification is not possible with the model considered and available 
information. A more recent article by Wolins (196^) and a paper by Boruch 
and wolins (1968) form the most relevant basis for this dissertation. The 
development of the model proposed in the article, and its relation to the 
various procedures used here, is described below, in the section on develop­
ment of procedure. 
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A major part of the procedure for solution of the problems is based on 
maxim'om likelihood factor analysis. Joreskog (1967a, 1967b) has provided 
detailed derivations and computer programs necessary for more flexible, un­
restricted maximum likelihood estimation in factor analysis. The Joreskog 
approach and computer programs are used, in the current research, to imple­
ment the analysis of data. Much of Joreskog's work is based on the orig­
inal development by Lawley (l9^0). A summary statement, together with 
examples, appears in Lawley and Maxwell (1963). An additional methodologi­
cally oriented development with statistical derivations appears in Morrison 
(1967). Both the Joreskog and Morrison presentations require some know­
ledge of derivatives of matrix functions. The most useful reference con­
cerned with matrix derivatives appears to be Dvjyer (1967). Descriptions 
by Harman (i960), Anderson and Rubin (19$6) and Horst (1965) provide addi­
tional information from their respective points of view, methodological, 
mathematical and n'omerical methods. The latter two are particularly dif­
ficult to read. More detailed historical descriptions of the development 
of factor analysis may be found in Joreskog (1967b). The brief description 
of factor analysis, provided below in the section on development of a solu­
tion, is based on Rao (1955) and Joreskog (19670). 
I k  
III. DEVELOPMEira OF THE ANALYSIS 
A. Factor Analysis 
The approach chosen to investigate these data is 'based on factorial 
procedures. These procedures are applied to functions of the observations, 
the intercorrelations among the measures. Such procedures are developed 
from the fundamental factor postulate that the scores of all individuals on 
a number of tests may be expressed, in the first approximation, as a linear 
function of their scores in a smaller number of hypothetical measures. 
This is, of course, a simplistic statistical translation of what Einstein 
(193^) considers to be .. the grand aim of science ... to cover the great­
est possible number of empirical facts by logical deduction from the smal­
lest number of hypotheses or axioms...". 
The particular variation of factorial procedures considered is maximum 
likelihood factor analysis. For the sake of definity, a description of the 
most general model and analytic procedure in factor analysis is given in 
this section. The presentation is based on Rao's (1955) interpretation of 
the problem. This particular interpretation is somewhat different from 
others with respect to pronounced mathematical and statistical orientation 
and the relative lack of methods of solution. A discussion of various 
methods of solution is given in Joreskog (1967b). 
In factor analysis, the observed variable is hypothesized to have an 
underlying structure which is not observed. The unobserved hypothetical 
variables are generally classified into those depending on common factors 
and those depending on specific factors. These verbal descriptions are 
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rendered more precise by means of a statistical model. Consider the set of 
observations^ deviation scores, [yq(q=l,2,—p)} that is, the set of p 
measures on a single individual. We have a number, say N , of such sets 
of observations. N is equal to the number of observational units upon 
which the observations are taken. Note that the subscript convention has 
been altered slightly from the convention previously used. The change is 
introduced for the sake of simplicity and to make this development more 
consistent with Rao's. The observation, y^ , then can be expressed in the 
form of the model 
yq = + "q <3.1) 
where - unobserved variable, dependent on hypothetical common factors 
s^ = unobserved variable, dependent on hypothetical specific factors 
q. = 1,2, 3, • • . ,P . 
The restriction imposed on the covariance structure are: 
covCz ,s ) = 0, cov(z ,s ,) = 0, cov(s ,s ,) = 0 (q ^  q'), 
• q-^ q^ q' q ' ^ q q ' 
q,q' =1, 2 ... p . 
Usually the assumptions, E(z^) = E(s^) = 0 , are made. 
From the restrictions and the model one can deduce the following. 
Var(y^) = Var(z ) + Var(s^) 
Cov(yq,y ,) = CovfZgjZ^,) . 
One can simplify the description of the covariance structure by using 
the following conventional matrix notation. 
S = p X p matrix of e}:^ected covariances, so that Cov(y^,y^,) 
l6 
r = p X p matrix of covariances among the common factor variables 
such that Cov(z .z ,) - [p] , q q qq 
j/j = p X p matrix (diagonal) of covariances among the specific factor 
variables, so that s , = [é] , qq ' qq 
In terms of the dispersion matrices then, 
Z = T+ é . (3.2) 
The object of factor analysis is to find a simple F and a e/j , such 
that one can estimate Z . The qualification of simplicity of F is a 
rather important one. By "simplicity" is meant that the rank of T should 
be a minimum. When the rank is a minimum,say m < p , one is saying that 
the original p measures are expressible as a function of a smaller nuriiber, 
m ; of variables. 
A geometric interpretation may clarify the statements made above. 
Consider a vector space in which the points in the space correspond to the 
magnitudes of all possible linear combinations of the variables 
... _,z^ . The reader is again reminded that these variables are hypotheti­
cal and dependent on common factors. Let a particular combination of the 
variables define the vector f^ where r = 1,2,3; ••• . Such a vector 
represents a possible common factor. One can impose some restrictions and 
conventions on the vector space. 
1. The vector product of two vectors is the covariance between them. That 
is, f^f^, = Cov(f ,f ,) . The normalized vector squared is the variance of 
the vector, f'f = Var(f ) . 
r r r' 
2. The vectors, fLyf,, ... ,f^ , are independent if no linear combination 
of them ha.s a zero norm. That is, the vectors are independent if 
17 
œ 
/ 0, for ail a^ ^  0 simultaneously. 
One iS; in effect, classifying a set of vectors out of the population of 
vectors into a category. The category contains those vectors which are 
independent. 
3- The vector space is said to have the property of finite dimensionality, 
since its elements (i.e. all the f's) can be expressed as linear combi­
nations of a finite number of elements. This finite number of elements, 
upon which the remaining are dependent, corresponds to the rank of the 
space. 
h. The minimal number of elements, upon which the remaining are dependent, 
are necessarily independent. This set of elements is called the basis of 
the vector space. According to Rao (1955)^ the basis of a vector space is 
not unique, but its rank is unique. The last statement means that, given 
one basis, one knows the rank but there may exist other bases with exactly 
the same rank. 
Given such a vector space, Rao states that one can always choose a 
basis such that the elements are orthogonal. One can also choose a basis 
such that some or none of the elements are orthogonal. If one is willing 
to assume normality, then the orthogonal basis consists of factors which 
are uncorrelated. The orthogonal case appears most frequently in the 
literature because of the relative simplicity of interpreting uncorrelated 
factors. The basis in which factors are not orthogonal iirg)lies that factors 
may be correlated. This "oblique" factor basis is less frequently used. 
The set of elements which constitute the oblique factor basis can be used 
as a system upon which to base analysis, just as the orthogonal system is. 
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The interpretation is usually a bit more difficult. The oblique basis can 
be derived from the orthogonal basis by a linear transformation. The choice 
of a particular basis is generally considered to be a function of the sub­
stantive information to which the factor analysis is applied. For discus­
sion of this point the reader may find relevant information in Thurstone 
(19^7)^ Harman (i960) or Rao (1955)-
The most convenient manner of communicating the basis, orthogonal or 
oblique, is the following. 
The set of vectors, ... ,Z , is the basis, chosen from the totality 
of vectors (the f's) which comprise the vector space. The reader is re­
minded that this totality of vectors is, in fact, the totality of all pos­
sible linear combinations of the unobserved variables, ... ,z^ 
The model described above, which represents a basis, is a part of the 
model actually used. The Z's are referred to as common factor scores in 
the literature. That is, they represent the magnitudes of the hypothetical 
variable which they are supposed to expilain, . 
The coefficients, À ••• ,X , are called factor loadings. In 
^ ql q2' •' qm •' ^ 
the orthogonal case they are the covariances of y^ mth the factors 
... ,Zu respectively. This equality allows one to interpret the 
factors more easily. Formally, then, we consider the complete model for 
the basic observations [yg^q=l;2, — ,p)} on a single experimental unit, 
in matrix notation. 
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y = Az + s . (3•^) 
y - vector of p observations, say measures as defined above, on an 
experimental unit. 
A =: p X m matrix of factor loadings. 
2 = vector of m < p common factors. 
s - vector of p elements, specific factors. 
The following restrictions have been imposed. 
S(Z)-E(S)=0 
E(ZZ') = Ô in the oblique factor case. 
S(zz') = I in the orthogonal factor case. 
E(SS') = J a diagonal matrix. 
The expected dispersion matrix is then^ 
S = r + 0 . 
L = AôA' -1-0 in the oblique factor case. 
E = M' + in the orthogonal factor, case. 
The preceding analytic development is related to the observed data in 
the following way. 
Let y./\ = ith observation on the measure (jk) where j designates 
trait and k designates method. 
i = 1,2,3, ... 
j — 1;2,3; • • • ; 0 
k = 1,2,3, ••• ,c 
q — 1, , 3; ••• ; P; P — 0 X C . 
The observation y in Rao's notation is equivalent to the observation 
y./_,\ in this notation. The i subscript in the former has simply been 
deleted and the subscript q is made more informative by substituting jk . 
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The sample mean for the measure jk may be represented as 
y.(jk) = fi(jlc)/K • 
The observed covariance between measures jk and j'k' may be repre­
sented as 
A =  y i ( j ' k ' ) )  
If the observations are distributed normally and independently, the 
elements in the covariance follow a Wishart distribution. The relevant dis­
tribution theory is described in Anderson (1958). Lawley and Maxwell (1963) 
have constructed a likelihood ratio criterion for testing the hypothesis 
that the model is true. The criterion may be represented as 
(i\i-l)log^[ i / A + tr(AZ ^ ) - p] . 
Lawley and Maxwell (1963) state that a satisfactory approximation to 
the ma}:imization of the likelihood function is the following function, which 
is minimxized. 
(\q' " ^qq'^^^'^qq'^qq' ' 
For large N this criterion is distributed as a with degrees of 
freedom equal to 
m 
V = ip(p+l) - pa - -^(iiH-l) - p - , 
where n, is the number of fixed parameters in é , the number of 
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independent restrictions on factor r . 
Detailed discussions can be found in Joreskog (1967a) and Morrison 
(1967)- Some additional notes are described by Bartlett (I95I). 
B. The Classiiicatory Model As A Basis For Analysis 
Consider the model 
+ Gi + + Yk + (09)ij + (aY)ik + (Py)jk + (3.5) 
where 
i = 1,2,3, ... ~NID(0,a!) 
j = • • • ; 0 
a. - NID(O, of) 
k = 1,2,3, ... ,c 
[(c^).j-NID(0,cg^)] 
[(aY).^^-mD(0,(T^)] 
The represents block or person effect and is considered random. The 
V. , 8. can be considered treatment effects and are fixed factors, "methods' 
•ji 
and "traits". This is the sort of model espoused explicitly by Stanley 
(1961) and implicitly by Campbell and Fiske (1959) for the type of data we 
are considering. Further research using multimethod-m'oltitrait data was 
done by Wolins (1964). This presentation draws also from work by Joreskog 
(19670) and; of course; on the general theory of experimental design as 
presented by Kempthorne. Definitions of the methods and traits, and expla­
nations of the problem are given above in Section II of this dissertation. 
Those sources of variance involving the random variable; a . can be 
assessed by obtaining a covariance matrix of dimensions be by be . The 
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expectations of these covariances according to the above model are derived 
in the following manner. 
The expectation of the covariance over i , for a given jk , j'k' 
combination, based on the model, is: 
2(1.j'k,))) • (3.6) 
We know that 
3(7. jk) = G(|%ijk/%) 
= E(p. + + p. + Z(ap) /N + Y 
i " J i IJ ^ 
+ + f 13k/») • 
using the usual assumptions attached to the model one can say 
E(o^) = 0 
E(Pj) = Pj 
E(Yi,) = Yj. 
(Pv) 
in addition, if the number of blocks, N , is large then 
E(Z(Qp).,) = 0 
i 
il, ( ^ ( Oy ).- V ) - 0 
1 
So that 
2(Y + p + Y,. + (PY)ik) ; 
. JJX J A. 
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= E{{a.+ (af3). .+ (aY)i]j+ =ijk)(V (°P)ij'+ 
= E(af + CL(QP).j,+ 3.(0^).%,+ «i^ij.k. 
' (Qp)ij(aY)i%,+ 
+ (û-v)ii,%+ (aY).^(ae)..,+ (o:Y)ik(°v)ii,,+ (»Y)ikGij,k' 
 ^^ ljk°i * 'i3k'°^ 'i3'^  ®ijk'°^ 'ik'"^  'ijk^ ij'k'^  ' 
Using the assumptions about independence and variance of effects 
interactions and error we have 
Co'^^ijk'^lj'k')! = + Sjj'Cge + «kk'^Êy + Sjj'Gkk'°l • '3.7) 
The symbols. Ô.., and 6,. , , above, are Kronecker deltas. That is, 
Jj kk 
û _ ,  =  1  i f  j  =  j  '  a n d  ô . . ,  = 0  o t h e r w i s e ,  a n d  s i m i l a r l y  f o r  ô , ,  ,  .  j J 0 J -KK 
This result is displayed in Table 2_, the covariance matrix. 
The entries in Table 2 are the following identities, computed in the 
manner described above. The symbol p is used for convenience. 
E[Cçv(Ï. - 0^+ - pj 
2k 
Table 2. Covariance matrix 
I^'^ l ^ I'^ g 1^^ 3 ' ' ' ^ l^ c 2^"^ 2 ^ 2^ 3 ' 
^2X1 '"^1 2^ 2^ ' ' ' ^2 ^3 Pli 
l^'^ 2 2^ '^ 1 2^ 
^2 ^2 ^2 
&2Y1 P3 P4 P4 
Pp'Yg Pl| Pg PJ4. 
BgY] P4 P^ P: 
PsY. P^ P4 Pl, ^ 'C 
^ P3 P4 ' 
2^^ 3 2^ 2^ 1^ ' ' ' 2^ PZi. Pi;. P3 
•°1 P), 
•°2 
'°2 
P4 P4 
Pj^ Pl Pg Pr 
1^ 
Pg P^ 
P^ Pg Pg Pg 
' ^2^^ ""' &b^c 
* Pi|. ' • • Pii-
. P 
'k '•• Pli. 
• P '4 • • • P4 
M3 . 
Pg • 
Pg • ' 
'1 
•  ' 3  
• ^4 
• P4 
Pk Pk 3^ Pi;. P4 P4 "' 3  "1 
The expected mean squares and variance components for those sources 
variance involving the random variable are indicated below. 
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Sourc Variance 
component EMS 
a cr^ + hcc^  
e Q! 
^2" 
cry 
error PlT P2- P3+ ^4= 
C. Random Block Effect in the Model 
We have assumed that one has a large nrntfoer of blocks (i.e., persons). 
This situation is contrary to ordinary circumstances insofar as large 
numbers of blocks are not usually available for experimental data. Given 
that the blocks are available, one can hope to obtain meaningful estimates 
of the variance components. By "meaningful" is meant that the.conditions 
required for accuracy and precision in estimation of the components should 
be met. Specifically, a large nuraber of blocks would make the assumption 
of normality of the (average) effect more viable. It would also decrease 
the variance associated with the variance component estimates. If one 
obtained 100 or more blocks, under the design implied by the model above, 
one could, with confidence, estimate variance components cr^ , , cr^ 
' ' a 00 G7 
and CT^ . For the moment, we consider the magnitude of the components. 
rather than the usual significance tests, to be of primary interest. The 
relevance of special significance tests is discussed in the section of this 
paper under the general topic of goodness of fit. 
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If, then, one is primarily interested in the random block effect, one 
can consider putting aside the other fixed factors in the model. That is, 
the following model results if one adjust for the fixed sources of variance; 
+ Gpjk + . (3.8) 
j\'ote that the is primed to remind the reader that this is a devia­
tion score. 
D. Elimination of Fixed Effects 
The p_. , Yj. , effects and interaction may be eliminated from 
the original model under the following reasoning. 
1. The average fixed "treatment" effects in the context of the data are 
essentially the effects of particular scales used in a method-trait combi­
nation being considered. The psychological scales are arbitrary, of course, 
to the extent that one can adjust all means for various combinations. That 
is, one can equate all means to some (arbitrary) constant value, effectively 
eliminating these factors form the data. The interactions of random and 
fixed effects are unaffected by the procedure. The notions developed here 
are also discussed in Wolins and Stanley (1961). The response 
now is a deviation score adjusted for fixed effects and interaction. 
2. Conditional on the model, which does not recognize the three factor 
interaction, the total variance of the blocks on each measure, method-
trait combination, is e:-qpected to be the same. That is, the diagonals of 
the covariance matrix are expected to be equal. If these diagonals were 
constrained so that they mcLst be equal, the residuals would not be inde-
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pendent. They are correlated. However, the maximum likelihood pro­
cedure does not so constrain these diagonal entries in the covariance matrix. 
Rather, each diagonal entry represents an equation and residuals from unity 
occur in the diagonal just as residuals from expected covariances occur in 
3. One can show that adjustment of the observed values, Y. .. to Y. .. , 
ijk IJK 
; t 
does not affect the covariance between Y. and Y. , . That is, ijk ij js ' 
Pv Y ~ Py ' Y ' 
"ijk ' ij'k' %ijk ' ^ij'k 
Py V Pv ' Y ' 
ijk ' "ij'k "ijk ij'k 
PY V - PY I Y ' 
ijk ' "ijk' ~ ^ijk ' ^ijk' • 
^UTther proofs are shown in Stanley (1961). 
S. Generalization of the Model 
Suppose we now consider any information which suggests the model, 
Y; .. = C'.-r (Q3)..-r ( 0 7 ) . . +  s. , is inappropriate in its current form. 
Ij-'Z 1 ^ ''iK ijk •' 
1. lû apijears that the result Y.' may not be a simple linear function 
ijk 
of the effects. Specifically, it is reasonable to conjecture that 0:. , 
o£>. ^  are weighted in a manner determined by the specific method-
trait (jk subscript) combination used. "Reasonableness" is based on re­
search by Stanley (l$6l) and Campbell (196$) and Wolins as well as on the 
efforts of the v/riter. A more appropriate model then might be 
^ijk = Ajk°i + ^ yk°2ij + . (3-9) 
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The model may be interpreted in the following manner. For a given 
ineasure, a specific trait-method combination, one is assuming that the 
observation is a function of the variables indicated. The is dependent 
on subjects. The weighting is indicated by the magnitude of A » . The 
person x trait interaction (op)... is also weighted. That is, the inter-
action contributes to the observed score in some manner, depending on the 
measure. The relative importance of the contribution is indicated by the 
magnitude of p.., . Similar comments apply to the person x method inter-
action (q;y) j^. and . The error, or deviation from expected values, 
is dependent on person, method and trait, as in the original model. 
The statistical attributes of the model are considered in the follow-
2. Based on prior information, one may also conjecture that some of the 
effects in the model are not independent of one another. That is, it may 
be reasonable to conjecture that the interaction (op).. is cor-
related with the interaction (ofy) , for example. That is, 
pfy = expected correlation between (qB) . . and (cn/).. ji-i ^ ik 
(op) ,(aY)_. 
' ^ - ..-a ro . 
Og C%Y 
In the context of the data being examined, this means that the person x 
method interaction may be correlated with the 'person x trait interaction. 
That is, whatever makes the contributions of method dependent on person 
may be linearly related to the phenomena of contributions of trait being 
dependent on person. Similarly it seems reasonable to suppose traits are 
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correlated and methods are correlated. For example, peer ratings, a method, 
may be correlated with sociabili+y,.^ trait. 
It should be noted that, without further constraints, the parameters 
in this last model a,re not estimable. However, it is shown below that 
imposing various constraints results in models which estimate the usual 
analysis of variance components and which are related to models which 
estimate ordinary factor loadings. 
Formally, we then consider the model, 
^ijk " ^Jk^i Bjk(GP)ij ^  (3-10) 
A., , B.i , C., are parameters jk jk ; jk 
where 
%ID(0,a! ) 
jk 'ijk - ' om.. 
OL -NID(0,1) 
(ag)ij , (GY)ik -N(0,1) . 
"The relaxation of the usual assumption of independence of (dip). . , 
1J 
(q,y)_..^ implies that maybe correlated with ; or • 
Given this last model, let a. = x. . (aS).. = x.. , (av)., = x . 
The equalities and restriction's are put onto this form in order to make the 
relationship between this last model and the factor analytic model more 
obvious. That is. 
^i(jk) ^jk%i + . (3.11) 
We may express any covariance over i as follows: 
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°("jk f"i ^  ®ok * ^ ok * i^ijk'/® 
= 0 , if the number of "blocks is large. 
= + 3j^XGp)^j + + Gij%J(Ajrk,Q\ 
= E{(Aj^Aj,^^ûf + + Aj^Cj,^^Q\(aY)ik, 
4- -f (Bj%Aj,^,o\(op)^j + BjkBj'k'(GP)ij(oP)ij' 
^jk(°^)ij^ij'k') ((^jk^j'k''^i(°^)ik 
* ^jk^j'j'(GP)ij'(°^^ik ^  Cj%Cj,^,(aY)i%{oY)ik' 
^ ^ ijk^j'k'fG^^ik' ^  ^ ijk^ij'k')^ ' 
using the restrictions which are imposed on the model, one obtains the 
following. 
°jk,j'k' = ^jk^j'k' " ^ykGj'k'pjj' + 
+ B.,, ^ ^ jk^j'k'^kk' ' ^e.,e ,^, (3-12) 
"j'k'-jk j'k' ^ "jk j'k' 
33 
where p. _., is, for example, the correlation between (op)., and (a^)_.., 
] J -'-J 
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Putting aside the model involving the observational units and attend­
ing to the fact that we have developed a model where the observed covari-
ance is the dependent variable, we note we have bc(bc+l)/2 equations in 
some number of imlmowns. The number of unknowns can be better assessed if 
we define three matrices for traits j = 1,2,3;^,$ and methods k = I,II,III. 
^'11 ^11 
A, 21 
: a 
! I 
i 
! A 
I *3ii 
I 411 
I 
I 
0 
0 
0 
B-, i"III III 
0 
0 
0 
0 
r'2] 
i 6 
"3ÏII 
j" 4iii 
0 
0 
0 
0 
B, 
0 
0 
0 
0 
21 
0 
0 
j"lIII \lll ° 
' 0 
0 
0 
^31 
0 
0 
0 
3211 ° 
0 
42111 ° 
0 
0 
^3111 
0 
0 
0 
0 
\l 
0 
0 
3311 0 
B,_. 
0 
0 
\lll 
0 
0 
0 
0 
0 
^51 
0 
0 
0 
^^11 
0 
0 
0 
®5III 
^11 
21 
^31 
^51 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
III 
^211 
^311 
C%II 
Sll 
0 
0 
0 
0 
0 
IIII 
'2III 
^3111 
'llll 
5111 
The superscripts in ê , below, have been deleted for convenience. 
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o = 
1 
0 1 
0 
^1,2 1 (symmetrical) 
0 
%3 
c
n
 1 
0 P2,4 1 
0 
'°2,5 •°3.5 1 
0 
^2,1 ^5,1 
1 
0 %II ^2,11 ^3,11 ^4,11 ^5,11 Pi,II ^ 
\,III ^2,111 ^ 3,111 ^5,111 Pl,III ^11,111 1 
(3.14) 
li;__ ^ _ = Diagonal matrix with non-zero entries of cr^ (or p \ 
•-^5-^5 G,.- • jk 
It is apparent that there are 3 be iinknowns in the A matrix, ' 
(b-rc) (b-rc-l)/2 unicno"iv7is in the § matrix and be unknowns in the !p 
matrix. It also can be shoim. that the expectation of the covariance matrix 
15%15 
(3.15) 
This J of course; is of the form of the usual factor analytic model disper­
sion matrix described in Lawley and Maxvrell, Joreskog, etc. 
The reader is reminded that if the usual analysis of variance con-
^jk °"GY ' 
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Also 9 would, be an identity matrix and ij) woiiLd be a diagonal 
matrix with the non-zero elements equal to cr^ 
In summary, the classificatory model recognizes the same random 
sources of variance as the constrained, factor analytic model. However^ the 
factor analytic model does not require the variance components associated 
with the random variables to be homogeneous across measures. Instead, the 
latter model recognizes that the variance components may differ from 
measure to measure. 
Estimates of Variance Components 
The reader is reminded that, if the analysis of variance and usual 
assumptions are true, then the following equalities hold. 
^jk ~ 
^jk ~ 
jk 
'That is, the factor loadings for each measure would be equal to the esti­
mate of the square root of the corresponding variance components. For 
large N , one can show that an unbiased, estimate of the standard devia­
tion is, in fact, the square root of the variance. See, for example. 
Cureton (1968). 
For the type of data which is being considered here, the-A's, B's 
and. C's are frequently unequal for the treatment combinations. That is, 
the variance components corresponding to the effects and interactions of 
= 0"^ for j - 1,2, ... ,b , k = 1,2, ...,c . 
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the treatment combinations are not homogeneous. 
Consider the variance of a single measure (jk). From Equation 3.12; 
we have the following. 
a  a a a  
That is, the A is comorised of A., , Band C.. . The § is com-
' - jk" jiv JK 
u __ ABB ACC ^ prised of p.. as well as p. ., and p.. , . The diagonal elements of à 
JK jj kk' ^ ^ 
are the estimates of error associated with each measure, cr^ 
""jk 
By substituting the appropriate estimates into the equation above^ one 
obtains the total variance accounted for by the factor analytic model. 
The variance attributable to the first factor, the general factor 
represented by A.. , is A^. . The variance attributable to method and 
trait comoined is 
(^k + ^kik • 
It appears reasonable to consider methods and traits separately, for the 
sake of simplicity of interpretation. 
3G 
If trait and method factors were uncorrelated, i.e., p=0 then 
JK 
3^. would be the variance attributable to trait and is equal to the 
JK jk 
variance attributable to method. For the data sets examined here, however, 
methods and traits are correlated. This poses a problem insofar as a 
method-trait correlation is not easily interpretable. One is saying, in 
effect, that the method and trait are linearly related although common 
factor (i.e., the general factor) variance has been considered. One is 
confronted with the problem of explaining or conjecturing the reason for 
such a correlation. In the absence of other substantive knowledge about 
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the traits and methods a reasonable approach appears to be the following. 
One can consider half of the covariance to be attributable to the 
trait and the other half to be attributable to the method. That is^ the 
variances attributable to traits and methods respectively, are 
Bjk + BjkCjkPjk 
•^ 2 , "o n 
Cjk : . 
In many cases, the correlations between methods and traits are so small 
that consideration of the covariance may be fatuous. In some cases, enough 
information may be known to assign the covariance to either trait or method 
variance terms. A possible approach is given below. 
One can implement this procedure for each of the b x c = p sets of 
A 
measures. That is, for each row of the A matrix, using the appropriate 
a a 
elements in § and ii , one computes the percentage variance attributable 
to the sources, the hypothetical factors. 
If the 9 matrix were of sufficient size one might factor analysize 
A A 
the Q matrix. The results of an orthogonal factor analysis of the ç 
matrix would provide a basis for decomposing the covariance among the hypo­
thetical variables on an analytical basis. 
C-. jjzplementation of A Solution 
The solution for restricted maximum likelihood factor analysis (RI-îLFA) 
and a computer program for implementation of the analysis have been 
developed by Joreskog (1907a, 1967b) • Joreskog's Rl'LFA Connuter Program 
(1967a), allows one to constrain elements in the A , 9 and 0 matrices. 
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That iS; elements in these matrices may be specified, in advance to be some 
particular values. For the development described in this dissertation, 
certain values in A and ê are limited to be equal to zero. The para­
meters vhich are left unspecified are free to vary and are estimated, 
conditional on these zero constraints, using the maximum likelihood method. 
In using the program, one represents those variables which are free to 
vary as I's in the A and § matrices. The remaining elements are re­
stricted to be equal to zero. For example, if three factors are extracted 
from a 9^9 correlation matrix, and these,factors are oblique, one may 
wish to restrict each factor to load on only three variables. A factor 
pattern required by the program which conforms to these requirements is the 
following. 
^ -
1 0 ° 1 
1 0 0 1 
0 0 1 
1 
o| 
h 1 0 i i 
i 0 0 1 i 
h 
0 
10 0 ij 
( ) 1 1 
1 ( ) 1 
1 1 ( ) 
Values for the diagonal upper triangular elements in the 9 matrix are 
specified by the algorithm used in the computer program. If the model is 
considered inappropriate, then one can eliminate factors and/or collapse 
one factor into another. The procedure is described and applied to sample 
data in the next section. The program is quite flexible insofar as it 
allows one to manipulate and alter models easily, a 
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The program provides technical information which is useful in examin­
ing solutions of a given model. The information is of the type to be des­
cribed below in this dissertation under the topic of rationale for 
changes in models. Specifically, one obtains information on boundary 
problems, approximations to the variance of the estimates of the para­
meters and indicator of the shape of the likelihood function. That is, 
the program computes first order and second order partial derivatives of 
the function at the points which represent estimates of the parameters. 
A large sample statistic, indicative of goodness of fit, is also 
computed. 
The program uses the Fletcher and Powell (l$63) method of optimiza­
tion to maximize the function. Further information on this and other 
aspects of the program are furnished in the references cited. 
1. Changes in the R^'ILFA Computer Program 
Some minor changes in the computer program were necessary for opera­
tion. The operating system and compiler for the IBM 70^^, for which the 
program was written (in FORTRAN IV), is somewhat differentvfrom the system 
and compiler in the available computer, an IBM 3^0-65. 
Input and output/unit designations were changed. These changes can 
be made by the machine itself using appropriate control cards. 
Some format and dimension statements required changes, specifically 
those referring to variable format, alphanumeric characters. The 
change is required because the 70^^ uses a word length of 6 bytes, while 
the IBM 360 uses a word length of 4 bytes for data storage. 
The only other minor changes consisted of deletion of two machine 
language programs, TODAY and CLOCK, whose functions are redundant under the 
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current system. 
The program restricts the maxiraum size of the correlation matrix and 
the A , Ô and 0 matrices. Work is currently being done to increase 
the size of matrices and the nwrJjer of factors which the program will 
accommodate. The program uses approximately llOX (words) of storage in 
the IBM 360-65. 
2. RjV'ILFA Program testing 
Three sets of data were used in assessing the operation of the computer 
program. The first two sets were provided "by Joreskog (1967a) and computed 
results appear to be consistent with the correct solutions derived by 
others. A third set of data was generated specifically for examination of 
the operation of the program with respect to the development presented in 
this dissertation. 
H. Rationale For Changes In the Model 
This section of the dissertation contains an explanation of the 
general rationale used as a basis for alteration of the factor model. 
The initial model hypothesized to explain a given multitrait -m'ùlti-
method data set is represented by Equation 3-12 with restrictions imposed 
in the manner illustrated in Equations 3*13, 3-1^ and 3.15- The relevant 
ass'cimptions and model are given in the preceding section on development of 
a solution. The characteristics of the solution, conditional on this 
initial model, may not be satisfactory. If such attributes are unsatis­
factory in some sense, then the model is considered inappropriate. A new 
model is then hypothesized. The new model is of the same general form as 
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the initial model and incorporates changes to eliminate undesirable 
features of the initial solution. The procedure is repeated for each con­
secutive model until a viable solution is achieved. To this extent; any 
one model is conditional on all those which preceded it. 
Rejection or alteration of a model is based on several criteria. 
Each of the criteria is based on the properties of the solution to the 
particular factor analytic model hypothesized. The criteria fall into the 
general categories of boundary problems^ inconsistency of solution and 
goodness of fit of the model. These are described in detail below. 
The type of alteration made on a given model is a function of the type 
of criterion which the solution may violate. The relationship between the 
type of change necessary and the particular violation are also described 
below. 
1. Boundary conditions 
The general nature of boundary problems and a detailed exaraination of 
aspects of these problems is presented in this section. The boundaries 
refer to the range of value s over which estimates of the parameters A , § 
and Û may vary. Specifically^ one can deduce from the model that the 
following inequalities must be true when the data are comprised of correla­
tions . 
A A A 
-1.0 < {A} < 1.0 , -1.0 < < 1.0 ; 0 < [^0.., 
J J J 
for j,j' = 1,2, ... p and k,k' = 1,2, ... m . 
Joreslcog (1967a)designates a solution which falls into the interior 
of the allowable regions as a proper solution. An improper solution refers 
to one in which one or more of the estimates of the parameters fall on the 
4o 
boundaries of the allowable region. One may choose to accept or reject an 
improper solution^ depending on other attributes of the solution. That is, 
an improper solution is viable in the sense that the parameters conform to 
requirements stated above. However, the derivatives at the solution are 
not all zero. Therefore, the solution is not a maximum likelihood solu­
tion. Boundary problems occurred with high frequency in solutions of data 
analyzed for the dissertation. In the 4o models devised for three data 
A A A 
sets, boundary problems with respect to A , § or é were evident in 30 
solutions. Joreskog (1967b) has also found high frequencies of occurrence 
for data which he has analyzed. 
If one or more of the estimates of parameters fall completely outside 
the acceptable region, the solution is not considered a viable one. The 
model from which the estimates were generated is rejected or altered. The 
occurrence of estimates whose magnitudes are outside allowable values is 
dependent, of course, on the data and is also dependent on the algorithm 
used to compute the solution. That is, algorithms differ with respect to 
whether they consider values outside the restricted region. The algorithm 
used in this dissertation, based on Joreskog's RMLFA Computer Program 
(1967a), imposes restrictions stated above on é (and effectively on 9) 
A 
only. Therefore, it can occur that the absolute value of some is 
greater than 1.0. 
A 
Consider the restrictions imposed on magnitudes of A . if the abso-
A 
lute magnitudes of one or more A., values are well above 1.0, then the 
solution violates the stated requirements. The likelihood function, 
conditional on the model, does not appear to have a well defined maximum 
within the allowable region. Such events were rare in this research. 
4l 
occuring only twice in more than forty solutions to various sets of data. 
In each of the cases examined, the occurrence of such values is attributa­
ble to a paucity of factors in the model. That is, more factors need to 
be hypothesized in order to account for the data. These comments are 
particularly true for the orthogonal unrestricted factor analyses, which 
comprised some of the intermediate solutions.' The addition of more factors 
to the model is limited in some respects. The additional factor must make 
some sense with respect to relationships with other factors, with respect 
to the data and with respect to the rationale described above for develop­
ment of the models. For example, in an intermediate solution three methods 
factors and five trait factors were hypothesized in the model. This cor-
A 
responds to a A matrix identical to the one illustrated in Equation 3-13; 
except that the first column in the latter has been eliminated. 'An inter-
A 
mediate solution resulted in a single A^^. element greater than 1.2. The 
A 
addition of a general factor, corresponding to the first column in A in 
Equation 3-13; resulted in a solution which did not violate the require-
I11.0 Xi. u Ù # 
A 
If the absolute magnitude of A., does not greatly exceed 1.0, then 
one might consider acceptance of the solution, attributing the discrepancy 
to the inaccuracy of the computer and program or an "unusualevent regarding 
the sample. The preceding statement is admittedly rather arbitrary, but 
not enough information is known about the computer-algorithm relationship 
to make a definitive statement. In only one case did a solution to the 
data considered here fall into this category. The magnitudes of a single 
A 
element within the A matrix was of the order 1.015- The appearance of 
the value was accompanied by other indications that the model should be 
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rejected. The models were indeed rejected and no decision, based entirely 
on the value of 1.015^ was necessary. 
A A 
Consider the restriction on 0. The elements of ij) must be greater 
then zero because computation of the estimates requires inversion of these 
A 
elements, if a ih element is near zero, then no useful solution is pos­
sible. That iS; the variance of a measure must not be accounted for by 
common factors only. The variance of each measure must be a function of 
common factor variance and random deviations in order to obtain a solution. 
A 
In computation of the parameters, the RIvLFA Program restricts 0 to be 
A ' 
ii > .05 . If the value .Op is estimated, the program terminates the maxi­
mization procedure and provides an appropriate error message (IKD =2) . 
One can reject or accept the model depending on other attributes of the 
solution. For example, if no other boundary problems are apparent and one 
can judge that the model fits the data well, then one might accept the 
solution. The goodness of fit of the model is considered below. 
Consider the restriction on § the matrix of correlations between 
the factors. It is possible for the likelihood function to be a maximum 
A 
when one or more of the elements in § are close to 1.0 or -1.0, i.e., 
the boundaries. The RI'^iLFA Computer Program ceases the optimization pro­
cedure when the value of a 9.. approaches -«975 or .9T5- The procedure 
is terminated in order to provide a maximum likelihood solution, yet main­
tain the general form of the model specified. If the absolute magnitudes 
A 
cf one or more of the s_., are rather high, say -975; then one can infer 
that the factors so correlated are equivalent. They are equivalent in 
the sense that there is a high linear relation between them. Since the 
scales associated with the factor scores are the same, one can infer 
3^ 
i\irther that the two factors are identical. Under these circumstances, one 
might wish to obtain a more parsimonious description of the data in the 
sense that fewer factors are hypothesized. 
One must revise the model so that a single factor replaces the two 
which are kno\m to be identical. Operationally, one collapses a factor 
into the factor to which it is related. The following example illustrates 
the collapsing procedure in terms of the pattern matrices required by the 
RML?A Computer Prograin to define the model. The procedure to be described 
was actually applied to Data Set 3- The basis for such application is 
illustrated in Tables 7 and 8. Tables 9 and 10 contain estimates of the 
parameters after collapse of the factors indicated. 
Consider the model developed earlier for the multitrait-multimethod 
situation. For three methods and five traits, the factor pattern and 
factor correlation pattern have the following form. 
1 2 3 5 6 7 8 9 
1 1 0 0 1 0 0 0 
1 1 0 0 0 1 0 0 0 
1 1 0 0 0 0 1 0 
1 1 0 0 0 0 0 1 
-
0 0 0 0 0 0 1 
1 0 1 0 1 0 0 0 0 
1 0 1 0 0 1 0 0 0 
1 0 _L 0 0 0 1 0 0 
1 0 1 0 0 . 0 0 1 0 
1 0 1 0 0 0 0 0 1 
-L 0 0 1 1 0 0 0 0 
2 0 0 1 0 1 0 0 0 
1 0 0 1 0 0 1 0 0 
0 0 1 0 0 0 1 0 
1 0 0 1 0 0 0 0 1 
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1 2 3 4 5 6 7 1 ) 
0 ( ) 
0 1 ( ) (symmetric) 
0 1 1 ( ) 
0 1 1 1 ( ) 
0 1 1 1 1 ( ) 
0 1 1 1 1 ( ) 
0 1 1 1 1 1 1 
0 1 1 1 1 1 1 ( ) 
if the solution suggests that factors 7 &nd 9 are closely related, say 
•97 
= .98 , then one would collapse these two factors. The collapse is 
represented by the following patterns in which the factors have been 
collapsed. 
4 = ! J-
L 
1 2 5 4 5 6 7 8 
1 1 0 0 . 1 0 0 0 
1 1 0 0 0 1 0 0 
1 0 0 0 0 1 0 
1 1 0 0 0 0 0 1 
1 0 0 0 0 1 0 
1 0 1 0 1 0 0 0 
1 0 1 0 0 1 0 0 
0 1 0 0 0 1 0 
1 0 1 0 0 0 0 1 
— 
0 1 0 0 0 1 0 
1 0 0 1 1 0 0 0 
1 0 0 1 0 0 1 0 
1 0 0 1 0 0 0 1 
1 0 0 1 0 0 1 0 
5^ 
1 2 3 k 5 6 7 8  
1 ) 
0 ( ) ( syimuc îtric) 
0 1 ( ) 
0 1 1 ( ) 
1 1 1 ( ) 
0 1 1 1 1 ( ) 
0 J. 1 1 1 1 ( ) 
0 1 -R 1 1 1 1 ( ) 
2. Consistency of solution 
The correlations between the factors, (i.e.^ elements in the ô 
matrix) are estimated independently of the other parameters in maximum 
likelihood factor analysis, ô must be positive definite (BID^S) in 
order that the solution may be viable. That is, the requirements in § 
will be met if all eigenvalues are positive. Computation of such values, 
however, gives little information about specific variables which may be 
a basis for a nonpositive condition. Examination of the matrix for ele­
ments near ^  1-0 is helpful insofar as such values reflect troublesome 
variables. One may also use a heuristic device to delineate inconsistency 
in relations between variables. The following inequality is such a 
device. 
1 - rf.- 2(r\ )(r > 0 i;j,k=l,2, ... . 
J.J jr. u-J l.-v J>-
The inequality is based on the general condition in regression that the 
square of the iToltiple regression coefficient is less than or equal to 1. 
For exaraples of the use of the inequality in regression, see Walker and Lev 
ii-6 
Consider an intermediate solution (not illustrated) for Data Set 3; 
in which the relations among the estimates of factor correlations were not 
consistent. Substitution of the maximum likelihood estimates for corre­
lations aùnong the three factors yields the following. 
= 1 - (.591)2- (_.9Y5)2_ (-.027)2+ 2{.591)(-.975)(--027) ^  0 . 
Such an inconsistent relation is considered sufficient grounds for rejec­
tion or alteration of the model even though other criteria, such as the 
residuals, etc., may suggest that the model is appropriate. The incon­
sistency occurs rather frequently in solutions, usually in conjunction 
with other indicators of an inappropriate model, discussed below, in Data 
Set 3; for example, eight models were hypothesized and eight solutions 
obtained. Of these eight, five solutions contained Q matrices some of 
whose elements were inconsistent. Ea.ch case of inconsistency was accom­
panied by a boundary problem. The boundary problem in each case was con­
fined to the. 5 matrix. That is, very large (absolute) values of corre­
lations between factors was obtained. 
3- Goodness of fit 
Consider the statistic discussed earlier. 
4= " ^ qq'^^/^qq'^q'q' ' ^ 
/).AA A 
Z = i'lSA -r D = estimated correlation matrix, 
A = observed correlation matrix. 
The f'ûnction on the right hand side of the equation is an approximation to 
the function minimized, according to Lawley and 24sxwell (I963). The 
Ii-T 
ecuculity requires that the errors be distributed normally and independently 
and that the sacrnle size be large. 
Under null conditions, the data are derived from the model specified, 
including assumptions and restrictions. The associated xf i-S distributed 
approximately as given in the appropriate tables. For this research an 
important type of restriction is the insertion of zero elements as para­
meters in the factor structure and factor correlation matrices. 
The alternative hypothesis is that A is any positive definite 
matrix of order p x p . That is, no alternative model is specified. 
Consider the implications of the statements above for a test of a 
specific factor analytic model. Suppose one computes a value which 
is significant at sose probability level or at least extremely large. The 
large value ziiay occur for a number of reasons. 
For example, the linear model may be inappropriate. That is, it is 
possible that some nonlinear function of hypothetical factors can describe 
or ezglain the data more adequately. 
It is also possible that the distributional assumptions are not ten-
able. If some of the frequency distributions of the observed variables are 
nonnormal, say skewed badly, then one might obtain a large . If basic 
data are available, one could examine the viability of the normality assump­
tion. However, usually only correlations are presented in published multi-
method-multitrait investigations. To the extent that the sample is large, 
one usually assumes that the author of such publications has ascertained 
there are no large deviations from normality. 
A third possible reason for a significant x^ is the incorrectness 
of the restrictions imposed on the factor structure. In the most simple 
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case, one nay require rn + rather than m factors to account for the 
data. This is the aspect of the alternative hypothesis usually stated in 
texts on factor analysis. It is as proper to reject linearity, or any of 
the reasons stated here, as it is to reject the hypothesis that there are 
r.! cor^ion factors. Morrison (190?) provides some discussion on this topic. 
In addition, the restrictions ir.posed on the factor structure and factor 
correlation matrices, may be inappropriate. That is, although some ra 
factor linear model, from the totality of such models, may summarize the 
data adequately, the restrictions imposed on that model may not be con­
sistent with the data. 
One may unambiguously reject,a model, but from the alone, one cannot 
surmise the reason for failure of the model. That is, any or all of the 
items suggested above may account for the model's failure to fit the data. 
To this extent, the inferences based on the are ambiguous. 
Consider the right hand side of the function, essentially a 
function of the residuals. The rather important notion that examination 
of residuals if useful in assessment of models is discussed by Anscombe 
(i960) and Daniel (i960), for exajriple. However, little systematic research 
in examination of residuals of factor analytic models appears in the pub­
lished literature. Rather than interpreting the as a terioinal decision 
making device, one may examine the right hand side from the point of view 
of a descriptive indicator of magnitudes of residuals. 
That is, insofar as the optimization procedure effectively minimizes 
the sum of the ratios indicated, the smaller residuals are associated with . 
smaller specific factors and the larger residuals are associated with larger 
specific factors. Conditional on specific estimates of ù , the larger 
residuals indicate a more inferior fit. Also, the smaller estimates of i/) 
are associated with larger estimates of the A . The lower limit to the 
index is reached when one has as many factors as measures. That is, the 
residuals will be exactly equal to zero when the number of (unrestricted) 
factors hypothesized equals the number of measures. This is equivalent to 
a principal components analysis. The practical lower limit is higher than 
zero, however. This is so because one uses, the model to obtain a more 
parsimonious description of the data. This parsimony requires that there 
be as few factors as possible and fewer factors result in higher residuals. 
Therefore, one must achieve a compromise between the objective of small 
residuals and the objective of parsimonious description of the data. 
There are some rather important lirait at ions on all of the observa­
tions made above. These limitations are a function of the sample size and 
also of the procedure used to conjecture the models. 
To the extent that the sample size is large, the approximation is 
good. That is, one can make significance tests, conditional on a model, 
with some confidence. No definitive statement regarding just how large the 
sample must be can be made, however. The sample size in this research is 
approximately 125 for each of the data sets analyzed. 
The large N is also important to the extent that the development of 
the factor structure from the experimental model requires the assumption. 
The procedure used in building the factor analytic models conditional 
on the preceding models is important. Statements about probability levels 
of significance tests cannot be made since each test is conditional on the . 
preceding one. Moreover, the expectancy of each is not equal to it's 
degrees of freedom unless one ignores the conditionality of the models. 
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To this extent, then, the use of significance tests in the usual sense is 
fatuous. There seems to be no general approach to this sequential hypothe­
sis testing problem, in factor analysis currently available. 
The following heuristic approach constitutes a partial resolution of 
the diler;rna. There seer;is to be no good reason to discount use of the func­
tion co;nputed as one index of the extent to which the model fails to fit 
the data. Other indices, to be considered simultaneously, are the boundary 
conditions and consistency of solution described above. The index may be 
evaluated with respect to its algebraic lower limit of zero. It may be 
evaluated with respect to an upper limit of, say, the and expectancy 
for the very first model hypothesized. Statements about rejection on the 
basis of a significance tests and the expectancies are viable for the first 
model, since it is not conditional on any preceding models. The magnitude 
of such a value gives one some idea of what type of fit is possible and 
provides an unambiguous value against which other computed values can 
be compared. The relative magnitudes of the computed values can be manipu­
lated in the context of the reasons suggested above for failure of the 
-JIGC.C2-S • 
ether considerations 
Several other characteristics of the solution are informative. The 
RZ'ILFA Computer Program provides an interval estimate of the parameters. 
The first order partial derivatives at the estimated maximum of the likeli­
hood funcuion are also obtained. 
The former is an approximatioz: and provides one with information on 
how well the maxiinum for each parameter is determined. If the function is 
flat, then the points of inflection will be widely spaced and the 
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(approximate) confidence interval will be large. If a well defined minimum 
(maximum) is located, then the points of inflection will be closely spaced. 
The first derivatives with respect to all the parameters provide one 
with ini'ormation on the flatness of the function at the point for which 
the estimates of parameters are provided. If the solution is a viable one, 
the first derivatives should be small. The RML?A Computer Program automa­
tically terminates the iterative procedure when the derivatives approach 
.0005; and the user is informed of this through the program output message 
Ij^ID. = 0. The value .0005 is rather restrictive and may be unreasonable in 
terms of accuracy of the computer and available computing time. Therefore, 
a higher value at which to terminate the iterations may be chosen. The 
convenient specification is to limit the number of iterations, the number 
specified being based on previous analyses and the size of the derivatives 
obtained therein. The program submits a message informing the operator 
that the specified maxim"am. nuirlber of iterations has been reached (lîID = 4). 
It can occur that the data are such that no maximum likelihood solu­
tion is possible, conditional on some factor anal^^cic model. Moveover, 
one can investigate the possibility of solution in the context of explicit 
criteria to which the correlation matrix (A) must conform. In order 
to obtain a solution with, say, m factors, the data must conform 
to the following theorem, taken from Anderson and Rubin (195°). A neces­
sary and sufficient condition that Z be a covariance matrix of a factor 
analysis model with m factors, is that there exists a diagonal matrix, 6, 
with nonnegative elements such that E - ù is positive semidefinite, and of 
rank m . This means that I , § and é must be positive definite in 
order for the solution to fall within the allowable region of the vector 
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space defined by the model. With actual data, one may obtain an A which 
is not positive definite because of an inappropriate model or an unusual 
event regarding the saiBole or an error in computations. 
In fact; the question of existence of the solution is less important 
than It may seem. One either obtains or does not obtain a solution^ 
conditioned, on a model. If one does not obtain a solution^ then one 
changes the model in some respect. Changes which may be made in the model 
are fully discussed below.. 
A relevant criteria not considered in detail is the computed 
divided by its degrees of freedom- The quantity is an estimate of the 
residual mean square adjusted for degrees of freedom. It iS; in effect; 
an unbiased index of the magnitude of -residuals and may well be more 
appropriate than the simple ^ statistic. Unfortunately, not enough 
time was available to fully explore this index. 
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IV. DATA AîfAlYSIS 
A description cjid tabulated results of analyses of three sets of data 
are presented. An interpretation of the results with respect to a func­
tional frame of reference is also provided. 
Data Sets 1^ 2, and 3 consist of information obtained from Sociology. 
Clinical Psychology and Industrial Psychology, respectively. The data are 
given in tables at the end of each section describing the interpretation 
of the analysis. A summarization of the interpretation appears in the 
latter portion of each section. 
Table l4 contains a s-ommarization of the model building process re­
quired in the analysis of each data set. The table provides docurnenta.tion 
for the comments made in the earlier discussion of rationale for changes 
in the models. 
A. Data Set 1 
1. Description 
Data Set 1 is based on a study by Borgatta (1955)- The purpose of the 
research "vas to assess group interaction processes under specified condi­
tions. The subjects consisted of 126 Air Force personnel, who were given 
precisely defined tasks to perform in three man groups. Observations were 
obtained under three modes (methods of behavior: Actual (Free) Behavior, 
Role Playing, and Projective Tests. Ratings from independent observers 
were obtained and pooled to obtain scores on the following traits. 
1. Shows Solidarity - raises others' status, gives help, reward. 
2. Gives Suggestion - direction, implying autonoiriy for others. 
3- Gives Opinion - evaluation analysis, expresses feeling, wishes. 
4. Gives Orientation - information, repetition, confirmation. 
5- Shows Disagreement - shows passive rejection, formality, 
withholds help. 
More precise descriptions of tasks, traits and methods are given in 
the reference cited. The correlations appear in Table 3; and the A and 
5 matrices appear in Tables h and 5 respectively. Table 6 contains the 
variance components estimates. 
2. Interpretation 
A 
Consider the first colurmi of the A matrix which appears to be a 
general factor. The most substantial contribution to this factor is the 
trait "Shows Solidarity", with loadings of .$8, .88, .24 for the respective 
methods. "Show'ing Disagreement" also makes up this factor, with loadings 
of . 3^, .o2, and .2k-. The other trait-method combinations contribute some­
what less than these two. These observations suggest that Showing Soli­
darity is not really a distinct trait, but is a part of a more global phe­
nomena. Showing Disagreement is strongly related to showing Solidarity 
according to the correlation between the factors corresponding to these 
/\ 
traits. That is, = .p2. Therefore, comments which apply to Showing 
Solidarity also apply to Showing Disagreement, to the extent that their 
fcctors are linet^rly related. These observations are f'urther supported by 
those below. 
Column 2 is a method factor, "Free Behavior". Strong bias due to this 
method is apparent in measurement of the traits Giving Suggestion, Giving 
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Opinions and Showing Disagreement. One reaches this conclusion by noting 
the loadings of .56, .59 and .4$ for the respective traits in column 2. 
Using this method, apparently the best trait to measure is "Gives 
Orientation" because siethod bias is small (loading of -.08) relative to 
the others. Moreover^ the trait-variable combination is loaded heavily 
on it's oi'.ai factor. This is, in colvarin 8, the trait loads highest ( .9^) 
for this method; the other lower loadings in that column indicating poorer 
The second method factor, represented in column 3, reflects biases 
due to measurement by means of "Role Playing". The loading of .87 suggests 
that Giving Opinions is badly biased by using this method. However, it 
appears that one can measure Giving Suggestions well, without being mis­
lead by such bias. The saine is true for Giving Orientation but the evi­
dence is noû quite as strong. The loadings of -.01 and .10 in the second 
coluizi, and the corresponding loadings of .89 and .7^ in the 6th and 8th 
columns support the preceding observations. The latter set of loadings 
also suggest the discriminability of the traits. The discriminability is 
undermined a bit by the correlation (2^g=-.23) between the factors but 
this dees not appear to be serious. 
Column 4, the last method factor, represents Projective Testing and 
loadings on this factor of .^1, .79; -^2, .and .55 are rather high, 
hcreover, the general factor loadings (first column) corresponding to this 
method are low, .24, .09, -36, .05 and .2-:-. This suggests that the projec­
tive tests do not r^sasure a "global factor" so much as they measure the 
method of giving projective tests. Much of the variance is attributable 
to method rather than trait. Discrimination of traits, using this method 
is ir.ipossi"blo if one considers the last five rows of columns $,6,Y,8 and 9-
The Projective Test laethod cannot reflect distinctive traits in any con­
sistent v/ay, at least for this group of traits. 
One can summarize the statements made above. The general factor, 
cor-iprised mainly of the trait called Showing Solidarity, pervades all 
measures to some extent. Giving Orientation is "best measured using the 
method of Free Behavior, insofar as method bias is rather small in this 
case. Giving Suggestion is best measured by Role Playing for the same 
reason. Gives Opinion is subject to method bias in any situation consider­
ed here, but such bias is least when the method of Free Behavior is used. 
The worst method to use, with respect to measurement of these distinct 
traits, is Projective Tests. The traits with the least discriminant valid­
ity are Shows Solidarity and Shows Disagreement. They do not appear to be 
discriminable from a general, global type of assessment. 
The variance components estimates are, in a sense, a condensation of 
/\ A 
the A and ç matrices and of the interpretive comments made above. 
Table 6 contains the relevant data. The interpretation of such components 
A A 
supports the interpretive statements about A and g although in less 
detail. That is, the variance component for measure 41 suggest^...that the 
trait of Gives Orientation as measured by Free Behavior is functionally 
viable. A large part of the total variance is attributable to the trait 
factor. Analogous interpretations can be devised for the components asso­
ciated with variables 2II and 31- The projective tests (method III) fare 
poorly and appear to be inconsistent with a simple model such as this. 
Error variance is rather high for this method. 
Tabic 3- Correlations (A) A-.IONG ratings of five traits in three 
modes of "behavior (51 = 12p), Data Set 1 
1 1  2 1  3 1  4 l  5 1  II I  2  II 
2 -
100 
25 100 
3 
-
13 2k 100 
-14 26 52 100 
- kl 27 02 100 
1 II 43 43 08 10 29 100 
2 i-i l6 32 00 24 07 100 
3 
— — 
15 27 
vo 0
 
CO CO 
12 0. 10 
-
-12 24 kk 7^ 08 04 18 
5 51 35 -12 50 39 27 
1 20 IT 16 12 08 17 12 
2 05 21 05 08 13 10 19 
3 31 30 13 -02 26 25 19 
4 
-01 09 30 35 -05 03 00 
13 18 10 14 19 22 28 
i^'rait: 1^  Shows solidarity; 2, Gives suggestion; 3, 
Gives opinion : 4^  Gives Orientation: 5; Shows Disagreement. 
-"visthod: I; Free Behavior; II, Role Playing; III, 
Projective Tests. 
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3 II  ^II 5 II 1 III 2 III 3 III k III 5 III 
(symmetric) 
100 
0^ 100 
23 -11 100 
30 17 22 100 
20 
v
o o
 30 32 100 
15 -0-r 53 31 63 100 
19 33 00 29 32 100 
02 04 23 27 51 47 30 
59 
Tublc 4. Factor loadings: (A) for Data Set 1 
j k A C_ 1 1^1 ^III ^2 "3 ^5 
58 25 00 00 29 00 00 00 00 
2 ko 56 00 00 00 27 00 00 00 
3 I 04 59 00 00 00 00 57 00 00 
1 
-09 -08 00 00 00 00 00 94 00 
5 T ^ ' 45 00 00 00 00 00 00 31 
1 -Ll 88 00 -09 00 -35 00 00 00 00 
2 ho 00 -01 00 00 89 00 00 00 
3 II 09 00 87 00 00 00 -23 00 00 
4 II -11 00 10 00 00 00 00 74 00 
5 62 00 31 00 00 00 00 00 71 
1 III 24 00 00 4i 49 00 -06 47 -16 
2 III 09 00 00 79 -20 31 09 -08 37 
3 36 00 00 62 24 11 -01 23 28 
II III 05 00 00 54 43 -07 28 43 -30 
5 III • 24 00 00 55 -02 28 12 -00 09 
Table 5- Correlations between factors (f) for Data Set 1 
Chi-square - l8.09; df - 12 
100 
1 00 100 
2 00 33 100 
3 00 18 03 1.00 (symmetric) 
4 00 -37 02 -11 100 
y> 00 -17 13 -17 -08 100 
00 -23 -04 -18 13 15 100 
TT 00 48 54 03 
-70 33 52 100 
III CO 09 -15 
vo 0
 51 -23 04 -3o 
Taljle 60 Variance compojicnts for Data Set 1 
j k % % & 
tik-
1 I 3)+ 08 06 -05 57 100 
I 16 07 30 -05 50 99 
3 I 00 33 35 -16 48 100 
ii- I 01 88 01 -07 17 100 
!) I 12 10 20 -02 55 99 
1 II 76 12 01 00 09 98 
2 II 16 79 00 00 05 100 
3 II 01 05 76 -01 15 98 
H II 01 5^  01 09 33 99 
5 II 38 50 10 -06 07 99 
1 III 05 24 00 00 22 03 17 -in 70 100 
2 III 01 o4 10 01 01 l4 61 -20 21 93 
3 III 12 06 01 00 05 08 37 -06 36 97 
III 00 19 01 08 19 09 29 -29 hi 97 
5 III 05 00 08 01 00 01 29 -06 60 98 
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B. Data Set 2 
1. Description 
Clinical psychology students (îî = 12^ ) rated themselves and three team­
mates on each of five traits or characteristics. The median of the three 
teammate ratings was used as the score for this method of measurement. An 
assessment staff also rated the Ss the ratings of the three members of 
the staff being pooled for a score on a given S . Three methods of measure­
ment are then, Staff ratings, Teammate ratings and Self ratings. The Dimen­
sions or traits rated are: Assertive, Cheerful, Serious, unshakeable Poise, 
and Broad Interests. These traits "were deliberately chosen from & 66 x 66 
matrix of traits measured using the methods described. The criterion for 
considering a trait was essentially its validity and the selection was 
made by Campbell and Fiske (1959)- Full descriptions of the traits, methods 
and data a,re contained in Kelly and Fiske (1951)* The model assumes that 
each psychologist has 9 true scores: five trait scores, three scores re­
flecting method bias and. one over-all score reflecting the ratees over-all 
reputation. Method bias occurs because each rater perceives the ratees in 
a different situation, thus the over-all evaluation of the ratee may depend 
on the source of the rating. 
The correlations ejnong the 15 measures are reported in Table 7 and 
two solutions are reported in Tables 8 and 9 and Tables 10 and 11. 
2. A Poor Solution 
It may be informative to consider a solution which is poor relative to 
the criteria established earlier for rejection of a model. Such a solution 
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is given in Table 8 and 9 for Data Set 3- The last three variables in the 
A 
A matrix are correlated in such a way as to produce a negative 
A 
definite § matrix. That is, the following inequality should hold if one 
were to accept the solution. 
 ^" ^ 78 " ^ 19 ~ 8^9 (^ 79)^ 8^9) ^  ° ' 
Substitution of the correlations between the variables yields 
1 - (-5^ )2 - (-.98)2 - (-.02)2 + 2(.54)(-.98)(-.02) < 0 . 
In addition, earlier solutions suggested that one could constrain the 
methods to be independent of traits. In other words, the entries in the 
A 
Ô matrix, corresponding to the correlations between these two types of 
variables would be equal to zero. This is illustrated in the table The 
solution also suggests that factors 7 s,nd 9 (representing Methods I and 
III) are not different. That is, the absolute magnitude of the correlation 
between them (9^  ^= -.98) is high enough to warrant altering the model so 
that only one, factor, representing both methods, is hypothesized. This 
alteration is implemented by collapsing one of these factors into the other. 
Specifically, the nonzero loadings which were hypothesized to be in specific 
locations in factor 9 are hypothesized to be in the corresponding positions 
in factor 7- Factor 9 is thus eliminated. 
Intermediate solutions (not illustrated) suggested that Traits 1 and 2 
are not different. These two factors were then collapsed into one. 
Imposing the constraints suggested by the preceding observations, 
solution 2 is reported in Tables 10 and 11. This solution is satisfactory 
in that the minima occur in the acceptable region and the chi-square is 
small. However, the solution for the second derivatives could not be 
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determined because È is not positive definite thus we can not, for any 
given estimate, evaluate how well it is determined. 
3. Int e rpr et at i on 
Rather than examining the results with respect to convergent and 
discriminant validity, one might choose to take a more functional orien­
tation. That is, an emphasis is placed on the determination of best ways 
to measure given traits and the relations between them, as well as assess­
ing biases attached to different methods. 
The interpretation of the results of Data Set 3 might be best organ-
A 
zed if one considers the A matrix a column at a time. 
The first column appears to represent a general reputation factor, 
into which the variables enter with differing importance. From the load­
ings of .78, .and .h8 in the first column of A it appears that all 
three types of raters agree that Cheerfulness is associated with general 
reputation. However, the staff and ratees feel that Unshakeable Poise 
contributes to general reputation (loading of .4l and .28) while the peers 
feel it is negatively associated with Seriousness (-.32). 
The second column is defined primarily by Trait 1, Assertiveness, and 
secondarily by Trait 2, Cheerfulness. Note the loadings of .83, -85 ^ .nd 
.53 for Assertiveness and the loadings of .36, .4-3 and .11 for Cheerfulness. 
This suggests that Cheerfulness, per se, is not a distinct trait. Instead, 
A 
all three types of raters confuse this with Assertiveness. From the § 
matrix, one can see that Assertiveness correlates negatively with Serious-
ness (g^ 0= -.33), and positively with the last two traits, unshakeable 
6k 
A A 
Poise (9^ 2 = .39) ajid Broad Interests (= -57) • 
Trait 3, Seriousness^  is measured independently of the other traits. 
That is, its correlation with the other factors is almost zero, largest 
A A 
correlations being = .11^  5^  ^= . o2. The best measure of this trait 
conies from Staff ratings, since the staff does not regard seriousness as 
part of overall reputation or, for that matter, part of any other factor. 
That is, the most pure (therefore the least biased) measure of seriousness 
is obtained from Staff Ratings. 
Trait 4, uns halve able Poise, defines the fourth column and is well 
measured by the Staff Ratings and relatively poorly measured by the Self 
Ratings. This is apparent from the loading of .7I (Staff) versus .29 
(Teammate and Self) on the fourth factor. The loading of .oh in the sixth 
column, a method factor, supports the preceding observation insofar as it 
suggests a high method bias in self evaluation of Unshakeable Poise. 
Trait $, Broad Interests, defines the fifth column and also seems to 
be best measured through Staff Ratings. The loading of .7I on that factor 
and the loading of -.26 on the corresponding method factor (column 6) 
suggest that Broad Interests are being measured with little bias relative 
to the other methods. The inferiority of the Teammate Ratings is shoim by 
the .65 loading in the fifth column and .35 in the corresponding method 
bias factor (column 7)* This method is still superior to the Self Ratings, 
however, this last observation is shown by the loading of . 62 on the trait 
factor and of .6k on the method factor. 
One can summarize the observations above in the follomng manner. The 
trait of Cheerfulness is not distinct as measured by the methods used.- In 
fact, it is associated with general reputation and assertiveness. The trait 
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of Assertiveness appears to "be distinct and discriminable from other traits. 
It is best measured by Teammate Ratings with Staff Ratings being a very 
close second. Seriousness is best measured by the Staff Ratings. Unshake-
able Poise is also best measured by Staff Ratings and the worst method to 
use is the Self Ratings, which have a large method bias. The trait of 
Broad Interests is best measured by Staff Ratings, although Teammate 
Ratings are only a little inferior. 
A comparison of these results with those conclusions reached by 
Campbell and Fiske (1959) seems appropriate. Briefly, they suggest that 
Assertive has very good validity and Cheerful, Serious and Broad Interests 
have validities based on less convincing evidence. Unshakeable Poise is 
said to have almost trivial evidence for validity. The conclusions pre­
sented earlier, based on the factor analytic solution, are consistent with 
the preceding observations but contain additional information and are much 
more specific, of course. Moreover, by looking at the highest and lowest 
loadings for 3 types of ratings of the same trait in the methods factor 
columns (6 and %), it is apparent that Unshakeable Poise contains the most 
biases and Assertive fares best in this respect. 
The variance components estimates effectively summarize these observa­
tions. That is, from the magnitudes of the components relative to one 
another, one can make inferences about the factors to which the components 
are related. Specifically, the trait, Assertive, is best measured by 
Staff Ratings and Teammate Ratings, insofar as these methods produce con­
sistent, unbiased assessments. Cheerful is a global trait, rather than 
being distinct from the other traits. Serious and Unshakeable Poise are 
best measured by Staff Ratings. 
Table 7. Correlations (a) among ratings from assessment study of 
clinical psychologists (N = 124), Data Set 2 
j k 1 I 2 I 3 I 4 I 5 I 1 II 2 II 
1 II ICKf 
2 I 37 100 
3 I -2k -it 100 
k I 25 k6 08 100 
5 I 35 19 09 31 100 
1 II H 35 -18 26 kl 100 
2 II 39 53 -15 38 29 37 100 
3 II -27 -31 M -06 03 -15 -19 
h II 03 
-05 03 20 07 11 23 
5 II 19 05 ok 29 àï 33 22 
1 III M 31 -22 19 12 M 36 
2 III 17 -10 10 -03 09 2k 
3 III -oh -13 22 -13 -05 -04 -11 
k- III 13 27 -03 22 -Oh 10 15 
5 III 37 15 -22 09 26 27 12 
T^rait: 1; Assertive; 2, Cheerful; 3, Serious; h, 
Unshakable poise; Broad Interests. 
%ethod: I_, Staff ratings; II, Teammate ratings; 
III, Self ratings. 
-JT 
Decimal points omitted. 
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3 II 4 II 5 II 1 III 2 III 3 III 4 III 5 III 
( symmetric) 
100 
19 100 
19 29 100 
-15 12 23 100 
-25 -11 -03 23 100 
31 o6 o6 -05 -12 100 
00 -03 l6 26 11 100 
-07 05 35 21 15 17 31 
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Table 8. Factor loadings (^ ) for Data Set 2 (Solution l) 
j k A ®2 4^ I^ =11 I^II 
1 I 68 56 00 00 00 00 -15 00 00 
2 I 72 00 50 00 00 00 -02 00 00 
3 I -27 00 00 52 00 00 29 00 00 
h I 50 00 00 00 38 00 31 00 00 
5 I 44 00 00 00 00 53 31 00 00 
1 II 62 54 00 00 00 00 00 11 00 
2 II '63 00 19 00 00 00 00 26 00 
3 II -43 00 00 53 00 00 00 38 00 
4 II 03 00 00 00 18 00 00 5 •. 00 
5 II 28 00 00 00 00 51 00 54 00 
1 III 49 24 00 00 00 00 00 00 20 
2 III 33 00 36 00 00 00 00 00 23 
3 III 
-17 00 00 KG 00 00 00 00 25 
4 III 
v
o
 H
 00 00 00 73 00 00 00 42 
5 III 34 00 00 00 00 53 00 00 53 
Table 9* Correlations between factors (§) for Data Set 4 
(Solution 1) 
Chi-square = k-'J.28, df = ^ 7 
A 100 
1 00 100 
2 00 -4o 100 (symmetric) 
3 00 08 04 100 
4 00 -08 42 30 100 
5 00 25 -42 36 05 100 
I 00 00 00 00 00 00 100 
II 00 00 00 00 00 00 54 100 
III 00 00 00 00 00 00 -98 -02 100 
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Table 10. Factor loadings (^ ) for Data Set 2 
(Solution 2) 
j k . A i^ii H H 
1 I 10 83 00 00 00 15 00 
2 I 78 36 00 00 00 03 00 
3 I 
-07 00 65 00 00 -28 00 
h I hi 00 00 71 00 -23 00 
5 I 00 00 00 71 -26 00 
1 II 04 85 00 00 00 00 07 
2 II 49 43 00 00 00 00 34 
3 II -32 00 62 00 00 00 26 
h II -08 00 00 29 00 00 57 
5 II -08 00 00 00 65 00 35 
1 III 17 53 00 00 00 l4 00 
2 III 48 11 00 00 00 23 00 
3 III -18 00 4i 00 00 26 00 
h III 28 00 00 29 00 4o 00 
5 III 01 01 00 00 62 64 00 
Table 11. Corelations between factors (s) for 
Data Set 2 (Solution 2) 
Chi--square = 46. 67, df = 53 
A 100 
1.2 -00 100 (symmetric) 
3 00 -33 100 
00 39 11 100 
5 00 57 02 50 100 
l;ill 00 00 00 00 00 100 
II 00 00 00 00 00 -13 100 
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Ta.ble 12. Variance components for Data Set 2 
j k 
^^jk^k^jk 8^ ^jk 
1 I .01 . 69 .02 00 .27 .99 
2 I .61 .13 00 00 26 1.00 
3 I .01 .43 .08 -01 48 .99 
4 I .16 •50 .05 01 25 .97 
5 I .00 .50 .07 00 42 .99 
1 II .00 .72 .01 00 27 1.00 
2 II .24 .19 .12 -01 46 1.00 
3 II .10 .38 •07 00 45 1.00 
II .01 .08 .33 00 57 1.00 
5 II .01 .42 .12 00 44 .99 
1 III .03 .28 .02 00 68 1.01 
2 III .23 .01 .05 -01 71 .99 
3 III .03 .17 •07 00 74 1.01 
4 III .08 .08 .16 00 68 1.00 
5 III .00 .38 .41 01 24 l.o4 
G. Data Set 3 
1. Description 
Data Set 3 consists of information obtained by MacKinney (1968) in 
an industrial study of managerial performance. Department heads (n = 124) 
at industrial installations were rated by their superiors (plant managers) 
and also by two subordinates (foremen), on six attributes. The two 
foremen differed mth respect to the ratings given to the foremen 
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themselves "by the department head in a previous study. That is, the de­
partment head had earlier assessed one foreman as being high on certain 
attributes and the other as being low on the same attributes. The methods 
of rating department heads, then, are (l) plant manager, (2) foreman with 
high ratings and (3) foreman with a low rating. The three methods corres­
pond to three different vieivpoints of the department head and one might 
expect some biases in judgement attributable to the different viewpoints. 
The six attributes or traits of the department head, judged by each of 
the methods of judgement were : 
1) Intellectual traits 
2) Human relations 
3) Concern for quality 
k) Leadership orientation 
5) Independence 
6) Achievement orientation. 
The data and solutions appear in Table 13 and Tables l4 and 15, respec­
tively. 
Further details concerning the nature of the methods and traits are 
available in MacKinney (I968). 
2. Interpretation of the solution 
A 
Consider the first column of the A matrix, representing the first 
A 
factor common to all observations. From the factor correlations, the $ 
matrix, one may note that this factor is independent of the remaining 
factors. The latter, of course, are alleged to explain the comm.unality not 
attributable to the first factor. The rather high loadings in the first 
column define the nature this factor: 2^1" '3^ ; ^ 8l~ 1^^ 1"'^ '^  ' 
72 
Specifically^  it appears that the factor is a general rating which reflects 
mostly human relations ability. The factor is least associated with 
achievement orientation. The presence of this general factor suggests that 
all observations have in common a global assessment, rather than assessment 
of specific traits. It appears that these comments are true for each type 
of rater. That is, plant managers, high^ rated foremen and low-rated foremen 
each weight human relations ability most and achievement orientation least 
in evaluating any aspect of the subject. This is apparent from the high 
and low loadings within each set of six measures. 
The next three columns represent factors which are common to the mea­
sures and which are attributable to methods biases. That is, column 2 
represents a factor which relflects the extent of biases in plant manager 
judgements. Columns 3 and 4 represents analogous methods factors for the 
A 
two types of foremen. From the # matrix, one can see that these three 
factors are nearly independent. In fact, the low homogeneous correlations 
($32= .32, 9^ 2= .36, 9^ 3= .22) suggest that there is a small factor common 
to each type of bias. For the most part however, the biases are more nearly 
independent than they are related. Note that all the loadings on each of 
A 
these three factors are extremely high, the range of A's being .50 to 
.90. This means that the judgement is more a function of the raters making 
a judgement than it is a function of the trait being judged. Moreover, the 
trait which is the object of attention is unimportant insofar as judgements 
are made about general human relations rather than the specific traits. 
Considering the magnitude of loadings on methods in comparison to the gener­
al faction loadings, the least biased method of assessing the general fac-
fors is to obtain judgements of human relations abilities from the high 
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rated foreman. 
The results may be summarized as follows. One cannot obtain unequivo­
cal judgements about these six specific traits of department heads using 
the methods indicated. One can only obtain a global judgement which is 
mainly a reflection of the department heads' ability to deal with/people 
generally. Any judgement, regardless of whether it is made by superiors ' 
or subordinates, is heavily biased and the bias is added to the observa­
tion. The magnitudes of the bias appears to be much the same for the 
three types of raters. The superiors and subordinates agree to the extent 
that the general factor explains some commonness among observations. The 
best way to assess human relations ability appears to be administration of 
the corresponding questionnaire to foreman rated high in previous assess­
ments. 
Examination of the variance components suggests, more concisely, that 
the biases in judgements by each of the three types of raters are extensive. 
Moreover, there is considerable error attached to the measures. The 
general factor, associated with Human Relations, appears to be least biased 
when judgements are obtained from foremen previously rated high by their 
superiors. 
) 
Table 13- Correlations (A) among ratings of six traits using three methods of assessment (N = 12U)_, 
Data Set 3 
j k 11 21 31 ll-I 51 61 III 211 311 4ii 511 611 llll 2111 3111 4iii 5111 6111 
1 ]: 100 
2 I 38 100 
3 I 1+2 100 
k 
5 
]; 
I 
65 
70 
53 
36 
61 
62 
100 
73 100 
• 
(symmetric) 
6 I 63 30 63 68 83 100 
7 II 2h 16 17 22 21 08 100 
2 II 19 32 13 25 23 08 7k 100 
3 II 20 18 31 31 26 18 75 61 100 
4 II 30 27 2k 31 32 16 83 86 73 100 
5 II 25 25 27 2h 26 11 75 50 73 77 100 
6 II 27 21 32 32 30 21 75 62 74 77 80 100 
1 III 29 21 23 35 34 2k 22 25 20 22 26 26 100 
2 III 26 33 13 30 26 16 33 44 22 38 33 30 72 100 
3 III 29 19 20 37 3^  28 19 20 18 21 21 23 83 68 100 
4 III 35 23 23 37 37 30 28 31 21 31 31 29 84 81 # 100 
5 III 21 10 16 30 29 21 211 16 15 17 23 21 79 67 79 100 
6 III 21 11 11 31 28 23 12 10 07 11 20 16 78 61 82 jk 86 100 
75 
Table iL. Factor loadings (A) for 
Data Set 3 
j k A 
I^ 
0
 
M
 
M
 
I^II 
1 I 15 •Jk 00 00 
2 I 36 42 00 00 
3 I 00 72 00 00 
h I 15 81 00 00 
5 I 12 91 00 00 
6 I -04 89 00 00 
1 II 47 00 75 00 
2 II 78 00 50 00 
3 II 27 00 80 00 
h II 64 00 70 00 
5 II 4o 00 77 00 
6 II 28 00 84 00 
1 III 17 00 00 89 
2 III 47 00 00 72 
3 III 11 00 00 90 
h III 29 00 00 88 
5 III 05 00 00 90 
6 III -01 00 00 90 
Table 1$. Correlations between factors 
(o) for Data Set 3 
Chi-square = 168.61, df = ll4 
A 100 (symmetric) 
I 0 100 
II 0 32 100 
III 0 37 22 100 
76 
Table l6. Variance components for Data 
Set 3 
j k 
.^1k 
Var(y^ j 
1 I 02 55 42 99 
2 I 13 18 70 101 
3 I 00 52 50 102 
h I 02 66 33 101 
5 I 01 83 16 100 
6 I 01 79 21 102 
1 II 22 56 22 100 
2 II 6l 25 l4 100 
3 II 07 64 30 101 
h II 4i 49 10 100 
5 II l6 59 26 101 
6 II 08 71 22 101 
1 III 03 79 18 100 
2 III 22 52 25 99 
3 III 01 81 18 100 
k III 08 77 15 100 
5 III 00 81 20 101 
6 III 00 81 21 102 
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Table 17- Summary information on solutions obtained in 
analysis of Data Sets 1,2, and 3 
Data 
Set 
yiodel IKD Bound 
Problem 
Consis­
tency d.f. 
Coraputec 
X 
A 2 9 No 62 IÀ3.44 
B 2 § No 65 136.85 
C 2 9 No 68 lh^.2h 
D 4 9 No 71 146.23 
E 0 None Yes 73 1A3.25 
F 2 9 No 7^ 100.62 
C- 2 9 No 5^  126.74 
H 2 9 No 60 150.82 
I 2 9 No 47 136.23 
J 1+ None Yes 66 148.56 
K 2 Yes 66 147.42 
L 2 Yes 6k 144.95 
M 2 0 Yes ko 55.84 
F 0 None Yes 81 192.56 
0 2 9 No 
P 2 0 Yes 51 105.81 
Q 2 i/),A Yes 32- 58.02 
îf k None Yes 32 1.27 
S 2 9 Yes 42 .42 
T 2 9 No k2 105.30 
U 2 9 No 30 95.07 
V 2 9 No 28 85.22 
W 4 9 Yes 35 54.74 
X 2 9 No hi 105.75 
Y 2 9 No hi 65.60 
ZA 2 if. Yes 12 17.40 
ZB 4 None Yes 12 18.09 
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Table I7. (continued) 
Data 
' Set 
Model IWD Bound 
Problem 
Consis­
tency d.f. 
Computec 
2 A 2 5 No 62 59.81 
B 2 5 No 64 , 111.67 
C 2 f No 47 49.15 
D 2 5 No 47 47.28 
E 1). A Yes 
F 2 None Yes 56 52.51 
G 2 $ No 49 48.23 
H 0 None Yes 53 46.67 
3 A 2 f No 63 18.43 
B 2 None No 
C k None No 105 155.43 
2 None Yes 114 168.61 
This solution, though satisfactory, resulted in all 
loadings being near zero on some factors. This 
suggested that these factors could be eliminated. 
2 
Although a possible error condition (IWD=2) is-in­
dicated, it is not crucial enough to warrant rejection 
of model. 
79 
V. ALTERNATIVE STRATEGIES 
There are a number of viable approaches to estimation of parameters 
associated mth a model for variance-covariance matrices. The development of 
one such approach, meeting with reasonable success, has been described 
above. Two other possible methods are described in this section. Both 
are discussed with respect to the multimethod-multitrait data matrix. 
The first approach is based on a paper by Wolins (l^ Ek). It is an 
amplification and expansion of the information which that paper contains. 
Some exploratory research has been completed, since this approach is actual­
ly the first one tried. It was set aside, however, for the sake of ex­
pediency. That is, although the approach is a viable one, it presents 
some problems with respect to implementation. Computer programming and 
derivations of some equation systems were required. Such tasks were com­
pleted but a more easily implemented analysis was possible when the RMLFA 
Computer Program became available. Further clarification is provided below. 
The second approach described is a summary of a paper be Bock and 
Bargmann (1966), which appears to be relevant in several senses. The 
rationale and methodology is similar to that which led to a solution in 
this dissertation. This approach was not explored because of the diffi­
culty of its implementation, and the limited time available to the ivriter. 
A. Method 1 
One can conjecture that the mod.el whizh summarizes the mult it r ait-
multimethod data is of the form 
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^i(jk) ^ ^i( jk) 
Xy ,X.j^ ~N(0,l) 
'i(jk) 
This model; as stated, is identical in form and definition of terms, to 
Equation 3-11. However, the general factor represented "by the term 
•^ jk^ i Equation 3.11, is absent in this case. 
In a manner similar to the earlier development, let 
p.., = correlation between the hypothetical (trait) variables 
J J 
X.. and X .,, = 1,2, » ,b , 
•LJ IJ 
cc 
, = correlation between the hypothetical (method) variables 
! 
Xj^  ^ and k,k =1,2, ... , c . 
Suppose one assumes that the traits do not correlate with the methods. 
BB 
jj 
CC In addition, one may choose to restrict the correlations p.., , p, ^ , in 
,1 n Kj£ 
the follomng manner; 
That is, the correlation between traits or methods may be explained as a 
multiplicative function, depending on the correlated variables. 
The elements of the variance-covariance matrix can be represented as 
8l 
where 
5..,,ôi1 , = Kronecker deltas, kk' 
One can show that the matrix whose elements are represented by the equation 
above can be described in terms of a factor analytic model. That is, for 
the case of three methods (k=l,2,3;) and three traits (j=l;2,3,) we have 
the following. The A matrix of unknowns is given in Table l8. 
é = 
cr2 
e 
II 
0 
0 
0 
0 
0 
0 
0 
0 
0^  
e 
21 
0 
0 
0 
0 
0 
0 
0 
0^  
e 
31 
0 
0 
0 
0 
0 
0 
0^  
e 
(symmetric) 
III 
0 
0 
0 
0 
0 
0^  
e 
211 
0 
0 
0 
0 
0^  
e 
311 
0 < 
0 
0 
I^III 
2III 
0 0^  
e. 
'3IIIJ 
Z = expectation of variance-covariance matrix Z = AA' + 0 
Table l8. A matrix 
\l =^11 •=! 0 ' 
®2I Cg^  Eg 0 
B31 Dj C3J E3 0 
®1II ''il "^111 ° . ®lll''^"®ll 
®2II ®II %II ®2 ° ®2Il''^'®II 
B311 Djj Cjjj. Ej 0 ®3Il'^ "^''lI 
®1III ^ III *^ 1111 ®1 ° ° 
®2III ®III 2^111 ^ 2 ° ° 
®3III ^ III 3^111 ^ 3 ° ° 
0 0 0 
0 0 CgjVl-Ej 0 
0 0 0 C.^ V^l-E^  
0 0 0 
0 0 Cg^ iVl-Eg 0 
0 0 0 
BgVI^  0 C3J.J€^  0 
BjVÎ^  0 0 
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How can one estimate the unknowns. B.. , C., , D. and K , for each 
' jk jk J k ' 
method-trait combination? A reasonable procedure appears to be the 
following. 
One may choose to estimate the parameters such that the sum of squares 
of residuals in the off-diagonal elements of the correlation matrix are 
minimized. That is, one minimizes , where 
A = observed correlation matrix 
A AA 
Z = AA . 
The function is the same type of function minimized by Harman (1966) 
in exploratory research on optimization procedures in factor analysis. 
Or, one may choose to minimize a function analogous to that mini­
mized in maximum likelihood factor analysis. That is, one minimizes Qg , 
where 
This function is different from the one discussed earlier in the disser­
tation. The difference occurs in the type of restriction imposed on the 
factor structure matrix (A). That is, the restrictions required here are 
not the same type as those imposed in the restricted maximum likelihood 
factor analysis. In addition to requiring that certain elements be zero, 
one requires that the elements be multiplicative entities. The RMLFA 
Computer Program is not readily amenable to incorporation of restrictions 
of this type. 
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The two functions, and , are of interest for a number of 
reasons. The function weights aJ_l residuals equally. Results of 
minimization of this function may approximate those obtained using the 
usual likelihood function. The degree of approximation depends on the vari 
ability of the specific variances and the size of the residuals. If the 
specific variances are homogeneous the residuals are small, then the approx 
imation will be a good one. However, may be the more appropriate func­
tion to minimize in some cases. If some of the model assumptions are not 
met and the nature of the violation is not clear, then weighting residuals 
differentially may not be tenable. That is, may be used insofar as 
one is ignorant of a more appropriate function, and Qg is inappropriate 
because of violated assumptions. 
An example of such a situation is given by observed variables whose 
distributions are not normal. Tests of very high or very low difficulty 
yield skewed distributions. Variables whose distributions are skewed in 
the same direction are more likely to correlate highly with each other 
than with variables whose distributions are skewed in the opposite direc­
tion. Insofar as differential weighting of residuals attaches more rela­
tive importance to high correlations, the results will be misleading. 
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In order to minimize either of the functions, or , one can 
use an optimization procedure such as the method of parallel tangents or 
PARTAN. The PARTAN algorithm is described in Shah, Buehler and Kempthorne 
(l$64) and in Buehler, Shah and Kempthorne {l^ 6h). The method allows one 
to attack the general problem of determining values of the variables , 
Xg , ... ,X^  , which minimize or maximize the function (^X^ X^g, ... ,X^ ). 
PAETAN requires that the derivatives with respect to each of the unknowns 
be computed. A convenient mode of presentation of these derivations is 
in matrix notation, as described by Dwyer (1967). The writer has computed 
the derivatives associated with and Qg in the manner prescribed by 
Dwyer, for the case of three methods and three traits. This system of 
equations has been programmed in FORTRAN IV as a subroutine (FCN). The 
subroutines have been tailored for use with the computer program developed 
by Doerfler (1964) for implementation of the PARTAN algorithm. The 
relevant information is presented in the Appendix. 
B. Method 2 
Bock and Bargmann (1966) present a general method for estimating 
variance components for the case of the one way (random) classification 
design. This model is related to the factor analytic model in a manner 
analogous to that shown in this dissertation. Some differences are ap­
parent. Specifically, Bock and Bargmann base their procedure on the 
following equations, where the definitions of terms have been provided 
above. 
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y = Az + s 
E(yy') = E(AZZ'A) + E(ss') 
Z = A§A' + ip . 
The usual assumptions of distributional properties are made. . However, 
some unique restrictions are imposed on the factor structure A . One 
assumes or knows the parameters in A . This is, of course, contrary to 
ordinary circumstances insofar as these parameters must usually "be esti­
mated. The elements in A are restricted to be zero or one. In addi­
tion, for the most restrictive case, the authors constrain ij) to yl , 
where y is unkno^ m. If A is a lower triangular matrix of I's, and of 
full rank, then one can show that the factor analytic model is, in some 
sense, equivalent to the model 
y  =t i + a .  +  e ~  )  
ZL — 1,2, . • • , a 
j=l,2, ... ,N 
One can, using the Bock and Bargmann procedure, estimate variance components 
for each effect, i.e. ,a^  , ... ,cr^  and the homoscedastic error, . 
The estimates are maximum likelihood estimates. 
Bock and Bargmann use the Hewton-Raphson method of optimization of the 
likelihood function which they derive. 
The approach is relevant insofar as it provides another method of 
attack on the problem of relationships between the factor analj^ i^c and 
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classical methods of analysis. The multimethod-multitrait data appear to 
Toe amenable to analysis in the manner discussed. However, the implementa­
tion of the analysis is difficult for a number of reasons. The major 
deterent is the lack of a convenient computer program for the analysis. 
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VI. SUGGESTIONS FOR FURTHER RESEARCH 
A. Applications In Zxperinental Psychology 
Within experimental psychology, problems are evident with respect to 
(l) response measures and (2) assessment of relations among response 
measures. Consider, for example, various indices which psychologists have 
proposed to indicate "arousal". The relations among skin conductance, 
skin potential. Critical Fusion Flicker, blood pressure, respiratory rate, 
GSR, self ratings, experimenter ratings, etc. are not well documented. 
By well documented is meant that such relations are systematically examined 
under some standard series of conditions and/or subjects and statistical 
procedures are used to assess the nature of the responses and the relations 
among them. 
Given that such response relations are not well documented, what can 
one do about this? 
A possible approach to systematic examination of the problem is pro­
posed here: m'ult it rait-mult; imethod paradigm together with the analytic 
procedures outlined in this research. Some obvious examples are developed. 
In the following examples, T^ represents the jth trait, and repre­
sents method k . 
Exarfiple 1 Suppose one wishes to assess the influence of various 
rater biases in a standard situation, supposed- to produce some level of 
arousal. One can examine the situation defined by the following methods 
and traits. 
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- skin conductance •- Experimenter 1 
Tg - skin potential - Experimenter 2 
- finger pulse volume - Experimenter 3 
- respiration rate 
- temperature 
Using the analytic procedure described, based on the correlations among 
the responses which result from the paradigm above, one can assess 
several hypothesized factors. Perhaps the most important is method bias 
as a function of experimenter. Rosenthal (1963) has done some research 
relevant to experimenter induced bias, which suggests that investigation 
of this type may be fruitful. The convergent and discriminant validity of 
the "trait" above can be assessed in terms of arousal. If, in fact, all 
these do measure arousal there should be high convergent validity, low 
discriminant validity. 
Example 2 On could use various "datum points" rather than experi­
menters in the example above. The question of where to start or stop 
observations, based on a continuous response, seems to be of some importance 
according to, say, Venables and Martin (1967). From the proposed analysis, 
one might be better able to determine what sort of criteria should be used 
in order to obtain consistent results. 
Example _3 Suppose one wished to examine some common conceptions of 
drives, characterized as traits, and alleged different. Several methods 
of measurement may be appropriate for their assessment, for example, those 
described below. 
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- Anxiety - IVMPI^ MAS, Rorschach, etc. 
Tg - Arousal Mg - Physiological measures 
T - Emotionality M_ - Kinesthetic judgements, memory 
span, visual field, etc. 
- Weuroticism 
- Psychoticism 
The analysis would yield some basis for intelligent evaluation of 
method bias, of degree to which each of these drives may be different 
(given a controlled situation), the degree to which the drives are not 
distinguishable from one another. 
Example 4 Levels of a particular drive under consideration may be 
examined, the responses associated with the levels considered as traits. 
The methods may be of the form in Examples 3 or a subset of these. This 
might be particularly revealing in the light of sections of the response 
continuum, assuming that something like the Yerkes-Dodson Law holds for the 
complete continuum. That is, one considers only those sections of the 
continuum which are nearly linear, or can be transformed easily. Method 
bias is again obtained. In addition, one may be able to examine the extent 
to which the traits, or levels of stimulation, are different entities. 
That is, the total response may not be a simple additive function of stimu­
lation, but may be more consistent with Selye ' s ideas on the production of 
entirely new responses, Selye (1956). 
Example 5 Experimental psychologists have only recently begun to 
seriously consider the problem of individual differences in responses of 
humans or animals. The paradigm described may be useful in exploring the 
problem further. Specifically, one might consider the traits to be 
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different response measures (as in the first example)^ or levels of drive 
(as in the fourth example). The methods would be subjects, where correla­
tions are computed over time, levels of the trait, situations which are 
incremental in some respect and which may be relevant. Results of such an 
analysis should indicate the severity of the individual differences problem 
for the specified situation (method bias). Some indicators of alternative 
measurement techniques, or at least, the best measurement techniques should 
be evident. By best here is meant, those which reflect individual differ­
ences least. 
B. Applications In Psychometrics 
There appears to be some justification for further exploration of the 
procedures described in this dissertation. Specifically, one might con­
sider the following. 
1. There appear to be rather strong relationships between the type of re­
search presented here to the work done by Bock and Bargmann (I966), by 
Gollob (1968) and by others cited in the introductory section of this dis­
sertation. Each of the efforts is directed, in part, to estimation of 
parameters in some classificatory models by using factor analytic tech­
niques. The problem of general design models and their relation to the 
less restrictive factor analytic model deserves further attention. 
2. One convenient method of exploring an array of classificatory design 
models, in a factor analytic sense, is through Monte Carlo techniques. 
Consider, for example, a multimethod-multitrait matrix which is ideal in 
some sense. The ideality is based, say, on the known linearity of the 
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model, the known tenability of distributive assumptions, and large sample 
size. One can obtain such ideality through generation of random numbers 
for a multivariate normal where the variables are correlated. A situation 
such as this may led itself well to more systematic examination of the 
relation of the classical design model to a factor analytic model with 
restrictions. At, least one might learn a bit more about interpretation 
of results. 
3. One of the useful features of the maximum likelihood factor analysis 
is the possibility of testing hypotheses. The test developed, how­
ever, is applicable only to the case of a single decision. That is, there 
is no information for the case of sequential testing, conditional on the 
various models hypothesized. This, of course, is a pervasive problem in 
statistics and beyond the competencies of this writer. It seems not un­
reasonable to aspire toward the development of some procedure to make the 
analysis more rigorous than it is, in a testing sense. 
h. The expansion of one of the first of the alternative procedures dis­
cussed above may be rewarding. That is, there is a great deal of flexibil­
ity inherent in using an algorithm such as PAETM for optimization of 
various functions, conditional on a variety of models. The only real dif­
ficulties for implementation are computation of derivatives in a form suit­
able for computer programming applications. Although the questions of un-
biasedness, minimum variance, etc. of estimators are important, there seems 
to be no good reason why more exploratory research cannot be carried out. 
One may consider the use of numerical methods for obtaining derivatives and 
Monte Carlo generation of idealized data. 
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VII. SUMMARY 
The procedure described may be summarized from a functional point of 
view. 
Given a number of allegedly different methods of measuring some 
(other) number of allegedly different attributes or traits of an experi­
mental unit; one can use the analytic procedure to examine specific 
aspects of this situation. The procedure is essentially a quantification 
and expansion of the systematic assessment of multitrait-multimethod 
matrices as described by Campbell and Fiske (1959)-
Specific aspects which can be examined are the following. 
1. Given a number of methods of measurement, one can assess the extent to 
which the observation is influenced by the particular method. That is, 
the results of the analysis provide a means of judging which methods are 
biased, insofar as the method contributes undesirable variance to the ob­
servations. One can do this for particular traits. That is, given two 
traits, the method bias may enter more heavily into measurement of one than 
it enters into the measurement of the other. 
2. One can examine the alleged discriminability of traits. Moreover, one 
can do this regardless of which method of measurement is used. Specifical­
ly one can establish the degree to which traits or attributes are related • 
to one another after one has accounted for method biases. In the Campbell-
Fiske nomenclature this is knovm as discriminant validation. 
3- The statistical procedure requires that one hypothesize a linear model 
to account for the data. The inferences described in the two items above 
are, of course, conditional on this model being true. The procedure 
developed lias the distinct advantage of allowing one to assess the goodness 
of fit of the model. This is done through the use of a statistic. 
4. One can also assess the extent to which individual differences contri­
bute to the observations, independent of the particular method-trait com­
bination used in measurement. This is important insofar as one would like 
to examine global factors such as general reputation, etc. in assessment 
of individuals. 
5. The analytic procedure, which is used to extract the information given 
above, is based on relations between the factor analytic model and the 
randomized blocks design. The technique allows one to assess the extent 
to which various assumptions made in analysis of variance are met. 
Specifically, one might wish to examine main effects, interaction and 
error with respect to homogeneity of variance and correlations between the 
independent variables. 
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APEsiœix: A 
1. Minimization of ; OA = 1,2,3 . 
A = 9 X 9 matrix of observed correlations 
è = y\^l = 9 X 9 matrix of estimated correlations 
A = 9 X 8 matrix of factor loadings. 
For convenience of derivation and computer programming let the A matrix 
be defined as in Table 19. An element in the matrix above is represented 
as x^ ; i = 1,2, ... ,24 , a parameter to be estimated. 
Each element in the A matrix shown, corresponds to a variable mth 
respect to which, one must take the derivative. There is a one to one 
correspondence between this matrix and the one described earlier in the 
section on alternative methods. 
In matrix notation, 
= trace {[(A-I) - (AA'-Diag AA')] [(A-I) - (AA'-Diag AA')]} . 
is of the form Q = trace (Y'AY) and, in general, 
= trace 3-^ (Y'AY) = trace (j'AY + Y'AJ) 
where 
qY 
J _ ^— and v., is a function of the nkth element of an 
j-tv 
arbitrary matrix Y . 
Substituting, 
j = = ^[(A-I) - (AA'-Diag AA')] = (o-O) - ^  (AA'-Diag AA') . 
°yjk 
Table 19• A matrix 
Xl^lO 
X2%10 
\Xll 
%6%11 
X^2 
X8%12 
XcflZ 
X13X 22 
%l4%23 
Xl5%24 
^16^22 
1 7*23 
%l8X24 
*%9^22 
^20^23 
^21^24 
X^Vl-x 2^ 10 
XjVÏ:^ 
G 
0 
G 
0 
G 
G 
G 
G 
G 
0 
0 
G 
G 
G 
0 
G 
G 
G 
xJl-xZg 
Xg'/I-Xj^ 
%9^1-Xl2 
Xl3^1 ^ 2 
G 
G 
G 
G 
G 
^19^^^ ^22 
G 
G 
G 
G 
Xi^EIxg^ 
G 
G 
'=2o'^-^23 
G 
G 
0 
G 
G 
G 
G 
loi 
Now, 
 ^AA' is of the form = -À- YAY' = J'AY'+ ÏAJ' , 
if = y + n = ôif ' 
o Dlag AA' = Diag AA' = Diag (J.A' + AJ!) = D 
ax^ * &X_ - " = \"A ~A/ 
Substituting^ 
J = [(A-I) - (AA' _ Diag AA')] 
= [(O-O) - [(J/' + Ajp - D] . 
ô-Y rôY* ' Also, one can prove that <—— = k ] . 
3yjk 
Using these equalities in the original equation for we obtain the 
following general expression for the derivative mth respect to any un­
knot. 
aol 
= (-1) trace {[(J/'+ Ajp - D] [(A-l) - (AA'- Diag AA')J 
+ [(A-I) - (AA' - Diag AA')]'[(J^ A'+ Ajp - D]} . 
2. Minimization of Qg = ^jk" ' • 
A = p X p matrix of observed correlations 
i = M4-^ = pxp matrix of estimated correlations 
^ = p X m matrix of factor loadings 
0 = p X p matrix of specific variances (diagonal). 
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For convenience of derivation and computer programming let the variables in 
A be represented as in the case, of above. That is, the parameters 
in A which must be estimated are symbolized by , i = 1,2, ... ,24. 
In addition, one must estimate the elements in ip . Let these be symbo-^ 
lized by , i = 25,26, ... ,33 • 
In matrix notation, 
Qg = trace [(l^ ^)(A-i/)-AA') (é ^ ) ( A-;/)-AA') ] . 
Qg is of the form trace (QZ) where Q and Z are different matrix 
functions of, say, y^^ . In general 
Substituting, one obtains the following. 
+ [(0"^)(A-i/)-AA')']][(!i"^)(A-é-AA')] . 
• i 
Taking each of the terms separately one obtains the following. 
[(^ RL)(A-D-AA')] = (A-^ -AA')] 
[(^"l)(A-^-AA')'] = (^"^)[^^-(A-^-AA')'] 
i i 
= (^rl)](A-^-AA')' . 
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If i = 1,2, ... ,2k, then 
à: (A-4^ AA') = = Ja '^ + Aj; ,  ^A • 
If i = 2,5,26, ... ,33, then 
j- (A-^-AA') = 0 - f- - 0 = . 
{k,}.. = 0 . ,  where Ô.. is the kronecker delta. ip- Jk jk jk 
âfr • 
The derivatives with respect to , i = 1,2, ... ,2k are represented 
hy the expression 
^ = (-1) trace + Ajp] 
The derivatives with respect to x^, i = 25, 26, ... ,33 are represented 
by the expression 
oQp -, 1 
âxY = trace [(#" )(A-dHAA')'][(^ + (K^_i)(A-^-AA')] 
+ [(0 (K^_x)(A-!i-AA') ' ][(0 (A-0-AA') ]} 
These representations are convenient for computer programming. 
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APEEHDIX B 
The two simple computer prograias presented are written in FORTRAN IV 
for use on the IBM 360-65. The programs implement the analytic procedure 
derived in Appendix A, and contain comment cards to simplify inter­
pretation. 
The first program given is a subroutine called FCN, tailored for use 
with the optimization program devised by Doerfler (1964). The program 
computes the values of first derivatives and values of the function , 
described earlier, at the various points examined for an optimum. 
The second program presented is a test program in conjunction with 
subroutine FCN devised for the case of optimization of the weighted 
residuals function, Qg . The test program is used as a check on the 
computations of the subroutine. The test program and test cards in the 
subroutine should be removed prior to use of the subroutine FCE with 
PARTAIT. 
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SUBROUTINE F C N ( I , Y , X , G )  
C 
C 
C U N W E I G H T E D  RESIDUALS CASE 
C 
C SUBROUTINE COMPUTES THE VALUE OF FUNCTION Y, VALUE OF 
C DERIVATIVE G, AT THE P O I N T  X 
C 
C 
D I M E N S I O N  X ( 5 0 ) , G ( 5 0 j , F G ( 9 , 8 ) , P O N ( 9 , 9 ) , P T N ( 9 , 9 ) ,  
1 R H { 9 , 9 ) , F ( 9 , 8 ) , P T H ( 9 , 9 ) , P F ( 9 , 9 ) , P T W ( 9 , 9 ) , S U M ( 9 , 9 )  
DOUBLE PRECISION X , G , F G , P O N , P T N , S U M ,  RH,F,PTH,PF,PTW 
DOUBLE PRECISION R(20,20) 
C O M M O N  MLfNCAL 
COMMON R 
C 
C 
C 
c 
c 
c 
C VALUE OF F MATRIX 
C  
C 
D O  1  1 1 = 1 , 9  
00 1 J=ls3 
1  F ( I I , J ) = 0 .  
Kl=l 
K 2 = 3  
K3=3 
C  
DC 5 J = 1 0 , 1 2  
D O  10 I I = K 1 , K 2  
IF{II-IO) 4 , 9 9 9 , 9 9 9  
999 STOP 9998 
4  C O N T I N U E  
F { I I , 1 ) = ( X ( I I ) ) $ ( X { J ) )  
FCn5K3)=(X{II)) * D S Q R T ( 1 . 0 - ( X ( J ) ) * ( X ( J ) ) )  
1 0  C O N T I N U E  
K 3 = K 3 + 1  
K 2 = K 2 + 3  
K l = K l + 3  
5  C O N T I N U E  
C 
i<2 = 13 
K3 = 19 
K4=6 
K 5 = 2 2  
DO 9 J=l,3 
DO 11 I I = K 2 , K 3 , 3  
I F ( K 3 - 2 2 ]  1 3 , 1 2 , 1 3  
io6 
13 CONTINUE 
K1=I1-12 
F ( K 1 , 2 ) =  ( X ( I I ) ) * { X ( K 5 ) )  
F ( K 1 , K 4 ) = ( X ( I I ) ) * D S Q R T ( 1 . 0 - ( X ( K 5 ) ) * ( X ( K 5 ) ) )  
1 1  CONTINUE 
K 5 = K 5 + 1  
K 4 = K 4 + 1  
K 3 = K 3 + 1  
K2=K2+1 
9 CONTINUE 
12 CONTINUE 
DO 6 1 1 = 1 , 9  
6  R { I I , I I ) = 0 .  
WRITE{3,21) 
21 FORMATîaO I N P U T  F MATRIX 3) 
DO 22 11=1,9 
22 WRIT5(3,23) (F(II,J),J=1,8) 
23 FORMATdHO,lOFlO.4) 
C 
C 
WRITE{3,24) 
2 4  FORMATCaO INPUT R M A T R I X S )  
DO 25 11=1,9 
25 WRITE(3,23) (R(II,J 3,J=1,9) 
C 
C DERIVATIVES WITH RESPECT TO X ( 1 ) , X ( 2 ) , . . . X ( 9 ) .  
C 
100 CONTINUE 
DO 36 L=1,I 
DO 101 J = l , 9  
DO 101 K=l,8 
ICI FGtJ,l<)=OoODO 
IF(L-3) 201,201,202 
2 0 1  F G ( L , 1 ) = X { 1 C )  
F G ( L , 3 } = D S Q R T ( 1 . - ( X { 1 0 ) ) * ( X ( 1 0 ) ) )  
GO TO 300 
2 0 2  I F ( L - 6 ;  2 0 3 , 2 0 3 , 2 0 4  
203 FG(L,1)=X(11) 
F G { L , 3 ) = D S Q R T { 1 . - ( X ( 1 1 } ) * ( X ( 1 1 ) ) )  
GO TO 300 
2 0 4  IF(L-9) 2 0 5 , 2 0 5 , 2 0 6  
2 0 5  F G ( L , l ) = X ( 1 2 i  
F G ( L , 3 ) = D S Q R T ( 1 . - { X ( 1 2 ) 3 * ( X ( 1 2 ) } )  
G O  T O  3 0 0  
C 
C GO TO 300 IS C O M P L E T I O N  OF D E R I V A T I V E . . . G ( I ) .  
C 
C DERIVATIVE WITH R E S P E C T  TO X{10),XÎ11),X{12). 
C 
206 IFfL-12} 207,207,208 
2 0 7  K 2 = ( L - 9 ) * 3  
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Kl=K2-2 
Dû 210 K=Kl,i<2 
M9=L-7 
FG(K,i) = xno 
21G FG(Î<,K9) = (-X{K) ) * ( X ( L ) ) / ( D S Q R T ( 1 . - ( X ( L )  ) * ( X ( L ) )  
G O  TO 300 
C 
C DERIVATIVE WITH RESPECT TO X ( 1 3 ) , X ( 1 4 ) , . . . X ( 2 1 ) .  
C 
208 CONTINUE 
D O  2209 K = 1 3 , 1 9 , 3  
I F ( L - K )  2 2 0 9 , 2 1 1 , 2 2 0 9  
22C9 C O N T I N U E  
GO TO 212 
211 K1=L-12 
K2=6 
K3=2 2 
GO TO 2210 
212 DO 213 K = 1 4 , 2 0 , 3  
I r ( L - K )  2 1 3 , 2 1 4 , 2 1 3  
213 CONTINUE 
GO TO 215 
2 1 4  K1=L-12 
K 2 = 7  
K 3 = 2 3  
G O  TO 2210 
215 DO 216 K = 1 5 , 2 1 , 3  
IF(L-K) 2 1 6 , 2 1 7 , 2 1 6  
216 CONTINUE 
GO TO 213 
217 K1=L-12 
K2=8 
X3=24 
2210 CONTINUE 
FG ( :< 1, 2 ) =X ( K3 ) 
F G ( K 1 , K 2 ) = D S G R T { 1 . 0 - ( X ( K 3 ) ) * ( X ( K 3 ) ) )  
GO TO 300 
C 
C DERIVATIVE WITH RESPECT TO X(22),X(23),X(24). 
C 
213 CONTINUE 
I F { L - 2 2 )  2 1 9 , 2 2 0 , 2 2 1  
220 Kl=13 
K2=19 
Jl=6 
GO TO 229 
219 STOP 9999 
221 IFCL-23J 2 1 9 , 2 2 3 , 2 2 4  
223 Kl=14 
K2=20 
Jl=7 
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GO TO 229 
2 2 4  I F ( L - 2 4 )  2 1 9 , 2 2 5 , 2 1 9  
225 1x1=15 
K2=21 
J l=3  
G O  T O  2 2 9  
229 DO 230 K = K 1 , K 2 , 3  
KK=K-I2 
F G ( K K , 2 ) = X ( K )  
230 FG(XK, J 1)=(-X(K) ) * ( X ( L ) ) / < D S Q R T ( 1 . 0 - ( X ( L ) ) * ( X ( L ) ) ) )  
GO TO 300 
C 
C COMPLETION OF DERIVATIVE 
C 
300 CONTINUE 
DO 3 0 1  1 1 = 1 , 9  
DO 301 J=l,9 
PON( I I , J ) = O . O D O  
P T W ( I I , J ) = O . O D O  
DO 301 K=l,8 
PON( I I , J ) = P O N ( I I , J ) + ( F G ( I I , K ) ) e ( F ( J , K ) )  
3 0 1  P T W ( I I , J ) = P T W ( I I , J ) + ( F ( I I , K ) ) * ( F G ( J , K ) )  
C 
C ABOVE ARE FGFS AND FFG3 RESPECTIVELY 
C 
DO 303 11=1,9 
DO 303 J = l , 9  
303 SUM(II,J)=PON(II,J)+PTW(IIiJ) 
DO 304 J=l,9 
3 0 4  5 U M i J , J ) = 0 . 0 D 0  
D O  3  0 5  J = l , 9  
305 RU,Ji=OoODC 
DO 3 06 1 1 = 1 , 9  
DO 306 J = l , 9  
R H { ! I , J ) = O . O D O  
DO 3GÔ K=l,8 
3 0 6  R H { I I , J ) = R H ( I I , J ) + ( F { I I , K ) ) * ( F ( J , K ) )  
DO 307 J=l,9 
307 RH{JjJ)=RH{J,J)-RH{J,J) 
DO 303 1 1 = 1 , 9  
DO 308 J=l,9 
P T H ( I I , J ) = O . O D O  
DO 308 K = l , 9  
3 0 8  P T H ( I I , J ) = P T H { I I , J ) +  (  S U M < K , I I ) ) * (  R ( K , J ) - R H ( K ; J ) )  
TRC=O.ODO 
DO 309 J = l , 9  
309 TRC=TRC+PTH(J,J) 
TRC=-(2.0)*(TRC) 
G(L)=TRC 
b R I T E { 3 , 3 4 )  
34 FORMAT(20 VALUE OF DERIVATIVE 3) 
109 
W R I T E ( 3 , 2 3 )  G(LÎ 
36 C O N T I N U E  
C 
C VALUE OF THE FUNCTION Y 
C 
C 
DO 310 11=1,9 
00 310 J=l,9 
P F ( I I , J ) = O . O D O  
DO 3 1 0  K = l , 9  
3 1 0  P F ( I I , J ) = P F ( I I , J ) +  (  R ( K , I I ) - R H ( K , I I ) ) * ( R ( K , J ) - R H ( K , J ) )  
C 
Y=0.GDû 
00 311 J=l,9 
311 Y=Y -i- PF{J,.J) 
H R I T E { 3 , 3 5 )  
35 FORMAT(30 VALUE OF THE FUNCTION S) 
WRITE{3,23) Y 
C 
RETURN 
END 
I 
110 
C WEIGHTED RESIDUALS CASE WITH TESING PROGRAM 
C 
G 
C  INPUT FOR T E S T I N G  
D I M E N S I O N  X ( 5 0 ) , G ( 5 0 )  
D I M E N S I O N  R(9,9) 
DOUBLE PRECISION X , G  
DOUBLE PRECISION R 
COMMON R 
DO 13 1=1,33 
CAT = I 
13 X(I)= CAT/34 
W R I T E ( 3 , i )  
1 F O R M A T î a O  TEST-X{1), X ( 2 ) , . . . X ( 2 4 )  2) 
W R I T E ( 3 , 2 ]  (Xil) , 1 = 1 , 3 3 )  
W R I T E ( 2 , 7 7 7 )  ( X ( I ) , 1 = 1 , 2 4 )  
777 F0R.MATÎ4D20.3) 
778 FORMAT; 9F8.4) . 
D O  3 4  1 = 1 , 3 3  
34 WRITE(2,778) ( R ( I , J ) , J = 1 , 3 3 )  
2 FORMAT;1H0;23F5.2) 
1 = 33 
CALL F C N ( I , Y , X , G )  
WRIT EC 3,33) ( ( R ( I , J ) , J = 1 , 9 ) , I = 1 , 9 )  
33 FORMATS1H0,9F10.4) 
STOP 
END 
Ill 
SUBROUTINE F C N { I , Y , X , G )  
C 
C TESTING - C ADDED TO CARDS 1 4 A , 1 5 A  MUST BE REMOVED 
C BEFORE ACTUAL OPTIMIZATION OF FUNCTION IS IMPLEMENTED 
C 
C ALSO COMPUTATION OF R MUST BE DELETED BEFORE ACTUAL 
C OPTIMIZATION 
C 
C SUBROUTINE COMPUTES THE VALUE OF FUNCTION Y, VALUE OF 
C DERIVATIVE G, AT POINT X 
C 
C 
DIMENSION X ( 5 0 ) , G ( 5 0 ) , F G ( 9 , 8 ) , P 0 N ( 9 , 9 ) , P T N ( 9 , 9 ) ,  
1 R H ( 9 , 9 ) , F ( 9 , 8 ) , P T H ( 9 , 9 } , P F ( 9 , 9 ) , P T W ( 9 , 9 ) , S U M ( 9 , 9 )  
D I M E N S I O N  W ( 9 , 9 ) , W I ( 9 , 9 ) , D E L ( 9 , 9 ) , W K ( 9 , 9 ) , W I K ( 9 , 9 )  
D I M E N S I O N  A A ( 9 , 9 ) , A B ( 9 , 9 ) , A C ( 9 , 9 ) , A D ( 9 , 9 ) , A E ( 9 , 9 )  
D I M E N S I O N  A H ( 9 , 9 ) , A F ( 9 , 9 ) , A G ( 9 , 9 )  
DOUBLE PRECISION R(20,20) 
DOUBLE PRECISION A A , A B , A C , A D , A E , A F , A G , A H  
D O U B L E  P R E C I S I O N  W , W I , D E L , W K , W I K  
DOUBLE PRECISION X , G , F G , P O N , P T N , S U M ,  RH,F,PTH,PF,PTW 
COMMON R 
C 
C 
c 
c 
C DO 3 1 1 = 1 , 9  
C 3 R E A D ( 1 , 2 )  ( R ( I I , J ) , J = 1 , 9 )  
C 
C 2 FGRMAT(9F8.4) 
C VALUE OF F MATRIX 
C 
c 
D O  1  1 1 = 1 , 9  
D O  1  J = l , 8  
1  F ( I I , J ) = 0 .  
D O  70 1 1 = 1 , 9  
D O  7 0 -  J = l , 9  
= 0 .0  
WIK(IIîJ) = 0.0 
W ( I I , J ) = 0 . 0  
W I ( I I , J ) = 0 . 0  
7 0  D E L ( I I , J ) = 0 . 0  
D O  7 1  1 1 = 1 , 9  
K = I I + 2 4  
W ( I I , I I ) = X ( K )  
7 1  W I ( I I , I I ) = 1 / ( X ( K ) )  
Kl=l 
K2=3 
:<3=3 
C 
112 
DO 5 J = 1 0 , 1 2  
DU 10 I I = K 1 , K 2  
I F ( 1 1 - 1 0 )  4 , 5 , 4  
4  C O N T I N U E  
F ( I I , 1 ) = ( X ( I I ) ) * ( X ( J ) )  
Fdl ,K3) = (X(II ) )*DSQRT(1.0-(X( J))*(X( J ) )  )  
1 0  C O N T I N U E  
K 3 = K 3 + 1  
K2=l<2->3 
K l = K l + 3  
5 CONTINUE 
C 
K 2 = 1 3  
K 3 = 1 9  
K 4 = 6  
K 5 = 2 2  
DO 9 J = l , 3  
DO 11 I I = K 2 , K 3 , 3  
I F ( K 3 - 2 2 )  1 3 , 1 2 , 1 3  
13 C O N T I N U E  
K1=II-12 
F ( K 1 , 2 ) =  ( X ( I I ) ) $ ( X { K 5 ) )  
F{K1,K4)=(X{II)) * D S Q R T ( 1 . 0 - ( X ( K 5 ) ) * ( X ( K 5 ) ) )  
1 1  C O N T I N U E  
K 5=K5 + 1  
K 4 = X 4 + 1  .  _ _  
K 3 = K 3 + 1  
K2=K2+1 
9  C O N T I N U E  
1 2  C O N T I N U E  
C 
C 
C TEST ADO D O W N  
D O  3001 1 1 = 1 , 9  
D O  3001 J = l , 9  
R ( I I , J ) = 0  
00 3001 K=l,3 
3001 R ( I I , J )  =  R ( I I , J )  +  { F ( I I , K ) ) * ( F ( J , K ) )  
DO 6  1 1 = 1 , 9  
6  R ( I I , I I ) = 0 .  
W R I T E { 3 , 2 1 )  
21 FORMAT;SO I N P U T  F MATRIX 3) 
D O  2 2  1 1 = 1 , 9  
2 2  W R I T E ( 3 , 2 3 )  { F ( I I , J ) , J = 1 , 8 )  
23 FORMAT(lH0,10F10o4) 
W R I T E ( 3 , 2 4 )  
24 FORMAT{30 INPUT R MATRIX3) 
DO 25 11=1,9 
2 5  W R i T E ( 3 , 2 3 )  (R{II,J),J=l,9) 
c 
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I F { L - K )  2 1 6 , 2 1 7 , 2 1 6  
2 1 6  C O N T I N U E  
G O  T O  2 1 8  
217 K 1 = L - 1 2  
K2=8 
K 3 = 2 4  
221C C O N T I N U E  
FGÎK1,2)=X(K3} 
F G ( K 1 , K 2 ) = D S Q R T ( 1 . 0 - ( X ( K 3 ) ) * I X ( K 3 ) ) )  
GO TO 300 
C 
C DERIVATIVE WITH RESPECT TO X{22)»X(23),X{24). 
C 
218 CONTINUE 
IF( L - 2 2 )  2 1 9 , 2 2 0 , 2 2 1  
2 2 0  K l = 1 3  
K 2 = 1 9  
Ji=6 
G O  T O  2 2 9  
2 1 9  S T O P  9 9 9 9  
2 2 1  I F l L - 2 3 )  2 1 9 , 2 2 3 , 2 2 4  
223 K l = 1 4  
K2=20 
J 1=7 
G O  T O  2 2 9  
2 2 4  I F ( L - 2 4 )  2 1 9 , 2 2 5 , 7 2  
225 Kl=15 
K2=21 
Jl=8 
G O  T O  2 2 9  
2 2 9  D O  230 K = K 1 , K 2 , 3  
KK=K-12 
F G i K K , 2 ; = X ( K )  
2 3 0  F G { K K , J l ) = { - X i K ) } * ( X ( L ) ) / ( D S Q R T ( 1 . 0 - ( X ( L ) ) * ( X ( L ) ) ) )  
GO TG 3G0 
C DERIVATIVE W I T H  RESPECT TO X{25).,.X{33 ) . 
7 2  C O N T I N U E  
%X ( L , L ) = 1 . 0  
K A = L + 2 4  
W I K ( L , L ) = 1 . 0 / ( X ( K A ) ) * ( X ( K A ) )  
GO TO 300 
C 
C COMPLETION OF DERIVATIVE 
C D E R I V A T I V E  O F  F U N C T I O N  DESCRIPTION IS BE F O U N D  IN T H E S I S  
C  
3 0 0  C O N T I N U E  
D O  3 0 1  1 1 = 1 , 9  
0 0  3 0 1  J = l , 9  
P 0 N ( I I , J ) = 0 . G D 0  
PTW( IIÎ-J) =0.000 
DO 301 K=l,8 
115 
PON(ï î,J) = PON(II,J) + <FG(II,K))*(F(J,K)) 
301 PTW(II,J)=PTW(II,J)+(F(II,K))*(FG(J,K)) 
WRITE(3,26) 
26 FORMAT{30 PON MATRIXS) 
DO 27 11=1,9 
27 WRITE{3,23] (P0N(II,J),J=1,9) 
WRITE(3,28) 
28 F0RMAT{30 PTW MATRIX2) 
DO 29 11=1,9 
29 WRITE(3,23) (PTW(II,J),J=1,9) 
WRITE(3,30) 
30 FORMATCaO DERIVATIVE 3) 
DO 31 11=1,9 
31 WRITE(3,23) (FG(II,J),J=1,8] 
C 
C ABOVE ARE FGF3 AND FFG3 RESPECTIVELY 
C 
DO 303 11=1,9 
DC 303 J = i , 9  
303 SUM(IÏ,J)=PON(II,J)+PTW 
C 00 305 J=l,9 
C 3C5 R(J,J)=O.ODO 
DO 306 11=1,9 
DO 3 06 J = l j 9  
RH{II,J}=O.ODO 
DO 3C6 K=l,8 
306 RH a Ï 7 J}=RH(II,J) + (F(II,K))*(F(J,K)) 
IF (L-24) 85,85,86 
85 CONTINUE 
DO 87 11=1,9 
DO 87 J=l,9 
87 DEL{IÏ,J5 = - RH(II,J) 
DO 83 11=1,9 
DO 38 J=l,9 
= 0. 
AD(ZI,J)=0. 
ASCI I,J) = C. 
AE(II,J] = 0. 
DO 88 K=l,9 
AA(II,J) = AA(ÏI,J) +(WI(II,K))a(DEL(J,K)) 
AB(II,J)=AB{II,J] 4- (WI(II,K))*(DEL(K,J)) 
AD(II,J)=AD(IJ,J3 -£- (WI(II,K))*(SUN(K,J)) 
AE(II,J) = AE(II,J) + (WI(II,K)) *(SUX(J,K)) 
SB CONTINUE 
DO 89 11=1,9 
DO 89 J=l,9 
AF{II,J) = 0 o 
AGillyJ) = C. 
DO 8 9 K=l,9 
AF(II,J) = AF<II,J) + {AA{II,K))*(AD(K,J)) 
89 AG(II,J) = AG(ÏI,J) + (AE(II,K))*(AB(K,J)] 
llo 
DO 90 J=l,9 
90 PTH(J,J) = AF(J,J) 
GO TO 91 
AG {J, J) 
C 
C 
c 
c 
c 
c 
W Ï * IR-W-FF3R-W-FF3),WI*WK,WIK*{R-W-FF3),WIK* 
l(R-W-FF2)a 
86 CONTINUE 
DO 74 11=1,9 
DO 74 J=l,9 
74 DEL(IIrJ)= 
DO 75 11=1,9 
DO 75 J=l,9 
AA(II,J)=0.0 
AB{II,J)=0.0 
AC(II,J)=0.0 
AD(II,J)=O.C 
AE(II,J}=G.O 
DO 75 K=l,9 -
AAdI, J3=AA{II, J) 
A3(II,J)=A8(II,J) 
AC(II,J)=AC{II,J} 
AOdI, J)=AD( IÎ, J) 
75 
76 
77 
78 
307 
32 
33 
+(WI(II,K))*(DEL( J,K)) 
+(WI(II,K))e(DEL(K,J)) 
fXWI(II,K))*( WK(K,J)) 
+(WIK(II,K))*{DEL(K,J)) 
AE(II,J)=AE(II;J) +(W1K(II,K))*(DEL(J,K)) 
CONTINUE 
COMBINE PARENTHETICAL ELEMENTS WI*WK+WIK*(R-W-FF3) 
WI*WK + WIK*{R-W-FFa)a 
DO 76 11=1,9 
DO 76 J=l,9 
AD(II,J] = AD(II,J) 
AEÎII5J) =  A E ( I I , J )  
CONTINUE 
AND 
- AC(II,J) 
- AC(II,J) 
Uu 
DO 
77 11=1,9 
77 J=l,9 
;=n U o V 
AG(II,J)=0.0 
DO 77 K=l,9 
AF(II,J)=AF{II,J) 
AG{II,J)=AG(II,J] 
CONTINUE 
DO 78 11=1,9 
DO 7 8 J =1,9 
AH(II,J)=AF{II,J) 4- AG(II,J) 
DO 307 J=l,9 
RH(J,J)=RH(J,J)-RH(J,J) 
HRITE{3,32} 
FORMAT(20 RH MATRIX2) 
DO 33 11=1,9 
WRITE(3,23) CRH ÎII5J),J=1,9 Î 
+(AA(II,K))*IAD( K,J)) 
+{AE(II,K))*(AB( K,J)) 
91 CONTINUE 
I F ( L - 2 4 )  8 0 , 8 0 , 8 1  
117 
8 0  C O N T I N U E  
T R C = C . O D O  
DO 3Û9 J = l,9 
309 T R C = T R C + P T H ( J , J ]  
G O  TO 82 
8 1  C O N T I N U E  
C 
C D E R I V A T I V E  V A L U E  WEIGHTED 
C 
TRC=O.DDO 
DO 79 J=ly9 
79 TRC = TRC +  A H { J , J )  
C 
C 
C P R O D U C T  OF UI*DELa*WI*DEL= Y  =  A A * A B  
C VALUE OF THE FUNCTION 
C 
C 
c 
c 
8 2  C O N T I N U E  
D O  83 1 1 = 1 , 9  
DO 83 J = l , 9  
= 0,0 -
D O  8 3  K = l , 9  
83 P F ( I I , J )  =  P F { I I , J )  +  { A A ( I I , K ) ) * { A B L K , J ) )  
C 
C VALUE OF THE F U N C T I O N  Y 
C 
G(L)=TRC 
Y=0.DDO 
D O  311 J = l , 9  
311 Y=Y 4- P F { J , J ]  
W R I T E ( 3 , 3 5 )  
35 FORMATC30 VALUE OF THE F U N C T I O N  3) 
W R I T E { 3 , 2 3 )  Y  
ViRIT£{3,34) 
34 FORMATCaO V A L U E  OF DERIVATIVE S )  
W R I T E ( 3 , 2 3 )  G ( L )  
36 CONTINUE 
RETURN 
END 
