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ABSTRACT
With the halo catalog from the Millennium Simulation, we analyze the weak-lensing measured
density profiles for clusters of galaxies, paying attention to the determination of the concentration–
mass (c–M) relation which can be biased by the center offset, selection effect, and shape noise from
intrinsic ellipticities of background galaxies. Several different methods of locating the center of a
cluster from weak-lensing effects alone are explored. We find that, for intermediate redshift clusters,
the highest peak from our newly proposed two-scale smoothing method applied to the reconstructed
convergence field, first with a smoothing scale of 2′ and then 0′.5, corresponds best to the true center.
Assuming the parameterized Navarro–Frenk–White profile, we fit the reduced tangential shear signals
around different centers identified by different methods. It is shown that, for the ensemble median
values, a center offset larger than one scale radius rs can bias the derived mass and concentration
significantly lower than the true values, especially for low-mass halos. However, the existence of
noise can compensate for the offset effect and reduce the systematic bias, although the scatter of
mass and concentration becomes considerably larger. Statistically, the bias effect of center offset on
the c–M relation is insignificant if an appropriate center finding method is adopted. On the other
hand, noise from intrinsic ellipticities can bias the c–M relation derived from a sample of weak-lensing
analyzed clusters if a simple χ2 fitting method is used. To properly account for the scatter and
covariance between c and M , we apply a Bayesian method to improve the statistical analysis of the
c–M relation. It is shown that this new method allows us to derive the c–M relation with significantly
reduced biases.
Subject headings: dark matter–galaxies: clusters: general–galaxies: halos–gravitational lensing: weak
1. INTRODUCTION
In the cold dark matter paradigm, dark matter ha-
los play critical roles in hosting the formation of lumi-
nous objects and shaping the observable universe. The
structures of dark matter halos themselves also carry im-
portant cosmological information closely related to prop-
erties of dark matter particles, as well as different as-
trophysical processes affecting their formation and evo-
lution. Numerical simulations reveal an approximately
universal behavior of the density profile with ρ ∝ r−1
at the inner part and ρ ∝ r−3 at the outer part of ha-
los. Different fitting models for the density profile have
been proposed, such as Navarro–Frenk–White (NFW;
Navarro et al. 1996, 1997), generalized NFW (Hernquist
1990; Zhao 1996) and Einasto profiles (Einasto 1965;
Retana-Montenegro etal. 2012). Among others, the pro-
file proposed by Navarro et al. (1996, 1997), namely, the
NFW profile, has been widely adopted to describe the
density distribution. It can be written as
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
, (1)
where ρs and rs are the characteristic density and scale
of a halo respectively. Given the halo radius r∆ , another
equivalent set of parameters, the concentration c∆ and
the massM∆, is normally used to characterize the density
profile, where c∆ = r∆/rs and M∆ = (4π/3)∆ρcritr∆
3.
Here ∆ is the average overdensity parameter within r∆
with respect to the critical matter density ρcrit of the
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universe, and ∆ = 200 or ∆ = ∆vir for the virialized
region of a halo are often adopted in different analyses.
The relation between c∆ and M∆ (c–M relation) is
related to the formation history of dark matter halos
and has been studied extensively with simulations (e.g.,
Bullock et al. 2001; Duffy et al. 2008; Gao et al. 2008;
Zhao et al. 2009; Prada et al. 2012; Ludlow et al. 2014).
At low redshifts, the relation of the two can be approxi-
mately described by a power law given by
log c∆ = logA(z) + α(z)log
M∆
Mp
(2)
in log-space where both A(z) and |α(z)| are de-
creasing functions of redshift (Gao et al. 2008;
Mun˜oz-Cuartas et al. 2011). With certain varia-
tions for the results obtained from one group to another,
simulation studies find the slope α ∼ −0.1 at redshift
z ∼ 0. A is more sensitive to cosmological models
than α and depends on the definition of the halo mass
(such as ∆ = 200 or ∆vir) and choice of the pivot
mass Mp (e.g., Dolag etal. 2004; Shaw et al. 2006;
Duffy et al. 2008; Mun˜oz-Cuartas et al. 2011; Fedeli
2012; Bhattacharya et al. 2013).
Because of its cosmological significance, extensive ef-
forts have been made to observationally measure the den-
sity profile of dark matter halos and further investigate
their c–M relation. For that, clusters of galaxies are the
most important targets. They are known as the largest
virialized objects in the Universe, and their formation
and evolution are dominantly affected by gravitational
processes. Among others, gravitational lensing analyses
2provide a direct way to study the dark matter distribu-
tion of clusters of galaxies (e.g., Bartelmann& Schneider
2001; Weinberg& Kamionkowski 2002; Shan et al. 2012;
Kneib& Natarajan 2011; Hoekstra et al. 2013).
Concerning the c–M relation from lensing studies,
Okabe et al. (2010, hereafter Ok10) perform detailed
weak-lensing analyses for 30 X-ray selected clusters and
show that the power index of the c–M relation is α ∼
−0.4, significantly steeper than the simulation result.
Oguri et al. (2012, hereafter Og12) carry combined
strong and weak-lensing studies for 28 strong-lensing se-
lected clusters and obtain a slope of α ∼ −0.59, noting
that the expected α is ∼ −0.2 by taking into account
the strong-lensing selection bias. Combining the rich-
ness measurements and the Einstein radii from strong
arcs, Wiesner et al. (2012) study 10 strong-lensing clus-
ters with redshift 0.26 ≤ z ≤ 0.56. They find α ∼ −0.45
and show that the steep slope is mainly driven by the low-
mass clusters in their sample. Sereno& Covone (2013)
compile the weak-lensing analyses of 31 massive clusters
at high redshift with z ∼ (0.8, 1.5), and also find a steep
α ∼ −0.8. It has been suggested that the steep slope
from observations may indicate that physical effects, such
as baryon cooling and the dynamical status of clusters,
play non-negligible roles in affecting the mass distribu-
tion of dark matter halos (e.g., Mandelbaum et al. 2008,
2010; Ettori etal. 2010; Oguri et al. 2012; Fedeli 2012;
Sereno& Covone 2013).
On the other hand, Comerford& Natarajan (2007)
combine a variety of observational results with their 10
strong lensing clusters and find a slope of α ∼ −0.14,
consistent with simulation results. Based on data from
the Sloan Digital Sky Survey (SDSS; York et al. 2000),
Mandelbaum et al. (2008) perform stacked weak-lensing
analyses around galaxies binned by their luminosities and
MaxBCG clusters binned by their richness. The mass
range covers ∼ 1012M⊙ to ∼ 1015M⊙. They also show
that their results are consistent with the c–M relation
with the slope parameter α ∼ −0.13.
Noticing considerable differences from different anal-
yses, in order to compare with simulation results and
draw conclusions properly, it is therefore necessary to
understand how various effects can influence the lensing
derived density profile and mass, and further the c–M
relation of dark matter halos. Focusing on weak-lensing
studies, in this paper, we specifically investigate how the
c–M relation is affected by center choice of clusters and
shape noise of background galaxies using the halo cata-
log from the Millennium Simulation (MS; Springel et al.
2005).
The center identification for a cluster of galaxies is
important in weak-lensing analyses. Optical or X-
ray observations are commonly used for locating the
center defined as the position of the brightest cluster
galaxy (BCG) or the X-ray centroid (e.g., Koester et al.
2007a,b; Ettori etal. 2010; George et al. 2012). Regard-
less of the very possible offsets between these observables
and true halo centers (Clowe etal. 2006; Zitrin et al.
2012; Mann& Ebeling 2012), misidentification of, e.g.,
BCG, can result in a large fraction of offcenters from
true ones (e.g., Johnston et al. 2007; Zitrin et al. 2012).
On the other hand, for massive clusters with high-quality,
weak-lensing observations, it is possible to find the cen-
ters of individual clusters self-consistently using lens-
ing data alone (e.g., Oguri et al. 2010; Israel etal. 2010,
2012). Expectedly, tracing the potential center of a clus-
ter is the ideal case; however, in reality, the weak-lensing
determined center can be offset from the true center due
to various effects (e.g., Clowe etal. 2006; Fan et al. 2010).
With simulated clusters, Dietrich et al. (2012) demon-
strate that the noise from intrinsic ellipticities of source
galaxies and the smoothing procedures dominantly lead
to the offsets.
The general conclusion is that the center offset can
affect the determination of the density profile, particu-
larly on small scales. For example, the halo mass derived
from the stacked lensing signals can be systematically
low if the center offset effects are not properly consid-
ered (e.g., Mandelbaum et al. 2010; George et al. 2012).
In this paper, we systematically explore four different
methods of locating weak-lensing centers, one for shear
field and three for convergence maps, using the simulated
clusters from MS. Their influences on the weak-lensing-
derived c–M relation are statistically evaluated .
In addition, we also pay particular attention to the
effects of shape noise from intrinsic ellipticities empha-
sizing their impacts on the weak-lensing-derived c–M
relation. Significant studies have been done to under-
stand the uncertainties in weak-lensing determination
of cluster mass and profile due to different effects, in-
cluding the nonsphericities of cluster mass distributions
and the substructures therein, the projection effects of
correlated and uncorrelated large-scale structures, pro-
file fitting methods, the shape noise of source galax-
ies, etc. (e.g., Corless& King 2007; Mandelbaum et al.
2010; Hoekstra et al. 2011; Oguri& Hamana 2011;
Becker& Kravtsov 2011; Bahe´ et al. 2012; Giocoli et al.
2012, 2014). Most of these studies concentrate on the
bias and scatters themselves. Some of them discuss the
consequent impact on weak-lensing-derived c–M rela-
tion without systematically analyzing how the impact
depends on the level of scatter and their correlation
(Bahe´ et al. 2012; Giocoli et al. 2012, 2014).
In our study, we perform systematic analyses about
the impact of the shape noise on the c–M relation. By
taking into account the scatter in concentration and mass
and covariance between these two variables, we use a
Bayesian method that includes selection effect based on
halo mass function to infer the realistic c–M relation
from weak-lensing observed (c, M). To account for the
sample variance, we also carry out Monte Carlo analyses
with respect to 19 clusters of Ok10 and 28 clusters of
Og12 and compare with their observational results on
the c–M relation.
The rest of the paper is organized as follows. We
present the mock data generation for weak-lensing anal-
yses in Section 2. Different center identification methods
and profile fitting are described in Section 3. Section 4
contains the detailed results. Discussions are given in
Section 5.
2. MOCK DATA CONSTRUCTION
The weak-lensing effects from a single cluster
can be described by the Jacobian matrix (e.g.,
Bartelmann& Schneider 2001)
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
, (3)
3where γ1 and γ2 are the two components of the lensing
shear written in the complex form as γ = γ1 + iγ2, and
κ = Σ/Σcrit is the lensing convergence which is the ratio
of the projected mass density Σ of the cluster to the
critical surface density Σcrit defined by
Σcrit =
c2
4πG
Ds
DdDds
(4)
where Ds, Dd, and Dds are the angular diameter dis-
tances from the observer to the lensed source, to the
lens, and from the lens to the source, respectively. The
lensing induced shape distortion for a background source
is given by the two eigen values of the Jacobian matrix.
Specifically, the source ellipticity is defined as
ǫ =
1− b/a
1 + b/a
exp(2iϕ), (5)
where a and b are the two axial lengths of the source
image obtained from the quadrupole moment of the light
distribution. The observed ellipticity can be written as
ǫ =


ǫs + g
1 + g∗ǫs
if |g| ≤ 1
1 + gǫ∗s
ǫ∗s + g
∗
if |g| ≥ 1
(6)
where ǫs is the intrinsic ellipticity of the source galaxy
and g = γ/(1 − κ) is the reduced lensing shear. By
assuming randomly orientated intrinsic ellipticities, an
unbiased estimate of g (or 1/g∗) can be obtained by
averaging over the observed ǫ (Seitz& Schneider 1997).
Then the cluster mass distribution can be analyzed either
through parametric modeling or no-parametric studies.
In our analyses, we study the density profile of the
simulated weak-lensing clusters, assuming it follows the
NFW profile. We are mainly interested in the radial
profiles of clusters and thus use the reduced tangential
shears with respect to their chosen centers as our basic
quantities. The tangential component of the observed
ellipticity can be calculated by
ǫt = −[ǫ1cos(2φ) + ǫ2sin(2φ)], (7)
and the reduced tangential shear at the radial position
r can then be obtained by averaging ǫt over the galaxies
within a ring around r. We can also reconstruct the
lensing convergence field κ iteratively from g according
to the relation between γ and κ (Kaiser& Squires 1993;
Seitz& Schneider 1995, 1997).
In our studies, the dark matter halo catalog is built on
the Millennium Simulation (Springel et al. 2005), which
follows 21603 dark matter particles in a periodic box
of 500h−1Mpc assuming a flat ΛCDM cosmology. The
cosmological parameters are Ωm = Ωdm + Ωb = 0.25,
Ωb = 0.045, ΩΛ = 0.75, h = 0.73, ns = 1, and σ8 = 0.9.
We extract halos from the snapshot of z = 0 using
the Friends-of-Friends (FoF; Davis et al. 1985) algorithm
with linking parameter, b = 0.2 and choose the position
of the most bound particle as the true halo center for
each halo.
For weak-lensing studies, we assume that all of the
halos are located at z = 0.2 as a default, the typical
redshift of the weak-lensing observed clusters for source
galaxies at zs ∼ 1. Because halo structures evolve little
from z = 0.2 to z = 0, using z = 0 halos and putting
them artificially at z = 0.2 should not lead to signif-
icantly different results from using halos extracted di-
rectly from the snapshot at z = 0.2 of the simulation.
It is noted that, while the halos are initially identified
with the FoF algorithm, in our weak-lensing analyses,
the mass of each halo is defined by the spherical over-
density method around its halo center. We adopt the
overdensity parameter ∆ = 200 and define the radius
r200 within which the average density is 200ρcrit(z = 0.2).
Correspondingly, the mass, M200, is defined as the mass
contained within r200. We then include all of the ha-
los with M200 ≥ 1014h−1M⊙ in our lens catalog. For
comparison, we divide halos into low-mass halos with
1014h−1M⊙ ≤ M200 < 5 × 1014h−1M⊙ and high-mass
halos with M200 ≥ 5 × 1014h−1M⊙. In total, we have
1756 halos (1690 low-mass halos and 66 high-mass ha-
los) in our final lens catalog. The median value of r200 is
0.82h−1Mpc and 1.33h−1Mpc, respectively.
To generate mock weak-lensing data, we randomly
choose a line-of-sight (LOS) direction for each of the low-
mass halos and calculate the projected surface mass den-
sity, Σ, on regular grids. For high-mass halos, we gen-
erate 20 different projected maps along 20 different LOS
directions for each halo. We then have 1690 lensing maps
for low-mass halos and 1320 maps for high-mass halos.
It is noted that the 20 projections for high-mass halos
are only used in statistically analyzing the center offsets.
For the later studies of the c–M relation, we use one
LOS projection for each halo, low or high mass, in order
to faithfully preserve the mass function of dark matter
halos. For the Σ calculation, we cut a size 6× r200 cubic
box around the true center of each halo with the cho-
sen LOS as the z direction, and compute the projected
Σ using all the particles within the box. This box is
chosen while trying to include the surrounding matter of
dark matter halos for consideration. On the other hand,
our setting for the LOS integration range cannot fully
account for the projection effects of the large scale struc-
tures (LSS), which can contribute non-negligible scat-
ter to the weak-lensing-derived mass and concentration
parameter for dark matter halos (e.g., Hoekstra 2003;
Dodelson 2004; Hoekstra et al. 2011; Oguri& Hamana
2011; Becker& Kravtsov 2011; Bahe´ et al. 2012). How-
ever, it has been shown that their contributions are sub-
dominant when compared to those from intrinsic irregu-
larities of the halo mass distribution and the shape noise
from background galaxies (e.g., Becker& Kravtsov 2011;
Bahe´ et al. 2012), and therefore, they are not expected
to significantly affect our main results.
For the lens redshift zd = 0.2, we then obtain Σ maps
with a squared area of (6r200) × (6r200), sampled on
a regular grid with pixel size 5h−1kpc (∼ 2′′.1) using
triangular shaped cloud algorithm (Hockney& Eastwood
1981). For background galaxies, we assume they are all
at zs = 1. We then have Σcrit(zd = 0.2; zs = 1) ≈
3.34 × 1015M⊙Mpc−2. The convergence map can thus
be obtained by κ = Σ/Σcrit. The corresponding shear γ
maps are inverted directly from κ maps through Fourier
transformation (e.g., Kaiser& Squires 1993; Clowe et al.
2004; Schneider et al. 2006; Bahe´ et al. 2012). For weak-
lensing analyses from tangential reduced shears, we pop-
4ulate background galaxies in a field of view (FOV) of
30× 30 arcmin2 around the true center of each halo, the
typical FOV for weak-lensing cluster observations. This
corresponds to 5.74 × 5.74Mpc2 in physical sizes. Note
that this FOV is generally smaller than that of our κ
and γ maps described above, except for the smallest halo
in consideration with an angular scale of 6 × r200, close
to ∼ 30 arcmin for lens redshift zd = 0.2. Therefore,
the boundary effects on the γ calculation from κ using
Fourier transformation should be limited.
Similar to Bahe´ et al. (2012), we take into account the
magnification effect in populating background galaxies
by
ng,lensed = µ
−0.5ng,unlensed, (8)
where µ = 1/[(1−κ)2−|γ|2] is the lensing magnification,
and ng,lensed and ng,unlensed are the lensed and unlensed
galaxy number densities, respectively (Schneider et al.
2006; Bahe´ et al. 2012). Thus to generate background
galaxies, we first populate them randomly in the FOV of
30×30 arcmin2 with a given number density significantly
higher than the desired one. Then, for each galaxy, a
probability pµ from 0 to 1 is randomly given. Only those
galaxies with pµ < µ
−0.5 at their positions are kept. This
way, we get a background galaxy catalog with their sur-
face number density modulated by the lensing magnifica-
tion effect, µ−0.5. From this, galaxies are further selected
randomly to get the final galaxy catalog with the desired
average number density of ng = ng,lensed. We then as-
sign each galaxy an intrinsic ellipticity, ǫs, following the
probability distribution with random phases and |ǫs| ≤ 1
pǫs(|ǫs|) = 2π|ǫs|
exp(−|ǫs|2/σ2ǫs)
πσ2ǫs [1− exp(−1/σ2ǫs)]
, (9)
where σǫs is the standard deviation of the total ǫs. The
‘observed’ ellipticity for each galaxy is then obtained by
Equation (6), where the lensing signal at the galaxy po-
sition is calculated from the grid values using a cubic
convolution algorithm (Park& Schowengerdt 1983).
Finally, for a given set of ng and σǫs , 1690 sets of low-
mass and 1320 sets of high-mass mock observational data
are generated. We take ng = 30 arcmin
−2 and σǫs = 0.4
as the default case. Note that in Bahe´ et al. (2012), they
set the standard deviation per component to be 0.2 as
their default case. This corresponds to σǫs =
√
2× 0.2 ≈
0.28 in our notation, which is smaller than our default
case with σǫs = 0.4.
In order to systematically study the noise effects on
the weak-lensing-derived c–M relation, we also gener-
ate large source galaxy samples with ng = 80 arcmin
−2
for each considered halo. To cover a wide range
of noise levels, we consider different σǫs with σǫs ={0.2, 0.3, 0.4, 0.5}. Then, for each halo, we have four
large samples of source galaxies from which we can con-
struct different subsamples with different ng and σǫs ,
and therefore different noise levels. Observationally,
the typical σǫs ∼ 0.4 with certain variations, depend-
ing on specific observations (e.g., Hoekstra et al. 2000;
Spinelli et al. 2012). With the sole purpose of demon-
strating the systematical trend of the noise effects, the
range of σǫs considered here is a little stretched. It is also
noted that, as we show later, given a smoothing kernel,
the noise effect is largely characterized by σn = σǫs/
√
ng,
the dispersion of the mean signal per unit area. Thus,
there are some redundancies in our analyses for different
combinations of (σǫs , ng). It should also be pointed out
that, from an observational point of view, the values of
σǫs and ng are usually correlated. Good observational
conditions result in smaller σǫs and larger ng, and vice
versa. Therefore, it is emphasized again that our analyses
here combining different (σǫs , ng) are solely for system-
atically demonstrating different noise levels but not for
showing the combinations in real observations. On the
other hand, the wide range of σn in our analyses indeed
covers the noise levels from different observations. For
comparison, we also generate two noiseless catalogs with
ng = 30 arcmin
−2 and an unrealistic ng = 300 arcmin
−2,
assuming no intrinsic ellipticities for background galax-
ies.
For testing the generality of our methods to locate the
center, and making comparisons with the observational
result of Og12, we also generate a mock sample by placing
the above selected 1690+ 66 halos at z = 0.46, with one
LOS for each halo. We use ρcrit(z = 0.46) and ∆ = 200
to define r200 and M200. The FOV is taken to be 16 ×
16 arcmin2 by default. In this case, the source redshift
is set to be zs = 1.12, in accord with that in Og12.
3. DATA ANALYSIS
To constrain the density profile of a dark matter halo
with weak-lensing analyses, it is important to first iden-
tify the center of the halo. Here, we explore different
center identification methods based on the weak-lensing
‘data’ alone and further quantify statistically their cor-
responding center offsets, Roff , with respect to the true
centers of the halos. We also describe the procedures
for the NFW profile fitting from the reduced tangential
shear signals.
3.1. Center Identification in the Shear Map
As described in the previous section, we construct
mock weak-lensing data for each of the halos in the cat-
alog. The data contains the positions and ‘observed’ el-
lipticities for the background galaxies. They are named
as shear maps. In total, for a given set of ng and σǫs , we
have 1690 shear maps for the low-mass halos using one
random LOS direction for each halo and 1320 maps for
the 66 high-mass halos with 20 different LOS for each
halo.
We first explore the center identification using the S-
statistic method (Schneider 1996). The S value at θc is
defined as (e.g., Israel etal. 2010, 2012)
S(θc; θout) =
√
2
σǫ
∑
i ǫt,iQi(x)√∑
iQ
2
i (x)
, (10)
where ǫt,i is the tangential component of ǫi of the galaxy
at θi (see Eq.(7)), x = |θi − θc|/θout and
Q(x) =
xctanh(x/xc)
x(1 + ea+bx + ec+dx)
(11)
with a = 6, b = −150, c = −47, d = 50 and xc = 0.15.
The filter function, Q, is approximated to optimize the
tangential shear profile corresponding to an NFW density
5profile (Schirmer etal. 2007). At each θc, we vary θout to
find the best value to maximize S. This maximized S is
taken to the S value at θc. It can be seen that the best
θout can be different at different θc. With the S field over
the whole map, the position with the highest S value
is then chosen as the center of the halo (Schirmer etal.
2007).
Specifically, for each shear map, we first divide it into
202 regular grids, and calculate S on each of the grid
points. We then locate the position of the highest S
value among the 202 grids. Around this peak position,
we consider a smaller region with a size of two grids along
each direction and further divide it into 202 finer grids.
The same analysis as the last step is done to find the
highest peak on the finer grids. Around this new peak
position, we perform the analyses another time with even
finer grids to find the final highest shear peak (SP). This
is defined as the center of the halo. The final grid size for
FOV of 30× 30 arcmin2 is [(1800′′/20× 2)/20× 2]/20 ∼
1′′. The θout is restricted in the range of [2, 20] arcmin
and [1, 12] arcmin for z = 0.2 and z = 0.46 catalogs,
respectively.
To test if the use of grids in our searching method can
affect the center finding, we also run the nongrid method
of Levenberg–Marquardt (Levenberg 1944; Marquardt
1963; Markwardt 2009). We find that, for the case with-
out noise from intrinsic ellipticities of source galaxies, the
results of identified centers are nearly the same as those
of our grid-based search, for both low- and high-mass
halos. With the noise included, the results from the two
searching methods are also largely consistent with each
other for high-mass halos. However, for low-mass halos,
the noise effects are significant leading to considerable
false peaks. These local false maxima severely affect the
performance of the Levenberg–Marquardt method. The
results of identified centers are very sensitive to the ini-
tial guess of the peak position. With a reasonable setting
of the initial guess not very close to the true center, e.g.,
taking the initial position at (5′, 5′), the offsets between
the Levenberg–Marquardt identified centers and the true
ones are rather large.
We therefore use the grid-based searching method in
our center finding analyses both from shear maps here
and from convergence maps discussed in Section 3.2.
3.2. Center Identifications in the Reconstructed
Convergence Map
While lensing shear signals can be extracted directly
from observations, the convergence κ field represents the
project mass distribution of a halo, and therefore can be
used in a more visually clear way to identify the center
of the halo. We also investigate different ways of center
finding from the κ map.
The reconstruction of κ is proceeded following the non-
linear reconstruction method of Seitz& Schneider (1995,
1997), in which the κ field is obtained iteratively from
the estimated reduced shear g through the integra-
tion relation between κ and γ (Kaiser& Squires 1993;
van Waerbeke 2000). To suppress the noise from intrin-
sic ellipticities of background galaxies, we first estimate
the smoothed reduced shear signal by
gsm(θ) =
1
ng
∑
i
W (|θ − θi|)ǫi (12)
where the smoothing function is taken to be Gaussian
given by
W (|θ − θi|) = 1
πθ2G
exp(−|θ − θi|
2
θ2G
). (13)
Here, θG is the smoothing scale. As demonstrated in
Hamana et al. (2004), for maximizing the signal-to-noise
ratio of an NFW cluster, the optimal choice of the Gaus-
sian smoothing scale is θG ∼ θs = rs/Dd. For a typical
cluster with M ≥ 1 × 1014h−1M⊙ and at intermediate
redshift, θs ∼ 1′. We therefore consider two smoothing
scales here with θG = 0′.5 and θG = 2
′, respectively, to
further show the effects of different smoothings.
To identify the center of a halo from the weak-lensing
κ map, the highest peak is the natural choice. We first
use the default case with zd = 0.2, ng = 30 arcmin
−2,
and σǫs = 0.4 as a test. For θG = 0
′.5, the smoothed
reduced shear field and the reconstructed κ map are ini-
tially sampled on 5122 grids in the FOV. For θG = 2
′, the
number of grids is 1282. We first identify the grid point
with the highest κ value, excluding regions less than 0′.5
to the boundary of each side to eliminate the boundary
effects. We denote this grid point as xK,0. We then con-
sider a squared region of 3× 3 arcmin2 around xK,0 and
reconstruct the κ field within this small region from the
reduced shear field over the full FOV on finer grids of
1802. Within a squared region of 2 × 2 arcmin2 around
xK,0, we search for the grid point corresponding to the
highest κ value on the finer grids, which is finally identi-
fied as the center of the map. The second step with finer
grids is to avoid possible miscentering due to the original
grid sampling. Note that the smoothing scale in the sec-
ond step is the same as first step, i.e., θG = 0′.5 and 2
′,
respectively. The corresponding centers identified with
the above method are labeled as 05KK and 2KK.
In the above analyses, we use a single smoothing scale
to smooth the reduced shear field, either θG = 0′.5 or
θG = 2
′. To take the advantage of large smoothing to
suppress noise and that of small smoothing to maintain
a high resolution, we also consider a two-scale smoothing
method. Specifically, we first choose xK,0 from the re-
constructed κ map (1282 grids) smoothed with θG = 2
′
as the initial center. We then reconstruct a smoothed κ
field with θG = 0′.5 in a squared region of 3× 3 arcmin2
sampled on 1802 grids around the initial center. The
highest peak within the inner 2×2 arcmin2 region of the
high-resolution area is finally identified as the center of
the map. These centers are labeled as 2K05K.
For the cluster catalog at zd = 0.46, the FOV adopted
here is 16×16 arcmin2 for each cluster. The center iden-
tification procedures are the same as described above,
except that the reconstructed convergence field for each
cluster is initially sampled on 256 × 256 and 128 × 128
grid points for θG = 0′.5 and θG = 2
′, respectively.
In total, we have three center identifications from K
maps and one from reduced shear maps. They are 05KK,
2KK, 2K05K, and SP, respectively. In Section 4.1, we
will show the statistical distributions of the center offset
for different identification methods and their impacts on
the derived c–M relation from a large sample of weak-
lensing analyzed clusters.
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Figure 1. Three examples from our mock catalog with lens redshift zd = 0.2. The default case with ng = 30 and σǫs = 0.4 is adopted. The
color bar on the top shows the density level in convergence maps. From left to right, the first column shows the reconstructed convergence
map in color and the shear field by black sticks with the smoothing scale, θG = 0.5 arcmin. The radius of the red circle at the lower-left
corner indicates the smoothing scale. The red stick at the top-left corner denotes the shear value of 0.1. The filled black squares, circles,
five-pointed stars, and triangles show the position of candidate centers found by 05KK, 2KK, two-scale smoothing method 2K05K, and
highest shear peak SP, respectively. The second column is the NFW fitting to reduced tangential shears in 15 equal bins in radius. The
error bar in each bin shows the dispersion of the mean reduced tangential shear. The red lines are the best-fit results. The best fitting c
and M are shown in the top-right corner with the minimum chi-square. The number of degrees of freedom is 13 for the χ2 fitting in this
column. The third column is the original projected 2D surface density without smoothing. The projected angle with respect to the major
axis of the halo and their 3D fitted c and M are presented. The top-right numbers mark the halo IDs in the catalog. The last column is
the reconstructed convergence map for the pure noise corresponding to the first column. Note that only the central region of the FOV is
shown with 20× 20 arcmin2.
3.3. NFW Fitting
In this paper, we adopt the NFW profile for the den-
sity distribution of dark matter halos. We first fit the
3D NFW profile for each halo with Eq.(1), following the
fitting procedure described by Bahe´ et al. (2012). A halo
is divided into 32 radial bins in logarithmic scale in the
range −2.5 ≤ log10(r/r200) ≤ 0, and the density is spher-
ically averaged in each bin (Gao et al. 2008; Neto et al.
2007). Only the bins with rbin > 0.02r200 are consid-
ered in the fitting. The fitted mass and concentration
parameter are denoted as M3D and c3D, respectively.
For weak-lensing analyses, we fit the averaged 〈ǫt〉 to
gt = γt/(1 − κ) from the NFW model to derive con-
straints on the mass and concentration parameter of ha-
los. To calculate the theoretical γt in each bin, we use
the relation γt(R) = κ¯(R) − κ(R), where κ¯(R) is the
mean κ over the region within the projected radius R
and κ(R) is the convergence at R. For NFW halos,
κNFW(R) = ΣNFW(R)/Σcrit and the projected surface
density ΣNFW is calculated by
ΣNFW(R) =
∫ ∞
−∞
ρ(r)dz (14)
where ρ(r) is given by Eq.(1) and r =
√
R2 + z2
(Wright& Brainerd 2000). Taking into account the LOS
integration length for our mock clusters, we also perform
a test for each NFW halo by using ±3r200 as the up-
per and lower integration limits in Eq.(14) in the fitting.
The results are very similar to that with the LOS in-
tegration set to ±∞. Therefore, we use Eq.(14) in our
7fitting consistently throughout the paper, which is also
the popularly adopted one in observational analyses.
In the fitting, we use the mass M and the concen-
tration parameter c as the two free parameters instead
of ρs and rs. The two sets of parameters are related
through rs = [3M/(4π∆ρcrit)]
1/3/c and ρs = δcρcrit with
δc = (∆/3){c3/[ln(1 + c) − c/(1 + c)]}, where we take
∆ = 200.
To estimate the signals for each weak-lensing map,
we first choose a center identified with the methods de-
scribed above. Around the center, we divide the region
of [1′, 15′] into 15 equal bins for zd = 0.2 lenses. For
lens at zd = 0.46, we consider 10 equal bins in the ra-
dial range of [0′.4, 8′]. We exclude the inner most region
from our weak-lensing analyses to avoid the strong lens-
ing effect. Within the bin i, the tangential 〈ǫt〉i is esti-
mated by averaging ǫt over all of the galaxies within the
bin (Schneider et al. 2006; Israel etal. 2012). The error
is calculated by σi = σt,i/
√
Ni, where σt,i and Ni are
the standard deviation of the tangential component of
galaxy ellipticities and the number of galaxies within the
bin (Schneider etal. 2000). The weak-lensing constraints
on the mass and concentration of halos are derived by
the χ2 fitting defined as
χ2 =
∑
i
(〈ǫt〉i − gt,NFW)2
σ2i
. (15)
The Levenberg–Marquardt minimization algorithm
(Levenberg 1944; Marquardt 1963; Markwardt 2009)
is used here and also for other χ2 fittings in this paper.
As a default, uniform priors with c > 0 and M > 0 and
without specific upper bounds are applied in the NFW
fitting.
For the default case, with lens redshift zd = 0.2,
ng = 30 arcmin
−2 and σǫs = 0.4, we consider the true
center and all of the centers identified by the four dif-
ferent methods. For other cases with different noise, we
use the true center in the analyses. To see the pure pro-
jection effect, we take the case with ng = 30 arcmin
−2
and |ǫs| = 0 and perform the χ2 fitting analyses. We
use (M2D, c2D), derived from this noise-free case using
the true center, as our reference point. In this noise-free
case, σi is estimated similarly by σi = σt,i/
√
Ni from
galaxies’ ellipticities (without intrinsic ones) in the bin.
It is noted that although σi is significantly smaller than
that in the noise case, it is not zero due to the existence
of substructures and nonsphericities of dark matter ha-
los. The case with ng = 300 arcmin
−2 and |ǫs| = 0 is
also done and the results are almost the same as that of
ng = 30 arcmin
−2.
4. RESULTS
In this paper, we study different center identification
methods with weak-lensing analyses alone and quantify
the corresponding offsets. We also systematically investi-
gate the noise effects on weak-lensing-derived c–M rela-
tion from a sample of clusters. We emphasize the impor-
tance of the Bayesian method in extracting the unbiased
c–M relation, which properly takes into account the de-
generacy of weak-lensing-determined (c,M).
It is noted that we take (c2D,M2D) obtained from the
noiseless weak-lensing analyses using true centers in the
NFW fitting as our reference point, in which the ef-
fects of the intrinsic nonsphericity and substructures of
halos are naturally included (e.g., Corless& King 2007;
Becker& Kravtsov 2011; Bahe´ et al. 2012). By compar-
ing with the results from the reference case, we can then
systematically study the noise effects and the offcenter
effects.
As an illustration, in Figure 1, we show three examples
of two high-mass clusters (3166 12 & 0631 15) and one
low-mass cluster (1245) placed at zd = 0.2. Only the
central region of 20× 20 arcmin2 is shown. The first col-
umn is the smoothed reduced shear maps (black sticks)
overlaid on the reconstructed convergence maps shown
in colors, where the color scale is indicated at the top.
The smoothing scale is θG = 0′.5 shown as the red cir-
cle at the lower left corner of each panel. The red stick
at the upper left corner shows the length-strength scale
for the reduced shear, |g| = 0.1. The longer the sticks,
the stronger the shear signals. Different symbols in each
map indicate the center candidates identified with differ-
ent methods of 05KK, 2KK, 2K05K, and SP. Each map
is centered at the true center of the corresponding halo.
The second column shows the profiles of the averaged
tangential 〈ǫt〉, where the black bars connected by black
lines are for the data point, and the red solid lines are
the best NFW fitting results with the two fitting param-
eters shown in the corresponding panels. The number
of degrees of freedom is 13 for the χ2 fitting. The third
column is for the corresponding original κ maps of the
clusters without smoothing, where the LOS direction de-
fined by the angle with respect to the major axis and the
label of each halo are shown at the top of each panel. The
true 3D concentration and mass of the halos are shown
at the bottom. The last column shows the pure noise
reconstructed with θG = 0′.5 in the κ field resulting from
intrinsic ellipticities of background galaxies.
In the first case shown in Figure 1 (top panels), the
LOS direction is close to the major axis of the halo, which
can be responsible for the high concentration parameter
derived from weak-lensing analyses. For the second halo,
the irregularity of the mass distribution is clearly seen.
The third halo has a relatively low mass, and the noise
effects are significant. The complex mass distribution
and the noise can also lead to large offsets between our
weak-lensing-identified centers and the true center posi-
tion.
Figure 2 shows the statistical comparisons between
(M3D, c3D) and (M2D, c2D) and the (M, c) of the default
case with ng = 30 arcmin
−2 and σǫs = 0.4 for the 1756
simulated halos. The true center of each halo is used
in the fitting. The left panel shows the mass compar-
ison where QM = M/M200, with M being the value
of M3D (red cross), M2D (black triangle), or the mass
from the default case (blue diamond). The horizontal
axis is M200 based on how the halos are binned. The
symbols are for the median values of Q, and the error
bars show the range of [1/4, 3/4] percentiles of the Q-
value distributions within different bins. The right panel
shows Qc = c2D/c3D (black triangle) and Qc = c/c3D
with c from the default case (blue diamond). The ver-
tical dashed lines indicate the bin boundaries. Different
sets of data points are slightly shifted horizontally for
clarity. It is seen that, when binned based on the true
8Figure 2. Left: median mass normalized by the true mass M200 as a function of M200. The red cross symbols and black triangles are for
M3D/M200 and M2D/M200, respectively. Right: median concentration parameter normalized by c3D. The black triangles are for c2D/c3D.
Blue diamonds in both panels present the results of default case with σǫ = 0.4 and ng = 30 arcmin−2 using the true centers. Error bars
show the range between the first and third quartiles around the median values. The vertical dashed lines separate the bins. The horizontal
shifts in each bin for different sets of data are for the purpose of clarity. The left six bins and right three bins are for low- and high-mass
halos, respectively.
mass of halosM200, M3D is statistically lower thanM200
by ∼ 4%. The bias for M2D is from ∼ −2% for low-mass
to ∼ 2% for high-mass halos. For c2D, it is systematically
lower than c3D by ∼ 13%. The results are largely con-
sistent with previous studies (e.g., Corless& King 2007;
Becker& Kravtsov 2011; Bahe´ et al. 2012; Giocoli et al.
2012).
The small negative bias of M3D with respect to M200
can be attributed to the deviation of the real density
profile within r200 from the NFW profile. We test that
both the triaxiality and the substructures contained in
a dark matter halo can lead to slight negative biases
in the mass when fitting the spherical NFW profile to
its density distribution (e.g., Bahe´ et al. 2012). For
the 2D weak-lensing analyses, it is demonstrated, e.g.,
Bahe´ et al. (2012) and Giocoli et al. (2012), that the pro-
jection along the line of sight makes the impacts of the
complicated mass distribution of halos more significant
on the 2D NFW fitting than that on the 3D fitting. This
can explain the relatively large negative bias of c2D with
respect to c3D.
For the default case with noise (blue), the median val-
ues of M and c are in good agreement with M2D and
c2D with little bias. The scatters are significantly larger
as expected. We will see later the scatter in M and c
are strongly correlated, which can lead to a bias in the
determination of the c–M relation from a sample of weak-
lensing-studied clusters if the binning of clusters is based
on their weak-lensing-derived mass.
4.1. Offsets of Weak-lensing Identified Centers
Here, we compare different center finding methods,
05KK, 2KK, 2K05K, and SP, by statistically quantifying
the corresponding center offsets with respect to the true
centers of halos and their impacts on the weak-lensing
determinations of (c,M).
In Figure 3, we present the cumulative probability dis-
tribution, Poff(> Roff/rs), of the center offset, Roff , for
different identification methods. The horizontal axis is
the offset Roff scaled by rs for each halo. The left panels
show the results of the 1690 low-mass halos, where one
random LOS is chosen for each halo. The right panels are
for the 66 high-mass halos where 20 weak-lensing maps
with different LOS are considered for each halo. The top
and bottom panels are for the cases with zd = 0.2 and
zd = 0.46, respectively. The green lines show the cumu-
lative distribution of the noise-free case. The blue, black
and red lines are for ng = 10, 30 and 64.2, respectively,
and σǫs = 0.4 in all three cases. Different line styles cor-
respond to the results from different center identification
methods as specified in each of the panels. The orange
long dashed lines are the results from Johnston et al.
(2007) showing the Gaussian-type offset distribution for
the misidentified BCGs using the MaxBCG center iden-
tification algorithm (Koester et al. 2007a). The fraction
of misidentified BCGs is estimated to be about 25%
and 15% for the low-mass and high-mass halos, respec-
tively, based on the richness dependence of the misiden-
tified fraction and the richness-mass relation, and the
dispersion of the offset is taken to be σs = 0.42h
−1Mpc
(Johnston et al. 2007). We use the median values of rs
with rs = 0.18h
−1Mpc and rs = 0.36h
−1Mpc for low-
and high-mass halos, respectively, to scale the offsets for
MaxBCG centers in plotting the orange lines.
For the default case in the top two panels, we present
the results of all four methods. For 05KK, with a small
smoothing scale of θG = 0.5 arcmin (black dotted line),
there is a considerable fraction of misidentified centers
with offsets to the true centers larger than rs for low-
mass halos, primarily due to the noise effects generating
false peaks. The fraction reaches ∼ 20%. For high-mass
halos, ∼ 3% with Roff > rs mainly because of the ex-
istence of small-scale subclumps. For 2KK with a rel-
atively large smoothing scale of θG = 2 arcmin (black
dashed line), the fraction of large offset due to small-
scale structures is reduced considerably. However, this
large smoothing increases the fraction of center offset
in the range of 0.1rs to rs. These results are consis-
tent with those of Dietrich et al. (2012). For our newly
proposed two-scale smoothing methods of 2K05K (black
dash dot line), the results are significantly better. The
large-offset fraction is effectively controlled from the first
step smoothing with θG = 2 arcmin. The second step of
high-resolution analyses with θG = 0.5 arcmin, on the
9other hand, significantly reduces the smoothing effects
in the offset range of (0.1, 1.0)rs. For SP (black solid
line), it involves multiscale and multiresolution analyses.
The results are similar to 2K05K with a somewhat larger
fraction with Roff > rs. Overall, the method of 2K05K
statistically gives rise to the best center identifications.
For generality, we also consider cases of different noise
levels using the two better center identification methods,
SP and 2K05K. For the noise-free case (green lines), both
methods perform well and nearly all Roff < rs for both
low- and high-mass halos. For 2K05K, more than 90%
of the offsets are smaller than 0.1rs. For the larger noise
case with ng = 10 and σǫs = 0.4 (blue lines), the centers
identified by either SP or 2K05K are not reliable for low-
mass halos. For high-mass halos (blue lines in the upper
right panel), the noise effects are relatively weak, and
the offset distributions are not significantly different from
those of the default case.
The bottom panels show the application of both
2K05K and SP to the lens cluster catalog at zd = 0.46.
The dash dot lines are for 2K05K with 2′ (∼ 0.5h−1Mpc
at zd = 0.46) and 0′.5 (∼ 0.12h−1Mpc at zd = 0.46).
Here we also show (dash three dots lines) the results from
the two-scale smoothing method where the two smooth-
ing scales are chosen to give rise to the same physical
smoothing scales as those of θG = 2
′ and 0′.5 for zd = 0.2
lenses. The two physical scales are 0.28h−1Mpc and
0.07h−1Mpc, respectively. It is seen that the results are
nearly the same as those shown by dash dotted lines.
The comparisons between the upper and lower panels
show that the black (blue) lines in the upper panels are
very similar to the red (black) lines in the lower panels,
where the noise levels are very different. We further find
that the performance of the center identification methods
discussed here depends on the quantity ESN defined by
ESN =
Dds/Ds
σǫs/
√
ng
∝ S
N
. (16)
It is noted that given a set of clusters, if they are put
at different redshifts, the lensing signals are different.
The quantity ESN then reflects more or less the signal-
to-noise ratios of clusters at different redshifts, as long as
the clusters do not significantly evolve within the consid-
ered redshift range. We have ESN = 10.39 for the case
shown in black in the upper panels and that shown in
red in the lower panels. For the blue lines in the upper
and the black lines in the lower panels, ESN ∼ 7. There-
fore, our analyses show that generally, it is the signal-
to-noise level, rather than the noise itself, that deter-
mines the performance of our center identification meth-
ods 2K05K (SP). In order to ensure that more than 90%
of centers identified by 2K05K have offsets less than rs,
ESN ∼ 10 or higher is observationally required. In this
case, our 2K05K based on weak-lensing analyses alone
outperforms that of BCGs as seen by comparing the or-
ange long-dashed lines in the upper panels representing
the offset distribution of misidentified BCGs.
Figure 4 shows the effects of the center offsets on the
weak-lensing determination of M (left) and c (right).
We consider all four centers identified for the default
case with ng = 30 arcmin
−2 and σǫs = 0.4. For the
NFW profile fitting, we first analyze the maps with
ng = 30 arcmin
−2 and |ǫs| = 0, i.e., without including
the noise in the fitting. This can clearly show us the off-
center effects. The results are presented in Figure 4 with
red dotted lines where QM and Qc are the normalized
mass and concentration, respectively, to the correspond-
ing M2D and c2D obtained using the true center for each
map. We bin the results by the offset and show the me-
dian values with error bars within each bin. The upper
and lower panels are for the results of low-mass and high-
mass halos, respectively. The shaded regions indicate
±5% deviation from 1. We see that for low-mass halos, a
large center offset leads to a systematic bias in both the
mass and the concentration parameter, with the latter
being more sensitive to the offset. At the offset of rs, the
lensing-derived mass is lower than M2D by ∼ 5%, and
the concentration parameter is lower than c2D by about
25%. It is noted that, for low-mass halos, the intrinsic
mass distribution of dark matter halos is relatively sim-
ple and regular without significant large substructures.
For high-mass halos, however, the situation is somewhat
complicated because their intrinsic irregularities are rel-
atively high. While the center offset for low-mass halos
is largely induced by noise, the identified center can cor-
respond to true subclumps for high-mass halos (e.g., see
the different identified centers in the middle left panel of
Figure 1). Those subclumps appear more centrally con-
centrated along specific LOS than their host halos and
therefore become the highest peaks in either shear maps
or convergence maps. So, the concentration derived by
fitting the signal around those subclumps may be even
higher. It is also interesting to note that the mass for
high-mass halos is less affected by the offset effect.
We now analyze weak-lensing constraints with noise
included. The black solid lines in Figure 4 show the re-
sults for the default case with ng = 30 arcmin
−2 and
σǫs = 0.4. The lines in different panels have the same
meaning as the noise-free case. The quantities QM and
Qc, derived from weak-lensing analyses for a map using
four different centers, are with respect toM and c derived
from the same map around the true center. Comparing
to the results indicated by red dotted lines, we see that
while the scatter is significantly larger, the existence of
noise largely reduces the systematic bias for low-mass ha-
los. That is because for these halos, the large offsets are
usually associated with high-noise peaks. When fitting
the signals, including noise, to the NFW profile around
these false peaks, the chance alignments of intrinsic el-
lipticities leading to the false peaks contribute to the in-
ferred mass with a high concentration. The median mass
and concentration derived from fitting the NFW profile
to the corresponding pure noise around the peaks are
shown by gray lines in Figure 4. They are normalized
by M and c for the default case using the true centers.
It is seen that, for low-mass halos, the noise near the
false centers indeed has significant effects on M and c,
compensating for the impacts of large center offsets. For
high-mass halos, the noise effects are relatively weak, and
the compensating effects are less significant than that for
low-mass halos.
4.2. c–M Relation Analyses
The c–M relation analyses discussed in this paper con-
cern a sample of, but not a single, weak-lensing-studied
cluster. Specifically, for a cluster i in a given sample con-
tainingN clusters, by fitting the tangential reduced shear
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Figure 3. Cumulative probability distribution of offset to the true center for the four center candidates identified with different methods.
The left and right panels are for low- and high-mass, respectively. Different line styles correspond to centers from different methods. The
green lines show the cumulative distribution for the noise-free case. The blue, black and red are for ng = 10, 30 and 64.2, respectively. The
orange long dashed lines are predicted from the offset distribution for misidentified BCGs based on the study of Johnston et al. (2007).
signals to that predicted by the NFW profile, we ob-
tain its weak-lensing-determined (ci,Mi). From the set
of (ci,Mi) with i = 1, ..., N , we then derive constraints
on the c–M relation.
Figure 5 shows the c–M plots from our weak-lensing
NFW fitting of 1690 + 66 clusters for different cases as
indicated in different panels. In each panel, the black
dots represent the best-fit value of (c,M) from individ-
ual weak-lensing reduced shear map for each cluster.
We divide the mass into 10 bins from 1014h−1M⊙ to
1015h−1M⊙. The black diamonds and error bars are the
corresponding median values and [1/4, 3/4] percentiles
within different mass bins. The red asterisks and the
blue triangles are for the results of (c,M) obtained from
NFW fitting to the stacked weak-lensing signals within
each mass bin, where the binning is based on the weak-
lensing-derived mass and the true mass of halos M200,
respectively.
Visually, we see that the apparent c–M relation from
the binned data (symbols) depends on the binning meth-
ods and is also sensitive to the noise level. For quanti-
tative studies, in the following, we describe two different
methods to extract the c–M relation from the data. One
is the simple χ2 fitting often adopted in weak-lensing ob-
servational analyses. The other is the Bayesian method
taking into account the scatter and covariance of weak-
lensing determined c and M .
4.2.1. Simple χ2 Fitting Method
We first adopt the simple χ2 fitting method that is of-
ten employed in weak-lensing observational analyses. In
this approach, the c–M relation is derived by minimizing
the following χ2 function
χ2 =
∑
i
(log ci − log ci,model)2
σ2i
, (17)
where ci is the observed value, ci,model is the model pre-
diction assuming the mass is the weak-lensing-measured
mass Mi, and σi is the error for log ci. Specifically, tak-
ing the power law relation of Eq.(2), ci,model is modeled
by ci,model = A(Mi/Mp)
α, whereMi is set to be the mass
determined from weak-lensing measurements, Mp is the
chosen pivot mass, and (A,α) are the two free parame-
ters to be estimated (e.g., Okabe et al. 2010; Oguri et al.
2012; De Boni et al. 2013).
For illustrations, the fitting results to the binned data
(symbols) in Figure 5 are shown by the corresponding
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Figure 4. Median-normalized mass and concentration parameter as a function of center offset. The upper and lower panels are for low-
and high-mass subsamples, respectively. The left and right panels are for mass and concentration parameter, respectively. The black and
red dotted lines are the results for the default case and noise free case, respectively. The gray lines are for the results of the pure noise
fields. The gray shaded region in each panel marks 5% deviation from unity. Error bars show the range between first and third quartiles
around the median values.
lines. The fitted values of (A,α) are given in each panel.
For the data shown by the black diamonds, obtained by
directly taking the median values of the individual mea-
surements (black dots) within different bins (referred to
as the direct method), their corresponding errors are cal-
culated by σilog c/
√
Ni, where σ
i
log c and Ni are the rms
of log c and the number of data points within the i-th
mass bin. For the red asterisks and blue triangles, σi
is taken to be the measurement error in log c from the
stacked reduced shear signals in the corresponding i-th
bin, assuming the error is Gaussian in log-space.
For the 3D case, shown in the upper left panel, A ∼
4.89, α ∼ −0.11, and the scatter σlog c ∼ 0.12, fully
consistent with the results from Neto et al. (2007). For
the reference 2D case of (c2D,M2D) without noise (up-
per right), the three fitting results for the slope α are
similar and in good accord with the 3D result. For A,
the 2D results are somewhat lower than the 3D result, in
agreement with the negative bias due to the projection
effects shown in Figure 2. The scatter of c is σlog c ∼ 0.17,
somewhat larger than that of the 3D case.
The results shown in the middle and lower panels in
Figure 5 demonstrate that the derived c–M relation is
sensitive to the noise level; the larger the noise, the
steeper the slope α if the weak-lensing-derived mass is
used in binning the data (results shown in black and
red). On the other hand, if the binning is based on the
true mass of halos (blue), the best-fit c–M relation is
nearly independent of the noise level, and the slope α
is very consistent with that from the 2D reference case.
The comparison between the left and right middle panels
shows that using different identified centers in the NFW
fitting can mildly affect the derived c–M relation.
Figure 6 systematically shows the dependence of the
amplitude A (upper) and the slope α (lower) of the c–M
relation derived from the 1690 + 66 weak-lensing ana-
lyzed clusters on the center candidates used in the NFW
fitting. Different centers are identified for the default
case, where ng = 30 arcmin
−2 and σǫs = 0.4. The black
diamonds, red asterisks, and blue triangles are the cor-
responding fitting results from the direct method and
stacking methods based on weak-lensing-derived mass
and true mass, respectively. The dashed lines indicate
the 3D results. The magenta squares show the results
12
Figure 5. c–M relation derived for different cases. The upper-left panel shows the 3D fitting result. The upper-right panel presents the
fitting to the 2D reference data with ng = 30 without noise. The middle two panels are for the default case using the true center (left) and
the SP center (right) for each individual weak-lensing analysis, respectively. The lower-left panel is the fitting results with the noise level
of ng = 80 and σǫs = 0.4 using the true centers. The lower-right panel shows the case with a larger noise level of ng = 10 and σǫs = 0.4
using the true centers. The small black dots in each panel are the best-fit results of individual weak-lensing analysis in the considered
cases. The black lines show the c–M relation fitting to the black diamonds, which mark the median concentration and median mass of the
black dots in each bin. The red asterisks are from the density profile fitting to the stacked weak-lensing data in each weak-lensing-derived
mass bin and red lines present the corresponding c–M fitting results. Blue triangles show the density profile fitting results to the stacked
weak-lensing data within each true mass (M200)-based bin, and blue lines present the corresponding c–M relation fitting results. The error
bars are for the range between the first and third quartiles around the median values. The fitted values of A and α are shown in the same
colors as the corresponding symbols and lines in each panel.
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of using the centers identified from the default case but
without including noise in the profile fitting for halos. In
this case, we see that the center offset does not signif-
icantly affect the derived c–M relation. For 2KK, the
value of A is somewhat smaller by ∼ 0.5, and |α| is
smaller by ∼ 0.05 than that of the case using the true
center in the profile fitting. This is because 2KK results
in a large fraction of offset in the range (0.5rs, rs) for
lower mass halos (see Figure 3), which leads to a statis-
tically negative bias in the concentration parameter (see
Figure 4).
For the cases with noise and data binning based on the
weak-lensing-determined mass (black and red), overall,
the slope α is significantly steeper than the results with-
out noise (magenta squares). There is a mild tendency
of larger |α| and A for using centers identified by SP
and 05KK than that using other center candidates. This
is because for SP and 05KK, the identified centers are
more sensitive to small-scale structures than the other
two methods. For high-mass halos, the small-scale struc-
tures are likely to be real subclumps. On the other hand,
however, they correspond mainly to noise peaks for low-
mass halos. Therefore, by including noise in the NFW
fitting, low-mass halos are affected more than high-mass
halos compared to the case without noise. This can lead
to somewhat higher A and α in the derived c–M relation.
For stacking based on the true mass of halos (blue trian-
gles), the results corresponding to 2K05K and 2KK are
consistent with that of the case without noise (magenta
squares). However for SP and 05KK, the effects from
small-scale structures caused by noise discussed above
can still be seen here. In summary, comparing to the
noise effects, the impact of center offsets is subdominant
in the c–M relation studies. The 2K05K method per-
forms the best in center identifications, and for ESN > 10,
the derived c–M relation is about the same as that using
the true centers of halos in the NFW fitting.
We now look at the noise effects on c–M relation. The
results for 32 noise level catalogs are shown in Figure 7.
The horizontal axes are for the noise level σn = σǫs/
√
ng.
For each set of analyses with a given σn, we group the
weak-lensing-derived (c,M) according to M . Here, we
use the weak-lensing-derived mass to bin the data to
resemble weak-lensing cluster analyses in which we do
not know the true mass of the clusters. With the direct
method, we fit the median values of c within each mass
bin to obtain the amplitude A and the slope α for the
c–M relation. The results are shown by the black dots
with error bars in Figure 7. The green horizontal line
in each panel indicates the corresponding 2D reference
result. It is seen clearly that both the derived A and α
monotonically depend on the noise level σn, the larger
the noise, the higher the amplitude A and the steeper
the slope α.
The dependence of α on σn can be well described by
the following functional form
α(σn) = e
−
σ2n
2σ2α − α0, (18)
where (α0, σα) = (1.09± 0.01, 0.15 ± 0.01). The fitting
result is shown by the black solid line in the right panel
of Figure 7. Due to its dependence on the pivot mass,
Mp, the trend of A is different for different choices ofMp.
True 2K05K 2KK SP 05KK
Center candidates
3
4
5
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A
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Figure 6. Values of derived A and α for the c–M relation as a
function of different identified centers. The magenta squares are for
the 2D results without noise. The blue triangles and red asterisks
are for the results from the stacked weak-lensing analyses with the
mass binning based on the true mass and the weak-lensing (WL)-
derived mass, respectively. Black diamonds are for results of direct
fitting. The black, red and blue symbols are all for the default case
with ng = 30 arcmin−2 and σǫs = 0.4. The dashed lines indicate
the 3D derived values of A and α.
Here, we use Mp = 10
14h−1M⊙, and have
A(σn) = e
σ2n
2σ2
A +A0, (19)
where (A0, σA) = (3.12± 0.04, 0.10± 0.01).
The blue squares with error bars in Figure 7 are for
the results using the method of Bahe´ et al. (2012) to de-
termine (c,M) for each individual map, in which the re-
duced tangential shears of all the source galaxies (rather
than the radially binned signals) in the radial range of
[0′.5, 15′] (rather ≥ 1′) around the center are used to per-
form the NFW fitting. We see that for A, the results
have a trend similar to those of black dots. For α, the
blue ones are somewhat flatter than the black ones for
noise levels larger than 0.04 but the dependence on σn
is still clearly seen. Considering the noise level used in
Bahe´ et al. (2012) with σn = 0.2
√
2/
√
30 ≈ 0.052 (dot-
ted vertical line), the result shown by the blue symbol
here is consistent with their result. We also show the
A−σn and α−σn relation (red circles with error bars in
Figure 7) for the result with fitting range from 1′ to 10′.
The red solid lines are the fitting results using Equations
(18) and (19). It is seen that the noise effect is larger for
this smaller fitting range.
The results presented in Figure 7 show that, given the
same set of clusters, the simple fitting approach adopted
here can lead to a different c–M relation depending sen-
sitively on the noise level. This indicates that such a
fitting method is inadequate, and a more sophisticated
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Figure 7. Weak-lensing-derived A and α as a function of the noise level σn. The black dots with error bars are the best-fit values from the
“direct method” as shown in Figure 5. The blue squares are the fitting results based on the method of Bahe´ et al. (2012). The red circles
are the same as black dots but with fitting range from 1′ to 10′. Black solid lines show the best-fit trend for black dots from Equations
(19) and (18). The red solid lines are for the red circles. The vertical black dashed and blue dotted lines mark the noise levels of our
default case and Bahe´ et al. (2012), respectively. Horizontal green lines are the 2D reference for comparison. The pivot mass in this figure
is Mp/M14 = 1 with M14 = 1014h−1M⊙.
method, taking into account the scatter of both c and
M , and particularly their correlations, is needed in order
to extract the unbiased c–M relation.
4.2.2. Bayesian Method
Technically, the bias effect of noise on the c–M rela-
tion shown above arises because the weak-lensing-derived
mass is used directly as the true mass to calculate the
model predicted ci,model in Equation (17). On the other
hand, however, errors exist in weak-lensing-derived mass.
More importantly, errors in mass are strongly correlated
with errors in the concentration parameter.
In Figure 8 we show two examples, one for a low-mass
halo (left) and one for a high-mass halo (right). For each
halo, two noise levels of σn are considered. For each σn,
we generate 100 weak-lensing data sets for each map by
making 100 realizations for the background galaxy dis-
tribution and intrinsic ellipticity assignments. The best-
fitted (c,M) from each of the 100 mock weak-lensing
analyses is shown in Figure 8, where the black circles
and blue plusses are for high and low noise levels, re-
spectively. The reference value of (c2D,M2D) is shown
as the magenta five-pointed star. The strong correlation
between the scatter in c and in M from different realiza-
tions is clearly seen. For a high noise level, the scatters
extend to a large area along the degenerate direction.
Considering a specific “observation”, the derived mass
(red filled dot) can be higher than M2D (magenta star),
as shown in the left panel, and the corresponding c is then
lower than c2D. For this measurement, the 1σ confidence
region around the best-fit point is shown by the red con-
tour around the red dot. Another measurement giving
rise to a mass that is lower than the reference value and
a concentration higher than the reference one is shown
in the right panel for the high-mass halo. Then, when
we group (c,M) based on the weak-lensing-derived mass,
a halo with a low/high true mass can be grouped into a
high/low weak-lensing-derived mass bin. For those halos,
their derived concentrations from NFW fitting are sys-
tematically lower/higher than their underlying true con-
centrations. Furthermore, because the degeneracy be-
tween c and M shown in Figure 8 is significantly steeper
than the true c–M relation for dark matter halos, thus
the resulting c–M relation derived by the simple χ2 fit-
ting method is affected considerably by this degeneracy
and can be much steeper than the true relation.
Here, we apply a Bayesian method properly taking into
account the scatter in c and M and their covariance.
In this method, we model the probability distribu-
tion of the observed (cob,Mob) given the true (cT ,MT )
at the noise level σn as the 2D Gaussian distribution
in log-space. It is noted that the true (cT ,MT ) here
corresponds to the reference weak-lensing 2D analyses
(c2D,M2D) without noise. The distribution is written as
P (cob,Mob|cT ,MT , σn) =
exp(−1
2
XC−1X T )
2πσMσc
√
1− r2cM
, (20)
where
X = (logMob
MT
log
cob
cT
),
C =
(
σ2
M
rcMσMσc
rcMσMσc σ
2
c
)
.
Here, σM and σc are the standard deviations of logM and
logc with respect to the true values, respectively; rcM is
the Pearson’s correlation coefficient between logM and
logc; X T denotes the transposed vector X ; and C−1 is
the inverse of the covariance matrix, C.
As seen in the upper right panel of Figure 5, given an
MT , scatter exists in the value of cT . Taking into account
the scatter, we can write
P (cob,Mob|MT , σn) =∫
P (cob,Mob|cT ,MT , σn)P (cT |MT )dcT ,
(21)
and P (cT |MT ) is modeled approximately by
P (cT |MT )dcT = 1√
2πσin
exp
[
−
log2 cT〈cT 〉
2σ2in
]
d log cT , (22)
where 〈cT 〉 and σin are the median value and the intrinsic
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Figure 8. Scatter in weak-lensing determined (c,M) for two clusters, one from a low-mass sample (left) and one from a high-mass sample
(right). Two noise levels are considered with ng = 30 arcmin−2 and σǫs = 0.4 (black circles), and ng = 80 arcmin
−2 and σǫs = 0.2
(blue plusses), respectively. At each noise level, we generate 100 mock weak-lensing observations for each of the two clusters with different
realizations of the intrinsic ellipticities of background galaxies. The black circles/blue plusses are the best-fit results of (c,M) from individual
realizations. The magenta symbol in each panel indicates the reference (c2D,M2D) without noise. The red symbol in each panel shows the
result from one particular realization and the red contour is the corresponding 1σ measurement error range.
dispersion of cT given MT , respectively. For 〈cT 〉, it is
determined directly fromMT by using the c–M relation.
It is this relation that we aim to extract from a sample
of weak-lensing studied clusters.
From above, the probability of (cob,Mob) given a σn
can be written as
P (cob,Mob|σn) =
∫∞
Mlow
P (cob,Mob|MT , σn)dn(MT )∫∞
Mlow
dn(MT )
,
(23)
and further the probability of cob given (Mob, σn) as
P (cob|Mob, σn) =
∫∞
Mlow
P (cob,Mob|MT , σn)dn(MT )∫∞
Mlow
P (Mob|MT , σn)dn(MT )
,
(24)
where Mlow is the lower mass limit for integration show-
ing the mass-limited selection effect, and n(MT ) is the
halo mass function taken from Tinker et al. (2008) (see
the Appendix). The probability of Mob given (MT , σn)
is
P (Mob|MT , σn) =
∫
P (cob,Mob|MT , σn)dcob. (25)
From Equation (24), we then obtain the theoretically
expected median concentration 〈cob,model〉 given a c–M
relation for 〈cT 〉 and MT by∫ ∞
〈cob,model〉
P (cob|Mob, σn)dcob = 1
2
. (26)
With a large observational sample of weak-lensing stud-
ied clusters, we can fit 〈cob,model〉 to the median value of
the observed c of different Mob bins to extract the un-
derlying c–M relation. It is done by minimizing the χ2
defined by
χ2 =
∑
i
(log ci − log 〈cob,model〉i)2
σ2i
. (27)
Comparing to Equation (17), 〈cob,model〉i is calculated by
Equation (26), rather than by the simple c–M relation
with Mob being assumed to be the true mass.
For small samples with a limited number of clusters, we
can derive the c–M relation parameters (A,α) by maxi-
mizing the likelihood
lnL =
∑
i
lnPi(cob,Mob|σn) (28)
where i marks the i-th observed cluster.
In the Bayesian approach here, the scatter and covari-
ance of cob and Mob given MT are taken into account in
the matrix C. We calculate C with our simulated mock
weak-lensing analyses for all of the 1756 clusters by con-
sidering 18 different noise levels with σn in the range of
[0.03, 0.2]. For each cluster at each noise level, 100 mock
observations are generated, similar to that shown in Fig-
ure 8. Based on the 100 best-fit values of (cob,Mob) for
each (cT ,MT ), the corresponding scatter (σM , σc) and the
correlation coefficient rrM are calculated. From the left
panel of Figure 2, it is seen that M2D (i.e., MT here)
is very close to the true mass of halos M200. We thus
use MT = M200 in the calculations here. For cT , we set
cT = c2D, keeping in mind that the 2D reference value
c2D is systematically lower than that of the 3D halos,
c3D, by about 10%. We then calculate the median val-
ues of σM , σc and rcM within different mass bins. Their
quantitative dependencies on the massMT and the noise
level σn are presented in the Appendix.
In Figure 9, we show examples of their dependencies
on σn (top panels) and mass (bottom panels). The black
and red lines are the NFW fitting range from 1′ to 15′ and
from 1′ to 10′, respectively. It is seen clearly that σM , σc,
and correlation coefficient rcM are increasing functions of
the noise level σn, and decreasing functions of mass. This
indicates, in agreement with the results presented in Sec-
tion 4.2.1, that the derived c–M relation from a sample
of weak-lensing studied clusters suffers from the noise ef-
fects if they are not properly taken into consideration.
The dependencies of (σM , σc, rcM) on the mass indicate
the effects of sample selections. Using a narrower range
in the NFW fitting (red lines), both σM and σc are larger,
and rcM is more negative. This explains the larger bias
in the c–M relation from the simple χ2 fitting shown in
Figure 7 (red symbols).
To demonstrate our Bayesian approach, in Figure 10,
16
Figure 9. Dependence of the scatter (σM , σc) and correlation coefficient rcM on the noise level σn (top panels) and mass (bottom panels).
In the top panels, a halo with mass MT = 1014.2M⊙ is considered. In the bottom panels, σn = 0.07, close to our default case. The black
lines are for the NFW fitting range from 1′ to 15′, and the range for the red lines is 1′ to 10′ .
we show the apparent median c–M relation (i.e., (〈cob〉−
Mob) relation) at different noise levels, expected theoreti-
cally from our Bayesian analyses, by using the underlying
c–M relation with A = 4.24, and α = −0.10 in relating
〈cT 〉 to MT (red lines). The lower mass limit is taken
to be Mlow = 1 × 1014h−1M⊙. The black dots are the
fitted (c,M) from individual clusters, and the black dia-
monds are the corresponding median values within differ-
ent weak-lensing-determined mass bins. The black solid
line is for the c–M relation obtained by using the sim-
ple χ2 fitting method to the median values (diamonds)
with the corresponding best fit values of A and α listed
in black. The black dashed line in each panel shows the
c–M relation obtained in the 2D weak-lensing reference
case without noise, where A = 4.24, and α = −0.10. It is
seen clearly that our Bayesian predictions agree with the
data (black diamonds) very well; the larger the noise, the
steeper the apparent 〈cob〉 −Mob relation. Put another
way, the results here show that by using the Bayesian
method, we can expectedly extract the underlying c–M
relation unbiasedly from the noise affected data.
With our Bayesian method, we refit the 32 noise level
large samples (the same samples used in deriving the re-
sults of Figure 7) using Equation (27). In the fitting,
Mlow is fixed to be 1 × 1014h−1M⊙, consistent with our
simulation samples. The results for the derived A and
α are presented in Figure 11. The colors of the symbols
have the same meanings as that in Figure 7. We then
see very clearly that with the Bayesian method, we can
indeed extract the unbiased c–M relation (with respect
to the 2D reference case) successfully for a wide range
of noise levels. This demonstrates the great potential to
probe the underlying c–M relation of dark matter ha-
los using large samples of weak-lensing studied clusters,
keeping in mind the mild difference in A between the 2D
reference case and that of the 3D halos. It is noted that
when σn is too large, the Gaussian approximation used
in Equation (20) may not be valid, and that could intro-
duce a certain level of bias in the derived c–M relation.
4.3. Monte Carlo Analyses for Samples with a Limited
Number of Clusters
The results shown in Figures 7 and 11 are obtained by
analyzing 1756 simulated clusters. On the other hand,
current observational weak-lensing cluster analyses are
still limited to few tens of clusters. For these, the sam-
ple variance can be significant. Here, we perform Monte
Carlo studies for samples similar to Ok10 and Og12.
First, we note that the simple χ2 fitting method,
i.e., Equation(17), is adopted by both Ok10 and by Og12
when deriving the c–M relation. The two consider σi
somewhat differently. Ok10 include only the measure-
ment errors with σi = σme, but Og12 also take into ac-
count the intrinsic dispersion σin. Here for consistent
comparisons, we follow Og12 by using σ2i = σ
2
me + σ
2
in
for both Ok10 and Og12 Monte Carlo analyses. We
take σin = 0.12 (Og12). We also convert their given
(c,M) corresponding to the overdensity ∆vir(z) = 18π
2+
82[Ωm(z)− 1]− 39[Ωm(z)− 1]2 (Bryan& Norman 1998)
to (c,M) corresponding to ∆ = 200 for the NFW profile
(e.g., Hu& Kravtsov 2003; Fedeli 2012).
For Ok10, their sample contains a total of 30 X-ray se-
lected clusters with redshift z ∼ 0.2. With high-quality
Subaru/Suprime-Cam data, they perform detailed weak-
lensing analyses for each of the clusters. To study the c–
M relation, they pick out 19 clusters whose weak-lensing
data can be better fitted by the NFW profile than by the
singular isothermal sphere (SIS). With this subsample of
clusters, they obtain A = 5.75+2.47−1.90 and α = −0.37+0.21−0.2
using the overdensity parameter, ∆ = 200, and the pivot
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Figure 10. Apparent c–M relation. The left is for the noise level with σǫs = 0.4 and ng = 10. The right panel corresponds to σǫs = 0.4
and ng = 30. The small black dots in each panel are the best-fit results from weak-lensing analysis for individual clusters. Black diamonds
denote the median concentration and median mass of the black dots in each mass bin. The error bars are for the range between the first
and third quartiles around the median values. Black solid lines are the fitting results from the simple χ2 fitting method with the best-fit
values of A and α listed in black. The red lines are predicted from our Bayesian method by fixing A = 4.24, α = −0.10, and Mlow = M14.
The dashed line in each panel represents the c–M relation of the 2D reference case with A = 4.24 and α = −0.1..
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Figure 11. Weak-lensing-derived A and α as a function of the noise level σn from our Bayesian method. The black and red symbols are
for fitting ranges (1′, 15′) and (1′, 10′), respectively.
mass, Mp = M14 = 1 × 1014h−1M⊙. For their obser-
vations, the number density of source galaxies is in the
range of ng ∼ 10–30 arcmin−2 and their intrinsic ellip-
ticity parameter σǫs ∼ 0.4.
To check the fitting method with the data given in
their Table 6, taking care of the conversion of (c,M)
corresponding to the overdensity ∆vir to that with re-
spect to ∆200, we refit the c–M relation using Equa-
tion(17) with σi including only the measurement error
σme and Mp = M14. We find A = 5.77 ± 2.19 and
α = −0.37 ± 0.20, almost exactly the same as their re-
sults for ∆ = 200. By including σin = 0.12 in the fit-
ting, the Ok10 data give rise to A = 7.81 ± 3.55 and
α = −0.44 ± 0.25. In the following analyses for Ok10,
we first consider the simple χ2 fitting method, including
σin in deriving the c–M relation. We then also perform
Bayesian analyses using their data and the Monte Carlo
subsamples.
For Monte Carlo analyses corresponding to the sim-
ple χ2 fitting method, we generate 1000 sets of subsam-
ples from our full simulation sample of clusters. Each
set contains 19 clusters with weak-lensing-derived mass
M ≥ 2 × 1014h−1M⊙ and the reduced χ2 ≤ 2 for the
NFW fitting. To populate source galaxies for a cluster
in a subsample, we choose ng randomly in the range of
[10, 30] arcmin−2, and take σǫs = 0.4. We then fit the
1D reduced tangential shear signals for each cluster to
obtain the weak-lensing determined (c,M). The default
fitting range with [1′, 15′] is adopted, which is consistent
with the fitting range adopted by Ok10.
The probability distributions for the derived A (left
column) and α (middle column) from the 1000 subsam-
ples are shown in Figure 12, where the red dashed vertical
lines indicate the best-fit results of Ok10 (including σin
in the fitting), and the black dashed vertical lines show
the median values of the distributions. The right col-
umn shows the results on the A–α plane with the red
circles with error bars for the result of Ok10. The first
and second rows are for the cases without and with noise,
respectively. It is seen that the existence of noise indeed
increases |α| and A and make the result of Ok10 agree
with the Monte Carlo analyses better than the case with-
out noise, although the trend is not very large given the
considered noise levels. We notice that, in the sample
of Ok10, their weak-lensing-derived c defined by ∆vir is
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in the range of [2, 10], which corresponds approximately
to c ∼ [1.5, 8] defined by ∆ = 200. In the third row of
Figure 12, we show the results by adding the constraint
of c = [1.5, 8] in generating subsamples. We see that
this additional constraint tends to lower the values of
|α| somewhat as expected. The agreement in α between
Ok10 and the Monte Carlo results is still reasonable, but
A from Ok10 lies at the tail of the distribution.
For the top three rows, the pivot mass is Mp =
1014h−1M⊙, the same as that used in Ok10. With
this choice, A and α are strongly correlated as seen
from the last columns, indicating that the errors in A
and α of Ok10 are not independent of each other. In
the fourth row, we show the results by choosing Mp =
3× 1014h−1M⊙. In this case, the correlation between A
and α is largely removed, and thus the errors of A and
α are nearly independent, making the comparison of the
Ok10 result with the Monte Carlo analyses easier. From
the right panel of the fourth row, we see from taking into
account the noise effect, that the slope α in the c–M
relation obtained from Ok10 is not significantly different
from the result from simulations. On the other hand, the
amplitude A is larger than the simulation result. In the
fifth row, we show the result based on the fitting range of
[1′, 10′]; the slope is slightly steeper than the result using
the fitting range of [1′, 15′].
To see the sample selection effect, in the bottom pan-
els of Figure 12, we show the Monte Carlo results for
subsamples generated from the parent halo sample with
true mass M200 ≥ 3.57M14. It is seen that in this case,
the agreement between the Ok10’s observational result
and that of the Monte Carlo simulations improves sig-
nificantly. This shows the importance of understanding
the sample selection function in making comparisons be-
tween observational and theoretical results. It is inter-
esting to note that the true mass limit M200 ≥ 3.57M14
adopted here is obtained by performing our Bayesian
analyses to Ok10’s data to be described in the follow-
ing.
For Bayesian analyses using Ok10’s data, we regener-
ate 10, 000 realizations of the data set. For each realiza-
tion, we randomly pick up a point in the (c,M) plane
according to the 2D error distribution around (cob,Mob)
given by Ok10 for each cluster. The error distribution is
assumed to be 2D Gaussian in log-space with the disper-
sions in c and M taken to be their measurement errors
from Ok10. The cross-correlation coefficient for the error
distribution is taken from the fitting relation of rcM−MT
obtained from our simulation analyses with NFW fitting
range [1′, 15′] shown in the Appendix, where best-fitMob
from Ok10 is used as MT . We then perform a Bayesian
fitting using Equation (28) for every one of the 10, 000
realizations, each with 19 data points. The pivot mass
Mp = 3M14 is adopted here. Note that withMp = 3M14,
we have A ≃ 3.80 for our 2D reference case using the MS
cluster sample.
As a test, we first fix the underlying c–M relation with
(A,α) = (3.80,−0.1) and vary only the selection function
Mlow in the fitting. For each realization of the data set,
the best-fit value of Mlow is recorded. We find that the
median value of Mlow/M14 is 3.57
+0.21
−0.20 where the errors
present the 68% confidence range. This is the mass limit
used in the analyses shown in the bottom panels of Figure
12. The likelihood at this median Mlow is lnL ∼ 11.08
for Ok10’s best-fit (cob,Mob). This indicates that if Ok10
clusters are indeed in accord with the selection function
with M ≥ Mlow = 3.57M14, the apparent steep c–M
relation seen in Ok10 is actually largely consistent with
the underlying true c–M relation, once the noise effects
are properly taken into account in the Bayesian analyses.
We then perform Bayesian fitting with all three pa-
rameters (A,α,Mlow) set to be free, and record their
best-fit values from each of the 10, 000 realizations. Af-
ter marginalization, we find that the 1D marginal me-
dian values are A = 4.22+0.71−0.65, α = −0.34+0.22−0.20, and
Mlow = 3.56
+0.25
−0.21, respectively. Here, the errors corre-
spond to the 68% confidence ranges. The likelihood for
this set of median values is lnL ∼ 11.51. In Figure 13,
we show, in red lines, the 2D probability contours (up-
per rows) and 1D distributions (bottom row) constructed
from the 10, 000 best-fit results. The red dots in the top
two panels and the red lines in the lower panels indi-
cate the corresponding marginal medians. The contours
present 2D isodensity levels enclosing 68% and 95% of
the probability of the 10,000 fittings. Histograms in the
bottom rows show the corresponding 1D probability dis-
tributions.
For comparison, we also construct 10,000 subsamples,
each containing 19 clusters from our MS sample. The
subsamples satisfy the same selection criteria as that
shown in the bottom panels of Figure 12, i.e., only clus-
ters with reduced χ2 ≤ 2 for NFW fitting, observed
c ∼ [1.5, 8] and the true mass larger than 3.57M14 are
included. The Bayesian fitting results for these simu-
lated subsamples are shown in black in Figure 13. It
is seen that although the results of Ok10 for (A,α) are
somewhat biased in comparison to the subsamples based
on the MS simulation, the differences are within 1 − σ
ranges. Therefore, again, we see that by properly model-
ing the noise effects and the selection function, the higher
A and the steeper α seen in Ok10 may not pose serious
challenges to the ΛCDM cosmology.
It should be mentioned that Ok10 point out that their
sample is indistinguishable from a volume-limited sample
with X-ray luminosity LX/E(z)
2.7 ≥ 4.2 × 1044erg s−1,
where E(z) = H(z)/H0. Therefore, it is appropriate to
regard their sample as a mass limited one and to useMlow
to model the selection effect in our Bayesian analyses.
On the other hand, for Og12, their sample is strong-
lensing selected. The selection function is more compli-
cated than that of the mass limited one. In principle, we
can incorporate the selection function into the Bayesian
analyses. On the other hand, because Og12 use the sim-
ple χ2 fitting in their c–M relation analyses, here we
choose to only perform Monte Carlo studies for Og12
with the simple χ2 fitting. In other words, we compare
the apparent c–M relation.
Og12 analyze 28 clusters selected by strong lensing
properties through the Sloan Giant Arcs Survey (SGAS)
from the SDSS. The average redshift of the clusters is
z ≈ 0.46. The weak-lensing observations are done with
the Subaru/Suprime-cam. For each cluster, they analyze
the density profile in two ways, using the weak-lensing
data alone and combining the weak-lensing data with the
Einstein radius determined from the strong lensing giant
arcs. For the latter, they obtain the c–M relation corre-
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sponding to ∆vir with A ≈ 7.7±0.6 and α ≈ −0.59±0.12
with the pivot mass Mp = 5 × 1014h−1M⊙. Using the
weak-lensing only results, shown in their Table 4 and
converting them to (c,M) corresponding to ∆ = 200, we
fit the c–M relation and get A = 5.28 ± 0.6 and α =
−0.94± 0.12 for the pivot mass Mp = 5× 1014h−1M⊙.
For the Monte Carlo studies, we use our 1690 + 66
simulated halos at z = 0.46. For each halo, we popu-
late source galaxies at z = 1.12 with the number den-
sity ng chosen randomly in the range of [7, 18] arcmin
−2
and σǫs = 0.4, consistent with the values in Og12. We
perform the NFW fitting to the 1D reduced tangential
shear signals to obtain (c,M) for each map. The default
fitting range is from 0′.4 to 8′ and the concentration is
limited in the range of [0.01, 39.81]. We then randomly
select 28 clusters with the weak-lensing-derived mass,
≥ 0.5×1014h−1M⊙, to form one realization and generate
1000 realizations in total. We also generate 1000 realiza-
tions for the case without noise for comparison. To take
into account the strong lensing selection, we estimate the
Einstein radius θE with the strong lensing source at red-
shift z = 2 for each halo by looking for the place where
the mean convergence κ(θE) = 1. Adding the criterion
of θE > 5
′′, 191 low-mass and 44 high-mass halos are se-
lected. From them we regenerate 1000 realizations each
containing 28 clusters. The same procedures are also
performed for subsamples with a larger Einstein radius,
θE > 8
′′.
The results are shown in Figure 14, where the red lines
and symbols are for the weak-lensing only result of Og12
with A = 5.28 ± 0.6 and α = −0.94 ± 0.12. In the
case without noise (first row), the Og12 result is grossly
away from the bulk of the Monte Carlo results, showing
a strong inconsistency. With the noise included (second
row), the slope α is strongly enhanced, and the Og12
result is in good agreement with that from Monte Carlo
analyses. However, the value of A from Og12 is still
significantly higher.
Further taking into account the strong lensing selec-
tion with θE > 5
′′ (third row), which tends to pick up
halos with high concentrations, the agreement between
the Og12 result and the Monte Carlo results improves
considerably. Still, A from Og12 is higher than that
from the Monte Carlo simulations. In Og12’s analysis,
the fitting range is up to about 2.7θ200, on average, where
θ200 = r200/Dd(z = 0.46). For a test, we regenerate 1000
realizations by using the fitting range of [0′.4, 2.7θ200] for
each halo with much a larger FOV. The result is pre-
sented in the fourth row of Figure 14. The slope α from
Monte Carlo analyses is slightly flatter but the normal-
ization is almost unchanged. The last row presents the
results with θE > 8
′′. With the selection of this larger
Einstein radius, the agreement between the simulation
results and that of Og12 improves further but the differ-
ences are still seen and A is higher in Og12.
It is noted that in both Ok10 and Og12, they discuss
whether the steeper α can be attributed to the known
degeneracy between c and M . They randomly sample
(c,M) in the region corresponding to the posterior dis-
tributions of weak-lensing-determined c and M for each
cluster and then perform a simple χ2 fitting to the re-
sampled data to derive the c–M relation. They conclude
that the effects are not significant. It should be noted
however, that the posterior distributions are around the
best-fit values of c andM , which can already be deviated
from the reference (c,M) (see Figure 8). Therefore, such
resampling cannot fully reveal the noise effects if the sim-
ple χ2 fitting is done for analyzing the c–M relation. In
Ok10, they also perform Monte Carlo analyses based on
an artificial cluster sample without intrinsic correlations
between c and M . They find α ∼ −0.06 from Monte
Carlo weak-lensing analysis with noise. For our cluster
samples, the underlying c–M relation for dark matter ha-
los has α ∼ −0.1. Thus, the increase of median |α| due
to noise (the middle panel of the second row of Figure
12) is ∼ 0.164− 0.1 = 0.06, consistent with the result of
Ok10. Although the bias of α is small for the noise level
considered here, the scatter is significantly increased by
the noise.
In summary, our Monte Carlo analyses show that by
including a proper mass selection function Mlow, the ob-
servational result of Ok10 is, within 1− σ range, consis-
tent with the simulation results based on the MS cluster
sample, and the apparently steep slope α for the c–M
relation can be largely explained by the noise effects and
the sample variance. For Og12, the noise effects can ac-
count for the steep α but the amplitude A of the derived
c–M relation is considerably higher than that of simula-
tions. The probability of finding Og12’s result is some-
what low even for a selection function with a quite large
Einstein radius.
5. DISCUSSION
Based on the halo catalog from the Millennium Sim-
ulation, we generate mock weak-lensing data for ∼ 2000
clusters and systematically investigate the effects of dif-
ferent center finding methods and the noise on the weak-
lensing-derived c–M relation.
Four different methods of center identification using
weak-lensing data alone are explored. In agreement with
other studies (e.g., Dietrich et al. 2012), we find that
both the shape noise and the smoothing can lead to
misidentifications of centers. For high-mass halos, their
intrinsically irregular mass distribution can also consid-
erably affect the center identifications. In general, the
performance of a center identification method in a weak-
lensing regime mainly depends on the S/N. For interme-
diate redshift clusters, the quantity ESN = (Dds/Ds)/σn
can be used as an indicator to estimate the efficiency of
weak-lensing center identification methods. Among dif-
ferent methods, our newly proposed two-scale smooth-
ing method, 2K05K, performs the best. Our simulation
analyses show that for ESN ∼ 10, at least 90% of the
identified centers by 2K05K have offsets to the true cen-
ters being less than rs, demonstrating its great potential
in weak-lensing cluster studies.
For NFW profile constraints, consistent with other
studies (e.g., Mandelbaum et al. 2010; George et al.
2012), we notice that the center offset alone can lead
to a large negative bias to the fitted mass and concen-
tration parameter if it is larger than rs. On the other
hand, unlike studies in which centers are defined inde-
pendent of weak-lensing data, we identify centers from
weak-lensing analyses. Therefore, the located centers do
have high apparent weak-lensing signals, either associ-
ated with real subclumps for massive halos or due to
the chance alignments of source galaxies leading to high
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Figure 12. Results from 1000 mock realizations compared with the result of Ok10. The first and second rows are for the cases without
and with noise, respectively. The third row shows the results for clusters with a weak-lensing-derived concentration of 1.5 ≤ c ≤ 8. For
the fourth row, the data for fitting is the same as that for the third row but the pivot mass is taken to be Mp = 3 × 1014h−1M⊙. The
fifth row is for the results using the NFW fitting range of [1′, 10′]. For the bottom row, a selection condition with M ≥ Mlow = 3.57M14 is
applied to the subsamples. The left two columns present the probability distributions for A and α, respectively. The vertical dotted lines
show the corresponding median values, and the red dashed vertical lines are for the result of Ok10. The right column shows the results on
the A− α plane with the Ok10 result represented by the red symbols with error bars.
false peaks for relatively low-mass halos. Consequently,
with these contributions, the net biases on the mass and
concentration parameter are actually smaller than that
from the pure effect of center offset without including
these additional signals.
Concentrating on statistically analyzing the c–M rela-
tion from a sample of weak-lensing studied clusters, each
with an NFW fitted (c,M), we find that for our default
case with ng = 30 arcmin
−2 and σǫs = 0.4, using centers
identified by 2K05K gives rise to almost the same result
on the c–M relation as that using the true centers in the
NFW profile fitting. Again, this shows the feasibility of
finding centers in weak-lensing cluster analyses.
Regarding the shape noise effects, our systematic anal-
yses, assuming different noise levels, reveal that they
can significantly affect the apparent c–M relation from
weak-lensing studies. If the simple χ2 fitting method
is adopted in deriving the c–M relation from a sample
of weak-lensing analyzed clusters, we generally obtain
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a steeper slope parameter α, in line with a number of
observational studies (e.g., Sereno& Covone 2013, Og12,
Ok10). This is mainly due to the scatter associated with
the weak-lensing determined (c,M) and their covariance,
which are not properly accounted for in the simple χ2 fit-
ting.
For the stacking analyses based on the weak-lensing-
derived mass, similar problems exist; thus similar noise
effects occur and lead to a steeper c–M relation than the
true one. On the other hand, if the stacking is based
on true mass, the derived c–M relation shows no signif-
icant bias with respect to the true c–M relation. Ob-
servationally, we do not directly know the true mass of
halos. However, if we have other weak-lensing indepen-
dent observables that strongly correlate with the under-
lying true mass of halos, they can be used to group clus-
ters for stacking. We then expect no significant bias in
the derived c–M relation. For that, the galaxy-galaxy
lensing technique can be advantageous for either the
luminosity or the stellar mass of foreground galaxies,
which are often used to form bins for stacking analy-
ses (e.g., Mandelbaum et al. 2006; Li et al. 2009). They
are shown to be good tracers of their host halo mass
(Yang et al. 2007). The galaxy-galaxy lensing analyses
of Mandelbaum et al. (2008) indeed give rise to a c–M
relation that is rather consistent with the 3D result with
a slope of α ∼ −0.1.
On the other hand, concerning weak-lensing analyses
alone, and the apparent steep c–M relation seen from the
simple χ2 fitting, we further develop a Bayesian method
in probing the c–M relation, taking into account (c,M)
scatter and covariance. The sample selection effect is
also considered by invoking a lower mass limit for a mass
selected sample. In principle, more complicated selection
functions suitable for different samples can be incorpo-
rated into the Bayesian method. Our results show that
with the Bayesian method, we can extract the underly-
ing c–M relation of dark matter halos faithfully from the
apparently noise-affected data for a wide range of noise
levels.
Having finished our analyses, we note a recent study
by Auger et al. (2013). They perform constraints on the
c–M relation by combining the information of Einstein
radius and optical richness for 26 group and cluster-scale
objects also using a Bayesian approach. They also point
out that the steep slope found by some previous studies is
likely due to the degeneracy between concentration and
mass.
To account for the sample variance of samples contain-
ing a limited number of clusters, we conduct Monte Carlo
analyses with respect to the samples of Ok10 and Og12.
We find that the noise effects significantly contribute to
the apparently steep α in the c–M relation obtained by
Ok10 and by Og12. Our Bayesian analyses show that if
a lower mass limitMlow = 3.57×1014h−1M⊙ is adopted,
the Ok10 result is reasonably consistent with that of the
MS clusters within 1 − σ range. For Og12, while the
slope α is consistent with that of MS clusters including
the noise effects, the amplitude parameter A in the c–M
relation is higher from Og12, even with the strong-lensing
bias taken into consideration.
It is noted that MS is a dark matter-only simula-
tion without including baryonic physics. It is believed
that baryonic cooling and star formation tend to in-
crease the concentration of the halo mass distribution
(e.g., Duffy et al. 2010; Giocoli et al. 2012; King& Mead
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Figure 14. Results from 1000 mock realizations constructed from MS clusters mimicking the 28 clusters of Og12. The first and second
rows are for the 1000 realizations without and with noise, respectively. The third row shows the results for strong lensing-selected samples
with θE ≥ 5
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for the probability distributions of A and α, respectively. The vertical dotted lines show the median values of the distributions. The right
column shows the results on the A–α plane. Here the pivot mass Mp = 5×M14 is adopted.
2011). On the other hand, feedback from supernova and
AGNs can heat the gas and suppress star formation.
Therefore, the overall effects of the baryonic compo-
nent on the density profile of cluster-scale halos may not
be significant (e.g., Duffy et al. 2010; Mead et al. 2010;
Fedeli 2012).
It should also be pointed out that MS adopts
the cosmological model with a higher σ8 = 0.9
and lower ΩM = 0.25 than the current best model
from latest observations, e.g., WMAP7 and Planck
(Planck Collaboration et al. 2013; Komatsu et al. 2011).
Varying cosmological models can affect the properties
of dark matter halos and therefore their c–M relation
(Zentner& Bullock 2003; Ruiz et al. 2011). It is shown
that while the slope α is not sensitive to cosmologi-
cal models, the amplitude A is (e.g., Dolag etal. 2004;
Maccio` et al. 2008; Duffy et al. 2008). For instance, A
for WMAP1 cosmology is about 19% higher than that of
WMAP5 model, and the slope α is consistent with −0.1
in both models (Maccio` et al. 2008; Duffy et al. 2008).
However, very recent studies perform a direct compar-
ison of halo concentration from the MS and predict from
the Planck cosmological model (Ludlow et al. 2014). The
results show that for cluster-scale halos, the concentra-
tion parameter is nearly the same for the two models.
This is because the Planck cosmological model has a
larger Ωm than that of MS, although σ8 is smaller.
Our analyses for massive halos show that substructures
can affect the center identifications, and also lead to a
negative bias to 2D concentration in comparison with
that of 3-D halos (see also Giocoli et al. 2012; Bahe´ et al.
2012). It has been shown that a halo with lower con-
centration and higher mass and a halo formed later
tend to contain a higher fraction of mass in substruc-
tures (Gao et al. 2004; Giocoli et al. 2010; Contini et al.
2012). The change of cosmology is expected to affect the
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mass accretion history and therefore the subhalo abun-
dances. However, recent analyses of Gao et al. (2012)
and Wang et al. (2012) show that substructure abun-
dances are not very sensitive to cosmological models.
For example, Wang et al. (2012) find that subhalo abun-
dances at given host halo mass are very similar between
MS and WMAP7 cosmology, although MS has a higher
σ8.
Overall, our results presented here based on MS-
simulated clusters may not be seriously affected by the
specific cosmological model adopted by MS. The reason-
able agreement between our simulation analyses, includ-
ing the noise and selection effects and that of Ok10 for
the c–M relation, may indicate that our current under-
standing of the structure formation is well on track. On
the other hand, the somewhat larger A seen in Og12 still
deserves further studies.
Apart from comparing with Ok10 and Og12, in this
paper, we emphasize the methodology of center identifi-
cation using weak-lensing analyses alone, and the noise
effects on the weak-lensing-derived c–M relation. Future
weak-lensing observations can result in a large number
of clusters with high signal-to-noise ratios. We expect
that both our newly proposed 2K05K center identifica-
tion method, and the Bayesian method in deriving the
c–M relation from a sample of weak-lensing studied clus-
ters can have important applications in future cosmolog-
ical studies.
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APPENDIX
BAYESIAN APPROACH IN PROBING c–M RELATION
In the Bayesian analyses shown in Section 4.2.2, the distribution of P (cob,Mob|cT ,MT , σn) is crucial. Modeled as a
2D Gaussian distribution, it can be written as
P (cob,Mob|cT ,MT , σn) = 1
2πσMσc
√
1− r2cM
exp
[
−σ
2
c log
2Mob
MT
+ σ2
M
log2 cobcT − 2rcMσMσclog
Mob
MT
log cobcT
2(1− r2cM)σ2Mσ2c
]
, (A1)
where the inverse matrix C−1 in Equation 20 is written out explicitly.
To analyze the dependencies of σM , σc, and rcM on the noise level σn and the mass and concentration parameter
of halos, we consider 18 different noise levels with σn in the range of [0.03, 0.2] for each of the 1756 halos of our
parent sample. At each σn, we generate 100 mock weak-lensing data with different realizations of the source galaxy
distribution and intrinsic ellipticities for each cluster, and perform NFW fitting to each of the mock data. From the
100 best fit (c,M) of a cluster with the true (cT ,MT ), we can then calculate the corresponding σM , σc and rcM . We
find that they are sensitive to σn and MT (see Figure 8 for example) but nearly independent of cT .
For our specific catalogs at zd = 0.2, when the NFW fitting range is from 1
′ to 15′, we obtain
σM(MT , σn) =
[−0.71σ2n + 2.73σn − 0.02] (MTM14 )7.48σ2n−1.27σn−0.46,
σc(MT , σn) =
[
(6.23σn)
4 − (9.77σn)3 + (12.66σn)2
]
(MTM14 )
6.83(σn−0.09)
1.10−1,
rcM(MT , σn) =
[
0.94exp
[
− (σn−0.2)20.092
]
+ 0.40
]
(MTM14 )
0.57exp
[
− (σn−0.045)
2
0.062
]
−0.81 − 1.
For the fitting range from 1′ to 10′, we have
σM(MT , σn) =
[−6.45σ2n + 4.19σn − 0.05] (MTM14 )9.98σ2n−0.66σn−0.43,
σc(MT , σn) =
[
(6.98σn)
4 − (10.93σn)3 + (14.20σn)2
]
(MTM14 )
3.60(σn−0.075)
0.76−1,
rcM(MT , σn) =
[
1.04exp
[
− (σn−0.2)20.072
]
+ 0.30
]
(MTM14 )
0.83exp
[
− (σn−0.045)
2
0.072
]
−1.13 − 1.
For the intrinsic distribution of the concentration parameter of cT given MT , we use
P (cT |MT )dcT = 1√
2πσin
exp
[
− (log cT − log 〈cT 〉)
2
2σ2in
]
d log cT , (A2)
where σin is the intrinsic dispersion of cT . We take σin ≃ 0.12 in our calculations. We have tested σin ≃ 0.17 in
accord with the dispersion of the 2D reference case (see the upper right panel of Figure 5), and the results change little.
With P (cob,Mob|cT ,MT , σn) and P (cT |MT ), we can further obtain the probability of the observed (cob,Mob) for a
halo with true mass MT , which is given by
P (cob,Mob|MT , σn) =
∫
P (cob,Mob|cT ,MT , σn)P (cT |MT )dcT . (A3)
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With Equations (A1) and (A2), P (cob,Mob|MT , σn) can be expressed by
P (cob,Mob|MT , σn) = 1
2πσ˜
exp
{− (σ2in + σ2c )log2MobMT + σ2M log2 cob〈cT 〉 − 2rcMσMσclog MobMT log cob〈cT 〉
2σ˜2
}
, (A4)
with σ˜2 = σ2
M
[
σ2in + σ
2
c − r2cMσ2c
]
and log 〈cT 〉 = 〈log cT 〉 = logA + αlog MTMp , where A and α are the normalization
and slope of the c–M relation (see Equation (2)).
Considering a mass-selected sample of clusters, we then have the probability of (cob,Mob) given σn as
P (cob,Mob|σn) =
∫∞
Mlow
P (cob,Mob|MT , σn)dn(MT )∫∞
Mlow
dn(MT )
, (A5)
and the probability of cob given (Mob, σn) as
P (cob|Mob, σn) =
∫∞
Mlow
P (cob,Mob|MT , σn)dn(MT )∫∞
Mlow
P (Mob|MT , σn)dn(MT )
, (A6)
where Mlow denotes the lower mass limit of the sample and n(MT ) is the halo mass function. The probability of Mob
for a halo with mass MT can be written as
P (Mob|MT , σn)dMob = 1√
2πσM
exp(− (logMob − logMT )
2
2σ2
M
)d logMob. (A7)
For the mass function n(MT , z) in comoving coordinates, we adopt the Tinker form (Tinker et al. 2008) given by
dn(MT , z) = f(σ)
Ωmρcrit,0
MT
d lnσ−1
dMT
dMT , (A8)
where ρcrit,0 is the current critical density of the universe, σ(MT , z) is the rms of matter perturbations at redshift z
and filtered on a scale enclosing mass MT . The fitting formula for f is
f(σ) = ATin[(σ/bTin)
−aTin + 1]exp(−cTin/σ2), (A9)
where ATin, aTin, bTin and cTin are the best-fit parameters which depend on redshift and overdensity ∆. For our mass
definition with 200ρcrit, we get ATin = 0.218, aTin = 1.701, bTin = 1.777 and cTin = 1.420 at z = 0.2.
For large samples, the expected median concentration 〈cob,model〉 within a mass bin based onMob can be determined
by ∫ ∞
〈cob,model〉
P (cob|Mob, σn)dcob = 1
2
, (A10)
and they are fitted to the corresponding observational data to derive the underlying c–M relation.
For small samples, the c–M relation is estimated by maximizing the likelihood
L =
∏
i
Pi(cob,Mob|σn). (A11)
