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Inhaltsangabe
In dieser Arbeit werden die strukturellen, elektronischen und magnetischen Eigen-
schaften von Nanostrukturen an Oberachen, insbesondere fur ultradunne Filme
und einzelne Adatome, untersucht. Hierzu wird die Dichtefunktionaltheorie mittels
der implementierten 'Full-Potential Linearized Augmented Plane Wave' (FLAPW)
Methode verwendet. Im Schwerpunkt dieser Arbeit liegen komplexe nichtkollineare
Spinstrukturen, die aufgrund von konkurrierenden Wechselwirkungen und dem Ef-
fekt der Spin-Bahn-Kopplung auftreten konnen.
Zunachst wird die Herkunft von solchen Strukturen untersucht. In
nichtkollinearen magnetischen Ordnungen sind die Spins benachbarter Atome weder
parallel noch antiparallel zueinander ausgerichtet, sondern konnen jeden beliebi-
gen Winkel einschlieen. Solch eine Spinkonguration ndet sich z. B. in einer
Monolage von Cr auf Pd(111). Diese weist einen Neel-Zustand auf, welcher sich
durch einen Winkel von 120 zwischen den magnetischen Momenten benachbarter
Atome auszeichnet. Es wird gezeigt, dass dieser magnetische Grundzustand durch
die topologische Frustration der antiferromagnetischen Austauschkopplung zwischen
nachsten Nachbarn hervorgerufen wird. Die Simulation von Bildern der spinpolar-
isierten Rastertunnelmikroskopie (RTM) erlaubt den direkten Vergleich mit dem
Experiment und ermoglicht so die erste Beobachtung eines theoretisch vorherge-
sagten sowie experimentell nachgewiesenen Neel-Zustandes. Ein noch interessan-
terer nichtkollinearer Grundzustand tritt in der Doppellage Mn auf W(110) auf.
Hier sind die magnetischen Momente einer antiparallelen Spinanordnung senkrecht
zur Oberache verkippt und rotieren auf einem Kegel mit einem Onungswinkel
von 30. Es wird demonstriert, dass dieser transversale konische Spinspiralenzus-
tand von Spinwechselwirkungen hoherer Ordnung verursacht wird. Der erste Fund
einer solchen komplexen magnetischen Struktur an einer Oberache verdeutlicht
die Relevanz der Spinwechselwirkungen uber den paarweisen Heisenberg-Austausch
hinaus.
Weiterhin enthalt diese Arbeit eine Studie des Tunnel-Anisotropie-Magnetowi-
derstandes (TAMR) von einzelnen Atomen, die auf magnetischen dunnen Filmen
auf W(110) adsorbiert sind. Aufgrund der Austauschwechselwirkung zwischen dem
magnetischen Moment des Adatoms und der darunter bendlichen Spinstruktur der
Probe, ist es moglich, den Spin zu rotieren ohne ein externes Magnetfeld anzule-
gen. Somit kann ein direkter Vergleich zwischen dem berechneten TAMR und den
RTM Experimenten stattnden. Es wird gezeigt, dass der TAMR vom Mischen
von d-Zustanden mit unterschiedlicher Orbitalsymmetrie aufgrund der Spin-Bahn-
Kopplung herruhrt. Dieses Mischen verursacht magnetisierungsrichtungsabhangi-
ge Anderungen in der Vakuumzustandsdichte, die fur ein einzelnes Co-Adatom auf
einer Doppellage Fe auf W(110) in etwa 20% betragen. Tauscht man dieses Co-Atom
durch ein Ir-Atom mit starkerer Spin-Bahn-Kopplung aus, so kann der TAMR um
einen Faktor von bis zu vier erhoht werden. Fur Co-Atome, die auf einem Film
adsorbieren, welcher wie die Mn-Monolage auf W(110) einen Spinspiralenzustand
auf atomarer Skala besitzt, rangiert der TAMR im Bereich von  25% bis +25%.
Abstract
In this thesis, the structural, electronic, and magnetic properties of nanostructures at
surfaces, such as ultra-thin lms and single adatoms, are explored based on density
functional theory as implemented within the full-potential linearized plane wave
(FLAPW) method. The focus of this work are complex non-collinear spin structures
due to competing magnetic interactions and the eect of spin-orbit coupling.
First, the origin of non-collinear magnetic structures is examined, i.e., structures
in which the spins of neighboring atoms are aligned neither parallel nor antiparallel
to each other but can take arbitrary angles. Such a non-collinear spin texture is
found in a monolayer of Cr on Pd(111), which exhibits a Neel state with angles of
120 between adjacent magnetic moments. It is demonstrated that this magnetic
ground state arises due to topological frustration of the antiferromagnetic nearest-
neighbor exchange coupling. Spin-polarized scanning tunneling microscopy (STM)
images are simulated and allow for a direct comparison with experimental results
leading to the rst theoretically predicted and experimentally conrmed observation
of a Neel state. An even more intriguing non-collinear magnetic state occurs in the
double layer of Mn on W(110), where the magnetic moments of an antiparallel
spin arrangement are canted with respect to the surface plane and rotate on a
cone with an opening angle of about 30. It is shown that this transverse conical
spin-spiral state is induced by higher-order spin interactions. The rst nding of
such a complex magnetic structure at a surface demonstrates the relevance of spin
interactions beyond pair-wise Heisenberg exchange.
Furthermore, this thesis contains a study of the tunneling anisotropic magnetore-
sistance (TAMR) of single atoms adsorbed on magnetic thin lms on W(110). Due
to the exchange coupling of the magnetic moment of the adatom to the underly-
ing sample's spin structure, it is feasible to rotate the spin without an external
magnetic eld and allow a direct comparison of the calculated TAMR with STM
experiments. It is demonstrated that the TAMR stems from the mixing of d states
with dierent orbital symmetry due to the spin-orbit interaction. This mixing in-
duces magnetization-direction dependent changes in the vacuum density of states
that are on the order of 20% for a single Co adatom on the double layer Fe on
W(110). By replacing the Co atom with an Ir atom, which exhibits a stronger
spin-orbit coupling, the TAMR can be enhanced by a factor of up to four. For Co
adatoms adsorbed on the Mn monolayer on W(110), which shows an atomic-scale
spin spiral state, the TAMR is found to be in the range of  25% to +25%.
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1 Introduction
Nowadays, the fast processing and storage of huge amounts of data play a key role
in information technology. In today's hard-disk drives the information is stored in
terms of magnetic bits or domains, i.e., small patches exhibiting a certain magnetic
polarization that can be read as a logical '1' or '0'. A quantity that presents the
benchmark for technology achievements in this area is the so-called areal density,
i.e., the number of bits that can be stored per surface area. For instance, in state-
of-the-art laptop type products released by Hitachi GST an areal density of about
375 Gbits=in2 is achieved [1]. In comparison to the rst commercial hard-disk drive
that has been produced by IBM in 1956 this number has been improved of about
200,000,000 times. A major breakthrough in this eld has been the discovery of the
Giant Magnetoresistance (GMR) in 1988 by P. Grunberg and A. Fert [2, 3], who
were honored by the 2007 Nobel Prize in Physics. It triggered the development of
a new research eld - Spin(elec)tronics. In 1997, only 10 years after the discovery
of the GMR, the magnetoresistive read heads based on the GMR hit the market as
rst generation spintronic devices and accelerated the technology improvement with
annual growth rates of up to 100% for the areal density [4].
Spintronics aims at exploiting the electronic spin degree of freedom by either
adding it to conventional charge based electronic devices or by using it alone. Con-
cerning the performance of non-volatile spintronic devices in comparison to conven-
tional semiconductor devices, one expects an increased data processing speed and
increased integration densities while the power consumption decreases [5]. However,
on the path towards quantum information processing there are several topics to be
dealt with such as the microscopic mechanisms of spin transport and coherence as
well as the understanding of the magneto-and spindynamics concerning magnetic
switching processes. Furthermore, the reduced dimensions of the magnetic elements
require the investigation of magnetism on the nanoscale, which is in the focus of this
thesis.
The spin is a fundamental property of the electron, such as its mass and charge.
It can lead to the formation of a magnetic moment in a solid, and the exchange
coupling can give rise to magnetic ordering, such as ferro- or antiferromagnetism.
Furthermore, the spin and the crystal lattice can couple due to the relativistic eect
of spin-orbit coupling (SOC). It is a well-known fact that this leads to a preferred
magnetization direction within the lattice denoted as magnetocrystalline anisotropy.
Due to the inversion asymmetry at surfaces and interfaces spin-orbit coupling can
also give rise to a coupling of spins known as Dzyaloshinskii-Moriya interaction
1
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Figure 1.1: Schematic illustration of the Dzyaloshinskii-Moriya interaction at the interface
between a ferromagnet (gray) and a metallic substrate with strong spin-orbit coupling (blue).
The Dzyaloshinskii vector D12 is related to the triangle spanned by the two interface spins
S1 and S2 and a substrate atom with large spin-orbit coupling. D12 is perpendicular to the
plane of the triangle. Figure taken from reference [6].
(DMI) [7, 8]. It takes the form
HDMI =  D12  (S1  S2) ;
where S1 and S2 are two atomic spins and D12 denotes the Dzyaloshinskii vector.
At the interface between a ferromagnetic thin layer and a metallic substrate with
strong spin-orbit interaction, the atomic spins and the Dzyaloshinskii vector present
a relative orientation as it is schematically illustrated in Fig. 1.1. The interface spins
and a substrate atom span a triangle that has the Dzyaloshinskii vector as normal
due to symmetry considerations [7, 8]. From Fig. 1.1 as well as the equation above it
is evident that the DMI stabilizes magnetic structures of non-collinear order, such as
spin spirals, where the spins of neighboring magnetic moments are neither parallel
or antiparallel aligned but canted by a constant angle. The impact of this eect
on surface magnetism has been demonstrated for the rst time in 2007 by means
of spin-polarized scanning tunneling microscopy (SP-STM) in a single layer Mn on
W(110) [9], where a long-range modulation superimposed to the pattern of the lo-
cal antiferromagnetic order was observed. It was identied as a spin spiral with a
periodicity of about 12 nm and a unique rotational sense, also known as chirality.
The latter cannot be ascribed to the exchange coupling but is a characteristic of the
DMI. Further observations of the DMI have been made in 2008 while studying a bi-
layer Fe lm on W(110), which exhibits a magnetic domain structure [10]. Domains
are sections of opposite magnetization direction that are separated by domain walls,
which provide a transition from an 'up' magnetized domain to a 'down' magnetized
domain and vice versa. Many properties of a domain wall such as the orientation
of the magnetic domains relative to the crystal lattice as well as the type of the
2
domain wall and its chirality can be governed by the DMI. Thus, this eect needs
to be taken into consideration for the development of novel spintronic devices. For
instance, in Pt/CoFe/MgO and Ta/CoFe/MgO it was observed that the domain
walls are driven into opposite directions by applying a current. This behavior has
been explained based on the left-handed chirality induced by the DMI [11]. Hence,
it can be suggested that current-controlled spintronic devices could be tailored by
selecting the materials adjacent to the ferromagnet.
A very promising nanoscale magnetic structure that is driven likewise by the
DMI and could be used as an information carrier in ultra-dense memory and logic
devices is the skyrmion { a chiral spin structure with a whirling conguration that is
topologically protected and exhibits particle-like properties (cf. Fig. 1.2 (a)) [6, 12].
It has been rst observed in 2009 in bulk magnets such as MnSi [13, 14, 15]. Recently,
the occurrence of a skyrmion lattice in a magnetic thin lm has been reported for
a monolayer of Fe on the (111) surface of Ir [16]. It was shown that the two-
dimensional square lattice of skyrmions is enforced by the four-spin interaction, i.e.,
a spin interaction beyond the pair-wise Heisenberg exchange. Later in this thesis,
a second example will be presented where it is demonstrated that the higher-order
terms are crucial for the magnetic ground state.
In contrast to the situation in the bulk systems, the skyrmion phase in the Fe
monolayer does not need a magnetic eld in order to be stabilized, since it presents
the magnetic ground state of the system. Skyrmions can be moved with electrical
currents of very small density ( 106 Am 2) [17, 18] in comparison to current
densities of approximately 1011 to 1012 Am 2 [6] needed for the motion of domain
walls. Besides the current-induced motion of the skyrmions their small size of only a
few nanometers (or atoms) allows for a signicant reduction of the spacing between
bits with respect to that of domains. While the domain wall width can be as small
as a few nanometers, too, the size of a domain has a lower limit of 30 to 40 nm,
which can hardly be reduced. However, up to now the formation of skyrmions has
been exclusively studied at temperatures below room temperature, although from
the theoretical point-of-view it is expected that skyrmions are also stable at room
temperature [6, 16].
Finally, another route towards novel spintronic devices is given by the tunneling
anisotropic magnetoresistance (TAMR). This eect occurs if two metallic electrodes
are separated by an insulating barrier such as a vacuum layer. The resistance de-
pends on the magnetization directions of one of those electrodes with respect to the
current ow. For instance, in a double layer Fe lm [19] it has been demonstrated
that the domain walls can be detected using a nonmagnetic STM tip since the lo-
cal density of states of the sample depends on the magnetization direction. This
result was explained by means of ab initio calculations and could be ascribed to the
hybridization of states with dierent orbital character. It leads to a dierential con-
ductivity that depends on the magnetization direction and allows for the resolution
of magnetic structures at the nanometer scale.
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Figure 1.2: Sketch of a cycloidal skyrmion in a two-dimensional ferromagnet. The magnetic
moments rotate around an axis perpendicular to the diameter from pointing up at the edges
to pointing down at the center. This gure is taken from reference [6].
The above examples demonstrate the importance of the investigation and un-
derstanding of nanoscale magnetic structures for future spintronic devices. There-
fore, this thesis focuses on the study of nanomagnetism in terms of magnetic and
electronic properties of nanostructures at surfaces and the interpretation of spin-
polarized STM experiments. In particular, non-collinear magnetic structures in thin
lms as well as the TAMR eect at the single-atom limit were investigated. For this
purpose, calculations were carried out within the density functional theory [20, 21],
which is the most successful ab initio theory for real solid state materials. Its imple-
mentation in the FLEUR code [22] is based on the full-potential linearized augmented
plane wave method (FLAPW) [23, 24], one of the most precise density functional
methods and particularly suited for open structures and surfaces as they are studied
in the present work. Based on the rst-principles results several issues will be tack-
led: What kind of a magnetic ground state does an antiferromagnetic single atomic
layer exhibit on a triangular lattice? Which mechanism can give rise to a conical
spin-spiral state in a magnetic thin lm? How large is the inuence of the spin-orbit
coupling in such a complex magnetic structure? How does the TAMR scale in the
ultimate single-atom limit? What happens to the TAMR if single magnetic adatoms
are replaced by nonmagnetic atoms that have a larger spin-orbit interaction?
In density functional theory the electron-electron interaction is incorporated in the
so-called exchange-correlation potential, which implicitly includes all of the magnetic
exchange interactions. Therefore, it is helpful to map the ab initio results to model
Hamiltonians, such as that of an extended Heisenberg model, in order to identify
the magnetic exchange interaction giving rise to the ground state of a system. In
the present work, it is demonstrated that frustration of exchange interactions leads
to a 120-Neel state of a Cr monolayer on Pd(111). Since Pd exhibits only minor
hybridization with the overlying magnetic lm, the tendency towards antiferromag-
netism is preserved in the Cr monolayer leading to a spin frustration in this system
and thus to a non-collinear magnetic ground state. The occurrence of this spin
structure, which has been veried by spin-polarized STM measurements for Cr on
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Figure 1.3: Conical spin-spiral state in the double layer of Mn on the (110) surface of W.
The topmost Mn layer has been colorized with respect to the components of the magneti-
zation. The magnetic moments are rotated from atom to atom by a constant angle around
the rotation axis that is perpendicular to the propagation direction of the spin spiral. In
addition, the magnetic moments are canted with respect to the rotation axis by a cone angle.
Here, green and red indicate a positive and negative alignment, respectively, of the magnetic
moments within the lm plane. The variation of the magnetization direction perpendicular
to the lm plane is denoted by dark and bright colors. The Mn subsurface atoms as well as
the W substrate atoms are presented as gray spheres.
Pd(111), can be explained on the basis of the Heisenberg exchange coupling.
However, it is not a priori clear if the Heisenberg model is suitable for itinerant
magnets such as transition metals. Therefore, it is necessary to consider exchange
interactions beyond pair-wise interactions such as the four-spin interaction and the
biquadratic exchange. Typically, these are neglected to interpret the magnetic or-
der in transition metals, but in the present work it will be demonstrated that these
higher-order spin interactions can play a crucial role in surface magnetism. In par-
ticular, they can induce a canting of the magnetic moments leading to a transverse
conical spin spiral as observed in this thesis for two monolayers of Mn on the W(110)
surface. As illustrated in Fig. 1.3 this spin structure is characterized by a nearly
antiparallel alignment of neighboring magnetic moments and an additional rotation
on a cone perpendicular to the propagation axis of the spiral. The nding of such a
complex spin structure at a surface emphasizes the importance of higher-order spin
interactions.
As mentioned in the beginning, spin coherent transport is one of the main top-
ics that needs to be dealt with on the path towards novel spintronic devices. The
TAMR represents an excellent possibility to circumvent this problem, since it needs
only one magnetic electrode [25]. So far, the TAMR has been studied almost ex-
clusively for tunnel junctions that comprise planar structures such as multilayers
and nonmagnetic materials of a few nanometer thickness. Therefore, it is still under
5
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debate how the TAMR scales down in the single-atom limit. This thesis addresses
the smallest nanostructure that could be used as a potential spintronic device { the
single atom on a magnetic surface. However, the direct comparison of theoretical
and experimental results is a major issue in the investigation of the TAMR in single
atoms, since the techniques used so far for the fabrication of nanoscale contacts did
not allow for a well-dened microscopic structure of the contacts. Here, a system
will be introduced for the rst time that is suited for a direct comparison of theory
and experiment. It comprises a single atom, such as a Co or an Ir atom, that is
adsorbed on a magnetic surface. The magnetization direction of the adatom aligns
to that of the nearest magnetic atoms of the lm below due to the strong exchange
coupling. This allows for an adjustment of the spin direction without the use of an
external magnetic eld. Here, dierent magnetic templates are chosen such as the
domain wall structure in a double layer of Fe on W(110) [19, 26, 27] or the atomic
scale spin-spiral state of a monolayer of Mn on W(110) [9]. In a nanoscale domain
structure the magnetic moment of the adatom can be aligned perpendicular or par-
allel to the lm plane depending on its position on the domain or the domain wall.
In an atomic-scale spin-spiral state, on the other hand, it can take every angle that
is provided by the magnetic moments of the underlying lm. Then, the TAMR can
be studied by comparing the local vacuum density of states above the adatom for
dierent magnetization directions. Since the spin-orbit coupling is imprinted onto
the electronic structure via the magnetization direction dependent hybridization of
dierent d orbitals in the adatom, the density of states becomes anisotropic and
induces the TAMR. This allows for the use of nonmagnetic STM tips and a direct
comparison of theoretical and experimental results. Furthermore, the basic prin-
ciple of the TAMR, namely the magnetization dependent hybridization of d states
with dierent orbital character, can be explained based on a simple model that is
introduced in this work.
This thesis is structured into two parts:
In chapters 2 to 6 the methods and underlying theory of the electronic structure
calculations are introduced. The idea and concept of the density functional theory
to solve the quantum mechanical many-particle problem are presented in chapter
2. The Full Potential Linearized Augmented Plane Wave (FLAPW) method, which
ranks amongst the most accurate implementations of the density functional theory,
is described in chapter 3. In the present thesis the program code FLEUR [22] has
been used, which is based on the FLAPW method. It is particularly suited to treat
systems with complex magnetic structure. Chapter 4 deals with elementary models
of magnetism that provide a basis for the understanding of the ab initio results. The
Stoner model describes the occurrence of ferromagnetism and antiferromagnetism
in terms of the nonmagnetic density of states. The Heisenberg model oers a simple
description of the magnetic interactions in terms of the exchange parameters and
thus discusses the tendency of a system towards non-collinear magnetism. For a
direct comparison of the ab initio calculations and the spin-polarized STM results,
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the spin-polarized Terso-Hamann model is introduced that provides a formulation
of the spin-polarized tunneling current. The implementation of non-collinear mag-
netism in the FLAPW method is presented in chapter 5. Finally, in chapter 6 the
relativistic eect of spin-orbit coupling is presented as well as its implementation in
the FLEUR code.
The results of this thesis are organized in chapters 7 to 9. As a rst example of
a non-collinear magnetic structure the 120 Neel state is discussed in chapter 7. It
has been observed in a monolayer of Cr on the (111) surface of Pd and is driven by
the topological spin frustration. A much more complex magnetic structure, namely
a three-dimensional conical spin-spiral state, is presented in chapter 8. It has been
discovered in a double layer of Mn on the (110) surface of W, and it is demonstrated
here that it can be ascribed to the higher-order spin interactions. Furthermore, the
inuence of spin-orbit coupling eects onto a non-collinear magnetic structure in
terms of the Dzyaloshinskii-Moriya interaction (DMI) and the tunneling anisotropic
magnetoresistance (TAMR) has been studied in this system. In chapter 9 the TAMR
is studied systematically for dierent Cr and Ir ad-atoms on ultrathin lms on the
(110) surface of W. It is explained on the basis of a simple model that describes the
mixing of surface states with dierent orbital character.
7
1 Introduction
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The quantum mechanical treatment of a solid constitutes a complex many-particle
problem. In order to calculate the total energy and the ground state properties of
such a system the non-relativistic Schrodinger equation
Hj	(r1; r2; :::; rN)i = Ej	(r1; r2; :::; rN)i (2.1)
needs to be solved for a multi-dimensional N -particle wave function 	. Since this is
a nontrivial task, approaches like the Born-Oppenheimer approximation have been
made to simplify the problem. The Born-Oppenheimer approximation is based upon
the fact that due to the large dierence in mass, the electrons move much faster than
the nuclei and therefore considers the latter ones as point charges at xed positions.
In this way, the total system can be reduced to a many-electron system in an external
potential vext generated by the atomic nuclei.
Due to the antisymmetry and the multi-dimensionality of the N -electron wave
function 	(r1; r2; :::; rN), the remaining many-electron problem is still very com-
plex and computationally demanding. Typical approaches to solve the resulting
Schrodinger equation, such as the full diagonalization, lead to an exponential in-
crease in the computational eort with the number of electrons. In order to treat
this problem in an ecient way, the density functional theory (DFT) chooses the
electron density n(r) as the basic quantity. This theory has been established by
Hohenberg and Kohn [20] as well as Kohn and Sham [21] and will be explained in
more detail in this chapter.
2.1 The Hohenberg-Kohn theorem
The basic idea of the DFT is to describe the ground state energy of a many-electron
system and its properties by the electron density solely without the loss of infor-
mation. Inspired by the Thomas-Fermi model [28, 29], P. Hohenberg and W. Kohn
stated that in the case of a system with a nondegenerate ground-state
 the total energy is a unique functional of the ground-state electron density n(r),
and
 the exact ground-state density minimizes the energy functional E [n(r)].
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In order to prove the rst theorem, an electronic system is considered that is inu-
enced by an external potential vext(r) and the Coulomb repulsion. In this case, the
Hamiltonian has the form
H = T^ + U^ + V^ (2.2)
where T^ is the operator of the kinetic energy of the system, U^ is the operator of the
electron-electron interaction energy, and V^ is the operator of the interaction with
an external potential. The electron density of the ground-state 	 is denoted as
n(r) = h	j
NX
i=1
 (r  ri) j	i: (2.3)
In the following, it is demonstrated that dierent external potentials vext(r) and
v0ext(r) with vext(r) 6= v0ext(r) + const must generate dierent ground state densities
n(r) and n0(r). The ground-state energies are given as
E0 = h	jHj	i (2.4)
and
E 00 = h	0jH0j	0i (2.5)
with H = T^ + U^ + V^ and H0 = T^ + U^ + V^ 0, respectively. Due to the Ritz variational
principle it applies that
E0 = h	jH0j	i   h	jV^ 0   V^ j	i > h	0jH0j	0i   h	jV^ 0   V^ j	i (2.6)
leading to
E0 > E
0
0  
Z
(v0ext(r)  vext(r))n(r)d3r: (2.7)
Interchanging the primed and unprimed quantities and assuming n0(r) = n(r), it is
obtained analogously that
E 00 > E0  
Z
(vext(r)  v0ext(r))n(r)d3r: (2.8)
Adding Eq. (2.7) and (2.8) results in
E0 > E
0
0  
Z
(v0ext(r)  vext(r))n(r)d3r (2.9)
> E0  
Z
(vext(r)  v0ext(r))n(r)d3r  
Z
(v0ext(r)  vext(r))n(r)d3r
> E0 (2.10)
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which is wrong. Thus, it can be concluded that vext(r) is a unique functional of
n(r). Moreover, the full ground-state energy is a unique functional of n(r), since
the kinetic energy T and the electron-electron interactions U are known. Only
the external potential vext(r) denes the Hamiltonian H. Therefore, the energy is
rewritten as a functional of the electron density n(r):
E[n(r)] = T [n(r)] + U [n(r)] +
Z
vext(r)n(r)d
3r (2.11)
= FHK [n(r)] +
Z
vext(r)n(r)d
3r
In order to prove the second theorem, it is assumed that for a given external
potential vext(r) the ground-state density is n0(r) and the ground state wave function
is 	0. In this case, the expression in Eq. (2.11) is written as
Evext [n] = FHK +
Z
vext(r)n(r)d
3r (2.12)
= h	0jT^ + U^ + V^0j	0i
where n(r) denotes an arbitrary density. By applying the variational principle it
follows that
Evext [n]  h	0jT^ + U^ + V^0j	0i (2.13)
= FHK [n0] +
Z
vext(r)n0(r)d
3r
= Evext [n0] = E0[n0]:
This means that the correct ground-state density indeed minimizes the energy func-
tional. In this way, the determination of the electronic ground state for a given
external potential vext has been reduced to the minimization of the energy func-
tional Evext [n].
Furthermore, the Hohenberg-Kohn theorem can be extended in order to describe
degenerate [30] and spin-polarized systems [31, 32]. The extension to spin-polarized
DFT is carried out by including an external magnetic eld B(r) in the Hamilton
operator, and introducing spin-dependent electron densities n"(r) and n#(r) as well
as a magnetization density m(r) = n"(r) n#(r). Then, the energy functional reads
E[n(r);m(r)]  E[n0(r);m0(r)]: (2.14)
The proof for the spin-polarized case is similar to the one performed in the nonmag-
netic case. Hence, the Hohenberg-Kohn theorem also applies for magnetic systems.
In order to make use of this simplication, a reasonable representation of the
energy functional is necessary, which will be introduced in the next section.
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2.2 The Kohn-Sham equations
A promising representation of the energy functional E[n(r)] is ascribed to W. Kohn
and L. J. Sham [21]. They decided to map the many-electron problem onto a system
of non-interacting particles in an eective potential ve. Then, the many-electron
density can be written in terms of single-particle wave functions:
n(r) = 2
N=2X
i=1
j i(r)j2; (2.15)
with the factor '2' originating from the spin degeneracy. In order to describe it as
correctly as possible, the energy functional is split into several contributions:
E[n] =
Z
vextn(r)d
3r +
1
2
Z Z
n(r)n(r0)
jr  r0j d
3rd3r0 +G[n] (2.16)
= Eext[n] + EH [n] +G[n]:
The rst term, Eext[n], includes the potential energy caused by the atomic nuclei.
The second term EH [n] arises from the Coulomb interaction of the electrons within
the approximation of Hartree. The universal functional G[n] itself splits into two
further contributions:
G[n] = TS[n] + Exc[n] (2.17)
where TS[n] is the kinetic energy of a system of non-interacting electrons:
TS[n] =  2
NX
i=1
Z
 i (r)
~
2m
r2 i(r)d3r; (2.18)
and the functional Exc[n] contains all the exchange and correlation eects. The
accurate description of the kinetic energy is a benet of this formalism as TS[n]
contributes signicantly to the total energy. Since there is no exact expression of
Exc[n], approximations need to be made. Some of them will be introduced in section
2.3.
From section 2.1 it can be concluded that the energy functional is not only mini-
mized by the ground state electron density n(r), but also with respect to the ground
state wave function  i. Due to the conservation of the number of particles, the wave
functions need to be normalized in this case:Z
j i(r)j2d3r = 1  !
NX
i=1
Z
j i(r)j2d3r = N: (2.19)
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This condition is taken into account by introducing Lagrange multipliers i. After
applying the variational principle to Eq. (2.16), the Kohn-Sham equations result in
  ~
2
2m
r2 + ve(r)

 i(r) = i i(r) (2.20)
resembling the single-particle Schrodinger equation with the eigenfunctions  i. Be-
sides the external potential vext, the Hartree potential
vH =
Z
n(r0)
jr  r0j ; (2.21)
and the exchange correlation potential
vxc =
Exc[n]
n(r)
(2.22)
contribute to the eective potential ve
ve(r) = vext(r) + vH(r) + vxc(r): (2.23)
Since vH and vxc depend on the electronic density and, at the same time, are required
to solve the Kohn-Sham equations, this problem needs to be tackled by means of a
self-consistency method.
The generalization of the Kohn-Sham equations with respect to spin-polarized
systems is carried out by replacing the spin-dependent electron densities, n"(r) and
n#(r), as well as the magnetization density m(r) with the density matrix (r). In
order to obtain the generalized Kohn-Sham equations, the electronic and magneti-
zation densities need to be reproduced by Pauli spinors:
 i(r) =

 "i (r)
 #i (r)

: (2.24)
Then, the electronic and the magnetization densities can be written as
n(r) =
NX
i=1
j i(r)j2; (2.25)
and
m(r) =
NX
i=1
 i (r) i(r); (2.26)
respectively. The components of  are the Pauli-spin matrices. The Application of
the variational principle yields the generalized Kohn-Sham equations exhibiting the
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form of the Schrodinger-Pauli equation:
  ~
2
2m
r2 + ve +  Be

 i = i i(r): (2.27)
There are two terms contributing to the additional eective magnetic eld Be in
Eq. (2.27). The rst one is originating from the variation of the exchange-correlation
energy with respect to the magnetization density m. The other one is due to an
external magnetic eld Bext:
Be(r) = Bxc(r) +Bext(r) (2.28)
with
Bxc(r) =
Exc[n(r);m(r)]
m(r)
: (2.29)
Further simplications of Eq. (2.27) can be made regarding the spin direction. In a
collinear magnetic ordering, as in the ferromagnetic or the antiferromagnetic case,
the parallel or antiparallel magnetic moments may coincide with a certain axis, such
as the z-axis, without loss of generality. Thus, the Hamilton operator becomes diag-
onal in both spin components of the spinor, which can be decoupled and the problem
becomes independently solvable for the spin-up and the spin-down component. Fur-
thermore, the total energy and other ground state properties of the system remain
functionals of the spin-up and the spin-down density n"(r) and n#(r). These are
expressed in terms of spin-dependent single-particle wave functions:
n=";#(r) =
NX
i=1
j i (r)j2: (2.30)
2.3 Exchange-correlation potentials
In principle, the DFT enables the exact determination of a solid's ground state prop-
erties except for the exchange-correlation eects contained in the energy functional
Exc[n]. There is no accurate representation of this functional, and therefore, it needs
to be approximated. The simplest approach is to assume the exchange-correlation
energy to be locally represented by a uniform electron gas of the same electronic
and magnetic density. In this case the exchange-correlation energy has the following
form:
Exc[n(r); jm(r)j] =
Z
n(r)xc(n(r); jm(r)j)d3r: (2.31)
Here, xc is not a functional but a function of the electron density n(r) and the
absolute value of the magnetization density jm(r)j, which is due to the parallel
alignment of the exchange-correlation eld Bxc and the magnetization densitym(r).
14
2.4 The self-consistency cycle
This approach is called the local density approximation (LDA) [31] or local spin-
density approximation (LSDA) if the spin-polarization is considered as in the present
work. The exchange-correlation potential, on the other hand, is written as
vxc(r) = xc(n(r); jm(r)j) + n(r)@xc(n(r); jm(r)j)
@n(r)
; (2.32)
and the magnetic eld results as below
Bxc(r) = n(r)
@xc(n(r); jm(r)j)
@jm(r)j m^(r): (2.33)
The validity of the LSDA is assumed only in the case of a slowly varying density,
which is rare for atomic systems. Nevertheless, the LSDA yields extremely good
results even in the case of inhomogeneous systems. Further optimization can be
achieved by considering spatially varying electronic densities and introducing local
gradients of the electron and magnetization density. This method is known as the
'Generalized Gradient Approximation' (GGA) [33]. The LDA and GGA are the
most common approximations for the exchange-correlation potential.
2.4 The self-consistency cycle
As outlined above, solving the Kohn-Sham equations is performed within a self-
consistency method. At rst, a starting electronic density nin is constructed. Then,
the self-consistency cycle is run through iteratively (see Fig. 2.1):
Based on the density nNin(r), the Hartree and the exchange-correlation potential,
vH(nin) and vxc(nin), are computed, and the eective potential ve(nin) is calculated.
The latter one is inserted into the Kohn-Sham equations, which can be solved by
means of exploiting the periodicity of a crystal via the Bloch's theorem. The Hamil-
ton matrix is set up and diagonalized for every single Bloch vector k that covers the
Brillouin zone. In the next step, the eigenvalues and -states of the Hamilton matrix
are used to determine the Fermi energy employing the occupation of bands assigned
to the energy E . It starts at the lowest energy and continues until the sum of the
weights w(k; E(kk)  EF ) = w(kk)(eE(kk) EF )=kBT + 1) 1 equals the total number
N of electrons per unit cell. The resulting condition xes the Fermi energy. The
calculation of the electronic density nNout is carried out by a sum over all occupied
states:
n(r) =
X
k
X

j k(r)j2: (2.34)
In the last step, a new starting density nN+1in results from mixing the densities n
N
in
and nNout. It is done in order to improve the numerical stability of the calculation.
The simplest mixing method is the straight mixing nN+1in = (1 )nNin+nNout, where
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.compute ve (n
N
in)n
N
in
solve single-particle
Kohn-Sham equations
determine EF
n(r) =
P
k
P
 j k(r)j2
knout   nink  " donenN+1in = (1   )nNin + nNout
 k(r)
 k(r)
nout
yes
no
Figure 2.1: Schematic ow-chart of the self-consistency cycle in DFT calculations.
 is the mixing parameter. As  needs to be suciently small for the systems under
consideration, it takes many iterations until the criterion of convergence is satised,
i.e., the dierence between nin and nout is lower or equal to a limit " of choice:
knout   nink  ": (2.35)
Besides the straight mixing there are other mixing methods that achieve a more
rapid convergence [34].
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In the previous chapter, the complex many-particle problem has been transferred
into a single-particle problem by means of the DFT. In the following, several basis
sets are discussed that allow for the solution of the Kohn-Sham equations. Therefore,
a method will be introduced that provides the proper basis set as well as a good
description of the potential. This method is called the 'full-potential linearized
augmented plane wave' method (FLAPW) [35].
The easy implementation of plane waves qualies them as a clearly promising
basis set, since they are orthogonal and at the same time diagonal in the momentum,
i.e., they are eigenfunctions of the kinetic energy operator. Their major drawback
is the description of the electrons' wave functions near the atomic nuclei. Here,
the latter ones are heavily oscillating due to the 1=r dependency of the Coulomb
potential. Hence, large wave vectors are needed to reproduce the total wave function
correctly. A common approach to avoid the oscillations, is the application of so-
called pseudopotentials [36], where the core states are projected out of the Hamilton
operator leading to weaker binding potentials. Therefore, they are describing the
structure of the valence electrons only. Furthermore, the pseudo-wave functions may
be represented using fewer Fourier components than the all-electron wave functions
at the same time. But the construction of pseudopotentials is often very complicated,
therefore, an alternative way of representing the oscillations near the nuclei is chosen
here, which is the application of radial wave functions. This procedure has been
suggested by J. C. Slater [37] and is called the 'augmented plane wave' method
(APW).
3.1 APW method
In order to reproduce the wave functions correctly throughout the space, the APW
method separates the volume into two distinct regions. At the positions of the
atomic nuclei the potential is assumed to be spherically symmetric within non-
overlapping spheres, which are called mun tins (MT) . In between the mun tins
the interstitial region (IR) extends, where the potential is set to a constant value,
i.e.,
v(r) =
(
v0IR = const interstitial region
v0MT (r) mun tin:
(3.1)
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MT
IR
Figure 3.1: The division of the space in the APW method. Spheres represent the mun
tins centered at the position of the atomic nuclei. The dark region denotes the interstitial
region in between the mun tins.
It is known that for a constant potential the fundamental solutions of the
Schrodinger equation are plane waves, whereas the radial Schrodinger equation in a
spherical potential is solved by radial functions times spherical harmonics. There-
fore, the present approximation of the potential allows for the expansion of the
single-particle wave functions as below:
'G(k; r) =
8<:e
i(G+k)r interstitial regionP
L
AGL (k)ul(r)YL(r^) mun tin ;
(3.2)
where k denotes the Bloch vector and G the reciprocal lattice vector. L abbreviates
the quantum numbers l and m, and r^ species the location inside the mun tin 
with respect to its center. The functions ul are solutions of the radial Schrodinger
equation, including the energy parameter El and the spherical component of the
potential v(r): 
  ~
2
2m
@2
@r2
+
~2
2m
l(l + 1)
r2
+ v(r)

rul(r) = Elrul(r): (3.3)
The condition of continuous wave functions at the transition from the mun tin
spheres to the interstitial region determines the coecients AGL(k). Thus, the APW
form a set of continuous basis functions covering all space. Nevertheless, this choice
of a basis set has several disadvantages:
 The APW oer only little variational freedom, since the energy parameters El
and the quantum numbers l, m need to be kept xed. Furthermore, a correct
description of the system is obtained solely, if El equals the band energies.
At the same time the ul's depend on the band energies and thus a simple
diagonalization of the Hamilton matrix is impossible and leads to a nonlinear
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problem.
 For innitesimal ul at the boundary of the mun tin spheres the matching
condition is not satised anymore, and as a result, the plane waves and radial
functions decouple. This is called the asymptotic problem.
3.2 LAPW method
In order to eliminate the problems listed in the section above, O. Krogh Andersen
[38] as well as D. D. Koelling and G. O. Arbman [39] linearized the APW basis by
adding the energy derivative _ul(r) =
@ul(E;r)
@E
to the radial solution ul(E; r) of the
Schrodinger equation. Therefore, ul is expanded into a Taylor-series around El
ul(E; r) = ul(El; r) + _ul(El; r)(E   El) +O[(E   El)2]: (3.4)
Here, O[(E  El)2] is due to the fact that the linearized APW (LAPW) basis func-
tions are constructed from linear combinations of ul and _ul to obtain an energy
independent basis. The errors introduced in the wave functions are of the order of
(E   El)2. After the application of the variational principle the errors in the com-
puted band energies result in the order of (E El)4. For this reason, the linearization
works well for a wide energy range.
In comparison to the APW method the extra coecients BGL (k) are added to
the LAPW basis guaranteeing that the basis functions inside the mun tin spheres
match continuously and dierentially onto the plane waves in the interstitial region:
'G(k; r) =
8<:e
i(G+k)r interstitial regionP
L

AGL (k)ul(r) +B
G
L (k) _ul(r)

YL(r^) mun tin :
(3.5)
The _ul are obtained by taking the energy derivative of Eq. (3.3) resulting in
  ~
2
2m
@2
@r2
+
~2
2m
l(l + 1)
r2
+ v(r)  El

r _ul(r) = rul(r): (3.6)
Furthermore, they have to meet the normalization requirementZ RMT
0
u2l (r)r
2dr = 1: (3.7)
By dierentiating Eq. (3.7) with respect to the energy, it is shown that the ul and
_ul need to fulll the requirement of orthogonalization at the same timeZ RMT
0
ul(r) _ul(r)r
2dr = 0; (3.8)
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since every linear combination of ul and _ul solves Eq. (3.6). Thus, they form a
complete and orthogonal basis set inside the mun tin spheres as the spherical
harmonics Ylm are orthogonal by denition. Unfortunately, the core states still need
a separate treatment considering that the plane waves are nonorthogonal to them.
This causes a problem for so-called semi-core states, i.e., energetically high states
of the electrons close to the nuclei. Due to their strong delocalization they do not
reside completely within the mun tin spheres. As a result, the energy parameter
El, which is originally assigned to those states, is used for the description of the
higher valence electrons. This is for instance the case for the p-states of the early
transition metals. In order to avoid this problem local orbitals can be introduced
[40].
The introduction of the LAPW basis xes the main issues of the APW method:
 Since El no longer equals the band energies, the Hamilton matrix is energy
independent, and the energies can be determined within a single diagonaliza-
tion.
 The extension of the mun-tin potentials to non-spherical potentials is eas-
ily performed, since the LAPW basis set oers a large variational freedom.
This results in the full-potential linearized augmented plane wave method
(FLAPW).
 If the ul vanish at the mun-tin boundaries, their radial derivatives and the _ul
are generally nonzero. Therefore, the continuity condition at the boundaries
is always satised and there is no asymptote problem.
Since both, the APW and the LAPW method, have the representation of the basis
as plane waves in common, the nonlinearity of the APW basis can only be avoided
by a large eigenvalue problem. The basis functions inside the mun-tin spheres are
coupled to the plane waves in the interstitial region via the matching condition at
the boundary. Thus, they can only be varied indirectly by manipulating the plane
wave coecients. The variation becomes independent with a nite number of plane
waves and at maximum the same number of functions in the mun tin spheres. In
order to exploit the larger variational freedom of the LAPW method compared with
the APW method, the number of plane waves needs to be increased.
3.3 The FLAPW method
In the case of close packed metallic systems the LAPW method provides a good
description. However, for open structures, i.e., structures of reduced symmetry
like semiconductors, surfaces and interfaces, the shape-approximations applied to
the potential become dicult to justify. The FLAPW method [23] considers the
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inclusion of a warped potential in the interstitial region and non-spherical terms in
the mun tin rather than approximating the potential:
v(r) =
8<:
P
G
vGI e
iGr interstitial region,P
L
vGMT (r)YL(r^) mun tin spheres.
(3.9)
The charge density may be phrased analogously:
v(r) =
8<:
P
G
GI e
iGr interstitial region,P
L
GMT (r)YL(r^) mun tin spheres.
(3.10)
3.3.1 Film Calculations With FLAPW
Since there is great interest in studying phenomena at surfaces and thin lms, the
exact computation of those systems has become more and more important nowa-
days. Unfortunately, they exhibit a lack of the translational symmetry, and since
only Bloch vectors kk parallel to the surface are used, the description of these sys-
tems is numerically very demanding. An attempt to tackle this problem has been
provided by reintroducing the periodicity perpendicular to the surface by means of
a periodically repeating lm in the direction of the symmetry break. This thin-slab
approximation only yields reasonable results if the vacuum layer is chosen su-
ciently large. Otherwise, the interaction between the lms becomes too strong and
the system loses its features of the semi-innite crystal.
Another approach is to divide the space into three distinct regions, which is made
use of by the FLAPW method for thin lms. In addition to the mun tin spheres
and interstitial region already known from the FLAPW method, a vacuum region is
introduced (cf. Fig. 3.2). As a result, the interstitial region spreads from  D
2
to +D
2
along the z-direction, which is dened to be perpendicular to the lm surface. Due
to the lack of periodicity along the z-axis, the computed unit cell stretches from  1
to +1. In consequence of this partitioning, the wave functions in the interstitial
region may be kept the same as in the FLAPW method for bulk systems. They
can still be expanded in terms of plane waves, but instead of D the parameter ~D
is used to dene wave vectors perpendicular to the lm. Here, ~D needs to satisfy
the condition D < ~D in order to gain a larger variational freedom. In this way, the
plane waves are written as
'GkG?(k; r) = e
i(Gk+kk)rkeiG?z with G? =
2n
~D
: (3.11)
kk and Gk represent the two-dimensional Bloch and wave vectors, respectively. rk is
the component of r that is aligned parallel to the lm, whereas G? is the wave vector
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Figure 3.2: The unit cell in a lm calculation with FLAPW
perpendicular to the lm. The basis functions of the vacuum region are constructed
analogously to the basis functions of the mun-tin spheres. They consist of plane
waves parallel to the lm and a function uGk(k; z) solving the corresponding one-
dimensional Schrodinger equation
  ~
2
2m
@2
@z2
+ v0(z)  Evac + ~
2
2m
(Gk + kk)2

uGk(k; z) = 0: (3.12)
Evac denotes the energy parameter of the vacuum and v0 the planar averaged part
of the vacuum potential. Again, deriving Eq. (3.12) with respect to the energy
  ~
2
2m
@2
@z2
+ v0(z)  Evac + ~
2
2m
(Gk + kk)2

_uGk(k; z) = uGk(k; z) (3.13)
yields the equation that determines the energy derivative _uGk(k; z). Then, the basis
functions of the vacuum region are given by
'GkG?(k; r) =

AGkG?(kk)uGk(kk; z) +BGkG?(kk) _uGk(kk; z)

: (3.14)
Similar to the coecients used for the wave functions within the mun-tin spheres,
the coecients AGkG?(kk) and BGkG?(kk) are obtained by requiring the continuous
and dierential match at the transition to the vacuum region. Since the number
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of basis functions is signicantly lower in the vacuum, its basis provides a smaller
variational freedom compared to the basis of the interstitial region. Due to the work
function, the energy spectrum of electrons is smaller in the vacuum and therefore,
it is convenient to use a whole series of energy parameters instead of the energy
parameter Evac
EG?vac = Evac  
~2
2m
G2? (3.15)
to increase the variational freedom. This allows for basis functions uGk(k; z), which
are depending on G?.
For thin lms the FLAPW basis set takes the form
'GkG?(kk; r) =
8>>>>>>>>><>>>>>>>>>:
e
i(Gk+kk)rk e
iG?z interstitial region
AGkG?(kk)uGk(kk; z)
+BGkG?(kk) _uGk(kk; z)

e
i(Gk+kk)rk
vacuum
P
L

AGL (k)ul(r) +B
G
L (k) _ul(r)

Yl;m(r^) mun-tin :
(3.16)
It traces back to H. Krakauer, M. Posternak and A. J. Freeman [24].
3.3.2 The Representation of the Density and the Potential
The charge density  and the potential v resemble the wave functions in the FLAPW
method. In the interstitial region they consist of three-dimensional plane waves, in
the mun tin they are represented by spherical harmonics and radial functions. In
the vacuum region two-dimensional plane waves in combination with z-dependent
functions describe the density and the potential, respectively. In general, the charge
density is given by
 = e
NX
i
j i(r)j2 (3.17)
with the sum over all occupied states. Since the expansion of the wave functions is
restricted by a wave vector cut-o kmax >
kk +G that is included quadratically in
the charge density, it is necessary to consider a cut o Gmax = 2kmax for the density
and the potential. According to this, many coecients need to be computed and
stored. In order to minimize the computational eort, the symmetry of the system
has to be exploited due to the fact that the potential and the density possess the
symmetry of the lattice. For this reason, the plane waves may be substituted by
symmetrized plane waves, which are called star functions. In the interstitial region
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the star functions have the form
3Ds (r) =
1
Nop
X
op
eiRG(r  ): (3.18)
fRjg denotes a symmetry operation of the three-dimensional space group. Nop
is assigned to the number of performable symmetry operations. By means of this
representation, plane waves that are equivalent in symmetry can be combined to a
so-called star. Analogously, the two-dimensional plane waves in the vacuum region
are merged in two-dimensional star functions 2Ds (r) with regard to the symmetry
operations of the two-dimensional space group. In a similar way, the expansion of
the charge density and the potential in the mun tin is performed by benetting
from the point symmetry of the atoms. In this case the symmetrized wave functions
are called lattice harmonics instead of star functions. They result from the linear
combinations of the spherical harmonics
K (r^) =
X
m
c;mYL (r^) : (3.19)
The lattice harmonics are real, orthonormal and invariant concerning symmetry
operations of the point group.
In summary, the expansion of the charge density in all of the three distinct regions
is specied as follows
 (r) =
8>>>><>>>>:
P
s
s
3D
s (r) interstitial region,P
s
s (z) 
2D
s (r) vacuum region,P

 (r)K(r^) mun tin sphere .
(3.20)
The potential is expanded in the same way.
3.3.3 The Generalized Eigenvalue Problem
Despite the fact that plane waves form an orthogonal basis set, the FLAPW func-
tions behave dierent due to the spatial division into specic regions. The mun
tins are cut out from the unit cell in which the orthogonality is dened. Therefore,
the basis functions of dierent regions are able to overlap, but at the same time they
are non-orthogonal. The degree of non-orthogonality is given by the overlap matrix
S, and in the FLAPW basis it results in the overlap matrix S not being diagonal,
but Hermitian:
SGG
0
=
Z
'G0(r)'G(r)d
3r: (3.21)
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Here, and in the rest of this section, the index k for the Bloch vector is dropped for
reasons of simplicity even though setting up the basis set as well as the Hamiltonian
matrix is done for every Bloch vector independently. However, inserting the non-
orthogonal basis set jii =
P
GciGj'Gi in the secular equation (2.20) yields
(H  iS) ci = 0; (3.22)
where ci denotes the coecient vector corresponding to the ith eigenvalue. Equation
(3.22) is called a generalized eigenvalue problem. It can be reduced to a standard
eigenvalue problem by applying the Cholesky decomposition. In order to achieve
this, the overlap matrix is split into a matrix product of a lower triangular matrix L
with only positive diagonal elements and its Hermitian conjugate Ly. This procedure
is correct as it applies for every Hermitian and positive denite matrix [41]:
S = LLy: (3.23)
After the insertion of Eq. (3.23) in Eq. (3.22) and multiplying with L 1 from the
left, the eigenvalue problem gains the following simple form
L 1H(L 1)yLyci = iLyci (3.24)
, Pxi = ixi:
The eigenvectors ci can be obtained by back-transforming the xi
ci = (L
y) 1xi: (3.25)
3.3.4 Brillouin Zone Integration within FLAPW
The computation of certain quantities such as the electronic density in an innite
periodic solid happens in terms of the integration of periodic functions over the
Brillouin zone described by the Bloch vector k and the band energy . These
integrations are carried out over those parts of the Brillouin zone, where the band
energy (k) is lower than the Fermi energy, i.e., the states need to be occupied.
Then, the integrals have this form
1
VBZ
Z
BZ
X
;(k)<EF
f(k)d
3k: (3.26)
Here, VBZ denotes the volume of the Brillouin zone and f is the function to be
integrated. The computational eort caused by the Brillouin zone integration is
decreased by the exploitation of the point symmetry, which restricts the integration
to the irreducible part of the Brillouin zone only. There are several methods to
perform the integration like the tetrahedron method [42] or the special point methods
25
3 Solving the Kohn-Sham equations with FLAPW
of Chadi and Cohen [43] as well as Monkhorst and Pack [44]. The latter are methods
in order to integrate slowly varying periodic functions of k. Then, the function needs
to be calculated on a discrete mesh of k points, each one of them featuring a specic
weight. In this way, the integration is transformed into a sum of a set of k points.
In order to permit only those states, which are located below the Fermi energy, an
energy cut o parameter is assigned to every k point. Due to the discretization in
momentum space the charge density undergoes sudden changes, which might prevent
a convergence. Therefore, the chosen step function is replaced by the Fermi function
f () =
1
(e((k) EF )=kBT + 1)
(3.27)
introducing a temperature broadening. Choosing the appropriate temperature T
accelerates the convergence.
3.3.5 Determination of the Total Energy
An important ground-state property of a solid state system is the total energy. It
depends on many parameters such as the structure of the lattice, the lattice constant,
the magnetic order, and the orientation of the magnetization in space if spin-orbit
coupling (SOC) is taken into account. The minimum energy determines the ground
state and, consequently, the other properties of the system. Therefore, it is of
importance to compute this quantity as exact as possible. The total energy consists
of the term describing the energy of the electrons, Eq. (2.16), and an additional
term Eii as a result of the Coulomb interaction of the atomic nuclei:
E[n] = TS[n] + Eext[n] + EH [n] + Exc + Eii: (3.28)
Eii is given as
Eii = e
2
MX
;0=1
6=0
ZZ
0
kR  R0k : (3.29)
 denotes the atoms of the crystal at the position R. The Nabla operator r2
included in the kinetic energy TS should not be applied explicitly due to numerical
reasons. Therefore, TS is rewritten in terms of single-particle eigenvalues i
TS[n] =
NX
i=1
i  
Z
n(r)ve(r)d
3r  
Z
m(r) Be(r)d3r: (3.30)
This representation is obtained from the Kohn-Sham equations (2.20). Another
problem are the Coulomb singularities originating from the atomic nuclei. As M.
Weinert, E. Wimmer and A. J. Freeman showed [35], the occurrence of the singu-
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larities is avoided by combining the contributions of the kinetic and the potential
energy. Assuming that the external potential arises from the atomic nuclei solely
and excluding the existence of an external magnetic eld, i.e.,
vext(r) =  
MX
=1
Z
r R ; Bext = 0; (3.31)
the total energy may be obtained via Eq. (3.28). During the iterative procedure
Eq. (3.28) depicts only an approximation. The ground state energy E0[n0] is ob-
tained after achieving the self-consistency.
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4 Modeling Magnetic Systems
In order to provide a framework to interpret the results obtained from ab initio
calculations, it is convenient to develop model concepts based on relatively simple
assumptions. Since the present thesis deals with magnetic systems, this chapter
focuses on the Stoner model, the Heisenberg model as well as the spin-polarized
Terso-Hamann model.
4.1 Stoner Model
The Stoner model [45, 46, 47, 48] expresses the competition between the exchange
interaction in terms of the exchange integral I and the kinetic energy in terms of the
density of states (DOS) n(EF ) at the Fermi energy EF . It is based upon the fact that
within the spin density functional theory the magnetization density m(r) = jm(r)j
of a solid is usually much smaller than the electronic density n(r). Thus, performing
a Taylor expansion of the exchange-correlation energy xc(n(r);m(r)) with  =
m
n
results in:
(n; ) = (n; 0) +
1
2
00xc(n; 0)
2 + ::: : (4.1)
The magnetic eld Bxc (cf. Eq. (2.29)) is written as follows
Bxc =
1
n2
00xc(n; 0)m: (4.2)
Bxc acts as an additional spin-dependent contribution ~vxc to the nonmagnetic
exchange-correlation potential v0xc. This extra term has the same absolute value
in both spin channels. It is attractive for the majority spin (+) and repulsive for
the minority spin ( ):
vxc = v
0
xc  ~vxc(r)m(r): (4.3)
The Stoner model neglects the spatial variation and uses the approximation
vxc = v
0
xc 
1
2
IM: (4.4)
Here, the magnetic moment per atom is given as the integral of the magnetization
density over the mun tin,
R
MT
m(r)d3r. ~vxc is replaced by the exchange integral
I which is also called Stoner parameter. Due to the constant shift of 1
2
IM the
potential has the same spatial shape as in the non-magnetic case. Therefore, the
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wave functions  i (r) remain unchanged while the eigenvalues 

i are rigidly shifted
by 1
2
IM as well:
 i (r) =  0(r) and 

i = 
0
i 
1
2
IM: (4.5)
The subscript i is the abbreviation of k, namely the wave vectors k and the band
indices . The constant shift in the energy eigenvalues gives rise to a spin split in the
bandstructure, whereas the shape of the bands remains unaltered. As a consequence,
the local spin densities of states keep the shape of the non-magnetic DOS with a
simultaneous shift of 1
2
IM :
n(E) =
X

Z
BZ
(E   i )d3k = n0(E 
1
2
IM); (4.6)
where the integrated volume is the Brillouin zone (BZ). The criterion for the exis-
tence of ferromagnetism can be derived from Eq. (4.6). The number N of electrons
per atom and the magnetic moment M of the unit cell are yielded by integrating
the DOS over all occupied states up to the Fermi energy EF :
N =
Z
E<EF

n0

E +
1
2
IM

+ n0

E   1
2
IM

dE; (4.7)
and
M =
Z
E<EF

n0

E +
1
2
IM

  n0

E   1
2
IM

dE: (4.8)
Assuming charge neutrality, Eq. (4.7) can be applied to determine the Fermi energy
EF = EF (M) given that n
0(E) andN are known. In that case, the magnetic moment
M is obtained by substituting EF with EF (M) leading to a nonlinear equation:
M = F (M) (4.9)
=
Z
E<EF (M)

n0

E +
1
2
IM

  n0

E   1
2
IM

dE:
From Eq. (4.9) it can be deduced that the function F (M) satises the following
conditions:
 F (0) = 0,
 F (M) =  F ( M),
 F (1) = M1,
 F 0(M) > 0.
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F(M)
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-MS
M
8
(B)
(A)
M
Figure 4.1: Graphical solution of Eq. (4.9).
The last condition is owing to the fact that n0(E) > 0. Here, M1 is the satura-
tion magnetization for full spin-polarization according to Hund's rule, i.e., all the
majority spin states are occupied and the minority states are empty.
Equation (4.9) can be solved graphically as it is shown in Fig. 4.1. There are two
kinds of functions F (M) satisfying the conditions above. In the rst case (A) the
trivial paramagnetic solution F (M) = M = 0 is considered. The function denoted
with (B) has three solutions of which only the nontrivial ones for M = MS have
a nite spontaneous magnetization. The nonmagnetic solution M = 0 is unstable.
Fig. 4.1 shows that there always exists a solution with nite magnetization if the
slope of F (M) at M = 0 is larger than one. Therefore, the necessary and at the
same time sucient condition for the existence of a ferromagnetic solution is
F 0(0) > 1: (4.10)
The derivation of Eq. (4.9) with respect to M reads
F 0(M) =
I
2

n0

EF +
1
2
IM

+ n0

EF   1
2
IM

(4.11)
+

n0

EF +
1
2
IM

  n0

EF   1
2
IM

dEF
dM
;
and setting M = 0 in Eq. (4.11) results in the Stoner criterion of ferromagnetism:
F 0(0) = In0(EF ) > 1: (4.12)
This criterion represents an instability condition. It states that for a large exchange
integral I and a large nonmagnetic DOS n0(EF ) at the Fermi energy the ferromag-
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netic phase is more stable than the paramagnetic one.
In a simple approximation the DOS is proportional to the inverse of the band-
width. This is the case for the d-bands in transition metals. Therefore, the prob-
ability of exhibiting a magnetic ground state increases for a small bandwidth. In
the limiting case of single atoms the smallest bandwidth, i.e., zero bandwidth is
achieved. Hence, atoms do always satisfy the Stoner criterion. The more common
elements that fulll the Stoner criterion also in bulk are Fe, Co and Ni, which are
the typical bulk ferromagnets. Another example are surface systems, where due to
the reduction of the coordination the bandwidth becomes smaller and thus elements
that are non-magnetic in bulk might become magnetic at the surface.
The extension to the Stoner model for antiferromagnetism is performed by includ-
ing the inuences of an external magnetic eld H = (0; 0; H) [49, 50]. From rst
order perturbation theory it follows that the relation between the external magnetic
eld and the induced magnetism is given by the susceptibility AF :
M = AFH: (4.13)
Since antiferromagnetism features alternating magnetic moments M and  M ,
the magnetic eld and the magnetic moments generate the following exchange-
correlation potentials:
vxc;1 = v
0
xc vxc;1 = v0xc 

1
2
IM + BH

vxc;2 = v
0
xc vxc;2 = v0xc 

1
2
IM + BH

(4.14)
grouping the atoms into two sublattices 1 and 2. Similar to Eq. (4.9) the present
problem has to be solved self-consistently. Unfortunately, the paramagnetic densities
n cannot be obtained by a simple shift of 1
2
IM anymore. Using the basic features
of the Green's functions the magnetic moment is calculated as below
M =
Z EF (M) 
n+0 (E)  n 0 (E)

dE (4.15)
=   1

Im
 Z EF (M) 
G+00(E) G 00(E)

dE
!
=   1

X
i
Im
 Z EF (M)
G00i(E)

v+i  v i

G0i0(E)dE +O(v3i )dE
!
:
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Written in terms that are linear in vxc the moment M is given as follows
M = 0AF

IM
2B
+H

: (4.16)
The spin susceptibility 0AF is dened as
0AF =
2B

Im
Z EF (M) "X
even i
G00i(E)G
0
i0(E) 
X
odd i
G00i(E)G
0
i0(E)
#
=
2B

Im
Z EF (M) "X
all i
G00i(E)G
0
i0(E)  2
X
odd i
G00i(E)G
0
i0(E)
#
= 2B [ n0(EF ) + a(EF )]
= 2B [a(EF )  n0(EF )] : (4.17)
Solving Eq. (4.16) with respect to M yields
M = AFH =

1  I
0
AF
2B
 1
0AFH = SAF
0
AFH; (4.18)
where the spin susceptibility AF is enhanced by a factor SAF . The Stoner criterion
of antiferromagnetism results from Eq. (4.18)
I0AF
2B
> 1; (4.19)
which can be rewritten as
I

a(EF )  n0(EF )

> 1 (4.20)
by using the expression in Eq. (4.17). In conclusion, it can be stated that a small
non-magnetic DOS n0(EF ) at the Fermi energy favors antiferromagnetism even if
the coecient a(EF ) is unknown.
In order to illustrate the Stoner criterion, it is useful to consider a simple DOS
exhibiting for example a rectangular form:
n0(EF ) =
(
W 1  W
2
< E < W
2
0 jEj > W
2
;
(4.21)
where the bandwidth is given by the parameterW . In this case, a(EF ) may be eval-
uated approximately from the Green function G0(E). The main contribution arises
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Figure 4.2: Phase diagram for the Stoner criterion of antiferromagnetism using the example
of a rectangular model DOS. The area denoted with NM represents the stability region for the
nonmagnetic state, whereas AF and F indicate the stability regions for the antiferromagnetic
and the ferromagnetic state, respectively. Figure is taken from [50].
from the atom i = 0 while the contributions for atoms beyond nearest neighbors,
that means i 6= 0, are neglected due to the decay with increasing distance. Then,
the stability criterion Eq. (4.20) takes this form
I
W
=
"
2
Z EF =W
 1
ln
x  1x+ 1
 dx  1
# 1
(4.22)
with x as a substitute for 2E=W . Plotting the left-hand side of Eq. (4.22) (straight
line) and the right-hand side as a function f(2EF=W ) (bended curve) in a phase
diagram (cf. Fig. 4.2), it turns out that antiferromagnetism is favorable in the case
of a half lled band (EF  0).
4.2 Heisenberg Model
In the previous section the possibility of a system to form a ferromagnetic or anti-
ferromagnetic ground state has been discussed in terms of the non-magnetic DOS.
However, the ferromagnetic and antiferromagnetic congurations represent only an
innitesimal part of the magnetic phase space. The major part consists of non-
collinear magnetic congurations with arbitrarily aligned moments. This happens
for instance, when all exchange interactions between neighboring atoms cannot be
satised at the same time. The resulting frustrated exchange can give rise to a mul-
titude of possible spin structures. A model that discusses the tendency of a system
towards non-collinear magnetism and has been used almost exclusively in the last
few years is the Heisenberg model. It can be derived from the Hubbard model via
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perturbation theory by expanding it into a spin model and replacing the spin op-
erators by classical spin vectors [51]. The Hubbard model is the simplest model to
describe the short-range repulsive interactions between fermions in a lattice. There
are two contributions to the Hamilton operator H = T^ + U^ : the kinetic energy T^
of electrons hopping between atoms of adjacent lattice sites, and the Coulomb en-
ergy U^ arising from the on-site repulsion of the charges on the electrons. In second
order the perturbative treatment results in the Hamilton operator of the classical
Heisenberg model:
H =  
X
i;j
JijSi  Sj (4.23)
where the sum is over all magnetic atoms of the system. The Jij represent the
Heisenberg exchange parameters of the magnetic moments (referred to as spins) Si
and Sj that are located at the lattices sites i and j. In general the Si and Sj are
operators, which are usually treated as classical vectors assuming that
S2i = S
2; for all i: (4.24)
That means all the spins have the same magnitude S. The Heisenberg model is
especially suitable for the description of the isotropic exchange interaction between
highly localized spins that are typically found in systems such as metal oxides. In
these systems Jij can be restricted to the ferromagnetic (J1 > 0) and the antiferro-
magnetic (J1 < 0) nearest-neighbor interaction, since the pair interaction between
nearest neighbors dominates over the rest of the farther distant pairs. For itiner-
ant systems the exchange constants Jij follow the characteristic oscillatory decaying
asymptotic behavior of the Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction
[52], which describes the coupling of localized magnetic moments by means of the
indirect exchange via the conducting electrons. However, in itinerant magnets it
is not always the case that the Heisenberg model reproduces the correct magnetic
ground state due to its restriction as a localized model. Therefore, it is necessary to
consider the terms of higher order resulting from the perturbation of the Hubbard
model. While the second order perturbation treatment reproduces the Heisenberg
model, the next nonzero term, which is of fourth order, yields to two additional
terms: the biquadratic interaction
Hbiq =  
X
ij
Bij (Si  Sj)2 (4.25)
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arising from the hopping of electrons over the two lattice sites i ! j ! i ! j ! i
and the four-spin interaction
H4 spin =  
X
ijkl
Kijkl [(Si  Sj) (Sk  Sl) + (Si  Sl) (Sk  Sj)  (Si  Sk) (Sj  Sl)]
(4.26)
resulting from the hopping over four lattice sites i! j ! k ! l! i.
The parameter Jij, Bij and Kijkl depend on the electronic structure, and it is
known [53] that in thin lms B1S
4 and K1S
4 are typically one order of magnitude
smaller than J1S
2. The energetic degeneracy between magnetic states within the
Heisenberg model for two spins may be lifted if the higher-order spin interactions
are taken into account.
4.2.1 The classical Heisenberg model on a Bravais lattice
The periodicity of a lattice plays an important role in the computation of the physical
properties of a magnetic crystal. Hence, a great advantage is the expression of
quantities in terms of their Fourier components. The discrete Fourier components
of the spins at the N lattice sites are given as
Sj =
X
q
Sqe
iqRj ; (4.27)
and their back-transform as
Sq =
1
N
X
j
Sje
 iqRj ; (4.28)
where q is the reciprocal lattice vector and Rj represents the coordinates of the
lattice site j in the real space. The spins' Fourier components obviously meet
the condition Sq = S

 q. Inserting them into Eq. (4.23) and exploiting thatP
j e
i(q+q0)Rj = Nq; q0 for all lattice sites, results in
H =  
X
ij
Jij
X
q;q0
Sq  Sq0eiqRieiq0Rj
=  
X
ij
Jij
X
q;q0
Sq  Sq0ei(q+q0)Rieiq0(Rj Ri)
=  N
X
q
Sq  S q
 X

J0e
 iqR
!
: (4.29)
Here, R is dened as R = Ri  Rj. Since the exchange interaction is symmetric,
it is necessary that Jij = Jji, and as a consequence of the translational symmetry
36
4.2 Heisenberg Model
J0 = J0 . The Fourier transform of the exchange parameters in Eq. (4.29) are
then specied as
J(q) =
X

J0e
 iqR = J( q) = J(q): (4.30)
Rewriting the Hamilton operator in Eq. (4.23) in terms of J(q) and using the ex-
pression in Eq. (4.28) gives
H =  N
X
q
J(q)Sq  S q; (4.31)
where N denotes the number of lattice sites in the crystal. The energy dened by
Eq. (4.31) can be minimized under the condition that the magnitude of the spins
is kept constant, i.e., S2i = S
2. This leads to a system of N independent equations.
The lowest energy
E =  NS2J(Q) (4.32)
is found for the spin state, which is described by the wave vector Q. It is character-
ized by the following equation
Sn = S (cos(Q Rn); sin(Q Rn); 0) : (4.33)
Figure 4.3: Example of a at spin spiral. The spin-spiral vector Q denes the propagation
direction within the crystal lattice.
In Fig. 4.3 the spin structure dened by Eq. (4.33) is illustrated, which is a so-
called at spin spiral. These and their linear combinations represent the fundamental
solutions of the classical Heisenberg model on a periodic lattice. Since the SOC is
neglected in the Hamiltonian, lattice and spin coordinates remain decoupled, and
therefore, the rotational axis may coincide, e.g, with the z-axis. Thus, the spins
rotate around the z-axis (and within the xy-plane) while proceeding from lattice
site to lattice site in the direction given by Q. The cycloidal spin spiral shown in
Fig. 4.3 is a special case since the angle between rotational axis and the magnetic
moment is of 90.
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4.3 Simulation of Spin-Polarized Scanning Tunneling Microscopy
Images
The construction of the rst scanning tunneling microscope (STM) by Binnig,
Rohrer, Gerber and Weibel in 1982 [54] marked the beginning of a new era in surface
science, since it allows for the imaging of surfaces down to the atomic scale in real
space. Its principle is based on the quantum-mechanical eect of tunneling, where
a particle with a certain kinetic energy Ekin, e.g., an electron penetrates a barrier
with a potential v > Ekin, which it would classically never get past (cf. Fig. 4.4).
While propagating through the tunneling barrier, the wave functions  (z) of the
Figure 4.4: The one-dimensional tunneling eect in a metal-vacuum-metal tunneling junc-
tion. The z-axis is perpendicular to the surface. The sample and tip are modeled as
semi-innite pieces of metal with equal work function  and the temperature is assumed to
be T = 0 K. The decay of the amplitude of the sample wave function in the vacuum barrier
is sketched. Figure taken from reference [55].
electrons decay according to
 (z) / e z with  =
p
2m jEj =~2: (4.34)
 denotes the decay constant, m is the electron mass and E the energy of the
electronic state that participates in the tunneling process. In the simplest case, E
is equal to the vacuum level. For states at the Fermi energy it is equal to the work
function (E = EF /  = 4   5eV)1, i.e, the minimum energy needed to remove
an electron from the solid to a point at innity. It determines the height of the
tunneling barrier. Then, the numerical value of the decaying constant results in
 = 0:51
p
(eV)A 1 (4.35)
1Most metals reveal typical values of 4 to 5 eV.
38
4.3 Simulation of Spin-Polarized Scanning Tunneling Microscopy Images
with eV being the unit of the wave function and A 1 being the unit of the decay
constant.
The knowledge of the wave function allows for the calculation of the probability
to nd an electron of the sample at the location of the tip (z = s):
w = j (s)j2 = j (0)j2 e 2s : (4.36)
By decreasing the distance between tip and sample to the order of a few A, the
wave functions overlap and electrons can tunnel from the sample to the tip and vice
versa. The average net tunneling current is zero. Therefore, a small bias voltage
can be applied that raises the Fermi niveau of the sample with respect to that of the
tip. In the case of a positive bias the electrons can tunnel through the vacuum from
the tip to the sample. A negative bias voltage leads to the reversal of the tunneling
direction. Thus, one can conclude that only those electronic states contribute to the
tunneling current that are available within a small energy range close to the Fermi
level. By summing over all electronic states  of the sample this assumption leads
to
I (s; V ) / e 2s
EFX
E=EF eV
j (0)j2 : (4.37)
Equation (4.37) reveals the origin of the high resolution in STM experiments: if
one sets the work function in Eq. (4.35) to  = 4 eV, the decay constant is about
  1 A 1 and the current in Eq. (4.37) decays with e2  7:4 per A, so that even
a small change in height causes an increase in the tunneling current of almost one
order of magnitude. This sensitivity allows for a vertical resolution of the order of
0:01 A and can be exploited in the constant-current mode, i.e., while the tunneling
current is kept constant by adjusting the vertical position of the STM tip, the lateral
(rk) scan of the tip over the sample surface generates a topographic STM image.
Typically, the STM probe tip is fabricated from metal wires such as W, Pt-Ir alloys
or Au. By coating such non-magnetic STM tips with a magnetic material, e.g., Fe,
Gd or Cr [27, 56, 57, 58], or producing them from magnetic bulk material [59], an
additional contribution to the tunneling current can be measured that originates
from the imbalance of majority and minority electrons close to the Fermi level. It
depends on the angle between the local magnetization direction of the sample and
the tip, also known as TMR eect [60]. The spin-dependent tunneling allows for
the investigation of magnetic structures down to the atomic scale. Since the present
thesis focuses on nanoscale magnetic order, an expression for the spin-dependent
tunneling current will be derived based on the spin-polarized Terso-Hamann model
[61] and the independent orbital approximation [55, 62].
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4.3.1 The Terso-Hamann Approximation
In order to describe the tunneling current, several theoretical models have been
developed { most of them follow the tunneling-Hamiltonian formalism that has
been established by J. Bardeen [63]. Within this approach, which is derived via the
time-dependent perturbation theory, the tunneling current I is given to rst order.
It is obtained from the eigenstates of the unperturbed subsystems, i.e., the sample
(S) and the STM tip (T). In the non-spin-polarized case it is dened as
I (V;RT ) =
2e
~
X


f
 
ES   ESF
  f  ET   ETF  jM j2   ET   ES   eV  ;
(4.38)
where I is a function of the sample bias voltage V and the position of the tip RT .
The occupation is included by means of the Fermi-Dirac function f (E   EF ) =
f1 + e (E EF )=kBT g 1. E(T=S)F is the Fermi energy of the tip/sample and M is the
tunneling matrix element between the states 	S of the sample and 	
T
 of the tip.
Note that 	 and 	 are nonorthogonal eigenstates of dierent Hamiltonians. Fi-
nally, E
(S=T )
= represents the energy of state 	
(S=T )
= in the absence of tunneling. The
conservation of energy during the tunneling process, i.e., elastic tunneling is guar-
anteed by the  function. The major issue in handling Eq. (4.38) is the evaluation
of the matrix elements
M (RT ) = h	T jUT j	Si =
Z
VT
dV	T UT	
S
 (4.39)
for the potential UT of the tip. According to Bardeen's theory [63] the matrix
elements can be transformed into a surface integral over any surface lying entirely
within the vacuum barrier by means of the Green's theorem:
M =   ~
2
2m
Z
dS (	r	  	r	) : (4.40)
The expression in parentheses in Eq. (4.40) is also known as the current operator j .
The calculation of the matrix elements M in (4.40) requires explicit expressions
for the wave functions 	 and 	 of the sample and the tip. Since the atomic
structure of the tip is generally unknown, Terso and Hamann [64, 65] made several
assumptions in order to simplify the modeling of the tip: According to Eq. (4.37) the
tunneling current decays exponentially with the tip-sample distance s. Therefore, it
can be assumed that only the outermost tip apex atom contributes signicantly to
the tunneling current and the matrix elements can be calculated by approximating
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the wave function of the tip as s wave, i.e.,
	T = C
e
 

; (4.41)
where the normalization coecient C ts the wave functions in the vacuum contin-
uously to those in the tip potential.  = jr RT j is the radial distance from the
center RT of the tip apex atom. Then, the matrix elements result in
M (RT ) =  2C~
2
m
	S (RT ) : (4.42)
Hence, the approximation of the tip in the vacuum as s wave leads to a direct
proportionality of the matrix elements to the value of the sample wave functions
at the position of the tip, RT . Inserting the matrix elements into Eq. (4.38) and
considering the limit kBT ! 0 the tunneling current is given as
I (RT ; V ) =
163C2~3e
2m2
V nT
Z E+EF
E
d nS (RT ; ) : (4.43)
Here, the DOS of the tip has been assumed to be constant, since it is basically
destructured with respect to that of the sample. In the limit of small bias voltages
the current reduces further to
I (RT ; V ) =
163C2~3e
2m2
V nTnS (RT ; EF + eV ) : (4.44)
Deriving Eq. (4.44) with respect to the bias voltage V denes the dierential con-
ductivity
dI
dV
=
163C2~3e2
2m2
nTnS (RT ; EF + eV ) : (4.45)
It is directly proportional to the local DOS of the sample nS (RT ; EF + eV ) at the
position of the tip RT at the energy EF + eV . It is measured in the spectroscopy
mode of the STM. By varying the bias voltage eV the local DOS of the sample
can be investigated. This approximation has been likewise successfully applied to
semiconductor [66] and transition-metal surfaces [67, 68].
As mentioned above, STM tips are usually fabricated from W or Pt-Ir alloys.
These elements belong to the class of transition metals that exhibit some d-like
states close to the Fermi level. Therefore, it is convenient to consider tip states
with l 6= 0 as proposed by Chen [55, 69, 70]. He established the derivative rule
that relates the matrix element to the orbital character of the tip wave function.
For instance, if the tip wave function is approximated by a pz orbital, the resulting
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matrix element is given as
M;pz (RT ) =  
2Cpz~2
m
@
@z
	S (RT ) ; (4.46)
where Cpz is the normalization constant
2. The matrix element reveals a proportion-
ality to the spatial derivative of the tip wave function at the position RT . In general,
it can be derived by rewriting the angular dependence of the tip wave function in
terms of x; y; z and replace them by the derivative, i.e.,
x! @
@x
; y ! @
@y
; z ! @
@z
: (4.47)
By means of the matrix elements obtained for (m = 0) orbitals Chen demonstrated
for close packed metal surfaces [71] that instead of following the contour of the local
DOS at the Fermi level, the tip rather traces the contour of a ctitious surface
that is determined by the derivatives of the sample surface wave functions. This
behavior results in a stronger atomic corrugation than that of the charge density.
Orbitals with m 6= 0 such as px or py, on the other hand, exhibit a particular charge
distribution with a node at the center of the tip. While scanning a surface that
shows maxima in the local DOS above the atomic positions the overlap of the tip
and the sample wave functions is minimized on top of a surface atom and maximized
above a hollow site. Thus, the topographic STM image shows anti-corrugation, i.e.,
atoms are detected as depressions and hollow sites as protrusions.
4.3.2 The Spin-Polarized Terso Hamann Theory
The extension to the spin-polarized case [61] is carried out by replacing the wave
function 	T of the tip by two component spinors with respect to the magnetization
axis e^TM of the tip:
	T =

 T"
0

or 	T =

0
 T#

; (4.48)
where " (#) denotes the electrons of majority (minority) spin. Since the tip is as-
sumed to reveal collinear magnetism, i.e., ferromagnetic or antiferromagnetic order,
it is possible to express the tip states in terms of pure spin up and pure spin down
states. The magnetic structure in the sample, on the other, hand may exhibit a
variety of dierent possible spin arrangements, such as non-collinear magnetic order
or spin-density waves, leading to a mixing of the spin up and spin down states. Fur-
thermore, a coupling of both spin components can be expected even for a collinear
magnetic sample if the quantization axes of the tip and the sample are not parallel
2The expression in Eq. (4.46) is derived analogously to the Terso Hamann model. For details
refer to references [55, 69, 70].
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aligned. Thus, the spinor of the electronic states of the sample reads
	S =

 S"
 S#

: (4.49)
Analogously to the non-spin-polarized case, where scattering processes are neglected,
i.e., elastic single-particle tunneling, the extension to the spin-polarized current as-
sumes a spin conservation during the tunneling process. Thus, the matrix elements
can be expressed as
M (RT ) = h	T jUT j	Si = h T jUTj Si; (4.50)
where the matrix of the tip potential UT is diagonal in spin space.  ="; # denotes
the spin index of the tip state that is involved in the tunneling. Thus, tip wave
functions with higher quantum numbers, l 6= 0, have been neglected. For both,
the spin-up and spin-down s states, the decay constant  is assumed to be the
same. Also the same normalization coecient will be applied. Assuming that the
spin-up, n"T , and the spin-down, n
#
T DOS of the tip are constant in energy, they
have to be dierent in size in order to account for the magnetization of the tip,
mT =

n"T   n#T

e^TM . Insertion of M

 in Eq. (4.38) leads to
I (RT ; V; ) =
83C2~3e
2m2
Z
dgV ()
X

 (E   )

h
n"T
 S" (RT )2 + n#T  S# (RT )2i (4.51)
with gV () = f( EF )  f(+ eV  EF ). The angle enclosed by the magnetization
direction of the tip and the sample at the position RT is denoted as (RT ; V ).
The expression in (4.51) is maximal for a parallel and minimal for an antiparallel
alignment of the tip and the sample magnetization ( = 0 and  = 180).
For general magnetic structures the spin-polarized tunneling current I can be
decomposed into a nonmagnetic and a magnetic part:
I (RT ; V; ) = I0 (RT ; V ) + IP (RT ; V; )
=
43C2~3e
2m2
[nT ~nS (RT ; V ) +mT ~mS (RT ; V )] : (4.52)
Here, ~nS (RT ; V ) = ~n
"
S (RT ; V ) + ~n
#
S (RT ; V ) represents the energy-integrated lo-
cal DOS of the sample and ~mS (RT ; V ) is the corresponding vector of the energy-
integrated local magnetization DOS ~nS (RT ; V ) = ~n
"
S (RT ; V ) + ~n
#
S (RT ; V ) of the
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sample3. It is given as
mS (RT ; ) =
X

(   )	Sy (RT )	S(RT ) (4.53)
~mS (RT ; V ) =
Z
(f(  F )  f(+ eV   F ))mS (RT ; ) d: (4.54)
Here,  is the known Pauli's spin matrix. nS (RT ; V ) and ~nS (RT ; V ) are dened
analogously by replacing  by the unity matrix. Apparently, the spin-polarized
contribution of the tunneling current (second term in Eq. (4.52)) depends on the
projection of ~mS onto the tip magnetization mT and thus scales with the cosine
of the angle between the magnetization directions of the tip and the sample. In
the case of a nonmagnetic sample or an non-spin-polarized tip, the second term in
Eq. (4.52) vanishes and the model resembles the original Terso-Hamann model.
Based on the results derived above the dierential conductivity that is measured
in the spectroscopy mode of a spin-polarized STM (SP-STM) is obtained as
dI
dV
(RT ; V ) / nTnS (RT ; EF + eV ) +mTmS (RT ; EF + eV ) : (4.55)
In contrast to the spin-polarized tunneling current in Eq. (4.52) it is directly pro-
portional to the local DOS, nS, and the magnetization DOS, mS, of the sample at
the energy EF + eV .
It is possible to decouple the spin-polarized and the non-spin-polarized tunneling
current via the constant current image mode of the spin-polarized STM [61]. The
constant current image results from the vertical adjustment z
 
rk; V; 

of the tip
in order to keep the tunneling current constant. For a sample surface with two-
dimensional translational symmetry the change in both, the non-spin-polarized and
the spin-polarized part of the current I, can be written in terms of a two-dimensional
Fourier expansion with respect to the reciprocal surface lattice vectors Gnk :
I
 
rk; z; V; 

=
X
n 6=0
IGnk (z; V; ) e
iGnk rk : (4.56)
Here, the IGnk
 
rk; z; V; 

are the tip-sample distance (z) dependent expansion
coecients. They decay exponentially with increasing length of the reciprocal lattice
vectors Gnk [67]. Therefore, the STM image is primarily dominated by the smallest
nonvanishing reciprocal lattice vector G1k:
I
 
rk; z; V; 
 / e 2zr2m=~2jEF+eV j+G1k=22 : (4.57)
3nT as well as mT refer to the densities of states of the tip.
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In comparison to a nonmagnetic state any magnetic superstructure lowers the trans-
lational symmetry and leads to a larger periodicity in the real space. Accordingly,
the corresponding reciprocal lattice vector becomes smaller with respect to that
of the chemical unit cell. Due to the ltering eect of the vacuum, waves with the
smallest lattice vectorGnk extend furthest into the vacuum and thus contribute most
to the STM image. Therefore, a topographic spin-polarized STM image obtained
in the constant-current mode reects rather the magnetic superstructure than the
atomic structure. This has been rst demonstrated for the two-dimensional antifer-
romagnetism at surfaces [72].
4.3.3 Independent-Orbital Approximation
The expression for the spin-polarized tunneling current in Eq. (4.52) is derived for
general magnetic structures. However, since it requires the exact information about
the electronic structure of the sample in the vacuum, the simulation of complex
magnetic structures is dicult within the spin-polarized Terso-Hamann model. In
the following, a simple method will be introduced that allows for the calculation
of spin-polarized STM images of an arbitrary complex magnetic structure without
the accurate knowledge of the electronic structure [62]. It is based on the atomic
superposition as presented in [55, 64, 65, 73].
In the limit of low bias voltage the integrated local DOS of the sample can be
replaced by the local DOS at the Fermi energy resulting in
ns (RT ; EF ) =
X

 
n" + n
#


exp ( 2 jRT  Rj) ; (4.58)
where the atomic superposition is expressed as the sum over all surface atoms  at
the positionR. It is assumed that the local DOS from each surface atom contributes
to the tunneling current of the STM tip at the positionRT with an exponential decay.
 denotes the decay constant as given in Eq. (4.34) with  =
p
2m=~2 using the
work function . n" and n
#
 represent the DOS of the surface atom  at the Fermi
level in the majority and minority spin channel, respectively.
The local magnetization DOS is given as
e^Tm (RT ; EF ) =
X

 
n"   n#

cos exp ( 2 jRT  Rj) ; (4.59)
where the angle  species the rotation of the local magnetization axis at the atom
 with respect to the tip magnetization direction e^T .
Under the assumption that the electronic structure of all surface atoms  is the
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same, the spin-polarized tunneling current in the simple model can be expressed as
I (RT ) /
X

[1 + PTPS cos ] exp ( 2 jRT  Rj) : (4.60)
Here, the spin-polarization of the tip and the sample is given by
PT =
n"T   n#T
n"T + n
#
T
and PS =
n"S   n#S
n"S + n
#
S
; respectively. (4.61)
The product of the spin-polarization of the tip and the sample, Pe = PTPS, is
the eective spin-polarization of the system, which remains as the only unknown
parameter in the approach presented above.
Finally, the simple model of the spin-polarized tunneling current allows for a direct
comparison of constant-current and constant-height images as well as quantitative
values of the corrugation amplitude. The corrugation amplitude, i.e., the dierence
z in the tip height as a function of the lateral tip position rk is given as
z
 
rk

=  I
 
rk; z0

dI0=dz(z0)
=
I
 
rk; z0

2I0(z0)
: (4.62)
Here, z0 denotes an average tip-sample distance, where the tunneling current can
be split into a lateral constant part I0(z0) and a small variation I
 
rk; z0

leading
to the expression above.
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Collinear magnetic congurations, i.e. , the parallel and antiparallel alignment of
neighboring magnetic moments, represent only a small number of possible magnetic
arrangements. The major part of spin structures reveals an arbitrary alignment of
neighboring magnetic moments, i.e., non-collinear magnetism. Within the DFT it
is possible to go beyond collinear magnetism by adjusting the representation of the
density in order to describe non-collinear magnetic orders. Therefore, the electron
and magnetization densities n and m are replaced by the Hermitian 2  2 density
matrix . Both concepts are completely equivalent.
The density matrix is dened as
 =
1
2
n  I2 +  m = 1
2

n+mz mx   imy
mx + imy n mz

; (5.1)
where I2 is the unity matrix and  is the vector of the Pauli spin matrices. Similarly,
the Hermitian 2 2 potential matrix is dened as
v = v  I2 + B B =

v + BBz B(Bx   iBy)
B(Bx + iBy) v   BBz

: (5.2)
The components of the density matrix are given in terms of the solutions of the
Kohn-Sham equation:
 =
NX
=1
  : (5.3)
Including the potential matrix (Eq. (5.2)) the Kohn-Sham equations (Eq. (2.20))
take the following form: 
  ~
2
2m
r2I2 + v

  =   : (5.4)
The kinetic energy part of the Hamiltonian is diagonal in both spin directions.
However, the o-diagonal part of the potential matrix, i.e., v12 = B(Bx   iBy)
and v21 = B(Bx + iBy), couples the two components   of the Pauli spinor. In
the collinear case this behavior is unproblematic, since the quantization axis of
the spin can be chosen parallel to the z-axis without loss of generality. Thus, Bx
and By become zero and the o-diagonal elements v12 and v21 vanish. Both spin
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directions decouple and Eq. (5.4) can be solved for every direction separately, i.e,
treating v" = B(Bx + iBy) and v# = B(Bx   iBy) like the nonmagnetic problem.
In a non-collinear magnetic calculation the computational eort to diagonalize the
Hamilton matrix increases with the third power of the number of basis functions in
comparison with a collinear calculation. Another drawback is the reduction of the
symmetry of the system due to the non-collinearity, resulting in an increase of the
irreducible wedge of the Brillouin zone and, in addition, a larger number of Bloch
vectors k. Since the computational eort increases linearly with the number of Bloch
vectors, too, the calculation of non-collinear systems is highly time-consuming. It is
recommended to start the studies with the collinear calculations and use them as a
starting point for the non-collinear ones afterwards.
5.1 Constrained Magnetic Moments
Non-collinear magnetic congurations do not necessarily represent extrema of the
energy functional E[n(r);m(r)]. Therefore, Dederichs et al. [74] extended the DFT
to systems that tend to exhibit arbitrary constraints. This is done by introducing
boundary conditions to keep the local magnetic moments of the atoms xed in
a specic direction. Hence, Lagrange multipliers are needed to pin the magnetic
moment of the atom in the direction e^ within the mun tin sphere . They have
the form of local magnetic elds. The energy functional reads then
Econstr [n(r);m(r); fe^g] = E[n(r);m(r)]
+ B
X

Bc
Z
MT
m(r)d3r   e^

e^ 
Z
MT
m(r)d3r

= E[n(r);m(r)] + B
X

Bc 
 
M  Mk

= E[n(r);m(r)] + B
X

Bc M?: (5.5)
The minimum of the energy functional provides the state of lowest energy meeting
simultaneously the condition of constrained magnetic moments. The minimization
of Eq. (5.5) with respect to the wave functions yields the Kohn-Sham equations
within the mun-tin sphere  plus an additional term:
i i(r) =
(
  ~
2
2m
r2 + ve (r) + B
h
 Be (r) +  

Bc   e^ (e^ Bc )
i)
 i(r):
(5.6)
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The contribution B 

Bc   e^(e^  Bc )

is always perpendicular to e^, i.e.,
Bc ? e^. Hence, the problem is apparently solved if M? becomes zero during the
self-consistency cycle. Besides the presented method there are other approaches
to phrase the condition of the constrained magnetic moments. For instance, the
requirement of a vanishing vector product M?  e^ causes a torsional moment
acting on the magnetic moment [75, 76]. The additional contribution to the total
energy generated by the constrained magnetic moments compensates with the one
caused by the eective B eld included in the kinetic energy (Eq. (3.30)). Thus, the
total energy (Eq. (3.28)) remains unchanged.
5.2 Spin Spirals
In section 4.2 it was pointed out that the general solutions of the Heisenberg Hamil-
tonian on a periodic lattice are at spin-spiral states, i.e., the magnetic moments
rotate homogeneously within a plane either perpendicular or parallel to the lm
plane. But beside those two-dimensional spin structures there are more compli-
cated spin arrangements such as conical spin spirals, which will be introduced in the
following.
The main characteristic of a homogeneous spin spiral is the rotation of magnetic
moments by a constant angle  proceeding from atom to atom along a certain
direction of the crystal. The reciprocal lattice vector q, which describes this cong-
uration, is called spin-spiral vector. The nth atom is located at the site Rn and the
rotation angle is given by  = q Rn. Then, the magnetic moment of this atom is
dened by
Sn = S (cos (+ ) sin ; sin (+ ) sin ; cos ) ; (5.7)
where  denotes the cone angle, i.e. a relative angle between the magnetic moment
and the rotational axis, and  is an eventual phase factor. Obviously, there are three
parameters dening a spin spiral:
 the spin-spiral vector q,
 the rotational axis and
 the cone angle .
Neglecting SOC the angle between the spin-spiral vector q and the rotational axis
is of no relevance since q is a vector of the real space coordinate frame, while the
spin-rotation axis is dened in the spin-coordinate frame. Excluding SOC means the
decoupling of the lattice and the spin lattice. In that case, the top and the bottom
spin spiral in Fig. 5.1 become energetically equivalent. The same applies for the two
spirals in between. Spin spirals of dierent , on the other hand, are energetically
nonequivalent, since  is still a well dened quantity while SOC is neglected.
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q
Figure 5.1: Spin spirals assigned to dierent cone angles . The upper two examples show
spirals with a rotation plane perpendicular to q. In the lower two illustrations the rotation
plane includes q. Special cases are the rst and the last example since  = 90, i.e., they
are at spin spirals, whereas the other two are so-called conical spin spirals.
Besides the high symmetry states, such as the ferromagnetic state (q = 0), the
spin spirals cover a vast part of the magnetic phase space. Another benet of spin
spirals is their suitability for the simulation of domain walls or temperature eects
in magnetic systems. In general, the discovery of the spin spiral inspired many
theoreticians [77, 78].
Depending on the size of the spin-spiral vector q, the description of spin spirals
might require large magnetic unit cells. Therefore, their calculation is computa-
tionally very demanding. In order to treat spin spirals in rst-principles calcula-
tions without using large unit cells, the generalized Bloch theorem can be exploited
[79, 80, 81]. However, the Bloch theorem is only valid while SOC is neglected.
5.3 The Generalized Bloch Theorem
Spin spirals break the translational symmetry of the lattice along the direction of the
spin-spiral vector q. In particular for ab-initio methods relying on the translational
symmetry, this is a severe problem. For instance, a large number of atoms is needed
in order to describe a spin-spiral state with a small rotation angle, which leads to
a large unit cell. Since the computation of the latter is very time-consuming, it is
necessary to nd a formulation similar to the Bloch theorem in order to reduce the
computational eort for those congurations.
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Neglecting SOC the atoms of a homogeneous spin-spiral structure are all equiv-
alent since they experience the same local environment. Their magnetic moments
have the same magnitude and angles with respect to the neighboring magnetic mo-
ments. This local equivalence will be exploited to generalize the Bloch theorem
[79, 80, 81]. Concerning the lack of translational invariance so-called generalized
translations Tm = f qRmjjRmg are introduced, which are combinations of a spin
translation and spin rotation. They link the lattice vectors Rn in the real space and
the spin rotations with the rotation angle  = Rn  q in the spin space.  denotes
the identity operation. The generalized translations belong to the spin-space group.
The Hamilton operator of a spin spiral without an external magnetic eld, but
with a counterclockwise rotating angle  = q  Rn and an exchange-correlation
magnetic eld Bxc changing from site to site, fullls the relation as below
H (r+Rn) = U (q Rn)H (r)Uy (q Rn) : (5.8)
The spin-rotation axis coincides with the z-axis of the spin without loss of generality.
In that case the spin-rotation matrix reads
U (q Rn) =

e i=2 0
0 ei=2

: (5.9)
The application of a generalized translation onto H (r) (r) yields:
TnH (r) (r) = U ( q Rn)H (r+Rn)Uy ( q Rn)U ( q Rn) (r+Rn)
= H (r)U ( q Rn) (r+Rn)
= H (r) Tn (r) : (5.10)
Thus, the generalized translation commutes with the Hamilton operator.
In a similar fashion to the proof of the Bloch theorem [82] the eigenstates can be
chosen such that
Tm (k; r) = U ( q Rm) (k; r+Rm) = eikRm (k; r) : (5.11)
Eq. (5.11) is the generalized Bloch theorem. An equivalent formulation represents
the eigenfunctions of the Hamiltonian as follows
 (k; r) =

e iqr=2f " (k; r)
e+iqr=2f # (k; r)

; (5.12)
where f " (k; r) and f # (k; r) have the generalized periodicity of the Hamiltonian,
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i.e., f " (k; r) = f " (k; r+Rm). The fact of f " and f # being periodic is of great
advantage for the implementation of spin spirals in the FLAPW method, since it is
expressed in terms of plane waves and Fourier transforms.
5.4 Non-collinear magnetism in FLAPW
Figure 5.2: Schematic illustration of the magnetization density in the program code FLEUR
[22]. In the interstitial region the magnetization is represented as a continuous vector eld.
Within the mun-tin spheres the magnetization is assumed to be collinear and varying in
its magnitude only. For reasons of clarity the mun-tins spheres were chosen smaller in this
picture than in the actual calculations. This gure is taken from [83].
There are two approaches to implement the non-collinear magnetism into an ab
initio method. The rst non-collinear calculations were carried out in methods
like the Korringa-Kohn-Rostocker method [84, 85], the Augmented Spherical Wave
method [86, 87, 88] and the Linear Mun Tin Orbital method [77, 89]. All of
these methods have in common that they make use of spheres at the positions of
the nuclei. It is therefore convenient to assume the magnetization direction as xed
within the spheres and varying only from sphere to sphere. Inside of such a sphere the
magnetization does not necessarily need to be homogeneous. This approach agrees
with the intuitive picture that every atom carries a magnetic moment generated
from the strong intra-atomic exchange. The moments of dierent atoms, on the
other hand, interact via the inter-atomic exchange giving them the opportunity
to arrange arbitrarily. Therefore, this approach describes the inter-atomic non-
collinearity only.
In general, the magnetization direction is continuously varying from site to site,
although in many cases the deviation from the main atomic direction is only found
in those regions, where the magnetization is small, i.e., the interstitial as well as the
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vacuum region. Therefore, the magnetization density m has the form of a continu-
ous vector eld. This approach has been applied by Nordstrom and Singh [90], who
published the rst calculation investigating the intra-atomic non-collinearity. How-
ever, the intra-atomic exchange is not of interest for the study of the surfaces and
interfaces of the 3d transition metals, since the non-collinearity in the intra-atomic
exchange is expected to be rather small in those systems.
The concept used for the implementation in the FLEUR program code [22] is a
"hybrid" approach, which handles the magnetization direction in the interstitial
and the vacuum region continuously, whereas the magnetization direction is kept
xed within the mun-tin spheres (cf. Fig. 5.2) [83, 91]. As mentioned above,
the FLAPW method makes use of the augmented plane waves as basis functions.
In order to extend this method onto spin dependent collinear systems, the spinors
g=";# are introduced analogously to the Pauli spinors in Eq. (2.24):
g" =

1
0

g# =

0
1

; (5.13)
where the index g refers to the fact that the g are dened relatively to the global
quantizations axis (for example the z-axis). Hence, the basis functions in the inter-
stitial region are written as
'G(k; r) = e
i(k+G)rg: (5.14)
Generalizing this expression for the case of non-collinear magnetism means that the
potential matrix v is not a diagonal matrix anymore. Thus, the Hamilton operator
in Eq. (5.4) needs to be fully diagonalized.
Since the local spin coordinate frame is used solely in the mun-tin spheres, the
basis set does not need to be changed in the interstitial and the vacuum region, where
the basis functions are represented by the global spin frame. A transformation of
the spinors g into the local coordinate frame of the 
l
 is performed by means of a
unitary transformation Ugl:
l = U
glg =
 
e
i
2 cos
 

2

e
 i
2 sin
 

2

  e i2 sin  
2

e
 i
2 cos
 

2
 !g: (5.15)
Considering the local and the global quantization axis the basis set now takes the
53
5 Non-collinear Magnetism within DFT
following form:
'G;(k; r) =
8>>>>>>>>><>>>>>>>>>:
e
i(G+k)r
g interstitial regionn
A
GkG?
 (kk)u
Gk
 (kk; z)
+B
GkG?
 (kk) _u
Gk
 (kk; z)
o
e
i(Gk+kk)rk g
vacuum region
P

P
L

AGL(k)ul(r) + B
G
L(k) _ul(r)

YL(r^) mun tin 
(5.16)
Again, L abbreviates lm and the sum in the mun tins considers the local spin
directions. The AGL and B
G
L have to meet the following boundary condition
ei(k+G)r =
X

X
L

AGL(k)u

l(r) +B
G
L(k) _u

l(r)

YL(r^)
g
 : (5.17)
Thus, the global spin-coordinate frame can be transformed into the local frame by a
rotation given via the Euler angles  and . In the present case, the Euler angles are
equivalent to the polar angles of the local quantization axis in the global coordinate
frame, namely  =  and  = .
As a result of the matching condition at the boundary of the interstitial region
and the mun-tins, the spin up and spin down basis functions couple. Nevertheless,
a non-collinear calculation can be transferred into a collinear one by transforming
the non-collinear coecients A and B as below
AnocoL;G;"(k) = 
T
"gU
gl"gAL;G;"(k) (5.18)
BnocoL;G;"(k) = 
T
"gU
gl"gBL;G;"(k) (5.19)
AnocoL;G;#(k) = 
T
#gU
gl#gAL;G;#(k) (5.20)
BnocoL;G;#(k) = 
T
#gU
gl#gBL;G;#(k): (5.21)
In this way, the calculation can be performed as in the collinear case, which is much
simpler to solve.
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Relativistic eects play a more important role at surfaces and in ultra-thin lms than
in bulk systems. Neel explained this behavior with the reduced number of neighbors
at the surface giving rise to the so-called magnetocrystalline surface anisotropy [92].
It describes the dierence in the magnetic energy found for dierent magnetization
directions, and leads to the distinction between an easy magnetization axis (minimal
energy) and a hard magnetization axis (maximal energy). The magnetic anisotropy
is caused by the spin-orbit coupling (SOC) and the magnetic dipolar interaction.
The latter senses the outer boundaries of the sample and gives rise to the shape
anisotropy, while the SOC couples the spin and the lattice, which leads to the
magnetocrystalline anisotropy. In small magnetic systems, such as the magnetic
mono- or double layers studied in the present work, the contribution of the magnetic
dipole-dipole energy to the magnetic anisotropy is of the order of 0:1 meV, which is
small compared to the contribution of the magnetocrystalline anisotropy ( 1 meV).
Therefore, the dipole-dipole interaction is neglected in the following.
Further consequences of the SOC are the Rashba eect [93, 94], which will not
be discussed in this thesis, and the Dzyaloshinskii-Moriya interaction (DMI) [7, 8],
which are both eects of a lack of inversion symmetry in the considered system. The
latter favors non-collinear magnetic structures with a unique rotational sense. Thus,
left and right rotating spin structures that are degenerate within the Heisenberg
model exhibit a dierence in energy in the presence of the Dzyaloshinskii-Moriya
interaction. This has been demonstrated in crystals, i.e., bulk systems, without
inversion symmetry (cf. [95]). However, since surfaces always lack inversion symme-
try, the Dzyaloshinskii-Moriya interaction needs to be considered in such systems.
Recently, it has been shown that the DMI plays a crucial role in surface magnetism
[9]. Furthermore, the strength of the SOC and thus the strength of the DMI de-
pends on the atomic number, i.e., it has to be considered in systems comprising
heavy elements, such as W or Ir.
In this chapter, the SOC and its eects are presented. The relativistic description
of many-electron systems is introduced as well as the treatment of the SOC in the
density functional theory and its implementation in the FLAPW method. Finally,
the Dzyaloshinskii-Moriya interaction will be explained in more detail.
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6.1 The Relativistic Density Functional Theory
The Kohn-Sham equation reads as a single-particle Dirac equation if the relativistic
eects are taken into account:
c  p+ (   1)mc2 + Ve (r)

	i = i	i; (6.1)
where  and  are the Dirac matrices,
 =

0 
 0

and  =

I2 0
0  I2

: (6.2)
Here,  is the vector of the Pauli matrices x, y and z, and p denotes the momen-
tum operator. I2 is the (22) identity matrix and 	i identies the four-component
Dirac spinor represented by large and small components 'i(r) and i(r), respectively.
The index i abbreviates the Bloch vector k, the band index i and the spin-quantum
number . Written in terms of the Dirac spinors, the charge and magnetization
density of the ground state have the following form
n(r) =
NX
i

'yi (r)'i(r) + 
y
i (r)i(r)

(6.3)
and
m(r) =
NX
i

'yi (r)'i(r) + 
y
i (r)i(r)

: (6.4)
A straight and, at the same time, accurate procedure to solve Eq. (6.1) is the
extension of the FLAPW basis set to all four components. The basis would then
contain four times as many functions as the non-relativistic and nonmagnetic basis
set. In that case the computational time needed for the diagonalization of the
Hamilton matrix would increase by a factor of 43 = 64. But as long as no SOC
eects are treated, it is sucient to include only those correction terms into the
non-relativistic calculation that contribute to the diagonal elements of the Hamilton
matrix. This method is called the scalar-relativistic calculation, and it has been
suggested by D. Koelling and B. Harmon [96]. In this approach only the electrons
within the mun tin spheres are treated relativistically, since the kinetic energy of
the electrons is large near the nuclei and the relativistic eects become stronger. In
the vacuum and the interstitial region the basis functions remain non-relativistic.
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In the limiting case of small velocities v2=c2  1 of the valence electrons, Eq. (6.1)
can be reduced to a Pauli equation. To achieve this, the Dirac operator is expanded
in v2=c2 and transformed afterwards (cf. e.g. [97]). The resulting equation is a
Schrodinger-like equation including the rst relativistic corrections of the order of
O(1=c2). The corresponding Hamilton operator is called Pauli operator and takes
the form
HPauli = p
2
2m
  e  v   p
4
8m3c2
+
e~2
8m2c2
r  E+ e~
4m2c2
  (E p) : (6.5)
The rst and the second contribution represent the non-relativistic kinetic energy
and the electrostatic potential energy, respectively. They form the non-relativistic
Hamilton operator. The third and the fourth term do not depend on the spin S =
=2 and, in addition to the rst two contributions, result in the scalar-relativistic
Hamilton operator. The third term in Eq. (6.5) is a correction term due to the
kinematical mass enhancement. Here, the fourth summand can be interpreted as
a smearing out of the electrostatic interaction between the electron and the nuclei
due to rapid quantum oscillations. That means that the expectation value of r does
not possess sharp eigenfunctions because of the zitterbewegung that the electron
performs, which is of the order of the Compton wave length C = ~=mc. As a result
the electron responds sensitively to the electric eld E. The very last contribution in
Eq. (6.5) is nally the spin-orbit interaction HSOC . It originates from the coupling
of the electronic spin with the magnetic eld that the electron experiences while
it moves in the vicinity of the nuclei. This orbital movement is coupled directly
with the crystal lattice via the electric potential of the ions. It contributes to the
magnetocrystalline anisotropy .
As mentioned above, the SOC eect occurs mainly close to the nuclei, since the
kinetic energy of the electron and thus the gradient of the potential is largest in this
region. The potential may be spherically approximated in the vicinity of the nuclei:
v(r) ' v(r). According to J. C. Maxwell the electric eld reads then as follows
(cf. e.g. [98]):
E =  rv(r) =  r
r
dv
dr
; (6.6)
and gives the SOC Hamiltonian the following form
HSOC =   e~
4m2c2r
dv
dr
  (r p)
=
 e~2
2m2c2r
dv
dr| {z }L  S
= (r)L  S: (6.7)
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L represents the operator of the angular momentum and (r) is the SOC constant
as a function of the radial distance r from the position of the nuclei. Since the mag-
netism in the 3d transition metals is originating from the d-electrons, it is reasonable
to average the SOC constant over the d-orbitals in order to reduce  to a simple
constant.
Regarding the representation of the basis functions in Eq. (5.16), the expectation
value of the SOC operator HSOC may be separated into a matrix element of the
position space and the spin space, respectively. In position space the matrix ele-
ment L;;
0
k;;0 = h; L; j(r)j 0; L; 0i provides the strength of the SOC. The radial
part L;;
0
k;;0 can be evaluated directly from the scalar-relativistic approximation. An
estimation of the coupling strength is obtained by assuming the Coulomb potential
to be v(r) =  Z  e=r and using the non-relativistic radial functions Rnl(r) / rl.
This results in
nl /
D
nlj1
r
Z
r2
jnl
EZ4
a3B
1
n3l2
: (6.8)
The proportional relation (6.8) shows that nl increases with the fourth order of the
atomic number, Z4. In the case of the 3d transition metals nl is of the order of
about 50 meV [99].
In spin space the matrix element L  S describes the angular dependency of the
SOC, which is the main contribution to the anisotropy.The matrix element de-
pends on the spin-quantization axis 
, which has been aligned parallel1 to the
magnetization direction 
M of the eective magnetic eld Be . The angular de-
pendence of L  S in the 2  2 spin space obtained for an arbitrary spin orien-
tation 
 = (sin sin ; cos sin ; cos ) is yielded after the computation of the

z = (0; 0; 1) direction and a subsequent unitary transformation U (cf. Eq. (5.15)):
hlmljL  Sjlm0l0i(0; 0)  ! hlmljUy(#; ') (L  S)U(#; ')jlm0l0i(#; ') (6.9)
=)
 h" jL  Sj "i h" jL  Sj #i
h# jL  Sj "i h# jL  Sj #i

(#; ') = (6.10)
=

cos#   sin#
  sin#   cos#

Lz
+

1
2
sin#(ei'L+ + e i'L ) cos2 (#
2
)ei'L    sin2 (#
2
)e i'L+
cos2 (#
2
)e i'L+   sin2 (#
2
)ei'L   1
2
sin#(ei'L+ + e i'L )

;
where the operators L  Lx  iLy are applied onto the YL.
1Technically, the spin and its magnetic moment are aligned antiparallel. However, for reasons of
simplication both are assumed parallel and B is set to a negative value.
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In order to estimate the magnitude of the SOC eect on the basis of density func-
tional theory, it is useful to consider a quantity that is directly related to this eect.
The magnetocrystalline anisotropy is such a quantity, since it introduces a preferred
magnetization direction within the crystal and breaks the rotational invariance of
the Hamilton operator with respect to the spin quantization axis. Rotating the en-
ergy from a direction of low energy (easy axis) towards a direction of high energy
(hard axis) is typically of the order 10 6 to 10 3 eV/atom and represents a very
small correction to the total magnetic energy [100].
Bruno suggested a simple physical model that relates the orbital moment ml =
BL to the magnetocrystalline anisotropy K [100, 101]. The spin splitting 

i  IM
of the bands is assumed to be much larger than the bandwidth W due to exchange.
The o-diagonal elements of the spin-orbit interaction matrixHSOC , which mix both
spin channels, may then be neglected. This results in the resemblance of the SOC
to an eective magnetic eld Horb acting merely onto the orbital moment ml:
HSOC =  ml Horb with Horb = 
2B

M : (6.11)
Here, the sign  represents the d band lling with more or less than ve electrons
and 
M is the magnetization direction.
The eect of this eld is described by a second degree tensor of the orbital sus-
ceptibility 
(2)
orb. The expectation value of the orbital moment hmli and the SOC
energy ESOC are then given in the lowest order of Horb as follows
hmli = (2)orb Horb
=

2B

(2)
orb 
M (6.12)
and
ESOC =  1
2
Horb  (2)orb Horb
=  1
2
2
42B

M  (2)orb 
M : (6.13)
In crystals, which feature uniaxial magnetic anisotropy, the symmetry axis may be
aligned to the z axis without loss of generality. This applies for instance in ultrathin
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lms and at surfaces2. Hence, the susceptibility has the form of a diagonal matrix:

(2)
orb =
0B@ 
(2)11
orb 0 0
0 
(2)22
orb 0
0 0 
(2)33
orb
1CA : (6.14)
The orbital moment and the SOC energy result in
ml;z =  
2B
h

(2)33
orb +


(2)11
orb   (2)33orb

sin2 
i
(6.15)
(6.16)
and
ESOC =  1
2
2
42B
h

(2)33
orb +


(2)11
orb   (2)33orb

sin2 
i
; (6.17)
respectively, where  is the angle between the normal of the plane and the mag-
netization. According to this model the magnetic anisotropy energy K is directly
proportional to the anisotropy of the orbital moments m = ml (
M2) ml (
M1)
for two dierent magnetizations 
M2 and 
M1 :
K =

4B
ml: (6.18)
Equation (6.18) expresses that the anisotropy of the magnetic moment is of about
0:1 B/atom if an anisotropy energy of 1 meV=atom and a spin-orbit coupling
constant of  = 50 meV is considered, which is a typical value in ultrathin lms.
6.4 Perturbation Theory
Since the SOC eect is rather small in 3d transition metals compared to the band-
width or the exchange splitting, it is convenient to treat it within the framework of
perturbation theory.
The energy dierence due to SOC results from the second order perturbation
theory:
ESOC =
X
	1 6=	0
jh	1jHSOC j	0ij2
E0   E1 : (6.19)
2An extension to cubic systems is possible without further ado, but since they are isotropic in
this order of Horb, i.e., 
(2)11
orb = 
(2)22
orb = 
(2)33
orb , the non-linear orbital susceptibility needs
to be considered, which is given by a fourth degree tensor 
(4)
orb. For further details refer to
[100, 102, 103].
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	0 and 	1 denote the unperturbed ground state and the excited state, respectively.
The corrections to the wave functions are given by the rst order perturbation
theory:
j	0i =
X
	1 6=	0
h	1jHSOC j	0ij	1i
E0   E1 : (6.20)
The considered excited states are located above the Fermi energy, and may be
populated by electrons characterized by a certain momentum k from an occupied
state via an excitation with or without a spin ip. In particular, the denominator
of Eq. (6.19) shows that states close in energy give large contributions. At the same
time it has to be kept in mind thatE0   E1 h	1 jHSOC j	0i2 : (6.21)
This condition is not fullled by pairs of states, whose energy dierence is in the
range of . In that case the perturbation theory of quasi degenerate states needs to
be applied.
The anisotropy K1 of uniaxial systems may be estimated roughly from the band-
width W of the d electrons via second order perturbation theory:
K1  
2
W
: (6.22)
The anisotropy constants of nth order are characterized by the proportionality of the
direction dependency of the energy with respect to the nth power of the directional
cosines. This leads to the linking between the anisotropy constants and the matrix
element (L  S)n resulting from the nth order perturbation theory. In the case of
uniaxial systems, which are discussed in this thesis, the rst non vanishing terms
occur in second order, whereas for cubic systems the fourth order perturbation
theory needs to be considered [100, 102, 103]. In general, the anisotropy constants
of nth order are proportional to W    
W
n
leading to a rapid convergence of the
anisotropy energy as a function of the order n.
After the expansion of the eigenstates via the exploitation of the symmetry of the
matrix elements L  S, the energy dierence due to SOC reads
ESOC =  2
X
m1;m2;m3;m4
h" jhm1jLSjm2ij "ih" jhm3jLSjm4ij "iG (m1;m2;m3;m4) :
(6.23)
Here, G (m1;m2;m3;m4) depends on the unperturbed band structure only and the
matrix elements L  S are functions of the magnetization direction 
M . The evalu-
ation of the matrix elements yields
ESOC = K0 +K1 sin 
2; (6.24)
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where K1 is the so-called magnetocrystalline anisotropy. The great advantage of the
perturbation theory is that the anisotropy constants can be calculated without eval-
uating the total energy of the system explicitly in dependence of the magnetization
direction. On the other hand, it fails in treating degenerate states properly.
6.5 Spin-Orbit Coupling in FLAPW
As mentioned at the beginning of this chapter the diagonalization of the full rela-
tivistic Hamilton matrix is numerically very challenging and therefore the methods
introduced so far require huge computational eort in order to solve the Kohn-Sham-
Dirac equation (6.1). Hence, the scalar-relativistic approximation is considered rst
and the SOC is included in an additional step. Bearing in mind that it is only a
small quantity, the Brillouin zone integration requires a dense mesh of Bloch vectors
k. This results in another increase in computing time. A further drawback occurs
if SOC and spin spiral calculations are combined. The generalized Bloch theorem
only holds in the absence of SOC. Due to the coupling of the spin and the lattice,
the translational symmetry is broken leading to necessarily large magnetic unit cells.
Thus, it is preferable to minimize this eort via one of the following methods.
In the present thesis the SOC has been taken into account in two dierent ways.
Since it is a small eect, it can be treated as a perturbation based on the local
force theorem as a rst approximation (cf. reference [104]). This method provides
good results for magnetic congurations in many cases. However, for non-collinear
magnetic systems no conclusion can be drawn due to the small number of published
results so far. Alternatively, the SOC may be computed self-consistently, for which
there are two dierent implementations available: collinear congurations are calcu-
lated self-consistently in second variation [105]. Non-collinear states are investigated
in rst order pertubation theory.
6.5.1 Local Force Theorem
A. R. Mackintosh and O. K. Andersen established the basic principle of this theorem
[106]. The extension to magnetic systems was carried out by A. Oswald et al. [107]
and further generalized by A. I. Liechtenstein et al. [108]. It is based on the idea
that in a linear approximation the total energies show only little dierence before
and after the application of small perturbations to a system. In the case of SOC,
the unperturbed (H0) and the perturbed Hamiltonian (H1 = H0 +HSOC) have to
be considered. Regarding Eqs. (3.28) to (3.30) the total energies of the states can
be split into two contributions:
E0 =
NX
i
i;0 + Erest;0 and E1 =
NX
i
i;1 + Erest;1; respectively. (6.25)
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The rst term is formed by the sum of the single-particle energies i, and the second
one, Erest, contains the remaining energy contributions. It can be demonstrated
that in rst order perturbation the second terms cancel each other and leave the
single-particle energies solely (for further details refer to [104]). That means that
the interaction 'drops' out of the total energy dierence. Obviously, it is sucient
to compare the sum over the single-particle eigenvalues of both systems in order
to observe a change in total energy if the perturbation is small enough. In the
case of spin-orbit interaction the single-particle energies of dierent magnetization
directions are compared in order to estimate the magnetic anisotropy energy:
ESOC =
NX
i
i;1 (
M2) 
NX
i
i;1 (
M1) : (6.26)
Thus, the change in the total energies of the initial and the perturbed state can be
substituted with the dierence of the sums of the single-particle eigenvalues of the
two states.
6.5.2 Variational Methods
The second variational treatment of the spin-orbit interaction [105] is based on the
idea that the eigenfunctions of the scalar-relativistic Hamilton operator represent a
more ecient basis set for the diagonalization of the relativistic Hamilton operator
than the original LAPW basis. Therefore, fewer basis functions can be used without
introducing a large error. After having determined the scalar-relativistic eigenvectors
'k00 =
P
n c
n
k00
n
k0 the wave functions 	k(r) are expanded as follows
	k(r) =
2NSX
00
Ck00'k00(r): (6.27)
NS represents the number of basis functions per spin. The expansion coecients
Ck00 have been multiplied with the Pauli spinor related to 
0. They are given via
the following eigenvalue problem:
2NSX
00;00
hk 00 jHjk 0000iCk0000 = kCk00 : (6.28)
Since the spin-orbit contribution is negligible, the overlap matrix remains diagonal.
The Hamilton matrix, on the other hand, consists of the scalar-relativistic eigenval-
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ues 0k as diagonal elements and matrix elements resulting from the SOC:
hk jHjk 00i = 0k;0;0 + hlmljL  Sjlm0l0i  (6.29)
 cnk(Al Al0l0 + Al Bl0 _l0 +Bl Al0 _l0 +Bl Bl0 l0)cn
0
k00 :
A and B still represent the coecients of the LAPW basis in the mun tin .
The l0 ,
_l0 and
l0 denote the radial spin-orbit interaction coecients of the
atom type  belonging to the fundamental unit cell. They are given by the radial
scalar-relativistic wave functions u and their derivatives with respect to the energy,
_u. The spin-quantization axis 
 is chosen parallel to the eective magnetic eld
Be (cf. Eq. (6.29)). Equation (6.10) is then diagonalized in the 2  2 spin space
and the resulting eigenfunctions are projected onto APW's:
	k(r) =
NX
i
2NSX
00
Ck00c
n
k00
n
k0(r)
=
2X
0
NX
i
~ck0
n
k0(r): (6.30)
Afterwards, the new charge and magnetization densities are calculated from
Eqs. (6.3) and (6.4).
The advantage of the second variational method is the decrease of the size
of the Hamilton matrix compared with the one of the LAPW basis without
causing a large error. This is due to the employment of the scalar-relativistic wave
functions. It needs to be kept in mind that this method does not represent a pertur-
bative treatment of the SOC but a self-consistent consideration of relativistic eects.
In contrast to the second variation that rst considers the scalar-relativistic Hamil-
ton matrix in order to treat the SOC with its solutions afterwards, the rst varia-
tion starts with the solution of the complete Hamiltonian. The use of the scalar-
relativistic basis set in the case of non-collinear calculations would be inconvenient,
since the non-collinearity already leads to a coupling of minority and majority spin.
Thus, the full Hamilton matrix needs to be diagonalized, and cannot be split into
two separate calculations for spin up and spin down (cf. Eq. (5.4)). The reduction
of the computational eort may be accomplished by the calculation of the matrix
elements of the SOC operator via simplied analytic formulae developed by S. J.
Youn et al. [109]. In the following, the Bloch vector k and the reciprocal lattice
vector G are abbreviated as kn = k + G. Based on the spin-orbit Hamiltonian
(Eq. (6.7)) and the FLAPW basis set (Eq. (3.16)) the matrix elements of the SOC
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now read as follows (cf. Eq. (6.29))
hkn jHSOC j kn0i = (6.31)
= hlmljL  Sjlm0l0i 
ckn(AlAl0l0 + AlBl0 _l0 +BlAl0 _l0 +BlBl0 l0)ckn0
=
X
l
Rlkk00
X
mlm
0
l
Ylml(k^n)hlmljL  Sjlm0l0iY lm0l(k^n):
The magnetic quantum numbers ml and m
0
l are added analytically by means of the
operators L = Lx  iLy. For further details refer to [109]. Having introduced
the Legendre polynomials Pl(x) and their derivatives P
0
l (x) with respect to x and y
followed by the integration of the spins over the angle yields
hkn jHSOC jk0n0i = i
S  (kn  k0n)
knk0n
X
l
2l + 1
4
Rlknk0n0P
0
l (cos#); (6.32)
in which the vector product of kn and k
0
n has been employed. In Eq. (6.32) the
following relation has been applied:
S  (kn  k0n) = h jSxj0i [kn  k0n]x
+ h jSyj 0i [kn  k0n]y
+ h jSzj0i [kn  k0n]z : (6.33)
The contribution to Eq. (6.33), that contains the spins can be derived via the ap-
plication of the eigenspinors of S  B onto both sides of the spin matrices. Here,
B represents an innitesimal magnetic eld. Furthermore, this formula cannot be
used if the absolute value of kn or k
0
n becomes zero, since this would result in the
disappearance of the spin-orbit matrix elements and at the same time the orbital
moment in the mun tin spheres. A benet of this approach is the omission of
the summation over the magnetic quantum numbers ml and m
0
l for the spherical
harmonics, which further contributes to the simplication of the computation.
6.6 The Dzyaloshinskii-Moriya Interaction
In the case of two electrons that are localized at the lattice sites i and j, the Hubbard
like Hamiltonian may be written as below [110]
H = Hi0 +Hj0 + T ij +HiSOC +HjSOC : (6.34)
The rst two terms Hi0 and Hj0 correspond to the states of the electrons and are
composed of the kinetic energy of the particular electron due to its movement around
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the nuclei and the Coulomb repulsion. T ij represents the electron hopping between
the lattice sites and the spin-orbit contributions at the lattice sites i and j are
contained in HiSOC = Li  Si and HjSOC = Lj  Sj, respectively. The three last
terms in Eq. (6.34), namely T ij, HiSOC andHjSOC , may be regarded as a perturbation
giving the Hamiltonian of the interactions between the spins Si and Sj the following
form
He =  JijSi  Sj +Dij  (Si  Sj) + Si ijSj: (6.35)
From second order perturbation theory the Hamilton operator Hi0 + Hj0 + T ij re-
sults in the well-known isotropic exchange interaction Jij (cf. section 4.2). This
symmetric interaction causes, e.g., the energy degeneracy between spin spirals of
opposite rotational sense in the absence of SOC. It is of the order of (t2ij=U) in
the expansion of the Hubbard Hamiltonian. Here, U is the Coulomb repulsion and
t is the hopping integral. In the next non-vanishing highest order, where SOC is
included, the Hamiltonian results in the antisymmetric exchange interaction with
the Dzyaloshinskii-vector Dij. It corresponds to (tij)
2=U with  being an en-
ergy dierence between two atomic levels. The presence of SOC in systems lacking
inversion symmetry causes an anisotropic exchange interaction in the form as below
EDM = Dij  (Si  Sj) ; (6.36)
where Dij is a vectorial coupling constant. Si and Sj are the spins at the lattice
sites i and j. The interaction in Eq. (6.36) is referred to as Dzyaloshinskii-Moriya
interaction. It was rst suggested as a phenomenological model by I. Dzyaloshinskii
[7] in order to motivate the 'weak' ferromagnetism in hematite. T. Moriya pro-
vided the theoretical justication of this interaction as an actual eect [8]. Based
on the formalism of P. W. Anderson [111] the theory may be comprehended as
an extension of the super exchange interaction to spin-orbit coupling. As a con-
sequence the energetic degeneracy of spin spirals with opposite rotational sense is
lifted. T. Moriya determined another anisotropic exchange interaction  ij in the
order of 2(tij)
2=U2, which will be neglected in the following. Further details of
the derivation of the exchange interactions may be found in [8].
In order to estimate the magnitude of the antisymmetric exchange interaction
the gyromagnetic ratio g is used. The variation from the value of a free electron is
denoted with g. The magnitude of Dij is then given via jDj=J  g=g. Typically,
g=g is smaller than 0:1.3
The behavior of the antisymmetric coupling is motivated likewise via the crystal
symmetry without going into detail concerning a particular exchange mechanism.
For this purpose I. Dzyaloshinskii and T. Moriya established some rules:
3For   applies j j=J  (g=g)2. If g=g  0:1, then   obtains a magnitude of about 0:01. From
this it follows that the antisymmetric exchange interaction Dij is the strongest and, therefore,
the most important anisotropic coupling of the spins. Hence, the neglect of   is justied.
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(a) (b)
Si SjSi Sj
Figure 6.1: Example of the chiral symmetry breaking. The sketch shows two atoms assigned
to the spins Si and Sj and a nonmagnetic substrate atom. There is a change in sign of the
angle that is enclosed by the spins from conguration (a) to (b). As a result of the spin-orbit
interaction the spin and the lattice coordinates couple and (a) and (b) lose their equivalency
since the alignment of their spins changes with respect to the third atom.
(a)
A B
MSi Sj
S5
S1
S2
S4
S3
D13
D41 D15
D21
(c) bcc(110)(b) bcc (100)
S1 S2
S4 S3
D12
D41
D34
D23
Figure 6.2: (a) Sketch of the points A and B at the lattice sites of the spins Si and Sj and
the point M , which bisects the straight line AB. (b) Dij vectors for two lattice sites in the
case of a bcc (100) surface. (c) Dij vectors for two lattice sites in the case of a bcc (110)
surface.
The points A and B are located at the lattice sites of the spins Si and Sj and
connected via the straight line AB (cf. Fig. 6.2 (a)). The point bisecting the straight
line AB is labeled M . For Dij applies the following:
 When a center of inversion symmetry is located at M , then Dij = 0.
 When a mirror plane that is perpendicular to AB passes through M , then
Dij k mirror plane or Dij ? AB.
 When there is a mirror plane including A and B, then Dij ? mirror plane.
 When a two-fold rotation axis that is perpendicular to AB passes through M ,
then Dij ? two-fold axis.
 When there is a n-fold axis with n  2 along AB, then Dij k AB.
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The rst rule reveals that a lack of inversion symmetry is in general a basic condition
for the existence of the antisymmetric exchange interaction in a crystal lattice. This
plays an important role in particular for surfaces of magnetic materials as they are
studied within this thesis, which always lack inversion symmetry. This has been
recently demonstrated in experiment and theory for a monolayer of Mn on W(110)
[9]. From the above symmetry considerations the direction of the Dzyaloshinskii
vector Dij between two lattice sites can be derived for any crystal symmetry such
as in the case of the bcc (110) and (110) surfaces in Fig. 6.2 (b) and (c).
The methods to include SOC in the FLAPW method (cf. section 6.5) cannot
be applied directly to spin spirals. The generalized Bloch theorem (Eq. (5.11))
does not hold in the presence of SOC, since the atoms with dierent magnetization
direction are not equivalent anymore, and the translational symmetry is broken.
Alternatively, the rst variational method is employable in order to calculate the
spin structure via the super cell approach. However, the unit cell corresponding to
a small spin-spiral vector q can become very large and, therefore, those calculations
may become unfeasible even for today's supercomputers. Therefore, the calculation
of the Dzyaloshinskii-Moriya interaction is treated via rst order perturbation theory
in the FLEUR code [112], since it is linear in the SOC constant . That means the
corrections to the band energies are approximately given by the expectation values
h k0;0jHSOC j k;i =

h "k0;0jh #k0;0j
H""SOC H"#SOC
H#"SOC H##SOC
 j "k;i
j #k;i
!
(6.37)
of the SOC operatorHSOC and the eigenstates 	k; to the unperturbed Hamiltonian.
This approach only allows for the computation of the antisymmetric exchange as
the expectation values vanish for collinear magnetic states. The components of the
SOC Hamilton matrix possess the periodicity of the lattice. Therefore, it applies
that
H0SOC

eiqr=2f
0
(k; r)

= eiqr=2f
0
SOC (k; r)
H0SOC 
0
 (k; r) = e
iqr=2f
0
SOC (k; r) ; (6.38)
where the f
0
(k; r) and f
0
SOC (k; r) represent any lattice periodic functions.  de-
notes the spin alignment " and #, respectively. Then, the matrix elements of HSOC
can be expressed as follows
h "k0;0 jH""SOC j "k;i =
Z
d3ei(k k
0)rf ""(r);
h #k0;0 jH##SOC j #k;i =
Z
d3ei(k k
0)rf ##(r);
(6.39)
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h #k0;0jH#"SOC j "k;i =
Z
d3ei(k k
0 q)rf #"(r);
h "k0;0jH"#SOC j #k;i =
Z
d3ei(k k
0+q)rf "#(r): (6.40)
They are only nonzero if the exponents become zero. Thus, it is sucient to consider
only the diagonal elements, and the Hamilton matrix takes the following form:
h k0;0jHSOC j k;i = N
 hf "jf "i+ hf #jf #i ; (6.41)
where N species the number of chemical unit cells. The Bloch factors cancel each
other and as a result the correction to the band energies holds for all atoms.
Then the HSOC matrix elements for spin-spiral states are expressed explicitly in
terms of the LAPW basis. Since the spin-orbit contribution is rather small in the
interstitial region, the calculation of the HSOC matrix elements is performed within
the mun tins, where the basis functions are given in Eq. (3.5) and (3.16):
'~G(k; r) =
X
L

AG~L (k)u
~
l (r) +B
G~
L (k) _u
~
l (r)

YL(r^): (6.42)
Here, L abbreviates the quantum numbers l and m. In order to distinguish the
spin indices of the local (mun tin dependent) spin coordinate frame from the ones
dened in the global coordinate frame, the rst are marked with tildes (~). Then,
the expansion of the wave functions ~ k; reads:
~ k; =
X
G
0B@C
~"
G;k;'
~"
G
C
~#
G;k;'
~#
G
1CA =X
L
YL(#; ')
0B@a
~"
k;;Lu
~"
l (r) + b
~"
k;;L _u
~"
l (r)
a
~#
k;;Lu
~#
l (r) + b
~#
k;;L _u
~#
l (r)
1CA (6.43)
where the coecients AG~L (k) and B
G~
L (k) are introduced via
a~k;;L =
X
G
c~k;;GA
G~
L (k) and b
~
k;;L =
X
G
c~k;;GB
G~
L (k): (6.44)
Then, the wave functions are rotated from the local to the global coordinate frame.
The A and B coecients of the mun tin in the global frame read
a
0~
k;;L = U
0~
MT
X
G
a~k;;L and b
0~
k;;L = U
0~
MT
X
G
b~k;;L: (6.45)
The wave functions are further rotated until their coordinate frame corresponds to
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the real-space coordinate frame denoted with the index rs:
h k0;0jUyrsHSOCUrsj k;i =
Z
MT
 yk0;0(r)U
y
rsHSOCUrs k;(r)d3r: (6.46)
Since the angular momentum operator L commutes with the spherically symmetric
functions, the real-space integration of the matrix elements is split into an angular
and a radial part. Employing Eq. (6.9) gives the following expression of the angular
integrals
A0l;m0;m =
Z 
0
d#
Z 2
0
d'(  sin#)Yl;m(#; ')L0Yl;m(#; '): (6.47)
The radial integrals are given as
R~0~l;u;u =
Z RMT
0
drr2u~
0
l (r)u
~
l (r) ; R~
0~
l;u; _u =
Z RMT
0
drr2u~
0
l (r) _u
~
l
R~0~l; _u;u =
Z RMT
0
drr2 _u~
0
l (r)u
~
l (r) ; R~
0~
l; _u; _u =
Z RMT
0
drr2 _u~
0
l (r) _u
~
l (r) (6.48)
Introducing
T 0; =
X
l;m0;m
X
~0~
A~0~l;m0;m

a
0~0
k0;0;l;m0a
~
k;;l;mR~
0~
l;u;u + a
0~0
k0;0;l;m0b
~
k;;l;mR~
0~
l;u; _u
+b
0~0
k0;0;l;m0a
~
k;;l;mR~
0~
l; _u;u + b
0~0
k0;0;l;m0b
~
k;;l;mR~
0~
l; _u; _u

(6.49)
the expectation value results in
E = h k0;0 jUyrsHSOCUrsj k;i =
8>>><>>>:
T "" + T ## k0 = k;
T "# k0 = k+ q;
T #" k0 = k  q;
0 else:
(6.50)
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Cr/Pd(111)
Among the 3d transition metals only Cr and Mn exhibit antiferromagnetism. In par-
ticular, Cr is not only a prototypical antiferromagnet, but, in addition, it also reveals
an antiferromagnetic spin-density wave in its bulk bcc phase due to Fermi-surface
nesting. The spin-density wave in Cr can give rise to the formation of magnetic
superstructures. For instance, at the Cr(001) surface an enhancement of magnetic
moments is observed due to the reduction of the coordination number. This causes
topological antiferromagnetism between ferromagnetic terraces that are separated
by monoatomic steps as it has been theoretically predicted by ab initio calculations
[113] and detected by spin-polarized scanning tunneling microscopy [114, 115]. For
ultrathin lms the magnetic properties of Cr depend on the exchange coupling be-
tween neighboring magnetic moments. Therefore, they are sensitive to the in-plane
lattice constant of the surface as well as the hybridization with the substrate. It
was reported that a monolayer (ML) of Cr on the (110) surface of W shows a local
antiferromagnetic order [116]. On the other hand, a Cr monolayer adsorbed to the
(001) surface of W was predicted to exhibit a ferromagnetic alignment [117].
Evidently, the surface orientation plays a crucial role for the magnetism in Cr.
This has been further predicted for Cr monolayers on (111) surfaces of the noble
metals Ag and Cu [118, 119]. In such triangular lattices the main characteristic of
a two-dimensional antiferromagnet, i.e., the antiparallel alignment of neighboring
magnetic moments, is no longer satised (see Fig. 7.1). This leads to a topological
frustration of the spins giving rise to a row-wise antiferromagnetic state or more
Figure 7.1: Topologically frustrated two-
dimensional antiferromagnet on a triangu-
lar lattice.
120°
Figure 7.2: The Neel state on a triangular
lattice. The magnetic moments enclose an
angle of 120.
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complex magnetic structures, such as spin spirals or the Neel state { a conguration
that is characterized by magnetic moments enclosing an angle of 120 as illustrated
in Fig. 7.2. The Neel state has rst been observed experimentally only in a Mn
monolayer on the (111) surface of Ag [120]. However, this discovery conicts with
theoretical calculations performed within the DFT, which predict a row-wise anti-
ferromagnetic state [118].
In systems such as the monolayers of Mn or Cr on Ag(111) the formation of
alloys due to intermixing is problematic. This diculty can be avoided by choosing
substrates such as Pd(111), where the surface energy and thus the hybridization of
the magnetic thin lm with the substrate is dierent. The dierence in hybridization
and the in-plane lattice constant leads to a change in the exchange coupling of the
system, which can induce non-collinear magnetic order such as the Neel state.
In order to shed light onto this issue, in this chapter the magnetism of a single
monolayer of Cr on Pd(111) is investigated. This happens by means of DFT calcu-
lations that are compared to experimental results obtained by spin-polarized STM
. First, the stacking of the lm as well as the collinear magnetic ordering, i.e., fer-
romagnetic or antiferromagnetic, is examined. By studying the energy dispersion of
spin-spiral structures on a freestanding monolayer of Cr(111) and Cr deposited on
Pd(111) the inuence of the substrate onto the magnetic exchange interactions will
be analyzed that results in a non-collinear magnetic ground state. The comparison
of simulated spin-polarized STM images of the spin-spiral state with the experimen-
tal data allows for the identication of the
 p
3p3 superstructure as Neel state.
Moreover, the direct comparison of the simulated spin-polarized STM images with
the experimental results allows for the estimation of the magnetization direction of
the tip with respect to the magnetization direction of the sample.
Parts of this chapter have been published in Physical Review B [58].
7.1 Computational Details
The ab initio calculations have been carried out within the GGA [33] if not stated
otherwise. For the structural relaxation the theoretical lattice constant of Pd (aPd =
3:981 A [121]) has been used. A symmetric lm consisting of seven monolayers
Pd(111) with one monolayer Cr on each side has been applied. A mesh of 72
kk points in the irreducible wedge of the two-dimensional Brillouin zone has been
employed as well as about 160 basis functions per atom. To calculate the spin
spirals an asymmetric lm consisting of six layers of Pd(111) and one layer of Cr in
fcc stacking has been employed. The structural relaxations were adopted from the
row-wise antiferromagnetic state and it was made use of 1024 kk points in the entire
two-dimensional Brillouin zone as well as about 110 basis functions per atom.
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First, the Cr stacking on the Pd(111) substrate was checked. The stacking types
dier by the sequence of the layers, i.e., in the face-centered cubic (fcc) stacking the
atoms alternate between three positions, while in the hexagonal close-packed (hcp)
stacking the atoms of every other layer reside above the atoms of the rst layer
(cf. sketches in Fig. 7.3 (a)). For both stacking types the parallel (FM) and the
antiparallel (RW-AFM) alignment of the magnetic moments have been investigated
(see insets in Fig. 7.3 (a)). Then, the Cr monolayer has been geometrically relaxed by
varying the interlayer distance for the FM and the RW-AFM conguration in both
stackings. From Fig. 7.3 (a) it can be directly concluded that a parallel alignment of
the magnetic moments, i.e., ferromagnetic order, is energetically highly unfavorable
with about 1 eV dierence in total energy compared to the antiparallel arrangement.
The fcc stacking is more favorable in the RW-AFM structure than the hcp stacking
with an energy dierence of 162 meV. This is consistent with the results of the
Figure 7.3: (a) Total en-
ergy calculations depend-
ing on the interlayer dis-
tance dCr Pd between Cr
and Pd for collinear an-
tiferromagnetic (RW-AFM)
and ferromagnetic (FM) con-
gurations depicted in the
sketches. The abbrevia-
tions \hcp" and \fcc" refer
to \hexagonal close packed"
and \face centered cubic",
respectively. (b) The mag-
netic moments depending on
the interlayer distance, the
magnetic conguration and
the stacking.
AFM FM
A
B
A
A
B
C
hcp fcc
RW-
RW-
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spin-polarized STM measurements, where the fcc stacking of the Pd(111) surface
was observed to be continued in the Cr monolayer [58]. Finally, the results of the
structural relaxations in Fig. 7.3 (a) yield an inward relaxation by 1.7 % leading to
an interlayer distance of 2.17 A for the RW-AFM state and the fcc stacking in Cr
on Pd(111).
Fig. 7.3 (b) displays the magnetic moments of the FM and the RW-AFM state
in both stacking types as a function of the interlayer distance. For the FM con-
gurations in both stackings the magnetic moments are relatively small ( 2:5 B
and  2:9 B) compared with those obtained for the RW-AFM congurations. Ob-
viously, the stacking has no strong inuence on the magnetic moments, since they
are identical in the RW-AFM conguration for both, the hcp and the fcc stacking,
with an absolute value of about 3:3 B. However, the dierent values obtained
for the magnetic moments of the FM and the RW-AFM congurations hint at a
strong intra-atomic exchange, and explain the large energy dierence of about 1 eV
between those states.
7.3 The Neel state of Cr/Pd(111)
In order to investigate the magnetic behavior of the Cr monolayer on the Pd(111)
surface, spin spirals have been considered, since they allow to explore a vast part
of the magnetic phase space. The spin-spiral vector q has been chosen along the
high symmetry lines of the two-dimensional Brillouin zone sketched in Fig. 7.4 (b).
The resulting energy dispersion curve E (q) is plotted in Fig. 7.4 (b) for Cr on
Pd(111) as well as for the unsupported monolayer (UML) of Cr on the Pd in-plane
lattice constant. Both curves display a global minimum at the K point, which
corresponds to the Neel state. While the Cr UML shows an energy dierence of
about  39 meV/Cr-atom compared to the row-wise antiferromagnetic state (RW-
AFM), the Cr monolayer on Pd has a slightly smaller dierence in energy between
K and M of  27 meV, which is due to the hybridization with the substrate. The
magnetic moments of Cr (Fig. 7.4 (c)) also decrease from 3:68 B in the Cr UML
to 3:21 B in Cr on the Pd(111) surface due to the hybridization. Additionally, the
hybridization leads to induced magnetic moments in the Pd that are signicant in
the vicinity of the ferromagnetic state solely. Considering that they are equidistant
from antiparallel magnetic moments of atoms in the Cr monolayer they become zero
in the RW-AFM state and the Neel state. Furthermore, it has been checked that
the predicted ground state does not depend on the exchange-correlation potential.
Using the LDA [122] the Neel state is still in favor with an energy dierence of
 55 meV with respect to the RW-AFM state.
Spin-spiral calculations are not only useful to determine the system's magnetic
ground state, but also they oer the opportunity to learn more about the exchange
mechanisms. The exchange interaction is studied by tting Eq. (4.30), i.e., E(q) =
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Figure 7.4: (a) Phase di-
agram of the Heisenberg
model on a triangular lattice
for the exchange constants
J1 and J2. Unsupported
monolayers are denoted, e.g.,
with Cr/Pd-UML meaning
that the Cr UML has been
calculated on the Pd in-plane
lattice constant. The val-
ues for the Cr/Ag-UML are
taken from [83]. Cr/Pd(111)
and Cr/Ag(111) [61] indicate
the Cr monolayer on the sub-
strate. (b) Energy dispersion
curve of the spin-spiral calcu-
lations for the unsupported
Cr ML and Cr/Pd(111). 3Q
labels a complex spin struc-
ture which is a superposi-
tion of the spin spirals at
the three equivalent M points
of the two-dimensional Bril-
louin zone [119] (see inset).
(c) Magnetic moments of
the Cr atoms and of the
Pd atoms at the interface
(Pd(I)) and the layer below
(Pd(I-1)).
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 NS2J(q), to the energy dispersion curve. According to Eq. (4.32) the Fourier
transforms of the Heisenberg exchange parameters have the following form:
J(q) =
X

J0e
 iqR : (7.1)
The spin-spiral vector can be expressed as q = (q1; q2). For the direction   K M it
applies that q1 = q and q2 =
1
2
q with 0  q  1 and q 2 Q. Here, q = 2
3
corresponds
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J1S
2 (meV) J2S
2 (meV) J3S
2 (meV) J4S
2 (meV)
Cr UML  59.9 +7.9 +7.2 +1.1
Cr/Pd(111)  58.4  1.5 +3.4 +0.7
Table 7.1: Heisenberg exchange parameters of an unsupported monolayer of Cr on the
Pd(111) lattice constant (Cr-UML) and a monolayer deposited on the Pd(111) surface ob-
tained by tting the expression in (7.2) to the curves in Fig. 7.4.
to K and q = 1 to M. Performing the summation and making use of the relation
Ri Gk = 2ik results in
J  K M(q) = 2J2 + 2J6
+cos (q) [4J1 + 4J5]
+ cos (2q) [2J1 + 4J3 + 4J7]
+ cos (3q) [4J2 + 4J5]
+ cos (4q) [2J3 + 4J4]
+ cos (5q) [4J4 + 4J7]
+ cos (6q) [2J5 + 4J6]
+ cos (7q) [4J7] : (7.2)
By tting this expression to the energy dispersion curve in Fig. 7.4 (b) the Heisenberg
exchange parameters can be obtained. The nearest-neighbor exchange in both, the
Cr UML on the Pd(111) lattice constant and the Cr monolayer on Pd(111), is rather
large and negative, i.e., antiferromagnetic, with values of J1;Cr =  59:9 meV and
J1;Cr=Pd =  58:4 meV, respectively. This is reected in the large energy dierence
between the FM state, the RW-AFM and the Neel state, observed in the spin-spiral
dispersion curve. The second-nearest-neighbor exchange results in J2;Cr = +7:9 meV
and J2;Cr=Pd =  1:5 meV and for the third-nearest neighbors values of J3;Cr =
+7:2 meV and J3;Cr=Pd = +3:4 meV are found. The rst-nearest-neighbor exchange
clearly dominates the exchange beyond nearest neighbors. Moreover, the presence
of the Pd(111) surface keeps it nearly unaected, while the exchange interactions
beyond nearest neighbors decrease for Cr on Pd(111) compared to the Cr UML. The
J1 J2 phase diagram drawn in Fig. 7.4 (a) has been used to interpret the results of
the spin-spiral calculations. It is separated into four phases: a ferromagnetic phase,
an antiferromagnetic phase, a phase of the Neel state and a phase containing spin
spirals occurring along the   M high symmetry line. The Cr monolayer on Pd(111)
is located close to the J2 = 0 axis. By enlarging the lattice constant, for instance, by
choosing the in-plane lattice constant of the Ag(111) surface, the antiferromagnetic
nearest-neighbor exchange is reduced [61, 83].
Besides topological frustration of antiferromagnetic exchange interaction on a tri-
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Figure 7.5: A sketch of the 3Q state.
angular lattice, which can lead to the occurrence of the Neel state, there are other
mechanisms that can give rise to complex magnetic structures. In section 4.2 higher-
order spin interactions have been introduced. These interactions can lower the en-
ergy of so-called multi-Q states with respect to spin spirals. Multi-Q states represent
magnetic congurations that are superpositions of spin-spirals under the constraint
of a constant magnetic moment for each atom. For example, the 3Q-state which is a
linear combination of the spin spirals at the three equivalent M points of the hexag-
onal two-dimensional Brillouin zone. This state has previously been proposed as
the magnetic ground state of Mn on Cu(111) [123]. It is characterized by the tetra-
hedron angle ( = 109:5) between the magnetic moments (cf. Fig. 7.5). Within
the Heisenberg model the 3Q state and the row-wise antiferromagnetic structure
(spin-spiral with q at M point) are degenerate. However, higher-order spin interac-
tions, which in a DFT calculation are implicitly included in the exchange-correlation
potential, lift this degeneracy. In the case of the monolayer Cr on Pd(111) the 3Q
state is by about 24 meV/Cr-atom unfavorable compared with the RW-AFM state
(cf. Fig. 7.4 (b)). This shows that higher-order spin interactions are non-negligible
in this system. However, the 3Q state is +51 meV/Cr-atom higher in energy than
the Neel state, which is the state with the lowest energy among all the explored
congurations.
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7.4 Experimental Verication of the Neel State
(a)
(b)
(c)
(d)
(e)
Figure 7.6: (a) A topography image of the Pd(111) surface with about 30% coverage of Cr
at T=200 K. The inset shows the LEED pattern of the Cr submonolayer immediately after
the deposition at E = 140 eV. (b) Line prole along the line in (a). (c) Atomically resolved
STM image of the Pd(111) surface and (d) the monolayer of Cr on the Pd(111) surface at
T=200 K. (e) The panels show the corresponding line proles along the lines indicated in
the STM images in (c) and (d).
7.4.1 Experimental Details
The spin-polarized scanning tunneling microscopy experiments were performed in an
ultrahigh vacuum system with a base pressure below 1 10 10 mbar. The Pd(111)
crystal was prepared by annealing to 870 K. Afterwards, the Cr was deposited by
molecular-beam epitaxy while the sample was held at a temperature of 200 K. It
was immediately transferred to the STM in order to avoid intermixing between the
Cr and Pd atoms. For the measurements with atomic resolution chemically etched
tungsten tips were employed. By evaporating Cr on these tips with a layer thickness
of about 50 monolayers the STM tips for the magnetic measurements were prepared.
They are sensitive to an in-plane magnetization. All STM images were measured in
the constant current mode at a temperature of 5 K.
At a temperature of 200 K the submonolayer coverage of Cr grows in irregular
shaped islands continuing the fcc stacking of the Pd substrate (Fig. 7.6 (a)). On
top of these islands the second monolayer of Cr appears, which is also observed in
the line prole displayed in Fig. 7.6 (b). Furthermore, it provides the fact that the
steps of the Pd substrate act as sinks for the Cr atoms. In order to investigate if
the Cr monolayer arranges pseudomorphically, i.e., it grows with the same in-plane
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lattice constant as the Pd substrate, low-energy electron-diraction (LEED) has
been applied at an energy of E=140 eV. These measurements reveal that the Cr
layer is free from dislocation network (compare with inset in Fig. 7.6 (a)), since
they show a clear p(1  1) pattern lacking of any additional structures around the
spots. The atomically resolved Pd(111) surface and an island of the submonolayer
deposition of Cr on the Pd(111) surface presented in Fig. 7.6 (c) and (d) exhibit a
structure that clearly corresponds to the chemical unit cell illustrated in Fig. 7.3. It
demonstrates the pseudomorphic growth of the Cr monolayer on top of the Pd(111)
surface. This is further emphasized by the line proles shown in Fig. 7.6 (e), where
the maxima correspond to the atoms of Pd and Cr, respectively. The distance
between the maxima agrees with the interatomic distance of 2:71 A between Pd
atoms in the single crystal.
7.4.2 Spin-Polarized STM Images: Theory vs. Experiment
Based on the DFT results the Neel state is proposed as the magnetic ground state
of the monolayer Cr on Pd(111). In order to conrm this prediction, the images
obtained in the spin-polarized STM experiments are compared with those computed
by means of rst-principles calculations (cf. Fig. 7.7). The simulated STM images
have been calculated within the framework of the spin-polarized Terso-Hamann
model [61] introduced in section 4.3.
Figure 7.7 (a) displays the STM measurement of the Cr monolayer on Pd(111)
with a bare W tip, i.e., it shows the nonmagnetic chemical contrast. The comparison
with the line proles in Fig. 7.7 (e) as well as with the simulated STM image in
Fig. 7.7 (i) allows for attributing the observed protrusions to the Cr atoms. The
spin-polarized STM measurements carried out with magnetically sensitive Cr coated
W tips produce three qualitatively dierent contrasts (Fig. 7.7 (b)-(d)). While two
images, Fig. 7.7 (b) and (c), show a hexagonal pattern, Fig. 7.7 (d) features a
threefold symmetry. Compared to the chemical unit cell these images are rotated
by 30. From the line proles in Fig. 7.7 (f) and (g), respectively, it follows that the
distance between protrusions is of 0:46 nm corresponding to a
p
3p3 unit cell of
the Pd(111) surface.
While it is known that the Cr coated W tips are sensitive to an in-plane magne-
tization [124] the actual orientation within the plane is uncertain and can change
from one measurement to the other. On the one hand, this is an advantage in or-
der to observe dierent spin-polarized STM contrasts of a spin structure. On the
other hand, a comparison with the theoretical calculations is needed in order to
identify the real tip's in-plane magnetization direction. This has been done for the
STM images in Fig. 7.7 (b)-(d). Depending on the magnetization direction e^T of
the tip with respect to the sample's magnetization the spin-polarized STM images
of the Neel structure exhibit three dierent spin-polarized STM contrasts [61, 118].
For instance, if the tip magnetization is fully aligned to one of the Cr moments of
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Figure 7.7: STM images of the Cr monolayer on Pd(111) measured with a bare W tip (a)
(nonmagnetic) and three dierent Cr coated W tips ((b)-(d)) (magnetic). In every image
the scan size is about 2:0 nm 1:7 nm, and the tunneling parameters are U = 14:1 mV and
I = 6:7 nA. (e)-(h) Line sections along the lines indicated in (a)-(d) in comparison with
the theoretical line sections obtained from [(i)-(l)]. The theoretical STM images (i)-(l) were
calculated within the framework of the spin-polarized Terso-Hamann model [61] assuming
a tip-spin polarization of PT = 0:18 and a tip-sample distance of 4:2 A. The arrangement of
the magnetic moments assumed in the calculation of the Neel state is indicated in (i) by red
arrows representing the magnetic moments of the Cr atoms and enclosing an angle of 120.
For (j)-(k) the projection of the magnetic moments onto the tip magnetization direction
(yellow arrows) (e^TmCr)e^T is denoted by green arrows. The chemical and the magnetic
unit cell are shown as a white and a yellow rhombus, respectively.
this threefold spin arrangement, the magnetic moments of the other two Cr atoms
project equally onto the tip (compare with the green arrows in Fig. 7.7 (j)). This
leads to a maximum in the contrast of the spin-polarized STM image, Fig. 7.7 (b)
and (j). The same applies for an antiparallel alignment of the tip magnetization
direction with one of the Cr magnetic moments. But instead of a maximum at the
position of the Cr atom, the pattern of the spin-polarized STM contrast is inverted
and exhibits a minimum (cf. Fig. 7.7 (c) and (k)). Finally, a tip that is neither
parallel nor antiparallel magnetized with respect to one of the Cr moments causes
a threefold pattern, since the Cr moments are all projected dierently onto the tip
magnetization (cf. Fig. 7.7 (d) and (l)).
In Fig. 7.7 (f) - (h) the quantitative comparison between the theoretical and the
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Figure 7.8: (a) and (b) Spin-polarized STM images exhibiting a magnetic switching event of
the spin-polarized STM tip resulting in a sudden reversal of the magnetic contrast. The scan
size is about 3 nm3 nm and the tunneling parameters are U = 14:1 mV and I = 7:7 nA.
Arrows indicate the magnetization direction of the tip (yellow) and the Cr moments (red),
respectively. (c) and (d) show the line proles taken along the green lines in (a) and (b),
respectively.
experimental line proles is displayed. Due to identical tunneling parameters used
for all spin-polarized STM images a constant tip-sample distance may be expected.
For a tip-sample distance of 4:2 A a tip-spin polarization of PT = 0:18 is needed in
order to reproduce the experimental results quantitatively. Increasing the tip-sample
distance to 5 A, for example, results in a tip-spin polarization of PT = 0:4, while
the choice of the bias voltage between  50 and +50 mV has only little eect onto
the tip's polarization. Furthermore, the good agreement between the experimental
results and the theoretical calculations allows the estimation of the angle between
the tip magnetization and the magnetic moment of one of the Cr atoms for the tip
alignment drawn in Fig. 7.7 (d). In the case of 4:2 A as tip-sample distance and
a polarization of PT = 0:18 the best t is given by an angle of 17
 between the
tip and the Cr magnetization. This result provides also a good agreement for the
spin-polarized STM images displayed in Fig. 7.7 (d) and Fig. 7.7 (l).
7.4.3 Tip Magnetization Switching Events
As mentioned in the previous section the Cr coated tips may change their magnetiza-
tion direction while scanning. Furthermore, it was observed that the magnetization
of the tip's apex atom reversed during the measurement as displayed in the lower
part of Fig. 7.8 (a). There are several mechanisms that can cause the magnetic
switching of the tip such as the magnetic exchange interaction between the tip and
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Figure 7.9: Dierent spin-polarized STM contrasts for varying tip magnetization directions
simulated within the spin-polarized Terso-Hamann model [61]. The rotation angle of the
tip magnetization ranges from 0 to 90:
the sample [125] or the spin-transfer torque induced by a spin-polarized tunneling
current [126]. In the upper part of Fig. 7.8 (a) the tip magnetization is aligned an-
tiparallel to the magnetic moment of one of the Cr atoms and the Cr atoms appear
as protrusions like in Fig. 7.7 (c). In the lower part the spin-polarized STM tip
experiences a magnetic switching event leading to an inverted contrast with respect
to the upper part due to the parallel alignment of the tip magnetization and the Cr
moments. The magnetic switching event also shows in the line proles taken along
the lines in Fig. 7.8 (a) and (b) and displayed in Fig. 7.8 (c) and (d).
In order to study the eects of the tip magnetization direction onto the mag-
netic contrast, spin-polarized STM images were simulated within the spin-polarized
Terso-Hamann model [61]. The results of these simulations are displayed in Fig. 7.9
starting from the alignment in which all the Cr moments have dierent projection
onto the tip (0). Varying the angle enclosed by the magnetization direction of the
tip and the Cr moments between 0 and 90 produces basically two contrasts: (i) one
with a threefold symmetry and triangular shaped moments at 0 and (ii) one with
a hexagonal symmetry and circular shaped magnetic moments for 30 and 90. For
a tip magnetization aligned to any direction in between those values, the magnetic
contrast takes the form of a superposition of both contrasts.
In conclusion, the switching of the tip magnetism reverses the magnetic contrast.
Therefore, switching events of the tip magnetization can be further regarded as an
additional evidence in order to demonstrate the origin of the magnetic contrast.
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7.5 Conclusions
In this chapter the magnetism of a Cr monolayer on the triangular lattice provided
by pseudomorphic growth on Pd(111) has been investigated. Structural relaxations
have been taken into account for the DFT study, which reveal that the Cr monolayer
prefers the fcc stacking and an antiferromagnetic exchange coupling of the magnetic
moments. The tendency towards an antiparallel alignment of the neighboring mag-
netic moments results in the occurrence of the 120 Neel state as found by spin-spiral
calculations along the high-symmetry lines of the two-dimensional Brillouin zone.
Testing the inuence of higher-order spin interactions onto the system by consider-
ing the 3Q state in the calculations conrmed the Neel state as the magnetic ground
state. The good agreement between simulated spin-polarized STM images of this
magnetic structure with the experimental results allowed the proof of the Neel state
as the magnetic ground state. Further, evidence for the switching of the tip magneti-
zation directions was found by a detailed analysis of the tip magnetization direction
in the spin-polarized STM measurements.
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8 Conical Spin-spiral State Driven by Higher-Order
Spin Interactions
In this chapter, it will be demonstrated for a Mn double layer on W(110) how a truly
three-dimensional spin structure can arise due to the interplay of exchange inter-
action, Dzyaloshinskii-Moriya interaction and higher-order spin interactions. This
presents the rst report of a transverse conical spin-spiral state at a surface, which
is driven by the higher-order spin interactions. The latter are typically neglected
in transition metal systems. Here, it will be shown that the spin interactions be-
yond the Heisenberg picture can play a crucial role in surface magnetism. Over
the past few years thin magnetic Mn lms on W substrates have turned out to
be promising candidates for exhibiting non-collinear magnetic ground states. For
instance, in 2007 the rst spin-spiral ground state driven by the Dzyaloshinskii-
Moriya interaction has been observed for a monolayer Mn on the W(110) surface
[9]. This spin-spiral state exhibits a canting by about 7 of the antiparallel aligned
magnetic moments of adjacent atomic rows, which leads to a period of about 12 nm.
The results of spin-polarized STM experiments were explained on the basis of rst-
principles calculations, and demonstrate for the rst time the important role of
the Dzyaloshinskii-Moriya interaction at surfaces. Only one year later, in 2008,
a left-handed cycloidal spin-spiral was observed in one monolayer of Mn on the
W(001) surface rotating with an angle of 36 between adjacent magnetic moments
[127]. Based on rst-principles calculations the Dzyaloshinskii-Moriya interaction
was identied as the driving force of this magnetic ground state and thus proved
once again its relevance in spin structures at surfaces. These two examples as well as
many others, such as the double layer of Fe on W(110) [10, 128, 129], demonstrate
the important inuence of the Dzyaloshinskii-Moriya interaction onto the magnetism
in thin lms at surfaces.
However, besides the Dzyaloshinskii-Moriya interaction higher-order spin interac-
tions are also capable of inducing complex magnetic structures. As pointed out in
section 4.2, they appear in the expansion of the Hubbard model up to fourth order
in t=U . Typically, they are not considered in transition metal systems as they are
believed to be negligible. However, their relevance is known in high TC supercon-
ductors [130] and spin liquid states [131]. Furthermore, their importance has been
predicted theoretically for bulk systems [132, 133] as well as ultrathin lms [121, 123].
Recently, it was demonstrated for a monolayer of Fe on the Ir(111) surface that the
four-spin interaction competes with the Dzyaloshinskii-Moriya interaction and the
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Heisenberg exchange and gives rise to a skyrmion state, which is a highly complex
magnetic structure [16].
In this chapter, the Mn double layer on the W(110) surface is studied by means
of the FLAPW method, and the results are compared with spin-polarized scan-
ning tunneling microscopy experiments. A three-dimensional spin structure, i.e.,
a conical spin spiral is proposed as the magnetic ground state and it is shown to
be consistent with the experiments. The study of collinear magnetic congurations
and at spin spirals demonstrates that the Mn double layer tends towards antiferro-
magnetism but shows instabilities against non-collinear magnetic order at the same
time. DFT calculations of conical spin spirals, which implicitly include all magnetic
interactions in the exchange-correlation potential, reveal an energy gain due to the
canting of the magnetic moments. A further energy gain is observed by introduc-
ing a rotation of the spins. By investigating the possible origins of a conical spin
spiral it is found that the three-dimensional magnetic ground state of this system
is driven by higher-order spin interactions and the Heisenberg exchange interaction.
The Dzyaloshinskii-Moriya interaction further stabilizes the non-collinear magnetic
order and leads to a unique rotational sense of the spin spiral. Spin-polarized STM
images of the conical spiral, which are simulated based on the spin-polarized Terso-
Hamann model [61], agree well with the experimental results. Furthermore, the
inuence of the tip magnetization direction on the simulated STM contrasts is in-
vestigated. The corrugation amplitudes, i.e., the maximum change of the STM tip
while scanning the surface, are analyzed concerning their applicability as a tool in
order to determine the cone angle experimentally. Finally, the tunneling anisotropy
magnetoresistance, which is caused by spin-orbit interaction, is studied for the con-
ical spin-spiral state.
Parts of this chapter have been published in Physical Review Letters [56] and
Physical Review B [134].
8.1 Experimental Observations
The measurements were performed in the group of Prof. R. Wiesendanger at the
University of Hamburg with a homebuilt low-temperature (T = 81 K) microscope
installed in a split-coil magnet (magnetic eld B perpendicular to the sample surface
up to 2:5 T) [135]. Samples and tips were prepared in situ in the attached multi-
chamber ultra-high vacuum system. Mn was deposited on the clean W(110) surface
at moderate temperature. Chemically etched polycrystalline W-tips were ashed in
vacuo to high temperature and used for the atomically resolved measurements. The
spin-resolved measurements have been carried out by coating the W-tips with a thin
lm of Fe [9]. The typical magnetization direction of those tips is perpendicular to
the tip axis leading to a sensitivity to an in-plane sample magnetization component.
In order to measure the sample's out-of-plane magnetization component, the tip
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Figure 8.1: Spin-polarized scanning
tunneling microscopy images of the Mn
monolayer (ML) and double layer (DL)
measured in constant-current mode
and colored with the simultaneously
obtained dierential conductance sig-
nal taken at 9 K. The W tip coated
with Fe is sensitive to the (a) out-of-
plane and (b) the in-plane sample mag-
netization component (I = 2 nA, U =
+60 mV, B = +2 T and U = +10 mV,
B = 0 T, respectively). (c) Atomically
resolved topography of the Mn mono-
layer and the double layer (I = 2 nA,
U =  40 mV, B =  2:5 T). The red
line shows the agreement of atomic po-
sitions in the monolayer and the double
layer. Thus, it demonstrates the pseu-
domorphic growth.
magnetization was aligned along its axis by an external magnetic eld of 2 T. The
sample reported in this work is not inuenced by the magnetic elds available in
this setup.
In Fig. 8.1 (a) a spin-polarized scanning tunneling microscopy experiment is dis-
played showing the sample of 1.15 monolayers of Mn on the W(110) surface obtained
with a tip sensitive to the out-of-plane magnetization component. From reference
[9] it is known that the Mn monolayer on the W(110) surface exhibits a spin-spiral
ground state with an almost antiparallel alignment of magnetic moments along the
[110]. The angle of 173 between adjacent atomic rows leads to a pattern of ne
lines along the [001] direction. The elongated double-layer island located at the
center of Fig. 8.1 (a), on the other hand, presents distinct stripes with a periodic-
ity of 2:4 nm along the [110] direction and thus perpendicular to the stripes found
in the monolayer. The atomically resolved image of the monolayer and the double
layer displayed in Fig. 8.1 (c) demonstrates the pseudomorphic growth of the double
layer and the monolayer. Therefore, a structural origin of the stripes on the double
layer can be excluded. Since the measurement in Fig. 8.1 (a) was taken with an
out-of-plane magnetized STM tip, the dark and the bright regions in the stripes
can be interpreted as magnetic moments of the Mn atoms being either parallel or
antiparallel aligned to surface normal. Rotating the STM tip magnetization from
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Figure 8.2: Constant-current image of the
Mn monolayer and double layer connecting at
a step edge of the W substrate (bright hor-
izontal line). The spin-polarized STM tip is
sensitive to the in-plane magnetization com-
ponent of the sample. (I = 2 nA, U =
 10 mV, B = 0 T, T = 8 K)
perpendicular to the surface into the surface plane exhibits the same periodic stripe
pattern (see 8.1 (b)). By considering solely these measurements it seems that the
magnetic ground state of the Mn double layer on W(110) is a spin-spiral state with
almost parallel magnetic moments enclosing an angle of 24 and propagating along
the [001] direction. However, choosing a spin-polarized tip with a dierent in-plane
magnetization direction exhibits a dierent magnetic contrast. In Fig. 8.2 the con-
stant current image of the Mn monolayer (top) and the double layer (bottom) grown
across the step edge of W reveals that beside the characteristic horizontal stripes
the double layer also features ne vertical lines matching those of the Mn monolayer
and indicating an antiparallel alignment of magnetic moments. However, there is a
qualitative dierence between the ne lines of the monolayer and the double layer:
while they vanish periodically on the monolayer due to the spin-spiral state they
have a periodicity of twice the atomic lattice on the double layer.
8.2 Explaining the STM images
The spin-polarized STM images shown in Fig. 8.1 and Fig. 8.2 suggest a truly three-
dimensional spin-spiral as the magnetic ground state of the Mn double layer on the
W(110) surface. It is composed of a c(2 2) antiferromagnetic state with magnetic
moments aligned to the [110] direction and a cycloidal spin-spiral state rotating
along the [001] direction. The resulting spin-structure is sketched in Fig. 8.3 (b).
It corresponds to a magnetic state that has been introduced in section 5.2 and
characterized as conical spin spiral state. It is described by
Sn = S (cos ; cos (+ ) sin ; sin (+ ) sin ) ; (8.1)
where Sn represents the magnetic moment of the nth atom and S is its absolute
value. The angle  describes the canting of the magnetic moment and is known
as cone angle while angle  determines the rotation angle. The phase in which the
magnetic moments in the Mn surface and subsurface layer can rotate with respect to
88
8.2 Explaining the STM images
Figure 8.3: Larger area of the constant-current image of the Mn monolayer and double
layer compared to the one shown in Fig. 8.2 and measured with an in-plane magnetized
tip. (I = 2 nA, U =  10 mV, B = 0 T, T = 8 K) (b) Sketch of a conical spin-spiral
of the double layer Mn on W(110). For reasons of simplicity the magnetic moments of the
topmost layer are displayed solely. (c) Simulated spin-polarized STM images within a simple
model based on the spin-polarized Terso-Hamann model [62] for dierent tip magnetization
directions superimposed to a ball model of the conical spin structure of (b) for  = 30 and
 = exp = 24
. The color scale ranging from red to green indicates the projection of the
Mn moments onto the tip magnetization direction (indicated by the white thick arrow).
(d) Simulation with an in-plane tip magnetization enclosing an angle of 20 from the [110]
direction and magnied view of the area surrounded by the black broken line in (a).
each other is given by the phase angle  . Based on this spin structure spin-polarized
STM images were simulated within a simple model depending on the independent
orbital approximation [55, 62] for the tip magnetization mT being aligned to the
three principal crystallographic axes as shown in Fig. 8.3 (c). Considering the tip
magnetization aligned to either the [001] direction or perpendicular to the lm plane
results in horizontal stripes known from the measurements displayed in Fig. 8.1.
Here, the horizontal stripes are caused by the long-range modulation of the spin
spiral propagating in the [001] direction. Adjusting the tip's magnetization to the
[110] direction reproduces the ne vertical stripes observed in Fig. 8.2.
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Since in a STM experiment without external magnetic eld the tip magnetization
direction cannot be assigned to coincide with one of the principal axes, further spin-
polarized STM images have been simulated with a slightly canted tip as it is shown
in Fig. 8.3 (d). The canting of the magnetization component of the tip leads to a
superposition of the contrasts obtained for the [110] and the [001] direction, respec-
tively. Therefore, the resulting spin-polarized STM image contains the ne stripes
along [001] as well as the long-range modulation producing the (horizontal) stripes
along [110]. Such a contrast is in good agreement with the experimental observa-
tions and thus the proposed conical spin-spiral state can explain the measurements.
However, the question arises what is the mechanism of such an intriguing magnetic
state, which has not been discovered before at a surface. In order to tackle this prob-
lem, rst-principles calculations of the electronic structure have been performed as
described in the following sections.
8.3 Computational Details
The rst-principles calculations have been carried out applying the FLAPW method
and using the experimental lattice constant of W (a = 3:165 A). For the collinear
calculations an asymmetric lm was considered consisting of seven layers of W and
two layers on Mn. A wavevector cut-o of kmax = 3:6 a:u:
 1 has been used for the
basis functions, and 24 kk points in the irreducible wedge of the two-dimensional
Brillouin zone have been employed. The structural relaxations have been performed
by means of force minimization within the GGA [33]. The energetically most favor-
able collinear calculation was found to be the row-wise antiferromagnetic II state (see
Fig. 8.4) with an inward relaxed distance by 2:5% between the W-interface and the
Mn subsurface layer corresponding to an interlayer distance of dW Mn = 2:180 A.
The interlayer distance between the Mn subsurface and the Mn surface layer is
dMn Mn = 1:998 A corresponding to an inward relaxation of 10:6%. The magnetic
properties as well as the spin-spiral calculations have been examined within the LDA
[122].
The at spin-spirals were calculated scalar-relativistically using the structural
relaxations of the row-wise antiferromagnetic II state and an asymmetric lm of
ve layers of W and two layers of Mn. In order to calculate the spin spirals self-
consistently, the generalized Bloch theorem has been employed [79, 80, 81]. Calcu-
lations with a lm consisting of seven layers of W and two layers of Mn have been
performed to test the inuence of the slab thickness. However, the results were
found to be in good agreement with the results for the seven layer lm. The 484 kk
points were distributed in the entire two-dimensional Brillouin zone of the p(1 1)
unit cell for the full energy dispersion plotted in Fig. 8.5 (a). Spin spirals close to
the row-wise antiferromagnetic II state (see inset in Fig. 8.5(a)) have been computed
using a mesh of 961 kk points. For the at spin-spirals the wave vector cut-o has
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been kmax = 3:6 a:u:
 1.
Calculations of the conical spin spirals have been carried out in the c(2 2) unit
cell (compare with Fig. 8.4) using an asymmetric lm comprising seven layers of W
with two layers of Mn on top. 280 kk points have been employed and the wave-
vector cut-o was kmax = 3:6 a:u:
 1. Convergence tests concerning k-point density
and wave-vector cut-os have been made for 560 kk points and kmax = 3:8 a:u: 1
giving the same results.
Spin-orbit coupling was taken into account in second variation [105] for collinear
congurations in order to obtain the magneto-crystalline anisotropy energy using
1260 kk points in the full two-dimensional Brillouin zone. The Dzyaloshinskii-Moriya
interaction has been considered by treating the SOC in rst order perturbation for
non-collinear magnetic structures as introduced in section 6.6 [112]. Starting from
the self-consistently calculated spin spirals, the Dzyaloshinskii-Moriya interaction
has been obtained by using 2025 kk points for at spin spirals and 1026 kk points
for conical spin-spirals. The computation of the local density of states in the vacuum
has been accomplished making use of 280 kk points and kmax = 3:8 a:u: 1.
8.4 Magnetic Properties of the Mn Double Layer on W(110)
A rst step towards understanding the magnetic properties of the Mn double layer
on the W(110) surface is taken by studying the collinear congurations illustrated
in Fig. 8.4. There are four congurations: (i) the ferromagnetic conguration (FM)
with all magnetic moments aligned parallel, (ii) the layered antiferromagnetic cong-
uration (LAFM), where the magnetic moments within one layer align parallel while
the layers couple antiparallel, and two row-wise antiferromagnetic structures formed
by an antiferromagnetic checkerboard arrangement in each Mn layer resulting in
either (iii) a parallel (RW-AFM I) or (iv) an antiparallel alignment (RW-AFM II)
of the magnetic moments along the [001] direction.
From the total energy calculations it becomes clear that the Mn double layer
prefers an antiparallel alignment of the atoms since the RW-AFM II state is lowest
in energy. The LAFM state (E = +34 meV) and the RW-AFM I state (E =
+62 meV) are higher in energy but still energetically more favorable than the FM
state (E = +137 meV). This is further reected in the exchange constants up to
the third neighbor, which were extracted from these total energy dierences. They
result in J1 =  20:6 meV for the interlayer nearest-neighbor exchange, J2;e =
 6:9 meV for the intralayer nearest-neighbor exchange and J3 =  5:2 meV for the
interlayer next-nearest-neighbor exchange (cf. Fig 8.4). The negative values indicate
a tendency towards antiferromagnetism within the Heisenberg model.
Furthermore, by including the SOC into the calculations the magneto-crystalline
anisotropy of this system is obtained. It was found that for the RW-AFM II state
the preferred magnetization axis (easy axis) is the [110] direction. Aligning the
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J2,eff
Figure 8.4: Top view of the considered collinear magnetic congurations of the Mn double
layer on the W(110) surface. The large spheres represent the Mn atoms of the surface layer,
while the small spheres indicate the Mn subsurface atoms. The magnetic unit cell used in
the calculations is sketched by a black rectangle. Arrows specify the Heisenberg exchange
constants up to the third-nearest neighbor.
magnetization to the [110] and [001] direction resulted in energy dierences of
ESOC = +1:8 meV and ESOC = +0:5 meV, respectively, revealing the direc-
tion perpendicular to the lm plane as the hard axis.
In order to check for instabilities against non-collinear magnetism, the energy
dispersion E(q) of at spin spirals has been computed according to Eq. (8.1) with
 = 0 and  = 90 starting from the FM and LAFM congurations. The result is
presented in Fig. 8.5. The spin-spiral vectors q have been chosen along the high-
symmetry lines in the two-dimensional Brillouin zone (see inset in Fig. 8.5).
The starting congurations were the FM and LAFM state and at the high sym-
metry points N and N 0 the RW-AFM I and RW-AFM II state were obtained. The
energy dierences of the spin-spiral dispersion at the high-symmetry points of the
two-dimensional Brillouin zone (ELAFM = +39 meV, ERW AFMI = +61 meV,
EFM = +139 meV) agree with those extracted from the calculation of the collinear
congurations. In the vicinity of the RW-AFM II state at the high symmetry point
N 0 (see inset in Fig. 8.5(a)) the energy dispersion curve reveals an energy minimum
of  1:5 meV with respect to the RW-AFM II conguration. The corresponding spin-
spiral vector describes a spin spiral with a rotation angle of 166 between magnetic
moments of adjacent atomic rows along the [001] direction. Close to the RW-AFM
II state at the N point the spin-spiral dispersion curve is shallow. Hence, the en-
ergy dierence between the 173 spin spiral and the RW-AFM II state is within the
computational accuracy.
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Figure 8.5: (a) Calculated energy
dispersion of spin spirals along
the     H   N 0 and the    
N direction, respectively, of the
two-dimensional Brillouin zone (see
middle inset) starting from the FM
(lled squares) and the LAFM con-
guration (lled triangles). The
insets show the energy dispersion
close to N 0 and N for a larger
k-point density. Open symbols
represent calculations including the
Dzyaloshinskii-Moriya interaction.
(b)-(c) Magnetic moments of the
Mn atoms of the surface (b) and the
subsurface layer (c).
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While the magnetic moments in the Mn surface layer are basically constant at a
value of 3:5 B, the moments in the subsurface layer vary from 1:8 B for the FM
state at the   point to 2:6 B in the RW-AFM II state at the N and N 0 point. In
fact, the formation of a magnetic moment increases the energy gain and thus the
magnetic moment is largest in the ground state or spin structures close to it.
Based on the calculation of the at spin spirals, spin-polarized STM images have
been simulated within the spin-polarized Terso-Hamann model [61] in order to
compare with the experimental observations. The simulations displayed in Fig. 8.6
correspond to spin spirals along the     H   N 0 high symmetry line. The spin-
polarized STM image at the   point, i.e., the FM state (cf. Fig. 8.6 (a)), displays
a pattern that resembles the chemical unit cell in Fig. 8.1 (c), since all magnetic
moments are aligned in parallel and are electronically equivalent. Introducing a
rotation of the spin by a small angle of 36 between adjacent magnetic moments
as in Fig. 8.6 (b) results in a modulation of the contrast along the [001] direction
similar to the one observed in Fig. 8.1 (a) and (b). However, the increase of the
rotation angle (72) leads to a smaller periodicity in the modulation (cf. Fig. 8.6
(c)). For a rotation of 144 as presented in Fig. 8.6 (d) the resulting contrast
changes signicantly compared to the ones in Fig. 8.6 (a) to (c). Nevertheless, it
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Figure 8.6: Simulated spin-polarized STM images of at spin spirals within the Terso-
Hamann model for a tip with an in-plane magnetization along [110]. The spin-spiral vector
q is propagating in the   H  N 0 direction starting from (a) the FM state and resulting
in (f) the RW-AFM II state. The magnetic structure in (e) corresponds to the at 166
spiral state obtained from the energy minimum in Fig. 8.5 in the vicinity of N 0. For better
visibility the rotation plane is chosen in the lm plane. However, the spin spirals considered
for the calculation of the Dzyaloshinskii-Moriya interaction are cycloidals rotating in the
[001]-[110] plane.
is still dierent from those observed experimentally in Fig. 8.2, since the magnetic
moments do not only alter along the [110] direction but also along [001]. The
same applies for the spin-polarized STM contrast in Fig. 8.6 (e) that corresponds
to the image of a 166 spin spiral obtained from the energy minimum close to N 0
in the curve in Fig. 8.5 (a). Finally, the antiparallel alignment of adjacent magnetic
moments as in Fig. 8.6 (f) leads to a pattern of ne stripes along the [001] direction
which is typical of the local antiferromagnetic order as found in the RW-AFM II
state. However, neither the RW-AFM II conguration nor the at spin spiral, which
corresponds to the energy minimum in Fig. 8.5 (a), produce a spin-polarized STM
contrast that resembles the experimental observations in Figures 8.1 or 8.2. Thus,
they are not capable of explaining the experimental results. As demonstrated in
section 8.2 the suggested conical spin spiral reproduces the pattern observed in
the spin-polarized STM experiment as displayed in Fig. 8.3 (d). Therefore, the
mechanisms that allow for the occurrence of a three-dimensional spin structure will
be investigated thoroughly in the next sections.
94
8.5 Conical Spin Spirals Induced by Spin-Orbit Coupling
Figure 8.7: Phase diagram based on a
micromagnetic model as introduced in
Ref. [136] for the dimensionless parame-
ters ~K and ~D, which describe the re-
lation between the anisotropy and the
Dzyaloshinskii-Moriya interaction. The di-
agram shows the collinear phases where the
magnetic moment is either parallel (Col
k D) or perpendicular (Col ? D) to D.
The non-collinear phases contain structures
with the rotation plane perpendicular to
D (NC ? D) or those describing a truly
three-dimensional path in spin space (3-
dim). Figure taken from [136].
8.5 Conical Spin Spirals Induced by Spin-Orbit Coupling
There are two dierent mechanisms that are capable of inducing a conical spin-
spiral state in a system such as the double layer Mn on the W(110) surface. For
instance, the interplay of the Heisenberg exchange, the Dzyaloshinskii-Moriya in-
teraction and the magnetocrystalline anisotropy can give rise to three-dimensional
spin structures as it has been predicted theoretically by M. Heide et al. [136] based
on a micromagnetic model that considers the following Hamiltonian
H =  
X
ij
JijSi  Sj +
X
ij
Dij (Si  Sj) +
X
i
Ki (S
z
i )
2 ; (8.2)
which includes the Heisenberg exchange Jij (rst term), the Dzyaloshinskii-Moriya
interaction Dij (second term) and the magnetocrystalline anisotropy Ki (third
term). Furthermore, it makes use of the dimensionless parameters ~K = (KD  
Ky)=(jKz  Kyj) and ~D = D=
p
A jKz  Kyj where A refers to the exchange related
spin stiness, D is related to the Dzyaloshinskii vector and KD, Kz and Ky are the
anisotropy constants. The occurrence of a three-dimensional spin structure depends
on the strength of these interactions. For example, if the anisotropy term domi-
nates, i.e., ~D is small, the resulting ground state is collinear with the magnetization
either parallel or perpendicular to the Dzyaloshinskii vector D as displayed in the
phase diagram of Fig. 8.7. In contrast, the predominance of the exchange and the
Dzyaloshinskii-Moriya interaction leads to a large ~D and the magnetization rotates
in a plane perpendicular to D. In this case further distinctions have to be made
concerning the direction of the Dzyaloshinskii vector. If it coincides with the hard
axis, the system forms a cycloidal spin spiral rotating in the plane perpendicular to
D. On the other hand, if D is parallel to the easy axis, three-dimensional struc-
95
8 Conical Spin-spiral State Driven by Higher-Order Spin Interactions
h
a
rd
a
x
is
easy axis
q
Si
II D
eff
Figure 8.8: Sketch of the
spin Si rotating on a cone.
The Dzyaloshinskii-Moriya in-
teraction is represented by the
eective Dzyaloshinskii vector
De . The Heisenberg ex-
change introduces a spin spi-
ral in the direction of vec-
tor q. The magnetocrys-
talline anisotropy denes the
easy and the hard axis.
tures can form and the scenario sketched in Fig. 8.8 can take place leading to a
conical spin-spiral state: a spin spiral prefers a cycloidal rotation perpendicular to
the eective Dzyaloshinskii vector De and propagates in the direction indicated by
the vector q. At the same time, the magnetic easy axis coincides with De while
the rotation plane of the spin spiral contains the hard axis. In order to avoid the
energetically unfavorable magnetic axis, the spin Si tilts towards the easy axis and
spans a cone.
spiral
N’ N
Figure 8.9: Layer resolved contributions of the Dzyaloshinskii-Moriya interaction close to
the RW-AFM II state at N 0 and N , respectively. The surface layer of Mn is indicated
by Mn(s) and the subsurface layer by Mn(s-1). The W interface and the W layer below
are denoted by W(i) and W(i-1), respectively. The data points (squares) represent the
outcome upon the inclusion of the SOC eect via rst order perturbation theory in the DFT
calculations. Linear ts have been applied (straight lines) in order to obtain the values of
the Dzyaloshinskii-Moriya term.
In order to study if this mechanism is responsible for the conical spin structure
observed in the Mn double layer on the W(110) surface, the parameters ~K and ~D
will be evaluated in the following. The anisotropy constants KD = 0 meV, Ky =
+0:5 meV, Kz = 1:8 meV and the exchange related spin stiness A =  20:6 meV
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D at N (meV) D at N 0 (meV)
Mn (s) +0.29  1.11
Mn (s-1)  0.56 +0.67
W (i)  1.57 +1.32
W (i-1)  0.34 +1.16
total  1:80 +1:93
Table 8.1: Contributions of the Dzyaloshinskii-Moriya term D for the Mn surface and
subsurface layer, Mn (s) and Mn (s-1), as well as the W interlayer W (i) and the W layer
below the interface W (i-1). The values have been obtained by tting the results of the at
spin-spiral calculations linearly (compare with Fig. 8.9).
have been obtained from the collinear calculations. The Dzyaloshinskii-Moriya term
is provided by including the SOC in the calculations of the at spin-spirals in the
vicinity of the N 0 and the N point (see insets in Fig. 8.5). From these calculations
its strength for the Mn double layer has been determined by means of a linear
t, i.e., ESOC = D  q, as D =  1:80 meV and D = 1:93 meV at the N 0 and N
point, respectively. In fact, these values are not small but the Dzyaloshinskii-Moriya
interaction alters the energetics only slightly without shifting the minimum of the
energy dispersion curve close to N 0. Therefore, it does not change the physical
picture.
The layer resolved contribution of the Dzyaloshinskii-Moriya interaction reveals
that the main part of D stems from the W atoms due to its large SOC strength
(cf. Fig. 8.9 and table 8.1). Even small magnetic moments are sucient to cause
a strong contribution to the Dzyaloshinskii-Moriya interaction. The polarization of
the substrate is largest in the layer that is closest to the magnetic lm. Thus, the W
atoms of the interface layer contribute the major part to the Dzyaloshinskii-Moriya
interaction.
The analysis of the Dzyaloshinskii-Moriya interaction allows for the evaluation of
the micromagnetic model. The insertion of the above values results in ~K =  0:385
and ~D = 0:373. The comparison with the phase diagram in Fig. 8.7 exhibits that
micromagnetic model predicts a collinear magnetic ground state with the moments
perpendicular to De for the Mn double layer on W(110), which does not agree
with the experimental results. Obviously, the occurrence of a conical spin spiral
as ground state in this system cannot be explained within this model based on the
interplay of the exchange interaction, the Dzyaloshinskii-Moriya interaction and the
anisotropy.
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8.6 Conical Spin Spirals Induced by Higher-Order Spin
Interactions
The conical spin spiral observed in the Mn double layer on W(110) is evidently not
due to the mechanism introduced in the previous section. However, as pointed out in
sections 4.2 and 7.3, spin interactions beyond the Heisenberg exchange, namely the
biquadratic and the four-spin interaction, can lift the degeneracy of spin structures
that are energetically equivalent within the Heisenberg picture. These interactions
represent the second mechanism that could give rise to a conical spin-spiral ground
state. For transition metal systems it has been shown theoretically that the higher-
order spin interactions are important in bulk systems [132, 133] and in ultrathin
lms [121, 123, 137]. Furthermore, the crucial role of the four-spin interaction in
surface magnetism has been recently demonstrated in theory and experiment for an
Fe monolayer on the Ir(111) surface [16].
In order to check whether conical spin spirals can indeed be more favorable than
the RW-AFM II state or at spin spirals, their total energy has been directly calcu-
lated using the FLAPW method. Since the spin structure suggested by the experi-
ment is an antiferromagnetic conguration superimposed to a spin-spiral state, the
calculations require a c (2 2) unit cell as it is indicated in Fig. 8.10. In this case
the starting conguration is the RW-AFM II state. In a rst step, only the canting
of the magnetic moment with respect to the surface plane will be considered. The
rotation due to the spin spiral will be introduced afterwards based on the optimum
canting angle.
As a start, the magnetic moments, which are aligned along the [110] direction,
are canted with respect to the lm plane by the angle  (see sketch in Fig. 8.10)
while taking into account the phase angle  (compare with Eq. (8.1)) between the
moments in the surface and the subsurface layer. Assigning the value of  to 0, 90
and 180 results in the congurations I to III sketched in the upper row of Fig. 8.10
(a) to (c).
Upon canting of the magnetic moments an energy minimum is observed for con-
guration I (Fig. 8.10 (a)), i.e.,  = 0, and a cone angle of  = 30 (see Fig. 8.11).
It is by 10.0 meV/Mn-atom lower in energy than the RW-AFM II state. For con-
guration II (Fig. 8.10 (b)), i.e.,  = 90, the energy gain is 8.4 meV/Mn-atom for
 = 25:. Conguration III (Fig. 8.10 (c)), i.e.,  = 180, has the overall smallest
energy gain with 5.1 meV/Mn-atom for  = 30:.
In order to identify the interaction giving rise to the canting of the magnetic mo-
ments, the total energy of the DFT calculations, in which all magnetic interactions
are implicitly included in the exchange-correlation potential, can be mapped to a
model that includes the Heisenberg exchange as well as the higher-order spin inter-
actions. Since the Heisenberg exchange is constant for all pairs of parallel magnetic
moments Si and Sj in the RW-AFM II state (see Fig. 8.4), the energy change for
98
8.6 Conical Spin Spirals Induced by Higher-Order Spin Interactions
(a) (b)
[1 0]1
q
q
f
q
q
f
q
q
f
(c)
t =0° t = 90° t = 180°
configuration I configuration II configuration III
Figure 8.10: Sketches of the conical spin-spiral states for (a)  = 0 (conguration I), (b)
 = 90 (conguration II) and (c)  = 180 (conguration III). The upper row displays the
side view of the canted non-rotating spin structures. The bottom row shows the top view
of the congurations including the rotation by .
(a) (b)configuration I
configuration II
configuration III
I
II
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I
Figure 8.11: (a) Total energy of the congurations in Fig. 8.10 (a), (b) and (c) with respect
to the RW-AFM II state as a function of the canting angle . Symbols denote the results
of the calculations. Lines indicate the ts of the Heisenberg exchange and the higher spin
interactions to the calculations. (b) Total energy with respect to the RW-AFM II state as a
function of the rotation angle . The canting angle is kept xed at  = 30 for congurations
I and III and at  = 25 for conguration II. Open circles denote calculations including the
DMI.
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Figure 8.12: (a),(b) Sketch of the Mn
double layer. Large white circles denote
the Mn atoms of the surface layer while
gray circles represent the Mn atoms of
the subsurface layer. Si, Sj , Sk, and
Sl refer to the spins of four Mn atoms.
The Heisenberg exchange, J , and the bi-
quadratic exchange, B, are depicted as
blue and red arrows, respectively, consid-
ering the (a) nearest neighbors and (b)
next-nearest neighbors. The four-spin in-
teraction, K, is indicated by (a) a green
rectangle for the nearest neighbors and
(b) a green rhombus for the next-nearest
neighbors.
conguration I, Fig. 8.10 (a), is
Eexch() = (2J1 + 4J2;e )S
2 cos (2) (8.3)
due to the canting of Si and Sj in Fig. 8.12 (a) for the nearest neighbors (J1) and
Fig. 8.12 (b) for the next-nearest neighbors (J2;e ). Here, the index 'e' refers to the
eective intralayer neighbor exchange (cf. Fig. 8.12 (b)). Since the decomposition
into a surface and a subsurface contribution is very complex, the constants are
treated as one eective constant that applies for both layers at the same time.
However, the dependence on cos (2) leads to an energy minimum for  = 0 taking
the strong antiferromagnetic exchange into account, i.e., the Heisenberg exchange
is minimized for collinear magnetic structures and thus cannot explain the energy
minimum upon canting of the magnetic moments. For the higher-order spin interac-
tions up to the next-nearest neighbors, on the other hand, the angular dependence
results in
Ebiq() = (B1 + 2B2;e )S
4 cos (4) (8.4)
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conguration I a = (2J1 + 4J2;e)S
2  37:7 (meV)
b = ( B1   2B2;e   4K2;e )S4 +19:1 (meV)
conguration II a = (J1 + 4J2;e )S
2   (B1 + 8K1)S4  54:2 (meV)
b = ( 1=4B1   2B2;e  K1   4K2;e )S4 +23:5 (meV)
conguration III a = (4J2;e )S
2   4K1S4  18:4 (meV)
b = ( 2B2;e   2K1   4K2;e )S4 +9:5(meV)
Table 8.2: Fitted values of the Heisenberg exchange and the higher-order spin interactions.
in the case of the biquadratic exchange and
E4 spin() = 4K2;e S4 cos (4) (8.5)
for the four-spin interaction (cf. Fig. 8.12). Since cos 4 exhibits a minimum at
 = 45, the higher-order spin interactions provide a sound explanation of the energy
gain due to the canting. The angular dependence of the other two congurations
is evaluated in a similar way. However, in all three congurations the Heisenberg
exchange follows a cos (2) while the higher-order spin interactions also provide a
cos (4)-dependent contribution. Therefore, a tting function of the following form
E() = a cos (2) + b cos (4) (8.6)
has been used for all three energy curves in Fig. 8.11. In this way, the constants
related to the Heisenberg exchange and the higher-order spin interactions can be
extracted as presented in table 8.2. From Fig. 8.11 (a) it is evident that the DFT
calculation can be well tted by this relation. The constants given in table 8.2 de-
pend strongly on each other and thus complicate the extraction of single values for
the exchange or the higher-order spin interactions. However, the absolute values of
the tting constants b for all three congurations are only about two times smaller
than that of the tting parameters a, which are basically dominated by the Heisen-
berg exchange. This is a further demonstration of the importance of the higher-order
spin interactions in this system.
Based on the optimum canting angle of  = 30 for conguration I and III as well
as  = 25 for conguration II a homogenous rotation along the [001] direction has
been introduced as sketched in Fig. 8.10. In this manner, the spins are rotated in
the [001]-[110] plane by , which is related to the length of the spin-spiral vector q.
For conguration I an additional energy gain of 4.6 meV is observed leading to a
spin-spiral state with  = 32, while conguration III loses energy with increasing
. In the case of conguration II the energy reduces by about 0.6 meV only before
it experiences a strong increase.
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Furthermore, SOC has been included in the spin-spiral calculations of congura-
tion (a) for  = 30 leading to an additional energy gain of 2.1 meV for  = 32 due
to the Dzyaloshinskii-Moriya interaction.
Finally, from the calculations it can be concluded that the Mn double layer on
the W(110) surface exhibits a conical spin spiral with a rotation angle of  = 32
that is in good agreement with the experimental value of about exp = 24
. The
overall energy gain is about 16.7 meV with respect to the RW-AFM II state, which
is clearly more favorable compared to the energy dierence of 1:5 meV resulting
from the calculation of the at spin spirals (Fig. 8.5). However, the experimental
conrmation of the phase angle of  = 0 as well as the cone angle of  = 30 is
dicult. Therefore, an approach will be presented in section 8.8 that allows for
the estimation of the cone angle  by the comparison of the corrugation amplitudes
obtained for the

110

and [001] direction, respectively.
8.7 Simulation of spin-polarized STM images
Based on the results of the DFT calculations spin-polarized STM images were simu-
lated for the ground state of the Mn double layer on the W(110) surface considering
various tip magnetization directions (Fig. 8.13). In particular, the images resulting
from tip magnetization directions that are deviating from the three crystallographic
axes were taken into account. For a tip with a magnetization component tilting from
the [110] direction towards [001] (Fig. 8.13 (a)) the similarity to the experimental
results (cf. Fig. 8.3 (a)) obtained with an in-plane magnetized STM tip is obvious,
since the images show ne vertical lines and at the same time long-ranged horizontal
stripes. The same applies for a tip magnetized in between the [110] and the [110]
direction (Fig. 8.13 (b)). Solely in the case of a tip magnetization direction between
[001] and [110] the ne vertical stripe pattern is missing as only the [110] component
of the magnetization exhibits local antiferromagnetic order. Therefore, the images
resemble the experimental ones in Fig. 8.1, where the STM tip has been magnetized
normal to the lm plane. Furthermore, the simulated STM images based on the
DFT calculations conrm the simulations carried out within a simple model based
on the Terso-Hamann model (cf. Fig. 8.3).
In order to study the inuence of the phase angle  onto the magnetic contrast,
spin-polarized STM images were calculated based on the electronic structure of the
system obtained from the DFT calculations for a tip magnetization direction of 45
with respect to the [110] direction. This was done to reproduce the superimposed
contrast as in the experiment (cf. Fig. 8.3 (a)). The resulting images are displayed
in Fig. 8.14 (a). All of them show the ne vertical stripes indicating the local anti-
ferromagnetic order and, at the same time, horizontal stripes due to the spin-spiral
state. At rst glance the three contrasts look identical. However, having a closer
look reveals that the contrast for conguration I is slightly more blurred than the
102
8.7 Simulation of spin-polarized STM images
ones of congurations II and III. This behavior becomes more obvious if the line
proles are taken into account. Since the phase angle only plays a role along [110],
the line proles along that direction (Fig. 8.14 (b)) are identical for all phases as
they represent the antiferromagnetic order of the [110] component of the magne-
tization. The line proles coinciding with the [001] direction, on the other hand,
show discrepancies between the three congurations. For conguration I the largest
amplitude in the line prole is observed while a phase of conguration III causes a
small amplitude. This behavior is due to the fact that for conguration I magnetic
moments of both Mn layers still possess almost parallel magnetization components
along the [001] direction. This leads to an enhancement of the magnetization den-
sity. However, for conguration III magnetic moments of both layers are almost
antiparallel arranged along the [001] direction. Thus, the magnetization density ex-
22°
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45°
45°
45° 68°
68°
68°
[1 0]1
[0
0
1
]
mT
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Figure 8.13: Simulated spin-polarized STM images of the conical spin spiral state of the Mn
double layer on W(110) based on the full DFT calculations for dierent tip magnetization
directions for the case of  = 0,  = 30 and  = 30. Here, the tip magnetization
direction varies from (a) [110] to [001], (b) [110] to [110] and (c) [001] to [110]. The images
in the three middle columns illustrate the resulting STM images of tips with a magnetization
component deviating from the main axes by 22, 45 and 68. The spin-polarization of the
tip is PT = 0:5. The tip-sample distance has been chosen as 6A.
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Figure 8.14: (a) Spin-polarized
STM images calculated based on
the DFT calculations at 6 A in the
vacuum for congurations I, II and
III with a cone angle of  = 30 and
a rotation angle of  = 30. The tip
magnetization is tilted by 45 with
respect to the [110] direction and
the polarization is PT = 0:5. (b)-(c)
Line proles of all three congura-
tions calculated along the horizon-
tal lines (b) and the vertical lines
(c) indicated in (a).
periences a compensation and a subsequent reduction due to the choice of the phase
angle. Since the conguration with conguration II resembles an intermediate of
the above cases, it is reasonable to nd its amplitude in between.
As mentioned above, the canting of the tip magnetization leads to a superposition
of the magnetic contrasts expected for the magnetization component corresponding
to the principal crystallographic axes. Since both cases, i.e., Fig. 8.13 (a) and (b),
resemble each other, it is beyond the simulations to draw conclusions concerning the
alignment of the tip magnetization in the experiments. Moreover, the unknown cone
angle of the spin-spiral state in the experiment represents yet another uncertainty,
since it has an inuence on the corrugation amplitude in the line proles taken along
the [110] and the [001] direction, respectively. However, this aspect will be further
investigated in the next section.
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Figure 8.15: Line proles
and STM images simulated
within a simple model based
on the generalized Terso-
Hamann model for dierent
cone angles  = 15 (a),
 = 30 (b) and  = 45
(c). The rotation angle cor-
responds to the experimen-
tal one ( = 24) and the
tip-sample distance is 8 A.
The red (blue) line proles
in (a), (b) and (c) are cal-
culated along the red (blue)
lines indicated in the STM
images. The tip magnetiza-
tion direction is tilted from
the [110] direction by 18.
0
0
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8.8 Corrugation Amplitudes
During a surface scan at a xed constant current the tip of a STM experiences
small variations in the height. The maximum dierence in the tip height as a
function of the lateral position rk of the tip within the unit cell is called corrugation
amplitude z. In section 7.4.2 it was shown that simulated STM line proles allow
for the identication of the tip magnetization direction. Furthermore, in Fig. 8.14
it became evident that the line proles along the

110

and the [001] direction
are dierent. In order to study the eect of the cone angle on the line proles
and thus on the corrugation amplitude along the

110

and [001] direction, spin-
polarized STM images as well as line proles have been simulated for the double
layer Mn on W(110) within the simple model that is based on the independent
orbital approximation [55, 62] and the spin-polarized Terso-Hamann model [61] as
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introduced in section 4.3.3. Figures 8.15 (a) to (c) display the results for the cone
angles  = 15,  = 30 and  = 45. The simulated STM images (right panel)
agree well with those obtained from the DFT calculations (cf. gures 8.13 and 8.14)
and the experimental ones (cf. Fig. 8.2) since they all show the ne stripe pattern
along the

110

direction superimposed to the modulation along [001]. The blue line
proles, on the other hand, were computed along the [110] direction and illustrate
the local antiferromagnetic order, where an antiparallel aligned magnetic moment
is represented by a minimum and a parallel alignment corresponds to a maximum.
Calculating line proles along the [001] direction results in the red lines, which
represent the corrugation due to the spin-spiral rotation. By varying the cone angle
the ratio of both corrugation amplitudes changes as well. For  = 15 the corrugation
amplitude of the [001] direction is about twice the size of the corrugation amplitude
obtained in the [110] direction. Enlarging the cone angle to  = 30 leads to an
increase of the ratio to ve over one since the projection of the magnetic moment
onto the tip magnetization direction decreases in the [110] direction while it increases
in the [001] direction. This tendency becomes apparent for  = 45, too. Here, the
ratio of the corrugation amplitudes rises to eight over one. Hence, the relation of
the corrugation amplitudes depends strongly on the size of the cone angle. This
fact can be exploited in order to determine the cone angle experimentally. Since the
corrugation amplitude responds sensitively to the magnetization direction of the tip
the latter has to be kept xed, and, of course, it needs to be known, which can be
achieved in an experiment by a rotatable magnetic eld [128].
Based on the spin-polarized Terso-Hamann model [61] and the independent-
orbital approximation [55, 62] the ratio of the corrugation amplitudes is derived for
the Mn double layer on W(110). The corrugation amplitude is typically of the order
of z  0:10 A. Keeping in mind that the tip-sample distance z0 ranges from about
5 to 12 A the corrugation amplitude is rather small [65]. As pointed out in section
4.3.3 the corrugation amplitude is given by
z(rk) =
I(rk; z0)
2I0(z0)
(8.7)
where z0 denotes an average tip-sample distance, I0(z0) is a lateral constant part
and I(rk; z0) is a small variation that depends on the lattice by
I(rk; z0) / exp
24 2z0
s
2me
~2
work +

Gi
2
235 : (8.8)
Here, Gi denotes the reciprocal lattice vector that is inversely proportional to the
lattice vector ai, i.e., Gi =
2
ai
. work is the work function which is typically between
4 and 5 eV for transition metals. In the following work is chosen as 4:8 eV due
106
8.8 Corrugation Amplitudes
q[0
01
]
[1 0]1
(b)(a)
Figure 8.16: The relation of the corrugation amplitudes for (a) xed tip-sample distances
z0 and (b) xed cone angles . The tip magnetization direction is aligned to

110

and [001]
for z[110] and z[001], respectively.
to the work function of the Mn double layer on W(110) which is 4:75 eV. In the
case of the Mn double layer on W(110) the lattice vectors ai correlate with the
magnetic periodicity along the [110] direction, a1 = 3:1652 A, and the [001] direction,
a2 = 24 A, respectively.
In order to determine the relation of the corrugation amplitudes of the [110]
and the [001] direction for the present case of a conical spin spiral, the angular
dependence of the corrugation amplitudes needs to be calculated. According to
Eq. (8.1) the magnetization of the sample is given by
mS = Sn
0@ cos sin  cos (+ )
sin  sin (+ )
1A : (8.9)
The magnetization of the tip is dened as
mT;[110] = ST
0@10
0
1A (8.10)
for the tip magnetization direction aligned to

110

and
mT;[001] = ST
0@01
0
1A (8.11)
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along [001]. Therefore, the dependence of the corrugation on the cone angle 
corresponds to
mT;[110] mS / cos  along

110

and mT;[001] mS / sin  along [001]. (8.12)
With z[110] / cos  and z[001] / sin  the ratio results in
z[110]
z[001]
= cot() 
exp

 2z0
q
2me
~2  work + ( a1 )2

exp

 2z0
q
2me
~2  work + ( a2 )2
 : (8.13)
It has been calculated for either a xed tip-sample distance zdist (Fig. 8.16(a)) or a
xed cone angle  (Fig. 8.16(b)).
Both gures, Fig. 8.16(a) and (b), show that for large cone angles and large
tip-sample distances the ratio of the corrugation amplitudes becomes nearly zero,
i.e., z[001] becomes very large. First of all, this is due to the fact that magnetic
congurations described by a small lattice vector ai decay faster with increasing tip-
sample distance than those with a large lattice vector as it is seen from Eq. (8.8).
Secondly, with increasing cone angle the projected magnetization component in the
[110] direction becomes smaller. Therefore, the study of the cone angle is quite
complex since it requires a well-known tip magnetization direction and a suciently
small tip-sample distance. Up to now there is no direct experimental conrmation
of the theoretical cone angle of  = 30. However, with a ratio of about four over one
for z[001] versus z[110] obtained in spin-polarized STM experiments [138] the cone
angle of the spin-spiral state found in a double layer Mn on W(110) can be estimated
to be between 30 and 45 if the tip-sample distance is assumed as 8 A. Therefore,
an optimum cone angle of 30 as found in the DFT calculations is consistent with
the experimental data.
8.9 The Tunneling Anisotropic Magnetoresistance Eect in a
Conical Spin-Spiral State
The conical spin-spiral ground state of the Mn double layer on the (110) surface
of W is well suited for the study of a transport eect due to SOC which is known
as tunneling anisotropic magnetoresistance (TAMR). In contrast to the junctions
used for the tunneling magnetoresistance eect (TMR), a magnetic tunnel junction
needs to comprise only one magnetic electrode opposed to a nonmagnetic electrode
in order to give rise to the TAMR eect. Due to changes in the electronic structure
the TAMR causes a magnetization-direction-dependent change in the tunneling re-
sistance. It has rst been observed in another ultra-thin lm system { the double
layer of Fe on the W(110) surface { where it has been demonstrated that the SOC
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Figure 8.17: Spin-polarized STM measurements and simulations (P = 0:1;  = 0:2) (a) Top
view of the magnetic ground state. Red and green symbols denote negative and positive
z components of the magnetization, respectively. (b),(c) Spin-polarized dI=dU maps of
the same sample area with oppositely out-of-plane magnetized tips (spin-polarized tip that
aligns with external magnetic eld at B = +2 T and B =  2 T). (d) Dierence and (e)
sum of the images in (b) and (c). (f) Spin-polarized dI=dU maps of the same area with an
in-plane magnetized tip (B = 0 T). All spin-polarized STM images: I = 1 nA, U =  40 mV,
T = 9 K
induced changes in the local density of states in the vacuum allow for the resolution
of magnetic domain walls on the nanometer scale using nonmagnetic STM tips [19].
The TAMR eect will be introduced in more detail in the next chapter, where it
will be explored at the limit of single atoms. Here, it will be shown how it can be
used to image the conical spin spiral of the Mn double layer on W(110).
While neglecting SOC non-collinear congurations such as the conical spin spiral
are characterized by a constant variation of the magnetization direction from one
atom to the other. Therefore, every spin of this structure experiences the same
local environment, and the spins are electronically equivalent. As a consequence,
every modulation observed in the LDOS can be directly related to the SOC eect.
For instance, spin-polarized STM measurements carried out in the group of Prof.
Wiesendanger at the University of Hamburg with an out-of-plane magnetized tip
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show characteristic bright and dark stripes as displayed in Fig. 8.17 (b). By reversing
the magnetization direction of the spin-polarized STM tip the pattern in Fig. 8.17
(c) displays a phase shift of about half the magnetic periodicity (TAMR = M=2 =
1:2 nm) with respect to the pattern in Fig. 8.17 (b). In order to analyze the electronic
and the magnetic contributions separately, the images Fig. 8.17 (b) and Fig. 8.17
(c) have been subtracted and added up resulting in the magnetic (Fig. 8.17 (d))
and electronic signal (Fig. 8.17 (e)). The latter is due to the TAMR eect and the
variation of the local density of states is related to the angle  of the spin direction on
the cone of the spiral via cos2 . The spin-polarized contribution, on the other hand,
scales with the cosine of the angle between the tip's and the atom's magnetization.
The rotation of the magnetization direction of the tip from out-of-plane to in-plane
results in the images shown in Fig. 8.17 (f), which display a shift of the magnetic
contrast of M=4. This is due to the fact that the TAMR contrast is pinned to the
spin structure while the spin-polarized contribution to a STM image changes upon
rotation of the tip magnetization direction.
In conclusion, the study of the TAMR in the double layer Mn on W(110) illus-
trated that the conical spin spiral can be investigated using a nonmagnetic STM
tip. This is due to the magnetization-direction dependent changes in the electronic
structures.
8.10 Conclusions
In this chapter the magnetic ground state of two monolayers of Mn on the W(110)
surface has been investigated. A strong tendency towards antiferromagnetic order
accompanied by an instability against non-collinear magnetic order has been ob-
served in this system that allows for three-dimensional spin structures, i.e., conical
spin spirals. Here, such a conical spin-spiral state has been found, which exhibits
a cone angle of  = 30 and a spin-spiral rotation angle of  = 32. The latter
corresponds to a period length of 1.8 nm, which is in reasonable agreement with the
results of spin-polarized STM experiments.
Two mechanisms that give rise to such spin arrangements have been under con-
sideration. It was found that the higher-order spin interactions, i.e., the biquadratic
exchange and the four-spin interaction induce a canting of the magnetic moments
with respect to the lm plane. Furthermore, the Heisenberg exchange introduces a
rotation that propagates along the [001] direction. The resulting conical spin-spiral
exhibits local antiferromagnetic order and explains the experimentally obtained spin-
polarized STM images. The conical spin spiral of the Mn double layer on W(110)
is the rst observation of such a spin structure at a surface. Moreover, the occur-
rence of this three-dimensional magnetic conguration can be directly ascribed to
the higher-order spin interactions, which are typically neglected in transition metals.
Here, it is demonstrated that the spin interactions beyond the Heisenberg picture
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can play an important role in such systems.
The further examination of the inuence of the tip magnetization direction on the
spin-polarized STM contrasts has been carried out based on simulated STM images
calculated within the Terso-Hamann model. In order to allow for the identication
of the cone angle the corrugation amplitudes corresponding to the modulation along
the

110

and [001] direction, respectively, as well as their ratio have been studied.
Finally, the inuence of the SOC on a conical spin spiral in terms of the tunneling
anisotropic magnetoresistance has been investigated.
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9 Tunneling Anisotropic Magnetoresistance at the
Single Atom Limit
In 1975 M. Julliere discovered the tunneling magnetoresistance (TMR) [60] { a mag-
netoresistive eect that occurs due to spin-dependent tunneling in nanosize magnetic
tunnel junctions. As illustrated schematically in Fig. 9.1 (a) the latter consist of
two ferromagnetic layers that are separated by a thin insulating layer through which
the electrons can tunnel from one ferromagnetic electrode to the other. According
to Julliere's model the tunneling takes place considering the following assumptions
(i) the spin of the tunneling electrons is conserved and (ii) the conductance G is
proportional to the product of the densities of states of the ferromagnets in the
parallel (P) or antiparallel (AP) alignment, respectively. By applying an external
magnetic eld the magnetizations of the electrodes can be switched from parallel
(high tunneling probability) to antiparallel (low tunneling probability). While the
experiments of M. Julliere had to be realized at very low temperatures [60] the TMR
eect at room temperature was achieved in the 90s by Moodera [139] and Miyazaki
[140]. This allows for the application of the TMR eect in read heads of modern hard
disk drives. Furthermore, the discovery of the TMR gave rise to the development
of the magnetoresistive random-access memory (MRAM) { a non-volatile random-
access memory technology. Due to SOC the resistance can become anisotropic, i.e.,
it depends on the magnetization direction of the tunnel junction with respect to
the crystallographic axes as sketched in Fig. 9.1 (b). For the observation of this
eect the junction needs only a single magnetic electrode separated from a nonmag-
netic electrode by an insulating layer. Due to magnetization-direction dependent
changes in the electronic structure the tunneling current between these electrodes
exhibits dierences for a lm that is magnetized either out-of-plane (?) or in-plane
(k) [19, 25, 141, 142]. This eect has been established as tunneling anisotropic mag-
netoresistance (TAMR) . The TAMR oers an alternative route towards spintronic
devices as it circumvents the restriction of coherent spin-dependent transport [25]
in contrast to the TMR.
The TAMR has rst been observed in STM measurements of a double-layer lm
of Fe on the W(110) surface [19]. It also occurs in planar tunnel junctions that
involve ferromagnetic semiconductors [25]. Furthermore, the application of magnetic
transition-metal electrodes allows for the operation of such nanoscale devices at room
temperature [143, 144]. Other experiments have been conducted concerning the
TAMR in metal-semiconductor Fe/GaAs/Au junctions [145] and transition-metal
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Figure 9.1: (a) Sketch of the TMR: the electrons tunnel between two ferromagnets that
are separated by an insulating layer, e.g., vacuum. The tunneling current depends on the
magnetic alignment of the electrodes, i.e., either parallel (P) or antiparallel (AP). The TMR
is dened from the conductances in the parallel (GP) and antiparallel (GAP) alignment. (b)
Sketch of the TAMR: the tunnel junction comprises a nonmagnetic and a magnetic electrode
that are separated by a tunneling barrier. The conductance is subject to the magnetization
orientation in the magnetic layer, i.e., perpendicular (G?) or parallel (Gk) to the surface.
electrodes separated by oxides [146]. By combining 3d and 5d transition metals it
was possible to enhance the TAMR by two orders of magnitude up to some 10%.
Due to theoretical predictions of a large TAMR eect in antiferromagnetic 3d-5d
bimetallic alloys [147] attempts are being made towards antiferromagnetic electrodes
[148].
So far planar structures such as multilayers of magnetic and nonmagnetic materi-
als of a few nanometer thickness as electrodes have been investigated almost exclu-
sively. It is still under debate how the TAMR scales in the limiting case of a single
atom. In Ni and Co break-junctions it has been predicted that the TAMR reaches
up to 200% due to tip-resonant states and exhibits characteristic bias-dependent
oscillations on a mV range [149]. Nanoscale contacts that were produced by the
controllable breaking of a nanowire structure (break junction technique) while mon-
itoring the electrical resistance of the junctions also exhibited large TAMR values
between 20% to 100% [150]. For break junctions formed via electromigration values
up to 25% have been observed for the TAMR and signicant changes in the an-
gular dependencies of the dI=dV for bias voltages on the scale of a few mV [151].
However, the direct comparison of theoretical and experimental results has always
been a major issue in explaining the origin of the TAMR as the hitherto existing
approaches for the fabrication of nanoscale contacts did not allow for microscopically
well-dened contacts.
In this chapter, it is shown that STM experiments on single adatoms deposited
on ultrathin lms allow to study the TAMR at the single-atom limit and to compare
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it with electronic structure calculations. Since the adsorbed atoms are subject to
the local exchange interaction, their magnetic moments align to the moments of
the neighboring atoms in the lm. Thus, they exhibit in-plane magnetization if the
adsorption site is on the domain wall and out-of-plane magnetization if they are
adsorbed on the domain. In this way, it is possible to explore the TAMR without
applying an external magnetic eld and enable the comparison of theoretical and
experimental results.
In the following, the TAMR eect at the single-atom limit will be investigated
systematically. First of all, the double-layer Fe lm on the W(110) surface will be
examined concerning its role as a magnetic template for the adatoms. It reveals a
nanoscale domain structure. By depositing a Co atom to either the domain or the
domain wall of the Fe double layer it presents an out-of-plane and in-plane magne-
tization direction, respectively. Densities of states are calculated in the vacuum for
both magnetizations of the Co adatom and compared to the experimental spectra.
The direct comparison of theory and experiment as well as the analysis of the or-
bital symmetry of the electronic states provides insight into the origin of the TAMR.
It is further explained within the framework of a simple model that considers the
coupling of two atomic states at a surface. By choosing a heavier adatom such as a
nonmagnetic Ir atom for the adsorption to the Fe DL, the SOC eect in the single
atom contact will be enhanced. Due to hybridization eects the Ir atom is spin-
polarized and reveals a magnetic moment that aligns to those of the neighboring
atoms of the Fe lm. Furthermore, the Ir atom exhibits a huge TAMR compared to
the single Co atom due to magnetization-direction dependent changes of the elec-
tronic structure. Finally, the inuence of the magnetic template onto the TAMR
eect in the Co adatom is explored by changing the nanoscale domain structure of
the Fe DL on W(110) [19, 26, 27] with the more rapidly rotating spin-orbit induced
spin-spiral ground state of the Mn monolayer on W(110) [9]. Due to the alignment
with the magnetic moments of the nearest neighbor Mn atoms the magnetization
direction of the Co adatom can take every angle that is provided by the Mn spin
spiral. Also in this case the TAMR is explored by analyzing the orbital character of
the states that contribute to the vacuum density of states.
Parts of this chapter have been published in Physical Review Letters [152].
9.1 TAMR of the Fe Double-Layer on W(100)
As mentioned above, there are two ways to study how the electronic structure of
a system depends on the orientation of the magnetization. On the one hand, a
strong external magnetic eld can be applied in order to constrain the magnetic
moments of the sample to the hard magnetization directions. This approach faces
complications regarding the sensitivity of the experimental setup or a deformation
of the contacts due to magnetostatic or magnetostrictive forces. On the other hand,
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Figure 9.2: (a) Neel wall: the transition between two domains happens via a cycloidal
spin spiral, i.e., the spin-rotation axis is perpendicular to the propagation direction. (b)
Bloch wall: the transition between two domains happens via a helical spin spiral, i.e., the
spin-rotation axis is parallel to the propagation direction.
the sample itself can provide a local frame for the magnetization by exhibiting,
for instance, a domain structure. For a lm consisting of two monolayers of Fe
deposited on the (110) surface of W such a nanoscale domain structure has been
observed experimentally [19, 26, 27]. The transition from an 'up' magnetized domain
to a 'down' magnetized domain happens via the domain wall, where the magnetic
moments reorient gradually. Figure 9.2 illustrates the two types of domain walls.
In a Neel wall the axis of the spin rotation is perpendicular to the propagation
direction resulting in a cycloidal spin-spiral state (cf. Fig. 9.2 (a)). In a Bloch wall
the magnetic moments rotate in a helical fashion, i.e., the propagation direction and
the spin rotation axis are parallel (cf. Fig. 9.2 (b)). However, the double-layer Fe
lm on W(110) exhibits Neel walls since the moments of the Fe atoms rotate right-
handed cycloidal from one domain to another via the [001] direction (cf. Fig. 9.3),
which is driven by the DMI [10, 128, 129].
Further studies of this system revealed that spectra acquired above the domain via
scanning tunneling spectroscopy show small deviations of a few percent compared to
those obtained above the domain wall [19]. DFT studies of the electronic structure
explained the dierences with a magnetization-direction dependent hybridization
gap between the dxy+zx and the dz2 states of the minority channel leading to a
magnetization-direction dependent contribution to the tunneling current, i.e., the
TAMR eect.
In the following, the double layer of Fe on the W(110) surface is investigated with
regard to its function as a substrate for the single atoms.
Computational Details
The calculations have been carried out employing a symmetric lm consisting of
ve layers of W with two monolayer of Fe on each side. As a starting point the
experimental lattice constant of W has been used (a0 = 3:165 A) and the structural
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Figure 9.3: Top-view of the
double-layer Fe lm on the
W(110) surface. The blue
spheres with arrows refer to
the Fe atoms and their mag-
netic moments, respectively.
For better visibility the arrows
have been omitted in the sub-
surface Fe layer. The magnetic
unit cell is indicated by a dot-
ted white line.
[1 0]1
[0
0
1
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relaxations have been accomplished within the GGA [33] while neglecting SOC. The
interlayer distance between the Fe sublayer and the W substrate relaxes inwards by
17%, i.e., 2:042 A, with respect to the bulk lattice constant of W. The distance
between the Fe surface layer and the Fe sublayer decreased to a value of 1:768 A,
i.e., a reduction of 22% compared to the bulk W distance. The studies of the
electronic structure have been performed within the LDA [122] including SOC via a
second variational approach [105]. For the sampling of the two-dimensional BZ 18
kk-points in the irreducible wedge have been used for the convergence as well as 962
kk-points in the full two-dimensional BZ for the calculation of the local density of
states (LDOS). The plane-wave cuto has been set to kmax = 3:9 a:u:
 1.
9.1.1 Calculation of the TAMR of the Double Layer Fe on W(110)
In order to gain insight into the electronic structure of the Fe double-layer lm,
Fig. 9.4 (a) displays the spin-resolved LDOS calculated in the topmost layer of the
Fe lm. In this system the magnetic moments in the domain walls rotate from 'up'
to 'down' and vice versa via the [001] direction and form a Neel wall that is driven
by the DMI. Therefore, the spin-quantization direction used in the calculation of
the LDOS aligns either perpendicular (?) or parallel (k) to the surface plane and
represents the magnetization in the domain and the domain walls, respectively. The
curves in the majority and the minority spin channel present a similar prole but
at the same time they are shifted with respect to each other due to the exchange
splitting. The latter allows for the formation of a magnetic moment, which is 2:9 B
in the Fe surface atoms and 2:32 B in atoms of the subsurface layer. Due to the
exchange splitting the densities of states in the majority spin channel exhibit full
occupation since the major part of the states is located below the Fermi level. On
the other hand, the densities of states in the minority channel are shifted towards
higher energies and thus imply only partly occupation of the states. Furthermore,
in the energy range of EF   0:6 eV and EF +1 eV the densities of the minority spin
states are larger than those of the majority spin hinting at a predominance of spin
down states in the vacuum density of states.
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Figure 9.4: (a) LDOS in the Fe DL
on W(110) calculated for a magnetiza-
tion perpendicular (dashed lines) to the
lm plane and parallel to the [001] (solid
lines) direction in the majority (") and
minority (#) spin channel. (b) The spin-
averaged LDOS in the vacuum calcu-
lated at 10 A above the in-plane (blue
solid line) and out-of-plane (red dashed
line) magnetized Fe lm. (c) Calculated
TAMR eect of the vacuum LDOS in
(b) according to Eq. (9.1). (d) Spin-
resolved vacuum LDOS of the in-plane
(solid) and out-of-plane (dashed) mag-
netized Fe lm.
In the MT spheres dierences in the electronic structure due to the dierent
magnetization directions are barely observable in the LDOS1. This is quite dierent
in the vacuum as presented in Fig. 9.4 (b). Both curves exhibit a similar shape
including two distinctive peaks located at  0:13 eV and +0:93 eV with respect
1In order to illustrate them, the anisotropy of the LDOS might be plotted. Since the following
discussion restricts to the changes in the vacuum LDOS, the information of the TAMR in the
MT spheres has been neglected in this case.
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to the Fermi level, which can be identied with those at  0:08 V and +0:7 V of
the experimental spectroscopy data in reference [19] and are a characteristic of the
double-layer Fe lm on W(110). Nevertheless, the densities of states show small
deviations depending on the magnetization direction. These discrepancies originate
from an anisotropy in the LDOS due to SOC, which causes the TAMR eect. It is
quantied by applying the following equation
TAMR =
LDOS?   LDOSk
LDOS?
(9.1)
to the vacuum densities of states in Fig. 9.4 (b). The resulting curve in Fig. 9.4 (c)
reveals numerous oscillations as a function of energy with values ranging between
 17% and +11%.
In the following, the discussion of the TAMR focuses on the shaded feature at
+0:14 eV above the Fermi energy (EF ), which allows to distinguish domains and
domain walls in STM experiments using bare W tips [19]. It is due to an increase
in the perpendicular magnetized LDOS? with respect to LDOSk. Furthermore,
the spin-resolved vacuum densities of states in Fig. 9.4 (d) show that this feature
stems from the minority spin channel just as the major part of the vacuum LDOS.
The decomposition of the density of states in the MT sphere of a Fe surface atom
according to the orbital symmetry reveals that states of dz2 character dominate the
vacuum LDOS. This is by no means surprising since their shape and the orientation
perpendicular to the surface allows for a slow decay into the vacuum. In contrast,
orbitals that possess a planar symmetry and are aligned parallel to the surface
such as dxy and dx2 y2 barely extend into the vacuum and decay more quickly with
increasing distance. However, in the case of the TAMR feature at EF + 0:14 eV
the dz2 orbitals mix with the hybridized states of dxy and dyz character leading to
a reduction of LDOSk in comparison to LDOS?. Thus, the obtained theoretical
results agree well with the experimental data in [19].
The above analysis of the Fe double layer on the W(110) presents an ideal basis
for the following study of the TAMR in the single-atom limit. Adatoms can be
deposited either on the domain or the domain wall revealing dierent magnetization
directions due to exchange coupling with the Fe atoms. Analogously to the case
of the Fe double layer on W(110), the comparison of vacuum densities of states
obtained for an in-plane magnetization, i.e., along [001] and perpendicular to the
surface will reveal dierences resulting in the TAMR due to the mixing of d states
with dierent orbital character.
9.2 Co Adatom on Fe/W(110)
As mentioned at the beginning of this chapter, the TAMR eect has not been dis-
cussed in nanoscale structures on the basis of a direct comparison of experimental
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and theoretical data for the same well-dened system. In this section a single Co
adatom on the double-layer lm of Fe on the W(110) surface is investigated in terms
of STM measurements and DFT calculations. Here, one takes advantage of the fact
that Co adatoms couple ferromagnetic to the Fe double layer. Therefore, their mag-
netic moments are oriented parallel to the magnetization of the local environment,
i.e., perpendicular to the lm plane for a Co atom adsorbed on the domain and
parallel to the lm plane in the case of a Co atom residing on the domain wall. In
this way, no external magnetic eld is needed in order to rotate the magnetization
of the Co atom that exhibits a moment of 1:81 B for both magnetization direc-
tions. Bias-dependent oscillations of the TAMR on a scale of 100 mV and values
of up to 12% have been observed in the STM experiment. The origin of this eect
is explained based on rst-principles calculations that reveal the hybridization of
Co d states of dierent orbital symmetry depending on the magnetization direction
due to SOC. A direct consequence of the spin-orbit induced mixing of states are
magnetization-direction dependent changes in the LDOS that explain the observed
TAMR.
Experimental Observation of the TAMR
The experiments were performed in the group of Prof. Berndt at the University of
Kiel with a home-built STM operated at 7 K and in ultrahigh vacuum with a base
pressure of 10 9 Pa. W(110) surfaces were cleaned by oxidation cycles at 1400 K
and brief annealing at 2200 K. Room temperature exposure of clean W(110) to
an Fe atom ux from an electron beam evaporator and subsequent annealing at
500 K results in a closed Fe lm on top of a Fe wetting layer (Fig. 9.5(a)) [153].
Single Co atoms were deposited onto Fe-covered W(110) at 10 K. Figure 9.5 (b)
shows that Co atoms adsorb to magnetic domains and domain walls, which are
imaged with high and low contrast, respectively. The contrast is due to dierent
magnetization directions, whose signature is imprinted on the probed electronic
structure via the spin-orbit interaction [19]. Magnetic domains exhibit an out-of-
plane (?) magnetization while the central regions of domain walls are in-plane (k)
magnetized. W tips were fabricated from polycrystalline wire, which was chemically
etched ex vacuo and annealed in vacuo prior to mounting to the STM. Special care
was taken to preserve a non-spin-polarized current during the experiments. To this
end spectroscopy and maps of dI=dV were acquired from double-layer Fe islands,
which in case of a spin-polarized tunneling current give rise to clear spin contrast
[19].
The tunneling spectra shown in Fig. 9.6 (a) were obtained with W tips for Co
adatoms, which are adsorbed either on the domains or on the domain walls of the
Fe lm. Due to the strong exchange coupling of the Co adatom and the underlying
Fe lm the direction of the magnetic moment of Co is orientated out-of-plane for
Co adatoms on the domains and in-plane for Co adatoms on the domain walls.
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Figure 9.5: Pseudo-three-dimensional representation of a constant-current STM image
(1 nA, 0.07 V) of Co atoms adsorbed on a double-layer Fe lm on W(110). To visualize
the magnetic domains and domain walls, the topography data have been colored with the
simultaneously recorded dI=dV map. The color scale ranges from 5 (dark) to 14 nS (bright).
The sketch at the bottom of the gure shows the alignment of the Co magnetic moment
with the Fe magnetization.
Figure 9.6: (a) dI=dV spectra obtained
using STM with W tips on Co adatoms
on domains (dashed line) and on do-
main walls (solid line) of an Fe dou-
ble layer on W(110). The feedback
loop had been disabled at 0.9 V and 1
nA prior to spectroscopy. To facilitate
comparison with calculations (Fig. 9.8)
some spectroscopic features are labeled 1{
4. (b) Tunneling anisotropic magnetore-
sistance determined from the spectra in
(a). The TAMR (TAMR = ((dI=dV)?  
(dI=dV)k)=(dI=dV)? at the features 1 to
4 are shaded for easier comparison with
Fig. 9.8.
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We observe that the two types of spectra show only little dierences. There is a
pronounced feature in the unoccupied states at about 0.7 V above the Fermi energy
and a smaller one in the occupied states at  0:02 V. Between these major peaks
two smaller features appear as small shoulders in the spectra. The dierences of the
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two curves can be quantied by calculating the TAMR dened as
TAMR =
((dI=dV)?   (dI=dV)k)
(dI=dV)?
; (9.2)
which is plotted in Fig. 9.6(b). The TAMR displays numerous oscillations in sign
as a function of bias voltage and reaches values of up to 13 %.
Computational Details
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Figure 9.7: (a) Side-view of the c(4  4) unit cell used in the calculations. Gray spheres
represent atoms of the nonmagnetic W substrate. Magnetic atoms are indicated by blue
(Fe) and cyan (Co) spheres that include arrows. (b) Top-view of the unit cell. The white
arrow points at the Fe atom for which the orbital decomposition has been calculated.
The calculations have been performed within the FLAPW method using a sym-
metric slab consisting of ve layers of W with two layers of Fe on each side. The Co
atom has been added on each side at the hollow site position centering the c(4 4)
unit cell. Structural relaxations have been taken from references [154, 155]. The
electronic structure of the system has been studied within the LDA [122]. Spin-orbit
coupling was included by means of a second variational approach [105]. 12 kk-points
in the irreducible wedge of the two-dimensional Brillouin zone and a plane-wave
cuto of kmax = 3:9 a. u.
 1 were used. The LDOS has been calculated using 468 kk-
points in the entire Brillouin zone.
9.2.1 TAMR of the Co Adatom on the Double Layer Fe on W(110)
Figure 9.8 (a) shows the calculated LDOS in the MT sphere of the Co adatom
for the majority and the minority spin channel revealing almost full occupation in
the majority spin states. However, due to the exchange splitting the LDOS in the
minority spin channel is shifted towards higher energies. The resulting magnetic
moment of the Co atom is 1:81 B and independent of the magnetization direction.
Furthermore, this shift leads to a predominance of the minority spin states around
the Fermi level within an energy range of EF   0:5 eV to EF + 2 eV. A comparison
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Figure 9.8: (a) Spin-resolved
LDOS in the MT sphere of
the Co adatom for a magneti-
zation aligned parallel to the
surface along the [001] direc-
tion (k, solid line), i.e., corre-
sponding to a domain wall and
perpendicular to it (?, dashed
line), i.e., on a domain. (b)
Spin-averaged vacuum LDOS
calculated at 6 A. The dashed
and solid line correspond to
the spin-quantization axis cho-
sen perpendicular and paral-
lel to the lm, respectively.
Peaks that show a deviation
between the vacuum LDOS for
the magnetization perpendic-
ular and parallel to the sur-
face plane are labeled 1 to
4. (c) TAMR of the vacuum
LDOS in (b) evaluated accord-
ing to Eq. (9.1). (d) The
LDOS above the Co adatom
split into the majority (green)
and the minority spin (red)
states. Dashed and dotted
lines refer to the out-of-plane
and in-plane magnetized Co
atom, respectively.
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of the LDOS calculated for a Co atom being adsorbed on the domain, i.e., a magne-
tization direction perpendicular to the surface (?, dashed line) and on the domain
wall, i.e., parallel to the [001] direction (k, solid line) [10] indicates a few changes
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Figure 9.9: Distance dependence of the TAMR eect obtained for LDOSk and LDOS?.
The distance ranges from 2 A (red) to 10 A (violet) above the Co atom.
in the electronic structure. For instance in the majority channel a strong peak at
 1 eV below the Fermi energy is observed for the atom that is magnetized parallel
to the surface, which is absent in the LDOS of the perpendicular magnetized Co
adatom. However, due to the large scale of the plot the changes in the LDOS of the
Co adatom obtained for dierent magnetization directions are barely visible within
the energy range of the experimental data, i.e., EF   0:3 eV to EF + 1 eV. This is
dierent for the LDOS calculated at 6 A above the Co adatom in Fig. 9.8 (b). They
can be qualitatively compared with the tunneling spectra displayed in Fig. 9.6 (a).
Located at the energies of  0:07, +0:16, +0:56 and +0:78 eV with respect to the
Fermi level, four peaks 1 to 4 may be distinguished, which can be identied with
those found in the experimental data in Fig. 9.6 (a) at  0:02, +0:32, +0:52 and
+0:70 V.
Similar to the experimental dI=dV spectra the calculated LDOS in the vacuum for
the dierent magnetizations exhibits small deviations due to the anisotropy, which
is directly related to the TAMR (cf. Eq. (9.1)). Figure 9.8 (c) displays the TAMR
eect where features at the positions of peaks 1 to 4 have been shaded for clarity.
The energy dependent oscillations show a positive value for peaks 2 to 4, i.e., the
vacuum LDOS is enhanced for the perpendicular magnetization of the Co adatom.
Peak 1, on the other hand, results in a negative TAMR since the vacuum LDOS
for the in-plane magnetized Co adatom is larger. However, at the position of peak
1 the calculated TAMR values range from  19% to +9%, which is in reasonable
agreement with the experimental results of  12% to +5%. Furthermore, the overall
behavior of the TAMR is in accordance with the experiment (cf. Fig. 9.6 (b)).
Plotting the vacuum LDOS of the majority and the minority spin separately
reveals that for energies above +0:3 eV with respect to the Fermi level the minority
spin states exhibit a larger LDOS compared to the majority spin states, which is
due to dierent vacuum decay properties of the s, p and d orbitals that contribute
to the vacuum LDOS [154]. However, since the prole of the vacuum LDOS in the
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Figure 9.10: (a) The vacuum
LDOS calculated at 6 A above the
Co atom adsorbed on the double
layer Fe on the W(110) surface.
The dashed and solid line corre-
spond to the spin-quantization axis
chosen perpendicular and parallel
to the lm. Peaks that show a de-
viation between the vacuum LDOS
for the magnetization perpendicu-
lar and parallel to the surface are
denoted by arrows. (b) TAMR
of the vacuum LDOS (black line)
shown in (a). The TAMR of the
dz2 states of the Co atom shown in
(c) is indicated by a yellow dashed-
dotted line. The green dashed-
dotted line represents the TAMR of
the dzx states of the Fe atom shown
in (d). (c){(d) Orbitally decom-
posed LDOS of the minority states
in the mun-tin of the Co atom and
the adjacent Fe atom, respectively.
Dashed and solid lines correspond
to a spin-quantization axis chosen
perpendicular or parallel to the sur-
face, respectively.
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minority channel resembles that of the spin-averaged vacuum LDOS in Fig. 9.8 (b),
it can be concluded that the deviations caused by the TAMR stem from minority
spin states.
The TAMR eect depends on changes in the electronic structure. Therefore, it
exhibits a distance dependence, which is due to the dierent decaying lengths of the
states. For instance, more localized states decay faster with increasing distance while
delocalized states extend far into the vacuum. This can lead to an enhancement of
TAMR features for large distances as shown in Fig. 9.9 at the energies of peak 1
and 2. For peak 1 the TAMR eect has a value of about  11% at 2 A above the
Co atom. Increasing the distance to 10 A almost triples the TAMR eect down
to  28%. Additionally, the occurrence of changes in sign depends on the distance
from the Co adatom, too. While at a distance of 10 A the at part of the TAMR
reveals no change in sign for the energy range of peaks 3 and 4, a reduction of the
distance results in two more sign reversals close to 0:50 eV and 0:67 eV. However, a
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tip-sample distance of 2 A does not correspond to the tunneling regime, but can be
explored experimentally in the contact regime.
The TAMR eect originates from the spin-orbit induced mixing of electronic states
with dierent orbital character. Therefore, it is useful to analyze the mechanism
behind it in terms of an orbital decomposition of the density of states (cf. Fig. 9.10
(c)). Given that the LDOS of the majority spin channel is low around the Fermi
level (cf. 9.8 (d)) only the d states of the minority channel are taken into account.
Comparing the d-orbitals of the Co atom (Fig. 9.10 (c)) to the vacuum LDOS
(Fig. 9.10 (a)) demonstrates that the electronic states that contribute to the changes
at the positions of peaks 2 to 4 are mainly of dz2 character. However, peak 1 cannot
be ascribed to the dz2 states of the Co atom. Its occurrence can only be explained
by the hybridization of states of the Co atom and the adjacent Fe atom (cf. Fig. 9.7
(b)). At the Co atom feature 1 is of dxy character while it is of dzx type in the Fe
lm.
The small deviations due to dierent magnetization directions, ? and k, are like-
wise present in the orbital decomposition of the LDOS at the Co and the Fe atom.
In Fig. 9.10 (b) their TAMR eects (Co: yellow line; Fe: green line) are compared to
the total TAMR eect (black line) of the vacuum LDOS. For the features at peaks
2 to 4 the dz2 states of the Co atom reproduce the trend of the total TAMR in most
instances, while the minimum at peak 1 agrees well with TAMR of the Fe-dzx states.
Hence, it is necessary to consider the electronic structure of the Fe atoms as well as
the Co atom in order to understand the origin of the TAMR eect at feature 1 in
this system.
9.2.2 Model of the TAMR
The results above demonstrate that the anisotropy of the LDOS is directly related
to changes in the electronic structure due to SOC. These changes originate from the
mixing of d states with dierent orbital character such as dz2 and the dzx states.
This is easily seen for peak 2 (cf. Fig. 9.10 (a) and (c)) at the Co atom: the LDOS?
of the dz2 states exhibits an enhancement as well as a shift towards higher energies
with respect to the dz2 states of the in-plane magnetization direction. Furthermore,
a small peak occurring in the LDOS? of the dzx states at the same energy hints
to a hybridization between the states with an orbital character of dz2 and dzx.
Calculating the dierence between the dz2 states of ? and k magnetization according
to Eq. (9.1) results in a TAMR curve with similar behavior compared to the TAMR
of the vacuum LDOS (cf. Fig. 9.10 (b)).
In order to capture the essence of the TAMR eect, a simple model based on
the Green's function G(E) is introduced in the following. It describes two localized
atomic states at a surface that interact via SOC (cf. Fig. 9.11):
(E  1 H  )G(E) = 1: (9.3)
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Figure 9.11: Sketch of two
states at the energies "1 and "2
that couple to a surface and in-
teract via the hopping t between
them. 1 and 2 specify the
broadening of the peaks due to
hybridization with the substrate.
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Here, H is the Hamilton matrix
H =

"1  t
 t "2

(9.4)
with the energies "1 and "2 of the two states as well as the hopping t between them,
which depends on the spin-quantization axis due to spin-orbit interaction. The
diagonal elements i1 and i2 of the non-hermetian self-energy matrix
 =

i1 0
0 i2

(9.5)
describe the broadening of the peaks due to the hybridization of the atomic states
with the substrate. Inserting H and  gives the following equation:
E   "1   i1 t
t E   "2   i2

G11(E) G12(E)
G21(E) G22(E)

= 1: (9.6)
The LDOS D1(E) and D2(E) of the two states are given by the diagonal elements
G11 and G22 of the 2 2 Green's function matrix using
Di(E) =   1

ImGii(E): (9.7)
After inverting the matrix the Green's function reads
G11(E) G12(E)
G21(E) G22(E)

=
1
(E   "1   i1) (E   "2i2)  t2

E   "1   i1 t
t E   "2   i2

:
(9.8)
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Figure 9.12: (a) LDOS obtained for a simple
model of two atomic surface states that exhibit
dierent orbital symmetry, dz2 (yellow) and
dzx (green), and couple via SOC. The dashed
(solid) line corresponds to the magnetization
perpendicular (parallel) to the lm plane. (b)
Anisotropy of the LDOS (TAMR) calculated
according to Eq. (9.1) for the dz2 state in (a).
Then, the LDOS of state 1 and 2 result in
D1(E) =   1

h
1(E   "2)2 + 122 + 2t2
i

h
(E   "1)2(E   "2)2 + 2122 + t4 + 212t2   2t2(E   "1)(E   "2)
+ 21(E   "2)2 + 22(E   "1)2
i 1
and (9.9)
D2(E) =   1

h
2(E   "1)2 + 212 + 1t2
i

h
(E   "1)2(E   "2)2 + 2122 + t4 + 212t2   2t2(E   "1)(E   "2)
+ 21(E   "2)2 + 22(E   "1)2
i 1
, respectively. (9.10)
In order to quantify the model of the TAMR, the peaks of the dz2 and dzx states
at +0:19 eV in the Co atom, Fig. 9.10 (c), are revisited. Their broadening (1 =
0:05 eV, 2 = 0:11 eV) as well as their energy dierence ("1   "2 =  0:03 eV) are
chosen accordingly. The mixing t of two minority spin states (#) with dz2 and dzx
symmetry is given by the matrix element
jh#; dzx jHSOC j dz2 ; #ij = 1
2
p
3 sin  sin; (9.11)
where HSOC = L  S is the Hamilton operator of SOC (cf. Eq. (6.7) with the SOC
constant , angular momentum L and spin S [99]. It vanishes for a magnetization
out-of-plane ( = 90 and  = 0) and becomes maximal for an in-plane magne-
tization ( = 90 and  = 90). As mentioned in chapter 6 the strength of SOC,
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, is on the order of about 50 meV for 3d-transition metals [99]. Thus, the mixing
parameter t is chosen as 0 meV for the ? magnetization direction and 40 meV for
the k magnetization direction. Fig. 9.12 (a) displays the result of the model derived
above. The LDOS of the dz2 and the dzx states are enhanced for the ? magnetiza-
tion and, furthermore, exhibit a small energy shift in the position of the peak with
respect to the LDOS of the in-plane magnetization. This is in agreement with the
results of the DFT calculations in Fig. 9.10 (c). The model TAMR in Fig. 9.12 is
obtained by taking only the dz2 states into account. The resulting shape is similar
to the one of a single dz2 peak as indicated by an arrow in Fig. 9.10 (b). It shows a
sign reversal at lower and higher energies. With values up to 20% the model TAMR
is in good agreement with the TAMR of the Co dz2 states (22%) obtained in the
electronic structure calculations. However, the TAMR values of the vacuum LDOS
are smaller due to the neglect of the s- and p states within the model.
Conclusions
In this section, the TAMR of a single Co atom adsorbed on a double layer of Fe
on the W(110) has been investigated. With values ranging between  19% to +9%
the TAMR based on rst-principles calculations compares reasonable with the ex-
perimental values ranging from  12% to +5%. The origin of the TAMR has been
ascribed to the mixing of 3d states with dierent orbital character in the Co atom.
The main contribution to the vacuum LDOS originates from the dz2 states of the
minority spin channel in the Co atom that mix with d resonances and thus lead to
a magnetization-direction dependence of the LDOS in the vacuum. The features of
the TAMR were captured in a model of two interacting atomic states.
9.3 Non-magnetic Single Iridium Adatom on the Double Layer
Fe on W(110)
So far, the focus has been on single magnetic atoms adsorbed on a magnetic thin
lm such as the Co atom in the section before. Indeed, such an atom exhibits a large
magnetic moment of up to 1:8 B, but the SOC eect is weak in elements of the
3d series. A way to increase the TAMR eect is to choose a heavier element from
the 5d series instead of a 3d metal to be adsorbed on the Fe lm. Spin-polarization
due to the magnetic thin lm allows the formation of a suciently large magnetic
moment in the 5d adatom. In the following, it is demonstrated by the example of
an Ir adatom how this strategy heads to a giant TAMR eect on the order of up to
60 %.
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Computational Details
The ab initio calculations have been performed using a symmetric slab consisting of
ve layers of W with two layers of Fe on each side while employing the experimental
lattice constant of W, a = 3:165 A. The Ir atom is centered within a c(4  4) unit
cell on both sides of the slab (cf. inset in Fig. 9.13 (a)). Structural relaxations
have been carried out via force minimization for the Ir adatoms and the Fe atoms
of the lm within the GGA [33]. The equilibrium interlayer distance between the
Ir atom and the next-nearest Fe atom is reduced by 28%, i.e., 1:61 A, compared to
the W bulk. The analysis of the electronic structure has been carried out within the
LDA [122] if not stated otherwise. The SOC eect has been included by applying a
second variational approach [105] using 12 kk-points in the irreducible wedge of the
two-dimensional Brillouin zone. A plane-wave cuto of kmax = 3:9 a:u:
 1 has been
used. The LDOS in the mun-tin as well as in the vacuum has been computed
using 280 kk-points in the entire Brillouin zone.
9.3.1 Spin-Polarization of the Ir Adatom on the Double Layer Fe on W(110)
As mentioned above, the hybridization between the Fe atoms of the double-layer
lm and the Ir adatom lead to a spin-polarization of the latter. This is observed
by comparing the spin-resolved local densities of states in the MT spheres of the
adjacent Fe atoms, Fig. 9.13 (a), to that of the Ir atom in Fig. 9.13 (b). Several
peaks located at EF   3:6 eV and EF   0:75 eV in the majority channel (green) as
well as EF + 1:5 eV in the minority channel (red) occur in both the Fe atoms and
the Ir atom and hint at hybridized states. Recalling the LDOS calculated in the
Fe lm in section 9.1.1 (cf. Fig. 9.4 (a)) shows that the exchange splitting of the
spin channels changes slightly if an Ir atom is deposited onto the lm. The resulting
magnetic moment of the Fe atom 4 in the inset of Fig. 9.13 (a) amounts to +2:72 B
in the GGA [33] and +2:62 B within the LDA [122], i.e., it is reduced with respect
to the Fe moment of 2:9 B in the surface layer of the double-layer lm. However,
the LDOS of the Ir atoms exhibits likewise an exchange splitting as observed in
Fig. 9.13 (b), which leads to magnetic moments of +0:87 B within the GGA and
+0:77 B within the LDA. Evidently, for both exchange-correlation potentials the Ir
atom is signicantly spin-polarized. Furthermore, it follows from Fig. 9.13 (b) that
the minority spin states dominate at lower energies while close to the Fermi level
states of the majority spin govern the LDOS. This tendency is further illustrated by
calculating the spin-polarization in the Ir adatom according to
PIr =
(LDOS"   LDOS#)
(LDOS" + LDOS#)
: (9.12)
Fig. 9.13 (b) represents the resulting curve. It exhibits several sign reversals for the
spin-polarization in the Ir atom. In the energy range of EF   1 eV and EF + 1 eV
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Figure 9.13: (a) LDOS in
the MT spheres of the neigh-
boring Fe atoms 3 and 4 (see
inset) in the majority and
minority spin channel. (b)
Spin-dependent LDOS cal-
culated in the MT sphere
of the Ir atom. (c) Spin-
polarization of the LDOS in
(b) according to Eq. (9.3.1).
(c) LDOS in the vacuum cal-
culated at 6 A above the
Ir atom. Green and red
lines correspond to the ma-
jority (") and minority (#)
spin channels. (d) Spin-
polarization of the vacuum
LDOS calculated in a range
of 2 A (red line) to 10 A (vi-
olet line) above the Ir atom
according to Eq. (9.3.1).
Ir-atom
vacuum
Fe-atom
#
#
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it is maximum at EF   0:77 eV and a value of PIr = 0:82. The sign of the spin-
polarization changes at EF + 0:35 eV leading to a minimum value of PIr =  0:69
at EF + 0:85 eV. At 6 A above the Ir adatom a similar behavior is observed. The
vacuum LDOS presented in Fig. 9.13 (d) reveals a dominance of majority spin
states for energies up to EF +0:54 eV. For higher energies the LDOS in the minority
channel increases. This is also visible in the spin-polarization in the vacuum, which
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has been evaluated in Fig. 9.13 (e) for distances ranging from 2 A to 10 A above the
Ir adatom. For the major part of the energy range it shows positive values of about
PIr;vac = 0:5 with maximum values of up to 0.9 nearly independent of the distance.
Nevertheless, the transition from positive spin-polarization values to negative ones
depends clearly on the distance. In the case of small distances such as 4 A the
spin-polarization changes its sign rst at 0:49 eV above the Fermi level, becomes
positive again at EF + 0:61 eV and reverses nally at EF + 0:73 eV. For larger
distances of 10 A, on the other hand, the transition from positive to negative values
is observed at EF + 0:81 eV without an additional sign reversal at lower energies.
However, magnetic single-atom junctions consisting of Co or Cr atoms on double-
layer Fe islands on the W(110) surface exhibit asymmetries in the conductance of
up to +0:28 and  0:24, respectively [154]. Considering the maximum asymmetry
of 0:9 observed above the Ir atom, which is about three times larger as that of the
Co and Cr adatoms the application of 5d elements in single atom contacts can be
an alternative route towards large spin-valve eects.
9.3.2 The TAMR Eect of the Ir Adatom on the Double Layer Fe on W(110)
However, the Ir adatom does not only exhibit a signicant spin-polarization but
exhibits also a giant anisotropy of its LDOS, which will result in a huge TAMR
eect. Figure 9.14 (a) shows the spin-averaged local densities of states evaluated in
the vacuum for three dierent magnetization directions of the Ir atom. In this case
the spin-quantization axes in the calculations have been chosen not only along the
[001] direction (LDOScycl) and the normal to the lm plane (LDOS?), but also along
the other in-plane direction, i.e.,

110

direction (LDOShel). Here, the change from
an out-of-plane to an in-plane magnetization via the [001] direction corresponds to a
cycloidal rotating domain wall, i.e., a Neel wall. The rotation via the other in-plane
direction, i.e, the

110

direction, on the other hand, describes a helical rotating
domain wall also known as Bloch wall. As stated in section 9.1 the double-layer Fe
lm exhibits a Neel wall inducing a preferable rotation of the magnetization from
perpendicular to the [001] direction in the Ir atom. Here, the other type of domain
wall will be considered in order to illustrate how the TAMR will depend on the type
of the wall.
In contrast to the vacuum densities of states of the Co adatom (cf. 9.8 (b)) the
three curves in Fig. 9.14 (a) present large dierences throughout the energy range
of EF   1 eV to EF + 1 eV. Three peaks may be distinguished at the energies of
 0:63 eV (1), +0:4 eV (2) and +0:76 eV (3). While the peaks labeled 2 and 3 occur
in the LDOS of all magnetization directions, peak 1 appears solely in the vacuum
for a spin-quantization axis along the perpendicular and

110

in-plane direction,
i.e., helical magnetized Ir atom. Because of the absence of peak 1 in the LDOS
for the cycloidal domain wall, the corresponding TAMRcycl exhibits values between
 51% and +69% as displayed in Fig. 9.14 (b). On the other hand, the TAMR for the
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Figure 9.14: (a) Spin-averaged
LDOS in the vacuum at 6 A above
the Ir for dierent magnetization
directions, i.e., either normal to the
surface (dashed line), LDOS?, or
parallel to the lm plane aligned to
the

110

(dotted line), LDOShel,
and the [001] direction (solid line),
LDOScycl, respectively. (b) TAMR
eect calculated for the vacuum
densities of states in (a) according
to Eq. (9.1). The TAMR of a helical
rotating spin structure, i.e., from
out-of-plane to in-plane along

110

is represented by a dotted line,
TAMRhel, while that of a cycloidal
rotating domain wall, i.e., from out-
of-plane to in-plane along [001] is
indicated by a solid line, TAMRcycl.
(c) Spin-dependent vacuum LDOS
for three dierent magnetizations of
the Ir adatom. (d)-(e) TAMR of
the curves presented in (c) for the
majority (green) and minority spin
channel (red).
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helical domain wall reveals only slightly smaller values between  39% and +52% due
to a shift towards lower energies in the position of peak 1 in LDOShel. As observed
in the double-layer Fe lm (Fig. 9.4 (c)) and the Co adatom (gures 9.8 (c) and 9.10
133
9 Tunneling Anisotropic Magnetoresistance at the Single Atom Limit
(b)) the TAMR curves maintain their oscillatory behavior as a function of energy
in Fig. 9.14 (b). For instance, in the vicinity of the Fermi energy TAMRcycl shows
considerable positive values of up to +30% and drops down to  22% at EF +0:1 eV.
Also at the positions of peak 2 and 3 the TAMR curves descend to values of about
 25%. However, the most prominent TAMR values are related to changes in the
vacuum densities of states at peak 1.
A closer look at the vacuum density of states plotted in terms of the majority and
minority spin for the three dierent magnetizations directions as in Fig. 9.14 (c)
shows that peak 1 stems mainly from states of the majority spin states. As stated
above, the contribution of the minority states to the vacuum LDOS increases for
energies above the Fermi level. This is further observed in the spin analysis of the
TAMR in gures 9.14 (d) and 9.14 (e), where the TAMR curves of the majority spin
present a similar shape compared to that of the spin-averaged ones in Fig. 9.14 for
energies smaller than EF . Thus, it can be safely concluded that the TAMR eect
at peak 1 originates from states of majority spin.
In order to understand the changes in the electronic structure that give rise to
the huge TAMR eect, the orbital decomposition of the LDOS in the Ir atom is
analyzed. In Fig. 9.15 the case of a helical rotating domain wall is examined, i.e.,
for a magnetization direction perpendicular to the surface and parallel to the

110

direction. While both local densities of states in Fig. 9.15 (a) exhibit peak 1 it is
smaller in size and slightly shifted towards lower energies in LDOShel in comparison
to LDOS?. This results in a huge oscillation between EF  1 eV and EF  0:5 eV in
TAMRhel, Fig. 9.15 (b). Although the dzx and the dz2 orbitals in Fig. 9.15 (c) and (d),
respectively, show a distinct feature for both magnetization directions at the position
of peak 1 the SOC matrix elements jh"; dzx jHSOC j dz2 ; "ij = 12
p
3 sin  sin [99] that
describe their mixing vanish for both, the in-plane ( = 90,  = 0) and out-of-plane
direction ( = 0,  = 0). In the case of a hybridization between dz2 states and
those of dyz symmetry the matrix elements take the form jh"; dyz jHSOC j dz2 ; "ij =
1
2
p
3 sin  cos [99]. They only vanish for the out-of-plane magnetization direction
and become maximal for the in-plane magnetized Ir adatom and thus lead to the
huge TAMR eect between EF   1 eV and EF   0:5 eV.
Figure 9.16 (a) shows the vacuum density of states for the cycloidal rotating
domain wall, i.e., an Ir atom with magnetization perpendicular to the surface and
parallel to [001] in-plane direction. As mentioned before, peak 1 is absent in the
LDOS above the in-plane magnetized Ir atom in the cycloidal domain wall. This
leads to a huge single peak in the TAMRcycl at EF   0:63 eV, Fig. 9.16(b), with
changes of sign at both higher and lower energies. It is likewise due to the mixing
of dz2 and dzx states that occur as single peaks in the LDOS of the perpendicular
magnetized atom and as double peaks if the Ir atom is adsorbed on the Neel wall
(cf. Fig 9.16 (c) and (d)).
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Figure 9.15: (a) Local den-
sity of states in the vacuum
evaluated at 6 A above the
Ir adatom for spin-quantization
axes aligned parallel to the

110

direction (green, dotted) and
perpendicular (red, dashed) to
the lm plane, i.e., the helical
domain wall. (b) TAMR ef-
fect of the data presented in
(a) according to Eq. (9.1). (c),
(d) LDOS in the Ir atom de-
composed in terms of the or-
bital symmetry of the d states.
Dashed (dotted) lines refer to
the magnetization direction be-
ing perpendicular (parallel) to
the lm plane. The dz2 and dyz
orbitals that mix in the case of
the helical rotating domain wall
are presented in (d).
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The dierent behavior of the TAMR for an Ir atom adsorbed on a helical and a
cycloidal rotating domain wall, respectively, can be explained on the basis of the sim-
ple model introduced in section 9.2.2. For the helical rotation of the magnetization
135
9 Tunneling Anisotropic Magnetoresistance at the Single Atom Limit
1
3
2
(c)
(d)
(a)
(b)
3
2
3
2
vacuum
Ir
Ir
vacuum
LDOScycl
LDOS
Figure 9.16: (a) Local den-
sity of states in the vacuum
evaluated at 6 A above the
Ir adatom for spin-quantization
axes aligned parallel to the lm
plane along the [001] direction
(blue, solid) and perpendicular
to the lm plane (red, dashed),
i.e., the cycloidal domain wall.
(b) TAMR eect of the data
presented in (a) according to
Eq. (9.1). (c), (d) LDOS in the
Ir atom decomposed by the or-
bital symmetry of the d states.
Dashed (solid) lines refer to
the magnetization direction be-
ing perpendicular (parallel) to
the lm plane. The dz2 and
dzx orbitals that mix in the case
of the cycloidal rotating domain
wall are presented in (d).
direction this is done by considering the broadening of the dyz peak at EF  0:31 eV
(2 = 0:22 eV) as well as that of the dz2 states at EF   0:63 eV (1 = 0:12 eV) in
Fig. 9.15 (c) and (d), respectively. One needs to recall the matrix element of the
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Figure 9.17: (a) LDOS obtained for the sim-
ple model of two atomic surface states that
exhibit dierent orbital symmetry, dz2 (yel-
low) and dyz (red), and couple via SOC as
introduced in section 9.2.2. The dashed (dot-
ted) line corresponds to the magnetization per-
pendicular (parallel along

110

) to the lm
plane, i.e., helical rotating domain wall. (b)
Anisotropy of the LDOS (TAMRhel) calculated
according to Eq. (9.1) for the dz2 state in (a).
LDOS
hel
LDOS
mixing dyz and dz2 states [99]:
jh"; dyz jHSOC j dz2 ; "ij = 1
2
p
3 sin  cos: (9.13)
and remember that it vanishes for the perpendicular magnetization ( = 0, = 0)
and becomes maximal for the magnetization aligned to the

110

direction ( =
90, = 0). Considering a signicantly larger SOC in the Ir adatom compared
to that of the Co adatom (t = 40 meV) t = 0 and t = 250 meV are used for
the magnetization direction perpendicular and parallel to the surface, respectively.
The resulting model is illustrated in Fig. 9.17 (a). Since their energy dierence is
relatively large with about "1   "2 = 0:31 eV the overlap between the dyz and dz2
peaks is small leading to only a minor interaction between those states. This agrees
well with the LDOS obtained from the DFT calculations as presented in Fig. 9.15
(d). Also the shift in the position of the peaks for the model LDOShel compares
well with the ab initio results. It is due to the large SOC constant of t = 250 meV.
Moreover, changing the magnetization from out-of-plane to in-plane results in a
reduction of the height of the peaks, which is likewise observed in the DFT results.
By evaluating the TAMRhel from the model dz2 states via Eq. (9.1) yields a curve
similar in shape to the TAMRhel observed in Fig. 9.15 (b). Starting from smaller
energies it presents negative values for a range of several hundreds of meV and shows
a sign reversal at the intersection of LDOSk and LDOS?. Furthermore, it compares
well with the TAMRhel computed from only the dz2 states and presented as a yellow
line in Fig. 9.15 (b).
In the case of the cycloidal rotating domain wall the peak of the dz2 states at
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LDOScycl
LDOS
Figure 9.18: (a) LDOS obtained for the sim-
ple model of two atomic surface states that
exhibit dierent orbital symmetry, dz2 (yel-
low) and dzx (green), and couple via SOC
as introduced in section 9.2.2. The dashed
(solid) line corresponds to the magnetization
perpendicular (parallel along [001]) to the lm
plane, i.e., cycloidal rotating domain wall. (b)
Anisotropy of the LDOS (TAMRcycl) calcu-
lated according to Eq. (9.1) for the dz2 state
in (a).
EF   0:63 eV (1 = 0:12 eV) as well as that of the dzx states at EF   0:64 eV
(2 = 0:24 eV) have been taken into account for the simple model. Their matrix
element has been introduced as
jh"; dzx jHSOC j dz2 ; "ij = 1
2
p
3 sin  sin (9.14)
and as it has been stated in section 9.2.2 it vanishes for the perpendicular mag-
netization ( = 0, = 0) and is maximal for the magnetization aligned to [001],
i.e.,  = 90 and  = 90. Thus, the SOC strengths that have been used for
the helical rotating domain wall, t = 0 and t = 250 meV, are employed for the
magnetization direction perpendicular and parallel to the surface, respectively. In
Fig. 9.18 (a) the resulting peaks are illustrated. Due to their small energy dierence
of "1   "2 = 0:01 eV they overlap over a large energy range and thus the inter-
action between them is increased compared to that of the helical rotating domain
wall. Thus, the rotation of the magnetization from out-of-plane to in-plane results
in a reduction - or better - a splitting of the peaks, which is also observed in the
LDOS shown in Fig. 9.18 (d). Therefore, the curves of the dz2 and the dzx states
exhibit a double peak structure including a minimum at the position of peak 1 if
the magnetization coincides with the [001]. By considering only the dz2 states of the
model (cf. Fig. 9.18 (a)) the TAMRcycl has been calculated according to Eq. (9.1).
It is presented in Fig. 9.18 (b) and resembles the large TAMRcycl eect of the ab
initio results as shown in Fig. 9.16 (b). It exhibits a strong peak with sign reversals
at high and low energies. Furthermore, the model TAMRcycl agrees well with the
TAMRcycl obtained from rst-principles if the latter is restricted to the dz2 states.
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Figure 9.19: Distance dependence of the TAMR eect of (a) LDOShel and (b) LDOScycl
with respect to LDOS?. The distance ranges from 2 A (red) to 10 A (violet) above the Ir
atom.
Apparently, the splitting of the peaks in the vacuum LDOS of the Ir atom on the
double-layer Fe lm on the W(110) depends on the in-plane magnetization direction
of the adatom and thus on the magnetization direction of the Fe lm. Because the
magnetization in this system has been chosen to model the Bloch and the Neel wall,
respectively, the adsorption of a nonmagnetic atom on domains and the domain
walls can be used to distinguish between the two types. Since the identication
of the in-plane magnetization and the distinction between a helical or cycloidal
rotating domain wall is complicated and needs, for instance, the application of a
three-dimensional magnetic eld in a spin-polarized STM measurement [128] the
presented results can be used as an alternative method in order to determine the
type of a domain wall in spin-polarized STM measurements.
In the case of an Ir adatom on Fe/W(110) the distance dependence of the TAMR
is subject to its size as can be extracted from Fig. 9.19 (a) and (b). At the position
of the strongest eect the variation of the distance barely causes the TAMR to
change. Only for energies above the Fermi level at the positions of peak 2 and 3
the anisotropy of the vacuum densities changes considerably with respect to the
distance. For TAMRcycl even a sign reversal occurs at 0:71 eV above EF . However,
the TAMR of the Ir adatom is qualitatively nearly independent to variations of the
height.
Finally, the TAMR can be investigated concerning its spatial distribution as pre-
sented in Fig. 9.20. Here, the cross-sectional plots bisect the lm along the

110

direction within an energy range of 30 meV at the position of peak 1. In both cases,
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Figure 9.20: Spatial distribution of the TAMR illustrated as cross sections along the

110

crossing the center of the Ir atom. The Ir, Fe and W atoms are indicated as colored circles.
The TAMR has been yielded from LDOShel in (a) as well as LDOScycl in (b) with respect
to LDOShel within the energy interval between EF   0:67 eV and EF   0:54 eV.
TAMRhel and TAMRcycl, the cross sections reveal large TAMR values in the area
of the Ir adatom and slightly smaller values at the Fe atoms of the topmost layer.
While the illustration of TAMRcycl in Fig. 9.20 (b) shows almost exclusively positive
values, TAMRhel in Fig. 9.20 (a) displays small areas parallel to the lm plane with
large negative values in the vicinity of the Ir atom. In both plots the hybridization
with the Fe atoms of the topmost layer becomes clear and a huge conical shaped
area can be observed above the Ir atom. It is due to the dominance of dz2 orbitals at
the Ir adatom and stretches far into the vacuum. It demonstrates that the TAMR
mainly stems from states of dz2 character that lead to the large values of +69% and
+52% for TAMRhel and TAMRcycl, respectively.
Inuence of the Exchange-Correlation Potential
The choice of the exchange-correlation potential can have an eect on the calculated
electronic properties since it only approximates the exact self-energy [156, 157]. For
instance, due to the choice of the exchange-correlation potential the position of the
peaks in densities of states can shift. For that reason, the TAMR in a single Ir atom
adsorbed on the Fe double layer is investigated in Fig. 9.21 concerning the inuence
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of the exchange-correlation potential.
In gures 9.21 (a) and (b) the vacuum densities of states are compared for the
three dierent magnetization directions obtained within the LDA and the GGA,
respectively. At rst glance there have only been small changes at peak 3. While its
appearance has been slightly altered its position has barely changed. The change
of the exchange-correlation potential has evidently a minor inuence onto peak 3,
which is mainly of dz2 and dyz or dzx symmetry. Peak 2 on the contrary underwent
a large change and is reduced within the GGA. Furthermore, it has shifted towards
smaller energies for LDOS?, while in LDOShel and LDOScycl its position changed
about 100 meV towards higher energies.
Also within the GGA peak 1 provides the strongest TAMR eect with values
Figure 9.21: The vacuum LDOS
calculated within (a) the LDA and
(b) the GGA at 6 A above the
Ir adatom on the double layer Fe
on W(110)for the magnetization di-
rection along

110

(green dotted),
[001] (blue solid) and perpendicu-
lar to the lm (red dashed). (c)-(d)
The TAMR eect of the Ir atom cal-
culated within the LDA (gray dot-
ted) and the GGA (black solid) of
(c) LDOShel and LDOS? and (d)
LDOScycl and LDOS?.
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ranging from  61% to +52% and  23% to +66% for TAMRhel and TAMRcycl,
respectively. It is basically of dz2 and dzx or dyz symmetry, i.e., the charge density
stretches perpendicular to the surface and far into the vacuum. Nevertheless, it shifts
by about 120 meV towards lower energies. As Fig. 9.20 demonstrates, the strong
TAMR eect emerges from the hybridization of the Ir atom and the topmost layer
of the Fe lm. Therefore, the shift of peak 1 is due to a reduction of the magnetic
moments of the next-nearest neighboring Fe atoms from 2:73 B to 2:62 B upon
changing from the GGA to the LDA.
The TAMR of the curves presented in Fig. 9.21 (a) and (b) is given in Fig. 9.21
(c) and (d). Due to its nature as a result of the SOC eect it has been expected that
the TAMR experiences at least some smaller changes. However, in the case of the
Ir atom the TAMR eect is qualitatively independent of the exchange-correlation
potential and so are all conclusions drawn in the previous sections.
Conclusions
In this section the TAMR was discussed for a nonmagnetic single atom from the
5d series. An Ir atom resembles the Co atom chemically, but exhibits a stronger
SOC at the same time. Due to hybridization with the atoms of the topmost Fe
layer a magnetic moment of +0:77 B has been induced in the Ir atom leading to a
spin-polarization of up to 0.9. This is about three times larger as the values of up to
0.28 observed in Co adatoms on Fe double-layer island on W(110) [154]. The huge
spin-polarization and the strong SOC lead to a TAMR eect that has been amplied
by factors of three to four. It gives huge values up to 69% compared to the TAMR
of maximum 19% found in the single Co atom. The origin of the huge TAMR eect
has been ascribed to the mixing of dz2 states with those of dzx symmetry and the
large SOC constant  of Ir on the order of 250 meV. Finally, the inuence of the
exchange-correlation potential onto the TAMR eect has been analyzed.
In comparison to +19% observed in a single Co atom the TAMR eect in the Ir
atom experiences an amplication of a factor of 2.7 and 3.6, respectively, due to the
strong SOC eect.
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9.4 Co Adatom on the Mn monolayer on W(110)
Figure 9.22: (a),(b) Perspective STM im-
ages (-10 mV, 2 nA) of a chain of Co
atoms adsorbed on a monolayer of Mn on
the W(110) surface obtained with an up and
down magnetized tip. (c) Sketch of the sce-
nario displayed in (a) and (b). This gure has
been taken from reference [158].
So far atoms adsorbed on a nanoscale domain structure have been studied. In
this section the well characterized Mn monolayer on the W(110) surface will act as a
template for a single Co adatom. The characteristic of the Mn monolayer on W(110)
is the spin-orbit driven spin-spiral ground state propagating along the

110

direc-
tion with an angle of about 174 between neighboring magnetic moments and thus
resulting in an almost antiferromagnetic local order [9]. Recently, it was discovered
that the single Co atom is coupled ferromagnetic to the underlying magnetic thin
lm via Heisenberg exchange allowing for the spin to be set to any direction that is
accessible in the Mn spin-spiral state [158]. A chain of Co atoms has been formed
in a STM experiment via atom manipulation along the atomic rows of the magnetic
template. Thereby, it is possible to study their spin-polarized LDOS in the vacuum
with up and down magnetized STM tips (cf. Fig. 9.22). In line proles acquired
along the

110

direction changes in height and shape have been observed depending
on the angle  between the tip magnetization direction and the magnetic moment
of the respective Co atom. It was found that the height follows not only a cosine as
expected from the TMR eect, i.e., the spin-polarized current, but in order to t the
experimental results, a higher order correction proportional to cos2  was needed. It
has been speculated whether the cos2  contribution can be assigned to SOC, i.e.,
the TAMR. However, with a value of 36% extracted from the experiment the Co
143
9 Tunneling Anisotropic Magnetoresistance at the Single Atom Limit
adatom would present a considerable TAMR. Hence, the purpose of the following
discussion is to shed light onto the occurrence of this eect in a single Co atom on
the Mn monolayer on the W(110) surface.
Computational Details
[1 0]1
[0
0
1
]
Figure 9.23: Top and perspective view of the employed unit cell. Grey spheres represent
the W substrate atoms while the Mn atoms are depicted as red (green) spheres with arrows
that are antiparallel (parallel) to the magnetic moment of the Co atom (turquoise).
FLAPW calculations have been carried out using the lm setup including the
relaxations given in reference [158], i.e., symmetric slab consisting of ve layers of
W with one layer of Mn on each side. In order to model the local antiferromagnetic
order, the magnetic moments of the Mn atoms have been arranged in the checker-
board conguration using a c(44) unit cell, where the Co atom has been deposited
in the hollow site at the center (cf. Fig. 9.23). The electronic structure has been
studied within the GGA [33] as in reference [158] without SOC, so that a direct com-
parison is possible. The inclusion of the SOC eect happened by means of second
variation [105] using 24 kk-points in the irreducible wedge of the two-dimensional
Brillouin zone and a plane-wave cuto of kmax = 3:9 a. u.
 1. The LDOS (LDOS)
was calculated using 468 kk-points in the entire Brillouin zone.
9.4.1 Spin Analysis of the Co Adatom on the Single Layer Mn on W(110)
Figure 9.24 (a) displays the spin-resolved LDOS in the MT sphere of the Co atom
that has been adsorbed on the monolayer lm of Mn on the W(110) surface. The
main part of the LDOS in the majority spin channel is located below the Fermi level
and exhibits full occupation. The minority LDOS, on the other hand, is bisected
by the Fermi energy, which implies that the minority spin channel is only partly
lled. This exchange splitting results in a magnetic moment of 1:62 B of the Co
atom. Around the Fermi level the LDOS at the Co atom seems to be dominated by
the minority spin states. However, the vacuum LDOS in the minority spin channel
is reduced with respect to that of the majority spin { a behavior, which has been
likewise observed in the experimental and theoretical data of reference [158]. It has
been explained based on the hybridized s, pz and dz2 states at the Fermi level, which
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Figure 9.24: (a) LDOS
calculated in the MT
sphere of the Co atom
for the majority (", green
lines) and minority (#,
red lines) spin. The
LDOS for an in-plane
(out-of-plane) magnetiza-
tion of the Co adatom
and the Mn monolayer
is denoted by a dotted
(dashed) line. (b) LDOS
evaluated within the vac-
uum at 6 A above the Co
atom adsorbed on an in-
plane (out-of-plane) mag-
netized lm. The ma-
jority (minority) channel
is represented by green
(red) lines. (c) Spin-
averaged vacuum LDOS
obtained by adding the
LDOS of the majority
and the minority spin in
(b). (d) TAMR calcu-
lated for the curves in
(b) and (c). While the
TAMR of the majority
and minority spin states
is depicted as green and
red line, the TAMR of
the spin-averaged vacuum
LDOS is illustrated as a
black line. The shaded
areas correspond to the
features labeled in (b)
and (c).
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are maximum above the Co atom in the majority channel, while the minority channel
comprises essentially dzx states that exhibit a minimum above the Co atom [158].
Figure 9.24 (b) shows how the localization of the dierent states inuences the LDOS
in the vacuum. The pronounced peak exhibited by the minority spin states at the
Co atom close to the Fermi level, Fig. 9.24 (a), is absent in the vacuum, Fig. 9.24 (b).
In addition, the minority channel loses its predominance in the vacuum in the major
part of the considered energy range due to the mechanism named above. In addition,
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Fig. 9.24 (b) illustrates the dierences that occur in vacuum densities calculated
above Co atoms with dierent magnetization directions, i.e., aligned to the

110

direction (LDOSk) and perpendicular to the surface (LDOS?), respectively. Both
types of curves show a similar prole, but at the same time reveal small deviations
that also emerge in the spin-averaged density of states in the vacuum in Fig. 9.24
(c). The most distinct features are located at  0:82 eV,  0:11 eV, +0:19 eV and
+0:83 eV and labeled 1 to 4. While feature 3 clearly stems from states of the minority
spin features, 1, 2 and 4 are present in both spin channels (cf. Fig. 9.24 (b)). This is
further observed in the TAMR depicted in Fig. 9.24 (d), where the anisotropy of the
spin-averaged (black line) as well as the spin-resolved (minority (red) and majority
spin (green)) densities of states in the vacuum are displayed. The anisotropy of the
LDOS, i.e., the TAMR, has been calculated just as in Eq. (9.1) and exhibits values
ranging from  25% to +25% (black line). Strong TAMR features related to peaks 1
to 4 in the vacuum LDOS are indicated by shaded areas. The features at peaks 1, 3
and 4 are caused by an enhanced LDOS of the in-plane magnetized lm and result
in negative values of the TAMR. Peak 2, on the other hand, evokes a maximum
in the TAMR close to EF due to a lower LDOShel with respect to LDOS?. The
spin analysis of the TAMR exhibits that the large eects close to peaks 1, 2 and 4
emerge likewise from states of the minority and majority channel while the TAMR
close to peak 3 is mainly stemming from states in the minority channel as indicated
in Fig. 9.24 (b).
9.4.2 The TAMR of the Co Adatom on the Single Layer Mn on W(110)
The evaluation of the spin contribution to the TAMR in Fig. 9.24 (d) revealed that
at the energies of peak 1 and 2 it reaches values of  25% and +25%, respectively.
This is even larger than in the case of the single Co atom adsorbed on the Fe double-
layer lm with theoretical values of  19 to +9%. Furthermore, it is in a reasonable
agreement with the value of 36 % obtained from the experimental results for STM
measurements at low bias voltages of  10 mV [158]. The orbital decomposition of
the LDOS in the Co atom in Fig. 9.25 (c) exhibits that the states of dz2 character
dominate the majority channel as it has been observed in [158]. For instance, at the
position of peak 2 the LDOS in the vacuum in Fig. 9.25 (a) is low in the vicinity
of EF and displays a small peak that appears in LDOS? but is absent in LDOSk.
Having a closer look at the orbital character of the density of states at the Co
atom at the energy of  0:09 eV reveals that the dyz as well as the dz2 states in the
majority spin channel present likewise a small peak for the out-of-plane magnetized
lm, which does not exist for the in-plane magnetization direction. Furthermore,
the minority states contribute to the TAMR at peak 2 by a spin-orbit induced
mixing of the minority dx2 y2 states with those of dyz symmetry in the majority
spin channel. While the TAMR at the peaks 1, 2 and 4 originates mainly from
states of dz2 character, it stems from the minority dyz states at peak 3.
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Figure 9.25: (a) The vacuum LDOS evalu-
ated at 6 A above the Co atom for the in-
plane (green, dotted) and out-of-plane (red,
dashed) magnetized Mn lm. (b) TAMR cal-
culated for the curves in (a) according to
Eq. (9.1). Shaded areas correspond to the
features labeled in (a). (c) Orbital decompo-
sition of the LDOS at the Co atom for the
in-plane and out-of-plane spin quantization.
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Figure 9.26 shows cross-sections of the majority and the minority spin of the
in-plane (Fig. 9.26(a)) and out-of-plane (Fig. 9.26 (b)) magnetized lm calculated
along the yellow line in Fig. 9.23. The energy range has been chosen within 10 meV
above the Fermi energy for a better comparison with the calculations in reference
[158]. According to Serrate et el. [158] the circular shape of the majority LDOS
at the Co atom is because of the dz2 states that dominate the charge density close
to the Fermi energy. They are rotationally symmetric perpendicular to the surface
and result in a maximum above the central Mn row. Further amplication is due to
the hybridization with states of s and pz symmetry. In the minority channel, on the
other hand, the shape of the LDOS at the Co adatom resembles a double lobe with
its node being aligned to the central Mn row due to the predominance of states with
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Figure 9.26: Cross sectional plots of (a) LDOSk and (b) LDOS? along the orange line in
Fig. 9.22 in the energy range between EF and EF +10 meV. The left (right) panel displays
the electrons with majority (minority) spin.
dzx symmetry. This leads to an overall reduction of the electronic density and to a
much quicker decay into the vacuum. For this reason, the vacuum local densities
of states (gures 9.24 (c) and 9.25 (a)) are mainly dominated by the majority spin
channel even though there is a huge peak in the minority d states of the Co atom
(cf. Fig. 9.25 (c)). The comparison of the LDOS in the majority channel obtained
for the in-plane and out-of-plane magnetized lm (left panels in Fig. 9.26 (a) and
(b)) reveals that the charge density of the perpendicular to the surface magnetized
Co atom stretches farther into the vacuum than in the case of LDOSk. A similar
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Figure 9.27: Cross sectional plots of the TAMR obtained from (a) the majority spin states,
(b) the minority spin states and (c) the mixed spin states of LDOSk and LDOS? along the
orange line in Fig. 9.22 in the energy range between EF and EF + 10 meV.
behavior is observed in the minority channel (right panels in Fig. 9.26 (a) and (b)),
where the dip of the node that is centered above the Co atom is diminished in
LDOS? with respect to LDOSk. This corresponds to the enhancement found in the
vacuum LDOS in Fig. 9.24 (b).
Finally, the deviations found in the cross sections of gures 9.26 (a) and (b) allow
for the calculation of the TAMR according to Eq. (9.1). Figure 9.27 presents the
resulting plots. In the energy range of EF and EF + 10 meV in Fig 9.24 (d), where
the LDOS and the TAMR have been integrated over the entire two-dimensional
unit cell, the spin-averaged TAMR displays positive values of up to +13 %. In the
minority channel the TAMR drops to  2%, whereas for the majority spin states it
reaches +19%. The plots in Fig. 9.27 show a similar scenario but larger absolute
TAMR values due to the cross-section, where only a line crossing the center of
the two-dimensional unit cell is considered (cf. the yellow line in Fig. 9.23). The
majority spin states, Fig. 9.27 (a), exhibit negative TAMR values located in a two
lobe shaped area normal to the surface and centered at the position of the Co atom.
The Mn atoms of the topmost layer, on the other hand, reveal positive TAMR values
in a pear-shaped area perpendicular to the surface. Also, above the Co adatom the
TAMR is positive due to the dz2 symmetry of the states. In the minority channel
this is dierent (cf. Fig. 9.27 (b)). While in the area above the Mn atoms of the
surface layer the TAMR is positive, it exhibits negative values above the Co atom
because of the strong enhancement of LDOS? with respect to LDOSk in the dzx and
dyz states in Fig. 9.25 (c). However, the spin-averaged TAMR in Fig. 9.27 (c) is
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still negative above the Co atom. At the same time it reveals positive values within
elongated areas above the W atoms of the interface layer. They result in +13 % for
the spin-averaged TAMR due to the dominance of the majority spin states at 6 A
in the vacuum.
Conclusions
In this section the TAMR eect has been investigated for a single Co atom adsorbed
on the Mn monolayer on W(110). This substrate is characterized by a spin-orbit
driven spin-spiral ground state that allows for any direction of the Co magnetic
moment provided by the underlying spin-spiral due to strong local exchange cou-
pling. By rotating the magnetization direction from in-plane to out-of plane in the
rst-principles calculation changes in the vacuum density of states have been ob-
served that range from  25% to +25%. Hence, a single Co atom adsorbed on a
Mn monolayer exhibits an even larger TAMR eect than a Co atom adsorbed on
the Fe double-layer lm. Furthermore, it agrees well with the experimental value of
36 % evaluated from the line proles in reference [158]. Thus, the cos2  variation of
height and shape of the peaks can be ascribed to the TAMR. The changes observed
in the electronic structure have been explained based on the mixing of d orbitals
with dierent symmetry. This leads to dierences in height and shape of the partial
charge density at the Fermi energy above the Co atom. Since a distinct TAMR
feature emerges from states close to the Fermi energy, this eect is accessible even
in the limiting case of small bias voltages.
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In this thesis, a density functional theory study of non-collinear magnetism and
spin-orbit coupling eects on nanostructures such as ultrathin magnetic lms and
adatoms at surfaces has been presented. The investigation of magnetism at the
nanoscale is of great importance in the eld of spintronics. Non-collinear magnetic
structures of the size of a few atoms or even in the single-atom limit might represent
the building blocks of information carriers in future spintronic devices. Therefore,
it is important to understand the mechanisms behind the formation of non-collinear
spin structures and the inuence of spin-orbit coupling on such nanoscale structures.
The calculations were performed using one of the most accurate methods, namely
the full-potential linearized plane wave method [23, 24], that is based on density
functional theory [20, 21] as implemented in the FLEUR code [22]. After introducing
the theoretical concepts and the applied methods in chapters 2 to 6 three dierent
topics have been addressed.
In chapter 7 a Cr monolayer on the Pd(111) surface has been investigated as a
prototype system for spin frustration on a triangular lattice. Two-dimensional anti-
ferromagnets such as Cr monolayers are characterized by an antiparallel alignment
of neighboring magnetic atoms due to the exchange coupling. On a triangular lattice
the antiferromagnetic ordering between nearest neighbors can lead to a topological
frustration of the spins resulting in a non-collinear spin structure, such as the 120
Neel state. It has been predicted for Cr monolayers on the (111) surfaces of Ag
and Cu [118, 119] and experimentally observed in a monolayer of Mn on Ag(111)
[120]. Here, the Pd(111) surface acts as a substrate for the Cr monolayer. By per-
forming structural relaxations it was found that the Cr monolayer favors a row-wise
antiferromagnetic alignment by about 162 meV/Cr atom in the fcc stacking with
respect to the hcp stacking if only collinear congurations are considered. The mag-
netic phase space has been scanned by means of spin-spiral calculations along the
high-symmetry lines of the two-dimensional Brillouin zone. For an unsupported Cr
monolayer on the Pd(111) lattice constant as well as the Cr monolayer on Pd(111)
a global minimum was obtained at the K point, which corresponds to the 120
Neel state with an energy dierence of about 39 meV/Cr atom and 27 meV/Cr
atom, respectively, in comparison to the row-wise antiferromagnetic alignment of
the spins. By mapping the ab initio results onto the Heisenberg model the exchange
constants could be extracted. Cr on Pd(111) reveals a clear dominance of the anti-
ferromagnetic nearest neighbor exchange over the second and third nearest neighbor
exchange interaction. Also spin interactions beyond pair-wise exchange have been
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taken into account by calculating a superposition state of spin spirals: the 3Q state,
which has been found to be about 24 meV/Cr atom more unfavorable than the row-
wise antiferromagnetic conguration. Thus, the Neel presents the magnetic ground
state of the monolayer Cr on Pd(111). In order to compare the DFT results with
the spin-polarized STM measurements images have been simulated within the spin-
polarized Terso-Hamann model [61] for dierent in-plane magnetizations of the tip.
Thereby, the predicted Neel state was conrmed. A quantitative comparison of sim-
ulated and experimental line proles allowed for the determination of the in-plane
tip magnetization direction in the spin-polarized STM experiments.
A more complex magnetic nanoscale structure has been presented in chapter 8
dedicated to the double layer of Mn on W(110). Besides Cr, Mn represents the other
3d transition metal for which two-dimensional antiferromagnetism is expected due
to the tendency towards antiferromagnetic exchange coupling. For example, this
has been observed for the Mn monolayer on W(110) [9], where the magnetic mo-
ments of neighboring atoms are almost antiparallel aligned. The small tilting angle
between the magnetic moments is due the Dzyaloshinskii-Moriya interaction, which
prefers a non-collinear magnetic ground state and thus induces a spin spiral. In this
system, the importance of the Dzyaloshinskii-Moriya interaction at a surface has
been demonstrated for the rst time. As has been shown in this thesis also the Mn
double layer prefers an antiparallel coupling of nearest neighbor magnetic moments
leading to an antiferromagnetic checkerboard spin arrangement within the layers.
Additionally, the surface and subsurface layer couple antiferromagnetic resulting in
a parallel alignment of the spins along the

110

direction and antiferromagnetic
order along the [001] direction. Among the considered collinear states this congu-
ration is by about 137 meV/Mn atom energetically more favorable than an entirely
ferromagnetic spin arrangement. From these calculations the conclusion was drawn
that the Mn double layer on W(110) exhibits a preference of antiferromagnetism.
By scanning the magnetic phase space via the calculation of at spin-spirals along
the high-symmetry lines of the two-dimensional Brillouin zone a tendency towards
non-collinear magnetic order was observed for this system. However, the resulting
at spin-spiral state was only about 1:5 meV/Mn atom more favorable in energy
than the preferred collinear antiferromagnetic conguration. By simulating spin-
polarized STM images within a simple model based on the spin-polarized Terso-
Hamann model [62] it was demonstrated that this spin-spiral state could not explain
the results obtained in the spin-polarized STM measurements. Furthermore, it was
shown that the experimental STM contrast could only be reproduced by a trans-
verse conical spin spiral state. In this structure the antiparallel aligned magnetic
moments of neighboring atoms rotate on a cone with the propagation direction of
the spin spiral being perpendicular to the magnetization direction. By mapping
the DFT results onto an extended Heisenberg model it was demonstrated that the
canting of the magnetic moments is induced by exchange interactions beyond near-
est neighbors, namely the four-spin interaction and the biquadratic exchange. The
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rotation, on the other hand, originates from the Heisenberg exchange and is stabi-
lized by the Dzyaloshinskii-Moriya interaction. The resulting spin structure is about
16:7 meV/Mn atom lower in energy than the collinear antiferromagnetic state and
exhibits a cone angle of  = 30 as well a rotation angle of  = 32. This nd-
ing presents the rst observation of a conical spin-spiral state in an ultrathin lm
and demonstrates the crucial role of the higher-order spin interactions in surface
magnetism.
By means of spin-polarized STM images simulated within the spin-polarized
Terso-Hamann model [61] the inuence of the tip magnetization direction onto
the observed pattern has been studied. Thus, it was demonstrated that for complex
magnetic structures it might be preferable to vary the tip magnetization direction
according to the three crystallographic axes in order to detect every pattern origi-
nating from the magnetic structure. Furthermore, the experimental determination
of the cone angle is a non-trivial task. Therefore, the relation of the corrugation am-
plitudes, i.e., the maximum dierence in the tip height during an STM measurement
in dependence on the cone angle has been studied in the present work utilizing the
spin-polarized Terso-Hamann model and the independent-orbital approximation
[62] in order to provide an informative basis for future spin-polarized STM mea-
surements. Finally, the tunneling anisotropic magnetoresistance (TAMR) has been
investigated in the double layer Mn on W(110). This eect leads to magnetization-
direction dependent changes in the electronic structure and can be detected by means
of spin-polarized and non-spin-polarized scanning tunneling microscopy. Since it is
pinned to the electronic structure, the TAMR contrast does not vary with respect to
the rotation of the tip magnetization direction. For instance, in a non-spin-polarized
STM measurement it provides the possibility to distinguish magnetic structures such
as domains and domain walls without the use of an external eld [19].
Finally, the TAMR is investigated for single adatoms on ultrathin magnetic lms
on W(110) in chapter 9. Single magnetic and nonmagnetic atoms present the small-
est possible logical unit in a future spintronic device. A major issue in the study
of the TAMR is the direct comparison of theoretical and experimental results. By
considering single atoms adsorbed on magnetic ultrathin lms with a non-collinear
spin structure the direction of the adatom's magnetic moment can be controlled via
the adsorption site and the exchange coupling with the neighboring atoms of the
underlying lm. In addition, the experiments can be carried out without the use
of an external magnetic eld thereby circumventing problems such as a potential
deformation of the contacts. First, the TAMR has been studied for a double layer
of Fe on W(110), which presents the substrate for the single atoms. The Fe double
layer exhibits a nanoscale domain structure on W(110) with magnetic moments that
rotate right-handed and cycloidal via the [001] direction in the Neel type domain
walls [10, 128, 129]. By rotating the spins in the Fe lm from out-of-plane to in-
plane along the [001] direction the local densities of states in the vacuum exhibit
deviations depending on the magnetization direction. They can be quantied via
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the TAMR. It is dened as the dierence between the local densities of states for
the two magnetization directions divided by the densities of states of one of the
congurations. It reveals energy dependent oscillations in sign ranging from  17%
to +11% for the Fe double layer on W(110). The TAMR feature that can be related
to the experiments from Bode et al. [19], who found a signicant deviation in the
dI=dU signals measured above the domain and the domain wall at U = 0:07 V, is
located at +0:14 eV above the Fermi energy and is of the order of 11%. Upon the
decomposition of the density of states in the mun tin spheres of the Fe atoms, the
TAMR feature can be ascribed to the spin-orbit induced mixing of dz2 states with
the hybridized dxy and dyz orbitals in the minority spin channel.
In the next step, the TAMR has been studied for single Co adatoms on the Fe
double layer on W(110). Here, it presents a similar range of values between  19%
and +9% which agrees with the experimental values of  12% to +5% observed in
STM measurements. The strongest TAMR feature is located at 0:07 eV below the
Fermi level and has a strength of  19%. It stems from the hybridization of minority
spin states in the Co atom and the Fe atoms of the underlying lm and is of dxy
character at Co and dyz in the Fe lm. In order to capture the essence of the TAMR,
a simple model has been introduced that describes the mixing of two atomic states at
a surface by means of the Green's functions. It illustrates the concept of spin-orbit
induced mixing of states with dierent orbital character and by revisiting the dz2
and dzx states in the Co adatom obtained from DFT calculations the resulting model
TAMR agrees well with the TAMR of the DFT results. However, by choosing an Ir
adatom instead of a Co adatom the TAMR eect can be increased to values of up
to 70%. Due to hybridization with the adjacent Fe atoms of the lm the Ir adatom
reveals an induced magnetic moment of +0:77 B and +0:87 B within the LDA
[31] and the GGA [33], respectively. In comparison to the magnetic moment of the
Co adatom, i.e., 1:81 B obtained within the LDA [31], the magnetic moment of the
Ir adatom is half as large. Nevertheless, it exhibits a spin-polarization of up to 0.9,
which is about three times larger than that of the Co adatom on Fe/W(110) [154].
Thus, the use of 5d elements instead of those of the 3d series does not only result in
a larger TAMR but might also present a new route towards larger spin-valve eects.
Furthermore, the TAMR of the Ir adatom has not only been studied for the case of
a cycloidal rotating domain wall, i.e., the Neel wall, but also for a Bloch wall, which
exhibits a helical rotation from 'up' to 'down' via the

110

direction. In both cases,
the TAMR exhibits large values that range from  51% to +69% and from  39% to
+52% in the cycloidal and helical domain wall, respectively. At the same time the
TAMR of the cycloidal domain wall can be distinguished from that of the helical
domain wall due to the spin-orbit induced splitting of the peaks. In the case of a
cycloidal domain wall, the mixing of dz2 states with those of dzx symmetry leads to a
pronounced peak at  0:63 eV with respect to the Fermi energy for the out-of-plane
magnetized adatom, which is absent in the vacuum local density of states of the
in-plane magnetization direction. In the case of the helical domain wall, the mixing
154
of dz2 states with those of dyz symmetry results in peaks for both magnetization
directions that dier slightly in height and energy position. Therefore, it may be
possible to make use of the TAMR in single atoms in order to determine the domain
wall type in STM experiments.
Finally, the TAMR of a Co adatom on the monolayer Mn on W(110) has been in-
vestigated. As mentioned before, the monolayer Mn on W(110) exhibits a spin-orbit
driven spin-spiral state with almost antiparallel alignment of neighboring magnetic
moments propagating along the

110

direction [9]. Due to the ferromagnetic cou-
pling of the Co adatom and the adjacent Mn atoms of the lm the magnetic moment
of the adatom can be set to any magnetization direction that is accessible in the spin
spiral [158]. For this system, the TAMR ranges from  25% to +25% and a large
feature at 0:09 eV below the Fermi level can be ascribed to the mixing of the dz2
states with dyz orbitals of both spin channels. Moreover, the TAMR value of +25%
agrees well with the value of +36% extracted from spin-polarized STM experiments
[158].
In conclusion, the magnetism of nanostructures at surfaces has been investigated
in this thesis. It was demonstrated that not only the frustration of Heisenberg ex-
change coupling but also spin-interactions beyond pair-wise exchange, such as the
four-spin interaction and the biquadratic exchange, can induce non-collinear mag-
netic structures. In particular, it has been demonstrated that the Mn double layer
on W(110) exhibits a conical spin-spiral state due to higher-order spin interactions.
This shows that such terms can play a crucial role for magnetic nanostructures at
surfaces. Furthermore, it was shown that the formation of such non-collinear mag-
netic structures can be further stabilized by the Dzyaloshinskii-Moriya interaction.
Another central topic of this thesis was the study of the TAMR on the basis of single
atoms on magnetic thin lms concerning a future application in spintronic devices.
It was demonstrated that the use of single atoms adsorbed on ultrathin magnetic
lms allow for a direct comparison of theoretical and experimental results. TAMR
values of up to 25% have been observed in Co adatoms. Furthermore, the use of a
Ir instead of a Co as adatom gives TAMR values of up to 70%. Therefore, choosing
a 5d element in the tunnel junction shows promising results since both, the TAMR
and the spin-valve eect can be explicitly enhanced compared to that of an adatom
of the 3d series.
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