A new method for tissue classification of brain magnetic resonance images (MRI) of the brain is proposed. The method is based on local image models where each models the image content in a subset of the image domain. With this local modeling approach, the assumption that tissue types have the same characteristics over the brain needs not to be evoked. This is important because tissue type characteristics, such as T1 and T2 relaxation times and proton density, vary across the individual brain and the proposed method offers improved protection against intensity non-uniformity artifacts that can hamper automatic tissue classification methods in brain MRI. A framework in which local models for tissue intensities and Markov Random Field priors are combined into a global probabilistic image model is introduced. This global model will be an inhomogeneous Markov Random Field and it can be solved by standard algorithms such as iterative conditional modes. The division of the whole image domain into local brain regions possibly having different intensity statistics is realized via sub-volume probabilistic atlases. Finally, the parameters for the local intensity models are obtained without supervision by maximizing the weighted likelihood of a certain finite mixture model. For the maximization task, a novel genetic algorithm almost free of initialization dependency is applied. The algorithm is tested on both simulated and real brain MR images. The experiments confirm that the new method offers a useful improvement of the tissue classification accuracy when the basic tissue characteristics vary across the brain and the noise level of the images is reasonable. The method also offers better protection against intensity 1 non-uniformity artifact than the corresponding method based on a global (whole image) modeling scheme.
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Introduction
The automatic segmentation of three dimensional (3-D) magnetic resonance images (MRI) of the brain is increasingly important for neuroscientific studies. Studies concerning morphological measurements of different brain structures can benefit from the cost-effectiveness, speed and good reproducibility of automatic image segmentation [1] . The basic form of the 3-D brain MRI segmentation involves the classification of the voxels in the MR image into the three primary tissue types: white matter (WM), gray matter (GM) and cerebro-spinal fluid (CSF). This tissue classification has various important applications. For example, several cortical surface extraction algorithms depend on tissue classification [2, 3, 4, 5, 6, 7] .
The research problems in tissue classification methodology include how to best cope with the intensity non-uniformity, partial volume effect, and scanner specificity of MRI as well as how to best apply the existing neuroanatomical knowledge and the spatial dependency of the labels of close-by image voxels to increase the quality of tissue classification. Recently, information and/or classifier fusion for the tissue classification, or more generally for MRI segmentation, have drawn an increasing amount of attention. For example, an interesting line of research has focused on the simultaneous registration and tissue classification [8, 9, 10, 11] . These approaches can be viewed as information fusion methods where the information from the brain atlases is combined with the information on the tissue composition of the individual image in a non-trivial manner. Similarly, label propagation techniques for the brain MRI segmentation can use information from multiple templates to better adapt to the anatomical variability of human brain leading to decision fusion approaches [12] .
In this work, we propose a different kind of the information/classifier fusion approach targeted to the tissue classification problem. Below, we argue that the MR brain images are more accurately modeled locally than globally. We therefore divide the image domain into local subdomains that are described by their own local image model and derive a framework in which image models with local spatial support can be combined to yield a global, statistically based image model. Both local and global image models will be posed in a Markov Random Field (MRF) framework allowing the incorporation of the spatial information to improve the quality of the voxel classification. We apply a Sub Volume Probabilistic Atlas (SVPA) to define the local support regions so that the division of the image domain into sub-domains is anatomically informed. The modelfusion framework is complemented by computational algorithms for solving the parameters of the model and performing the tissue classification in a completely automated manner. Particularly, we apply a global optimization approach based on a genetic algorithm for unsupervised estimation of the tissue type parameters for each local model [13] . We note that the approach presented here is in many senses complementary to the above referenced frameworks for joint image segmentation and registration. This is because, although we start from local image models, the final image model is a global generative model that could then be unified with a joint segmentation and registration approach.
As already mentioned, we argue that local image models can be more accurate than global image models. There are at least two important reasons for this. First, MR images contain low frequency intensity variations that are often described by the terms intensity non-uniformities or bias fields. In this work, we refer to this phenomenon as instrumentation non-uniformity. These low frequency variations cause non-stationarity of the parameters for the class conditional probability density functions (pdfs) of individual tissue classes. This has a negative effect on the quality of automatic tissue classifications that are based on the assumption that tissue classes have the same statistical properties throughout the image. Several methods for the correction of this low frequency noise in images have been proposed and a recent review can be found in [14] . The methods for the retrospective bias field correction typically assume that the bias field is multiplicative and spatially smooth. Some of them, including [15, 16, 17, 18] are stand-alone methods, while others perform the tissue classification jointly with non-uniformity correction [19, 20, 21] . With modern MR imaging devices, state-of-the-art methods for non-uniformity correction can be considered to be largely successful. However, these methods are not able to remove all of the low frequency noise in all parts of the image. In addition, there is evidence that the assumption of the spatial smoothness of the bias field may not be completely valid for T1 and T2 weighted scans [22] ; furthermore Marroquin [23] presented a case against multiplicative nature of the bias fields. The framework we propose in this paper can reduce the unfavorable effects of unsuccessful intensity non-uniformity correction.
Second, the intrinsic properties of tissue types, such as T1 and T2 relaxation times and proton density (PD), vary across an individual brain. Since the MRI signal is a function of these intrinsic tissue characteristics, their variation across the brain causes variation in the MRI signal values as demonstrated in [24, 25] . This phenomenon -termed here as biological non-uniformity -has been confirmed in various studies. The variability of GM T1 relaxation time across the cortex is well documented [9, 26, 27] as is the T1 relaxation time difference between cortical GM and various sub-cortical GM structures such as caudate, putamen, thalamus, amygdala and hippocampus [9, 28] . Differences in T2 between various GM and WM structures have been reported [27, 29] . There is evidence demonstrating a slight hemispheric asymmetry of PD as well as variability of PD in different WM structures [30] . All the above findings are about healthy adult populations with the exception of [29] where also schizophrenic subjects were studied. The biological non-uniformity can be even greater in pathology or in aging or d Since image intensities from a tissue class have changing statistical characteristics across the brain due to biological non-uniformity that may not be accounted for by methods designed to correct for instrumentation non-uniformity, the assumption of global models for tissue types has a negative effect on the quality of tissue classification and subsequent analysis.
Grabowski [31] and Kovacevic [32] have proposed tissue classification strategies based on similar arguments to those we present here, considering both biological and instrumentation non-uniformity. They first estimated parameters of a global mixture of Gaussians (MoG) based intensity model. Thereafter, the image domain was divided into smaller sub-domains whose intensities were modeled by individually by local MoGs. The parameters for these were estimated by a local optimization method starting from the global image parameter estimates. These previous approaches differ from our method in three important aspects. As opposed to our framework, these approaches did not include a spatial MRF prior and they did not lead to a generative, global image model. Moreover, partial volume effect (PVE) was not modeled in [32] and in [31] it was assumed that the PVE could be modeled using 50:50 mixtures, e.g., voxels containing 50% WM and 50% GM were included in the intensity model. That assumption is clearly overly simplistic.
Many methods for simultaneous instrumentation non-uniformity correction and tissue classification are similar to our method in that they consider tissue class parameters to be spatially varying over the image domain. These methods can include also an MRF prior for tissue classifications, and some of them incorporate statistically based modeling for PVE, e.g., [33] . The general difference between these methods and our framework is that in these the spatial variation of tissue class parameters is strongly parametrized whereas our method is nonparametric in this respect. Note that we do not argue that our method should be used to completely replace existing non-uniformity correction methods, but rather to complement them. The adaptive K-means algorithm [34] , modified and extended to MRI application in [35, 36] and the Adaptive MAP algorithm [37] are perhaps closest to our framework. The adaptive K-means algorithm accounts for local intensity variations by an iterative procedure involving averaging over a sliding window whose size decreases as the algorithm progresses. These vari-ations may be tissue class specific. The algorithm also includes an MRF prior. The adaptive MAP algorithm can be considered as an extension of the adaptive K-means, where also the variance of the tissue class distribution is allowed to vary over the image. Both of these methods rely on the standard K-means clustering for their initialization, and as local optimization methods, their performance is dependent on this initialization. In contrast to our method, these methods also assume a single, global MRF prior and do not account for PVE. We will also provide experimental results clearly demonstrating the superiority of the proposed approach to the Adaptive MAP algorithm [37] .
The organization of the paper is as follows. Section 2 describes the combination of the local MRFs defined on image sub-domains into a single global MRF-based image model. Section 3 describes the segmentation method rooted in the image model of Section 2. In Section 4, we present experimental validation of the method by comparing it quantitatively to other recent tissue classification schemes as well as the corresponding tissue classification method based on a traditional MRF-based image model. This validation is performed using both synthetic and real MR brain images. Section 5 summarizes the approach and discusses it in relation to the other approaches.
Theory: Combining local Markov Random Fields

Markov Random Fields, Gibbs distributions and image segmentation
Markov Random Fields [38] are widely applied for modeling the spatial dependency of nearby voxel tissue classes in tissue classification within brain MRI. The purpose of this sub-section is to briefly introduce the notation and give the required background information on inhomogeneous MRFs. It is not our intention to give a comprehensive review on MRFs within brain MRI segmentation.
The image voxels, or sites, are denoted by s i = (s ix , s iy , s iz ), i = 1, . . . , m, where m is the number of voxels in the image. The set of all image voxels is called the image domain and denoted by S. The set of neighboring voxels adjacent to the voxel s i is denoted by N i . In this paper, the 26-neighborhood of the image voxels is assumed. This set of voxels together with the assumed adjacency relations forms a neighborhood system (S, {N i }) [39, 38] . Every voxel s i is associated with an observed intensity value x i ∈ R and X = {x i : i = 1, . . . , m} is the observed image. We have a set of tissue classes L = {l k : k = 1, . . . , K}. A tissue classified image, or classification, is denoted by C = {c i ∈ L : i = 1, . . . , m}. Our task is then to find the best tissue class c * i ∈ L for each voxel given the observed image intensities. The best classification is denoted by C * = {c * i : i = 1, . . . , m}. The quality of a tissue classification is measured using its posterior probability given the observed image intensities. This leads to a maximum-a-posteriori 5 (MAP) optimization problem:
where P (C|X) is the probability of the classification C given the image X. We assume that the probability of observing the intensity x i is dependent only on the tissue class c i and the site s i . We write
where p(X|C) is the probability of X when the classification is C, p(
is the probability density of observing x i when the class at s i is c i , P (C) is the prior probability of the classified image C and Z = p(X) is a normalization constant that is independent of C. By denoting the likelihood term by p(x i |c i , s i ), we emphasize that the likelihood term can have a different parametric form for different voxels. We define the prior probabilities by the Gibbs distributions:
where U (·) is termed the energy function and Q ⊂ S denotes a clique (a single site or any subset of sites such that each site in the subset is contained in the neighborhood of every other location in the subset) in the graph (S, {N i }).
With certain assumptions (see [40] ), the Gibbs distributions are equivalent to MRFs, and particularly, they satisfy the Markovian property of the MRFs stating that the prior probability of c i depends only on c j ,
We emphasize that P (c i |s i , C N i ) can be different for different s i . These kinds of MRFs are termed inhomogeneous [38] . Strictly speaking, P (C ∂(i) ) should also be conditioned on sites, but we omit this to avoid unnecessarily confusing notation. By combining (2) and (4) we get [39] 
where Z ′ is a normalization constant. The decompositions (4), (5) form a basis for widely applied techniques for solving the maximization problem in (1), namely iterated conditional modes (ICM) algorithm [39] and simulated annealing based techniques such as the Gibbs sampler [41] . Note that the decomposition (4) 6
does not directly help in generating a suitable P (·). If one took an arbitrary P (·|s i , C N i ), for each i, then there might not exist a joint probability P (·) : L m → R generating these conditionals. Thus, MRFs are defined through Gibbs distributions and not through conditionals P (c i |s i , C N i ).
In this paper, we consider second order MRFs for simplicity although the concepts can be extended to higher order MRFs as well. The focus on the second order MRFs is because tissue classification methods within MRI typically rely on second order MRFs. The energy of a second order Gibbs distribution is (6) and using the relation
) .
Sub volume probabilistic atlases
We apply Sub Volume Probabilistic Atlas (SVPA) to divide the image domain S into a set of sub-domains. It is important to note that, in our setting, the set of sub-domains does not coincide with the set of the tissue classes L. SVPAs provide information on the probability that a certain voxel in the MR image in the stereotactic space is part of a certain brain structure [42] . The structures can include any brain regions having a clear anatomical interpretation. There can also exist multiple types of divisions of the image domain. Here, we need to distinguish between two of them. The simplest type of subdivisions -tissue probability maps (TPMs) -give the probability that a certain voxel is of a certain tissue type (CSF, GM or WM) and this has been used for automatic tissue classification in a variety of settings (see e.g. [10, 23, 43] ). We do not use this information to divide the image domain into sub-domains, however it is possible to derive G(c i |s i ) terms in (6) and (7) based on this information. The second level of sub-divisions in SVPAs provides information whether a certain voxel belongs to certain sub-structure. We use this information to divide the image domain into sub-domains. In our experiments, we divide the brain into 12 local domains: cerebellum, a sub-cortical domain (consisting of basal ganglia, 7 thalamus, and ventricles), frontal lobe, occipital lobe, parietal lobe and temporal lobe, all divided into left and right hemispheres. This division is based on the ICBM (International Consortium for Brain Mapping) SVPA for young healthy adults [44] . For each voxel s i ∈ S and region (or domain) R b , b = 1, . . . , B, the SVPA gives a probability r i (b) = P (s i ∈ R b ) that the voxel i belongs to the region R b . We assume that ∑ B b=1 r i (b) = 1 for all i. While the ICBM-SVPA divides GM into distinct sub-domains, more specifically into 20 cortical, sub-cortical or cerebellar GM structures, the ICBM-SVPA atlas does not provide similar divisions of WM and CSF. For example, in the ICBM-SVPA no distinction is made between WM in the temporal lobe and WM in the parietal lobe. Thus, we can extract r i (b) only for those voxels which are dominantly GM voxels in the atlas according to first-level (tissue type) subdivisions. For our purposes, it is imperative that we have r i (b) for every voxel, independent on its tissue type in the atlas, and we extend the ICBM-SVPA to cover also WM and CSF. In Appendix A, we present a simple procedure of extending GM SVPAs to atlases that divide WM and CSF into distinct brain regions. Obviously, this pragmatic solution takes away a part of the probabilistic interpretation of the extended atlas. However, this presents no real difficulties although some justifications are given based on the probabilistic interpretation of r i (b) as P (s i ∈ R b ).
Compound MRF based on local MRFs and SVPAs
It remains to be explained how to construct the inhomogeneous MRFs of Section 2.1 in practice. We use a set of homogeneous MRF-image models defined on local image sub-domains and construct a global MRF-based image model using these (we consider the likelihood term to be included within MRFs). The driving idea is that local MRFs describe the data better than a global MRF and hence allow more informed image segmentation. The sub-domains R 1 , . . . , R B are derived based on SVPAs and they must be overlapping, i.e. the SVPA must be probabilistic, as applying B distinct MRFs for the image segmentation would be likely to produce discontinuities in tissue classifications. It is better to combine these local MRFs into a single MRF and perform the segmentation with respect to this compound MRF. An additional benefit of the presented novel combination scheme is that it results in a global image model. We define regional likelihood terms p b (·|·) and the regional prior terms
and similarly for the regional prior. We combine p b (·|·) (b = 1, . . . , B) and P b (·) (b = 1, . . . , B), respectively, into a compound likelihood term and a compound prior term whose regions of support cover the whole image domain. Note that the regional likelihoods do not depend on the site s i . 8
Likelihood term
We write the site likelihoods in the likelihood term of Eq. (2) as
Interpreting
are mutually exclusive and assuming that r i (b) does not depend on c i , (8) can be derived as
Prior term
The combination is not as straight-forward for the prior probability term as it was for the likelihood term. A mixture
, and hence the compound prior term can not be derived this way. Averaging
over the all sites is not a feasible solution either since this would take away the Markovian property (4).
Instead, we give the compound energy via regional energies and then derive the required conditionals based on this energy. We denote the regional G and H functions by G b and H b , respectively. Now the compound energy function is
. The compound energy function defines a second order MRF based on pairwise interactions, which leads to efficient computations. This order preservation property relies on the separate combination of the 1st order and 2nd order terms. The second order term in Eq. (9) is weighted by 0.5r j (b) + 0.5r i (b) to preserve the symmetry of the 2nd order term in the energy function. This particular combination strategy is analogous to the combination of the local likelihood terms. We will show later on that it has a few interesting properties such as if all regional terms are equal then the energy in Eq. (9) reduces to the standard Gibbs energy in Eq. (6) .
In this work, we assume that
This is assumption is made for practical purposes: usefulness of generating different 2nd order MRF terms for different regions would depend on the application of tissue classification and is beyond of the scope of the current work. However, starting from a more general model (9) than absolutely necessary demonstrates the extensibility of the general principles we propose. Now, be-
This is the MRF used in this paper. The conditionals of Eq. (10) are given by (see Eq. (7)):
The fact that H(c i , c j ) = H(c j , c i ) was used to simplify the conditionals. The compound prior defined in Eq. (10) has two interesting properties:
we apply the same prior models for each region, Eq. (10) reduces to Eq. (6) with no site dependence in the H-functions. In other words, the compound MRF prior reduces to the ordinary 2nd order MRF prior. This was one of the reasons for choosing the above strategy for constructing the compound prior. 2. When we set H(c i , c j ) = 0 for all c i , c j , i.e. the second order term in the MRF is ignored, the energy in Eq. (9) can be written as
are interpreted as regional prior terms. This yields the prior
Thus, if the higher order terms in the MRF are ignored, the combination strategy for priors is the mean rule in the terminology of the classifier combination. Also, this prior can be derived analogously to the derivation of the compound likelihood term.
Compound MRF and discussion
Substituting (3), (8), and (10) into (2) yields the posterior:
× exp
, which we maximize with respect to C. Before we specify the likelihood and prior terms in our implementation, we discuss briefly why we have selected this particular strategy of combining local image models into a global image model among several possibilities. The combination strategy we have chosen has a few desirable properties: 1) it results in a global image model constructed from local models; 2) it contains a component for modeling spatial dependency of the tissue classes of neighboring voxels; and 3) it results in a computationally feasible segmentation algorithm suitable for a desktop computer. For example, an appealing way of generating a global posterior would be to proceed in a reverse order to what we have done and first combine regional priors and likelihood terms into regional posteriors and then combine the regional posteriors into a global posterior model. However, for this strategy, it is not immediately clear how to define the regional priors containing a component that models the spatial interaction between tissue classes of neighboring voxels. Further, in general, the partition functions of the MRFs that might be required for this reverse strategy are impossible to compute exactly [38] . Of course, one could assume a single prior model describing the whole image domain. However, according to property 1 of the Section 2.3.2, this would lead to the exactly the same posterior P (C|X) as our scheme. We still compare our combination scheme to an alternative scheme. In this alternative scheme, one would have B × K tissue classes (e.g. GM in occipital lobe) instead of K tissue classes and B sub-domains. The class of the voxel would 11 be the class maximizing the posterior probability among B × K classes and K class classification would be obtained by selecting the class among K classes corresponding to the maximizing class in B × K class classification (e.g. GM in occipital lobe would become GM). The priors for classes could be constructed by multiplying the priors for K classes with r i (b)s. This would be similar to the 'maxrule' in the classifier combination while our approach is more similar to 'mean rule' [45] . While this approach may seem simpler than the one proposed here, it has a few shortcomings which are both theoretical and practical. Theoretically, this might lead to problems of continuity in image segmentations if neighboring sub-domains have very different intensity characteristics. A practical difficulty arises if the likelihood values for each tissue class and voxel need to be stored for computational efficiency -this is the case for the algorithm introduced in the next section. Then, storage requirements would be B times higher than for our method which would be likely to complicate the segmentation of high resolution MR images on a desktop computer.
Methods
Algorithm overview
Our algorithm for tissue classification into CSF, GM, and WM using the compound MRF introduced in the previous section proceeds in two stages. First, the parameters for the image models (specified in Section 3.2) are estimated for each of B regions. Then, we substitute these estimated parameter values into (14) and solve the minimization problem with the Iterated Conditional Modes (ICM) algorithm [39] . The resulting algorithm is called SVPASEG.
Before any computations can be performed, the compound MRF must be fully specified. In Section 3.2, we specify the exact forms of the likelihood terms p b (·|c i ) for all b and c i , and give a method for the image parameter estimation. In Section 3.3, G b (the 1st order terms of the local MRFs) and H (2nd order term of the local MRFs) functions of the prior term are specified. In Section 3.4, the complete algorithm is summarized.
Image model 3.2.1. Likelihood term
The same parametric image model, which follows the mixel model [46] , is applied for all regions R b . However, this model is assumed to have different parameter values for each region. Our image model does not model the instrumentation non-uniformity artifact within a region.
The images are composed of two kinds of voxels: those that contain only one type of tissue (pure voxels) and those that contain multiple types of tissues (partial volume (PV) voxels). The pure voxel classes are WM, GM, and CSF. 12
The PV classes are CSF/GM, WM/GM, and CSF/background. The WM/CSF class is not considered due to a very small number of WM/CSF voxels in normal human brain MRI. In each region R b , it is assumed that the intensities of the pure voxels follow the normal density:
where µ kb is the mean and σ 2 kb > 0 is the variance of the class l k in the region R b . The thermal noise in magnitude MR images is Rician, but with signal to noise ratios typical to anatomical MRI this Rician distribution can be well approximated by Gaussian distribution [47] . The pdfs for PV voxels are constructed by marginalization [48] . We assume that there are no more than two tissue types present in a voxel. The pdfs of PV voxels are dependent on the parameters of the appropriate pure voxel classes. For the mixture of tissue types l u and l v , the pdf of the PV class is
where
The derivation of Eq. (16) presented in [49] starts from the assumption that each voxel is divided between different tissue types which is slightly different from the starting assumption of [48] . To simplify later notation, we denote θ kb = [θ ub , θ vb ] when l k is a mixture of l u and l v .
Parameter estimation
We formulate the estimation of the image parameters as finite mixture model (FMM) fitting problem. Rather than solving the image parameters µ kb , σ 2 kb for all regions simultaneously, we formulate a weighted likelihood (WL) approximation for solving them for each region separately. Let Θ b = {α kb , µ kb , σ 2 kb ; k = 1, . . . , K}, where the mixing parameter α kb represents the proportion of the tissue type l k in the region b, denote the set of parameters to be estimated. The parameter estimation problem can now be posed as
subject to ∑ K k=1 α kb = 1. The optimization problem (17) is solved by a novel real coded genetic algorithm (GA) [13] . This algorithm is global in the sense 13 that it is not sensitive to its initialization and it effectively avoids getting caught in weak local optima. This is important because the parameter estimation for FMMs often leads to complex optimization problems with many local optima. In this work, for even more accurate parameter estimates, we run the GA 10 times and select the parameters with the highest WL value as our estimate. The tissue type parameters are estimated for each region separately rather than for all regions together partly because of computational considerations and partly because there could exist severe local optimum problems (see [50] ) if trying to estimate all the parameters for all regions at once. The WL formulation is motivated by the idea that in the ICBM SVPA we have a number of voxels that belong to only one region R b , i.e. r i (b) = 1 and r i (b ′ ) = 0 for b ′ ̸ = b. Therefore, in principle, it could be possible to estimate image parameters for each region by just sampling these voxels. However, this would lead to ignoring a large number of voxel intensities and complicate the estimation of α kb . The concept of WL can be used to obviate these problems [51] . In the WL formulation, each data point is weighted according to its relevance to the estimation task. In our case, the relevance of x i to the estimation of parameters for R b is given by r i (b). It is interpreted that the basic sample to estimate parameters for R b is {x i : r b (i) = 1}, and intensities x i with 0 < r i (b) < 1 give complementary information to the estimation process. We refer to [51] for further details on the WL estimation.
The WL formulation departs from the assumptions made for the constructing of the compound MRF. However, as stated above, estimating the parameters for all regions simultaneously would be likely to produce many additional local optima. Indeed, an expectation-maximization (EM) type algorithm can be derived to solve the parameter estimation problem for all regions simultaneously using an FMM-formulation of the site likelihoods in Eq. (8). We have implemented such an algorithm and experimentally found that it was dependent on initial conditions to an extent that the robustness of the automatic segmentation would be compromised. Further, in Section 4.2, we demonstrate that the optimization of the WL objective (17) provides accurate parameter estimates for our purpose and thus this approximation serves well our purposes.
It is important for computational reasons that the WL function can be approximated by a Kullback-Leibler divergence similarly to the approximation of the ordinary likelihood presented in [13] . The only difference to the analysis presented in [13] is that the Parzen density estimate is replaced by a weighted version. This offers a considerable (up 10000 fold) speed-up for GA. A similar consideration is also valid for other parameter estimation algorithms.
Prior term
We introduce algorithms equipped with two different choices for the prior term, or more particularly, the G b terms in the prior. SVPASEG-TPM is to be used with images of poor quality or/and low resolution, and SVPASEG-PVE is to be used with high quality and resolution images.
• In the SVPASEG-TPM algorithm, if c i is a pure tissue class (i.e. if c i ∈ {CSF, GM, W M }), we set G b (c i |s i ) = − ln P atlas (c i |s i ), where P atlas (c i |s i ) is the probability of a class c i at the voxel s i drawn from a tissue probability map (TPM, see section 2.2). G b (c i ) = ∞ if c i is a mixed tissue class. Hence, this algorithm cannot classify voxels to mixed tissue classes although the partial volume effect is accounted during the parameter estimation. We use the tissue probability maps provided in the ICBM SVPA that we used in the regional parcellation of the image domain.
• In the SVPASEG-PVE algorithm, we obtain G b based on the estimated mixture model parameters. This is done by setting G b (c i ) = − ln α * kb when c i = l k , where α * kb is the WL estimate of α kb . This choice is valid if the regions are relatively small and the estimates α * k are accurate. The small size of regions is required because then it can be assumed α kb in the mixture model models the prior probability of the voxel s i belonging to the class l k .
The prior of the SVPASEG-TPM algorithm makes it more robust to noise and other image imperfections partly due to its use of TPMs and partly due its ability to decide the pure tissue class for each voxel during the optimization of the MRF. SVPASEG-PVE algorithm requires an additional re-classification step for mixed voxels if the interest is in the segmentation into CSF, GM, and WM. We do not use any information besides the voxel intensity value for this re-classification. This makes it more vulnerable to image noise but, at the same time, this reduces the chances that the MRF term oversmooths the segmentation. Also, the estimates of the partial volume coefficients at each voxel are available based on this algorithm (see [49] ). However, the focus of the current work is in crisp tissue classification.
We apply an extended Potts model similar to that suggested in [16] 
to model the functions H(·, ·). It is defined by
where β is a user tunable parameter, d(s i , s j ) is the distance between the centers of voxels s i and s j , and 
We set β = 0.05 in all experiments unless otherwise mentioned. This value is based on our experience with this algorithm and our earlier work on MRI segmentation.
Segmentation algorithm
We now summarize the complete segmentation algorithm. We assume that the atlas consisting of probabilities r i (b), i = 1, . . . , m, b = 1, . . . , B and the 2nd order term for the MRF are given. Pre-processing can include intensity non-uniformity correction, and in practice we assume that the images have been skull-stripped. Given that these preliminaries are met, the algorithm segmenting the brain image into WM,GM and CSF is as follows. The optimization is performed with the ICM algorithm [39] . 3. For the SVPASEG-PVE, assign PV voxels into a pure tissue class. This is done by estimating the amount of each tissue type within a voxel as in [49] . The voxel is then assigned to the pure tissue type that is dominant in the voxel. This step is not needed for the SVPASEG-TPM algorithm as it does not allow the PV classes during the step 2.
For each region R
While the ICM algorithm is a local optimization method, it has favorable properties compared to the global methods such as the Gibbs sampler in addition to computational efficacy: Besag [39] argued that because the MRFs are constructed based on local considerations, it can be better to solve the resulting MAP segmentations locally due to often unknown properties of the global MAP estimate. We note that a number of powerful optimization approaches for MRFs based, for example, on graph cuts and belief propagation have surfaced during recent years (c.f. [52] for an overview and an experimental comparison). However, as these algorithms have not been widely applied to MRI segmentation and the main purpose of this work is to introduce a novel MRF-based image model, we prefer a standard ICM-based optimization strategy.
Experiments and results
Performance metrics
We evaluated our segmentation methods with several datasets for which the ground-truth segmentations are available. Each of these datasets served a specific purpose for our evaluation. The experiments reported in Sections 4.2 and 4.3 depict the performance of SVPASEG in the presence of biological and instrumentation non-uniformity, respectively. The experiments reported in Section 4.4 depict the success of SVPASEG with MR images that correspond to the typical image quality in current neuroscience research.
The Jaccard coefficient 2 between the ground-truth and automatic segmentation was used as the performance measure. It was computed separately for each tissue class (CSF,GM,WM). The Jaccard coefficient between the sets U and V is defined as |U ∩ V |/|U ∪ V | [53] . The value 1.0 corresponds to the perfect match and the value 0.0 corresponds to no match. The Dice coefficient defined as 2|U ∩ V |/(|U | + |V |) is an alternative to the Jaccard coefficient. The Dice coefficient has also been applied in the evaluation of tissue classification methods. When it is necessary for comparison purposes, we report both Dice and Jaccard coefficient values. There exists a bijective correspondence between the Jaccard and Dice coefficients [16] . However, since this correspondence is non-linear, comparing the average of Jaccard coefficients to the average of Dice coefficients is not feasible.
Biological non-uniformity: Experiments with simulated data
Material
We simulated MR images while modeling the natural variation of T1 and T2 relaxation times across the brain to study the performance of our method when no instrumentation non-uniformity exists. The anatomical model was constructed based on the BrainWeb [54] and AAL atlases [55] . The BrainWeb atlas consists of a set of 3-D fuzzy tissue membership volumes, one for each tissue class, thus modeling the partial volume effect. To model the T1 and T2 variability, BrainWeb's GM volume was further divided into 22 (12 cortical, 8 sub-cortical, and 2 cerebellar) membership volumes using the AAL atlas, which was created by manually segmenting a simulated T1-weighted BrainWeb image. Note that AAL atlas is different than the atlas we use for dividing the brain into local domains. Different T1 and T2 relaxation times, drawn from literature, were assigned for these 22 GM regions [26, 27, 29] , thus modeling the biological non-uniformity. See Appendix B for details. Proton density (PD) values for different tissue types as well as T1 and T2 for other types of tissue than GM were the same as used in the BrainWeb simulations, see http://www.bic.mni.mcgill.ca/brainweb/tissue_mr_parameters.txt.
Given the T1, T2, PD values modeling the acquisition at 1.5T, the signal intensity I was generated using the steady-state equation for the spin-echo sequence with TR of 550 ms and TE of 15ms: The signal intensities were generated separately for 22 GM structures, WM, CSF, and extra-cerebral structures. The noise-free intensity of each voxel was then generated by multiplying the tissue membership value for each structure at the voxel by the signal intensity of the structure and summing these over all structures. Next, Rician noise was added to the images by adding white Gaussian noise to the real and imaginary parts of the signal and computing the complex modulus. The noise standard deviation was relative to the white matter intensity value. The noise levels were 1%, 3%, 5%, 7% and 9%. Examples of the simulated images are displayed in Fig. 1 . Ten noise realizations were generated from each image. The image dimensions were 181 × 217 × 181 with the voxel size of 1mm 3 .
Experimental settings
We compared our local MRFs based method (SVPASEG) to the corresponding tissue classification algorithm based on the homogeneous global model (MRF-SEG) to investigate if the use of local MRFs improves the segmentation accuracy; MRFSEG was based on the homogeneous second order MRF with the image model parameters estimated by the same GA as used in the SVPASEG method. The MRFSEG algorithm can be formed from the SVPASEG algorithm by a modification of the atlas: in the global MRFSEG algorithm, the atlas has just one region (the brain) and r i (1) = 1 for every voxel within the brain. We considered both MRFSEG-PVE and MRFSEG-TPM defined as their SVPASEG counterparts (see Section 3.3). For all algorithms, non-brain tissues were removed from consideration based on the ground truth anatomy. As the bias field was not simulated, the bias correction was not performed.
We segmented the images using the unified segmentation algorithm of the SPM5 software package ( [10] , http://www.fil.ion.ucl.ac.uk/spm/software/ spm5/). This algorithm was chosen as the reference method because it is widely applied to MR brain image tissue classification. It incorporates tissue classification, nonlinear stereotactic registration, and non-uniformity correction into a single algorithm. We used two sets of parameters for the algorithm: the default parameters (SPM5), and parameters that discourage the bias field correction (SPM5 no BFC, bias regularization was set to 10). The second parameter set was used because no instrumentation bias was simulated and thus it might be that bias correction would have negative effect to the results. We tested a few other parameter settings, but the default parameter settings appeared to be the best. The ground truth brain mask was used to prune the SPM5 segmentation, which incorporates the brain extraction into the same algorithm.
We subjected the resulting Jaccard coefficients to graphical analysis and statistical hypothesis testing. The hypothesis testing was performed using SOCR: Statistics Online Computational Resource http://www.socr.ucla.edu/ [56] . All p-values we report were based on the (two paired sample) sign test. This test was selected because it is robust with respect to distributional assumptions and the Jaccard coefficient values cannot be assumed to be normally or even symmetrically distributed. The Jaccard coefficient values averaged over 10 noise realizations are presented in Table 1 . Example segmentations are shown in Fig. 2 . The results of the SVPASEG algorithms were better than those of the MRFSEG counterpart when the noise level was 1% (one sided p < 10 −7 ) or 3% (one sided p < 10 −5 ). The p-values were computed using the two paired sample sign test and pooling all noise realizations, tissue types, and algorithm types resulting in 60 pairs of Jaccard coefficients. When the noise level was 7% or 9%, the situation was reversed (for both noise levels p < 10 −9 ). This was not surprising since when the noise level increases, the biological variations in image intensities become smaller compared to the level of the instrumentation noise, and the increased complexity of the SVPASEG model (compared to that of MRFSEG) causes more errors in the parameter estimation. Also, the estimated noise variances were typically 
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lower with SVPASEG than with MRFSEG giving more weight to the prior term with MRFSEG. Increasing β would be likely to eliminate the difference between MRFSEG and SVPASEG with higher noise levels. The performance of SVPASEG-PVE was superior to SVPASEG-TPM at the lowest noise level (this was evident based on the graphical, line-chart based analysis of the Jaccard coefficient values and no hypothesis test was required; see also Fig. 2 b) and c) ; ). When the noise level was 3%, no considerable differences in the performance of the algorithms were noticed. When the noise level was higher than 3%, SVPASEG-TPM, which only considers PVE during the parameter estimation, was the best choice. Similar considerations were valid for MRFSEG algorithms. This was not surprising since the PV voxel reclassification step does not use spatial prior information and the inaccuracy of the fractional content estimation increases with the noise level. Thus, it can be expected that SVPASEG-PVE is more vulnerable to noise near the tissue type boundaries than SVPASEG-TPM (see Fig. 2 d) and e)). Conversely, when the noise level was low, the Potts model based MRF without PV classes slightly over-regularized the segmentation near the tissue type boundaries. This effect appeared to be avoided by the MRF including PV classes.
The Jaccard coefficients of SPM5 [10] are also listed in Table 1 . We limit our discussion to the comparison of the SPM5 and SVPASEG-TPM because both use tissue probability maps as an aid to classification. SVPASEG-TPM outperformed both SPM5 methods (in both cases one-sided p < 10 −13 , 150 pairs of samples). This serves as a clear indication that in certain settings using SVPASEG for tissue classification is advantageous.
We studied the accuracy of image parameters estimated by optimizing the WL objective. Based on the anatomical ground-truth, we computed the true image parameters (means and variances for each pure tissue class) and the correct proportions of each tissue type within each of the 12 brain regions with the procedure described in [49] . The averaged (over all domains, noise realizations, and tissue types) absolute error in the estimated tissue class means varied between 0.52 (1% noise) to 2.83 (9% noise) when the image intensities were in the range [0, 255] . To illustrate the effect of these parameter estimation errors to the segmentation results, we compared SVPASEG-TPM equipped with true tissue parameters instead of the estimated ones. The average improvement in the Jaccard coefficient was only 0.002 (averaged over all tissue types, noise realizations and noise levels). Thus, we can conclude that the parameter estimation was sufficiently accurate for our purposes.
With these high resolution synthetic images, the time consumption of our C implementation of the SVPASEG algorithm was below 30 minutes for a single image. The time consumptions are reported for a IBM xSeries 335 with 3.0 GHz Intel Xeon processor running on Linux.
Instrumentation non-uniformity: The IBSR dataset
Material
The proposed tissue classification method was tested with the IBSR (Internet Brain Segmentation Repository) dataset. The IBSR dataset comprises 20 normal MR brain data sets and their semiautomatic segmentations. These are provided by the Center for Morphometric Analysis at Massachusetts General Hospital and are available at http://www.cma.mgh.harvard.edu/ibsr/. We call this dataset IBSR1 to distinguish between it and a more recent dataset, IBSR2, used in the next subsection. These images have been used to evaluate several tissue classification methods. This dataset is especially suitable for the evaluation of the capability of our method to reduce the non uniformity artifacts, since some of the images contain quite high levels of intensity non uniformity. The dimensions for the images were typically 256 × 256 × 62. The voxel size was 1mm × 1mm × 3mm.
Experimental settings
Preprocessing of the images consisted of correction of inter-slice intensity nonuniformity [57] and the brain extraction by the Brain Surface Extractor (BSE) [16] . The ICBM atlas was registered to the images with an affine transformation [58] and resampled to the image dimensions. We considered two sets of images: the first set was corrected for the 3D intensity non-uniformity by the N3 algorithm [15] and the second set images was not corrected for the 3D intensity non-uniformity. We will abbreviate the former set as N3 set and the latter set as No INUC set. Only SVPASEG-TPM and MRFSEG-TPM algorithms were considered due to the low image resolution. The SVPASEG-PVE and MRFSEG-PVE algorithms classify the PV voxels, numerous due to low resolution, without the use of spatial information that is expected to degrade the quality of segmentation results. In addition, intermediate PV classifications were not expected to be particularly useful with these low resolution images.
Results
The average Jaccard coefficient values are listed in Table 2 . SVPASEG-TPM achieved the mean Jaccard coefficient values of 0.698 for GM and 0.685 for WM when the preprocessing included the N3 non-uniformity correction and 0.698 for GM and 0.675 for WM when the non-uniformity correction was skipped.
MRFSEG-TPM's mean Jaccard coefficients were 0.695 for GM and 0.673 for WM (with N3 non-uniformity correction). It is not reasonable to test MRFSEG without non-uniformity correction as a preprocessing step since this algorithm assumes that the tissue class intensities follow the same model across the brain. The Jaccard coefficients of individual images for MRFSEG and SVPASEG algorithms are visualized in Fig. 3 . Especially with the images containing large intensity non-uniformity artifacts, the results with SVPASEG-TPM were better than with 22 MRFSEG-TPM (see Fig. 3C for an example). Surprisingly, MRFSEG-TPM's Jaccard coefficients for GM were in some cases better than SVPASEG-TPM's Jaccard coefficients when both used N3-correction. This did not occur with WM Jaccard coefficients indicating that this lowering was probably due to differences in CSF/GM boundary between the methods (see Fig. 3D for an example). No notable differences between the GM Jaccard coefficient values of SVPASEG-TPM N3 and SVPASEG-TPM No Inuc were observed. For some images, WM Jaccard coefficients were lower for the No Inuc set indicating that the N3 correction was useful.
Several authors have evaluated their methods for the tissue classification using the IBSR1 dataset. The average Jaccard coefficient values of recent methods are provided in Table 2 along with the average Jaccard coefficient values of the MRFSEG and SVPASEG methods. The Jaccard coefficients included in Table are by Adaptive MAP (A-MAP, [37] ), BrainSuite [16] , MPM-MAP [23] ; PVE-TMCD [49] , and CGMM [59] . The average Jaccard coefficient values in Table 2 are as reported in the respective papers except for A-MAP which were obtained from http://www.cma.mgh.harvard.edu/ibsr/. The pre-processing choices (skull stripping, non-uniformity correction, whether they use TPMs) of the algorithms varied. The skull-stripping was implemented in the same way as here with the BrainSuite whereas for the other methods skull stripping method was different. For example, the PVE-TMCD results were based on the brain extraction using the ground-truth brain mask. The MPM-MAP used tissue probability maps to aid the tissue classification similarly to SVPASEG-TPM and MRFSEG-TPM whereas the other methods did not. SVPASEG-TPM produced a higher average Jaccard coefficient values than any of the competing methods for both GM and WM when N3 non-uniformity correction was included in the pre-processing. The tissue classification algorithms from widely used software packages SPM5 [10] and the FSL's FIRST [60] were recently evaluated with these data [61] . The Dice coefficient was used as the performance measure. For GM (WM measures were not provided in [61] ), the average Dice coefficients were 0.790 (SPM5) and 0.756 (FIRST) while for our methods these were 0.822 (SVPASEG-TPM and N3), 0.821 (SVPASEG-TPM No Inuc) and 0.818 (MRFSEG-TPM).
With the IBSR1 dataset, the processing time of our C implementation of the SVPASEG algorithm was less than 10 minutes for a single image (excluding preprocessing).
Anatomical variation: the IBSR dataset version 2.0 4.4.1. Material
The IBSR project has also made available a second dataset at http://www.cma.mgh.harvard.edu/ibsr/. This IBSR2 dataset consists of 18 T1-weighted MR brain images and their manual segmentations. The image size was 256 × 256 × 128 with the voxel dimensions varying between 0.84 × 0.84 × 1.5 mm 3 and 1 × 1 × 1.5mm 3 . The images in the IBSR2 dataset are of better quality than the images in the original IBSR1 dataset and they correspond to the typical image quality in current neuroscience research. The 18 subjects represented a wide age range from 7 years to 71 years of age. Thus, considerable inter-subject differences in the anatomy existed. The images have been 'positionally normalized' into the Talairach orientation (rotation only) and non-uniformity corrected by the CMA 'autoseg' biasfield correction routines.
Experimental settings
The pre-processing included brain extraction by BSE and affine registration of the ICBM atlas to the images by MNI's autoreg routines [58] followed by resampling of the atlas to image dimensions. No further bias field correction was done.
We evaluated the segmentation results using both Jaccard and Dice metrics. The Jaccard metric was used to provide a comparison to the other experiments in this work. The Dice metric was used for comparing our method to other recent tissue classification methods evaluated using this data and the Dice similarity metric.
Results
The average quantitative results are displayed in Table 3 . The results of SVPASEG and MRFSEG are compared to the CGMM method [59] , the EMS method [20] , and the Awate method [62] . The results of the CGMM and Awate methods were extracted from the respective papers and the results of the EMS method were extracted from [59] .
The SVPASEG algorithms produced higher average Dice coefficients than the corresponding MRFSEG algorithms. This can be seen as evidence that the SVPASEG indeed complements the existing nonuniformity correction methods or copes better with the biological nonuniformity. We tried to apply N3 nonuniformity correction to the images, but this degraded the image quality and subsequently the segmentation results, sometimes considerably. The SVPASEG-PVE algorithm was the best of the algorithms, thus the PVE-model for the tissue classification appears to be advantageous for these images. The algorithms using the atlas prior (SVPASEG-TPM and MRFSEG-TPM) produced better segmentations of the GM and worse segmentations of the WM than the others. This was mainly because two reasons: the atlas prior resulted in less GM classified as CSF and more WM classified as GM. The first effect increased the Dice coefficient for GM while the second one decreased the Dice coefficient for WM.
The SVPASEG algorithms produced better average Dice coefficients than the competing methods with a single exception -SVPASEG-TPM's average Dice coefficient for WM was lower than the Awate's method. The increase in the average Dice coefficient for SVPASEG-PVE compared to competing methods was 3.6% -6.4% for GM and 0.4% -5.2% for WM. 
Discussion
We have introduced a novel framework for tissue classification in brain MRI founded on local, MRF-based image models. The driving idea was that modeling image content locally rather than globally can provide more accurate classification 26
results. There were two main reasons for this argument. First, natural biological variation of tissue types in different parts of the brain can cause problems for traditional tissue classification schemes where the whole image is assumed to have the same intensity characteristics after the intensity non-uniformity correction. Second, we hoped to cope better with large scale intensity non-uniformity artifacts that may not be completely eliminated by correction algorithms. To meet the aim of locally modeling image content, we introduced the concept of the local MRFs. These local MRFs were then combined to create an MRF-model describing the whole volume. Our framework included modeling of the partial volume effect and spatial dependency of the tissue classes of neighboring voxels. The regions of support for local image models were derived based on SVPAs and they were defined as overlapping fuzzy sets. Thus the resulting global MRF model is spatially continuous. We evaluated our algorithm with respect to both of the reasons for designing it. The evaluation related to the biological variation was performed based on realistic synthetic images so that we could control the level of biological nonuniformity. The SVPASEG algorithm was shown to provide more accurate segmentation than the corresponding global image model based tissue classification algorithm (MRFSEG) when the noise level was reasonable. Obviously, it is not the case that SVPASEG would lead to improvements in the classification accuracy when the level of instrumentation noise significantly exceeds the level of biological non-uniformity and this was confirmed by the experiments. The evaluation against the instrumentation non-uniformity was performed based on the IBSR1 dataset. This dataset has two favorable features for this evaluation: many tissue classification algorithms have been evaluated using it and it contains images with strong non-uniformity artifacts. In this experiment, SVPASEG-TPM performed favorably compared to MRFSEG-TPM, and particularly, SVPASEG-TPM gave slightly better results than other recent algorithms evaluated using this dataset. We additionally performed an evaluation with IBSR2 dataset comprising of 18 high resolution MRIs of the subjects from a wide age range. The SVPASEG algorithms outperformed the MRFSEG algorithms and a few recent tissue classification methods with these data.
There exist several approaches for brain MRI tissue classification which combine an MRF modeling of the voxel labelling to a non-stationary intensity model accounting for the instrumentation non-uniformity. Many of these, for example [60] and [21] , model the intensity non-uniformity as spatially smoothly varying multiplicative noise. The assumption about the multiplicative nature of intensity non-uniformity was criticized in [23] and the authors presented a segmentation algorithm (MPM-MAP) which does not evoke this assumption. However, the smoothness of the non-uniformity was assumed within a tissue class. Measurement noise was modeled with a single noise term which was independent on the tissue-class. A non-parametric, MRF-based approach for tissue classification was suggested in [62] using an adaptive model of image neighborhoods that avoids the explicit modeling of the bias field. However, in [62] no particular attention was drawn to the biological non-uniformity. While these two algorithms [23, 62] are partly based on similar considerations as ours, there are important differences. First, we consider the intensity non-uniformity to arise both from the MR imaging methodology and from biological variations of the tissue composition across the human brain. The biological non-uniformity can violate the assumptions that the intensity non-uniformity is spatially smooth or that the noise level is constant all over the image. Also, there is a certain interplay between the instrumentation and biological non-uniformities in MRI [63] . Second, our approach models the partial volume effect in such a way that allows the estimation of the fractions of the tissue types in each voxel. It would be straightforward to generate the tissue fraction maps with SVPASEG-PVE although we concentrated on hard segmentation in this work. Third, our approach allows the use of different explicit MRF-prior models for different brain regions. This might be useful when tissue classification in a certain brain region is of interest. For example, WM/GM segmentation of the occipital cortex, required in vision research, has been reported to be especially difficult for automatic algorithms. A specific prior for accounting particular features of this brain region could be designed to alleviate these problems. We also evaluated SVPASEG with the same data as MPM-MAP [23] (IBSR1) and Awate's method [62] (IBSR2). SVPASEG-TPM, which is the most relevant version of the algorithm to compare to MPM-MAP , produced higher average Jaccard coefficients than MPM-MAP. Both versions of SVPASEG produced a higher mean Dice coefficient (averaged over all subjects and both tissue types) than Awate's method.
We have introduced two versions of the SVPASEG algorithm in this work. SVPASEG-PVE used partial volume (PV) classes during the tissue classification. This was noted to be advantageous with low noise high resolution images. The advantage probably followed from the ability of the algorithm to treat PV voxels (mostly existing at the tissue type boundaries) differently from pure tissue classes and decide their final (pure) class based on the intensity value only. As expected, when the noise level increased or the image quality otherwise degraded, including PV classes into the tissue classification became disadvantageous and SVPASEG-TPM, modeling PV effect only during the parameter estimation, outperformed SVPASEG-PVE. The SVPASEG-TPM algorithm also included an SPM-style tissue probability map prior, which is expected to provide more robustness to the segmentation when the images are of poor quality.
The parameter estimation for local intensity models was performed relying on FMMs and weighted likelihood formulation. These challenging optimization problems were solved by a novel GA [13] . The GA, as a global optimization method, is not overly sensitive to its initialization and can provide accurate parameter estimates even when the optimization problem is difficult. The FMM based method was selected in part by its generality. For example, it would be possible to apply the SVPASEG method for tissue classification in brain MRI from other species in addition to human brain MRI. Indeed, algorithms for tissue classification of human brain MRI are not typically directly suitable for tissue classification in mouse brain MRI as we have demonstrated [13] . We experimentally confirmed with the synthetic MR images that the classification accuracy improves only minimally if the true values of the tissue type parameters were used instead of the parameter values estimated by the GA. This confirmation served two related purposes. It demonstrated that the heuristic weighted likelihood formulation leads to accurate tissue-class parameter estimates, and more importantly, it appears that no major improvements to the tissue classification accuracy can be gained by an alternate parameter estimation approach. However, if the interest lies in partial volume estimation (estimation of tissue fraction maps) instead of the tissue classification, we have previously found that application specific parameter estimation techniques offer an advantage over general techniques [64] . A minor disadvantage of the specialized parameter estimation techniques such as those based on outlier detection [64, 49] is that the estimation of the number of voxels of a particular tissue type, required for the SVPASEG-PVE algorithm, would not be possible.
In summary, we have proposed a framework that makes less assumptions about the sources and nature of intensity non-uniformity within brain MRI than many of the existing methods for tissue classification and we have supplied computational tools to support this framework. This tissue classification method can be combined with an existing non-uniformity correction method if that is considered to be beneficial. We have supplied experimental evidence about the increased segmentation accuracy of the general framework proposed in several settings. Dividing the brain into 12 sub-domains, as we have done, may not be optimal. It is obvious that the performance can be improved if a specific division is utilized. A more precise sub-division based on an analysis of the biological and instrumentation intensity non-uniformities and their combined effects to tissue classification could bring further improvements to the tissue classification results. However, more precise sub-divisions might be dependent on a particular pulse sequence or scanner and advantages they offer would be more dependent on the accuracy of stereotactic registration than with the coarse sub-division used here. hemisphere  left  right  medial  T1  T2  T1  T2  T1  T2  Frontal GM  1108 84 1085 84 1097  84  Parietal GM  1162 86 1117 86 
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