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ABSTRACT 
 
In this paper we propose and investigate a recursive 
method for blind source separations (BSS) or/and  for 
independent component analyses (ICA). The relation of 
this recursive method of BSS/ICA with the conventional 
gradient-based method is quite similar to the relation of 
the RLS method with the LMS method in adaptive 
filtering. Based on this method we present a novel 
algorithm for  real-time  blind source separation of 
convolutive mixing. When we employ the algorithm to 
acoustic signals, simulations show  a  superior  rate of 
convergence over its counterpart of gradient-based method. 
By applying the algorithm in a real-time BSS system for 
realistic acoustic signals,  we  also  give experiments to 
illustrate the effectiveness and validity of the algorithm. 
 
1. INTRODUCTION 
 
Blind source separation (BSS) and independent 
component analysis (ICA) processing has become one of 
the hottest and emerging areas in signal processing with 
solid theoretical foundations and many potential 
applications. Up to now, there have been a huge number of 
algorithms that have been proved to be effective for 
various environments and to various sources, such as 
telecommunication systems, imaging e nhancement and 
biomedical signal processing. Refer to reviews [1-3] for 
more details. 
To separate acoustic sources blindly in a real-world 
environment has been proven to be a very  challenging 
problem. A usual way to aim this purpose is to model a 
real-world superposition of audio sources by a mixture of 
delayed and filtered versions of sources. To successfully 
separate sources, we need to estimate the relative delays 
between channels and weights of filter taps as accurate as 
possible. It is a challenging task to accurately estimate the 
weights when the filters are very long. 
In the paper [5], we  studied blind separations of 
acoustic sources in some real-world environments, 
especially in vehicles. Our method was that at first 
separate sources in time-frequency domain since the 
mixture becomes instantaneous, and then returns to the 
time domain after the separations. A similar consideration 
can also be found in [8] and [11], although different 
criterions for BSS have been used. Although the method 
was quite effective, it could only work in a batch mode or 
a semi-real-time way with a large buffer. We have to use 
other methods if we want to realize real-time type of blind 
source separations. One possible consideration is to adapt 
the filter weights in time-domain by a gradient search of 
the  minimum point of the  corresponding cost function. 
Indeed, there have been a huge number of discussions 
related to such a method [6,7,9,12,13]. 
However, there is a big problem if we intend to use such 
a method to acoustic signals. The gradient search of the 
minimum still cannot converge so fast that can satisfy 
requirements of some realistic applications, even though 
so-called nature gradient method has greatly improved the 
convergence of a normal gradient method [1]. Since the 
transmitting channels are usually  time  varying in real-
world environments, we need the learning processing to 
converge as fast as possible to catch up the time-variation. 
Since the convergence  becomes slower if the eigen-
value spread of the correlation matrix of input signals is 
larger, the slow  convergence in gradient-based methods 
seems deeply relate to the instability of acoustic sources.  
It should be helpful if we compare this with the situation 
of adaptive filtering by supervised learning. The adaptive 
processing is usually  implemented by least mean square 
(LMS) algorithm, which also converges less  fast for 
signals with larger eigen-value spreads. However, what is 
called recursive least square (RLS) algorithm has 
remarkably improved the situation [14]. Once a block of samples of incoming signal has been received, the solution 
for the least-squares problem is computed in a recursive 
form at the iteration. This least-square problem is usually 
formulated as the normal equation with respect to the up-
to-now samples of signals, which corresponds to the 
minimum point of the weighted mean square. 
The motivation of this paper is to investigate the 
possibility of developing a recursive type of BSS that can 
improve the convergence of conventional gradient-based 
method of BSS algorithms for non-stationary signals. A 
novel  algorithm is derived for a real-time blind source 
separation of convolutive mixing. When we employ the 
algorithm to acoustic signals,  simulations show the 
superior  rate of convergence  over its counterpart of 
gradient-based method. By applying the algorithm in a 
real-time BSS system for realistic acoustic signals, we also 
give experiments to illustrate the effectiveness and validity 
of the algorithm. 
 
2. PROBLEM FORMULATION 
 
We assume M statistically independent sources  ( )= t s  
( ) ( ) [ ]T t M s t s ,..., 1 , wheret is the number of sample. These 
sources are convolved and mixed in a linear medium 
leading to N sensors signals  ( )= t x ( ) ( ) [ ]T t N x t x ,..., 1 , 
( ) ( ) t t s A x * =                 (2.1) 
where * stands for the convolution operator and A is a 
M N · matrix of filters that describing transmitting 
channels. At present stage of discussions we have ignored 
the term of sensor noises for simplicity.  
The purpose of BSS is to find an inverse model  Wof 
A such that 
( ) ( ) t t x W y * =              (2.2) 
and the components  of  ( ) t y become as independent as 
possible. We can transform equation (2.1) and (2.2) into 
frequency domain, 
( ) ( ) ( ) t S t X , , w w w A =     (2.3) 
and 
( ) ( ) ( ) t X t Y , , w w w W =      (2.4) 
where ( ) ( ) ( ) [ ] ( ) 1 ,..., DFT , - + = L t t t X x x w and  ( )= t Y , w  
( ) ( ) [ ] ( ) 1 ,..., DFT - + L t t y y . Here DFT is discrete Fourier 
transform and L is its length. 
In recursive implementations of BSS, we start the 
computation with known initial conditions and use the 
information contained in new samples to update the old 
estimation of optimal solution. We therefore find that the 
length of  observable samples is variable. Moreover, we 
expect to separate sources in frequency domain since this 
way is more efficient than in time-domain. Accordingly, 
we express the cost function to be minimized as ( ) n l , w , 
wherew is frequency and n is the variable length of the 
observable sample blocks. Similarly, the separation matrix 
becomes ( ) n , w W that isn dependent either. 
As it is well known that there exist a lot of cost 
functions which can be taken as criteria for BSS. As a first 
try of recursive method, in this paper, we shall use a cost 
function that is based on second order of moments of 
signals. There have already been a lot of discussions about 
convolutive BSS by such a cost function [7,8,10,12,15]. 
However, a difference to the previous discussions is that 
we introduce here a weighting factor into the cost function 
as a custom of recursive method. We thus write our cost 
function as 
( ) ( ) ( ) ￿
„
=
j i
ij Y n n l
2
, , w w R            (2.5) 
where 
( ) ( ) ( ) ( ) ( ) ￿
=
”
n
k
H
j i ij Y k Y k Y k n n
0
, , , , d w d w b w R      (2.6) 
is a weighted cross-correlation matrix of the output. Here 
( ) k n, b  is the weighting factor, and d is the shifting 
number of sample between neighbor blocks. The 
weighting factor is required to have the property that 
( ) n k k n ,..., 2 , 1 for    , 1 , 0 = £ < b        (2.7) 
The use of the weighting factor ( ) k n, b is intended to 
ensure that samples in the distant past are “forgotten” in 
order to afford the possibility of following the statistical 
variations of the observable samples, when the BSS 
operates in a non-stationary environment. A special form 
of weighting factor that is  commonly used is the 
exponential forgetting factor defended by 
( ) n k k n
k n ,..., 2 , 1 for    , , = =
- l b       (2.8) 
wherel is a positive constant close to, but less than, 1.  
By equation (2.4) and equation (2.8), the weighted 
cross-correlation matrix of the outputs can be written as 
( ) ( ) ( ) ( ) n n n n
H
X Y , , , , w w w w W R W R =       (2.9) 
where 
( ) ( ) ( ) ( ) ￿
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k
H
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ij X k X k X n
0
, , , d w d w l w R   (2.10) 
is the weighted correlation matrix of the observations in 
frequency domain.  
Now, the problem of blind source separation can be 
formulated as to find ( ) n , w W such that the cost function 
( ) n l , w attains its minimum value. 
In BSS and ICA, the conventional way to find the 
minimum value of a cost function is to exploit stochastic 
gradient optimization methods, which have been 
investigated in great deal [1-3, 13]. Instead of this method, 
now we want to give a different method that is recursive. 
The idea is that when the outputs of BSS become independent each other, the weighted cross-correlation 
(2.5) of the outputs should attain zero approximately. In 
this case, by equation (2.9), we obtain, 
( ) ( ) ( ) ( ) ( ) ( ) 0 , , , , = = „ „ j i
H
X j i Y n n n n w w w w W R W R  
(2.11) 
To test the validation of this idea, we have checked the 
weighted cross-correlation between arbitrarily chosen two 
audio signals which are originally independent. We have 
shown a pair of such audio signals in Fig.1, as an instance. 
We directly output the input signals without any 
processing implemented on the signals, i.e. 
( ) ( ) n X n Y , , w w = , then the outputs should be independent 
too. Fig.2 plots the weighted cross-correlation 
( ) ( ) j i Y n „ , w R on every frequency-bin. We can see that on 
most bins the relation (2.11) is approximately right. 
However, on very low and very high frequency-bins 
equation (2.11) does not hold anymore. This is to say, 
there exist some extent of over-learning if we use equation 
(2.11) as the criterion of separation. In order to mitigate 
this over-learning effect we need the following treatments. 
Let us  assume the weighted auto-correlations of the 
outputs as ( ) ( ) ( ) n n i ii Y , , w w L ” R , which can be calculated 
by equations (2.6)  and (2.8). If outputs become 
independent each other, from equation (2.11), we obtain 
( ) ( ) n n Y , , w w L = R             (2.12) 
where ( ) ( ) ( ) n n i , diag , w w L ” L is a diagonal matrix. If we 
define a normalized correlation matrix  ( ) n Y , w R¢  by 
( ) ( )
( ) ( )
( ) n
n
n
i
ij Y
ij Y ,
,
,
w
w
w
L
= ¢
R
R   (2.13) 
then 
( ) I R = ¢ n Y , w           (2.14) 
if the components of the output become independent. 
If we define a normalized correlation matrix  ( ) n X , w R¢  
by 
( ) ( )
( ) ( )
( ) n
n
n
i
ij X
ij X ,
,
,
w
w
w
L
= ¢
R
R    (2.15) 
then equation (2.14) can also be written as 
( ) ( ) ( ) I W R W = ¢ n n n
H
X , , , w w w       (2.16) 
Now let us check the weighted cross-correlation 
( ) ( ) j i Y n „ ¢ , w R between the independent audio signals 
shown in Fig. 1. Fig.3 plots these results. We can see that 
for independent sources, the weighted cross-correlations 
are indeed near to zeros on all of frequency-bins. There 
will still exit over-learning by taking equation (2.16) as a 
separation criterion since it holds only approximately for 
independent audio sources. However, even for a BSS 
algorithm based on higher-order  statistics, such  over-
learning still exists, since there are scarcely audio sources 
that are absolutely independent each other in this world. 
By this it is just meant that any BSS algorithm can only 
separate audio sources approximately. 
 
Fig.1 Independent audio source signals for  
checking the separation criterions 
 
Fig.2 Weighted cross-correlations  ( ) n Y , w R  
on frequency-bins 
 
Fig.3 Normalized weighted cross-correlations  
( ) n Y , w R¢ on frequency-bins 
 3. THE EXPONENTIALLY WEIGHTED 
RECURSIVE BSS/ICA ALGORITHMS 
 
We might call equation (2.16) as a “normal equation” of 
BSS in analogy with the normal equation of RLS 
algorithm in adaptive filters [14]. The problem of BSS 
now can be attributed as the problem of finding the 
solution of equation (2.16). We shall give a recursive 
method to solve this equation, which makes an online 
processing become quite easy. At first, equation (2.16) can 
be written as 
( ) ( ) ( ) ( )
1 , , ,
- ¢ = n n n X
H w w w R W W           (3.1) 
It is easy to show that the n -th correlation matrix ( ) n , w X R¢  
relates the ( ) 1 - n -th correlation matrix  ( ) 1 , - ¢ n w X R by 
( ) ( ) ( ) ( ) ( ) ( ) d w d w w l w n X n X n n
H
j i ij ij , , 1 , , + - ¢ = ¢ X X R R    
(3.2) 
where ( ) 1 , - ¢ n w X R is previous value of the correlation 
matrix, and the matrix product ( ) ( ) d w d w n X n X
H
j i , , ￿ plays 
the role of a “correction” term in the updating operation. 
Let A and B be two M-by-M matrices related by 
H C CD B A
1 1 - - + =     (3.3) 
where Dis an N-by-M matrix and C is an M-by-N matrix. 
According to the matrix inversion lemma [1], we may 
express the inverse of the matrix  A as follows: 
( ) B C BC C D BC B A
H H 1 1 - - + - =            (3.4) 
Accordingly, we obtain 
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Fig.4 shows a block diagram for implement of recursive 
solving of equation (3.1) and (3.5). In the figure, we have 
ignored the parts for DFT on the input signals and the part 
for IDFT on the output signals. Here, we adopt the 
overlap-and-save method [14] for the real-time DFT-IDFT 
processing part. This method is needed since that (1) in 
order to make the separation filters perform linear 
convolutions instead of cyclic ones, a part of the weights 
on taps have to be set to zeros [14]; (2) so-called the 
permutation problem can be solved by constraint on the 
solutions of ( ) n , w W  such that it restricts those filters that 
have no time response beyond a fixed size [10]. 
The initial condition for the recursive processing is 
( ) ( ) I R = ¢-
ij X n ,
1 w , for 0 £ n . 
From Fig.4, we can see that there is a very big 
difference between the recursive BSS algorithm and the 
conventional gradient-type of algorithm. In the latter case 
usually some parameters related to the output signals, for 
an example, score function, need to be estimated, and then 
the results of these estimations are feed backed to update 
the separation matrix of filters. However, in our recursive 
BSS algorithm there is not such kind of feedback at all. 
All of estimations that are exploited to update the 
separation matrix are on the input signals only. 
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Fig.4 Block diagram for recursive BSS 
 
4. SIMULATIONS AND EXPERIMENTS 
 
In order to evaluate recursive blind source separation 
system, we have done several simulations and experiments 
in various environments. We have obtained very different 
results depending on reverberation of the room, 
stationarities of the source signals, the numbers of sources 
and microphones, background noises, and other factors. 
Here, we shall report some of results of these simulations 
and experiments with recordings or real-time inputting of 
voices in realistic environments such as offices and rooms 
of vehicles.  
Since the separation system is blind and no reference 
signals are available and mixing model is unknown, it is 
not straightforward to define a performance measure. 
Since the cost function defined by equation (2.5) is related 
to the cross-correlations between the outputs, and we have 
shown that the  cross-correlation between independent 
sources is very small, it can be taken as a quantitative 
separation performance measure. At present stage, we only 
consider the case that  2 = M  and  2 = N . However, there 
exist some extra background noises. 
 
4.1.  Simulation results of separations of real-word 
benchmarks 
 
In this subsection, two real-world benchmark recordings 
that have been downloaded from the web [16] have been 
used to evaluate the recursive BSS algorithm. Fig. 5 and 
Fig. 6 show the learning curves for the conventional 
gradient-based BSS (with the step-size parameter 
01 . 0 = m  that is optimized) and for the recursive BSS that 
has been proposed in this paper. All of simulations are 
implemented in a Matlab  environment. The results presented in Fig. 5 clearly show the superior rate of 
convergence of the recursive BSS over its counterpart of 
gradient-based BSS algorithm. The results presented in 
Fig.6 show that recursive BSS converges with almost the 
same way in Fig.5. Contrasted with this, the counterpart of 
gradient-based BSS hardly converges. 
 
Fig.5 Learning curves for recursive BSS (l =0.95) and 
gradient BSS algorithms ( m =0.01, optimized). Signals: 
rss_mA and rss_mB (Lee [16]); Size of filter taps=1024; 
Length of FFT=4096. 
 
 
Fig.6 Learning curves for recursive BSS (l =0.95) and 
gradient BSS algorithms ( m =0.01, optimized). Signals: 
x1_2x2 and x2_2x2 (Schobben [16]); Size of filter 
taps=1024; Length of FFT=4096. 
 
The wild fluctuations of learning curves in Fig.5, Fig.6 
and the following figures are due to the non-stationarity of 
the sources. 
 
4.2.  Experiments results of separations of real-world 
recordings 
 
Real-time experiments have been implemented  both on 
Simulink model and on a TMS320C6701 Evaluation 
Module board from Texas Instruments. 
Experiments were done in a realistic car environment. 
The  size of the  car-room  is  233.0 136.5 114.0 · · cm 
(height x width x depth) and it is depicted in Fig. 7. Two 
persons read their sentences and the resulting sounds were 
input by two microphones that were spaced 10.0 cm apart. 
The input signals are digitized to 16 bit per sample, with 
sample rate  44.1kHz. The room was corrupted by the 
noise of car-engine and other directionless noises.  
 
10.0cm
Directionless white
noises 136.5cm
70.0cm
30.0cm 75.0cm
27.0cm
233.0cm
Height of room :
114.0cm
Speaker 1
Speaker 2
Mic 1
Mic 2
 
 
Fig.7 Environment of experiments 
 
The learning  curve presented in Fig. 8 also clearly 
shows the superior rate of convergence of the recursive 
BSS over its counterpart of gradient-based BSS algorithm. 
 
Fig.8 Learning curves for the recursive BSS (l =0.95) and 
gradient BSS algorithms (m =0.01, optimized). Signals: 
real-world recordings in vehicle environment; Size of filter 
taps = 2048; Length of FFT=8192. 
 
As an example, we also copy the related waveforms 
here. Fig.9 plots one piece of two-microphone inputs, and 
Fig.10 plots the corresponding separation by the recursive BSS algorithm. By comparing the two figures, we can see 
that the two speech signals are well separated. 
 
Fig.9 Real-world recordings in a vehicle environment 
 
 
Fig.10 Separation results of real-world recording by 
recursive BSS 
 
5. CONCLUSIONS AND DISCUSSIONS 
 
In this paper we  have  proposed and investigated a 
recursive method for BSS/ICA. Based on this method we 
have  presented a novel algorithm for  real-time  blind 
source separation of convolutive mixing. When we employ 
the algorithm to acoustic signals, simulations have shown 
the superior rate of convergence over its counterpart by a 
gradient-based method. By applying the algorithm in a 
real-time BSS system for realistic acoustic signals, we 
have also given experiments to illustrate the effectiveness 
and validity of the algorithm. 
Although there exists over-learning in the algorithm, the 
floors of converge curves are lower than their counterpart 
of gradient-base algorithm.  That is to say, the un-
separating effect due to over-learning in recursive 
algorithm is less than that due to under-learning in the 
corresponding gradient-based algorithm. 
At present stage, we have only realized a recursive BSS 
algorithm with cost function based on second-order 
statistics of signals. However, this method is very general 
that can be applied to other cost functions that are based 
on higher-order  statistics of signals. We would like to 
present such kind of considerations and investigations in 
future. 
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