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Abstract
We observe the continuous-time Markov Branching Process without high-
order moments and allowing Immigration. Limit properties of transition func-
tions and their convergence to invariant measures are investigated. Main math-
ematical tool is regularly varying generating functions with remainder.
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1 Introduction and main results
1.1 Background and Basic assumptions
Wedeal with themodel of population growth called continuous-timeMarkov Branch-
ing Process allowing Immigration (MBPI). This process can have a simple physical
interpretation: a population size changes not only as a result of reproduction and
disappearance of existing individuals, but also at the random stream of inbound
“extraneous” individuals of the same type from outside. The population of in-
dividuals develops as follows. Each individual existing at time t ∈ T = [0,+∞)
independently of his history and of each other for a small time interval (t, t + ε)
transforms into j ∈ N0\{1} individuals with probability a jε + o(ε) and, with prob-
ability 1+a1ε +o(ε) stays to live or makes evenly one descendant (as ε ↓ 0); where
N0 = {0}∪N andN is the set of natural numbers. Here
{
a j
}
are intensities of individ-
uals’ transformation that a j ≥ 0 for j ∈ N0\{1} and 0 < a0 < −a1 = ∑ j∈N0\{1} a j < ∞.
Independently of these for each time interval j ∈ N new individuals inter the popu-
lation with probability b jε +o(ε) and, immigration does not occur with probability
1+ b0ε + o(ε). Immigration intensities b j ≥ 0 for j ∈ N and 0 < −b0 = ∑ j∈Nb j < ∞.
1
Newly arrived individuals undergo transformation in accordance with the repro-
duction law generated by intensities
{
a j
}
; see [12, p. 217]. Thus, the process under
consideration is completely determined by infinitesimal generating functions(GFs)
f (s) = ∑
j∈N0
a js
j and g(s) = ∑
j∈N0
b js
j for s ∈ [0,1).
Let X(t) be the population size at the time t ∈ T in MBPI. This is homogenous
continuous-time Markov chain with state space S ⊂ N0 and transition functions
pi j(t) := Pi {X(t) = j}= P
{
X(t+ τ) = j
∣∣X(τ) = i}
for all i, j ∈S and τ, t ∈ T . An appropriate probability GF
Pi(t;s) = ∑
j∈S
pi j(t)s
j = (F(t;s))i exp


t∫
0
g(F(u;s))du

 , (1.1)
where F(t;s) is GF of Z(t) – Markov Branching Process (MBP) initiated by single
particle without immigration components.
Providing that m := f ′(1−) < ∞, the value 1+mε + o(ε) denotes the mean per
capita offspring number of single individual during the any small time-interval
(t, t + ε) as ε ↓ 0; and similarly, the value αε + o(ε) denotes the average number
of immigrants entering the population in this time interval, where α := g′(1−)< ∞.
The case α = 0 specifies the process without immigration since then g(s)≡ 0.
Classification of states S depends on a value of the parameter m. According to
the general classification of continuous-time Markov chains, the process is called
subcritical, critical, and supercritical if m < 0, m = 0 and m > 0, respectively.
We consider the critical case only. In this case Sevastyanov [11] proved that
if 2b := f ′′(1−) is finite and the immigration law has a finite mean then the nor-
malized process X(t)
/
bt has a limiting Gamma distribution function Γ1,λ (x), x ≥ 0,
where λ = α
/
b. Pakes [9] has proved that tλPi(t;s) converges as t → ∞ to the
limit pi(s)which has the power series expansion and generates an invariant measure{
pi j, j ∈S
}
for MBPI iff ∑ j∈N a j j
2 ln j < ∞ and ∑ j∈N b j j ln j < ∞. In accordance with
the appropriate result of the paper [7] the invariantmeasure ofMBPI can also be con-
structed by the strong ratio limit property of transition functions but slightly differ-
ent in appearance. Namely, the set of positive numbers
{
υ j := limt→∞ p0 j(t)/p00(t)
}
is an invariant measure. It can be seen a close relation between the sequences{
pi j, j ∈S
}
and
{
υ j, j ∈S
}
, and their GFs pi(s) and U (s) = ∑ j∈S υ js
j. In fact,
they are really only different versions of the same limit law. So, it is easy to see
U (s) = pi(s)/pi(0), and this is consistent with uniqueness, up to a multiplicative con-
stant, of the invariant measure of MBPI.
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In the circle of tasks of studying the asymptotic properties of process states, of ex-
ceptional interest is the estimate of the rate of convergence to invariant measures. In
the paper [5], under the condition f ′′′(1−) < ∞, the rate of convergence of tλPi(t;s)
to pi(s)was studied. It was found there that the convergence rate isO
(
ln t/t
)
as t →∞
uniformly in s ∈ [0,1).
In this report we attempt to improve the above results from [5] and [7] on conver-
gence rate and find out an appearance of GF of the invariant measure bypassing the
finiteness conditions of high-order moments of infinitesimal GF f (s) and g(s). For
this, we will substantially use elements of the theory of regularly varying functions
in the sense of Karamata; see for instance [2] and [10].
Throughout the paper, we adhere to the following assumptions on f (s) and g(s):
f (s) = (1− s)1+νL
(
1
1− s
)
[ fν ]
and
g(s) =−(1− s)δ ℓ
(
1
1− s
)
[gδ ]
for all s ∈ [0,1), where 0 < ν,δ < 1 and functions L (·), ℓ(·) are slowly varying at
infinity (SV∞). By the criticality of our process, the assumption [ fν ] implies that
2b := f ′′(1−)=∞. If b<∞ then [ fν ] holds with ν = 1 andL (t)→ b as t →∞. Similarly,
GF g(s) of the form [gδ ] generates the law of immigrants arrival, having the moment
of δ -order. If g′(1−)< ∞ then [gδ ] holds with δ = 1 and ℓ(t)→ g
′(1−) as t → ∞.
Throughout the paper [ fν ] and [gδ ] are our Basic assumptions.
By perforce we allow to forcedly put forward an additional requirement forL (x)
and ℓ(x). So we can write
L (λx)
L (x)
= 1+O
(
g(x)
)
as x → ∞. [Lν ]
for each λ > 0, where g(x) is known positive decreasing function so that g(x)→ 0
as x → ∞. In this case L (x) is called SV∞ with remainder O
(
g(x)
)
; see [2, p. 185,
condition SR1]. Wherever we exploit the condition [Lν ]we will suppose that
g(x) = O
(
L (x)
xν
)
as x→ ∞.
Similarly, we also allow a condition
ℓ(λx)
ℓ(x)
= 1+O
(
h(x)
)
as x→ ∞ [ℓδ ]
for each λ > 0, where
h(x) = O
(
ℓ(x)
xδ
)
as x→ ∞.
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1.2 Main Results
Since F(t;s)→ 1 as t → ∞ uniformly in s ∈ [0,1) (see Lemma 1 below), suffice it
to consider P(t;s) := P0(t;s). Then under assumptions [ fν ] and [gδ ], due to the
backward Kolmogorov equation ∂F/∂ t = f (F), from (1.1) formally follows
P(t;s) = exp


F(t;s)∫
s
g(x)
f (x)
dx

−→ w(s) as t → ∞,
where in view of [ fν ] and [gδ ],
w(s) = exp

−
1∫
s
(1− x)γ−1 L
(
1
1− x
)
dx

 (1.2)
herein γ = δ −ν and
L(x) :=
ℓ(x)
L (x)
.
All appearances, the three cases can be divided concerning the classification of
S , depending on a sign of γ . Evidently, integral in (1.2) converges if γ > 0, and
diverges if γ < 0. Thus and so, as it was shown in [7], that S is positive-recurrent if
γ > 0, and it is transient if γ < 0. The special case γ = 0 implies that g(s) = f ′(s) and
that L(t)→ 1+ ν as t → ∞. And we get another population process called Markov
Q-process instead of MBPI. We refer the reader to [4] and [6] for the details on the
Markov Q-process; see also [1, pp. 56–58] and [8] for the discrete-time case.
We can see that in the case γ > 0 the function pi(s) generates an invariant measure
for MBPI. In fact, owing to the functional equation F(t+τ;s) = F
(
t;F(τ;s)
)
it follows
P(t + τ;s) = exp


t+τ∫
0
g(F(u;s))du

= P(τ;s) · exp


t+τ∫
τ
g(F(u;s))du


= P(τ;s) · exp


t∫
0
g
(
F
(
u;F(τ;s)
))
du

= P(τ;s) ·P(t;F(τ;s))
and taking limit as t → ∞ we have the following Schro¨der type functional equation:
w
(
F(τ;s)
)
=
1
P(τ;s)
w(s) for any τ ∈T . (1.3)
Writing the power series expansion w(s) = ∑ j∈S w js
j, the equation (1.3) implies that
w j = ∑i∈S wi pi j(τ).
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First of all we observe asymptotic properties of p00(t). Our first theorem shows
that ln p00(t) is asymptotical SV∞. Henceforth further we use a designation
τ(t) :=
(νt)1/ν
N (t)
,
where the function N (x) is SV∞ defined in Lemma 1 below.
Theorem 1. Let γ > 0. If assumptions [Lν ] and [ℓδ ] hold, then
− ln p00(t) =
1
γ
L
(
τ(t)
)(
1+κ(t)
)
, (1.4)
where
(i) if δ > 2ν , then κ(t) = O
(
1
/
t
)
as t → ∞;
(ii) if δ < 2ν , then κ(t) = O
(
N γ(t)
/
tγ/ν
)
as t → ∞.
Another property comes out when γ < 0.
Theorem 2. Let γ < 0. If assumptions [Lν ] and [ℓδ ] hold, then
−
(
τ(t)
)−|γ |
ln p00(t) =
1
|γ|
L
(
τ(t)
)(
1+κ(t)
)
, (1.5)
where
(i) if ν(ν−δ ) > δ , then κ(t) = O
(
ℓτ(t)
/
tδ/ν
)
as t → ∞, where ℓτ(t) is SV∞;
(ii) if ν(ν−δ ) < δ , then κ(t) = O
(
N |γ |(t)
/
t |γ |/ν
)
as t → ∞.
Nowmore generally, taking into account Basic assumptions [ fν ] and [gδ ], it would
be reasonable to seek for an explicit form of the GF of invariant measures depending
on the sign of the parameter γ .
Theorem 3. Let γ > 0 and assumptions [Lν ] and [ℓδ ] hold. Then
w(s) = exp
{
−
1
γ
g(s)
Λ(1− s)
(
1+O
(
Λ(1− s)
))}
as s ↑ 1, (1.6)
where Λ(y) = yνL (1/y). GF w(s) generates an invariant distribution with respect to tran-
sition probabilities {pi j(t)}.
5
In the case γ < 0, the asymptotic formula (1.5) suggests that we should look for
a limit as t → ∞ of the function eT (t)P(t;s) with T (t) =
(
τ(t)
)|γ |
. First wee need to
discuss a SV∞ property of L(t). In accordance with Slowly varying theory, ℓ(·) and
L (·) are positive and monotone. Moreover, by virtue of [2, p. 186, Corollary 3.12.3],
we see
♦ [Lν ] ⇐⇒ L (x) =C1
[
1+O
(
g(x)
)]
as t → ∞,
♦ [ℓδ ] ⇐⇒ ℓ(x) =C2
[
1+O
(
h(x)
)]
as t → ∞,
where C1,C2 – positive constants and functions g(x),h(x) are in [Lν ] and [ℓδ ]. We
then can reveal the fact that L(t)→ constant as t → ∞, more precisely
L(t) =
ℓ(t)
L (t)
=C
[
1+O
(
ℓ(t)
tδ
)]
as t → ∞, [Lγ ]
where C = C1/C2. Especially, we reach an “excellent result” in this issue, if C = |γ|.
So with respect to Theorem 2 we obtain the following theorem.
Theorem 4. Let γ < 0 and C = |γ| in [Lγ ]. If 1 < ν/δ < 2, then
eT (t)P(t;s) = pi(s)
(
1+ρ(t;s)
)
, (1.7)
where ρ(t;s)→ 0 uniformly in s ∈ [0,1) as t → ∞ and the limiting GF pi(s) = ∑ j∈S pi js
j
has the form of
pi(s) = exp
{
1
(1− s)|γ |
+
∫ 1
s
[
g(u)
f (u)
+
|γ|
(1−u)1+|γ |
]
du
}
(1.8)
and the set of non-negative numbers
{
pi j
}
is an invariant measure for X(t).
We notice, the statement of Theorem 4 is compatible with the results of the pa-
pers [9] and [5] established for the case of of max
{
f ′′(1−),g′(1−)
}
< ∞. Thus this
theorem essentially strengthens last-mentioned results. With that, in conditions of
the Theorem 4 right-hand sides of (1.4) and (1.5) tend to 1.
It is easy to see that under conditions of Theorem 4 the function
B(s) := exp
{∫ 1
s
[
g(u)
f (u)
+
|γ|
(1−u)1+|γ |
]
du
}
(1.9)
is bounded for s ∈ [0,1). So that
pi(s)∼ exp
{
1
(1− s)|γ |
}
as s ↑ 1.
Corollary 1. Under the conditions of Theorem 4
eT (t)p00(t) = B(0)
(
1+ρ(t)
)
,
where ρ(t)→ 0 as t → ∞ and the function B(s) is defined in (1.9).
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2 Auxiliaries
Below-mentioned statements have auxiliary character and they will be essentially
used in proofs of the Main results of the present note.
At first we recall the following Basic lemma of the theory critical Markov branch-
ing processes with infinite second moment.
Lemma 1 ([3], [4]). If the condition [ fν ] holds then
R(t;s) =
N (t)
(νt)1/ν
·
[
1−
M(t;s)
νt
]
(2.1)
for all s ∈ [0,1), where
N
ν(t) ·L
((
νt
)1/ν
N (t)
)
−→ 1 as t → ∞; (2.2)
herein M(t;0)= 0 for all t > 0 and M(t;s)→M (s) as t →∞, whereM (s) is GF of invariant
measures of MBP and
M (s) =
1/(1−s)∫
1
dx
x1−νL (x)
.
The following two lemmas describe a role of slowly varying functions with re-
mainder in integration.
Lemma 2. Let L(t) is SV∞-function with remainder r(t). Then
(i) for σ > 0 and for 0 < c < t
t∫
c
y−(1+σ)L(y)dy =
1
σ
1
cσ
L(t)
(
1−µσ
)(
1+ r(t)
)
as t → ∞, (2.3)
where µ := c/t;
(ii) and for σ < 0
t∫
c
y−(1+σ)L(y)dy =
1
|σ |
L(t)t |σ |
(
1−µ |σ |
)(
1+ r(t)
)
as t → ∞. (2.4)
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Proof. We write
I (t) :=
t∫
c
y−(1+σ)L(y)dy
=
L(t)
tσ
[∫ 1
µ
y−(1+σ)dy+
∫ 1
0
[
L(yt)
L(t)
−1
]
IM(y)y
−(1+σ)dy
]
, (2.5)
where IM(x) is an Indicator function of M = [µ,1]. By Potter’s Theorem [2, p. 25],
slowly varying part L(yt)/L(t) in last integrand on the right-hand side is bounded
and tends to 1 as t →∞ uniformly in 0< y≤ 1. Thus, since L(·) is SV∞ with remainder
r(·) and ∫ 1
µ
y−(1+σ)dy =
1
σ
(
1
µσ
−1
)
,
we have
I (t) =
1
σ
L(t)
tσ
(
1
µσ
−1
)(
1+ r(t)
)
. (2.6)
Now (2.3) and (2.4) easily follow from (2.5) and (2.6).
Lemma 3. Let L(t) is SV∞ with remainder r(t). Then for σ > 0
∞∫
t
y−(1+σ)L(y)dy =
L(t)
σ
1
tσ
(
1+ r(t)
)
as t → ∞. (2.7)
Proof. Considering
∫ ∞
1 u
−(1+σ)du = 1/σ , we write
∞∫
t
y−(1+σ)L(y)dy =
1
σ
L(t)
tσ
[
1+σ
∫ ∞
1
[
L(yt)
L(t)
−1
]
y−(1+σ)dy
]
. (2.8)
As in proof of Lemma 2, second term in brackets on right-hand side of (2.8) tends to
0 uniformly in y > 1 with speed rate r(t). Thus we have (2.7).
3 Proof of Main Results
In this final section we consistently prove the Main results.
Proof of Theorem 1. In conditions of theorem
p00(t) = exp


t∫
0
g(F(u;s))du


= exp

−
F(t)∫
0
(1−u)γ−1 L
(
1
1−u
)
du

= exp

−
1/R(t)∫
1
y−(1+γ)L(y)dy

 ,
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where R(t) = R(t;0). Now in last integral we will use Lemma 2. Then
− ln p00(t) =
1
γ
L(τ(t))
(
1−
1(
τ(t)
)γ
)(
1+ r
(
τ(t)
))
as t → ∞, (3.1)
since τ(t) = 1
/
R(t). In considering case we can make sure that the remainder for
SV∞-function L(t) is
r(t) = O
(
L (t)
tν
)
and owing to the property (2.2), r
(
τ(t)
)
= O
(
1
/
t
)
. Therefore the decreasing speed
to 1 of the product of two last terms in brackets in right-hand side of (3.1) depends
on γ > ν or γ < ν . Thus, we obtain tail-part form κ(t) in (1.4).
The Theorem is proved.
Proof of Theorem 2. Similarly as in the proof of Theorem 1, using Lemma 2, we write
− ln p00(t) =
1
|γ|
L(τ(t))
(
τ(t)
)|γ |(
1−
1(
τ(t)
)|γ |
)(
1+ r
(
τ(t)
))
as t → ∞. (3.2)
Hereof we easily reach to (1.5). To get the tail-part form κ(t)we first make sure that
the remainder for SV∞-function L(t) is
r(t) = O
(
ℓ(t)
tδ
)
(see also, [Lγ ]) and we see r
(
τ(t)
)
= O
(
ℓτ(t)
/
tδ/ν
)
, where ℓτ(t) is SV∞. So the de-
creasing speed to 1 of the product of two expressions in brackets in right-hand side
of (3.2) depends on |γ|> δ/ν or |γ|< δ/ν . Thus, we obtain forms of κ(t).
The Theorem is proved.
Proof of Theorem 3. Substituting y := (1− x)−1, we rewrite (1.2) as follows:
w(s) = exp

−
∞∫
1/(1−s)
y−(1+γ)L(y)dy

 . (3.3)
Now we can use Lemma 3 in last integral. Then
∞∫
1/(1−s)
y−(1+γ)L(y)dy =
1
γ
(1− s)γ L
(
1
1− s
)(
1+ r
(
1
1− s
))
as s ↑ 1. (3.4)
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Since the remainder of L(t) is r(t) = O
(
L (t)
/
tν
)
for γ > 0 then considering our des-
ignations, formula (1.6) readily follows from (3.3) and (3.4). Undoubtedly, in our
case, functional equation (1.3) is satisfied. Writing now the power series expansion
w(s) = ∑ j∈S w js
j, it implies an invariant property w j = ∑i∈S wi pi j(τ).
To complete the proof, it suffices to verify that w(1−) = 1.
Proof of Theorem 4. We write, as before,
eT (t)P(t;s) = exp

(τ(t))|γ |+
t∫
0
g(F(u;s))du


= exp


[(
τ(t)
)|γ |
−
(
τ(t;s)
)|γ |]
+
(
τ(t;s)
)|γ |
+
F(t;s)∫
s
g(x)
f (x)
dx

 , (3.5)
where τ(t;s) = R−1(t;s). Since τ(t) = τ(t;0), using (2.1) we obtain
(
τ(t)
)|γ |
−
(
τ(t;s)
)|γ |
∼−|γ|
(
τ(t)
)|γ | M(t;s)
νt
as t → ∞.
It follows from assertion of Lemma 1, the function M(t;s) is bounded in s ∈ [0,1).
Hence (
τ(t)
)|γ |
−
(
τ(t;s)
)|γ |
= O
(
Lγ(t)
tδ/ν
)
as t → ∞, (3.6)
where Lγ(t)N
−|γ |(t)→ 1 as t → ∞. Along with this we can easily make sure that
(
τ(t;s)
)|γ |
=
1
(1− s)|γ |
+
F(t;s)∫
s
|γ|
(1−u)1+|γ |
du. (3.7)
Combining statements (3.5)–(3.7), we obtain
eT (t)P(t;s) = exp

 1(1− s)|γ | +
F(t;s)∫
s
[
g(u)
f (u)
+
|γ|
(1−u)1+|γ |
]
du+O
(
Lγ(t)
tδ/ν
)
 .
Now we reach to (1.7) with expression of pi(s) in the form (1.8), taking limit as t →∞
in last one. Finally, we can verify that the function pi(s) satisfies the equation (1.3).
Thus it generates an invariant measure for X(t).
Proof of Corollary 1. The statement is immediately obtained from relation (1.7) set-
ting x = 0 there.
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