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ON THE CHOW RING OF BIRATIONAL IRREDUCIBLE SYMPLECTIC
VARIETIES
ULRIKE RIEß
Abstract. We show that the graded Chow rings of two birational irreducible symplectic vari-
eties are isomorphic. This lifts a result known for the cohomology algebras to the level of Chow
rings, despite the non-injectivity the cycle class map. In the special case of general Mukai flops,
we present an alternative approach based on explicit calculations.
1. Introduction
An irreducible symplectic variety or algebraic hyperkähler manifold is a simply connected, non-
singular, complex projective variety with a nowhere degenerate two-form σ generating H0(X,Ω2X).
Two important series of examples are provided by Hilbert schemes of points Hilbn(S) on a K3
surface S and generalized Kummer varieties Kn(A) associated to an abelian surface A.
The main result of this article is the following (see Theorem 3.2):
Theorem. Let X and X ′ be birational irreducible symplectic varieties. Then there exists a corre-
spondence [Z]∗ : CH(X)
∼=−→CH(X ′) which is an isomorphism of graded rings.
The most important aspect of this theorem is the multiplicativity of [Z]∗. The fact that the
Chow groups of X and X ′ are isomorphic as additive groups (without regard to the multiplicative
structure) was already known as a consequence of [FW08, Theorem 3.2].
Consider deformations X and X ′ of X and X ′ which are isomorphic away from the special
fibre (see [Huy99, Theorem 4.6]) and let Z be the limit of the graphs of isomorphisms Xt∼=X ′t .
Then [Z] is known to yield an isomorphism [Z]H∗ : H
∗(X,Z)
∼=
−→H∗(X ′,Z) of graded rings (cf.
Section 3.2). Using the cycle class map, one could try to deduce Theorem 3.2 from this statement.
However, the kernel of the cycle class map CH(X) → H∗(X,Z) is very big. Already for a K3
surface it is infinite dimensional, due to the classical result of Mumford [Mum69].
Instead, we use specialization for Chow rings in families to prove multiplicativity and invertibility
of [Z]∗ directly (cf. Section 3.3).
As an application of Theorem 3.2, we study questions related to the Bloch–Beilinson conjec-
ture, which was in fact our original motivation. We first observe that for irreducible symplectic
varieties the termination of the conjectural Bloch–Beilinson filtration is invariant under birational
correspondences.
Furthermore we study conjectures of Beauville and Voisin on the Chow rings of irreducible sym-
plectic varieties. In [Bea07] Beauville considers the subalgebra DCH(X) ⊆ CHQ(X) generated by
CH1Q(X), and predicts that the restriction of the cycle class map cX
∣∣
DCH(X)
: DCH(X) →֒H2(X,Q)
is injective. Voisin extends this conjecture to the bigger subalgebra which also includes the Chern
classes ci(TX) (see [Voi08]). Using the above theorem, we show (see Theorem 4.3):
Theorem. The conjectures of Beauville and Voisin are both invariant under birational correspon-
dences.
The most fundamental examples of birational correspondences between irreducible symplectic
varietiesX and X ′ are provided by general Mukai flops. In this case one can fix families X and X ′
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as above and explicitly determine Z. Thus computing the action of [Z]∗ provides an alternative
approach to Theorem 3.2. In order to demonstrate that even in this fundamental case the result
is non-trivial, we will show the multiplicativity of [Z]∗ in this case by explicit computations. This
will take up all of Sections 5 and 6.
Still in the case of general Mukai flops, the last section relates Theorem 3.2 to a known result on
derived categories and Grothendieck groups. Namikawa proved that the Fourier–Mukai transform
ΦOZ : D
b(X) → Db(X ′) is an equivalence of categories (cf. [Nam03, Theorem 5.1]). We show
that the induced map ΦCH
v(OZ)
: CHQ(X) → CHQ(X ′) coincides with [Z]∗ and thus deduce that
ΦK[OZ ] : K(X) ⊗ Q → K(X
′) ⊗ Q is an isomorphism of graded rings. This multiplicativity is not
reflected on the level of derived categories, since ΦOZ is not compatible with the derived tensor
product (cf. [Bal02]).
Note that in [Huy99, Theorem 4.6] Huybrechts showed the existence of deforming families X
and X ′ as non-projective complex manifolds. In order to use classical intersection theory, we show
in Section 2 that such families indeed exist as algebraic spaces.
Acknowledgements. I wish to thank my advisor Daniel Huybrechts for his support. Moreover, I
thank Baohua Fu and Roland Abuaf for their comments on the first version of this article. Finally,
I would like to thank the referee for his suggestions. Sections 5 and 6 are part of the author’s
diploma thesis.
2. Preparations
Throughout the article algebraic spaces will be separated algebraic spaces of finite type over C.
For the definition and properties of algebraic spaces, we refer to [Knu71]. We will denote by CH(X)
the Chow ring (with integral coefficients) of a nonsingular integral algebraic space X , whereas the
Chow ring with coefficients in Q will be denoted by CHQ(X). By the term “complex variety” we
refer to a separated integral scheme of finite type over C.
In this section we will lay the foundations for the proof of the main theorem. We show that
deforming families as in [Huy99, Theorem 4.6] exist in the category of algebraic spaces, and we
briefly recall intersection theory for algebraic spaces, including specialization maps.
2.1. Existence of X and X ′ as algebraic spaces. The following proposition is an algebraic
version of [Huy99, Theorem 4.6]. It is essential for many of the proofs.
Proposition 2.1. Let X and X ′ be birational irreducible symplectic varieties. Then there ex-
ist families of smooth integral algebraic spaces X and X ′ over T , smooth quasi-projective one-
dimensional complex variety, and a closed point 0 ∈ T such that
(a) X0 = X and X
′
0 = X
′, and
(b) there is an isomorphism Ψ : XT\{0}∼=X
′
T\{0} over T .
For the proof we need to work with not necessarily projective hyperkähler manifolds. By hyper-
kähler manifold we refer to a simply connected, compact Kähler manifold X , such that H0(X,Ω2X)
is generated by a nowhere degenerate two-form. The definition of an irreducible symplectic variety
is recovered from this by additionally requiring projectivity.
The second integral cohomology H2(X,Z) of a hyperkähler manifold X is endowed with an
integral quadratic form, called the Beauville–Bogomolov form, which we denote by q. A detailed
overview on hyperkähler manifolds can be found in [GHJ03, Part III] and [Huy99].
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Proof of Proposition 2.1. In order to increase the readability of the proof, the following diagram
contains most of the maps that will occur:
XHilb XHan XDL XDan X
′
D′ an X
′
DL′
X Xan
HilbXPn H
an DL D
an D′ an DL′ .
T T an
Q
η
P
P P
′
P
′
f
f
Let X and X ′ be birational irreducible symplectic varieties and fix a very ample L ∈ Pic(X).
Consider the induced embedding X →֒PN . Let HilbXPn be the irreducible component of the Hilbert
scheme containing the point [X ], and XHilb be the corresponding universal family. Denote the
pullback of O(1) by L ∈ Pic(XHilb).
Since the Kähler manifold X deforms unobstructed (see e.g. [Kaw92] and [Ran92]), there exists
a local deformation space Dan := Def(X) of X together with a universal family XDan . After
shrinking, we may assume that Dan is contractible. Let DL := Def(X,L) ⊆ Dan be the subset
parametrizing deformations of the pair (X,L). The choice of L implies that (up to shrinking DL)
there exists an open subset Han ⊆ HilbXPn such that the restriction XHan of the universal family
to Han induces a proper surjective morphism η : Han։DL.
For general t ∈ DL the Picard rank is ρ(Xt) = 1. Thus, the same is true for general t ∈ Han,
and general t ∈ HilbXPn . Therefore, there is a smooth quasi-projective curve T with a map f : T →
HilbXPn such that some point 0 ∈ T is mapped to [X ], and ρ(Xt) = 1 for a general element t ∈ T .
Let X be the pullback of XHilb to T . By shrinking T we may assume that X is smooth. Define
further T an := f−1(Han), and Xan as the pullback of X to T
an.
Fix a birational map ϕ : X 99K X ′. This is an isomorphism away from a set of codimension
at least two, and therefore induces an isomorphism ϕ∗ : H2(X ′,Z) → H2(X,Z) (see e.g. [Huy99,
Lemma 2.6]). Fix a lattice Λ which is isomorphic to H2(X,Z), together with a marking g of X
(i.e. an isomorphism g : H2(X,Z)→ Λ). This induces a marking g′ := g ◦ ϕ∗ of X ′.
Similar as above, X ′ deforms to X ′D′ an → D
′ an := Def(X ′), and if L′ ∈ Pic(X ′) corresponds to
L (via ϕ∗), the pair (X ′, L′) deforms to a subset DL′ := Def(X
′, L′).
Consider the period map P : Dan → Q = {x| q(x) = 0, q(x + x¯) > 0} ⊂ P(Λ ⊗ C), sending
t ∈ Dan to P(gt(H2,0(Xt))), where gt is the marking induced by parallel transport. Analogously,
define P′ : D′ an → Q. The Local Torelli Theorem states that these maps are local isomorphisms
(see [Bea83, Theorem 5]). Therefore, (up to further shrinking Dan and D′ an) they induce an
isomorphism P′−1 ◦ P : Dan → D′ an, which identifies DL with DL′ .
Claim 2.2. For any t ∈ P(Dan) ⊆ Q, the manifolds Xt := (XDan )P−1(t) and X
′
t := (X
′
D′ an)P′−1(t)
are birational.
Proof. For t ∈ P(Dan), let again gt : H2(Xt,Z) → Λ and g′t : H
2(X ′t ,Z) → Λ be the markings
induced from g and g′ by parallel transport. Let U ⊆ P(Dan) be the subset of elements u ∈ P(Dan),
for which there exists an isomorphism ϕu : Xu∼=X
′
u such that ϕ
∗
u = g
−1
u ◦ g
′
u, i.e. for u ∈ U , the
pairs (Xu, gu) and (X
′
u, g
′
u) correspond to the same point in the moduli space M of marked
hyperkähler manifolds.
In the following, we will show that U is a dense open subset in P(Dan). Therefore, for all
t ∈ P(Dan) the marked hyperkähler manifolds (Xt, gt) and (X ′t , g
′
t) correspond to non-separated
points in M and are thus birational (see [Huy99, Theorem 4.3]).
First observe that U is non-empty, since by [Huy99, Theorem 4.6’] (X, g) and (X ′, g′) are non-
separated points in M. By the Local Torelli Theorem, U is open.
In order to see that U ⊆ P(Dan) is dense, consider the set W := {w ∈ P(Dan) | ρ(Xw) = 0} ⊆
P(Dan). This is a complement of a union of countably many hypersurfaces. Since hypersurfaces
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are of real codimension two, the set W is still connected. Furthermore W ⊆ P(Dan) is dense, and
therefore W ∩ U 6= ∅. The same argument as in the proof of [Huy99, Theorem 5.1] shows that
W ∩ ∂ U = ∅, where ∂ U := U \ U denotes the border of U . Therefore U contains W , and in
particular it is dense in P(Dan). This proves Claim 2.2. 
Define X ′an as the pullback of X
′
D′ an to T
an along the composition P′−1 ◦ P ◦ η ◦ f . This
comes with L ′ ∈ Pic(X ′an). Denote the fibre over an element t ∈ T
an by X ′t := (X
′
an)t, and
let L ′t := L
′
∣∣
X ′t
. For general t ∈ T an, both Lt and L ′t have global sections by semicontinuity,
ρ(Xt) = ρ(X
′
t ) = 1 (this uses the choice of T ), and 0 < q(Lt) = q(L) = q(L
′) = q(L ′t ) (see
[Huy03b, Corollary 2.7]).
Claim 2.2 implies the existence of a birational map ϕ : Xt 99K X
′
t . The pullback ϕ
∗(L ′t ) has
nontrivial global sections and satisfies q(ϕ∗(L ′t )) = q(L
′
t ) = q(Lt). Therefore we can conclude that
ϕ∗(L ′t ) = Lt. The projectivity criterion for hyperkähler manifolds [Huy03a, Theorem 2] implies
that Lt = ϕ
∗(L ′t ) and L
′
t are ample line bundles. Therefore, ϕ extends to an isomorphism
ϕ : Xt∼=X ′t .
The set V ⊆ T an, where Lv and L
′
v are ample and define an isomorphism Xv
∼=X ′v is open
(see [Laz04, Theorem 1.2.17]), and by shrinking T an we may assume that V = T an \ {0}. Then
X ′an
∣∣
T an\{0}
∼=Xan
∣∣
T an\{0}
. Finally, define a complex manifold X ′ by gluing X ′an into X \X along
this isomorphism. Clearly, these X and X ′ satisfy the conditions of Proposition 2.1 and it suffices
to show, that X ′ is an algebraic space.
Since X is quasi-projective, we can consider its closure X with respect to an arbitrary embed-
ding into a projective space. Then define a complex space X ′ by gluing X \ X with X ′ along
X \X . With this construction X ′ is a Moishezon space, since X ′ is birational to X , which is
projective. Therefore, [Art70, Theorem 7.3] implies that X ′ corresponds to an algebraic space.
Conclude the proof of Proposition 2.1 by observing that the (Zariski-)open subset X ′ consequently
also exists as algebraic space. 
2.2. Intersection theory for algebraic spaces. As Edidin and Graham pointed out in [EG98,
Section 6.1], the whole intersection theory as presented in [Ful84, Chapters 1-6] still works in the
category of algebraic spaces. For an algebraic space, codim-k-cycles are defined as formal sums
with Z-coefficients of integral closed subspaces of codimension k in X . Rational equivalence is
generated by div(ϕ) for rational functions on codimension k − 1 subspaces W ⊆ X . Here, for
Y ⊆ W of codimension one and ϕ ∈ K(W ), the multiplicity multY (ϕ) can be defined by pulling
back to a representable étale covering (i.e. if f : U → X is a representable étale covering, then
multY (ϕ) := multf−1(Y )(f
∗ϕ)). With these definitions the results of [Ful84, Chapters 1-6] hold
in the category of algebraic spaces. In particular, Chow rings of algebraic spaces have the known
functorial properties (proper push-forward, Gysin morphism, pull-backs), and consequently every
smooth integral algebraic space admits an intersection pairing.
Analogously, specialization still works in the category of algebraic spaces:
2.2.1. The specialization map. Let us fix the notation for the specialization maps. Let T be a
smooth one-dimensional integral (separated) algebraic space and η be its generic point. Let π :
Y → T be a smooth morphism of integral algebraic spaces. Fix a C-rational point t ∈ T . There
is a commutative triangle:
CH(Y )
CH(Yη) CH(Yt) ,
rη st
σ
where st denotes the restriction to Yt (i.e. the pull-back to the special fibre, which coincides with the
specialization map of [Ful84, Chapter 10.1]). On the level of cycles, rη is defined as the restriction
to the generic fibre and σ as the composition of taking the closure in Y and restriction to Yt. The
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map σ is called specialization map. Commutativity of the triangle and compatibility of rη and σ
with rational equivalence may be checked explicitly.
All three maps are compatible with the intersection product, pull-back, proper push-forward,
and taking Chern classes.
By slight abuse of notation, we will not keep the family Y in the notation, but use the symbols
rη, st, and σ for various families.
3. Main theorem
In this section we state and prove Theorem 3.2, which is the main result of this article.
3.1. Notation and formulation of the theorem. Fix the following notation for the rest of the
article:
Notation. For birational irreducible symplectic varieties X and X ′ fix families X → T and
X ′ → T as in Proposition 2.1. Denote the generic point of T by η. The generic fibres of X and
X ′ are consequently denoted by Xη and X
′
η respectively. Then Ψ restricts to an isomorphism
ψ : Xη → X ′η . Let Γ be the graph of ψ, and Γ ⊆ X ×T X
′ be its closure. Finally, define
Z ⊆ X ×X ′ as the special fibre of Γ and denote the associated class in CH(X ×X ′) by [Z].
Let q and q′ be the projections from X ×X ′ to X and X ′ respectively.
Definition 3.1. Define [Z]∗ : CH(X) → CH(X ′) as the correspondence with kernel [Z], i.e. as
the map given by [Z]∗(α) := q
′
∗([Z].q
∗α) for all α ∈ CH(X).
We can now state the main result of this article, which is new even for the case of elementary
Mukai flops:
Theorem 3.2. Let X and X ′ be birational irreducible symplectic varieties. Then the map [Z]∗ :
CH(X) → CH(X ′) is an isomorphism of graded rings. Its inverse is the correspondence [Z]t∗ :
CH(X ′)→ CH(X) with kernel [Z] in the opposite direction.
The proof of this theorem is given in Section 3.3.
Remark 3.3. The fact that X and X ′ are irreducible symplectic varieties is only used in the proof
of Theorem 3.2 in order to deduce the existence of families as in Proposition 2.1. Therefore, the
theorem holds more generally, whenever the existence of such families is known.
Remark 3.4. Instead of Z, one could consider∆ ⊆ X×X ′, where∆ is the graph of a birational iso-
morphism. However, the map
[
∆
]
∗
is not multiplicative in general (deduce its non-multiplicativity
in the case of elementary Mukai flops e.g. from the computations of [LLW10, Example 6.6]).
3.2. Theorem 3.2 in cohomology. Before proving Theorem 3.2, we discuss the analogous state-
ment in cohomology.
For the purpose of this subsection it is enough to work in the more general setting of (not
necessarily projective) complex manifolds.
Let X and X ′ be birational compact hyperkähler manifolds. Then by [Huy03b, Theorem 2.5]
there exist deforming families of complex manifolds X and X ′ satisfying analogous conditions as
in Proposition 2.1. Define Z as above and let [Z] ∈ H∗(X ×X ′) be the cohomology class of the
analytic cycle Z. This induces a correspondence [Z]H∗ : H
∗(X,Z) → H∗(X ′,Z). The analogous
statement to Theorem 3.2 on the level of cohomology is:
Lemma 3.5 (cf. [Huy03b, Corollary 2.7]). The map [Z]H∗ : H
∗(X,Z)→ H∗(X ′,Z) is an isomor-
phism of graded rings.
Proof. This follows from Ehresmann’s Theorem (see e.g. [Voi07, Theorem 9.3]), since the cycle [Z]
is by definition the limit cycle of the graphs of the isomorphisms Xt∼=X ′t for t 6= 0. 
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3.3. Proof of Theorem 3.2. In order to prove the theorem, one needs to show:
• (Compatibility with graduation): The map [Z]∗ respects the grading of the Chow rings, i.e.
[Z]∗
(
CHk(X)
)
⊆ CHk(X ′).
• (Invertibility): The maps [Z]∗ and [Z]t∗ are inverse.
• (Multiplicativity): The map [Z]∗ is multiplicative, i.e. for all α, β ∈ CH(X) the equality
[Z]∗(α).[Z]∗(β) = [Z]∗(α.β) holds.
The compatibility with the graduation follows from the fact, that Z is of pure dimension dim(X).
Proof of invertibility. By symmetry of the situation, we only need to show that [Z]t∗◦[Z]∗ = id. The
map [Z]t∗ ◦ [Z]∗ is the correspondence with kernel α0 := pr13∗
(
[Z ×X ].[X × Zt]
)
∈ CH(X ×X),
where pr13 : CH(X × X
′ × X) → CH(X × X) is the projection to the first and third factor
(cf. [Ful84, Section 16.1]). We will show that α0 = [∆X ], using the existence of families as in
Proposition 2.1 and the specialization map (cf. Section 2.2.1).
Let X and X ′ be families as in Proposition 2.1 and keep the notation of Section 3.1. Consider
the cycle
α := pr13∗
(
[Γ×TX ].[X ×T Γ
t
]
)
∈ CH(X ×T X ),
where once again pr13 is the projection to the first and third factor. Its restriction to the generic
fibre is αη := rη(α) = pr13∗
(
[Γ×k(η) Xη].[Xη ×k(η) Γ
t]
)
∈ CH(Xη ×k(η) Xη). Using the fact that
Γ is the graph of an isomorphism, this can explicitly be determined as: αη = [∆Xη ].
Since, moreover, the restriction of α to the special fibre is s0(α) = α0, this allows us to conclude:
α0 = s0(α) = σ(αη) = σ([∆Xη ]) = [∆X ],
thus proving the invertibility of [Z]∗.
Proof of multiplicativity. Let ∆3 ⊆ X×X ×X be the small diagonal, i.e. the image of the natural
inclusion X →֒X ×X ×X and denote the small diagonal in X ′ ×X ′ ×X ′ by ∆′3. Consider the
following diagram:
CH(X)× CH(X) CH(X ′)× CH(X ′)
CH(X ×X) CH(X ′ ×X ′)
CH(X) CH(X ′) .
[Z]∗ × [Z]∗
× ×
[Z × Z]∗
[∆3]∗ [∆
′
3]∗
[Z]∗
We will show the following:
(a) The composition [∆3]∗ ◦× coincides with the multiplication and the same holds for [∆′3]∗ ◦×,
(b) the upper rectangle is commutative, and
(c) also the lower rectangle is commutative.
Together, this proves the proposition.
Proof of (a). Since the correspondence with kernel [∆3] is just pulling back to the diagonal, this
follows from the reduction to the diagonal (see [Har77, p. 427]). This also holds for [∆′3]∗ ◦ ×.
Proof of (b). Use functoriality of × (see [Ful84, Proposition 1.10]) to check this explicitly.
Proof of (c). We will apply similar methods as for the proof of the invertibility of [Z]∗. Let
p124 : X ×X ×X ×X ′ → X ×X ×X ′ be the projection to the first, second, and fourth factor,
and p125 : X ×X ×X ′ ×X ′ ×X ′ → X ×X ×X ′ be the projection to the first, second and fifth
factor. Then [Z]∗ ◦ [∆3]∗ is the correspondence with kernel α0 := p124∗
(
[∆3 ×X ′].[X ×X × Z]
)
(see [Ful84, Chapter 16.1]), and analogously [∆′3]∗ ◦ [Z × Z]∗ is the correspondence with kernel
β0 := p125∗
(
[Z × Z ×X ′].[X ×X ×∆′3]
)
.
Consider families X and X ′ as in Proposition 2.1, and keep the notation of Section 3.1. Denote
by ∆η3 the small diagonal in X ×T X ×T X and by ∆′η3 the small diagonal in X
′×T X ′×T X ′.
Then α0 is the specialization of the cycle α := p124∗
(
[∆η3 ×T X ′].[X ×T X ×T Γ]
)
and β0 is the
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specialization of the cycle β := p125∗
(
[Γ×T Γ×TX ].[X ×T X ×T ∆′η3]
)
. Here, p124 and p125 are
similar as before.
It is thus enough to show that rη(α) coincides with rη(β). Let Σ be the image of the map
Xη → Xη ×k(η) Xη ×k(η) X
′
η , which is induced by the identity in the first two factors and the
isomorphism Xη ∼=X ′η in the last factor. Observe that:
rη(α) = p124∗
(
[∆η3 ×k(η) X
′
η ].[Xη ×k(η) Xη ×k(η) Γ]
)
= [Σ] = p125∗
(
[Γ×k(η) Γ×k(η) Xη].[Xη ×k(η) Xη ×k(η) ∆
′
η3]
)
= rη(β).
This concludes the proof of multiplicativity and thus the proof of Theorem 3.2. 
4. First applications
In this section we give first applications of Theorem 3.2: We relate it to the conjectural Bloch–
Beilinson filtration and apply it to Beauville’s conjecture on the weak splitting property and Voisin’s
generalization.
Throughout this section, we will always work with the rational Chow rings CHQ(X).
4.1. Application to the Bloch–Beilinson filtration. In contrast to the cohomology ring of a
variety, the Chow ring is not well understood. While the Hodge conjecture predicts the image of
the cycle class map
cX : CHQ(X)→ H
∗(X,Q),
its kernel is still rather mysterious.
The Bloch–Beilinson conjecture predicts for arbitrary smooth projective X the existence of a
descending filtration
CHkQ(X) = F
0CHkQ(X) ⊇ . . . ⊇ F
k+1 CHkQ(X) = 0 ,
which is functorial, compatible with multiplication, and satisfies F 1CHQ(X) = ker(cX). There are
various candidates for such a filtration. For a discussion of this topic we refer to [Jan94, p. 245 ff.].
Now consider birational irreducible symplectic varieties X and X ′ and a functorial candidate
F i for the filtration. As an immediate consequence of Theorem 3.2, one observes F iCHkQ(X
′) =
[Z]∗
(
F iCHkQ(X)
)
. In particular, F k+1 CHkQ(X) = 0 if and only if F
k+1 CHkQ(X
′) = 0.
4.2. Application to conjectures of Beauville and Voisin. The original motivation for this ar-
ticle was to generalize [Bea07, Proposition 2.6]. In this subsection we present such a generalization
deducing it from our previous results.
Let X be a nonsingular complex projective variety. In [Bea07] Beauville defines DCH(X) ⊆
CHQ(X) as the subalgebra generated by divisor classes. Then X satisfies the weak splitting property
if the restriction of the cycle class map to
DCH(X) →֒H∗(X,Q)
is injective. This notion was inspired by the fact that for a simply connected X the weak splitting
property is satisfied, if its Bloch–Beilinson filtration splits (i.e. comes from a ring graduation
F pCHkQ(X) =
⊕k
j=p F˜
j CHkQ(X)).
Beauville formulates the following conjecture:
Conjecture 4.1 ([Bea07]). An irreducible symplectic projective variety satisfies the weak splitting
property.
A stronger version of this conjecture was formulated by Voisin in [Voi08]: Define R(X) ⊆
CHQ(X) as the subalgebra generated by CH
1
Q(X) together with {ci(TX)}i∈N .
Conjecture 4.2 ([Voi08, Conjecture 1.3]). For any irreducible symplectic complex variety X the
restriction cX
∣∣
R(X)
: R(X) →֒H∗(X,Q) of the cycle class map to the subalgebra R(X) is injective.
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For K3 surfaces S the subalgebras DCH(S) and R(S) coincide, and the conjectures are known
to be true in this case (see [BV04]).
Furthermore, Beauville proves in [Bea07] that for any K3 surface S the Hilbert schemes Hilb2(S)
and Hilb3(S) satisfy the weak splitting property. In [Voi08], Voisin extends this result by showing
that Hilbn(S) already satisfies Conjecture 4.2, if n ≤ 2 b2(S)tr +4. Here, b2(S)tr denotes the rank
of the transcendental lattice of S.
Beauville shows ([Bea07, Proposition 2.6]) that the weak splitting property is invariant under
elementary Mukai flops (cf. Section 6.1). By means of Theorem 3.2, we can generalize this to
arbitrary birational correspondences on the one hand, and to the more general conjecture of Voisin
on the other hand. At the same time, the proof below is simpler than the one in [Bea07], as it does
not make any use of the multiplicative structure of the cohomology of an irreducible symplectic
variety.
Theorem 4.3. Conjecture 4.1 and Conjecture 4.2 are both invariant under birational correspon-
dences; i.e. for birational irreducible symplectic varieties X and X ′, the restriction cX
∣∣
DCH(X)
is
injective if and only if cX′
∣∣
DCH(X′)
is, and the same holds for cX
∣∣
R(X)
.
The following facts will be useful for the proof:
Lemma 4.4. If X and X ′ are birational irreducible symplectic varieties, then [Z]∗
(
ci(TX)
)
=
ci(TX′) for any i ∈ N.
Proof. Let once again X and X ′ be families as in Proposition 2.1 and keep the notation of
Section 3.1. Consider the cycle α := [Γ]∗
(
ci(TX |T )
)
∈ CH(X ′). Its restriction to the special fibre
is [Z]∗
(
ci(TX′)
)
. Now, one only needs to observe:
αη := rη(α) = [Γ]∗
(
ci(TXη |k(η))
)
= ci(TX′η |k(η)).
Application of the specialization map concludes the proof. 
For later use, note that this immediately implies:
Corollary 4.5. If X and X ′ are birational irreducible symplectic varieties, then [Z]∗
(
td(X)
)
=
td(X ′). 
Lemma 4.6. Let X and X ′ be birational irreducible symplectic varieties. Then [Z]∗ restricts to
isomorphisms [Z]∗ : DCH(X)
∼=
−→DCH(X ′) and [Z]∗ : R(X)
∼=
−→R(X ′).
Proof. The first part is an immediate consequence of Theorem 3.2. The second part follows from
Lemma 4.4. 
Proof of Theorem 4.3. The isomorphisms of Lemma 4.6 complete the following commutative dia-
gram:
DCH(X) DCH(X ′)
R(X) R(X ′)
CHQ(X) CHQ(X
′)
H∗(X,Q) H∗(X ′,Q) .
∼=
∼=
∼=
[Z]∗
cX cX′
∼=
[Z]H∗
Theorem 4.3 follows immediately. 
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5. General facts on Chow rings
For most of the rest of the article, we will present an alternative proof for the multiplicativity
of [Z]∗ in the case of general Mukai flops. In this special case, one can make explicit calculations
in the Chow rings. While it is interesting to see that it can be done, the proof is much more
intricate without the use of families as in Proposition 2.1. This indicates that even for these most
fundamental examples of birational transforms between irreducible symplectic varieties, Theorem
3.2 is a non-trivial result.
For the convenience of the reader and to fix notations we recall some standard results on Chow
rings of projective bundles and blow-ups in this section. All results can be found in or deduced
from [Ful84].
5.1. On the Chow ring of projective bundles. This subsection recalls statements on the Chow
rings of projective bundles. In particular, we express the Chern classes of their relative cotangent
bundle explicitly.
Let S be a nonsingular quasi-projective complex variety, F a locally free sheaf on S, and π :
P(F ) := Proj
(
Sym(F ∨)
)
→ S the natural proper projection.
Lemma 5.1. The Chern classes of the relative cotangent bundle of P(F ) are given by the following
formula:
ci(ΩP(F )|S) = (−1)
i
i∑
j=0
(
rk (F )− j
i− j
)
π∗(cj(F )).
(
c1(OP(F )(1))
)i−j
.
Proof. Use the Euler sequence:
(5.1) 0−→ΩP(F )|S −→π
∗(F ∨)(−1)−→OP(F )−→ 0,
and multiplicativity of Chern polynomials (ct(F ) :=
∑
ci(F ) t
i) to get
ct(ΩP(F )|S) = ct
(
π∗(F ∨)⊗ OP(F )(−1)
)
.
Then use that for any line bundle L :
(5.2) ci(F ⊗L ) =
i∑
j=0
(
rk (F )− j
i− j
)
cj(F ).
(
c1(L )
)i−j
(see [Ful84, Example 3.2.2]). 
The following fact will be needed several times.
Lemma 5.2. Let still π : P(F )→ S be a projective bundle over S and OP(F )(1) be its relative O(1)
with respect to the bundle structure F . Then:
π∗
((
c1(OP(F )(1))
)k)
=


0 for k < rk(F )− 1
1S for k = rk(F )− 1
−c1(F ) for k = rk(F ) .
Proof. The expression in question yields the Segre classes of F . The lemma then follows from basic
properties of Segre classes (see [Ful84, Proposition 3.1.(a)]), and from the definition of the total
Chern class as inverse of the total Segre class ([Ful84, p. 50]). 
In the later calculation an explicit expression for still another Chern class is needed:
Lemma 5.3. The following equality holds:
ci
(
ΩP(F )|S ⊗ OP(F )(1)
)
=
i∑
m=0
(−1)mc1(OP(F )(1))
m.π∗
(
ci−m(F
∨)
)
.
Proof. The proof is an application of (5.2), Lemma 5.1 and the following result on binomial coef-
ficients: 
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Claim 5.4. Fix r ∈ N. For any 0 ≤ k ≤ i ≤ r, the following identity holds:
i∑
j=k
(−1)j+k
(
r − j
i− j
)(
r + 1− k
j − k
)
= (−1)i+k.
Proof. Introduce a notation for the left hand side:
T ri,k :=
i∑
j=k
(−1)j+k
(
r − j
i− j
)(
r + 1− k
j − k
)
.
Then check directly that T rr,k = (−1)
r+k. To conclude the proof it is enough to show that for
i < r the equality T ri+1,k+1 = T
r
i,k holds. This can be done by a computation, using the relations
between binomial coefficients several times. 
5.2. On the Chow ring of a blow-up. Let X be a nonsingular quasi-projective complex variety.
Furthermore, let P be a closed subvariety of codimension r in X , which is also nonsingular. Let
the following be the diagram of a blow-up:
E Xˆ
×
P X .
j
η ϕ
i
In this situation the blow-up Xˆ of X along P is known to be nonsingular and the exceptional
divisor E is isomorphic to P(NP |X). Let W := η
∗(NP |X)/OP(NP|X)(−1).
The following proposition provides the most important facts on the Chow ring of a blow-up.
For proof see [Ful84, Proposition 6.7].
Proposition 5.5. With the notation introduced above:
(a) (Key Formula). For all γ ∈ CH(P ),
ϕ∗i∗(γ) = j∗
(
cr−1(W ).η
∗(γ)
)
in CH(Xˆ).
(b) For all α ∈ CH(X), ϕ∗ϕ∗(α) = α.
(c) If ε ∈ CH(E) and η∗(ε) = 0 = j∗j∗(ε), then ε = 0.
(d) There is a split exact sequence of abelian groups:
0 CH(P ) CH(E)⊕ CH(X) CH(Xˆ) 0
f g
with f(γ) =
(
cr−1(W ).η
∗(γ),−i∗(γ)
)
and g(ε, α) = j∗(ε)+ϕ
∗(α). A left inverse for f is given
by (ε, α) 7→ η∗(ε).
Furthermore, the following lemmas will be used in later proofs.
Lemma 5.6. One has η∗
(
cr−1(W )
)
= 1P .
Proof. Applying Lemma 5.3 to W ∼=
(
ΩP(NP |X)|P ⊗ OP(NP|X)(1)
)
∨ yields the equality
(5.3) cr−1(W ) = (−1)
r−1
r−1∑
m=0
(−1)m
(
c1
(
OP(NP|X )(1)
))m
.η∗
(
cr−1−m(NP |X
∨)
)
.
The result thus follows by Lemma 5.2. 
Lemma 5.7. Let αˆ ∈ CH(Xˆ) with ϕ∗(αˆ) = 0. Then there exists a unique element ε ∈ CH(E)
satisfying αˆ = j∗(ε) and η∗(ε) = 0.
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Proof. By Proposition 5.5.d there exist elements ε′ ∈ CH(E) and α ∈ CH(X) with αˆ = j∗ε′+ϕ∗α.
Applying ϕ∗, one obtains: ϕ∗(αˆ) = ϕ∗(j∗ε
′ + ϕ∗α) = ϕ∗j∗ε
′ + ϕ∗ϕ
∗α
5.5.b
= i∗η∗ε
′ + α.
By assumption, ϕ∗(αˆ) = 0 and therefore α = i∗η∗(−ε′). One obtains:
(5.4) ϕ∗(α) = ϕ∗i∗η∗(−ε
′)
5.5.a
= j∗
(
cr−1(W ).η
∗
(
η∗(−ε
′)
))
.
Set ε := ε′ −
(
cr−1(W ).η
∗(η∗(ε
′))
)
. Then αˆ = j∗ε
′ + ϕ∗α
(5.4)
= j∗(ε) and
η∗(ε)
(PF)
= η∗(ε
′)− η∗
(
cr−1(W )
)
.η∗(ε
′)
5.6
= 0,
where “(PF)” denotes application of the projection formula, as it will always do in this article.
Proposition 5.5.c gives the uniqueness of ε. 
6. Multiplicativity of [Z]∗ for general Mukai flops
The aim of this section is to prove in a more explicit way that for a general Mukai flop the map
[Z]∗ is multiplicative (see Proposition 6.6). In the first part of this section, we will briefly recall
the construction of a Mukai flop in order to fix the notation. After further preparation, we will
present the alternative proof of Proposition 6.6 in Section 6.3.
6.1. Mukai flops: Notation and basic facts. In this subsection we outline the construction
of a Mukai flop (as introduced in [Muk84]) in order to fix notation for the rest of the article.
Furthermore we recall some standard facts for future reference.
Let X be an irreducible symplectic variety and σ a non-degenerated two-form generating
H0(X,Ω2X). Let P ⊆ X be a nonsingular closed subvariety of codimension r, which is a P
r-
bundle, i.e. P ∼=P(F )
pi
−→ S for some nonsingular complex projective variety S and a vector
bundle F of rank r + 1 on S.
Define Xˆ as the blow-up of X along P . Let E denote its exceptional divisor. Set furthermore
P ′ := P(F ∨).
Since in this situation ΩP |S ∼=NP |X , there is an isomorphism between E and P(ΩP |S) which
on the other hand is isomorphic to the incidence variety W := {(l, λ)| l ∈ λ} ⊆ P(F ) ×S P(F ∨).
Clearly:
Lemma 6.1.
(1) Via the isomorphism P(ΩP(F )|S)∼=W , the bundle OP(ΩP(F )|S)(1) corresponds to
pr∗P
(
OP(F )(1)
)
⊗ pr∗P ′
(
OP(F ∨)(1)
)
.
(2) The normal bundle N
E| Xˆ corresponds to pr
∗
P
(
OP(F )(−1)
)
⊗ pr∗P ′
(
OP(F ∨)(−1)
)
via E∼=W .
Since the situation is symmetric in P and P ′ one can apply [Art70, Corollary 6.11] to see that
a blow-down of Xˆ along P(ΩP(F ∨)|S)→ P
′ exists in the category of algebraic spaces.
Definition 6.2. If X ′ is once again a projective variety, X ← Xˆ → X ′ is called a general Mukai
flop or just Mukai flop. In the special case where P ∼=Pn, the triple X ← Xˆ → X ′ is called
elementary Mukai flop.
In this situation X ′ is automatically nonsingular (cf. [Nak71] and [FN72]). Furthermore, X ′
is again an irreducible symplectic variety and has a unique symplectic structure, which coincides
with σ outside P ′.
Remark 6.3. If dim(X) = 4, elementary Mukai flops play a particularly important role: Any bi-
rational transform between four-dimensional irreducible symplectic varieties is a finite composition
of elementary Mukai flops. This is a consequence of [Wie02, Theorem 2].
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Throughout the rest of the article denote the natural maps as in the following diagram:
E
Xˆ
P X X ′ P ′ .
j
η η′
ϕ ϕ′
i i′
Definition 6.4. Fix the following notations:
h := c1(OP(F )(1)) ∈ CH(P )
(
= CH(P(F ))
)
,
l := c1(OP(F ∨)(1)) ∈ CH(P
′)
(
= CH(P(F ∨))
)
,
H := η∗(h) ∈ CH(E),
L := η′∗(l) ∈ CH(E).
Since the Chow ring CH(P ) of the projective bundle P
pi
−→S turns via π∗ into a free CH(S)-
module with basis 1, h, ..., hr, we can define:
Definition 6.5. Let α ∈ CH(X) and consider i∗(α) ∈ CH(P ). For k = 0, 1, . . . , r define σαk ∈
CH(S) as the unique elements such that
i∗(α) =
r∑
k=0
π∗(σαk )h
k.
For a general Mukai flop the families as in Proposition 2.1 can be chosen such that
(6.1) Z = Xˆ ∪ P ×S P
′.
This follows from the proof of [Huy97, Theorem 3.4]. From now on we will work with this Z.
We can now state the following proposition, which is part of the statement of Theorem 3.2:
Proposition 6.6. Let X ← Xˆ → X ′ be a general Mukai flop. Then the map [Z]∗ : CH(X) →
CH(X ′) (as in Definition 3.1) is multiplicative.
Proving this by explicit computations will take up the rest of this section.
Remark 6.7. In [Bea07, Lemma 2.7] Beauville considers an elementary Mukai flop X ← Xˆ→ X ′,
where P ∼=Pr. He states that for α ∈ CH1(X) the equality
(
[Xˆ]∗(α)
)r+1
= [Xˆ]∗(α
r+1) holds.
Generalizing this lemma finally led to Proposition 6.6 and later to Theorem 3.2. Note, that already
for elementary Mukai flops Proposition 6.6 is a significant generalization of Beauville’s Lemma.
6.2. Basic calculations. With the notation of Section 6.1 we will now give some lemmas which
are used in the later calculations.
Lemma 6.8. The first Chern classes of OP(ΩP |S)(1) and NE| Xˆ may be expressed in the following
way:
c1(NE| Xˆ) = −H − L and c1
(
OP(ΩP |S)(1)
)
= H + L .
By symmetry also c1
(
OP(ΩP ′|S)(1)
)
= H + L .
Proof. This is a direct corollary from Lemma 6.1. 
Corollary 6.9. The class H coincides with the first Chern class of the relative O(1) on E, with
respect to the bundle structure E∼=P
(
ΩP ′|S ⊗ OP(F ∨)(1)
)
. 
As a consequence, H fulfils the following Chern class identity:
(6.2)
r∑
n=0
η′∗
(
cr−n
(
ΩP ′|S ⊗ OP(F ∨)(1)
))
.Hn = 0 .
ON THE CHOW RING OF BIRATIONAL IRREDUCIBLE SYMPLECTIC VARIETIES 13
Lemma 6.10. The following identities in CH(P ′) hold:
η′∗(H
k) = η′∗η
∗(hk) =


0 for k ≤ r − 2
1X′ for k = r − 1
l − π′∗c1(F ) for k = r.
Proof. By Lemma 6.8 one obtains H = c1(OP(ΩP ′|S)(1)) − L. The statement for k ≤ r − 2 and
k = r − 1 then follow directly from Lemma 5.2. For the case k = r apply Lemma 5.1 additionally,
in order to determine c1(ΩP ′|S). 
Let us now prove the following more explicit form of [Z]∗ (for general Mukai flops):
Lemma 6.11. For all α ∈ CH(X), the map [Z]∗ is given by the following formula:
[Z]∗(α) = ϕ
′
∗ϕ
∗(α) + i′∗π
′∗(σαr ) ,
where
∑r
k=0 π
∗(σαk )h
k = i∗α as in Definition 6.5.
Proof. Consider the two natural commutative diagrams:
Xˆ
X ×X ′
X X ′
ιXˆ
ϕ ϕ′
q q′
and
P ×S P
′
X ×X ′
P X X ′ P ′.
ιP×SP ′
prP prP ′
q q′
i i′
One computes:
[Z]∗(α) = q
′
∗([Z].q
∗α)
(6.1)
= q′∗
(
ιXˆ∗(1Xˆ).q
∗α
)
+ q′∗
(
ιP×SP ′∗(1P×SP ′).q
∗α
)
(PF)
= ϕ′∗(ϕ
∗α) + i′∗prP ′∗(pr
∗
P i
∗α).(6.3)
The diagram
P ×S P ′
P × P ′
S
prP prP ′
pi pi′
is a fibre product by definition. Furthermore π and π′ are both flat and proper. Given this
situation, [Ful84, Proposition 1.7] states that prP ′∗ pr
∗
P = π
′∗π∗.
Since furthermore by Lemma 5.2:
(6.4) π∗h
k =
{
1S if k = r
0 if k ≤ r
(recall that in our setting rk(F ) = r + 1), one obtains:
prP ′∗(pr
∗
P i
∗α) = π′∗π∗i
∗α
6.5
=
r∑
k=0
π′∗π∗(π
∗σαk .h
k)
(PF)
=
r∑
k=0
π′∗(σαk .π∗h
k) = π′∗(σαr ) .(6.5)
Inserting this equality into (6.3) yields:
[Z]∗(α)
(6.3)
= ϕ′∗(ϕ
∗α) + i′∗prP ′∗(pr
∗
P i
∗α) = ϕ′∗ϕ
∗α+ i′∗π
′∗(σαr ) ,
which concludes the proof. 
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At last, deduce from the self-intersection formula ([Ful84, p. 103]) that for any regular embedding
i : P →֒X of codimension r between complex varieties and for any α, β ∈ CH(P ) the following
formula holds:
(6.6) i∗(α).i∗(β) = i∗
(
α.β.cr(NP |X)
)
.
6.3. Proof of Proposition 6.6 (explicit version). Note that [Z]∗ is additive and [Z]∗(1X) =
1X′ . Since furthermore [Z] ∈ CH
dimX(X × X ′), the map [Z]∗ respects the grading. It is hence
enough to show multiplicativity of [Z]∗ .
The proof relies on the explicit description of the Chow rings of projective bundles. We will
show that the deviation from multiplicativity of [Z]∗ is of the form i
′
∗(γ). One such element γ can
then be determined by calculations in the Chow rings of P , E, and P ′ and turns out to be zero.
Preparation. For α ∈ CH(X) set:
∆α := ϕ
′∗ϕ′∗ϕ
∗(α)− ϕ∗(α)
and
Eα := j
∗ϕ∗(α) = η∗i∗(α) .
With this definition ϕ′∗(∆α) = (ϕ
′
∗ϕ
′∗)ϕ′∗ϕ
∗(α)− ϕ′∗ϕ
∗(α)
5.5.b
= ϕ′∗ϕ
∗(α)− ϕ′∗ϕ
∗(α) = 0. There-
fore, Lemma 5.7 yields a unique element
δα ∈ CH(E), with j∗(δα) = ∆α and η
′
∗(δα) = 0.
We now start to study the map [Z]∗ .
Let α, β ∈ CH(X). By Lemma 6.11 we know:
[Z]∗α.[Z]∗β =
(
ϕ′∗ϕ
∗(α) + i′∗(π
′∗σαr )
)
.
(
ϕ′∗ϕ
∗(β) + i′∗(π
′∗σβr
)
)
= ϕ′∗ϕ
∗(α).ϕ′∗ϕ
∗(β) + ϕ′∗ϕ
∗(α).i′∗(π
′∗σβr )︸ ︷︷ ︸
(∗)
+ i′∗(π
′∗σαr ).ϕ
′
∗ϕ
∗(β)︸ ︷︷ ︸
(∗∗)
+ i′∗(π
′∗σαr ).i
′
∗(π
′∗σβr )︸ ︷︷ ︸
(∗∗∗)
.
Using the definition of ∆α and ∆β , one obtains furthermore:
ϕ′∗ϕ
∗(α).ϕ′∗ϕ
∗(β)
5.5.b
= ϕ′∗ϕ
′∗
(
ϕ′∗ϕ
∗(α).ϕ′∗ϕ
∗(β)
)
= ϕ′∗
(
(ϕ∗(α) + ∆α)(ϕ
∗(β) + ∆β)
)
= ϕ′∗
(
ϕ∗(α.β)
)
+ ϕ′∗
(
∆α.ϕ
∗(β)
)︸ ︷︷ ︸
(I)
+ϕ′∗
(
ϕ∗(α).∆β
)︸ ︷︷ ︸
(II)
+ϕ′∗
(
∆α.∆β
)︸ ︷︷ ︸
(III)
.
Together, this yields:
[Z]∗α.[Z]∗β = ϕ
′
∗ϕ
∗(α).ϕ′∗ϕ
∗(β) + (∗) + (∗∗) + (∗∗∗)
= ϕ′∗ϕ
∗(α.β) + (I) + (II) + (III) + (∗) + (∗∗) + (∗∗∗) .
On the other hand, [Z]∗(α.β) is (by Lemma 6.11) known to be:
[Z]∗(α.β) = ϕ
′
∗ϕ
∗(α.β) + i′∗π
′∗(σα.βr ).
In order to prove multiplicativity of [Z]∗ it is hence enough to show that:
(6.7) (I) + (II) + (III) + (∗) + (∗∗) + (∗∗∗) = i′∗π
′∗(σα.βr ).
This will be shown by explicit calculations.
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First expression for (I) + (II) + (III). Rewrite (I), (II), and (III) to see that they lie in the push
forward of CH(P ′).
(I) = ϕ′∗
(
∆α.ϕ
∗(β)
)
= ϕ′∗
(
j∗(δα).ϕ
∗(β)
) (PF)
= ϕ′∗j∗
(
δα. j
∗ϕ∗(β)︸ ︷︷ ︸
=Eβ
)
6.5
= i′∗η
′
∗
(
δα.
( r∑
i=0
η′∗π′∗σβi .H
i
)) (PF)
= i′∗
( r∑
i=0
π′∗σβi .η
′
∗(δα.H
i)
)
.(6.8)
Switching the roles of α and β, one obtains: (II) = ϕ′∗j∗(Eα.δβ).
(III) = ϕ′∗(∆α.∆β) = ϕ
′
∗
((
ϕ′∗ϕ′∗ϕ
∗(α) − ϕ∗(α)
)
.j∗(δβ)
)
(PF)
= ϕ′∗ϕ
∗(α). ϕ′∗ j∗(δβ)︸ ︷︷ ︸
∆β︸ ︷︷ ︸
=0
−ϕ′∗j∗
(
j∗ϕ∗(α).δβ
)
= −ϕ′∗j∗(Eα.δβ) = −(II) .
Hence one obtains:
(6.9) (I) + (II) + (III) = (I)
(6.8)
= i′∗
( r∑
i=0
π′∗σβi .η
′
∗(δα.H
i)
)
.
Note that this expression consist of terms of the form i′∗
(
ξ.η′∗(δα.H
i)
)
, with ξ ∈ CH(P ′) .
Expression for i′∗
(
ξ.η′∗(δα.H
i)
)
independent of δα. Fix a class ξ ∈ CH(P ′) and 0 ≤ j ≤ r. The
expression ϕ′∗
(
∆α.j∗(η
′∗ξ.Hj)
)
can be rewritten in two different ways.
On the one hand:
ϕ′∗
(
∆α.j∗(η
′∗ξ.Hj)
)
= ϕ′∗
((
ϕ′∗ϕ′∗ϕ
∗(α) − ϕ∗(α)
)
.j∗(η
′∗ξ.Hj)
)
(PF)
= ϕ′∗ϕ
∗(α).ϕ′∗j∗(η
′∗ξ.Hj)− ϕ′∗j∗
(
j∗ϕ∗(α).η′∗ξ.Hj
)
= ϕ′∗ϕ
∗(α).i′∗η
′
∗(η
′∗ξ.Hj)− i′∗η
′
∗(Eα.η
′∗ξ.Hj)
(PF)
= ϕ′∗ϕ
∗(α).i′∗
(
ξ. η′∗(H
j)︸ ︷︷ ︸
=0 ∀j≤r−2
)
− i′∗
(
ξ.η′∗(Eα.H
j)
)
.
On the other hand using (6.6) and Lemma 6.8 yields:
ϕ′∗
(
∆α.j∗(η
′∗ξ.Hj)
)
= ϕ′∗
(
j∗(δα).j∗(η
′∗ξ.Hj)
)
= i′∗
(
ξ.η′∗
(
δα.H
j(−H − L)
))
.
Together this shows:
(6.10) i′∗
(
ξ.η′∗
(
δα.H
j(H + L)
))
= i′∗
(
ξ.η′∗(Eα.H
j)
)
, ∀ 0 ≤ j ≤ r − 2.
Furthermore, for j = r − 1 the above equality becomes (using η′∗(H
r−1) = 1P ′):
(6.11) ϕ′∗ϕ
∗(α).i′∗ξ = i
′
∗
(
ξ.η′∗(Eα.H
r−1)
)
− i′∗
(
ξ.η′∗
(
δα.H
r−1(H + L)
))
.
By means of (6.10) we now prove:
Claim 6.12. For all 0 ≤ j ≤ r − 1 and for all ξ ∈ CH(P ′) the following equation holds:
i′∗
(
ξ.η′∗(δα.H
j)
)
=
j−1∑
i=0
(−1)i i′∗
(
ξ.li.η′∗(Eα.H
j−i−1)
)
.
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Proof. In the case j = 0, it is enough to recall that η′∗(δα) = 0 by the choice of δα. The full
statement then follows inductively from the equation
i′∗
(
ξ.η′∗(δα.H
j+1)
)
+ i′∗
(
ξ.l.η′∗(δα.H
j)
) (PF)
= i′∗
(
ξ.η′∗(δα.H
j(H + L))
) (6.10)
= i′∗
(
ξ.η′∗(Eα.H
j)
)
which holds for 0 ≤ j ≤ r − 2. 
First expressions for (∗), (∗∗) and (∗∗∗). We now rewrite the terms (∗), (∗∗) and (∗∗∗). The new
forms will show that they are in the image of i′∗ : CH(P
′)→ CH(X ′).
Use (6.11) and Claim 6.12 to see:
(∗) = ϕ′∗ϕ
∗(α).i′∗(π
′∗σβr )
(6.11)
= i′∗
(
π′∗σβr .η
′
∗(Eα.H
r−1)− π′∗σβr .l.η
′
∗(δα.H
r−1)− π′∗σβr .η
′
∗(δα.H
r)
)
6.12
= i′∗
(
π′∗σβr .η
′
∗(Eα.H
r−1)− π′∗σβr .
r−2∑
i=0
(−1)i.li+1.η′∗(Eα.H
r−1−i−1)− π′∗σβr .η
′
∗(δα.H
r)
)
= i′∗
(
π′∗σβr .
r−1∑
i=0
(−1)i.li.η′∗(Eα.H
r−i−1)− π′∗σβr .η
′
∗(δα.H
r)
)
.(6.12)
Switching α and β, one obtains the following expression for (∗∗):
(6.13) (∗∗) = i′∗
(
π′∗σαr
r−1∑
i=0
(−1)i.li.η′∗(Eβ .H
r−i−1)− π′∗σαr .η
′
∗(δβ .H
r)
)
.
For (∗∗∗), application of (6.6) gives:
(6.14) (∗∗∗) = i′∗(π
′∗σαr ).i
′
∗(π
′∗σβr ) = i
′
∗
(
π′∗(σαr .σ
β
r ).cr(ΩP ′|S)
)
.
Notation: τi,j. Apply the fact that via π
∗ the ring CH(P ) is a free CH(S)-module generated by
1, h, h2, ...hr, to make the following definition:
Definition 6.13. Let i ∈ N0. Define τi,j ∈ CH(S) for j = 0, 1, . . . , r as the unique elements such
that:
hi =
r∑
j=0
π∗(τi,j).h
j .
Furthermore, set τi,j = 0 for all j /∈ {0, 1, . . . , r}.
Remark 6.14. Note that with this definition τi,j = δi,j .1S for all i ≤ r, where δi,j is the Kronecker
delta.
Remark 6.15. There is a recursive relation between the τi,j given by:
τi+1,j = τi,j−1 − cr+1−j(F ) τi,r .
Proof of Remark 6.15. The statement follows by comparing the coefficients in:
hi+1 = h.hi =
r∑
j=0
π∗(τi,j).h
j+1 =
r∑
j=1
π∗(τi,j−1).h
j −
r∑
j=0
π∗
(
τi,r cr+1−j(F )
)
hj .

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Final expression for i′∗
(
π′∗(σα.βr )
)
. With this notation, we can express the right hand side of (6.7)
more explicitly:
i′∗
(
π′∗(σα.βr )
) (6.5)
= i′∗π
′∗
(
π∗(i
∗(α.β))
)
= i′∗π
′∗π∗
(( r∑
k=0
π∗(σαk ).h
k
)( r∑
j=0
π∗(σβj ).h
j
))
= i′∗π
′∗
( r∑
k=0
r∑
j=0
σαk σ
β
j
r∑
m=0
τk+j,m.π∗(h
m)
)
(6.4)
= i′∗π
′∗
( r∑
k=0
r∑
j=0
σαk σ
β
j .τk+j,r
)
.(6.15)
In the sequel, we study the summands on the left hand side of (6.7).
Final expression for (I) + (II) + (III) + (∗). From (6.12) together with (6.9) one obtains:
(I)+(II) + (III) + (∗)
= i′∗

 r∑
j=0
π′∗σβj .η
′
∗(δα.H
j)

+ i′∗
(
π′∗σβr
r−1∑
i=0
(−1)i.li.η′∗(Eα.H
r−i−1)− π′∗σβr .η
′
∗(δα.H
r)
)
= i′∗

r−1∑
j=0
π′∗σβj .η
′
∗(δα.H
j) + π′∗σβr
r−1∑
i=0
(−1)i.li.η′∗(Eα.H
r−i−1)


6.12
= i′∗

r−1∑
j=0
π′∗σβj
j−1∑
i=0
(−1)i.li.η′∗(Eα.H
j−i−1) + π′∗σβr
r−1∑
i=0
(−1)i.li.η′∗(Eα.H
r−i−1)


= i′∗

 r∑
j=0
π′∗σβj
j−1∑
i=0
(−1)i.li.η′∗(Eα.H
j−i−1)


6.5
= i′∗

 r∑
k=0
r∑
j=0
π′∗(σαk .σ
β
j )
j−1∑
i=0
(−1)i.li.η′∗(H
k+j−i−1)

 .
(6.16)
The following claim computes the sum appearing in the last line:
Claim 6.16. For all j, k ∈ N0 the following equation holds:
j−1∑
i=0
(−1)iliη′∗(H
k+j−i−1) = π′∗(τk+j,r) + (−1)
j−1lj .π′∗(τk,r).
Proof. Using the definition of the τi,j , Lemma 6.10 and Remark 6.15, one computes:
j−1∑
i=0
(−1)iliη′∗(H
k+j−i−1) =
j−1∑
i=0
(−1)iliη′∗(
r∑
m=0
η′∗π′∗(τk+j−i−1,m).H
m)
=
j−1∑
i=0
(−1)ili
(
π′∗(τk+j−i−1,r−1) + π
′∗(τk+j−i−1,r)
(
l − π′∗c1(F )
))
=
j−1∑
i=0
(−1)ili
(
π′∗(τk+j−i,r) + l.π
′∗(τk+j−i−1,r)
)
= π′∗(τk+j,r) + (−1)
j−1lj .π′∗(τk,r).
This proves the claim. 
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Using this claim, one can simplify (6.16) in the following way:
(I) + (II) + (III) + (∗)
(6.16)
= i′∗
( r∑
k=0
r∑
j=0
π′∗(σαk .σ
β
j )
j−1∑
i=0
(−1)i.li.η′∗(H
k+j−i−1)
)
= i′∗
( r∑
k=0
r∑
j=0
π′∗(σαk .σ
β
j ).
(
π′∗(τk+j,r) + (−1)
j−1lj.π′∗(τk,r)
))
6.14
= i′∗
( r∑
k=0
r∑
j=0
π′∗(σαk σ
β
j .τk+j,r) +
r∑
j=0
π′∗(σαr .σ
β
j ).(−1)
j−1lj
)
.(6.17)
Note that the first part of this term coincides with the expression obtained for i′∗
(
π′∗(σα.βr )
)
in
(6.15).
Final expression for (∗∗). Recall that (6.13) gives:
(∗∗) = i′∗
(
π′∗σαr
r−1∑
i=0
(−1)i.li.η′∗(Eβ .H
r−i−1)− π′∗σαr .η
′
∗(δβ .H
r)
)
.
Let us first rewrite the second summand separately. Note that Claim 6.12 only holds for Hn with
n ≤ r − 1. In order to reduce to this case, apply the Chern class identity (6.2). To shorten
notation, set ℓ := OP(F ′)(1). With this definition c1(ℓ) = l. Then combining Claim 6.12 and (6.2)
one obtains:
i′∗
(
− π′∗σαr .η
′
∗(δβ .H
r)
)
= i′∗
(
π′∗σαr
r−1∑
n=0
cr−n(ΩP ′|S ⊗ ℓ)
n−1∑
i=0
(−1)i.li.η′∗(Eβ .H
n−i−1)
)
.
The left summand of (6.13) corresponds to the (n = r) - part of this sum. Hence:
(∗∗) = i′∗
(
π′∗σαr
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ)
n−1∑
i=0
(−1)i.li.η′∗(Eβ .H
n−i−1)
)
6.5
= i′∗
( r∑
j=0
π′∗(σαr .σ
β
j )
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ)
n−1∑
i=0
(−1)i.li.η′∗(H
j+n−i−1)
)
6.16
= i′∗
( r∑
j=0
π′∗(σαr .σ
β
j )
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ)
(
π′∗(τn+j,r) + (−1)
n−1ln.π′∗(τj,r)
))
6.14
= i′∗
( r∑
j=0
π′∗(σαr .σ
β
j )
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ).π
′∗(τn+j,r)︸ ︷︷ ︸
=:T1(j)
+ π′∗(σαr .σ
β
r )
r∑
n=0
(−1)n−1ln.cr−n(ΩP ′|S ⊗ ℓ)︸ ︷︷ ︸
=:T2
)
.
We need to develop more explicit expressions for T1(j) and T2.
Claim 6.17. For all j = 0, 1, . . . , r the identity
T1(j) = (−1)
j lj
holds.
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Proof. In fact, we will prove a slightly more general statement. We prove that for any j, q ∈
{0, 1, . . . , r} the following equality holds:
(6.18) T1(j, r − q) :=
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ).π
′∗(τn+j,r−q) = (−1)
jlj
( q∑
m=0
(−1)mlm.π′∗
(
cq−m(F )
))
.
Note that T1(j, r) = T1(j). Therefore, the statement of the claim follows from (6.18) by setting
q = 0.
We prove (6.18) by induction on j. For j = 0 one simply observes:
T1(0, r − q) =
r∑
n=0
cr−n(ΩP ′|S ⊗ ℓ).π
′∗(τn,r−q)
6.14
= cq(ΩP ′|S ⊗ ℓ)
5.3
=
q∑
m=0
(−1)mlm.π′∗
(
cq−m(F )
)
.
For every j ≤ r − 1:
T1(j + 1, r − q)
6.15
= T1
(
j, r − (q + 1)
)
− π′∗
(
cq+1(F )
)
.T1(j, r).
Then application of the induction hypothesis concludes the proof of the claim. 
Now determine T2:
T2 =
r∑
n=0
(−1)n−1ln.cr−n(ΩP ′|S ⊗ ℓ)
5.3
=
r∑
n=0
(−1)n−1ln
r−n∑
m=0
(−1)mlm.π′∗
(
cr−n−m(F )
)
=
r∑
m′=0
(−1)m
′−1(m′ + 1).lm
′
.π′∗
(
cr−m′(F )
)
.
Using the expressions for T1(j) and T2, one obtains:
(∗∗) = i′∗
( r∑
j=0
π′∗(σαr .σ
β
j ).(−1)
j lj
+ π′∗(σαr .σ
β
r ).
r∑
m′=0
(−1)m
′−1(m′ + 1).lm
′
.π′∗
(
cr−m′(F )
))
.(6.19)
Final expression for (∗∗∗). Recall that by (6.14)
(∗∗∗) = i′∗
(
π′∗(σαr .σ
β
r ).cr(ΩP ′|S)
)
.
Lemma 5.1 implies:
cr(ΩP ′|S) =
r∑
m′=0
(−1)m
′
(m′ + 1).π′∗
(
cr−m′(F )
)
.lm
′
.
Hence (∗∗∗) can be expressed as:
(6.20) (∗∗∗) = i′∗
(
π′∗(σαr .σ
β
r ).
r∑
m′=0
(−1)m
′
(m′ + 1).π′∗
(
cr−m′(F )
)
.lm
′
)
.
Conclusion of the proof. Now combine the calculations of (I) + (II) + (III) + (∗), (∗∗), and (∗∗∗)
given in (6.17), (6.19), and (6.20) respectively, to obtain:
(I)+(II) + (III) + (∗) + (∗∗) + (∗∗∗) = i′∗
( r∑
k=0
r∑
j=0
π′∗(σαk σ
β
j .τk+j,r)
)
(6.15)
= i′∗
(
π′∗(σα.βr )
)
.
By (6.7), this concludes the (alternative) proof of Proposition 6.6.

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7. Link to derived categories and Grothendieck groups
This section relates Theorem 3.2 with a result of Namikawa on derived categories ([Nam03,
Theorem 5.1]). Finally, we discuss the consequence of Theorem 3.2 on the level of Grothendieck
groups.
Denote by Db(X) := Db
(
Coh(X)
)
the bounded derived category of an algebraic variety X . For
the notation and basic results on derived categories we refer to [Huy06].
Consider a general Mukai flop X ← Xˆ → X ′. Denote by ιZ the natural inclusion of Z into
X ×X ′ and by q and q′ the projections from X ×X ′ to X and X ′ respectively.
In [Nam03] Namikawa studies the functor ΦOZ := R(q
′ ◦ ιZ)∗ ◦ L(q ◦ ιZ)∗ : D
b(X) → Db(X ′),
which coincides with the Fourier–Mukai transform with kernel OZ . He proves the following result,
which for elementary Mukai flops is due to Kawamata (see [Kaw02, Corollary 5.7]):
Theorem 7.1 ([Nam03, Theorem 5.1]). For a general Mukai flop X ← Xˆ→ X ′, the functor ΦOZ
is an equivalence of triangulated categories.
For arbitrary birational irreducible symplectic varieties X and X ′, the natural maps Db(X)
[ ]
−→
K(X)
v
−→CHQ(X) (where v associates to a coherent sheaf its Mukai vector v(F ) := ch(F ).
√
td(X) ∈
CHQ(X)) give rise to the following commutative diagram:
(7.1)
Db(X) Db(X ′)
K(X) K(X ′)
CHQ(X) CHQ(X
′).
[ ]
ΦOZ
[ ]
v
ΦK[OZ ]
v
ΦCHv(OZ )
Note that Theorem 7.1 implies bijectivity of the map ΦCHv(OZ ) in the case of general Mukai flops.
The central result of this section is:
Proposition 7.2. Let X and X ′ be birational irreducible symplectic varieties. Then the classes
v(OZ) and [Z] ∈ CHQ(X ×X ′) coincide. Consequently, the associated correspondences ΦCHv(OZ) =
[Z]∗ are equal. In particular, Φ
CH
v(OZ)
is multiplicative.
Proof. Let X and X ′ be families as in Proposition 2.1. Consider the following two cycles in
CHQ(X ×T X ′):
(1) The cycle α := [Γ], and
(2) the cycle β := ch(OΓ).
√
td(TX×TX ′|T ).
As a consequence of Proposition 2.1, the restriction of α to the special fibre is s0(α) = [Z]. On
the other hand, compute:
s0(β) = s0
(
ch(OΓ).
√
td(TX×TX ′|T )
)
= ch(OΓ
∣∣
X0
).
√
td(TX×TX ′|T
∣∣
X0
)
= ch(OZ).
√
td(TX×X′) = v(OZ).
Therefore, applying the specialization map of Section 2.2.1, it is enough to show that the re-
strictions to the general fibre, αη := rη(α) and βη := rη(β), coincide.
Consider the graph Γ of the isomorphism Xη ∼=X ′η , which is the restriction of XT\{0}
∼=X ′T\{0}.
Then αη = rη([Γ]) = [Γη] = [Γ]. Furthermore, one computes:
βη = rη
(
ch(OΓ).
√
td(TX×TX ′|T )
)
= ch(OΓ).
√
td(TXη×k(η)X ′η |k(η)).
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Let iΓ : Γ→ Xη ×k(η) X
′
η denote the natural inclusion. Applying the Grothendieck–Riemann–
Roch theorem (GRR) (see [Ful84, Theorem 15.2]) one then observes:
βη = ch(iΓ∗OΓ). td(TXη×k(η)X ′η |k(η)).
1√
td(TXη×k(η)X ′η|k(η))
(GRR)
= iΓ∗
(
ch(OΓ)︸ ︷︷ ︸
=1
. td(TΓ|k(η)).
1√
iΓ
∗ td(pr∗
Xη
TXη|k(η) ⊕ pr
∗
X ′η
TX ′η|k(η))
)
= iΓ∗
(
td(TΓ|k(η)).
1√
td(TΓ|k(η)). td(TΓ|k(η))
)
= iΓ∗(1Γ) = [Γ]
= αη.
This concludes the proof. 
Since the Chern character ch : K(X)⊗ Q → CHQ(X) is an isomorphism of rings (see [Man69,
Theorem 11.6]), one can conclude from (7.1), Corollary 4.5, Theorem 3.2 and Proposition 7.2 that:
Corollary 7.3. On the level of rational Grothendieck rings the map ΦK
v(OZ)
is an isomorphism
and in particular multiplicative. 
Consider a general Mukai flop X ← Xˆ → X ′. Combining Theorem 7.1 with Balmer’s result in
[Bal02] shows that the Fourier–Mukai transform ΦOZ is not compatible with the derived tensor
product. Therefore, even in this special case, there is a priori no reason on the level of derived
categories that ΦK[OZ ] or Φ
CH
v(OZ)
should respect the ring structure.
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